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A first-order sentence of a relational type Y is true almost everywhere if the 
proportion of its models among the structures of type Y and cardinality m tends to 
1 when m tends to 0o. It is shown that Tb(Y), the set of sentences (of type Y )  
true almost everywhere, is complete in PSPACE. Further, various upper and lower 
bounds of the complexity of this theory are obtained. For example, if the arity of 
the relation symbols of Y is d )  2 and if Pr Th(Y) is the set of prenex sentences 
of Th(~9~), then 
and 
Pr Th(Y) C DSPACE((n/Iog n) d) 
Pr Th(~) ~ NTIME(o(n/log n)a). 
If R is a binary relation symbol and 5 P = JR }, (Th(Y) is the theory of almost all 
graphs), then 
Pr Th(Y) ~ NSPACE(o(n/Iog n)). 
These results are optimal modulo open problems in complexity such as 
NTIME(T) ~ ? DSPACE(T) and NSPACE(S) = ? DSPACE(S2). 
1. INTRODUCTION 
Let Y be a relational type and 0 be a first-order sentence of type Y .  Let 
pm(q)) denote the proport ion of the models of ~0 among the structures of type 
Y and of domain { 1, 2,..., m}. We say that 0 is true almost everywhere (true 
a.e.) if l imm~ ~ pm((O) ---- 1. 
Fagin (1976) proved that the theory, called Th(Y) ,  of the first-order 
sentences (of type Y )  true a.e. coincides with the theory the axioms of which 
say roughly: "any finite substructure (possibly empty) has any possibIe finite 
extension." This rather natural  theory was previously discovered and studied 
by S. Jaskowski,  A. Ehrenfeucht, and C. Ryl l -Nardzewski  (unpubl ished 
results); they proved that this theory has exactly one infinite denumerable 
model and therefore is consistent, complete, and decidable. (In contrast, in 
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case Y contains a non-unary relation symbol, there is no algorithm for 
deciding if a monadic second-order sentence of type S ~ is true a.e. Blass and 
Harary (1979) noted that the existence of such a sentence neither true a.e. 
nor false a.e. is unknown.) 
Gaifman (1964) introduced Th(Y)  in the context of a certain infinite 
"probability model" and gave a procedure to decide this theory by quantifier 
elimination (see also Blass and Harary, 1979). However, the quantifier 
elimination is not an efficient procedure. 
Graph theorists are interested in graph properties true a.e. Unfortunately 
Th(Y)  is not a very interesting theory from this point of view because Blass 
and Harary (1979) proved that important graph properties true a.e. such as 
rigidity or hamiltonicity are not deducible from first-order properties true a.e. 
However, we are convinced that Th(Y)  deserves to be studied because it is a 
natural logical theory. 
In this paper, we show that Th(Y)  is <~tog-Complete in PSPACE and then 
is one of the simplest logical theories. (Quantified Boolean Formulas and the 
first-order theory of equality (Stockmeyer, 1974; Stockmeyer and Meyer, 
1973) are the best-known examples of logical theories complete in 
PSPACE.) Moreover we give many upper and lower bounds of the 
complexity of Th(Y) ,  the main bounds of which are described in Table 1. 
In Section 3 we exhibit a decision algorithm of Th(Y) .  The principle of 
our method is similar to that used by Ferrante and Geiser (1977) in an 
efficient procedure for the theory of rational order, that is: "only order 
TABLE 1 
Theory arity Upper bounds Lower bounds 
Pr Th(Y), d )  2 @ TIME, ALT((n/log n) d, n/log n) ~ NTISP(2 en/~°gn, o(n/log n) d ~) 
~ DSPACE((n/Iog n) a) for a constant e 
NTISP(n k, o( (n/log n)d/log n) ) 
for any k 
q~ NTIME(o(n/log n) d) 
Th(Y), d ~> 2 
Pr Th(Y), d = 2 
Th(Y), d = 2 
C DSPACE((n/log n) d log n) 
C DTIME(c tn/l°g n~d) 
for a constant c 
@ TIME, ALT((n/log n) 2, n/log n) 
~_ DSPACE((n/log n) 2) 
@ DSPACE(n2/log n) 
NTISP(2 en, o(n/log n) d- ~ ) 
for a constant e 
q~ NTIME(o(n/log n) ~) 
NSPACE(o(n/log n)) 
q~ NSPACE(o(n/(log n log log n)I/2)) 
Note. TIME, ALT(T(n),A(n)) denotes the class of languages accepted by alternating 
Turing machines in time T(n) with A(n) alternations. 
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counts" (in the theory of rational order). Similarly, in any model of Th(Y) ,  
a finite set of elements is completely described by the "internal relations" in 
this set. This gives a rather natural game-theoretic algorithm for the decision 
of Th(Y),  which is formalized by means of the alternation, a suitable tool 
with which to measure the complexity of logical theories (see Berman, 
1980b). 
In Section 4, we prove various lower bounds of the complexity of Th(Y)  
by using the now-classical method of arithmetization of Turing machines of 
bounded complexity (see Stockmeyer, 1976, for example). More precisely, 
we show that some complexity classes that involve time and space together 
can be reduced to the problem Th(Y).  Each reduction we use is computable 
on a Turing machine working both in space log n and in time n k, for a fixed 
k, and consequently is efficient for time and space together. In addition, 
using hierarchy results for time-space classes (Bruss and Meyer, 1980), we 
obtain time-spaee lower bounds for Th(Y).  Our best-time lower bound is a 
consequence of a very sharp result of Lynch (1982) about spectra of first- 
order sentences. 
Many of our upper and lower bounds are optimal modulo open problems 
in complexity such as NSPACE(S)= ? DSPACE(S2). 
Our ideas and methods are inspired of those of Ferrante and Geiser 
(1977), Stockmeyer (1976), Bruss and Meyer (1980), Berman (1980a,b), 
Immerman (1982), and Lynch (1982). 
2. DEFINITIONS AND NOTATION 
2.1. Definitions in Logic and Model Theory 
We use the usual notation and definitions in first-order logic and model 
theory (see Chang and Keisler, 1973, Chap. 1, for example). 
(Individual) variables are called x, y, x', x", x i, Yi ..... where i is any 
nonnegative integer in binary notation. Sometimes for convenience we use 
doubly indexed variables ~,x~ ..... Moreover we shall use metavariables 
v, v', v, .... to denote variables. 
Henceforth we shall write "integer" for "strictly positive integer." 
Define a (finite relational) type to be a finite set of relation symbols Y = 
{R,..., R'} where each symbol is given an integer called its arity. The arity of 
Y is the greatest arity of its relation symbols. In the following we assume 
that we have fixed such a type Y .  
The first-order language of type Y we use has the following symbols: the 
elements of Y ,  parentheses ( , ) ,  brackets [ ,  ], variables, the equality 
symbol =, the logical connectives V (or), A (and), 7 (not), and the 
existential and universal quantifiers 3 and V. The atomic formulas of type Y 
are expressions of the form v = v' or R(VlV 2 ... Vm), where R E Y and m is 
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the arity of R. The (first-order)formulas of type Y are then built up out of 
the atomic formulas in the usual way using V, A, 7, 3, and V. Sometimes for 
convenience we will suppress A and V or we will add the connective => 
(imply). It does not matter because these symbols can be easily defined from 
V, -1, and 3. 
We suppose that distinct metavariables denote distinct variables unless the 
opposite is specified. Let ffm denote the m-tuple v 1 , v 2 ..... v m and similarly for 
Xm,Y m ..... For a quantifier Q, let Qffm denote the string Qv 1 ... Qv m. A 
formula which is a part of another formula (0 is called a subformula of ~o. A 
variable v is free in rp if there is a free occurrence of v in (0; i.e., this 
occurrence does not belong to any subformula 5vq/or Vvgt. We write ~0(ffm) 
to mean that the free variables of ~0 are exactly the m (distinct) variables 
v 1 ..... v m. Let (o[v' I v ] denote the formula ~0 in which each free occurrence of 
the variable v is replaced by v'. A sentence is a formula without free 
variables. A quantifier-free formula is a formula without quantifiers. A 
formula q) is said to be prenex (or in prenex form) if it is of the form 
QlVl ... Qmvm~ ,, where the Qi are quantifiers and ~ is a quantifier-free 
formula. QlVl ... Qmvm is called the prefix of (0. 
We define an individual description of a variable v with respect o a tuple 
ffm to be a formula of type Y ,  called D(ff m, v) (or simply D), which is a 
conjunction of the form 
A ,,.,.,A A 
l ( i (m l<i<~p 
where each a[ is a~ or 7a  i and the sequence a1, a z ..... a;  is a list (without 
repetitions) of all the atomic formulas such that 
(i) each a i contains a relation symbol of 5P; 
(ii) v occurs in ai; 
(iii) all the other variables of a; are among Vl ..... vm. 
For example, if R is a binary relation symbol and if 5 ~ = {R }, then 
(-/~l,i 2x34=xiARXlX3ATRx3x1ARx2x3ARx3x2A-]Rx3x3) 
is an individual description of x 3 with respect o x I , x 2. Similarly a complete 
description, A(ffm) (or simply A), of a tuple of variables ffm is a conjunction 
of the form 
14 i< j4m 14i4q 
where each a[ is a i or -7a i and al, az,..., aq is a list (without repetitions) of 
the atomic formulas such that: 
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(i) each a i contains a relation symbol of Y ;  
(ii) all the variables of a i are among v 1 .... , v m. 
Define a complete description of a formula (0(~m) of type Y to be a complete 
description of the tuple ~Ym" The only complete description of a sentence is 
the empty conjunction denoted 0. 
A structure ~¢'= (D,R, . . . ,R')  of type Y consists of a nonempty set D 
called the domain of J¢" (also written Jr ' )  and for each p-ary relation symbol 
R of Y an interpretation, that is, a p-ary relation R on the domain D. In our 
notation we do not distinguish between a relation symbol and its inter- 
pretation. A substructure #/- of the structure ~ is a structure of type Y 
such that the domain D'  of JU is a subset of D and the relations of J r  are 
the restrictions of the relations of ~ to the subset D'.  Let dr. denote an 
m-tuple of elements al,..., am of a structure ~-f. 
Let ~0(6m) be a formula of type 5 ~ and let .Z/be a structure of type Y and 
dr" be a tuple of elements of ~/ .  Then we write (~' ,  rim) ~ ~0(fm) to mean 
that (007r") becomes a true assertion in ~ when 
(i) lY m is replaced by dm ; 
(ii) each logical symbol is given its usual meaning; 
(iii) each relation symbol is given its interpretation i ~ ' .  
If moreover (0 is a sentence, then we say that ~"  is a model of q~ and we write 
~/~ q~. If @ and (007m) are respectively a set of sentences of type Y and a 
formula of type Y ,  then we write @ ~ (0 to mean that every model of all the 
sentences of @ is a model of the sentence ¥6r" (007m) (the "universal closure" 
of ~). 
Let (0 be a sentence of type Y and let 5~m denote the set of structures of 
type 5 p on the domain {!, 2,..., m}. Let us define the proportion: 
pm((O) = card{~' ] ~"  E Ym and ~f" ~ q)}/card Ym" 
We say that the sentence (0 is true (false) almost everywhere or briefly true 
(false) a.e. if limm_+o 9 Pro(O) -- 1 (= 0 respectively). Let Th(Y)  denote the set 
of the sentences true a.e. More generally, we define similarly a property 
(even nonexpressible by a first-order sentence) true a.e. 
We will be interested occasionally in two other theories. Let Q be the set 
of rational numbers and let ((~, <) denote the structure of domain Q with 
the natural order relation on O as the only relation. Let (O, <) denote the set 
of sentences (0 such that (•, <) ~ ~0. 
Quantified boolean formulas are built up out of propositional variables, 
with the connectives V, A, 7, parentheses, and the quantifiers 5 and V. Let 
QBF denote the set of quantified boolean sentences (i.e., formulas without 
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free propositional variables) which are true in the trivial boolean algebra of 
domain {0, 1} (see Hopcroft and Ullman, 1979, p. 344). 
For a theory, i.e., a set of sentences, ~-, let Pr g- denote the set of prenex 
sentences of g-. 
2.2. Definitions in Computational Complexity 
A word w is a finite string of symbols over a finite alphabet. Let I wl 
denote the length of the word w. Variables and formulas can be regarded as 
special words. For example Ixloll--4 and if ~o is the formula 7(7Rxl  Y~o A 
X10 =Y11) then ltpl = 18. 
We use the usual notation and definitions in computational complexity 
(see Hopcroft and Ullman, 1979; Chandra et al., 1981; Stockmeyer, 1976). 
Our models of computation are multitape Turing machines; more exactly 
each machine has one read-only tape for input, several read-write tapes (the 
worktapes), and in case it computes a function, one write-only tape for 
output. For brevity a deterministic (nondeterministic, alternating) Turing 
machine is called a DTM (NTM, ATM, respectively). We assume that the 
reader is familiar with DTMs and NTMs. 
Let us describe how an ATM accepts a language. We suppose that the set 
of states of an ATM is partitioned, on the one hand, into branching states 
(subdivided into existential states and universal states) and, on the other 
hand, into deterministic (possibly accepting or rejecting) states and negating 
states. Thus any instantaneous description (ID) of an ATM is either 
branching, i.e., existential or universal, or deterministic or negating according 
to its state. 
For an ATM M let us define an accepting (rejecting) ID, by using the 
successor relation (an ID ~5' is a successor of an ID ~ if ~' follows from c5 in 
one step of M) and the nature of IDs as in Chandra et al. (1981): 
(i) if g has an accepting (rejecting) state, then c5 is accepting 
(rejecting); 
(ii) if g is universal (existential) and all the successors of ~ are 
accepting (rejecting), then ~5 is accepting (rejecting); 
(iii) if g is existential (universal) or deterministic and at least one of 
the successors of ~ is accepting (rejecting), then ~5 is accepting (rejecting); 
(iv) if g is negating and its successor is accepting (rejecting), then g is 
rejecting (accepting); 
(v) if no condition among (i)-(iv) holds for ~5, then ~ is neither 
accepting nor rejecting. 
An input w is accepted (rejected) by M if the initial ID on input w is 
accepting (rejecting). 
In case M has no negating state, it is equivalent but more convenient to 
6,*3/57/2-3 7
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define acceptance (rejection) by using accepting (rejecting) trees (see 
Berman, 1980b). An accepting tree of the ATM M is a finite tree the nodes 
of which are labeled with IDs of M so that: 
(i) each terminal node is labeled with an ID of accepting state; 
(ii) each internal node labeled with a universal ID fi has a child 
labeled 3' for each successor ID 3'; 
(iii) each internal node labeled with an existential or deterministic 
ID fi has exactly one child labeled 6', where 3' is a successor ID of 3. 
An input w is accepted by the ATM M if there is an accepting tree of M 
the root of which is labeled with the initial ID on input w. The rejection of 
an input is defined by duality ("accepting," "existential" are replaced by 
"rejecting," "universal," respectively, and vice versa). The language accepted 
by an ATM is the set of the inputs accepted by the ATM. We say that an 
ATM M accepts a language A in time T(n) (in space S(n)) if M accepts A 
and for every w in A of length n, there is an accepting tree of M on input w 
of depth at most T(n) (where each ID labeling a node uses at most S(n) 
worktape cells, respectively). 
The complexity class DTIME(T(n)) (NTIME(T(n)), ATIME(T(n))) is the 
class of the languages A with the property: there is a DTM (NTM, ATM) 
which accepts A in time T(n). The space complexity classes DSPACE(S(n)), 
NSPACE(S(n)), and ASPACE(S(n)) are defined similarly. TIME, 
ALT(T(n),A(n)) will denote the class of languages accepted by alternating 
Turing machines (without negating state) for which any path of an accepting 
tree has length O(T(n)) and O(A (n)) alternations between existential IDs and 
universal IDs: that is, the class STA(,, T(n),A(n)) of Berman (1980b). The 
logarithm of n in base 2 will be denoted by log n. Let J+ and K + denote the 
sets of nonempty words over the finite alphabets J and K. We say that f i s  a 
reduction from the language A c j+ to the language B c_K + if f is a 
mapping from J+ to K + such that w C A i f f f (w)~ B, for each w ~ J+. If 
moreover there is a DTM which computes f in space log(lwl) for each 
w C J+ and i f f i s  linearly bounded (i.e., If(w)[ ~< e[w I for any w C J+ and a 
constant e), then we write A ~<~og-lln B (see Stockmeyer and Meyer, 1973). 
3. UPPER BOUNDS OF COMPLEXITY 
For each individual description D(.~ m 1, Xrn), let 0(D) denote the following 
sentence: 
M'Xm-1 ( ( l <.<i~<j<m Xi z/z XJ) =:> ~XmD('~m- l ' xm)) " 
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Let us define the sets 
and 
O m = {0(D) I D = D(2m_ 1 , Xm) is an individual 
description of x~ with respect o 2 m_ ~ } 
O=UOm.  
m 
LEMMA 3.1 (Fagin, 1976). Each sentence of  0 is true a.e. In particular 
for  any m, the conjunction of  the sentences of  Om is true a.e. 
Intuitively it seems clear that in any model of O, a complete description A
of a formula 9 determines a truth value for 9 which is independent of the 
model of O. This fact (a consequence of Lemmas 3.2 and 3.3 below) helps to 
clarify the following algorithm, denoted TRUTH(A, ~0), which is an alter- 
nating algorithm (i.e., a program for an ATM). 
The Algorithm TR UTH(A, ~o) 
Input: (A, 0), where A is a complete description of the formula ~0. 
According as q) is atomic or as its main logical symbol is V, ~, or -1, go to 
one of the following subroutines. 
(V) ~0 _= gq V gz 2. Let A i be the complete description of ~'i (i = 1, 2), 
extracted from A. Choose i = 1 or 2 existentially (i.e., by an existential state) 
and apply TRUTH(Ai ,  ~'i)- 
(~) ~0(G )--- ~v~,. Two subcases. 
- - I f  v is not a free variable in ~,, apply TRUTH(A, ~t). 
- - I f  v is a free variable in gt, choose existentially to replace or not to 
replace v by a variable among v~,v 2 ..... v k. If we choose "yes," choose 
existentially an i~  {1,2,...,k} (intuitively v "equals" vi) and apply 
TRUTH(A(gk), ~[vi[v](g~) ). Otherwise (i.e., v is not replaced), choose 
existentially an individual description D(G,  v) of v with respect to 6 k and 
apply TRUTH(A(ffk) A D(gk, v), qz(ffk, v)). 
(-1) ~- -~, .  Apply negatively (i.e., by a negating state) 
TRUTH(d,  ¢). 
(At) ~p is an atomic formula. Three subcases: 
- - I f  ~0 -- v = v, accept. 
- - I f  ~0 -- v = v', reject (recall: v and v' denote distinct variables). 
- -Otherwise 9 =-RXa, where R E Y and J(d is a d-tuple of distinct 
or not distinct variables X~ .... , Xa; if R J( d is a conjunct of the conjunction A, 
accept; else (~R)7 a is a conjunct of d), reject. 
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This ends the algorithm TRUTH. 
If we permit the connective A and the quantifier V in our formulas, then 
we only have to add two corresponding instructions (A) and (V) in the 
algorithm TRUTH. These instructions are dual of instructions (V) and (~), 
respectively: existential states are replaced by universal states. 
If this algorithm accepts (rejects) the input (A, cp), we write 
TRUTH(A, 0 )= 1 (= 0, respectively). We clearly see that for every input, 
each computation path of this alternating algorithm always stops with accep- 
tance or rejection. As a direct consequence we obtain the following lemma. 
LEMMA 3.2. For any formula ~o and any complete description A of o we 
have TRUTH(A, (p)= 1 or O. 
LEMMA 3.3. For any formula (o with exactly m distinct variables and 
any complete description A of q), we have: 
(i) TRUTH(A, q)) = 1 implies 0 m (resp. O) ~ A => ~o; 
(ii) TRUTH(A, (p) = 0 implies 0 m (resp. O) ~ A => -3~o. 
Proof of Lemma 3.3 (by induction on the complexity of (p). For the sake 
of simplicity, we give the proofs of (i) and (ii) for O instead of 0 m. 
The cases (At), (V), and (-l) are obvious. Let us prove (i) and (ii) in the 
case ~0 = 3vq/. Now suppose v is free in ~, (the subcase when v is not free is 
obvious). In order to prove (i), suppose TRUTH(A(~k),~vqt(gk,V))= 1. 
Then we have either TRUTH(A(gk), gt[vi] v](ffk) = 1 for some i E {1,..., k} 
or TRUTH(A(tTk) A D(ffk, v), Iff(g k, v)) = 1 for some individual description 
D(g k, v). In the first situation we have 
o AG)  b vl(ek) 
and then 
e  A(G) 3v ,(G, v). 
In the second situation we have 
0 ~ (A(ffk) A D(ff k, v)) ~> ~(ffk, V) 
and from the fact that 0(D) C 0 we deduce 
o  A(G) V). 
In order to prove (ii), suppose 
TRUTH(A(ffk) , ~vqJ(ffk, v)) = O. 
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Then we have both TRUTH(A(gk),qJ[vilv](gk))=O for each i~  {1,...,k} 
and TRUTH(A(gk) A D(gk, v), ~u(~7 k, v)) = 0 for any individual description 
D(6 k, v). Hence we deduce 
o ~ ~(~k) ~ Vv 7 ~,(~k, v). 
By analyzing carefully the proof above, we observe that each assertion of 
the form O~0 can be replaced by 0 m~O, where m is the number of 
(distinct) variables of the formula ~0. This completes the proof. | 
The following proposition is a direct consequence of Lemmas 3.1, 3.2, and 
3.3. 
PROPOSITION 3.4. Let q~ be a sentence with exactly m distinct variables. 
Then (i), (ii), and (iii) are equivalent: 
(i) TRUTH(O, ~o) = 1; 
(ii) t0 m~o;  
(iii) ~o is true a.e. (that is, 9 ~ Th(Y)). 
COROLLARY 3.5. I f  a sentence ~o has exactly m distinct variables, then 
0 m ~ q~ or 0 m ~-7q~ (Immerman, 1982). Every sentence is true a.e. or false 
a.e. (Fagin, 1976). 
COROLLARY 3.6. The ATM of program TRUTH(O, ~o) accepts the set 
Th(Y). 
In the following we will give upper bounds on complexity of Th(Y)  for 
alternating programs; then we will deduce deterministic upper bounds on 
Th(Y) by using some simulation results of ATMs by DTMs. 
DEFINITION. An ATM M (without negating states) accepts a language A
in space S(n) with branching number B(n) i fM accepts A and for any w E A 
of length n, there is an accepting tree of M on input w, with all the IDs using 
at most S(n) worktape cells, so that there are at most B(n) branching IDs 
along any path of the accepting tree. 
The following lemma, which generalizes lightly the well-known result 
ATIME(S)~_DSPACE(S) (Chandra et al., 1981, Theorem 3.2), explains 
our interest in the branching number measure. 
LEMMA 3.7. I f  a set A is accepted by an ATM M in space S(n) with 
branching number B(n), then A is accepted by a DTM M' in space 
max(S(n), B(n), log n). 
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Proof Clearly it is sufficient o prove the lemma in case S(n)= B(n)>/ 
log n. The idea of the simulation is that of Chandra et al. (1981, 
Theorem 3.2). Therefore we emphasize the differences. For each w CA of 
length n there is an accepting tree of M using space <<.S(n), time <~c s~") 
(e s(n) is an upper bound on the number of IDs of M of length S(n)) and 
branching number ~S(n).  Each path of the accepting tree can be encoded by 
a string of S(n) symbols over the alphabet {1,2 ..... b}, where b is the 
maximal outbranching of any ID of M. 
First we suppose that the function S(n) is fully space constructible (i.e., 
there is a DTM which produces S(n) as output using space S(n) for each 
input of length n). 
Now let us describe the simulation. For any input w of length n the DTM 
M'  first constructs S(n), secondly checks one by one, for example from left 
to right, the paths of the computation tree of M on input w and at the same 
time uses the output S(n) as a counter for exceeding neither the space S(n), 
neither the time e s(n), nor the branching number S(n). On one worktape, M '  
memorizes the string which encodes the visited path and also records the 
values ("accept" or "reject" or "unknown") given by M to the nodes which 
are immediately branching to the left of the nodes of this path. On the other 
tapes, M'  works exactly as M does. 
In case S(n) is not fully space constructible, M'  iterates the above 
computation for successive values S(n) = 1, 2,.... | 
We shall also use the following 
LEMMA 3.8 (Chandra et al., 1981). I f  S (n ) >/ log n, then 
ASPACE(S(n)) _~ [-)c>0 DTIME(cS(")) • 
In order that the algorithm TRUTH be as efficient as possible, we shall 
put sentences into a "standard form." 
DEFINITION. A sentence ~ is said to be in standard form if all the 
variables of ~o are exactly xl,x2,. . . ,x m for an integer m. 
If a sentence ~o in standard form has length n, then ~0 has only 
m = O(n/log n) distinct variables and thus the binary representation of the 
integer m has length O(log n). 
LEMMA 3.9. There is a DTM working in space log n, which puts any 
sentence q~ in a standard form q~' equivalent o o. Moreover [q~'l <~ I~ol. 
Proof. We can suppose that the only variables of ~ are of the form x;. 
The sentence ~0' will be obtained by replacing in ~o each occurrence of any 
variable x i by xi,, where i' is the number of all the distinct indicesj ~< i such 
that x s occurs in ~0. 
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We shall exhibit a special DTM M working in space log n with four heads 
numbered 1, 2, 3, and 4 (instead of one head) on the input tape. Clearly such 
a machine can be simulated by an ordinary DTM using additional space 
log n to simulate the four input heads (see Savitch, 1973, for more details). 
Roughly M works on an input rp as follows. Head 1 remains on the index i 
as long as i' is not found. Afterwards Head 1 will go to the next index 
immediately to the right of i in ~0. Head 2 successively marks the elements of 
the increasing sequence j l  , J2 ..... Ji' = i, where thejk are all the distinct indices 
~<i of the variables of ~0. When Head 2 marks Jk, the integer k is written on 
the worktape and Heads 3 and 4 do comparisons to find j~+l. II 
Lemma 3.9 will be useful because of the following (well-known) result. 
LEMMA 3.10 (Stockmeyer and Meyer, 1973). Let A and B be two 
languages uch that A ~<~og-iin B. Then we have: 
(i) B C DSPACE(S(n)) implies A C DSPACE(S(cn) + log n) for 
some constant c; 
(ii) B C DTIME(T(n)) implies A C DTIME(T(cn) + n p) for some 
constants c and p. 
LEMMA 3.11. Let d >/2 be the arity of 5". There is an ATM which 
accepts the set of all the sentences of Th(Y)  in standard form, in space 
S(n) = O((n/log n) a) with branching number B(n) = O((n/log n) d log n). 
Proof. It is sufficient o prove that for any sentence ~0 (of type Y )  in 
standard form, any path of the alternating algorithm TRUTH(O, ~0) only 
uses the space S(n) and the branching number B(n) of the lemma. Indeed we 
can simulate this algorithm with an ATM having no negating states and the 
simulation only requires the same space and the same branching number (see 
Chandra et al., 1981, Theorem2.5, for more details). For the sake of 
simplicity, suppose Y = {R }, R a d-ary relation symbol. 
Clearly the space used by TRUTH(O, ~0) is at most the maximal ength of 
the encoding of a pair (A, ~,), where ~u is a formula obtained from a 
subformula of q) by eventually replacing several variables by other variables 
of ~0 and where A is a complete description of ~'. Suppose that the variables 
of 9 are exactly Xl, x 2,..., x m. We have I~'1 ~< [q) l × IXm I = O(n log n), since 
IXml = O(1og n). We encode A by a string s = sis 2 ... stud ofm a symbols over 
the alphabet {0, 1, 2} in the following manner. If the d-tuple of variables 
(X1,X2 ..... Xa) E Ix I ..... Xm} '~ is the ith d-tupte of variables (in the order 
corresponding to lexieographieal order of the d-tuples of indices), then s; = 1 
iff RX1 ... Xd is a conjunct of A, si = 0 iff ~RXI  ... Xa is a conjunct of A, 
and s i = 2 iff some variable among X 1 .... ,X  d is not free in qJ. We have Is I= 
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md= O((n/log n)d). Therefore we obtain the space bound O(nlog n )+ 
O( (n/log n) d) = O( (n/log n)d). 
The algorithm TRUTH uses branching steps only in its instructions (V), 
(A), (3), and (V). For every (V) or (A) there is only one branching step. For 
every (3) or (V) there are O(m d-l) branching steps; indeed we need 
(k + 1) d -  kd= O(k d-l) branching steps to choose an individual description 
D(~,  v), k < m, and in case v is replaced, we need only O(log m) branching 
steps to choose which v i will replace v. For an input ¢ of length n, any 
computation path uses (V), (A), (3), and (¥) at most n times. Therefore we 
obtain the branching number O(n) + O(nm d-l) = O((n/log n) d log n). II 
THEOREM 3.12. Let d>/ 2 be the arity of Y .  
(i) Th(Y)  ~ DSPACE((n/log n) d log n); 
(ii) Th(Y)  C DTIME(e ~n/l°g")d),for a constant c. 
Proof By Lemmas 3.9 and 3.10 it is sufficient o prove the theorem for 
the subset of all the sentences of Th(Y) in standard form. The theorem is 
then a consequence of Lemma 3.11 completed by Lemma 3.7 for (i) and by 
Lemma 3.8 for (ii). II 
Let us now consider the complexity of theories (Q, <) and QBF. By the 
same method as before, we obtain the 
THEOREM 3.13. Let d ~ 1 be the arity of Y ;  
(i) Th(Y)  and (Q, <) belong to DSPACE(n log n) (result of Ferrante 
and Geiser (1977) for (Q, <)) and belong to DYIME(e") for a constant e; 
(ii) QBF C DSPACE(n) (see Stockmeyer, 1976). 
Remark. For QBF, a "complete description" of a formula ~ is a truth 
value assignment of the free propositional variables of ~0. For (Q, <), a 
"complete description" of a formula ~0(tTm) is a string of the form 
V~r(1)a lVzr (2 )a  2 . ' '  am_lUst(m), 
where each a i is < or = and n is a permutation of the set {1, 2,..., m}. Such a 
string has length O(n). For Th(Y) it is easy to obtain a similar notion of 
"complete description" of length O(n) if the arity of Y is ~1. 
In case the sentences are in prenex form, we can improve the above space 
upper bounds. Indeed a prenex sentence of length n has only O(n/log n) 
quantifiers; hence the branching number of any path of the algorithm 
TRUTH is divided by log n. Clearly we have the 
COROLLARY 3.14. Let d be the arity of Y ;  
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(i) /f d >~ 2, then Pr Th(Y) E DSPACE((n/Iog n)d); 
(ii) /fd~< 1, then Pr Th(Y) and Pr(O, <) E DSPACE(n). 
Part (i) of the following simple corollary improves the linear bound of 
Stockmeyer (1976). 
COROLLARY 3.15. (i) Pr QBF E DSPACE(n/log n); 
(ii) QBF E DTIME(cn/l°g"),for a constant c. 
Using the alternating classes TIME, ALT(-,-) 
Corollary 3.14. 
we can improve 
LEMMA 3.16. I fA  E DSPACE(log n) then A E TIME, ALT(n, log n). 
Proof. It is exactly the proof of Savitch's (1970) theorem and of 
Theorem 3.1 of Chandra et al. (1981). II 
THEOREM 3.17. Let d be the arity o fT ;  
(i) / fd >/2, then Pr Th(Y) E TIME, ALT((n/log n) d, n/log n); 
(ii) /f d ~< 1, then Pr Th(Y) E TIME, ALT(n, n/log n). 
Remark. Note that TIME, ALT(T, A) _ ATIME(T) c_ DSPACE(T). 
Proof of Theorem 3.17. We only give the main ideas and let the reader 
imagine the technical details by using the proof of Lemma 3.11. 
Starting from a prenex sentence, ¢, of type Y,  our algorithm works as 
follows: 
(1) Existentially guess a sentence (p' such that [~'1 ~< [~p[. 
(2) Universally execute the following subroutines, (a) and (b): 
(a) Check if 9' is a 
that ~0' is of the form Q1x1 
(b) Check if 0' E Pr 
algorithm TRUTH: 
standard form of (o. (Moreover we can suppose 
• " Qmxmllt ,  where Q1x1 . . .  Qmxm is the prefix.) 
Th(Y) with the following implementation f the 
(bl) Guess (with existential or universal states according to the 
quantifiers) a sequence of symbols, A, representing the connections between 
variables x I ..... x m (i.e., a "complete description") with respect to the equality 
relation and the symbols of Y .  
(b2) Check if A makes q/true. 
Let us analyse this alternating algorithm in case d >/2 (case d ~< 1 is 
similar). Part (1) works in time O(n), where n=[q)[. The subroutine (a) 
works in DSPACE(log n) by Lemma 3.9 and then in TIME, ALT(n, log n) 
by Lemma3.16. (b0: Our "complete description" is a word of length 
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O(md)=O(n/ logn)  a, which can be guessed in TIME, ALT((n/ logn) d, 
n/log n). (bE): The problem of checking if A makes ~, true belongs to 
DSPACE(logp), where p=]A  I +]v/I and then belongs to TIME, 
aLT((n/log n) d, log n), where n = [~Pl- II 
4. LOWER BOUNDS OF COMPLEXITY 
Clearly the subtheory of Th(Y) consisting of all sentences which contain 
no relation symbol, but only the equality symbol, is the theory of the 
equality on an infinite domain. Henceforth let ff denote any theory of the 
equality on a class of domains of unbounded cardinalities. It is implicitly 
proved by Stockmeyer (1976) that ~ is <~log-hard for PSPACE and that 
Pr ~ ~ NSPACE(o(nl/2)). In particular Th(Y)  is <~log-eomplete in PSPACE 
(by Section 3). In this section we will improve the space lower bound of 
Th(5 z) in case the arity of Y is d >~ 2. (We will insist on the case d >~ 2 
because we feel that it is the most interesting case.) 
We need some new definitions and results about complexity classes. 
DEFINITIONS. Let cC be a class of languages, for example, a complexity 
class. We write c~ ~log B via length order l(n) (resp. via time order t(n)) to 
mean that for each A C ~,  A c_J +, there is a reductionf A from language A
to language B, computable by a DTM in space log n, such that IfA(W)I <~ 
C A l(I Wl), for some constant cA and any w ~ J+ (resp. computable by a DTM 
both in space log n and time c A t(n)). In case c~ = {A } we write A ~<log B via 
We shall use the classes NTIME(T) and NSPACE(S), and also the 
following class. NTISP(T, S) is the class of the sets A for which there is a 
NTM M which accepts A, so that for each w C A of length n, there is an 
accepting computation of M on w, using time ~ T(n) and space <~S(n). Such 
a machine M is called a NTISP(T, S)-machine (Bruss and Meyer, 1980). 
An efficient reduction as described above permits us to transfer 
complexity results because of the following lemma. 
LEMMA 4.1. Suppose that S and T are nondeereasingfunctions from the 
set of integers to the set of real numbers. 
(i) I f  A <~log B via length order l(n) and B E NSPACE(S(n)) then 
A ~ NSPACE(S(el(n)) + log n)for  a eonstant e. 
(ii) I f  A ~<losB via time order t(n) and B C NTIME(T(n)), then A C 
NTIME(T(et(n)) + et(n)) for a eonstant e. 
(iii) I f  A <<,logB via time order t(n) and B C NTISP(T(n), S(n)) then 
A E NTISP(T(et(n)) elt(n), S(et(n)) + log n)for  constants e, e 1. 
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Proof. Part (ii) is obvious. The proof of (i) and (iii) is similar to the 
proof of the transitivity of reducibilities ~<log and ~ogain (Stockmeyer and 
Meyer, 1973, Lemmas 2.1 and 2.2). We explain the factor Clt(n ) in the time 
bound of (iii) by the fact that to save space, the NTM M' which accepts A 
does not write the entire output f(w) of the reductionf from A to B: let M be 
the NTISP(T, S)-machine which accepts B; at any step of the simulation of 
M (on input f (w))  which concerns the j th symbol off(w), M' simulates all 
the computation o f f  on w till it finds the j th symbol. | 
DEFINITION. A pair of functions (T, S) is compatible if there is a DTM 
which, on each input of length n, halts with two outputs of lengths T(n) and 
S(n) exactly, using only a time O(T(n)) and space S(n). 
Remark. We prefer this notion of compatibility rather than the stronger 
notion of Bruss and Meyer (1980) because it is sufficient for our results and 
because we prove more easily that a pair of functions, for example, (2 n, nk), 
is compatible in our sense. 
For proving lower bounds of complexity, we shall use the following 
hierarchy theorem. 
THEOREM 4.2 (Seiferas, 1977a,b; Seiferas et al., 1978; Bruss and Meyer, 
1980). Let S 2 and T 2 be functions such that log n =o(S2(n)) and n= 
o(T2(n)). 
(i) I f  S 2 is eonstruetible (by a DTM) in space .72, then there is a set 
A, E NSPACE(S2) - UINSPACE(S1) JSI(n + l )=  o(S2(n))}. 
(ii) I f  T 2 is eonstructible (by a DTM) in time O(T2), then there is a 
set A 2 C NTIME(T2) -- (..){NTIME(T1) I Tl(n + 1) = o(T2(n)) }. 
(iii) I f  the pair (T2,82) is compatible, then there is a set A 3 C 
NTISP(T 2, $2) - U{NTISP(T 1, $1)[ Tl(n + 1) = O(TR(n)) and Sl(n + 1) = 
o(S2(n))}. 
Moreover we can take each Ai ~_ {0, 1} +. 
Proofs. Parts (i) and (ii) are proved in Seiferas, 1977a,b, and Seiferas et 
al., 1978, respectively. Part (iii) is proved in a similar (and succinct) manner 
in Bruss and Meyer, 1980. | 
Now for proving lower bounds of complexity, we only need (by the results 
above) to prove that a complexity class can be efficiently reduced to our 
theory. For example, it is proved by Stockmeyer (1976) that Pr QBF 
NSPACE(o((n/log n)l/z)) because of the reduction NSPACE(n) ~<log Pr QBF 
via length order n 2 log n. In fact, in analysing each reduction of Stockmeyer 
(1976), we see that any "via length order" can be replaced by "via time 
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order." The reductions we exhibit in the following still have this property, 
and therefore they are not only space efficient but also time efficient. 
The following easy lemma is the only model-theoretic argument which is 
used in this paper for proving lower bounds of Th(Y).  
LEMMA 4.3. Let JU be a finite structure of type Y .  The property of 
containing JU as a substructure is true a.e. (In other words, almost all finite 
structures of type Y contain JU as a substructure.) 
LEMMA 4.4. Let d >/2 be the arity of Y .  Then for any integer k, 
NTISP(n k, (n log n)d/log n) ~log Pr Th(Y)  via time order n(log n) 2. 
Proof of Lemma 4.4. The method is similar to that of Stockmeyer (1976, 
Lemma 6.3). Therefore we emphasize the differences. The proof is divided 
into two parts. In part 1 we show that for any A ~ NTISP(n k, (n log n)d/ 
log n), there is a type ~ of arity d such that A ~tog Th(5~) via time order 
n(log n) 2. In part 2, we show that 5~1 can be replaced by 5~2 --- {R }, where R 
is a d-ary relation symbol, which proves the 1emma for any Y of arity d. 
Part 1. Let M be a NTISP(T, S)-machine which accepts a set A, with 
T(n) = n k and S(n) = (n log n)d/1og n = (n log n) a-1 . n. Without loss of 
generality we can assume that M has only one tape, one-way infinite to the 
right, that is both an input tape and a worktape, because if S(n)>/n, any 
NTISP(T, S)-machine can be simulated by a one-tape NTISP(cT 2, S)- 
machine, for a constant c. 
Let F, Q, and h be respectively the tape alphabet of M, the set of states of 
M, and a special symbol for the tape head. 
We identify an instantaneous description (ID) of length l of M with a 
string 6 C 27/, where 27 = FU (F X {h} X Q). In a natural manner, the string 
6 describes the tape at a given instant, including the head position and the 
state. 
For each symbol a C 27, we choose a d-ary relation symbol Ro and take 
5¢~ = {R~ la C 22}. For every input w of M, we will construct a sentence ~0" 
of type 5~1 so that wCA iff ~0~ is true a.e. In fact we shall take ~0~=- 
3X,~ qZw(Ym), where for Iwl = n, m = In log n 1 and Ig%l = O(n(log n)2). Now 
let us give an approximate idea for understanding the construction of the 
formula gt w. (In the following we take d = 2 but the proof is similar in the 
other cases.) 
We encode an accepting computation of M on input w in a structure ~"  of 
type 5P~. Suppose that the value of Ym is fixed to the tuple d m of elements in 
~#'. An ID 0 of length l = (In log n]) • n = m • n can be written as a doubly 
indexed sequence (~Sij) (where i C {1, 2,..., m} andj  C {1, 2 ..... n}), ordered by 
the lexicographical order of pairs (i,j). Thus 6 can be encoded by an n-tuple 
6 n of elements in ~¢'. More precisely we take (~',  a i, b j )~  R,(xi ,2i  ) iff 
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6 u = a. Therefore an accepting computation of M, using time n k and space 
l = m • n can be encoded by a sequence of n k n-tuples/~n,.--,/~" of elements in 
We use two techniques to write "short formulas", i.e., formulas of length 
O(n(log n)2): first the "divide and conquer" argument of Stockmeyer (1976) 
which uses the idea of the well-known Savitch theorem; secondly a "folding" 
technique to describe long IDs by short formulas (see Lynch, 1982). 
For each a ~ S, let _Ro(v, v') denote the formula R,vv '  A /~,~ qRo,vv ' .  
As in Stockmeyer (1976) it is easy to construct a formula Initw(Yn) (resp. 
Acc(y,)) which asserts that 7, encodes the initial ID on input w (resp. an 
accepting ID). (In fact we must write Initw(Ym,y,) and Acc(2m,y,), but in 
all the formulas we omit mentioning the 2 m, which can be considered 
roughly as "fixed parameters.") Since the initial ID is of the form ~?B ~-n, 
where I~1 = Iwl = n and B t-" is the blank symbol B repeated l -  n times, we 
take 
Init~,(y,) ~ /~ _R~i(x 1,yi) A gt Vu 
l<~i<~n 
(( v v u 
2~i<.  m l <~i<~ n 
where ~?i is the ith symbol of k. Clearly [Initwl = O(n(log n)2). The formula 
Acc(y,) is constructed in a similar manner. 
For two IDs 6 and 6', let 6 F-J~ 6' mean that 3' follows from 6 in j  steps of 
computation of M. Let p denote the integer [k log n], so that nk~ 2 p. We 
shall give a formula, called Step(7,,7;)  (resp. Comp(f~, :Y~)), which asserts 
that if y,  (resp. y]) encodes an ID 6 of length l, then )7" (resp. f~) encodes an 
2P ID 3' and 6 ~_13, (resp. 6 ~-~ 3'). Suppose that the formula Step is given. 
Then Comp will be as in Stockmeyer (1976): 
Comp(Z,  z?~) = 3i~ g• -1 gz?~ -~ 3{~ -~.. .  3i~ V g°, Vz~ °
[ ~ t//~,  ((,~in 1 i l iA - i -1  {in) V(fiin--1 -i -i-- -0 -0)] = z ,  = = t n A z ,  1 =£ i ) )~ Step(y , ,z ,  
1 p 
where each equality f ,=g"  abbreviates the conjunction A~.<i<,vi=v/. 
Clearly t Comp] = [Step] + p .  O(n log n) = [Step] + O(n(log n)2). 
Let qt w be the prenex form of the following formula of simple meaning: 
3yP, 3z7~ (Initw(.~) A Comp(.~, z~°,) A Acc(z?P,)). 
It remains to construct the formula Step. As in Stockmeyer (1976) we use 
the following fact proved by Stockmeyer (1974, pp. 38-39). There is a set 
X~4 ~ Z 3 × 223 such that for any two strings 6 = 61 ..- 6 l and 6' = 3' 1 -.. 3[ in 
22 t, if 6 is an ID of M then: 3' is an ID of M such that 6 ~ ' ~-M6 iff for each 
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iC{1,2  ..... / - -2} the 6-tuple (~ i (~ i+ l (~ i+2"(~(~[+l (~[+2)~YM,  For  two 
ordered pairs (i,j) and (i',j') of {1 ..... m}X{1 ..... n}, let us write 
(i,j)suc(i',j') to mean that (i',j') is the successor of (i,j) in the 
lexicographical order. If we take 
Step(fin, ff~) --= A V A (~-ak(Xik ' YJk) A RcF~(Xik , Yak)) 
TGX M k-- 1,2,3 
where r abbreviates (01~2~ 3 • er'la~'crj) and the last conjunction is taken for 
all pairs such that (il,j l)suc(iz,j2)suc(i3,J3), then the formula Step is too 
long since there are mn-  2 possible ordered pairs (il,j l). By a "folding" 
technique we construct the equivalent formula: 
Step(p-~,y~)---V{ 3 Vff~ Vff~ [ [ (  V (tl =t2=t3 =xi) 
l<~i<m 
A V A ('4=y~; A ~- '  " ) u2 yi+, A uS=4+2) 
1<~i<.n--2 j=0 ,1  / 
( V (t,=t~=x, At3=z,+ V 1) \ l~ i~m- i  
A A (U~ =Y J-1 A u~ =..~n A .~ =yJ)) 
j=0 ,1  / 
( V (t,=x, At2=t3=xi+,) v 
l<~idm 1 
j=0 ,1  / J 
V A ~o,(o,.°) A ~,j(o, u)))], 
~X M j=1 ,2 ,3  
0 t where yO, y], u j, u) are written in place of Yi, Y~, u j, uj.', respectively, and r 
abbreviates (~2a3"  a~J ) .  Clearly IStepl = O(n(log n)Z). 
The work of the DTM which on input w produces ~0~  3Ymtgw(~m) as 
output consists essentially in counting from 1 to m (resp. from 1 to n) O(1) 
times (resp. O(p) times) and writing at the same time these lists of integers 
on the output tape. The space needed is max(lXm[, Ix, l, [xpD = O(log n) and 
the time needed is 
O(m log m) + O(p). O(n log n) = O(n(log n)2). 
We can roughly say that a structure ~¢" of type Yl is a model of the 
sentence ~0~ iff ~"  contains a "substructure which encodes" an accepting 
computation of M on input w. Therefore by Lemma 4.3, M accepts w iff (0~, 
is true a.e. 
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Part 2. Now let us construct a modified version of (o% denoted q)w, of 
type ~ = {R} for R a d-ary relation symbol. Let a,..., a '  denote the list of 
the elements of Z. The idea is roughly the following. In a structure ~"  of 
type Y~ which contains a substructure encoding an accepting computation, 
we replace each element a by distinct elements a%.., a ~' and construct a 
structure J / '  of type 5P2 on this new domain, so that for any d-tuple d e of 
elements of~¢" and for each a E Z, ( J[",  d~) ~RX~ iff (J/', 6d) ~ Ro2 a. The 
sentence q~w is the sentence ~0 w in which each variable v is replaced by the list 
of new variables v", .... v "'. More precisely each quantified variable Qv of (p" 
is replaced by Qv ° ... Qv°'; subformulas R,,g d and v = v' are replaced by 
RtT~ and /~,~ v ° =v  '°, respectively. (Henceforth we do not require that 
distinct metavariables denote distinct variables. Clearly M accepts w iff q~w 
is true a.e. II 
In the previous lemma, we have tried to maxzmize the space bound of the 







Let d >/2 be the arity of Y .  Then for any integer e we 
NTISP(U~, n e 1) ~<~og Pr Th(Y)  via time order n log n; 
NTISP( 2~"l°gn, na-~) ~<log Th(Y)  via time order n log n. 
Similar to the proof of Lemma 4.4. For (i) we only modify the 
cardinalities: the constant m-tuple c7 m is replaced by an n-tuple d n, i.e., m = 
In log n] is replaced by n; every ID of length n d-a is now encoded by only 
one element b (instead of an n-tuple 6,); instead of p = [k log n], we take 
p=cn.  
Part (ii) is proved as (i), except that we take p = [cn log n] and define a 
new (non-prenex) formula Comp(y,z)  as follows. Define the formulas 
Fj(y,z) and Fj(y' ,z ')  by induction on the integer j, starting from the 
formula F0(Y, z) = Step(y, z) defined as in (i). Fj.+l(y, z) is the formula 
Vy' Vz' [ ( (y '  =y  A z '  = t) V (y '  = t A z '  = z)) F j (y ' ,  z ' ) ] .  
Fj+x(y',z' ) is the formula Fj+l(y,z ) in which y is replaced by y '  and vice 
versa, z is replaced by z' and vice versa; in particular the subformula 
Fj(y', z') is replaced by Fj(y, z). We take Comp(y, z) ~ Fp(y, z). Since each 
variable y, z, y' ,  z', t occurs O(p) times in Fp, we have ]Comp[ = O(p) = 
O(nlog n). II 
Remark. In the case d = 2, we have NTISP(2 Cn log n, n d- 1) = NSPACE(n) 
and we shall use the better lemma: 
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LEMMA 4.6. I f  the arity of Y is 2, then NSPACE(n(log n~ 
log log n) 1/2) ~<log Th(Y) via time order n log n. 
Proof Using a method similar to that of the proof of Lemma 4.5(ii), we 
want to maximize a function S such that for any integer c, 
NTISP(2 cs, S)~<log Th(Y) via time order n log n, which is equivalent to: 
NSPACE(S) ~<log Th(Y) via time order n log n. As for Lemma 4.5, we use 
the fixed n-tuple tin; but now any ID is encoded by anf(n)-tuple bs~n) instead 
of only one element. (The functionf(n) will be defined below.) We now take 
p = [c'n log n/(f(n)  logf(n))] for a constant integer c'; thus in the sentence 
~o~ the sum of the lengths of the encodings of p IDs is O(n log n). Our 
formula Comp(yy~n), zTI~,) ) is exactly similar to the formula Comp(y, z) of 
Lemma 4.5(ii). Clearly a tuple 6y~,) can encode an ID of length n . f (n)  and 
the usual "divide and conquer" argument permits us to express a 
computation of time 2 p with a formula of length O(n log n). In order to 
maximize S, choose f (n)  so that the numbers n. f (n )  and n logn/ 
(f(n) logf(n)) are of the same order. We obta inf (n)= I(log n/log log n)1/21 
by an easy computation and therefore S(n)= n .f(n). | 
Lemmas 4.4, 4.5, and 4.6 give us lower bounds of complexity, by 
Lemma 4.1 and Theorem 4.2. Let d/> 2 be the arity of Y .  
THEOREM 4.7. For any integer k, Pr Th(Y) ~ NTISP(n k, o((n/log n)d/ 
log n)). 
THEOREM 4.8. (i) There is a constant e > 0 such that Pr Th(Y) 
NTISP(2 ~"/l°g", o( n /log n) d- 1); 
(ii) /f d )  3, there is a constant ~ > 0 such that Th(Y) ~ NTISP(2 '", 
o(n/log n) d- 1). 
THEOREM 4.9. I f  d = 2, then Th(Y) ~ NSPACE(o(n/(log n log 
log n)'/2)). 
Proofs. For proving Theorem 4.8(i), we use a set A C NTISP(T2, $2) -- 
U{NTISP(T 1, $1) t Tl(n + 1) = o(Tz(n)) and Sl(n + 1) = o(S2(n)) }, where 
Tz(n ) = 2 n and S2(n ) = n a 1. By Lemma 4.5(i), there is a reduction from A 
to Pr Th(•), computable by a DTM in space log n and time cn log n, for a 
constant c. By Lemma 4.1, we obtain the desired result with e < 1/c. Proofs 
of Theorems 4.8(ii), 4.7, and 4.9 are similar. II 
Remark. Except for Theorem 4.9, our lower bounds of complexity for 
Pr Th(Y)  (resp. Yh(Y)) are in terms of classes NTISP(T, o(S)) with S(n) • 
log T(n) >/(n/log n) a (resp. ~> (n/log n) d log n). Note that this last function is 
exactly our upper bound in terms of class DSPACE (Theorems 3.12 and 
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3.14). It seems difficult to improve our results because the best inclusion that 
we know between NTISP classes and DSPACE classes is NTISP(T, S) 
DSPACE(SlogT) (Savitch, 1970, Theorem2). In the same manner, 
Theorem 4.9 is optimal modulo a factor (log log n) 1/2 and modulo the open 
problem NSPACE(S)= 9. DSPACE(S2). 
Let d >/2 be the arity of Y .  
COROLLARY 4.10. Pr Th(Y) (~ NTIME(o((n/log n)d/log n)). 
COROLLARY 4.11. (i) Pr Th(Y) ~ NSPACE(o(n/log n)); 
(ii) /f d/> 3, Th(Y) ~ NSPACE(o(n)). 
Proofs. Each of these complexity classes is included in one of the classes 
of Theorems 4.7 and 4.8. II 
Remarks. It is implicitly proved by Berman (1980a), Paterson (1972), 
and Paul et al. (1980) that for any function T(n)~/n, there is an integer k 
such that NTIMEI(T(n))~_NTISP(T(n) k, T(n)l/2), where NTIME1(T(n)) 
denotes the class of languages accepted by one-tape NTMs in time T(n). As 
a consequence, Theorem 4.7 implies that 
Pr Th(Y) (~ NTIMEl(O((n/log n):d/(log n)2)). 
A similar result appears in Berman (1980a) for QBF. 
In proofs of Lemma 4.4-4.6 as in Stockmeyer (1976) we divide the time 
of a computation i to two parts and then successively into 4, 8 ..... 2 p parts. 
We can slightly improve the lower space bound of Pr Th(Y) by dividing the 
time into n parts and then successively into n2, na,...,n c" parts (for a 
constant c). Then we obtain 
if d >/4, Pr Th(Y) ~ NSPACE(o(n)) 
and 





THEOREM 4.12. For any integer k, we have 
Pr QBF ~ NTISP(n k, o(n/(log n)2)); 
Pr ~e ~ NTISP(n k, o(n/log n)). 
Similar to the proof of Stockmeyer (1976, Corollaries 6.6 and 
Remarks. A result similar to (i) appears in Berman (1980a). By 
Theorem 4.12 any improvement of the upper bounds obtained in Section 3 
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for Pr QBF, Pr(Q, <) and Pr Th(Y)  (for an arity d~< 1) would imply an 
improvement of the inclusion NTISP(T, S) _~ DSPACE(S log T). 
DEFINITION (Lynch, 1982). Let tp be a sentence of relational type 5~ U 
{U, Sue}, where U and Sue are respectively unary and binary relation 
symbols not in Yl.  The spectrum of ~0, denoted Sp(q~), is the language 
{0, 1 } + defined as follows. For every word w C {0, 1 } +, w E Sp(~0) if and 
only if there is a model of ~0 on the domain {0, 1 ..... n - 1 } such that 
(Je', i) ~ U(x) iff wi = 1 
and 
(~¢', i , j) ~ Sue(x, y) iff i + 1 =j ,  for all i, j C {0,..., n - 1 }. 
Let Speetra(arity d) denote the class of spectra of sentences having a type 
of arity d. 
We can improve Corollary 4.10 if we admit the nice and difficult result of 
J. Lynch (1982; 1980, Theorem 1.10) that follows. 
THEOREM 4.13. Any language A ~_ {0, 1} + of NTIME(nd), for an 
integer d ~ 2, belongs to Spectra(arity d). 
COROLLARY 4.14. I f  the arity of Y is d>/2, then PrTh(Y)~ 
NTIME(o(n/log n)d). 
Proof. By Theorem 4.13, Lemma 4.1, and Theorem 4.2, it is sufficient o 
prove that Speetra(arity d) ~<tog Pr Th(Y)  via time order n log n. 
Let A ~ Speetra(arity d), i.e., A = Sp(q~), where ~p is a sentence of type 
U {Sue, U t and the arity of 5P~ is d. From q~ we will construct a reduction 
w~-+~o w from A to Pr Th(Y).  Let W=WoW 1... w n 1 be a word of {0, 1} n 
and for each i ~ {0,..., n - 1 } let x i be a variable which does not occur in ~0 
(x i intuitively represents the integer i). ~0 w is defined as follows. 
Each variable of ~p is "relativized" to {x o ..... x,_l}: for example, 3v is 




Let ~0~ be the prenex form of the conjunction of the formula so modified, of 
the conjunction Awi=l U(xi)A Awi 0 ~U(xi) and of the following formula of 
length O(n log n) which asserts that x 0 ..... x,_~ are all distinct: 
THE THEORY OF ALMOST ALL STRUCTURES 203 
~Yo''':~YP--1 [ A Yi=~zyjAVxVy[(iVnX=XiA VY~-YJ) :~>X~/:y] 
i< j<p j<p 
A "the formula (Rxy A Ry 'x )  defines a bijection 
between the elements x C {x o ,..., x~_ ~ } and the 
couples (y ,y ' )  C {yo,...,yp_l}z"]. 
(For the sake of brevity, we assume that n =p2 and that 5~ contains a 
binary relation symbol, R, and we do not express explicitly the formula 
between commas.)  The sentence ~Pw is obtained from the sentence ~p" = 3x 0 ... 
~X._l~0~ exactly as in part 2 of the proof of Lemma 4.4. 1 
AN OPEN PROBLEM. We conjecture that if a type Y has a smaller arity 
than another type Y ' ,  then Th(Y)  has a strictly weaker complexity than 
Th(Y ' ) .  Unfortunately the results of the present paper are not sufficient for 
proving it, although they give us strong evidence of such a fact. We feel that 
this problem is closely related to the following open question (see Fagin, 
1975): Is there a proper hierarchy of first-order spectra which rests on the 
arity of the types of sentences? 
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