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Abstract
Let k be an arbitrary field. The main aim of this paper is to prove the Tits-
Weiss conjecture for Albert division algebras over k which are pure first Tits
constructions. This conjecture asserts that for an Albert division algebra A
over a field k, every norm similarity of A is inner modulo scalar multiplica-
tions. It is known that k-forms of E8 with index E
78
8,2 and anisotropic kernel
a strict inner k-form of E6 correspond bijectively (via Moufang hexagons) to
Albert division algebras over k. The Kneser-Tits problem for a form of E8 as
above is equivalent to the Tits-Weiss conjecture (see [31]). Hence we provide
a solution to the Kneser-Tits problem for forms of E8 arising from pure first
Tits construction Albert division algebras. As an application, we prove that
for G = Aut(A), G(k)/R = 1, where A is a pure first construction Albert
division algebra over k and R stands for R-equivalence in the sense of Manin
([10]).
1 Introduction
The main result of this paper is a solution to the Tits-Weiss conjecture for Albert
division algebras over k, which are pure first Tits constructions. As a consequence,
we solve the Kneser-Tits problem for k-forms of E788,2, which have anisotropic kernel
a strict inner k-form of E6 associated to Albert division algebras which are pure first
Tits constructions. We study some group theoretic properties of the structure group
and the group of automorphisms of an Albert algebra over a given field, which we
proceed to describe below briefly.
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Let A be an Albert division algebra over k and G = Aut(A) denote the algebraic
group of automorphisms of A. Then G is defined and anisotropic over k, of type
F4. We classify connected reductive algebraic subgroups of G (see Section 6). Let
L ⊂ A be a cubic subfield and GL be the algebraic subgroup of G consisting of
automorphisms of A fixing L pointwise. It is known that GL is an algebraic group
defined over k, of type D4 (see chapters (VIII), (IX) of [9]). We prove that GL is
generated, as an algebraic group, by GD1 and GD2 for suitable 9-dimensional sub-
algebras algebras D1 and D2 of A, containing L as a maximal subfield (Proposition
6.3), where, for a subalgebra S ⊂ A, GS denotes the subgroup of G consisting of
automorphisms fixing S pointwise. Let φ ∈ G(k) be irregular. We show that there
is a 9-dimensional subalgebra B ⊂ A such that φ(B) = B (Theorem 6.2). We prove
that every automorphism of an Albert division algebra A fixes a cubic subfield of A
(Corollary 4.2) pointwise. If the fixed point subalgebra L = Aφ for an automorphism
φ of A is a noncyclic cubic extension of k, we prove φ is regular (Proposition 6.2).
Let G be a semisimple, simply connected algebraic group, defined and isotropic
over a field k. Let G(k) denote the group of k-rational points of G and G(k)+ be
the normal subgroup of G(k), generated by the k-rational points of the unipotent
radicals of the parabolic k-subgroups of G. The Kneser-Tits problem asks if the
quotient W (k,G) = G(k)/G(k)+ is trivial (see [18], 7.2 and [3] for a latest survey).
In this paper we answer this question in the affirmative for a certain rank 2 form
of E8. The form of E8 that interests us has Tits index E
78
8,2, has anisotropic kernel
a strict inner form of E6. Such groups exist over k if k admits central division
algebras of degree 3 with nonsurjective reduced norm map or such algebras with
unitary involutions over a quadratic extension of k (see [27]). The Kneser-Tits
problem for the form of E8 mentioned above, has a reformulation in terms of the
structure group of an Albert division algebra. This reformulation is due to J. Tits
and R. Weiss, which made its first appearance in their book on Moufang polygons
(see [31], 37.41, 37.42 and page 418), in the form of a conjecture, henceforth referred
to as the Tits-Weiss conjecture. The assertion of the conjecture makes sense
for reduced Albert algebras as well and follows rather easily from known results of
Jacobson (see Theorem 5.13). Albert algebras are of profound importance in Lie
theory and the theory of buildings. Exceptional groups of type F4, E6, E7 and E8
have close links with Albert algebras (see [2], [5], [23], [31]). For example, over a base
field k, all groups of type F4 arise as groups of automorphisms of Albert algebras.
Every Albert algebra A over a field k comes equipped with a cubic form called the
norm form of A. Also A has a linear form defined on it, called its trace form.
Let A be an Albert algebra over k, N be its norm and T be its trace. Recall that a
similarity of N is a bijective linear map θ : A→ A such that N (θ(x)) = αN (x) for
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all x ∈ A, where α ∈ k∗ is independent of x, called the factor of similitude of θ. It is
well known that the group of isometries of the norm form of A is a simply connected
group of type E6 defined over k (see for example [23]). The isotropy subgroup of
1 ∈ A in the group of isometries is precisely the group of automorphisms of A. The
conjecture of J. Tits and R. Weiss is about the group of similarities of the norm
form N on A. It is clear that scalar multiplications Rt, t ∈ k∗ are norm similarities,
since N (Rt(x)) = N (tx) = t3x for all x ∈ A. The right multiplications Ra, a ∈ A∗,
by elements of A, however, are not similarities of the norm in general. The linear
operators Ua for a ∈ A defined by Ua = 2R2a − Ra2 (these have a valid expression
in characteristic 2 as well, see Section 5) are norm similarities with similitude factor
N (a)2 if a is invertible in A. For an invertible element u ∈ A, the u-isotope of A is
the algebra A(u) whose underlying vector space structure is the same as A but the
multiplication on A(u) is defined as xuy = {xuy}, where {xyz} is the Jordan triple
product in A, given by
{xyz} = Ux,z(y), Ux,z = RxRz +RzRx −Rxz,
Rx denotes the right multiplication on A by x. Note that Ua = Ua,a. Two Albert
algebras A and A′ are said to be isotopic if there is an isomorphism φ : A(u) −→ A′
for some invertible element u ∈ A. Such an isomorphism is called an isotopy from A
to A′. Isotopy is an equivalence relation on the class of Albert algebras (see [5], Sect.
7, Chap. VI). The set of all isotopies from A −→ A forms a group under composition
of maps, called the structure group of A, denoted by Str(A). It is known that
isotopies are same as norm similarities as long as the base field is not too small (see
[5], Chap.VI, Theorem 6, Theorem 7). The subgroup of Str(A) generated by the Ua,
a invertible, is called the inner structure group of A, denoted by Instr(A). One
can prove that Instr(A) is a normal subgroup of Str(A) (see [31], 37.42). Let C be
the subgroup of Str(A) generated by the Rt, t ∈ k∗. Then C.Instr(A) is normal in
Str(A). We can now state the conjecture of Tits and Weiss (see [31], page 418):
Conjecture (Tits-Weiss): Let A be an Albert division algebra over a field k.
With the notation introduced above,
Str(A)
C.Instr(A)
= {1}.
This conjecture has origins in the theory of Moufang polygons and is of fundamen-
tal importance to the subject. In this paper, we settle this conjecture for Albert
division algebras which are pure first Tits constructions, thereby solving the Kneser-
Tits problem for the k-forms of E8 arising from such Albert division algebras. The
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elements of Aut(A) ∩ Instr(A) are called inner automorphisms of A. We prove
that every automorphism of an Albert division algebra which is a pure first Tits
construction, is inner (Corollary 5.3). The strategy to prove the above conjecture
is to reduce the assertion about norm similarities to an assertion about automor-
phisms. The main step is to prove that every automorphism is inner. The key tool
is a fixed point theorem for automorphisms of Albert algebras. We prove that every
automorphism of an arbitrary Albert algebra A, fixes a nonzero element with trace
zero. When the Albert algebra is a division algebra, this proves that every auto-
morphism fixes a cubic subfield pointwise. We reprove a theorem of Jacobson on
automorphisms of Cayley algebras and then use the same idea to derive the result
on automorphisms of Albert division algebras. The analogy of Cayley algebras with
Albert algebras is well known by the work of Petersson and Racine on Tits pro-
cesses; our results strengthen this further. We apply our results on automorphisms
of Albert division algebras to prove the triviality of yet another group, related to
R-equivalence. Let A be an Albert division algebra over k which is a pure first
construction and G = Aut(A). We prove that G(k)/R = 1, where R-stands for
R-equivalence in algebraic groups (see [10]).
Groups with index E788,2 : Let G be a semisimple simply connected group defined
over k with Tits index E788,2 (see [29] for the index notation) and anisotropic kernel
a strict inner form of E6. Let Γ denote the building associated to G, in the sense
of ([28]) or ([31]). It is shown in ([31]) that Γ is a Moufang hexagon, defined by a
hexagonal system of type 27/F , where F/k is either a quadratic extension of k or
F = k. Recall from ([31], 42.3.5, 42.6) that such forms of E8 exist if and only if k
admits Albert division algebras. Albert division algebras over k exist if and only if
there are degree 3 central division algebras over k with nonsurjective reduced norm
maps, or k admits degree 3 central division algebras with unitary involution, over a
quadratic extension of k, with nonsurjective reduced norm map. Hence these forms
of E8, for example, do not exist over finite fields, number fields, local fields or the
field of real numbers, however the rational function field Q(t) admits these groups.
In this context the following theorem of Albert is of importance (see [5], Theorem
21, Chap. IX):
Theorem 1.1. Let k be a field such that there are degree 3 central division algebras
over k. Then there exist Albert division algebras over k(t), the function field in one
indeterminate.
Contrast this with the fact that k = C((x1, · · · , xn)), n ≥ 3, admits Albert divi-
sion algebras (see [12]), even though there are no central division algebras of degree
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3 over C.
Moufang hexagons of type 27/F : Moufang hexagons of type 27/F correspond
to Albert division algebras over k. Let Γ be the Moufang hexagon associated to
an Albert division algebra A over k, as described in Chapter 15 of ([31]), or 4.7
of ([28]); see also ([25]) for an excellent introduction to the subject. Let G be the
group of “linear” automorphisms of Γ (see [31] or [34] or [35]) and let G† be the
subgroup generated by the root groups of Γ. Then G† is a normal subgroup of G
and the quotient G/G† is isomorphic to H/H†, where H is the structure group of
the Albert algebra A and H† is the subgroup of G generated by all maps of the
form x 7→ tx, t ∈ k∗ or x 7→ Ub(x), b ∈ A∗; this is proved in 37.41 of ([31]). The
group G is the group of k rational points of a an algebraic group defined over k with
index E788,2, with anisotropic kernel H , the structure group of A. By 42.3.6 of ([31]),
the root groups of Γ are the groups Uα(k), where α is a nondivisible root relative
to a maximal k-split torus S and Uα is the corresponding unipotent k-group. This
explains the Kneser-Tits problem in the context of the Tits-Weiss conjecture stated
in ([31], page 418) for the structure group of A.
Structure of the paper : In the paper, the results that are needed to settle
the Tits-Weiss conjecture, mostly from Section 5, are proved over arbitrary charac-
teristics (one can work with cubic norm structures and use the formulae derived),
however some other results on automorphisms in Section 6 may need omission of
characteristic 2 and 3. For this reason and for simplicity of exposition, we choose to
take the algebra point of view versus the cubic norm structure approach for Albert
algebras and assume that characteristic of the base field is different from 2 and 3.
We now describe the paper briefly. In Section 2, we introduce the notion of an
Albert algebra and describe Tits constructions of such algebras, which will be used
in the sequel. Section 3 gives preliminary material on Moufang hexagons of type
27/F and relates the Kneser-Tits problem to the Tits-Weiss conjecture. In Section
4, we take up the study of automorphisms of Albert algebras. The main tool in
this is the fixed point subalgebra of an automorphism, or more generally, of a given
(algebraic) subgroup of the algebraic group of automorphisms Aut(A) of a given
Albert algebra A over k. The results of Section 5 are oriented towards a proof of
the Tits-Weiss conjecture and are valid over arbitrary characteristics. This section
depends very little (except for the fixed point theorem) on Section 4. The key result
being that every automorphism of an Albert division algebra, which is a pure first
construction, is inner (i.e. is in the inner structure group of A as defined in the in-
troduction). This is proved step by step, while proving some results valid for general
first constructions. We use the theorem of Wang on the reduced Whitehead group
of division algebras ([33], [30], Proposition 2.7) to settle the Tits-Weiss conjecture.
6 Maneesh Thakur
We also derive some results for the norm similarities of first constructions, which
help us in the proof. Using an analogue of Wang’s result for the unitary Whitehead
group of a division algebra, due to Yanchevskii, we prove that some automorphisms
of a second Tits construction Albert algebra are inner (Cor. 5.2). We come back to
the study of automorphisms in Section 6. We prove that irregular automorphisms of
Albert division algebras are rather robust, we prove that such automorphisms stabi-
lize 9-dimensional subalgebras. We make some remarks on regular automorphisms
as well. It seems likely that any automorphism is a product of automorphisms sta-
bilizing 9-dimensional subalgebras. The results of this section are general in nature,
along the theme of Section 5. We apply the results of Section 5 to the R-triviality
problem for groups of type F4 over k, arising from pure first construction Albert
division algebras. We conclude with some remarks, which may help in attacking the
problem in its full glory.
2 Albert algebras
In this section, we introduce some basic material on Albert algebras over a field k,
assumed to be of characteristic not 2 or 3 for simplicity of exposition. As remarked
before, one may work with cubic norm structures instead of algebras and the results
continue to hold true. We assume some familiarity with the notion of an octonion
(Cayley) algebra, which can be found in ([23]) for example. For a detailed account
of Albert algebras and octonion algebras we refer to ([5]), ([23]) or ([9]).
Reduced Albert algebras: Let C be an octonion algebra over k and let Γ =
Diag(γ1, γ2, γ3) ∈ GL(3, k) be a diagonal matrix. Let x 7→ x denote the standard
involution on C. Let ∗ : M3(C)→M3(C) denote the involutionX 7→ X∗ = Γ−1X
t
Γ,
where M3(C) denotes the (nonassociative) ring of 3 × 3 matrices with entries from
C and X = (xij) for X = (xij). Let H(M3(C), ∗) = H3(C,Γ) denote the space of
hermitian (i.e. ∗-symmetric) matrices in M3(C). Then clearly Dimk(H3(C,Γ)) =
27. We define a product on this space by X · Y = 1
2
(XY + Y X). We thus get
a k-algebra structure, called a reduced Albert algebra over k. These algebras have
zero divisors. We call A = H3(C,Γ) split if C is split over k. It turns out that
there is a unique split Albert algebra over a field k, up to isomorphism. An Albert
algebra over k can be defined as a k-algebra A such that A is isomorphic to the split
Albert algebra over some field extension of k. An Albert algebra in which all non-
zero elements are invertible, i.e. have their U -operators bijective, is called an Albert
division algebra. The automorphism group of the split Albert algebra over k is the
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split form of F4 over k ([9], 25.13). The automorphism group of an Albert algebra is
a k-anisotropic form of F4 if and only if the algebra has no nonzero nilpotents (see
[16], page 205). In particular, the automorphism group of an Albert division algebra
is a k-anisotropic form of F4. For a reduced Albert algebra, there is a natural notion
of the trace, namely, the trace of a matrix in a reduced Albert algebra A is the sum
of its diagonal entries (which are scalars) and is a linear form on A. Similarly, there
is a norm defined on A, which is the “determinant” computed in a suitable way,
and is a cubic form on A. The notion of trace and norm passes down to an arbitrary
Albert algebra over k. Tits has given two general constructions of all Albert algebras
over a field k. It is known that any Albert algebra over k comes from either of the
two constructions. We shall give the norm and trace maps in the two constructions
below. We now describe them briefly.
Tits constructions of Albert algebras
The first construction:
Let k be a base field as fixed before. Let D be a central simple (associative) algebra
over k of degree 3. We will denote by D+ the (special) Jordan algebra structure on
D, with multiplication x · y = 1
2
(xy+ yx), x, y ∈ D. Let µ ∈ k∗ be a scalar. To this
data, one associates an Albert algebra J(D, µ) as follows:
J(D, µ) = D0 ⊕D1 ⊕D2,
where Di, i = 0, 1, 2, is a copy of D. For the multiplication on J(D, µ), we need
more notation. For a, b ∈ D define
a · b =
1
2
(ab+ ba), a× b = 2a · b− t(a)b− t(b)a + (t(a)t(b)− t(a · b))
and a˜ = 1
2
(t(a) − a), where t : D −→ k is the reduced trace map of D. The
multiplication on J(D, µ) is given by the formula :
(a0, a1, a2)(b0, b1, b2)
= (a0 · b0 + a˜1b2 + b˜2a2, a˜0b1 + b˜0a1 + (2µ)
−1a2× b2, a2b˜0 + b2a˜0 +
1
2
µa1× b1).
It is known that J(D, µ) is an Albert algebra over k (see [9] or [23] for more details).
Further, J(D, µ) is a division algebra if and only if µ is not a reduced norm from
D. Clearly D+ is a subalgebra of J(D, µ). Let A be an Albert algebra over k and
let D+ ⊂ A for some degree 3 central simple algebra D. Then there exists µ ∈ k∗
such that A ≃ J(D, µ).
Trace and Norm maps :Let A = J(D, µ) be as defined above. Let t = TD and
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n = ND denote the reduced trace and reduced norm maps on D (see [7]). The trace
T and the norm N on A are given by the formulae:
T (x, y, z) = t(x), N(x, y, z) = n(x) + µn(y) + µ−1n(z)− t(xyz).
From this, one gets an expression for the trace bilinear form on A, defined by,
T (x, y) = T (xy), x, y ∈ A. Therefore, one has, for x = (x0, x1, x2), y = (y0, y1, y2),
T (x, y) = t(x0y0) + t(x1y2) + t(x2y1).
One knows that an Albert algebra A is a division algebra if and only if its norm
form is anisotropic over k.
The adjoint map :Let A = J(D, µ). One defines a quadratic map # : A→ A by
x 7→ x#, called the adjoint of x. Let x = (x0, x1, x2). We define
x# = (x#0 − x1x2, µ
−1x#2 − x0x1, µx
#
1 − x2x0),
where, for y ∈ D, 2y# = y × y. One can prove that xx# = x#x = N(x) for all
x ∈ A(see [5] for details).
The second construction:
Let K/k be a quadratic extension and let (B, τ) be a central simple K-algebra
of degree 3 over K with a unitary involution τ over K/k. Let u ∈ B∗ be such
that τ(u) = u and N(u) = µµ for some µ ∈ K∗, here bar denotes the nontrivial k-
automorphism ofK and N is the reduced norm map of B. LetH(B, τ) be the special
Jordan algebra structure on the k-vector subspace of B of τ -symmetric elements in
B, with multiplication as in B+. Let J(B, τ, u, µ) = H(B, τ)⊕B. With the notation
introduced above, we define a multiplication on J(B, τ, u, µ) by
(a0, a)(b0, b) = (a0 · b0 + a˜uτ(b) + b˜uτ(a), a˜0b+ b˜0a+ µ(τ(a)× τ(b))u
−1).
Then J(B, τ, u, µ) is an Albert algebra over k and is a division algebra if and only if
µ is not a reduced norm from B. Clearly H(B, τ) is a subalgebra of J(B, τ, u, µ). It
is known that if H(B, τ) is a subalgebra of an Albert algebra A over k, then there
are suitable parameters u ∈ B∗ and µ ∈ K∗, where K is the centre of B, such that
A ≃ J(B, τ, u, µ).
Trace and Norm maps :Let A = J(B, τ, u, µ) be an Albert algebra arising from
the second construction. Let t = tB and n = NB denote the reduced trace and
reduced norm maps on B (see [7]). The trace T and the norm N on J(B, τ, u, µ)
are given by the formulae:
T (b0, b) = t(b0), N(b0, b) = n(b0) + µn(b) + µn(τ(b))− t(b0buτ(b)).
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From this, one gets an expression for the trace bilinear form on J(B, τ, u, µ), defined
by T (x, y) = T (xy), x, y ∈ A. Therefore, we have, for x = (a0, a), y = (b0, b),
T (x, y) = t(a0b0) + t(auτ(b)) + t(uτ(a)b).
The Albert algebra A = J(B, τ, u, µ) is a division algebra if and only if the norm
form is anisotropic over k.
The adjoint map : Let A = J(B, τ, u, µ) and x = (a0, a). In this case, the adjoint
map is given by
x# = (a#0 − auτ(a), µτ(a)
#u−1 − a0a),
where for y ∈ B, 2y# = y× y as defined above. One has N(x) = xx# = x#x for all
x ∈ A.
Remarks :It is known that all Albert algebras arise from these two constructions
(see [9]) and these are not mutually exclusive. Hence there are Albert algebras
which are of mixed type as well as of pure type. For simple recipe for pure second
constructions, see ([26]) and for examples of pure first constructions, see ([12]). Note
that if A is a pure first construction Albert division algebra then every 9 dimen-
sional subalgebra of A must necessarily be of the form D+ for a degree 3 central
division algebra D over k. There is a cohomological characterization of pure second
construction Albert algebras. An Albert algebra A is a pure second construction
if and only if f3(A) 6= 0 (see [9]). However, such a characterization for pure first
construction Albert algebras doesn’t seem to be available in the literature. It is well
known that any cubic subfield of an Albert division algebra reduces it, i.e., if L ⊂ A
is a cubic subfield, where A is a division algebra over k, then A⊗L is reduced over
L. Moreover, when A is a first construction, every cubic subfield is a splitting field
for A (see [13]). It can be shown that if A is an Albert division algebra, Aut(A)
remains anisotropic over any extension of k of degree coprime with 3.
Pure first Tits construction Albert algebras :Albert algebras which arise
through the first Tits construction and cannot arise from the second construction
are called pure first constructions. Let A be an Albert algebra over k and let S ⊂ A
be a 9-dimensional subalgebra. It is known that S = D+ or S = H(B, τ) for D
a degree 3 central simple algebra over k or B a degree 3 central simple algebra
over a quadratic extension K/k with a unitary involution τ . If A is a pure first
construction, then every 9-dimensional subalgebra S must be of the form D+, by
remarks made before on 9 dimensional subalgebras of Albert algebras. Let k0 be an
algebraically closed field of characteristic not 2 or 3 and n a positive integer. Then,
by the work of Petersson and Racine ([12]), every Albert division algebra over the
iterated Laurent series field k = k0((x1, · · · , xn)), n ≥ 3, is a pure first construction.
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Following characterisation of pure first Tits construction Albert division algebras
was communicated to us by Holger P. Petersson:
Theorem 2.1. For an Albert division algebra over a field k of arbitrary character-
istic, the following conditions are equivalent.
(i) A is a pure first Tits construction.
(ii) A is a first Tits construction and every separable cubic subfield of A is cyclic.
(iii) Every separable cubic subfield of any isotope of A is cyclic.
Proof. (i) implies (ii). Suppose A is a pure first Tits construction and let L ⊂ A
be a separable cubic subfield. By ([13]), Cor. 4.5, there exists λ ∈ k∗ such that
the inclusion L →֒ A extends to an embedding from the first Tits construction
J = J(L, λ) to A. By the hypothesis, J has the form D+ for some central associative
division algebra D of degree 3 over k. But by (Prop. 5.1, [17]), this forces the cubic
extension L/k to be cyclic.
(ii) implies (iii). If A is a first Tits construction, then by ([13], Cor. 4.9) all its
isotopes are isomorphic. Hence (iii) is a trivial consequence of (ii).
(iii) implies (i). Arguing indirectly, let us suppose that (iii) holds, but A is not a
pure first Tits construction. Then there exists a central associative division algebra
(B, τ) of degree 3 with an involution of second kind over k such that H(B, τ) is
a subalgebra of A and K, the center of B, is a separable quadratic field extension
of k. Passing to an appropriate isotope of H(B, τ), equivalently, replacing τ by
Int(u) ◦ τ for some invertible u ∈ H(B, τ), we may assume that the involution τ is
distinguished (see [11], Theorem 2.10). But then, by loc.cit. Theorem 3.1, H(B, τ),
hence A, contains a separable cubic subfield with discriminant algebra K/k, which
therefore cannot be cyclic.
The structure group of Albert algebras :Recall that every Albert algebra comes
equipped with a cubic form N , called the norm. The isometries of N form the k-
rational points of a simply connected k-algebraic group of type E6. This group
contains the algebraic group Aut(A) of automorphisms of A, we denote its group of
k-rational points by Aut(A). The group of similarities of N is called the structure
group of A and we denote it by Str(A). This coincides with the group of k-rational
points of a strict inner k-form of E6, which we may denote by Str(A). Let a ∈ A and
Ra denote the right multiplication by a acting on A. We let Ua = 2R2a−Ra2 . Then
Ua ∈ Str(A) for all invertible a ∈ A. The (normal) subgroup generated by Ua, a
invertible, is called the Inner structure group of A and denoted by Instr(A),
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this also is the group of k-points of a certain algebraic group Instr(A). The group
Aut(A) ∩ Instr(A) is called the group of inner automorphisms of A. Finally,
recall that a norm isometry is an automorphism if and only if it fixes the identity
element of A (see [5], Section 7, Chapter VI).
3 Moufang Hexagons of type 27/F
In this section, we explain the construction of Moufang hexagons of type 27/F
and connect them to the Kneser-Tits problem as well as the Tits-Weiss conjecture
mentioned in the introduction. We reproduce below some of the material from ([25])
for our exposition. Let A be an Albert division algebra over k. Let U1, U3, U5 be
three groups isomorphic to the additive group (A,+) and let U2, U4, U6 be three
groups isomorphic to the additive group (k,+). Let xi denote the isomorphism of
(A,+) or (k,+) with Ui. We define a group U+, generated by the Ui subject to the
commutation relations as follows (see [31] 8.13):
[U1, U2] = [U2, U3] = [U3, U4] = [U4, U5] = [U5, U6] = 1,
[U2, U4] = [U4, U6] = 1,
[U1, U4] = [U2, U5] = [U3, U6] = 1,
[x1(a), x3(b)] = x2(T (a, b)),
[x3(a), x5(b)] = x4(T (a, b)),
[x1(a), x5(b)] = x2(−T (a
#, b))x3(a× b)x4(T (a, b
#)),
[x2(t), x6(u)] = x4(tu),
[x1(a), x6(t)] = x2(−tN(a))x3(ta
#)x4(t
2N(a))x5(−ta),
for all a, b ∈ A and all t, u ∈ k. We construct a graph Γ from this data as follows:
Let φ be a map from {1, 2, · · · , 6} to the set of subgroups of U+ defined by :
φ(i) = U[1,i], 1 ≤ i ≤ 3, φ(i) = U[i−3,3], 4 ≤ i ≤ 6,
where
U[i,j] =< Ui, Ui+1, · · · , Uj >, i ≤ j < i+ n; U[i,j] = 1 otherwise.
Let the vertex set of Γ be defined by
V (Γ) = {(i, φ(i)g|1 ≤ i ≤ 6, g ∈ U+},
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where φ(i)g is the right coset of φ(i) containing g. The edge set of Γ is defined by
E(Γ) = {((i, R), (j, S))| |i− j| = 1, R ∩ S 6= ∅},
here |i − j| is computed modulo 6. This gives a graph Γ = (V (Γ), E(Γ)), which
is completely determined (up to isomorphism) by the 4-tuple (U+, U1, U2, U3). The
graph Γ is the building associated to the k-algebraic group with index E788,2 and
anisotropic kernel the strict inner k-form of E6 corresponding to the structure group
of A. This graph is called a Moufang hexagon of type 27/F , where F = k if A is a
first construction and F = K/k, a quadratic extension of k if A is a second construc-
tion. Let G be the group of “linear” automorphisms of Γ. The linear automorphisms
of Γ are those which are induced by the linear elements of the structure group of
the Albert algebra A. Then G is the group of k-rational points of the k-form of E8
described above. Let G† denote the subgroup of G generated by the “root groups”
of Γ (see [31] for definition). Then G/G† ≃ H/H†, where H is the structure group of
A and H† the subgroup of H generated by the maps Rt, t ∈ k∗ and Ua, a ∈ A∗ (see
37.41 of [31]). By ([31], 42.3.6), the root groups of Γ are the groups Uα(k), where
α is a nondivisible root corresponding to a maximal split k-torus S in the relative
rank 2 form of E8 described above and Uα is the unipotent group corresponding to
α. Hence if G denote the k-form of E8 in question, with G(k) = G, we have
G(k)/U(k) ≃ G/G† ≃ H/H†,
where U(k) denotes the subgroup ofG(k) = G generated by the k-rational points of
the unipotent radicals of parabolic k-subgroups of G. The Kneser-Tits problem is
to determine if the quotient G(k)/U(k) is trivial. The Tits-Weiss conjecture asserts
that the quotient G/G† is trivial.
4 Automorphisms of Albert algebras
In this section, we prove some results about automorphisms of Albert algebras in
general. Some of these are intended for the proof of the Tits-Weiss conjecture, but
others may be of independent interest. Let A be an Albert algebra over k and
let A0 denote the subspace of elements of A having zero trace. We shall denote the
algebraic group of automorphisms of A by Aut(A) and Aut(A) will denote its group
of k-rational points. Also, for a subalgebra S ⊂ A, GS = Aut(A/S) will denote the
algebraic subgroup of Aut(A) consisting of automorphisms fixing S pointwise. For
a central division algebra D over k, we will denote by SL(1, D) the algebraic group
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of norm 1 elements in D and SL(1, D) will denote its group of k rational points.
We need descriptions of certain subgroups of Aut(A) for our purpose, we include it
here (see [9]), Chapter IX, Section 39). We have,
Proposition 4.1. Let A = H3(C,Γ) be a reduced Albert algebra over k and let
H ⊂ Aut(A) be the algebraic subgroup of Aut(A) consisting of all automorphisms
of A which fix the three diagonal idempotents in A. Then H is a k-subgroup of type
D4, in fact H ≃ Spin(nC), where nC is the norm on the octonion algebra C.
We will denote the subgroup in the proposition by Spin(8) when the norm form
nC of C is not important in the discussion.
Corollary 4.1. Let A be an Albert algebra over k and L ⊂ A be a cubic e´tale
subalgebra of A. Then Aut(A/L) is a k-subgroup of Aut(A) of type D4.
Proposition 4.2. Let A be an Albert algebra arising from the first construction. Let
D+ ⊂ A. Then, with the notation introduced above, Aut(A/D+) is a k-subgroup of
Aut(A), isomorphic to SL(1, D) over k.
We now can prove our first key result, the proof rests on the conjugacy theorem for
maximal tori in algebraic groups. Recall that for an Albert algebra A the subspace
of trace zero elements is denoted by A0.
Theorem 4.1. Let φ ∈ Aut(A). There exists a nonzero element x0 ∈ A0 such that
φ(x0) = x0.
Proof. Since φ is an automorphism, we have φ(A0) = A0. To prove the assertion, it
suffices to prove that 1 is an eigenvalue for the restriction of φ to A0. To prove the
assertion on eigenvalues of φ, we may assume k is algebraically closed. We may, by
considering the Jordan decomposition of φ, assume that φ is semisimple. We can
write A = H3(C, 1), for the split Cayley algebra C over k. Let T ⊂ G = Aut(A)
be a maximal torus containing φ. Recall that the subgroup H of G consisting of
all automorphisms of A that fix the three diagonal idempotents in A is isomorphic
to Spin(8) and hence has rank 4. Therefore, for some g ∈ G, g−1Tg ⊂ H . Hence
g−1φg fixes the three diagonal idempotents. This implies that g−1φg fixes a =
diag(1,−1, 0) ∈ A0. Hence φ fixes x0 = g(a) ∈ A0.
Corollary 4.2. Let A be an Albert division algebra over a field k of arbitrary char-
acteristic and φ ∈ Aut(A) an automorphism of A. Then φ fixes a cubic subfield of
A pointwise.
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Proof. By the above theorem, there is a nonzero element x0 ∈ A0 such that φ(x0) =
x0. Let L be the subalgebra generated by x0. Then L is a cubic field extension of k
and clearly φ fixes L pointwise.
Theorem 4.2. Let A be an Albert algebra over k , char(k) 6= 2, 3, and suppose
φ ∈ Aut(A) is semisimple. Then φ fixes a cubic e´tale subalgebra L ⊂ A pointwise.
Proof. Let B = Aφ denote the subalgebra of fixed points of φ in A. Then B is
compatible with arbitrary base field extensions, i.e. for any extension M/k, (A⊗k
M)φ⊗1 = Aφ ⊗k M . By an argument as in the proof of the above theorem, Aφ ⊗k k
contains a split cubic e´tale subalgebra, where k is a fixed algebraic closure of k.
In particular, the nil radical of Aφ ⊗k k has codimension at least 3 over k. By
([15]), N = Nil radical of Aφ coincides with the radical of the bilinear trace of Aφ.
Hence N = N ⊗k k =Nilrad(Aφ ⊗k k). Since char(k) 6= 2, 3, the algebra Aφ/N is
separable. Hence there exists a cubic separable Jordan subalgebra S ⊂ Aφ such that
Aφ = S ⊕ N , direct sum of subspaces. But dim(S) ≥ 3, hence S contains a cubic
e´tale subalgebra L and since S ⊂ Aφ, φ fixes L pointwise.
Remark : The original proof of this theorem had some mistakes, the proof above
was suggested to us by Holger P. Petersson.
Corollary 4.3. Let G be a group of type F4, defined and anisotropic over a (perfect)
field k, char(k) 6= 2, 3. Let T be a maximal torus in G, defined over k. Then there
exists a simply connected subgroup H ⊂ G defined over k, of type D4, such that
T ⊂ H over k.
Proof. First assume that k is an algebraic extension of a finite field. Then Br(k) = 0
(see e.g. [22]). Hence any Albert algebra over k is split and every group of type
F4 over k is split. Hence k is not an algebraic extension of a finite field and we
can apply ([1], Proposition 8.8) to find a regular element φ ∈ T (k). Let A be the
Albert algebra over k such that G = Aut(A). Since G is anisotropic over k and
k is perfect, by ([21], Proposition 6.3), all elements of Aut(A)(k) = Aut(A) are
semisimple. Hence by the theorem above, there is a cubic e´tale subalgebra L ⊂ A
fixed pointwise by φ. Let GL = Aut(A/L) be the subgroup of G consisting of
automorphisms of A that fix L pointwise. Then GL is a simply connected group
of type D4, defined over k ([9], Chapter IX). Clearly φ ∈ GL. Let T ′ ⊂ GL be a
maximal torus defined over k such that φ ∈ T ′. But then T ′ is also maximal in
G. Since φ is regular, it belongs to a unique maximal torus. Hence T = T ′ ⊂ GL.
Hence we have proved the assertion.
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Some automorphisms of first Tits constructions :
We recall some known automorphisms of Albert algebras which are Tits first con-
structions and introduce notation for them for our future use. The facts used on
Albert algebras can be found in Chapter IX of ([9]) or Chapter IX of ([5]).
Let A = J(D, µ) be an Albert algebra and a, b ∈ D∗ be such that ND(a) = ND(b).
Let ψa,b : A −→ A be the automorphism of A given by
ψa,b(x, y, z) = (axa
−1, ayb−1, bza−1).
Then clearly ψa,b(D0) = D0 and it is known (see [9], Chapter IX) that any automor-
phism of A stabilizing D0 is of this form. A special case of this merits a separate
mention. Let p ∈ SL(1, D). Let Jp : A −→ A denote the automorphism ψ1,p−1 , i.e.
Jp(x, y, z) = (x, yp, p
−1z).
We shall write Ia for the automorphism Ia(x, y, z) = (axa
−1, aya−1, aza−1). Hence
Ia = ψa,a. Observe that
ψa,bψc,d = ψac,bd, Iab = IaIb, Jab = JbJa, a, b ∈ D
.
It is known that any automorphism of A fixing D0 pointwise is of this form. It is also
known that the subgroup Aut(A/D+) of Aut(A) fixing D+ pointwise is isomorphic
to SL(1, D) (see [9], Section 39.B). We record the extension of automorphisms of
subalgebras of the form D+ of A below, since we will use this frequently in the paper:
Lemma 4.1. Let A be an Albert algebra over k and D+ ⊂ A. Then any auto-
morphism of D extends to an automorphism of A. Since every automorphism of D
is inner, we may extend any automorphism of D to an automorphism by ψa,b, for
suitable a, b ∈ D∗ and, in particular, Ia = ψa,a gives such an extension for a suitable
a ∈ D∗. If A = J(D, µ), then every automorphism of A stabilizing D0 is of the form
ψa,b for suitable a, b ∈ D∗.
Automorphisms of second Tits constructions :
Let A be an Albert algebra over a field k. We will briefly discuss here automorphisms
of A that leave a 9-dimensional subalgebra invariant. Let A = J(B, σ, u, µ) be a
second Tits construction Albert division algebra. Let σ′ = Int(u)◦σ. We then have
the special unitary group of (B, σ′) given by
SU(B, σ′) = {x ∈ B|xσ′(x) = 1, NB(x) = 1}.
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Let p ∈ SU(B, σ) and q ∈ SU(B, σ′). Let φp,q denote the automorphism of A given
by
φp,q(a, b) = (paσ(p), pbq).
Then φp,q stabilizes H(B, σ) and it is known (see [9], 39.16) that any automorphism
of A stabilizing H(B, σ) is of this form. Let p ∈ SU(B, σ). We will denote φp,1
simply by φp.
Fixed points of subgroups of Aut(A): Here we discuss the subalgebra of fixed
points of certain subgroups of G = Aut(A). For a subgroup H ⊂ G, we denote the
subalgebra of A of fixed points of H by
AH = {x ∈ A|h(x) = x (h ∈ H)}.
Theorem 4.3. Let A be an Albert algebra over a field k, char(k) 6= 2, 3. Let
T ⊂ G = Aut(A) be a maximal torus defined over k. Then AT is a cubic e´tale
subalgebra of A.
We need the following lemma for the proof.
Lemma 4.2. Let C be a split Cayley algebra over k and let A = H3(C, 1). Then
there exists a semisimple automorphism φ ∈ Aut(A) such that Dimk(A
φ) = 3.
Proof. Write A as a first construction A = J(M3(k), 1). Choose α, β, γ ∈ k∗, each
different from 1, pairwise distinct, such that αβγ = 1, and a = Diag(α, β, γ) 6= ±1.
Define ψ : A −→ A by ψ(x, y, z) = (axa−1, ay, za−1). By the choice of the matrix a,
it is clear that ψ is semisimple. We have,
ψ(x, y, z) = (x, y, z)⇐⇒ (axa−1, ay, za−1) = (x, y, z)
⇐⇒ x centralizes a and y = z = 0 since a 6= ±1 Hence x ∈ k × k × k and
Aψ = (k × k × k, 0, 0). Therefore Dimk(Aψ) = 3.
Proof of Theorem :Let φ ∈ Aut(A⊗k k) be a semisimple automorphism such that
Dimk(A ⊗k k) = 3, which exists by the lemma. Let T
′ ⊂ G be a maximal torus
with φ ∈ T ′. For some g ∈ G we have gTg−1 = T ′. Hence Dimk(AT ) ≤ 3. We
now apply Theorem (4.2) to a regular element in T (k) to conclude Dimk(A
T ) ≥ 3.
Hence Dimk(A
T ) = 3 and that AT is e´tale follows from Corollary (4.2).
Corollary 4.4. Let S ⊂ Aut(A) be a k-torus. Then Dim(AS) ≥ 3.
Proof. Let S ⊂ T , where T ⊂ Aut(A) is a k-maximal torus. It follows that AT ⊂ AS
and the result follows from the above theorem.
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Corollary 4.5. Let L ⊂ A be a cubic e´tale subalgebra. Then for GL = Aut(A/L),
AGL = L.
Proof. We have, for a maximal k-torus T ⊂ GL, Dim(T ) = 4. Hence T is maximal
in Aut(A) as well and hence we have
L ⊂ AGL ⊂ AT = L.
Examples :(i) Let A = J(D, µ) be an Albert algebra with D a degree 3 division
algebra. Let L ⊂ D be a cubic cyclic subfield. Let p ∈ L with NL/k(p) = 1. Then the
automorphism Ip : A → A, (x, y, z) 7→ (x, yp, p
−1z) ∈ Aut(A/D0). The subgroup
S = {Ip|p ∈ L, NL/k(p) = 1} is a torus in SL(1, D), in fact S = R
(1)
L/k(Gm). Hence
S is a torus with Dim(S) = 2. If (x, y, z) ∈ AS then we have (x, yp, p−1z) = (x, y, z)
for all p ∈ S. This implies in particular, yp = y, p−1z = z for all p ∈ S. Hence
y = z = 0. Therefore AS = D0 and Dim(A
S) = 9.
(ii) Consider againA = J(D, µ) withD and L as above. Let p ∈ L withNL/k(p) = 1.
Consider the automorphism ψp,1 : A → A given by (x, y, z) 7→ (pxp−1, py, zp−1).
Then the subgroup S = {ψp,1|p ∈ L, NL/k(p) = 1} is a torus in Aut(A). Now if
(x, y, z) ∈ AS, then (pxp−1, py, zp−1) = (x, y, z) for all p ∈ L, NL/k(p) = 1. Hence
y = z = 0 and x ∈ L because L ⊂ D is a maximal subfield of D. Therefore AS = L
and Dim(AS) = 3. This, together with Example (i) shows that the dimension of
the fixed point subalgebra of a torus does not determine the dimension of the torus.
5 Tits-Weiss Conjecture
In this section, we take up the proof of the conjecture of Tits and Weiss on the
structure group of Albert division algebras over a field. We begin with recalling
some classical results on automorphisms of Cayley algebras. We will reprove a
theorem of Jacobson ([6]), which immediately generalizes in the context of Albert
algebras.
The case of Cayley algebras :
Let C be a Cayley algebra over a field k. Let a ∈ C. Let aL, aR respectively denote
the left and the right multiplication maps on C for a ∈ C. Then the flexible law
in C says that, for x ∈ C, a(xa) = (ax)a. Hence aLaR = aRaL. Let Ua = aLaR. An
automorphism η of C is said to be inner if η = Ua1 · · ·Uar for some a1, · · ·ar ∈ C.
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We call a nontrivial automorphism τ of C a reflection if τ 2 = 1 and if the fixed
point subalgebra B of τ is 4–dimensional (hence is a quaternion subalgebra). We
can decompose C as B ⊕ B⊥. Then τ is identity on B and −1 on B⊥. We have
the following two theorems of Jacobson ([6]), we will give a different proof of the
second theorem, only for Cayley division algebras, since that gives us the idea for
the Albert algebra case.
Theorem 5.1. Every reflection in a Cayley algebra is inner.
Theorem 5.2. Every automorphism of C is a product of reflections. In particular,
every automorphism of C is inner.
Proof. We will prove the assertion when C is a division algebra. So let us assume
C is a division algebra and η is an automorphism of C. Let C0 denote the subspace
of elements of C of trace 0. Then η maps C0 to itself. By a theorem of Cartan
and Dieudonne´, there is x0 6= 0 ∈ C0 such that η(x0) = x0. Let K = k(x0) be
the subalgebra of C generated by x0. Then K/k is a quadratic field extension. Let
σ : K −→ K be the nontrivial k-automorphism of K. Let H ⊂ C be a quaternion
subalgebra containing K. By a Skolem-Noether type theorem for composition alge-
bras (see [9], 33.21), σ extends to an automorphism H −→ H, which in turn extends
to an automorphism σ˜ : C −→ C. Hence σ˜ is an automorphism of C that stabilizes
a quaternion subalgebra and hence is a product of reflections by a theorem of M.
Wonenburger ([36]). Consider the automorphism ψ = ησ˜−1 of C. Then ψ does not
fix K pointwise, since σ˜ does not. Let L be a quadratic extension of k contained in C
that is fixed pointwise by ψ. Then ψ(K) = K and ψ(L) = L. Hence ψ stabilizes the
quaternion subalgebra B generated by K and L. By the aforementioned theorem of
M. Wonenburger ([36]), ψ is a product of reflections. Hence η itself is a product of
reflections.
Back to Albert algebras :
We will now adopt a similar approach for Albert division algebras. To begin with,
we need to know if every automorphism of an Albert algebra fixes a nonzero element
of trace zero. This has already been settled in Theorem (4.1). We have shown that
every automorphism of an Albert division algebra A fixes a cubic subfield of A.
Definition. We define an automorphism of an Albert division algebra to be cyclic
if it fixes a cyclic cubic subfield of A.
Definition. An automorphism of an Albert algebra is said to be of A2-type if it
stabilizes a simple 9-dimensional subalgebra.
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This terminology is justified since such an automorphism then belongs to a k-
subgroup of Aut(A) type A2 (see [9], Chapter IX, 39B).
Theorem 5.3. Let A be a first Tits construction Albert division algebra over k.
Let G = Aut(A) and φ ∈ G. Assume φ is cyclic. Then φ is a product of two
automorphisms of type A2.
Proof. Let L ⊂ A be a cubic cyclic subfield that is fixed pointwise by φ. Let D be
a degree 3 central division algebra over k such that D+ ⊂ A and L ⊂ D+ (see [13],
Cor. 4.6). Then the inclusion D+ ⊂ A extends to an isomorphism θ : A −→ J(D, µ)
for a suitable µ ∈ k∗ such that θ(D+) = D0. Let Gal(L/k) =< σ >. By the classical
Skolem-Noether theorem, σ : L −→ L extends to an automorphism σ˜ : D −→ D.
Hence there exists a ∈ D∗ such that σ˜(x) = axa−1 for all x ∈ D. This in turn
extends to an automorphism σ˜D : J(D, µ) −→ J(D, µ) by σ˜D = Ia. Consider Ψ =
φθ−1σ˜Dθ : A −→ A. Note that, for x ∈ L, θ−1σ˜Dθ(x) = σ(x). Hence θ−1σ˜Dθ /∈ GL.
Since φ ∈ GL, this means that Ψ /∈ GL. Let M ⊂ A be a cubic field extension
of k such that Ψ ∈ GM (this is possible by Corollary 4.2). Then the subalgebra
S =< L,M > is 9-dimensional (see [14], 2.10) and Ψ(L) = L,Ψ(M) = M . Hence
Ψ(S) = S. But the automorphism Π = θ−1σ˜Dθ maps the 9-dimensional subalgebra
θ−1(D0) to itself. Now φ = ΨΠ
−1, a product of automorphisms of type A2 as
claimed.
Theorem 5.4. Let A be a pure first Tits construction Albert division algebra. Then
every automorphism of A is a product of automorphisms of A of type A2.
Proof. Let A be a pure first construction Albert division algebra over k. Let φ ∈
Aut(A). If φ is cyclic, then by the theorem above, φ is a product of automorphisms
of type A2. If φ is not cyclic, choose a cyclic cubic subfield E ⊂ A. Let E = k(x)
and let y = φ(x). Then E = k(x) ⊂ A is a cyclic cubic subfield and F = φ(E)
is also a cyclic cubic subfield of A. Since φ is not cyclic, x 6= y. If E = F , we
must have φ(x) = σ(x), where Gal(E/k) =< σ >. Let D be a degree 3 central
division algebra over k such that E ⊂ D+ ⊂ A. Let θ : A ≃ J(D, µ) be an
isomorphism for some µ ∈ k∗. By the Skolem-Noether theorem, the automorphism
σ : E → E extends to an automorphism σ˜ : D → D, which in turn extends to
an automorphism σ˜D : J(D, µ) → J(D, µ) as σ˜D = Ia, where a ∈ D∗ is such that
σ˜(z) = aza−1, z ∈ D∗. Consider now Ψ = θσ˜−1D θ
−1φ. Then Ψ ∈ Aut(A) and
Ψ(x) = θσ˜−1D φ(x) = σ˜
−1σ(x) = x.
Hence Ψ fixes E pointwise and is therefore cyclic. By the theorem above, Ψ is a
product of A2-type automorphisms. Also θσ˜
−1
D θ
−1 stabilizes the subalgebra θ(D+)
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and hence is of type A2. Therefore φ is a product of automorphisms of type A2. If
E 6= F , we consider < E,F >, the subalgebra generated by E and F . Then the
dimension of this subalgebra is 9 (see [14], 2.10). Since A is a pure first construction,
< E,F >= D+ for a central division algebra D of degree 3 over k. The restriction of
φ to E is an isomorphism with F . Hence, by the classical Skolem-Noether theorem,
there is an automorphism θD : D+ −→ D+ extending φ−1 : F ≃ E. In particular,
θD(y) = φ
−1(y) = x. Let θ˜D : A −→ A be an extension of θD to an automorphism
of A as before. Consider φ1 = θ˜Dφ. Then we have,
φ1(x) = θ˜Dφ(x) = θ˜D(φ(x)) = θ˜D(y) = θD(y) = x.
Therefore φ1 fixes x and hence fixes E pointwise, and hence φ1 is a cyclic automor-
phism of A. By the previous theorem, φ1 is a product of automorphisms of type
A2. But φ1 = θ˜Dφ and θ˜D an A2 type automorphism, therefore φ is a product of
automorphisms of type A2.
Our next goal is to prove that every automorphism of type A2 for pure first
constructions is inner. This will be carried out in two steps. We will first prove that
every automorphism which stabilizes a 9-dimensional subalgebra of A is a product
of automorphisms fixing 9-dimensional subalgebras. We will then prove that an
automorphism that fixes a 9-dimensional subalgebra is indeed inner. While the first
assertion is easy to prove, the second one is delicate and needs bit more care. We will
prove better results for pure first constructions, while proving general statements
for first constructions. We begin with
Theorem 5.5. Let A be an Albert division algebra which is a pure first construction.
Let φ ∈ Aut(A) be such that φ stabilizes a 9-dimensional subalgebra. Then φ is a
product of automorphisms that fix 9-dimensional subalgebras.
Proof. Suppose φ ∈ Aut(A) stabilizes the subalgebra D+ ⊂ A. The inclusion D+ →֒
A induces an isomorphism θ : A −→ J(D, µ) for some µ ∈ k∗ such that θ(D+) = D0.
Then ψ = θφθ−1 is an automorphism of J(D, µ) and ψ stabilizes θ(D+) = D0. By
Lemma (4.1), we can find elements a, b ∈ D∗ such that ND(a) = ND(b) and ψ is
given by
ψ(x, y, z) = (axa−1, ayb−1, bza−1).
Recall that, for a ∈ D∗, Ia denotes the automorphism of J(D, µ) given by
Ia(x, y, z) = (axa
−1, aya−1, aza−1)
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and, for p ∈ SL(1, D), Jp denotes the automorphism of J(D, µ) given by
Jp(x, y, z) = (x, yp, p
−1z).
We have
Jab−1Ia(x, y, z) = Jab−1(axa
−1, aya−1, aza−1)
= (axa−1, aya−1ab−1, ba−1aza−1)
= (axa−1, ayb−1, bza−1) = ψ(x, y, z).
Hence ψ = Jab−1Ia. We only have to check that Ia fixes 9 dimensions. But this is
clear, since either a ∈ k∗, in which case Ia = 1 or L = k(a) is a cubic extension of
k contained in D and then Ia fixes the subalgebra S = L× L× L pointwise. Now
φ = θ−1ψθ = (θ−1Jab−1θ)(θ
−1Iaθ).
The automorphism θ−1Jab−1θ fixes θ
−1(D0) ⊂ A pointwise while the automorphism
θ−1Iaθ fixes the subalgebra θ−1(L× L× L) ⊂ A pointwise.
Some computations with U operators (First construction)We refer to ([14])
for basic formulae on U -operators for first construction Albert algebras. Let A be
an Albert algebra over k. Assume that A is a first Tits construction, A = J(D, µ).
For x = (x0, x1, x2), y = (y0, y1, y2) ∈ A, we define
x× y = (x0 × y0 − x1y2 − y1x2, µ
−1x2 × y2 − x0y1 − y0x1, µx1 × y1 − x2y0 − y2x0),
T (x, y) = t(x0, y0) + t(x1, y2) + t(x2, y1)
and
x# = (x#0 − x1x2, µ
−1x#2 − x0x1, µx
#
1 − x2x0),
here t(a, b) = t(ab) and t is the reduced trace on D. The U -operators on A are given
by
Ux(y) = T (x, y)x− x
# × y.
We have, using these formulae, for a, b, c ∈ D,
(a, 0, 0)# = (a#, 0, 0), (0, b, 0)# = (0, 0, µb#), (0, 0, c)# = (0, µ−1c#, 0).
We have therefore,
(a, 0, 0)# × (d, e, f) = (a#, 0, 0)× (d, e, f) = (a# × d,−a#e,−fa#),
(0, b, 0)# × (d, e, f) = (0, 0, µb#)× (d, e, f) = (−µeb#, b# × f,−µb#d),
(0, 0, c)# × (d, e, f) = (0, µ−1c#, 0)× (d, e, f) = (−µ−1c#f,−µ−1dc#, c# × e).
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We also note that for x, y ∈ D, t(xy)x− x# × y = xyx. We have,
T ((a, 0, 0), (d, e, f)) = t(ad).
Hence
U(a,0,0)(d, e, f) = t(ad)(a, 0, 0)− (a, 0, 0)
# × (d, e, f)
= (t(ad)a, 0, 0)− (a# × d,−a#e,−fa#)
= (t(ad)a− a# × d, a#e, fa#)
= (ada, a#e, fa#).
Again,
T ((0, b, 0)(d, e, f)) = t(bf)
and hence
U(0,b,0)(d, e, f) = t(bf)(0, b, 0)− (0, b, 0)
# × (d, e, f)
= (0, t(bf)b, 0)− (−µeb#, b# × f,−µb#d)
= (µeb#, t(bf)b− b# × f, µb#d)
= (µeb#, bfb, µb#d).
Finally,
T ((0, 0, c), (d, e, f)) = t(ce),
hence
U(0,0,c)(d, e, f) = t(ce)(0, 0, c)− (0, 0, c)
# × (d, e, f)
= (0, 0, t(ce)c)− (−µ−1c#f,−µ−1dc#, c# × e)
= (µ−1c#f, µ−1dc#, t(ce)c− c# × e)
= (µ−1c#f, µ−1dc#, cec).
We summarize the above computations as
U(a,0,0)(d, e, f) = (ada, a
#e, fa#),
U(0,b,0)(d, e, f) = (µeb
#, bfb, µb#d),
U(0,0,c)(d, e, f) = (µ
−1c#f, µ−1dc#, cec).
Computations with U-operators (second construction): We now work with
A = J(B, σ, u, µ), a second Tits construction Albert algebra. We have, for x =
(a, b), y = (c, d) ∈ A
x# = (a# − buσ(b), µ¯σ(b)#u−1 − ab), y# = (c# − duσ(d), µ¯σ(d)#u−1 − cd)
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T (x, y) = t(ac) + t(buσ(d)) + t(buσ(d))
x× y = (a× c− buσ(d)− duσ(b), µ¯(σ(b)× σ(d))u−1 − ad− cb)
Hence we have (a, 0)# = (a#, 0) and
(a, 0)# × (c, d) = (a#, 0)× (c, d) = (a# × c,−a#d).
Now,
Ux(y) = T (x, y)x− x
# × y.
For x, y ∈ H(B, σ) we note that Ux(y) = xyx. Therefore we have
U(a,0)(c, d) = T ((a, 0), (c, d))(a, 0)− (a, 0)
# × (c, d)
= t(ac)(a, 0)− (a# × c,−a#d)
= (t(ac)a− a# × c, a#d)
= (Ua(c), a
#d)
= (aca, a#d).
Now we come to the most crucial part of this paper. We will prove some key results,
which will facilitate the proof of the Tits-Weiss conjecture. First we dispose of a
basic computation necessary:
Theorem 5.6. Let A = J(D, µ) be a first Tits construction Albert algebra and
p ∈ SL(1, D) be a commutator in D∗. Then Jp is inner.
Proof. Recall that Jp : J(D, µ) −→ J(D, µ) is given by Jp(x, y, z) = (x, yp, p−1).
Since p is a commutator in D∗, we can write p = jij−1i−1 for i, j ∈ D∗. Hence
jij−1 = pi, i.e. ji = pij and ji−1j−1 = i−1p−1. Using the formulae on U operators
we derived, we have, in J(D, µ),
U((ij)−1,0,0)U(i,0,0)U(j,0,0)U(0,1,0)(x, y, z) = U((ij)−1,0,0)U(i,0,0)U(j,0,0)(µy, z, µx)
= U((ij)−1,0,0)U(i,0,0)(jµyj, j
#z, µxj#)
= U((ij)−1,0,0)(ijµyji, i
#j#z, µxj#i#)
Now,
U((ij)−1,0,0)(ijµyji, i
#j#z, µxj#i#)
= ((ij)−1ijµyji(ij)−1, (j−1i−1)#i#j#z, µxj#i#(j−1i−1)#)
= (µyjij−1i−1, i#
−1
j#
−1
i#j#z, µx)
= (µyp, (jij−1i−1)#z, µx)
= (µyp, p−1z, µx).
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We have finally,
U(0,0,1)(µyp, p
−1z, µx) = (µ−1µx, µ−1µyp, p−1z) = (x, yp, p−1z) = Jp(x, y, z).
It follows that Jp is inner.
Reduced Whitehead Groups :Let D be a central simple algebra over a field k.
Let SL(1, D) = {x ∈ D|Nrd(x) = 1} and D∗ = {x ∈ D|Nrd(x) 6= 0}. Then in D∗,
the commutator subgroup (D∗, D∗) ⊂ SL(1, D). The reduced Whitehead group of D
is defined by
SK(1, D) = SL(1, D)/(D∗, D∗).
We have the following result of Wang ([33]) (see also [30], Proposition 2.7):
Theorem 5.7. Let D be a central simple algebra over k of square-free index. Then
SK(1, D) = 0. In particular, when degree of D is a prime, SK(1, D) = 0.
Corollary 5.1. Let D be a central division algebra of degree 3 over k and let p ∈
SL(1, D). Let J(D, µ) be a first Tits construction Albert algebra over k. Then
Jp : J(D, µ) −→ J(D, µ) is inner.
Proof. Observe that for p1, · · · , pr ∈ SL(1, D), Jp1···pr = Jpr · · · Jp1, and that
(D∗, D∗) = SL(1, D). Hence the assertion follows from Theorem (5.6).
Reduced Unitary Whitehead Groups :Let (B, τ) be a central simple algebra
with a unitary involution τ over a field k. Let Στ (B) be the subgroup of B
∗ generated
by Sym(B, τ)∗, where
Sym(B, τ) = {x ∈ B∗|τ(x) = x}.
Let Σ′τ (B) be defined by
Σ′τ (B) = {x ∈ B
∗|NB(x) ∈ k
∗}.
Clearly Σ′τ (B) is a subgroup of B
∗ and Στ (B) ⊂ Σ′τ (B). The reduced unitary
Whitehead group of B is defined by
USK1(B) = Σ
′
τ (B)/Στ (B).
We have the following analogue of Wang’s result, due to Yanchevskii (see [9], Prop.
17.27):
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Proposition 5.1. If B is a central division algebra of prime degree with a unitary
involution, then USK1(B) = 0.
We now derive an analogue of Corollary(5.1) for second Tits constructions.
Corollary 5.2. Let (B, σ) be a central division algebra of degree 3 over a quadratic
extension K/k with a unitary involution and let p ∈ SU(B, σ). Let J(B, σ, u, µ)
be a second Tits construction Albert algebra over k. Then φp : J(B, σ, u, µ) −→
J(B, σ, u, µ) is inner.
Proof. Recall that φp : J(B, σ, u, µ) −→ J(B, σ, u, µ) is given by φp(a, b) = (paσ(p), pb).
Since p ∈ SU(B, σ), we have pσ(p) = 1 and NB(p) = pp# = σ(p)#σ(p) = 1. By
Proposition 5.1 we can write p = s1s2 · · · sn for some s1, · · · , sn ∈ Sym(B, σ). Hence
σ(p) = snsn−1 · · · s1 and we have,
φp(a, b) = (paσ(p), pb) = (s1 · · · snaσ(s1. · · · sn), σ(p)
−1b)
= (s1 · · · snasn · · · s1, σ(p)
#b)
= (s1 · · · snasn · · · s1, (sn · · · s1)
#b)
= (s1s2 · · · snasnsn−1 · · · s1, s
#
1 s
#
2 · · · s
#
n b)
= U(s1,0) · · ·U(sn,0)(a, b),
where the last line follows from the computations with U -operators in the case of
second Tits constructions done above. Hence φp is inner.
Theorem 5.8. Let A be an Albert algebra arising from the first Tits construction.
Let φ ∈ Aut(A) be an automorphism of A that fixes pointwise a subalgebra of the
form D+ for a degree 3 central simple algebra D over k. Then φ is inner.
Proof. The inclusion D+ →֒ A induces an isomorphism θ : A −→ J(D, µ) for some
µ ∈ k∗ such that θ(D+) = D0. Let ψ = θφθ
−1 : J(D, µ) −→ J(D, µ). Then ψ fixes
D0 pointwise. Hence ψ is given by ψ(x, y, z) = (x, yp, p
−1z) for some p ∈ SL(1, D).
Now, by the above theorem of Wang, SK(1, D) = 0 if degree of D is a prime.
Recall that the reduced Whitehead group SK(1, D) = SL(1, D)/(D∗, D∗). Hence
p ∈ SL(1, D) is a product of commutators in D∗. By the above corollary, ψ is inner.
Hence there are elements a1, · · · , ar ∈ J(D, µ) such that ψ = Ua1 · · ·Uar . But then
φ = θ−1Ua1 · · ·Uarθ. Now, for a ∈ J(D, µ), Ua = 2R
2
a −Ra2 . Hence, for any x ∈ A,
θ−1Uaθ(x) = θ
−1(2R2a − Ra2)(θ(x)) = 2θ
−1(a(aθ(x)))− θ−1(a2θ(x))
= [2R2θ−1(a) − Rθ−1(a)2 ](x) = Uθ−1(a)(x).
Hence we have, φ = Uθ−1(a1) · · ·Uθ−1(ar).
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Corollary 5.3. Let A be a pure first construction Albert division algebra over k.
Then every automorphism of A is inner. In particular, if A = J(D, µ) be a pure
first Tits construction Albert division algebra over k and a ∈ D∗. Then Ia : A −→ A
defined by Ia(x, y, z) = (axa−1, aya−1, aza−1) is an inner automorphism of A.
Proof. This follows from Theorem(5.4), Theorem(5.5), and Theorem(5.8).
We will now prove that cubes of norm 1 elements of a degree 3 central division alge-
bra are product of two commutators. To prove this we need a version of Wedderburn
Factorization Theorem for degree 3 division algebras (see [7], Lemma 2.9.8). This
gives an easy proof of the fact that for A = J(D, µ) and p ∈ SL(1, D) the automor-
phism J 3p is inner. This of course is a consequence of Corollary (5.1) proved above,
but the proof we present below avoids the use of triviality of SK(1, D). A little
terminology first:
Definition. We call an element a of a division algebra D over k cyclic if k(a) is
a cyclic subfield of D.
Proposition 5.2. (Wedderburn Factorization Theorem):Let D be a central
division algebra of degree 3 over k and let a ∈ D∗ be a non-cyclic element. Then the
minimum polynomial f(X) = X3−α1X
2+α2X−α3 of a over k has a factorization
f(X) = (X − a2)(X − a1)(X − a0)
in D[X ] with a0 = a,
c = [a0a1] = [a1a2] = [a2a0] 6= 0, caic
−1 = ai+1,
where the indices are reduced modulo 3. Further c3 = γ ∈ k∗. Here [xy] = xy −
yx, x, y ∈ D.
We have,
Proposition 5.3. Let D be a degree 3 central division algebra over k and p ∈
SL(1, D). Then p3 is a product of two commutators in D∗.
Proof. First let us assume p ∈ SL(1, D) is cyclic. Then L = k(p) is a cyclic cubic
subfield of D. Hence L is maximal subfield of D and hence ND(p) = NL/k(p) =
1 = NL/k(p
3). Let Gal(L/k) =< σ >. Then, by Hilbert Theorem-90, there exists
q ∈ L such that p3 = q−1σ(q). Now, by Skolem-Noether theorem, we can extend σ
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to an automorphism of D and hence, there exists x ∈ D∗ such that σ(q) = xqx−1.
Therefore we have
p3 = q−1σ(q) = q−1xqx−1 ∈ (D∗, D∗).
Now assume p ∈ SL(1, D) is non-cyclic. Let p = a = p0 in the proposition above.
Then there are p1, p2, c ∈ D∗ such that the minimal polynomial f(X) = X3−α1X2+
α2X − α3 of p0 over k factorizes in D[X ] as
f(X) = (X − p2)(X − p1)(X − p0)
and we have the relations
cp0c
−1 = p1, cp1c
−1 = p2, cp2c
−1 = p0.
It follows that pi ∈ SL(1, D), i = 0, 1, 2. From these relations, we get
cp0c
−1p0
−1 = p1p0
−1, cp1c
−1p1
−1 = p2p1
−1, cp2c
−1p2
−1 = p0p2
−1.
Therefore the elements p1p
−1
o , p2p
−1
1 , p0p
−1
2 ∈ (D
∗, D∗) are commutators. Expand-
ing f(X) and using the fact that ND(p) = 1, we get p2p1p0 = 1. Hence we have the
relations
p1p0 = p
−1
2 , p2p1 = p
−1
0 , p0p2 = p
−1
1 .
Now p0p
−1
1 = (p1p
−1
0 )
−1 ∈ (D∗, D∗) is a commutator, hence substituting p−11 = p0p2
we get p0(p0p2) = p
2
0p2 ∈ (D
∗, D∗) is also a commutator. By the conjugacy relations
above, we have cp2c
−1 = p0, hence p
−1
2 cp2c
−1 = p−12 p0 ∈ (D
∗, D∗), hence p−12 p0 is
a commutator. It follows that (p20p2)(p
−1
2 p0) = p
3
0 ∈ (D
∗, D∗) is a product of two
commutators. This proves the assertion.
Corollary 5.4. Let p ∈ SL(1, D). Then Jp3 = (Jp)
3 is inner.
Proof. This is immediate now from Theorem 5.6.
Now we prove a general version of the second assertion in Corollary 5.3 for arbitrary
Tits first construction Albert division algebras.
Theorem 5.9. Let A = J(D, µ) be a first Tits construction Albert division algebra.
Let a ∈ D∗. Then Ia : J(D, µ) −→ J(D, µ) given by Ia(x, y, z) = (axa−1, aya−1aza−1)
is inner. In fact, there are vi ∈ A
∗, 1 ≤ i ≤ 4, satisfying the relation
Ia = Un(a)−1Uv1 · · ·Uv4 ∈ Instr(A).
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Proof. We calculate with a as follows:
U(0,a,0)U(0,0,a)U(a,0,0)U(0,1,0)(x, y, z) = U(0,a,0)U(0,0,a)U(a,0,0)(µy, z, µx)
= U(0,a,0)U(0,0,a)(µaya, n(a)a
−1z, µn(a)xa−1)
= U(0,a,0)(n(a)
2a−1xa−1, n(a)ay, n(a)za)
= (µn(a)2aya−1, n(a)aza2, µn(a)3a−2xa−1).
We now note that n(a)a−3 ∈ SL(1, D). Hence Jn(a)a−3 is inner by Corollary (5.1).
We apply the transformation Un(a)−1U(0,0,1)Jn(a)a−3 to the above and get
Un(a)−1U(0,0,1)Jn(a)a−3(µn(a)
2aya−1, n(a)aza2, µn(a)3a−2xa−1)
= n(a)−2U(0,0,1)(µn(a)
2aya−1, n(a)2aza−1, µn(a)2axa−1)
= n(a)−2(n(a)2axa−1, n(a)2aya−1, n(a)2aza−1)
= (axa−1, aya−1, aza−1) = (axa−1, aya−1, aza−1) = Ia(x, y, z).
This proves the assertion.
Corollary 5.5. Let A be a first Tits construction Albert division algebra over k and
let ψ ∈ Aut(A) be such that ψ(D+) = D+ for a subalgebra D+ ⊂ A. Then ψ is an
inner automorphism of A. .
Proof. As in arguments seen before, we may assume A = J(D, µ) for a suitable
scalar µ ∈ k∗ and D+ = D0. Hence we have ψ ∈ Aut(A) such that ψ(D0) = D0.
Then it follows that ψ = ψa,b for some a, b ∈ D
∗ with ND(a) = ND(b). We have
ψ(x, y, z) = (axa−1, ayb−1, bza−1) = Jab−1Ia(x, y, z).
Hence ψ = Jab−1Ia and we have seen that Ia ∈ Instr(A) and Jab−1 ∈ Instr(A).
Hence the assertion follows.
The following lemma and its corollary clarify the action of Str(A) on A∗.
Lemma 5.1. Let A be a first Tits construction Albert division algebra. Assume
A = J(D, µ). Then for any a ∈ D∗, there exists φ ∈ Instr(A) such that χ =
RND(a)−1φ ∈ C.Instr(A) maps (1, 0, 0) to (a, 0, 0). Here C denotes the subgroup of
Str(A) consisting of scalar multiplications on A.
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Proof. We have for χ = RND(a)−1U(0,0,1)U(0,a#,0),
χ(1, 0, 0) = RND(a)−1U(0,0,1)(0, 0, µND(a)a)
= RND(a)−1(ND(a)a, 0, 0)
= (a, 0, 0).
Hence φ = U(0,0,1)U(0,a#,0) ∈ Instr(A) does the job.
Remark : We note that in the above lemma, χ ∈ ND.Instr(A), where, we abuse
notation and denote by ND the subgroup of C consisting of scalar multiplications
by norms from D∗.
Corollary 5.6. Let A be a pure Tits fist construction Albert algebra and a an
invertible element of A. Then there exists χ ∈ C.Instr(A) such that χ(1) = a.
Proof. Let we can imbed a in a subalgebra of A of the form D+ for a degree 3 central
division algebra over k. Let θ : A −→ J(D, µ) be an isomorphism extending the
inclusion D+ →֒ A for some µ ∈ k∗ and θ(D+) = D0. Let χ′ ∈ C.Instr(J(D, µ)) be
as in the lemma above. Then χ′(1, 0, 0) = (a, 0, 0). Let χ = θ−1χ′θ : A −→ A. Then
χ(1) = θ−1χ′θ(1) = θ−1χ′(1, 0, 0) = θ−1(a, 0, 0) = a.
Further,
χ = θ−1χ′θ = θ−1RND(a)−1U(0,0,1)U(0,a#,0)θ = RND(a)−1Uθ−1(0,0,1)Uθ−1(0,a#,0).
Hence χ ∈ C.Instr(A).
The theorem below tells us about the norm similarities of an Albert algebra that
stabilize a 9-dimensional subalgebra.
Theorem 5.10. Let A be a first Tits construction Albert algebra. Let ψ ∈ Str(A)
be such that ψ(D+) = D+ for a subalgebra D+ ⊂ A. Then ψ ∈ NDInstr(A).
Proof. By a simple argument, we may assume that A = J(D, µ) and identify D+
with D0 ⊂ J(D, µ). Let ψ ∈ Str(A) be such that ψ(D0) = D0. In particular, it
follows that ψ(1, 0, 0) = (c, 0, 0) for some c ∈ D∗. By the lemma (and its proof)
above,
χ(1, 0, 0) = RND(c)−1U(0,0,1)U(0,c#,0)(1, 0, 0) = (c, 0, 0).
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Moreover, for x ∈ D,
χ(x, 0, 0) = ND(c)
−1U(0,0,1)U(0,c#,0)(x, 0, 0)
= ND(c)
−1U(0,0,1)(0, 0, µc
##x)
= ND(c)
−1(µ−1µND(c)cx, 0, 0)
= (cx, 0, 0).
Hence χ(D0) = D0. Moreover, we see that
χ−1ψ(1, 0, 0) = χ−1(c, 0, 0) = (1, 0, 0).
Therefore φ = χ−1ψ ∈ Aut(A) and φ(D0) = D0. Hence φ = ψa,b for suitable
a, b ∈ D∗. We have proved already that ψa,b ∈ Instr(A) (see Corollary 5.5). Hence
ψ = χψa,b ∈ NDInstr(A), by the lemma above.
In the spirit of the above theorem, combining Theorem 5.3 with Lemma 5.1 gives,
Theorem 5.11. Let A be an Albert division algebra over k arising from the first
Tits construction. Let E ⊂ A be a cubic cyclic extension of k contained in A as
a subalgebra. Let ψ ∈ Str(A) be such that ψ(E) = E. Then ψ ∈ C.Instr(A).H,
where H denotes the subgroup of Aut(A) generated by automorphisms of type A2.
Proof. Since E/k is cyclic cubic extension, there is a subalgebra D+ ⊂ A such
that E ⊂ D+. We may assume (see proof of Theorem 5.8), that A = J(D, µ)
for some µ ∈ k∗. Hence we may identify D+ with D0 ⊂ A and E ⊂ D0. Let
ψ(1) = ψ(1, 0, 0) = (c, 0, 0), c ∈ E. Let χ = RNE(c)−1U(0,0,1)U(0,c#,0). Then we have,
by a computation exactly as in the proof of Lemma 5.1,
χ(1, 0, 0) = (c, 0, 0) = ψ(1, 0, 0).
Note also χ(E) = E, in fact, for any x ∈ E, χ(x, 0, 0) = (cx, 0, 0), this follows by a
computation exactly along the lines of the proof of Theorem 5.10. We have therefore
χ−1ψ(1, 0, 0) = (1, 0, 0) and χ−1ψ ∈ Aut(A) with χ−1ψ(E) = E. If χ−1ψ fixes E
pointwise, then by Theorem 5.3, it follows that χ−1ψ is a product of automorphisms
of type A2. Hence ψ = χφ, where χ ∈ NEInstr(A) and φ ∈ Aut(A) is a product of
A2 type automorphisms. In the other case, χ
−1ψ|E = σ, Gal(E/k) =< σ >. Let
σ˜ be an extension of σ to an automorphism of A with σ˜ = Ia, a ∈ D (see proof
of Theorem 5.3). Then σ˜−1χ−1ψ ∈ Aut(A) and fixes E pointwise. Hence by the
earlier case and the fact that σ˜ ∈ ND.Instr(A), it follows that ψ is a product of an
element of C.Instr(A) and automorphisms of type A2.
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In light of these two theorems, one can raise the following question:
Question : Let A be an Albert division algebra over k, arising from the first
construction. Let D+ ⊂ A and X = Str(A)(D+) be the orbit of D+ under the
structure group. Does the subgroup C.Instr(A) act transitively on X? What if we
consider the orbit Y = Str(A)(E) of a cubic cyclic subfield of A?
Remark : An affirmative answer to the first would prove the Tits-Weiss conjecture
for first constructions. While an affirmative answer to the second would prove that
for first constructions, any norm similarity is a product of an element of C.Instr(A)
and an element of H . For pure first constructions, we have a stronger result:
Theorem 5.12. (Tits-Weiss Conjecture) : Let A be a pure first construction
Albert division algebra over a field k. Then
Str(A)
C.Instr(A)
= {1}.
Proof. Let φ ∈ Str(A), where A is a pure first Tits construction Albert division
algebra over k. Let φ(1) = a. Then, by Corollary (5.6), there exists χ ∈ C.Instr(A)
such that χ(a) = 1. Hence χφ(1) = 1. This shows that χφ is a norm isometry.
Further, since χφ(1) = 1, it is an automorphism of A. Hence we have reduced the
problem to proving that every automorphism of a pure first Tits construction Albert
division algebra is inner. This has already been proved! (see Corollary 5.3).
The case of Reduced Albert algebras :One can discuss the Tits-Weiss con-
jecture in the setting of reduced Albert algebras as well. As we shall see, in this
case, it follows rather easily from known results of Jacobson, that the assertion of
the conjecture is indeed true. This doesn’t seem to be explicit in the literature, we
therefore record it below. In the following discussion, we will denote by Isom(A)
the subgroup of Str(A) consisting of all isometries of the norm N of A.
Theorem 5.13. Let A be a reduced Albert algebra over a field k. Then Str(A) =
C.Instr(A).
Proof. Let ψ ∈ Str(A) and ψ(1) = a. Let α = N(a). Then α 6= 0 and Ua is
invertible. Consider χ = Rα−1Uaψ ∈ C.Instr(A). Then we have,
χ(1) = α−1Uaψ(1) = α
−1Ua(a) = α
−1a3.
Hence,
N(χ(1)) = α−3N(a3) = α3N(a)3 = α−3α3 = 1.
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It follows that χ ∈ Isom(A). It now suffices to prove that isometries of N are inner.
When A is split, this follows from Theorem 9, ([8]), which proves that the norm
preserving group Isom(A) coincides with the subgroup of Str(A) consisting of all
mappings η = Ua1 · · ·Uar with
∏
N(ai) = 1. If the coordinate algebra of A is a
division algebra, this follows from Theorem 13, ([5]), which proves that Isom(A)
coincides with the subgroup of Str(A) generated by elements ζ =
∏
Uai , where the
ai for a given ζ are all contained in some nonsplit 9-dimensional reduced simple
subalgebra of degree 3 and
∏
N(ai) = 1.
R-equivalence in k-forms of F4: For the notion of R-equivalence, we refer to the
book ([32], Chapter 6) or the book ([10], Chapter II, 14). Let X be an irreducible
variety over a field k, with X(k) nonempty. Manin in [10] introduced the notion
of R-equivalence on X ; call points x, y ∈ X(k) R-equivalent if there exist points
x = x0, x1, · · · , xn = y ∈ X(k) and rational maps fi : P1 → X, 1 ≤ i ≤ n, all
defined over k, such that fi(0) = xi−1, fi(∞) = xi. In case X = G, a connected
algebraic group, the set of elements of G(k) which are R-equivalent to 1 ∈ G(k) is a
normal subgroup RG(k) of G(k). The quotient G(k)/RG(k) is denoted by G(k)/R.
We now prove
Theorem 5.14. Let A be a pure first construction Albert division algebra over a
field k and let G = Aut(A). Then we have
G(k)/R = {1}.
Proof. We have shown in Theorem(5.4) and Theorem(5.5) that every automorphism
of a pure first construction Albert division algebra is a product of automorphism
fixing 9-dimensional subalgebras of A. Hence it suffices to prove that every automor-
phism of A that fixes a 9-dimensional subalgebra, can be connected to the identity
automorphism by a rational map over k as above. Let S ⊂ A be a 9-dimensional
subalgebra. Then, since A is pure first construction, S = D+ for a suitable degree
3 central division algebra over k. Now, the algebraic subgroup of G = Aut(A)
fixing S pointwise is isomorphic to SL(1, D) over k. We know by Wang’s theorem
SK(1, D) = {1} for degree 3 central division algebras D over k. Also, for degree 3
central division algebras (see [32], Chapter 6),
SK(1, D) ≃ SL(1, D)/R.
Hence it follows that SL(1, D)/R = {1}. From this the result follows.
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6 Irregular automorphisms
In this section, we prove some results on automorphisms for general Albert division
algebras. We will need some notions from the theory of algebraic groups. In this
section, we will assume that characteristic of k is not 2.
Definition. Let G be a connected algebraic group defined over a field k and let
g ∈ G. The element g is called regular if ZG(g) the the centralizer of g in G has
minimal dimension among all centralizers. If g ∈ G is not regular, we call g as
irregular (also called singular sometimes in the literature).
Let A be an Albert division algebra arising from Tits first construction. Let A =
J(D, µ) for a degree 3 central division algebra and µ ∈ k∗. Let a ∈ D∗ − k∗ with
Nrd(a) = 1. Let ψa,1 be defined as before,
ψa,1(x, y, z) = (axa
−1, ay, za−1).
We have,
Lemma 6.1. With φ = ψa,1 with a 6= 1, we have Aφ = k(a).
Proof. We calculate:
φ(x, y, z) = (x, y, z)⇐⇒ (axa−1, ay, za−1) = (x, y, z)
⇐⇒ ax = xa, ay = y, z = za.
Hence, since k(a) is a maximal commutative subfield of D, it follows that, x ∈ k(a).
Also, y = z = 0, since otherwise we would have a = 1 using the other relations, a
contradiction. Therefore Aφ = k(a).
We will see that if we choose a ∈ D∗ − k∗ that is noncyclic, i.e. k(a) is not a
Galois extension of k, then φ as above is regular. Before we arrive at this, we
need a classification of subgroups of G = Aut(A). Let k be a field. Let G be
a simply connected group over k, an algebraic closure of k. We say a connected
reductive group G defined over k is of type G if the simply connected cover of the
commutator subgroup (Gk, Gk) is a product of groups, each isomorphic to G. We
need an improved version of a result proved in ([19], Proposition 6.1).
Theorem 6.1. Let A be an Albert division algebra over a field k. Let H ⊂ G =
Aut(A) be a proper connected reductive subgroup defined over k and assume H is
not a torus. Then H is of type A2 or D4.
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Proof. Let H be a proper connected reductive subgroup of G, defined over k and
assume T is not a torus. We then have the simply connected cover of [H,H ] is
isomorphic to
∏r
i=1RLi/kHi for some finite extensions Li/k and absolute almost
simple groups Hi defined over Li. Suppose some Hi is not of type A1, A2 or D4.
Then, since the (absolute) rank of G (dimension of a maximal torus) is 4, we must
have [Li : k] ≤ 2 and Hi becomes isotropic over an extension of degree 2l for some
l. But then G itself becomes isotropic over such an extension, contradicting the
fact that G is anisotropic over k and remains anisotropic over any finite extension
of degree coprime to 3. Hence all H must be of type A1, A2 or D4. Again, by rank
argument, if say H1 is of type A1 then [L1 : k] = 3 and r = 1. In this case, for a
maximal torus S ⊂ H1 defined over L1, RL1/k(S) ⊂ G is a rank 3 torus in G defined
over k. By the following proposition, this can not happen. Hence we are done.
Proposition 6.1. Let A be an Albert division algebra over k and G = Aut(A). Let
S ⊂ G be a torus defined over k. Then S has rank 2 or 4.
Proof. Let S ⊂ G be a torus defined over k. First suppose S is of rank 1. Then since
G is semisimple and anisotropic over k, S itself must be anisotropic over k. Therefore
S = R
(1)
K/k(Gm) for some quadratic extension K/k (see Example 6, 4.9,[32]). But
then S splits over K and hence G becomes isotropic over K, a contradiction to the
fact that G remains anisotropic over any extension with degree coprime to 3, or
equivalently, A remains a division algebra over such extensions. Hence S can not
have rank 1. Next, suppose S has rank 3. Let T be a maximal torus defined over
k such that S ⊂ T ⊂ G over k. The quotient T/S is a rank 1 torus defined over k
and we have the exact sequence of tori over k,
1 −→ S −→ T −→ M −→ 1,
with M = T/S. But then M splits over a quadratic extension K/k, hence M has
a nontrivial character defined over K and since M = T/S, this gives a nontrivial
character of T defined over K. Hence T becomes isotropic over K and hence G
becomes isotropic over K, a contradiction. Hence rank of S can not be 3. Therefore
S has rank 2 or 4.
Remark :Since G has k-subgroups of type A2, there are rank 2 tori in G defined
over k. For example, if A = J(D, µ), one has a k-rational embedding of SL(1, D)
in Aut(A) and if A = J(B, σ, u, µ) then there is a k-embedding of SU(B, σ) in
Aut(A) and both these groups are of type A2.
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Corollary 6.1. Let G be as in the proposition. Let H be a connected reductive
k-subgroup of G of maximal absolute rank and not a torus. Then H is of type A2
or D4.
We are now in a position to prove
Theorem 6.2. Let A be an Albert division algebra over k and G = Aut(A). Let
φ ∈ G(k) be an irregular automorphism of A. Then φ stabilizes a 9-dimensional
subalgebra.
Proof. Let φ ∈ G(k) be irregular. Let L ⊂ A be a cubic subfield fixed pointwise by
φ. Then φ ∈ GL. Note that GL is a rank 4 subgroup of G defined over k. Consider
the centralizer ZG(φ). Since G is simply connected, this is a connected reductive
subgroup of G defined over k (see [4], Theorem 2.11) and is not a torus, since φ is
irregular. Hence, by the corollary above, either φ is central in GL or ZG(φ) is of
type A2. In the first case, choose a division subalgebra B ⊂ A of dimension 9 such
that L ⊂ B and let 1 6= θ ∈ GB(k) ⊂ GL(k). Then Aθ = B and φθ = θφ. Hence,
for any x ∈ B,
φ(x) = φ(θ(x)) = θ(φ(x)).
Hence φ(x) ∈ Aθ = B. Therefore φ(B) = B. In the second case ZG(φ) is isomorphic
to A2 × A2. We may assume that A
φ = L. Now we note that A2 × A2 * D4. This
follows from the fact that A2 × A2 has no 8-dimensional self-dual representation.
Hence ZG(φ)(k) * GL, using the fact that k-rational points are dense for a connected
reductive subgroup. Let θ ∈ ZG(φ)(k) − GL. Then Aθ is either a cubic subfield
M ⊂ A or a 9-dimensional subalgebra. In the first case, φ maps the 9-dimensional
subalgebra generated by L and M to itself. In the second case φ stabilizes Aθ.
Example :Let A = J(D, µ) be an Albert division algebra and p ∈ SL(1, D). Con-
sider the automorphism Jp : A −→ A given by Jp(x, y, z) = (x, yp, p−1z). Then
AJp = D0. Clearly, in our earlier notation H = {ψx,y|x ∈ SL(1, D), y ∈ k(p)} ⊂
ZG(Jp) and H ≃ SL(1, D) × R
(1)
k(p)/k(Gm) is not a torus. Hence ZG(Jp) is not a
torus and Jp is irregular. The following proposition clarifies things about regular
elements in G(k).
Proposition 6.2. Let A be an Albert division algebra. Let φ ∈ G(k) be such that
Aφ = L is a cubic non-cyclic extension of k. Then φ is regular.
Proof. Suppose Aφ = L is a cubic extension of k and φ is irregular. Then ZG(φ)
is a connected reductive subgroup which is not a torus. Suppose ZG(φ) ⊂ GL. By
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Theorem 6.1, it follows that ZG(φ) is a k-form of A2×A2 or D4. But A2×A2 * D4,
hence ZG(φ) = GL and φ is central in GL. Recall that GL is a form of Spin(8).
Therefore φ is a 2-torsion element, i.e., φ2 = 1 and φ 6= 1 since Dim(Aφ) = 3. This
implies that there is a nonzero element v ∈ A such that φ(v) = −v. Since φ is a
norm isometry for the norm on A, we have,
N(φ(v)) = N(v) = N(−v) = −N(v),
since N is a cubic form and char(k) 6= 2. Therefore N(v) = 0 and hence A is
reduced, a contradiction. Hence ZG(φ) * GL. Let θ ∈ ZG(φ)(k) − GL. Then
θ−1φθ = φ and hence φ(θ(x)) = θ(x) for all x ∈ L. Since Aφ = L, it follows that
θ(L) = L. Also θ /∈ GL, hence θ|L 6= 1 and L/k must be Galois. Hence if L/k is
non-cyclic, φ must be regular. This proves the proposition.
Example : Let A = J(D, µ) be an Albert division algebra. Let a ∈ SL(1, D) be
such that k(a) is cyclic. Consider the automorphism φ = ψa,1 : A −→ A. Then
ψa,1(x, y, z) = (axa
−1, ay, za−1) and Aφ = k(a). It is easily checked that H =
{ψx,b|x ∈ k(a), b ∈ D∗, Nrd(b) = Nrd(x) = 1} ⊂ ZG(φ) and H ≃ R
(1)
k(a)/k(Gm) ×
SL(1, D). Hence H is bigger than a maximal torus and therefore φ is irregular.
Some general results : We will now prove some general results for decomposition
of automorphisms. We need
Lemma 6.2. Let G be a connected algebraic group, defined and anisotropic over a
perfect infinite field k. Then G is reductive.
Proof. Since G is anisotropic over k, G(k) has no nontrivial unipotent elements (see
[21]). Hence Ru(G)(k) = {1}. But then the density of k-rational points implies that
Ru(G) = {1}. Therefore G is reductive.
Proposition 6.3. Let A be an Albert division algebra over a perfect infinite field
k and let G = Aut(A). Let L be a cubic subfield in A and H = GL. Then
there exist 9-dimensional subalgebras D1 and D2 of A such that D1 ∩ D2 = L and
H = G1.G2 · · · .Gr, where Gi = Aut(A/D1) or Gi = Aut(A/D2).
Proof. Let 0 6= x1 ∈ L
⊥ and D1 be the subalgebra generated by L and x1. Let
0 6= x2 ∈ D⊥1 and D2 be the subalgebra generated by L and x2. Then D1 ∩D2 = L
and Dim(Di) = 9. Moreover, since D1 6= D2, the subalgebra generated by D1 and
D2 equals A, since this subalgebra has dimension at least 10. Let Gi be as in the
hypothesis. Then Gi ⊂ GL and the subgroup H of GL generated by G1 and G2
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is a closed connected subgroup defined over k. Since GL is anisotropic, H itself
is a k-anisotropic nontoral subgroup and by the lemma, H is reductive. Hence H
is connected reductive non-toral and contains Gi properly. Therefore, by Theorem
(6.1), H must be of type A2 × A2 or D4. But A2 × A2 * D4, hence H must be
of type D4 and therefore H = GL. That H = G1 · · ·Gr with Gi = Aut(A/D1)
or Aut(A/D2) follows from a standard theorem in algebraic group theory (see for
example [24], Corollary 2.2.7).
We can define the length of and element of GL as the length of the smallest
expression of the element as a product of elements from Gi. We then have,
Corollary 6.2. Let φ ∈ GL(k) be of length at most 2. Then φ = φ1φ2 with φi ∈
Gi(k) with i = 1 or 2.
Proof. Let φ =∈ GL(k) with length at most 2. If length of φ is 1, then clearly φ
belongs to Gi for i = 1 or 2. Now suppose φ = φ1φ2. Let Γ = Gal(k/k). Then for
any σ ∈ Γ we have,
φ = σ(φ) = φ1φ2σ(φ1)σ(φ2).
Hence
φ−11 σ(φ1) = φ2σ(φ2)
−1 ∈ G1 ∩G2.
But G1 ∩ G2 = {1}, since any automorphism in the intersection must fix both D1
and D2 pointwise and hence must be identity, as D1 and D2 generate A. Therefore
σ(φi) = φi, i = 1, 2 and hence φi belongs to G1 or G2 as asserted.
7 Concluding Remarks
This paper raises several questions. For example, it seems likely that every automor-
phism of an Albert division algebra over k is a product of automorphisms of type
A2. We have been able to establish this only for irregular automorphisms in general.
This result might give a hold on the general case of the Tits-Weiss conjecture, if
one can prove that A2-type automorphisms are inner modulo scalar multiplications.
The study of norm similarities seems possible via the study of automorphisms in
general. Skolem-Noether type results might come in handy (as they did in the pure
case) in tackling general first constructions. However, there is always an obstruc-
tion for Skolem-Noether type extension theorem for isomorphisms of cubic subfields
(see [20]). One could study the k-subgroups of Str(A) for an Albert algebra and
study branching rules for the representation on A for these subgroups. This may
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help in proving the factorization of a norm similarity into simpler ones. Studying
fixed points of subgroups and classifying subgroups (defined over k) via their fixed
point subalgebras is another tool that one could exploit. This is tricky though, as
we have seen, this approach fails to yield much information on tori. However, one
maybe able to do better for semisimple k-subgroups of Aut(A). Let T ⊂ Aut(A)
be a k-maximal torus. We have shown that T fixes a cubic e´tale subalgebra L of
A. Hence we get an embedding (over L) of T in SO(QL), where QL denotes the
Springer form of L (see [13]). It maybe of interest to study the decomposition of
the 8-dimensional L-representation of T thus obtained and find invariant subspaces
over k for various maximal k-tori. This may require studying the twisted octonion
corresponding to the Springer decomposition of A with respect to L and studying
the corresponding automorphism group, which is a twisted k-form of D4. Again,
by methods of Section 6, it maybe possible to prove G(k)/R = 1 for an arbitrary
Albert division algebra A, G = Aut(A). Hence it maybe a worthwhile effort to
prove generalizations of results of Section 6, at the level of k points.
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