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VASCONCELOS’ CONJECTURE ON THE CONORMAL MODULE
BENJAMIN BRIGGS
Abstract. For any ideal I of finite projective dimension in a commutative
noetherian ring R, we prove that if the conormal module I/I2 has finite pro-
jective dimension over R/I, then I must be locally generated by a regular
sequence. This resolves a conjecture of Vasconcelos. We prove similar results
for the first Koszul homology of I, and (with certain caveats) for the mod-
ule of Ka¨hler differentials of R/I. The arguments exploit the structure of the
homotopy Lie algebra in an essential way.
Among the first invariants one might attach to an ideal I in a commutative
noetherian ring R is the conormal module I/I2 over the quotient S = R/I. Ring
theoretic properties of S are often reflected in module theoretic properties of I/I2.
This is well illustrated by a result of Ferrand and Vasconcelos: as long as I has
finite projective dimension, the conormal module is projective over S if and only if
I is locally generated by a regular sequence [14, 24].
Vasconcelos later made a substantially stronger conjecture: if both projdimR I
and projdimS I/I
2 are finite, then I is locally generated by a regular sequence [25].
As evidence he offered the case projdimS I/I
2 ≤ 1, and several special cases of low
height [16, 26].
Gradual progress was made in the years that followed; Vasconcelos surveyed what
was known at the time in [26], as did Herzog in [19]. The problem has also inspired
a number of interesting research directions in the decades since ([15, 20, 21, 23, 27]
to name a few). A major forward step was taken by Avramov and Herzog in [8].
By analyzing the behaviour of the Euler derivation out of the cotangent complex,
they established the conjecture for graded algebras over fields of characteristic zero.
We resolve Vasconcelos’ conjecture in its full generality.
Theorem A. Let R → S = R/I be a surjective homomorphism of commutative
noetherian rings, with S of finite projective dimension over R. If the conormal
module I/I2 has finite projective dimension over S, then I is locally generated by
a regular sequence.
In the case that R is a regular local ring, Theorem A yields a new characterisation
of local complete intersection rings.
The theorem can be restated geometrically:
Theorem A′. Let f : X → Y be a closed immersion of locally noetherian schemes,
locally of finite flat dimension. If the conormal sheaf of f is perfect, then f is a
regular immersion.
We also prove a result for the first Koszul homology, analogous to Theorem A.
Theorem B. Let I be an ideal of finite projective dimension in a local ring R. If
the first Koszul homology H1(I;R) has finite projective dimension over R/I, then
I is generated by a regular sequence, and in fact H1(I;R) = 0.
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When S is a generically separable algebra, essentially of finite type over a field
K, Ferrand proved that S is a reduced complete intersection if and only if the
module ΩS/K of Ka¨hler differentials has projective dimension at most one [14].
Accordingly, Vasconcelos conjectured that this happens as soon as ΩS/K has finite
projective dimension [25]. This is known to hold in all of the cases mentioned
above concerning the conormal module [8, 19, 26]. We prove that this conjecture
is a consequence of Theorem A and the Eisenbud-Mazur conjecture, and thereby
establish a number of new cases—see Section 3.4.
The proofs herein are very much local. A key tool will be the homotopy Lie
algebra pi∗(ϕ); this is a graded Lie algebra naturally associated with any local
homomorphism ϕ : R → S, so-called by analogy with its namesake in rational ho-
motopy theory. Its use in commutative algebra has been championed by Avramov,
Halperin and others [1, 6].
Outline. After some homological background in Section 1, most of the work takes
place in Section 2, where we analyse the radical of pi∗(ϕ). Then in Section 3
we present various test modules which characterise complete intersections by the
finiteness of their projective dimension. Theorems A and B are proven here, along
with our results on the module of Ka¨hler differentials.
Acknowledgements. I am indebted to Srikanth Iyengar for his close attention to
this paper from its first draft to its last, and for his many important suggestions
along the way. The ideas here arose after talking to Elo´ısa Grifo and Josh Pollitz
about the homotopy Lie algebra, and I am happy to thank them as well.
1. Preliminaries
We fix once and for all a surjective local homomorphism ϕ : R → S = R/I of
noetherian local rings with common residue field k.
The maximal ideal of R is mR, and the same schema will go for other local
rings and local dg algebras. Our notation for the degree-shift of a graded object
M is (ΣM)i = Mi−1. This comes with a tautological degree 1 map Σ : M → ΣM .
If M happens to be a graded vector space over k, then its graded dual is M∨ =
Homk(M,k).
The reference [2] contains everything we need about differential graded algebras
and modules (henceforth dg algebras and modules), including a great deal more
information on minimal models.
1.1. Minimal models. A minimal model for ϕ is a factorisation R → A → S,
where A is a dg R-algebra with the following properties
(1) A = R[X ] is the free strictly graded commutative R-algebra on a graded
set X = X1, X2, ... , each Xi being a set of degree i variables;
(2) the differential of A satisfies ∂(mA) ⊆ mR +m
2
A;
(3) A→ S is a quasi-isomorphism.
These properties determine A up to an isomorphism of dg R-algebras over S [2].
Minimal models are the local commutative algebra analogue of Sullivan models [13].
The first stage E = R[X1] will play an important role. This is simply the Koszul
complex on a minimal generating set for I. The homomorphism ϕ is a complete
intersection if and only if E → S is a quasi-isomorphism, which would mean the
construction of A stops at the first stage, and A = E.
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More generally we consider the finite stages A(n) = R[X<n]. The directed system
R = A(1) → A(2) → · · · has A as its colimit; this is analogous to the Postnikov
tower in rational homotopy theory. The fibre of the inclusion A(n) → A is denoted
A(n) := A⊗A(n) k = A/(mR, X<n) = k[X≥n].
The first of these, A(1), is significant because it is the derived fibre S ⊗LR k of ϕ.
1.2. Derivations. Let B → A be a homomorphism of dg algebras and M a dg
A-module. A B-linear derivation is a B-linear homomorphism θ : A → M , homo-
geneous of some degree i, satisfying the graded Leibniz rule
θ(xy) = θ(x)y + (−1)ijxθ(y)
for x in Aj and y in A. The B-linearity condition amounts to θ(B) = 0.
We do not assume derivations are chain maps—those that do commute with the
differentials are called chain derivations. Taken all together, the B-linear deriva-
tions form a complex DerB(A,M) with differential [∂,−].
Taking A as in 1.1, any derivation θ : A → A of non-positive degree satisfies
θ(X<i) ⊆ (X<i). This implies that θ induces a derivation on each of the fibres
θ(n) : A(n) → A(n).
1.3. Ka¨hler differentials. The dg A-module of Ka¨hler differentials ΩA/B is de-
fined by the isomorphism DerB(A,M) ∼= HomA(ΩA/B ,M), natural in the dg A-
moduleM . This isomorphism is realised by composition with the universal B-linear
derivation d : A→ ΩA/B.
We will need the following facts:
(1) ΩA/R is a minimal, semi-free dg A-module. The underlying A-module is
free on a basis dXi in degree preserving bijection with Xi; see [8, (1.13)].
(2) The projection ΩA/R → S⊗AΩA/R is a quasi-isomorphism, and S⊗AΩA/R
is a minimal complex of free S-modules, isomorphic as a graded S-module
to
⊕
SdXi. This follows from (1).
When R contains the rational numbers S⊗AΩA/R is none other than the cotan-
gent complex defined by Andre´ and Quillen [7]. In general, S⊗AΩA/R is a different
object.
We will use the E-linear version as well:
(3) ΩA/E ∼= (ΩA/R)/(dX1) is also a minimal, semi-free dg A-module.
(4) S ⊗A ΩA/E ∼= (S ⊗A ΩA/R)/(dX1) is the truncation (S ⊗A ΩA/R)≥2.
The connection to the conormal module is:
(5) H1(ΩA/R) ∼= H1(S ⊗A ΩA/R) ∼= I/I
2; see [8, (2.5)].
1.4. The homotopy Lie algebra. The homotopy Lie algebra is encoded quite
directly in the minimal model A for ϕ, just as the rational homotopy Lie algebra of
a space can be seen in its Sullivan model. It can be constructed using the following
recipe:
(1) Let indA(1) := mA(1)/m
2
A(1)
be the graded vector space of indecomposables
of A(1), with basis Xi in degree i. Then define
pi∗(ϕ) := (Σ indA(1))∨,
so that pii(ϕ) has a basis dual to Xi−1.
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(2) Let ind2A(1) := m2
A(1)
/m3
A(1)
. This has a basis of consisting of the monomi-
als xy with x and y in X . The pairing 〈u, x〉 = u(Σx) between pi∗(ϕ) and
indA(1) extends to a pairing between pi∗(ϕ) ⊗ pi∗(ϕ) and ind2A(1):
〈u ⊗ v, xy〉 := 〈v, x〉〈u, y〉 + (−1)(i+1)(j+1)〈u, x〉〈v, y〉
for u in pii(ϕ) and v in pij(ϕ). Since A is a minimal model, its differential
induces a map ∂ : indA(1) → ind2A(1), and the bracket pi∗(ϕ) ⊗ pi∗(ϕ) →
pi∗(ϕ) is dual to ∂ by definition:
〈[u, v], x〉 = (−1)j〈u⊗ v, ∂(x)〉.
A graded Lie algebra should also have a quadratic square operation pii(ϕ)→ pi2i(ϕ)
defined for odd i; since we will not need this structure we just refer to [2, 7]. That
pi∗(ϕ) with all this structure satisfies the axioms of a graded Lie algebra was proven
by Avramov [1, 10].
If ϕ is a complete intersection then pi∗(ϕ) is an abelian Lie algebra concentrated
in degree 2; otherwise its structure is highly non-trivial.
The existence of the homotopy Lie algebra is an instance of the Koszul duality
between commutative algebras and Lie algebras. It is a remarkable theorem of
Avramov that the universal enveloping algebra Upi∗(ϕ) is canonically isomorphic
to Ext∗A(1)(k, k) [1, 10]. This isomorphism is often used to define pi
∗(ϕ), but the
minimal model approach above is more suited to our needs.
The Lie subalgebra pi>n(ϕ) can be obtained in the same way using (Σ indA(n))∨.
For this reason one can think of A(n) as the n-connected cover of A, by analogy
with rational homotopy theory.
2. The radical of the homotopy Lie algebra
Any graded Lie algebra L has an inductively defined derived series L[0] = L,
L[n+1] = [L[n], L[n]], and L is called solvable if there is an n such that L[n] = 0. An
ideal of L is called solvable if it is solvable as a Lie algebra in its own right, and the
radical of L is the sum of all its solvable ideals. An element of L is called radical if
it generates a solvable ideal, or equivalently, if it lies in the radical of L. See [13]
for more information.
Henceforth our standing assumption is that ϕ : R → S is a surjective local ho-
momorphism of finite projective dimension, with kernel I. In this context, the
authors of [13] prove that the radical of pi∗(ϕ) is finite dimensional. We will use
the following characterisation:
2.1. An element z of pi∗(ϕ) is in the radical if and only if for some n the restriction
ad(z) = [z,−] : pi>n(ϕ)→ pi>n(ϕ) is zero.
One direction is elementary: if we assume [z, pi>n(ϕ)] = 0 then the derived series
of the ideal (z) will terminate before n steps, and (z) is solvable. The other direction
uses [13, Theorem C], which implies that if z is radical then it generates a finite
dimensional ideal, so clearly [z, pi>n(ϕ)] = 0 for n large enough. The reader should
treat 2.1 as our definition of the radical.
Theorem 2.2 (Avramov, Halperin [7, Theorem C]). Assuming that projdimR S
is finite, ϕ : R → S is a complete intersection homomorphism if and only if every
element of pi2(ϕ) is radical. 
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This is ultimately how we will establish the complete intersection property. In
a future paper we will give a new proof of Theorem 2.2, explaining its connec-
tion to the cohomological support varieties of Avramov and Buchweitz [3] and
Jorgensen [18].
Construction 2.3. We fix a minimal model A for ϕ as in 1.1. An element z in
pii(ϕ) can be thought of as an R-linear map RXi−1 → k. Lift this to an R-linear
map z˜ : RXi−1 → R. One can differentiate with respect to z˜ to obtain a degree
1− i derivation ddz : A→ A. This is the unique derivation which agrees with z˜ when
restricted to the variables; it need not be a chain derivation. The boundary
θz := [∂,
d
dz ]
is a degree −i derivation A → mA; the fact that θz lands in mA will be important
later.
Associated to the exact sequence 0 → mA → A → k → 0 there is a connecting
homomorphism DerR(A, k)→ ΣDerR(A,mA). One can interpret θz in these terms,
and it follows that up to homotopy θz does not depend on the choice of lift z˜.
The next proposition appears implicitly in the proof of [7, Proposition 4.2].
Proposition 2.4. By passing to indecomposables, shifting and dualising, the deriva-
tion θ
(1)
z : A(1) → A(1) induces a degree i map pi∗(ϕ)→ pi∗(ϕ). This coincides with
−ad(z).
Proof. From the fact that ∂(mn
A(1)
) ⊆ mn+1
A(1)
it follows that θ
(1)
z (mnA(1)) ⊆ m
n
A(1)
, so
that θ
(1)
z does induce a map on indecomposables.
A simple computation using (1.4.2) shows
〈z ⊗ v, xy〉 = (−1)(i+1)(j+1)〈v, ddz (xy)〉
for any v in pij(ϕ) and x, y in mA(1) . In particular 〈[z, v], x〉 is
(−1)j〈z ⊗ v, ∂(x)〉 = (−1)1+i(j+1)〈v, ddz (∂x)〉
= (−1)1+i(j+1)〈v, (ind θ(1)z )(x)〉
= −〈(ind θ(1)z )
∨(v), x〉,
so (ind θ
(1)
z )∨(v) = −[z, v], as was to be shown. 
Lemma 2.5. If θ, θ′ : A → mA are R-linear derivations which are cohomologous
inside DerR(A,mA), then the maps induced on pi
∗(ϕ) by θ(1) and θ′
(1)
are the same.
In particular, if there is a derivation θ, cohomologous with θz inside DerR(A,mA),
and an integer n such that the induced derivation θ(n) : A(n) → A(n) is zero, then z
is in the radical of pi∗(ϕ).
Proof. If θ − θ′ = [∂, σ] for some derivation σ : A→ mA, then (θ − θ
′)(mA) ⊆ m
2
A.
Hence θ and θ′ induce the same map on indA(1), and then as well on pi∗(ϕ) =
(Σ indA(1))∨.
For the second statement, it follows that θ(1) induces the map −ad(z) on pi∗(ϕ)
by Proposition 2.4. So as well θ(n) induces the restriction of −ad(z) to pi>n(ϕ). If
θ(n) = 0 then ad(z) vanishes on pi>n(ϕ), so z lies in the radical by 2.1. 
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For the rest of this paper we focus on pi2(ϕ). So take z in pi2(ϕ) and consider the
derivation θz from construction 2.3. Note that θz is E-linear. We consider as well
the E-linear derivation θz : A → mS obtained by composing θz with the surjective
quasi-isomorphism mA → mS .
We come to our core technical lemma.
Lemma 2.6. Suppose there is an S-module M , finitely generated and of finite
projective dimension, and a factorisation A → M → mS of θz, for some E-linear
chain derivation A→M and S-module map M → mS. Then z is radical in pi
∗(ϕ).
Proof. Let P be a semi-free dg A-module resolution of M ([2] contains all the facts
we use about semi-free dg modules). Since M has finite projective dimension over
S, we can assume that the underlying A-module of P is finitely generated and free
(i.e. it is perfect, see [5, 4]).
We identify derivations with the corresponding maps out of the dg module of
Ka¨hler differentials. In these terms, our hypotheses give us the commuting outer
square of the following diagram of dg A-modules
ΩA/E mA
P
S ⊗A ΩA/E M mS .
θz
≃
β
≃
≃
α
Since ΩA/E and P are semi-free, we can construct lifts α and β as shown, making
the two trapezia commute. Since the vertical maps are quasi-isomorphisms, the
triangle commutes up to homotopy, meaning that θz is cohomologous with θ := αβ.
Since P is finitely generated and free over A
HomA(P,mA) ∼= mA ⊗A HomA(P,A).
Hence we may write α as a finite sum α =
∑
xiσi, for some xi in mA and some
σi : P → A (the σi need not be chain maps). We obtain a decomposition θ =∑
xiσiβ. Let n be larger than all of the degrees of the xi appearing in this sum.
Then the induced dg module map ΩA(n)/k = A
(n) ⊗A ΩA/A(n) → A
(n) is zero.
Therefore the corresponding derivation θ(n) : A(n) → A(n) is zero, and z is in the
radical of pi∗(ϕ) by Lemma 2.5. 
Iyengar proved in [17] that free S-module summands of I/I2 give rise to central
elements of pi2(ϕ). Our next result is a direct analogue for radical elements. There
is a natural correspondence
pi2(ϕ) ∼= HomR(RX1, k) ∼= HomR(I, k) ∼= HomS(I/I
2, k)
which we make use of in the statement.
Theorem 2.7. Let z be in pi2(ϕ). If the corresponding homomorphism I/I2 → k
factors through a finitely generated S-module N of finite projective dimension, then
z is in the radical of pi∗(ϕ).
Proof. Take an exact sequence 0 → M → F → N → 0 with F a finitely gener-
ated free S-module and M ⊆ mSF . By definition M is the first syzygy of N , so
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projdimSM is finite as well. Recall that by [8, (2.5)] there is a minimal presentation
(S ⊗A ΩA/R)2
∂
−→ (S ⊗A ΩA/R)1 → I/I
2 → 0.
We can construct the following commuting diagram
(S ⊗A ΩA/R)2 M mS
(S ⊗A ΩA/R)1 F S
I/I2 N k.
∂
β α
δ γ
The lower row is the given factorisation, and the other horizontal maps exist by
standard lifting properties. Without loss of generality we may take z˜ in construction
2.3 so that S⊗R z˜ = γδ, which implies θz = αβ factors through M . By Lemma 2.6
this means z is in the radical of pi∗(ϕ). 
In the case that N is projective, z corresponds to a free summand of I/I2. The
proof shows that in this case ad(z) = 0 (since M = 0), so that z is central, and we
recover the result of Iyengar [17].
3. Test modules
3.1. The conormal module. Theorem A from the introduction can be proven
locally, so it is a consequence of the next result. This settles the conjecture of
Vasconcelos on the conormal module.
Theorem 3.1. Let ϕ : R → S = R/I be a surjective local homomorphism, and
let k be the common residue field. If there is an S-module N of finite projective
dimension, and a homomorphism α : I/I2 → N such that α⊗S k is injective, then
ϕ is a complete intersection.
Proof. The hypotheses imply every homomorphism I/I2 → k factors through α, so
Theorem 2.7 every element of pi2(ϕ) is radical, and Theorem 2.2 implies that ϕ is
a complete intersection. 
3.2. The first Koszul homology module. The next result sharpens Theorem B.
It substantially generalises the usual criterion that an ideal is generated by a regular
sequence if and only if its first Koszul homology vanishes.
Theorem 3.2. Let I be an ideal of finite projective dimension in a local ring R,
and let H = H1(I;R) be the first Koszul homology of I. If every homomorphism
H → mR/I factors through a finitely generated R/I-module of finite projective
dimension then I is generated by a regular sequence.
Proof. Take a minimal model A for the quotient ϕ : R → S. By [8, (2.5)] there is
a presentation
(S ⊗A ΩA/R)3
∂
−→ (S ⊗A ΩA/R)2 → H → 0.
Therefore, for any z in pi2(ϕ), the chain map θz factors as S⊗AΩA/R → H → mS.
By hypothesis, it factors further through a finitely generated module of finite pro-
jective dimension. By Lemma 2.6 this makes z radical. Since z was arbitrary,
Theorem 2.2 implies that ϕ is a complete intersection homomorphism. 
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The case when H1(I;R) is assumed to be free (or even has a nontrivial free
summand) is handled by Gulliksen [16, Proposition 1.4.9].
Let us write t(H) for the torsion submodule of H , consisting of those elements
annihilated by a non-zero-divisor of S, and also H∗ := HomS(H,S). Every homo-
morphism H → mS factors canonically as H → H/t(H) → H
∗∗ → mS . Therefore
Theorem 3.2 implies that ϕ is a complete intersection if either the torsion free
quotient H/t(H) or the reflexive hull H∗∗ have finite projective dimension.
3.3. Andre´-Quillen homology modules. Here we give a generalisation of The-
orem A which applies to any homomorphism essentially of finite type. In the
statement, Di(S/K,−) is the ith cotangent homology functor defined by Andre´
and Quillen.
Theorem 3.3. Let ψ : K → S be a homomorphism of commutative noetherian
rings, essentially of finite type and of finite flat dimension. If both S-modules
D1(S/K, S) and D0(S/K, S) have finite projective dimension, then ψ is locally a
complete intersection.
In the case that ψ is surjective with kernel I we have D0(S/K, S) = ΩS/K = 0
and D1(S/K, S) = I/I
2, so the statement extends Theorem A.
Proof. Let K → R → S be a factorisation of ψ such that K → R is smooth,
and R → S is surjective with kernel I. By [7, (3.2)] projdimR S is finite. In the
Jacobi-Zariski exact sequence
0→ D1(S/K, S)→ D1(S/R, S)→ D0(R/K, S)→ D0(S/K, S)→ 0
the S-moduleD0(R/K, S) is free, sinceR is smooth overK. Therefore, ifD1(S/K, S)
and D0(S/K, S) have finite projective dimension, then so does D1(S/R, S) ∼= I/I
2.
By Theorem A, R → S is locally a complete intersection, and this means by defi-
nition that ψ is locally a complete intersection homomorphism. 
3.4. The module of Ka¨hler differentials. In this subsection, S is a local algebra
with residue field k, essentially of finite type and having finite flat dimension over
a commutative noetherian ring K.
In the case that K is a field, Vasconcelos conjectured that under some appro-
priate separability conditions the finiteness of projdimS ΩS/K should imply S is a
complete intersection [25]. In the present context, this conjecture becomes the ques-
tion: under what circumstances can one remove the assumption on D1(S/K, S) in
Theorem 3.3? It turns out this question is closely related to a conjecture of Eisen-
bud and Mazur [12].
An evolution of S is a local K-algebra T , essentially of finite type, and a local
K-algebra surjection T → S such that S ⊗T ΩT/K → ΩS/K is an isomorphism.
These maps arose in the work of Scheja and Storch [22] and Bo¨ger [9], and have
since proven important in commutative algebra, especially in relation to symbolic
powers (see [11]). They appeared in the the work of Wiles [28], where it was crucial
that a certain algebra did not have any evolutions, other than isomorphisms. That
the following holds is now known as the Eisenbud-Mazur conjecture: if K is either
a field of characteristic zero, or a mixed characteristic discrete valuation ring, and
S is a flat, reduced K-algebra, then S does not admit nontrivial evolutions.
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Theorem 3.4. Assume that S has no non-trivial evolutions. If the module of
Ka¨hler differentials ΩS/K has finite projective dimension, then S is a complete
intersection over K.
It is well-known that (as long as S is flat and generically separable over K)
if projdimS ΩS/K is finite then S is reduced. Therefore, the theorem asserts that
Vasconcelos’ conjecture on the Ka¨hler differentials is a consequence of the Eisenbud-
Mazur conjecture. Since Platte has shown that S must be quasi-Gorenstein if
projdimS ΩS/K is finite [21], it would suffice to prove the Eisenbud-Mazur conjecture
for quasi-Gorenstein rings (that is, rings having a free canonical module). The
Eisenbud-Mazur conjecture is known in various cases (cf. [12]), so we obtain various
new cases for Vasconcelos’ conjecture.
We deduce Theorem 3.4 using a result of Lenstra.
Proposition 3.5 (Lenstra [12]). Choose a presentation S = R/I, where R is a
localisation of a polynomial K-algebra. The following are equivalent
(1) every evolution of S is an isomorphism;
(2) in the exact sequence
I/I2
d
−−→ S ⊗R ΩR/K → ΩS/K → 0
no minimal generator of I/I2 is mapped to zero by d. 
Proof of Theorem 3.4. Let ϕ : R→ S as in Proposition 3.5. By [7, (3.2)] projdimR S
is finite. By definition, S is a complete intersection over K if and only if ϕ is a
complete intersection homomorphism.
We take the first syzygy of ΩS/K , defined by the exact sequence
0→ N → S ⊗R ΩR/K → ΩS/K → 0.
Then N has finite projective dimension because ΩS/K does. The exact sequence
in Proposition 3.5 part (2) induces a map α : I/I2 → N , and (2) says exactly that
α ⊗S k is injective. Therefore we are in the situation of Theorem 3.1, and ϕ is a
complete intersection homomorphism. 
References
1. Luchezar L. Avramov, Local algebra and rational homotopy, Algebraic homotopy and local
algebra (Luminy, 1982), Aste´risque, vol. 113, Soc. Math. France, Paris, 1984, pp. 15–43.
MR 749041
2. , Infinite free resolutions, Six lectures on commutative algebra, Mod. Birkha¨user Class.,
Birkha¨user Verlag, Basel, 2010, pp. 1–118. MR 2641236
3. Luchezar L. Avramov and Ragnar-Olaf Buchweitz, Support varieties and cohomology over
complete intersections, Invent. Math. 142 (2000), no. 2, 285–318. MR 1794064
4. Luchezar L. Avramov, Ragnar-Olaf Buchweitz, Srikanth B. Iyengar, and Claudia Miller,
Corrigendum to “Homology of perfect complexes” [Adv. Math. 223 (5) (2010) 1731–1781]
[mr2592508], Adv. Math. 225 (2010), no. 6, 3576–3578. MR 2729016
5. , Homology of perfect complexes, Adv. Math. 223 (2010), no. 5, 1731–1781.
MR 2592508
6. Luchezar L. Avramov and Stephen Halperin, Through the looking glass: a dictionary between
rational homotopy theory and local algebra, Algebra, algebraic topology and their interac-
tions (Stockholm, 1983), Lecture Notes in Math., vol. 1183, Springer, Berlin, 1986, pp. 1–27.
MR 846435
7. , On the nonvanishing of cotangent cohomology, Comment. Math. Helv. 62 (1987),
no. 2, 169–184. MR 896094
10 BENJAMIN BRIGGS
8. Luchezar L. Avramov and Ju¨rgen Herzog, Jacobian criteria for complete intersections. The
graded case, Invent. Math. 117 (1994), no. 1, 75–88. MR 1269426
9. Erwin Bo¨ger, Differentielle und ganz-algebraische Abha¨ngigkeit bei Idealen analytischer Al-
gebren, Math. Z. 121 (1971), 188–189. MR 282966
10. Benjamin Briggs, Local commutative algebra and Hochschild cohomology through
the lens of Koszul duality, Ph.D. thesis, University of Toronto, (2018),
https://www.math.utah.edu/~briggs/briggsthesis.pdf.
11. Hailong Dao, Alessandro De Stefani, Elo´ısa Grifo, Craig Huneke, and Luis Nu´n˜ez Betancourt,
Symbolic powers of ideals, Singularities and foliations. geometry, topology and applications,
Springer Proc. Math. Stat., vol. 222, Springer, Cham, 2018, pp. 387–432. MR 3779569
12. David Eisenbud and Barry Mazur, Evolutions, symbolic squares, and Fitting ideals, J. Reine
Angew. Math. 488 (1997), 189–201. MR 1465370
13. Yves Fe´lix, Stephen Halperin, Carl Jacobsson, Clas Lo¨fwall, and Jean-Claude Thomas, The
radical of the homotopy Lie algebra, Amer. J. Math. 110 (1988), no. 2, 301–322. MR 935009
14. Daniel Ferrand, Suite re´gulie`re et intersection comple`te, C. R. Acad. Sci. Paris Se´r. A-B 264
(1967), A427–A428. MR 219546
15. Shiro Goto and Naoyoshi Suzuki, What makes TorR
1
(R/I, I) free?, Proc. Amer. Math. Soc.
112 (1991), no. 3, 605–611. MR 1052871
16. Tor H. Gulliksen and Gerson Levin, Homology of local rings, Queen’s Paper in Pure and
Applied Mathematics, No. 20, Queen’s University, Kingston, Ont., 1969. MR 0262227
17. Srikanth Iyengar, Free summands of conormal modules and central elements in homotopy Lie
algebras of local rings, Proc. Amer. Math. Soc. 129 (2001), no. 6, 1563–1572. MR 1707520
18. David A. Jorgensen, Support sets of pairs of modules, Pacific J. Math. 207 (2002), no. 2,
393–409. MR 1972252
19. Herzog Ju¨rgen, Homological properties of the module of differentials, Atas da 6a Escola de
A´lgebra (Recife) Colec¸, Atas Soc. Brasil. Mat. 14 (1981), 35–64.
20. Paolo Mantero and Yu Xie, On the Cohen-Macaulayness of the conormal module of an ideal,
J. Algebra 372 (2012), 35–55. MR 2989999
21. Erich Platte, Zur endlichen homologischen Dimension von Differentialmoduln, Manuscripta
Math. 32 (1980), no. 3-4, 295–302. MR 595423
22. Gu¨nter Scheja and Uwe Storch, U¨ber differentielle Abha¨ngigkeit bei Idealen analytischer Al-
gebren, Math. Z. 114 (1970), 101–112. MR 263808
23. Daniel A. Smith, A variation on a theme of Vasconcelos, J. Algebra 225 (2000), no. 1,
381–390. MR 1743666
24. Wolmer V. Vasconcelos, Ideals generated by R-sequences, J. Algebra 6 (1967), 309–316.
MR 213345
25. , On the homology of I/I2, Comm. Algebra 6 (1978), no. 17, 1801–1809. MR 508082
26. , The complete intersection locus of certain ideals, J. Pure Appl. Algebra 38 (1985),
no. 2-3, 367–378. MR 814190
27. , Koszul homology and the structure of low codimension Cohen-Macaulay ideals, Trans.
Amer. Math. Soc. 301 (1987), no. 2, 591–613. MR 882705
28. Andrew Wiles, Modular elliptic curves and Fermat’s last theorem, Ann. of Math. (2) 141
(1995), no. 3, 443–551. MR 1333035
University of Utah, Department of Mathematics, Salt Lake City, UT 84112
E-mail address: briggs@math.utah.edu
