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Abstract. We investigate the limit properties of a family of Schro¨dinger operators of
the formHε = − d2dx2 + λ(ε)ε2 Q
(
x
ε
)
acting on n-edge star graphs with Kirchhoff conditions
imposed at the vertex. The real-valued potential Q is supposed to have compact
support and λ(·) to be analytic around ε = 0 with λ(0) = 1. We show that if the
operator has a zero-energy resonance of order m for ε = 1 and λ(1) = 1, in the limit
ε→ 0 one obtains the Laplacian with a vertex coupling depending on 1+ 12m(2n−m+1)
parameters. We prove the norm-resolvent convergence as well as the convergence of
the corresponding on-shell scattering matrices. The obtained vertex couplings are of
scale-invariant type provided λ′(0) = 0; otherwise the scattering matrix depends on
energy and the scaled potential becomes asymptotically opaque in the low-energy limit.
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1. Introduction
Quantum graphs attracted a lot of attention since their rediscovery in the second half
of the 1980’s; we refer to the recent monograph [BK13] for a broad overview and an
extensive bibliography. One of the central questions in these models concerns the way in
which the wave functions are coupled at the graph vertices. If n edges meet at a vertex,
in the absence of external fields the requirement of probability current conservation
leads to the condition
(U − I)Ψ(0) + i(U + I)Ψ′(0) = 0
coupling the vectors of boundary values of the wave functions and their derivatives, in
which U is an n × n unitary matrix. This tells us, in particular, that such a coupling
may depend on n2 real parameters.
Different U give rise to different dynamics on the graph and the choice of U should
be guided by the physical contents of the model one is constructing, in the first place by
properties of the junctions to which the graph vertices should represent an idealized
description. A natural approach to this problem is to start from the most simple
coupling, often called Kirchhoff, and to investigate how the junction properties are
influenced by a potential supported in the vicinity of the vertex, in particular if the
support shrinks to a point and the potential is properly scaled. It is easy to obtain in this
way the so-called δ coupling using the scaling which preserves mean value of the potential
[Ex96b]. However, this is just a one-parameter subset of all the admissible matching
conditions, and the other ones require a different limiting procedure, for instance, using
shrinking potentials with a more singular scaling of the type Q(·) 7→ ε−2Q( ·
ε
).
Such limits were investigated first for vertices connecting two edges, which is
equivalent to generalized point interaction on the line [AGHH05], with the conclusion
that the limit is trivial describing disconnected edges [Sˇe86]. Later it was pointed out,
however, that such a claim holds only generically and a nontrivial limit may exist when
the potential Q has a zero-energy resonance – cf. [CAZEG03] and subsequent papers of
these authors, see also [GM09, GH10, GH13]. One has to stress, however, that the role
of zero-energy resonances in the limit was in fact known before; one can find it in the
analysis of the one-dimensional low-energy scattering [BGW85]. The result was further
generalized, in particular, to Schro¨dinger operators on star graphs [Ma10, Ma12] or to
combinations of potentials with different scaling [Go13].
One should mention that an inattentive reader may run into a terminological
confusion in this area coming from the fact that the question addressed in the original
Sˇeba’s paper [Sˇe86] concerned the possibility of approximating the δ′ interaction. This
name was given thirty years ago, maybe not quite fortunately, to a class of point
interactions characterized by an effective Neumann decoupling in the high-energy limit
[AGHH05, Sect. I.5]. Although the answer found in [Sˇe86] was negative and the omitted
non-generic limits found later described a different type of point interactions, they are
nevertheless sometimes labeled as δ′. One of the conclusions of this paper is that similar
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limits on star graphs lead to couplings which are not of the δ′ type in the conventional
sense [AGHH05, Ex96a].
The present study can be regarded as an extension of the previous work of one of us
[Ma10, Ma12] where such limits were studied on three-legged star graphs. Those results
are generalized here in several ways. First of all, we consider a star graph of n edges
with an arbitrary finite n. Equally important, we consider potential families of the type
λ(ε)
ε2
Q(x
ε
) with an ε-dependent coupling parameter, which allows us to obtain a family
of limiting couplings which will contain not only scale-invariant matching conditions —
this may happen provided λ′(0) 6= 0 — including graph Hamiltonians with a nonempty
discrete spectrum. We note that in the case n = 2 this conclusion reduces to a particular
case of the two-scale limit result of Golovaty [Go12, Go13].
We shall establish the norm-resolvent convergence of the scaled operator families
as well as the convergence of the corresponding on-shell scattering matrices, in contrast
to [Ma10], where the part of the scattering matrix was studied. In the next section we
formulate the problem rigorously and state our main results in Theorems 2.3 and 2.4;
the following two sections are devoted to their proofs and discussion.
2. Preliminaries and main results
We begin with recalling a few basic notions from the theory of differential equations on
graphs. A metric graph G = (V,E) is identified with finite sets V = V (G) of vertices
and E = E(G) of edges, the latter being isomorphic to (finite or semi-infinite) segments
of the real line. One can think of the graphs as being embedded into the Euclidean
space, with the vertices being points of R3 and edges smooth regular curves connecting
them, but such an assumption plays no role in the following.
A map f : G → C is said to be a function on the graph and its restriction to the
edge e ∈ E(G) will be denoted by fe. Each edge has a natural parametrization; if G is
embedded into R3 it is given by the arc length of the curve representing the edge. A
differentiation is always related to this natural length parameter. Vertices are endpoints
of the corresponding edges; we denote by df
de
(a) the limit value of the derivative at the
point a ∈ V (G) taken conventionally in the outward direction, i.e. away from the vertex.
The integral
∫
G
f ds of f over G is the sum of integrals over all edges, the measure being
the natural Lebesgue measure. Using this notion we can introduce the Hilbert space
L2(G) with the scalar product (f, h) =
∫
G
fh¯ds, and furthermore, the Sobolev space
H2(G) on the graph with the norm
‖f‖H2(G) = (‖f‖L2(G) + ‖f ′′‖L2(G))1/2.
Observe that neither the function belonging to H2(G) nor its derivative should be
continuous at the graph vertices. In what follows, the symbol BC(G) will stand for
the Banach space of functions that are continuous and bounded on each edge e ∈ E(G)
with the supremum norm. In a similar way, we introduce the Banach space BC1(G)
consisting of functions that are continuous and bounded on each edge e ∈ E(G) along
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with their first derivatives. If f ∈ BC1(G), then the symbol ‖f‖BC1(G) stands for the
sum of its supremum and that of its first derivative. We shall also need the space
C∞(G) of functions infinitely differentiable on each edge of the graph G, and finally,
L∞(G) will stand for the standard Lebesgue-measurable function space on the graph
with the essential-supremum norm.
We say that a function f satisfies the Kirchhoff conditions at the vertex a ∈ V (G)
if f is continuous at this vertex and
∑
e
df
de
(a) = 0 holds, where the sum is taken over
all the edges incident in a; in the particular case when there is only one such edge
e the Kirchhoff conditions at the “hanging” vertex a reduce to the usual Neumann
condition, df
de
(a) = 0. The symbol K(G) shall denote the set of functions on G obeying
the Kirchhoff conditions at each graph vertex.
Since our approximation problem is of a local character we focus on noncompact
star-shaped graphs Γ consisting of n semi-infinite edges γ1, . . . , γn connected at a single
vertex denoted by a. In that case E(Γ) = {γi}ni=1 and without loss of generality we may
identify each γi with the halfline [0,∞). Our consideration will need neighborhoods of
the vertex; if ai stands for an arbitrary but fixed point of γi, we denote by ωi part of the
edge γi connecting the root vertex a and the point ai and then introduce the compact
star graph Ω with edges E(Ω) = {ωi}ni=1 and vertices V (Ω) = {a} ∪ {ai}ni=1. With
the chosen parametrization in mind, we use the symbol ai for both the vertex and its
distance from a.
Given a star graph Γ, we introduce the following family of Schro¨dinger operators
on L2(Γ) labeled by the parameter ε ∈ (0, 1],
Hε = − d
2
dx2
+
λ(ε)
ε2
Q
(x
ε
)
, domHε = H
2(Γ) ∩K(Γ),
where the real-valued potential Q belongs to the class L∞(Γ) and has a compact support
supposed to be a subset of the graph Ω constructed above. In fact, we identify Ω with
suppQ unless the intersection of the support with some γi is the vertex a only, in which
case we choose ai > 0 on such edges. With respect to the edge indices Q may be
regarded as an n× n matrix function on [0,∞); we stress that it need not be diagonal.
In a similar vein the differential part of Hε is a shorthand for the operator which acts as
the negative second derivative on each edge γi. The function λ(·) in the above expression
is supposed to be real-valued for real ε and holomorphic in the vicinity of the origin. In
addition, it satisfies the condition
λ(ε) = 1 + ελ+O(ε2), ε→ 0,
where λ is a real number. Our main goal in this paper is to investigate convergence of
the operators Hε as ε→ 0 in the norm-resolvent topology.
To state the results, we need a few more notions. First of all, we denote by Ωε
the ε-homothety of the graph Ω, centered at a, i.e. the subgraph of Γ with the vertices
V (Ωε) := {a} ∪ {aεi}ni=1, where aεi = ε−1ai. In particular, if Ω = suppQ, then Ωε is the
support of Q(ε−1·).
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Furthermore, we shall say that a Schro¨dinger operator in L2(Γ) of the form
S := − d
2
dx2
+Q
satisfying Kirchhoff conditions has a zero-energy resonance of order m if there exist m
linearly independent resonant solutions ψ1, . . . , ψm to the equation
− ψ′′ +Qψ = 0 (2.1)
which are bounded on Γ. As in the particular case considered earlier in [Ma12], the
limit behavior of Hε will depend crucially on the existence and properties of a zero-
energy resonance of the operator S. Since every bounded solution of the equation (2.1)
is constant outside the support of Q, it follows that ψi solves the Neumann problem
− ψ′′ +Qψ = 0 on Ω, ψ ∈ K(Ω), (2.2)
hence the existence of a zero-energy resonance can (and shall) be reformulated in terms
of the problem (2.2): we say that the Schro¨dinger operator S has a zero-energy resonance
of order m if there are m linearly independent (resonant) solutions to the problem (2.2).
If m > 1, the construction we are going to present below requires a particular
basis in the space of solutions of the problem (2.2). Consider an arbitrary pair
ϕ1, ϕ2 of linearly independent solutions; then there must exist two different vertices
b1 and b2 from the set {ai}ni=1 such that ϕ1(b1) 6= 0 and ϕ2(b2) 6= 0. If the quantity
φ := ϕ1(b1)ϕ2(b2)− ϕ2(b1)ϕ1(b2) is nonzero, we can define the functions
ψ1 := (ϕ2(b2)ϕ1 − ϕ1(b2)ϕ2)/φ, ψ2 := (ϕ1(b1)ϕ2 − ϕ2(b1)ϕ1)/φ.
Furthermore, we can renumber the edges in such a way that a1 := b1 and a2 := b2, then
a short computation shows that
ψ1(a1) = ψ2(a2) = 1, ψ1(a2) = ψ2(a1) = 0. (2.3)
If, on the other hand, φ is zero, we can find a vertex b3 ∈ {ai}ni=1 at which the function
ϕ2(b2)ϕ1 − ϕ1(b2)ϕ2 does not vanish and set
ψ2 := (ϕ2(b2)ϕ1 − ϕ1(b2)ϕ2)/(ϕ2(b2)ϕ1(b3)− ϕ1(b2)ϕ2(b3)),
ψ1 := (ϕ1 − ϕ1(b3)ψ2)/ϕ1(b1);
rearranging the edges in such a way that a1 := b1 and a2 := b3 we get again (2.3). The
process can be continued leading to the following conclusion:
Lemma 2.1. Suppose that the problem (2.2) has m linearly independent solutions, then
one can choose them as real-valued functions ψ1, . . . , ψm satisfying
ψi(aj) = δij , i, j = 1, . . . , m,
where δij is the Kronecker symbol.
Proof. It remains to check that the ψi’s can be chosen real which follows from the fact
that the operator S including the Kirchhoff conditions at the origin commutes with the
complex conjugation.
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For notational convenience, we introduce the resonant and full index sets by
m := {1, . . . , m}, n := {1, . . . , n},
respectively, adopting the convention that m is empty for m = 0. To describe the
outcome of the limiting process we need the following quantities:
θij := ψi(aj), i ∈ m, j ∈ n \m,
qij :=
∫
Γ
Qψiψj dΓ, i, j ∈ m.
Using them, we define the limit operator H as the one acting via
Hφ := −φ′′
on functions φ ∈ H2(Γ) that obey the matching conditions
φγj (a)−
∑
i∈m
θijφγi(a) = 0, j ∈ n \m,
(2.4)
dφ
dγi
(a) +
∑
j∈n\m
θij
dφ
dγj
(a)− λ
∑
j∈m
qijφγj (a) = 0, i ∈ m.
Remarks 2.2. (a) In the family of the operators with potentials Q of the described class
a zero-energy resonance is generically absent. This situation corresponds to Dirichlet
decoupled edges, φγj (a) = 0.
(b) If λ = 0 or Q = 0, the conditions (2.4) do not couple function values and derivatives,
and as a result, the matching conditions of the limit operator are scale-invariant.
This means, in particular, that H has no eigenvalues and σ(H) = [0,∞). Another
manifestation of the scale-invariant character is that the scattering matrix, which we
shall discuss below, is independent of energy.
(c) The matching conditions (2.4) contain in general m(n − m) + 1
2
m(m + 1) + 1 =
1
2
m(2n−m+ 1) + 1 parameters since qij = qji. In the scale-invariant case the number
is reduced to m(n − m) and there is a natural duality with respect to interchange of
function values and derivatives in (2.4).
(d) On the other hand, if λ and qij are nonzero, the operator H may have a discrete
spectrum in (−∞, 0). Since any such operator and the Dirichlet decoupled one have
a common symmetric restriction with deficiency indices not exceeding (n, n), it follows
from general principles [We80, Sect. 8.3] that the number of such eigenvalues does not
exceed n counting multiplicities. The actual number depends on the parameter values.
For example, if m = 1 and all the θ1j and q1j are the same, the conditions (2.4) are
equivalent the usual δ-coupling [Ex96a] which has one or no eigenvalue depending on
the sign of λ.
Our first main result says that the Schro¨dinger operators Hε approach H as ε→ 0
in the norm-resolvent topology with a particular convergence rate:
Theorem 2.3. Hε → H holds as ε→ 0 in the norm resolvent sense, and morever, for
any fixed ζ ∈ C \ R there is a constant C such that
‖(Hε − ζ)−1 − (H − ζ)−1‖B(L2(Γ)) ≤ C
√
ε, ε ∈ (0, 1].
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The second question to address concerns the scattering. We denote by S0 the
Schro¨dinger operator describing a free particle moving on the graph Γ, i.e.
S0 = − d
2
dx2
, domS0 = H
2(Γ) ∩K(Γ).
We are interested in the asymptotic behavior of the scattering amplitudes with respect
to this free dynamics. Our second main result is the following:
Theorem 2.4. For any momentum k > 0 the on-shell scattering matrix for the pair
(Hε, S0) converges as ε→ 0 to that of (H,S0).
Proofs of the above claims are the contents of the following two sections. Since we
will employ many constants, a comment on them is due. The uppercase C1 . . . , Cm+1
will appear in the statement of Lemma 3.1, similarly uppercase B1, . . . , B5 will be used
in Lemmata 3.2–3.4. On the other hand, the lowercase ci’s shall denote various positive
numbers independent of ε the values of which may be different in different proofs.
3. The operator convergence
This section is devoted to proof of Theorem 2.3. We will do that by considering the
functions yε := (Hε−ζ)−1f and y := (H−ζ)−1f for a fixed ζ ∈ C\R and any f ∈ L2(Γ)
and demonstrating that
‖yε − y‖L2(Γ) ≤ C
√
ε ‖f‖L2(Γ)
holds with a constant C independent of ε and f . To this aim, we are going to construct
a function y˜ε which will be a good approximation to both the yε and y. Since the
differential expressions of Hε and H coincide on Γ \ Ωε, it is natural to identify y˜ε
on Γ \ Ωε with y. A more subtle construction is needed on Ωε. To define y˜ε on Ωε
we have to employ the resonant solutions ψ1 . . . , ψm, i.e. the nontrivial solutions of
the problem (2.2), in combination with a corrector function zε being a solution of a
particular nonhomogenous problem on Ω, namely
− z′′ +Qz = εf(ε·)− λQ
∑
i∈m
y(aεi )ψi on Ω,
(3.1)
dz
dωi
(ai) = νi, i ∈ m, dz
dωi
(ai) = y
′(aεi ), i ∈ n \m,
which obey the Kirchhoff conditions at the vertex a and zε(ai) = 0 for i ∈ m. The
problem (3.1) admits a solution if and only if
νi = −
[ ∑
j∈n\m
y′(aεj)θij − λ
∑
j∈m
y(aεj)qij + ε
∫
Ω
f(εt)ψi(t) dΩ
]
, i ∈ m, (3.2)
cf. [CL55, Thm XI.4.1] for details in the similar one-dimensional case; the value of νi
is obtained by multiplying equation (3.1) by the function ψi and integration by parts.
Using the variation-of-constants method, every solution of the nonhomogenous problem
can be written as z˜ε +
∑
i∈m ciψi, where z˜ε is a fixed solution and ci are uniquely
determined coefficients, thus the corrector zε is of the form zε = z˜ε −
∑
i∈m z˜ε(ai)ψi.
We can make the following claim:
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Lemma 3.1. For any f ∈ L2(Γ) and ε ∈ (0, 1] we have the inequalities∣∣∣νi − dy
dγi
(a)
∣∣∣ ≤ Ci√ε ‖f‖L2(Γ), i ∈ m,
‖zε‖H2(Ω) ≤ Cm+1‖f‖L2(Γ).
Proof. First we observe that the resolvent (H − ζ)−1 is a bounded operator from L2(Γ)
to the domain of H equipped with the graph norm. Since the latter space is a subspace
of H2(Γ), it follows that
‖y‖H2(Γ) ≤ c1‖f‖L2(Γ), (3.3)
and consequently,
‖y‖BC1(Γ) ≤ c2‖f‖L2(Γ) (3.4)
in view of the fact that H2(Γ) ⊂ BC1(Γ) by the Sobolev embedding theorem.
Subtracting the relation
dy
dγi
(a) = −
∑
j∈n\m
θij
dy
dγj
(a) + λ
∑
j∈m
qijyγj(a)
which is a part of (2.4) from formula (3.2) we arrive at∣∣∣νi − dy
dγi
(a)
∣∣∣ ≤ ∑
j∈n\m
|θij |
∣∣∣y′(aεj)− dydγj (a)
∣∣∣
+ |λ|
∑
j∈m
|qij||y(aεj)− yγj (a)| (3.5)
+ ε‖f(ε·)‖L2(Ω)‖ψi‖L2(Ω) ≤ Ci
√
ε ‖f‖L2(Γ),
proving thus the first inequality. We have used here the estimates
|y(aεi )− yγi(a)| ≤
∫ aε
i
a
|y′| dγi ≤ c3
√
ε ‖y‖H2(Γ) ≤ c4
√
ε ‖f‖L2(Γ),
(3.6)∣∣∣y′(aεi )− dydγi (a)
∣∣∣ ≤ ∫ aεi
a
|y′′| dγi ≤ c5
√
ε ‖y‖H2(Γ) ≤ c6
√
ε ‖f‖L2(Γ),
which hold for all i ∈ n by virtue of the Cauchy-Bunyakovsky-Schwarz inequality and
the fact that there is a constant c7 such that
‖f(ε·)‖L2(Ω) ≤ c7√
ε
‖f‖L2(Γ). (3.7)
The restriction zε,ωi of zε to ωi solves the initial value problem
−z′′ +Qz = εf(ε·)− λQ
∑
j∈m
y(aεj)ψj on ωi,
z(ai) = 0,
dz
dωi
(ai) = νi
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for all i ∈ m. Using the standard a priori estimate for the solution of the initial value
problem — see, e.g., [Go13, Prop 2.3] — we infer from relations (3.4), (3.5), and (3.7)
that
‖zε‖H2(ωi) ≤ c8(|νi|+ ‖y‖BC(Γ) + ε‖f(ε·)‖L2(Ω)) ≤ c9‖f‖L2(Γ). (3.8)
Next we claim that at most one of the problems
−z′′ +Qz = 0 on ωi, z(a) = 0, dz
dωi
(ai) = 0, i ∈ n \m,
has a nontrivial solution. We assume the opposite, namely that there are nonzero
solutions of at least two of the problems. In such a case one would be able to construct
in a straightforward manner a nontrivial solution of problem (2.2) vanishing on each
edge ωi for i ∈ m, which is however impossible, since this solution should be linearly
independent with all resonant solutions ψi, i ∈ m.
Without loss of generality we may suppose that the above homogeneous problem on
ωi does not admit a nontrivial solution for i ∈ n\(m∪{n}), then for each i ∈ n\(m∪{n})
the corresponding nonhomogenous problem
−z′′ + z = εf(ε·)− λQ
∑
j∈m
y(aεj)ψj on ωi,
z(a) = zε,ω1(a),
dz
dωi
(ai) = y
′(aεi )
has a unique solution, namely zε,ωi. Moreover,
‖zε‖H2(ωi) ≤ c10(|zε,ω1(a)|+ ‖y‖C1(Γ) + ε‖f(ε·)‖L2(Ω)) ≤ c11‖f‖L2(Γ) (3.9)
by the a priori estimate for zε,ωi, (3.4), (3.7), and (3.8). Finally, the initial value problem
−z′′ +Qz = εf(ε·)− λQ
∑
i∈m
y(aεi )ψi on ωn,
z(a) = zε,ω1(a),
dz
dωn
(a) = −
∑
i∈n\{n}
dzε
dωi
(a)
yields the function zε,ωn. By virtue of (3.7), (3.8), and (3.9) we find that
‖zε‖H2(ωn) ≤ c12
[
|zε,ω1(a)|+
∑
i∈n\{n}
∣∣∣dzε
dωi
(a)
∣∣∣
+ ‖y‖BC(Ω) + ε‖f(ε·)‖L2(Ω)
]
≤ c13‖f‖L2(Γ);
combining this estimate with (3.8) and (3.9), we arrive at the second inequality.
As we have said we seek the approximation function in the form
ϕε :=
{
y on Γ \ Ωε,∑
i∈m y(a
ε
i )ψi(ε
−1·) + εzε(ε−1·) on Ωε.
Although this function is indeed a good approximation to yε and y in some sense, it does
not suit our purposes due to the fact that it is not smooth at the point aεi . We are going
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to show, however, that the jumps of ϕε and ϕ
′
ε at these points are small which makes
it possible to construct another “small” corrector ψε with the property that ϕε + ψε is
smooth and is still close to yε and y.
To the claim about smallness more precise, we introduce the symbol [g]aε
i
for the
jump of the function g at the point aεi . We have the following estimates:
Lemma 3.2. There are numbers B1 and B2 such that for all i ∈ n we have
|[ϕε]aε
i
| ≤ B1
√
ε ‖f‖L2(Γ), |[ϕ′ε]aεi | ≤ B2
√
ε ‖f‖L2(Γ).
Proof. Using the above expression for ϕε one finds easily
[ϕε]aε
i
= y(aεi )−
[∑
j∈m
y(aεj)ψj(ai) + εzε(ai)
]
,
[ϕ′ε]aεi = y
′(aεi )−
dzε
dωi
(ai).
A straightforward calculation shows that [ϕε]aε
i
= 0 holds for i ∈ m and that [ϕ′ε]aεi = 0
holds for i ∈ n \m. Using Lemma 3.1, (2.4), and (3.6) we derive the following estimates
for the jumps of the function,
|[ϕε]aε
j
| ≤ |y(aεj)− yγj (a)|+
∑
i∈m
|θij ||y(aεi)− yγi(a)|
+ ε‖zε‖H2(Ω) ≤ B1
√
ε ‖f‖L2(Γ), j ∈ n \m,
and its derivative,
|[ϕ′ε]aεi | ≤
∣∣∣y′(aεi )− dydγi (a)
∣∣∣+ ∣∣∣νi − dy
dγi
(a)
∣∣∣ ≤ B2√ε ‖f‖L2(Γ), i ∈ m,
which completes the proof of the lemma.
Lemma 3.3. Suppose that ϕ ∈ H2(Γ\{ai}i∈n). Then there exists a function ψ with the
following properties:
(i) ψ belongs to C∞(Γ \ Ω) and vanishes on Ω;
(ii) ϕ+ ψ is in H2(Γ);
(iii) there is a B3 such that ψ together with its derivatives satisfy the estimates
max
x∈Γ\Ω
|ψ(j)(x)| ≤ B3
∑
i∈n
(|[ϕ]ai |+ |[ϕ′]ai |), j = 0, 1, 2.
Proof. On every edge γi we consider infinitely differentiable and compactly supported
functions gi and hi with the properties that gi(a) =
dhi
dγi
(a) = 1 and hi(a) =
dgi
dγi
(a) = 0,
i ∈ n. Next denote by g˜i and h˜i their translations gi(x− ai) and hi(x− ai) extended by
zero to the whole graph Γ; then we define the function ψ as follows:
ψ := −
∑
i∈n
([ϕ]ai g˜i + [ϕ
′]ai h˜i).
One can check by a straightforward computation that this function satisfies all the
required properties, which completes the proof.
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Combining Lemmata 3.2 and 3.3, we conclude that there exists a function ψε ∈
C∞(Γ \ Ωε) which vanishes on Ωε and satisfies the inequalities
max
x∈Γ\Ωε
|ψ(i)ε (x)| ≤ c1
√
ε ‖f‖L2(Γ) (3.10)
for i = 0, 1, 2, and moreover, that the sum
y˜ε := ϕε + ψε
belongs to domHε = H
2(Γ) ∩K(Γ).
Now we are in position to justify the choice of y˜ε.
Lemma 3.4. There are numbers B4 and B5 such that the following inequalities hold:
‖y˜ε − yε‖L2(Γ) ≤ B4
√
ε ‖f‖L2(Γ),
‖y˜ε − y‖L2(Γ) ≤ B5
√
ε ‖f‖L2(Γ).
Proof. From the definition of y˜ε, we compute
(Hε − ζ)y˜ε = f − ψ′′ε − ζψε
on Γ \ Ωε, while on the scaled star graph Ωε we have
(Hε − ζ)y˜ε = ε−2I1(ε−1x) + ε−1I2(ε−1x) + I3(x).
Here we have introduced the symbols
I1(x) :=
∑
i∈m
y(aεi )(− ψ′′i +Q(x)ψi),
I2(x) := −z′′ε +Q(x)zε + λQ(x)
∑
i∈m
y(aεi )ψi,
I3(x) := [(λ(ε)− 1− ελ)ε−2Q(ε−1x)− ζ ]
∑
i∈m
y(aεi )ψi(ε
−1x)
+ [(λ(ε)− 1)ε−1Q(ε−1x)− εζ ]zε(ε−1x).
Since the functions ψi and zε solve equations (2.2) and (3.1), respectively, it follows that
I1(x) = 0 and I2(x) = εf(εx). We are thus able to conclude that
(Hε − ζ)y˜ε = f + rε,
where
rε =
{
−ψ′′ε − ζψε on Γ \ Ωε,
I3 on Ωε.
Hence the formula
y˜ε − yε = y˜ε − (Hε − ζ)−1f = (Hε − ζ)−1rε
yields the following inequality,
‖y˜ε − yε‖L2(Γ) ≤ ‖(Hε − ζ)−1‖B(L2(Γ))‖rε‖L2(Γ) ≤ |ℑζ |−1‖rε‖L2(Γ),
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which in view of Lemma 3.1 and (3.10) gives the required estimate, since
‖rε‖L2(Γ) ≤ c1 max
x∈Γ\Ωε
(|ψε(x)|+ |ψ′′ε (x)|) + c2‖zε(ε−1·)‖L2(Ωε)
+ c3‖y‖BC(Γ)
∑
i∈m
‖ψi(ε−1·)‖L2(Ωε) ≤ c4
√
ε ‖f‖L2(Γ).
In a similar way we find that
‖y˜ε − y‖L2(Γ) ≤ c5 max
x∈Γ\Ωε
|ψε(x)|+ c6‖y‖BC(Γ)
∑
i∈m
‖ψi(ε−1·)‖L2(Ωε)
+ c7ε ‖zε(ε−1·)‖L2(Ωε) + c8
√
ε‖y‖BC(Γ) ≤ c9
√
ε ‖f‖L2(Γ),
which yields the second one of the sought inequalities, thus the lemma is proved.
Proof of Theorem 2.3 follows in a straightforward manner from Lemma 3.4. Indeed,
‖(Hε − ζ)−1f − (H − ζ)−1f‖L2(Γ) ≤ ‖y˜ε − yε‖L2(Γ)
+ ‖y˜ε − y‖L2(Γ) ≤ C
√
ε ‖f‖L2(Γ).
To conclude this section let us comment on existence of nontrivial limits. We have
pointed out that the presence of a zero-energy resonance is a non-generic situation. We
can nevertheless provide a constructive algorithm which allows to achieve presence of a
zero-energy resonance of order m > 1 by adjusting the potential.
Proposition 3.5. The problem (2.2) admits m > 1 nontrivial solutions if and only if
m+ 1 problems among the following ones,
−z′′ +Qz = 0 on ωi, z(a) = 0, dz
dωi
(ai) = 0, i ∈ n,
have nontrivial solutions.
Proof. We may suppose without loss of generality that the first m + 1 problems admit
nontrivial solutions which we denote as z1, . . ., zm+1. To construct m resonant solutions,
we set
ψi :=


dzm+1
dωm+1
(a)zi on ωi,
− dzi
dωi
(a)zm+1 on ωm+1,
0 on Γ \ (ωi ∪ ωm+1)
for i ∈ m; then it is straightforward to check that the functions ψ1, . . . , ψm are non-zero
solutions of the problem (2.2).
Conversely, consider m functions ψ1, . . . , ψm solving the problem (2.2); in view of
Lemma 2.1 they can be chosen in such a way that ψi(aj) = δij, with δij denoting the
Kronecker delta. Define functions zi, i ∈ m, by
zi := ψi,ωi;
it is not difficult to see that ψ1,ωj is non-vanishing for some j ∈ n \ m, thus we can set
zm+1 := ψ1,ωj , which concludes the proof.
Approximations of vertex couplings by singularly scaled potentials 13
4. Convergence of scattering matrices
Since the resolvents of H and S0 differ by a finite-rank operator the corresponding
wave operators exist and are complete, this is also true for the pair (Hε, S0) in view
of the hypotheses we made about the potential Q. Our task here is to compare
the corresponding on-shell scattering operators which are, of course, n × n matrices
depending on the momentum k. We begin with the limit operator H and find scattering
amplitudes Tij, after that we will show how to construct scattering solutions for the
operator Hε given the fundamental system of solutions to the equation on the graph Ω;
it is convenient to choose the latter in such a way that its first m elements converge
in BC1(Ω) to the solutions of problem (2.2). In this way we shall be able to analyze
the asymptotic behavior of the corresponding scattering amplitudes T εij for small ε, in
particular, to demonstrate that they converge to the corresponding quantities of the
limit operator.
Consider thus the scattering on Γ for the pair (H,S0). We employ the natural
parametrization s ∈ (0,+∞) on the edges of Γ, where s = 0 corresponds to the vertex
a, and suppose that the incoming monochromatic wave e−iks, k > 0, follows the edge
γi. The scattering solutions then have the form
ψi(s, k) =
{
Tij e
iks on γj, j ∈ n \ {i},
e−iks + Tii e
iks on γi,
(4.1)
where i stands for the imaginary unit. As usual, Tii is the reflection amplitude on the
edge γi and Tij are the transmission amplitudes from γi to the edge γj. Finding of them
can be reduced to an algebraic problem. Indeed, substituting the scattering solution ψi
into the matching conditions (2.4), we get the following linear system,
Axi = ai, (4.2)
for the column vector of unknown coefficients xi = (Ti1, . . . , Tin)
⊤, i ∈ n. The right-hand
side of the system is an n-element column vector defined as follows: if m is zero, then
all the entries of ai but i-th are zero and the i-th entry is −1. In the case when m is
positive, ai is written as
ai =
{
(λq1i, . . . , λqi−1i, ik + λqii, λqi+1i, . . . , λqmi, θim+1, . . . , θin)
⊤ if i ≤ m,
(ikθ1i, . . . , ikθmi, 0, . . . , 0,−1, 0, . . . , 0)⊤ if i > m
with −1 in the i-th place. Furthermore, by A we denote in (4.2) the n × n complex
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matrix of the form

ik − λq11 −λq12 . . . −λq1m ikθ1m+1 ikθ1m+2 . . . ikθ1n
−λq21 ik − λq22 . . . −λq2m ikθ2m+1 ikθ2m+2 . . . ikθ2n
...
...
. . .
...
...
...
. . .
...
−λqm1 −λqm2 . . . ik − λqmm ikθmm+1 ikθmm+2 . . . ikθmn
−θ1m+1 −θ2m+1 . . . −θmm+1 1 0 . . . 0
...
...
. . .
...
...
...
. . .
...
−θ1n −θ2n . . . −θmn 0 0 . . . 1


.
In what follows, the symbol Aij stands for the matrix obtained from A by replacing its
j-th column by ai for any fixed i, j ∈ n. Then by Cramer’s rule the scattering amplitude
Tij can be expressed as
Tij =
detAij
detA .
A more sophisticated analysis is needed to investigate stationary scattering for the
pair (Hε, S0). Consider again the incoming monochromatic wave e
−iks approaching the
vertex along the edge γi. The corresponding scattering solution ψ
ε
i has to solve the
problem
− ψ′′ + λ(ε)
ε2
Q
(x
ε
)
ψ = k2ψ on Γ, y ∈ K(Γ), (4.3)
and, since the potential Q is by assumption supported by Ω, it has the form (4.1) on
Γ \ Ωε with the coefficients Tij being replaced by T εij . Thus to solve the scattering
problem for the Hamiltonian Hε we need to analyze behavior of the amplitudes T
ε
ij as
the scaling parameter ε→ 0.
To this aim, we employ linearly independent functions ϕε1, . . ., ϕ
ε
n solving the
Schro¨dinger equation
− ϕ′′ + λ(ε)Qϕ = ε2k2ϕ on Ω (4.4)
and obeying the Kirchhoff matching conditions at the vertex a. We can choose these
functions in such a way that every ϕεi depends smoothly on ε and converges as ε → 0
in BC1(Ω) to the function ϕi solving the zero-energy Schro¨dinger equation
−ϕ′′ +Qϕ = 0 on Ω,
and moreover, that the limit ϕi is just the resonant solution ψi for any i ∈ m. Let
us specify some properties of such a system {ϕεi} which we shall need in the following.
First of all, in the limit ε→ 0 we have
ϕεj(ai)→ δij, i, j ∈ m, (4.5)
by virtue of Lemma 2.1, and at the same time,
dϕεj
dωi
(ai)→ 0, j ∈ m, i ∈ n, (4.6)
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Finally, if we multiply (4.4) by ψi and integrate by parts using Lemma 2.1 again, we
find that
dϕεj
dωi
(ai) = −
∑
l∈n\m
θij
dϕεj
dωl
(al) + ελq
ε
ij +O(ε2), i ∈ m, j ∈ n, (4.7)
where
qεij :=
∫
Ω
Qψiϕ
ε
j dΩ
converges to qij for all i, j ∈ m as ε→ 0.
Given thus the described fundamental system {ϕεi}i∈n, we can conclude that the
functions {ϕεi (·/ε)}i∈n form a fundamental system of solutions for (4.3) on Ωε, so that
the scattering solution ψεi can be constructed as a linear combination
ψεi =
∑
j∈n
Cεijϕ
ε
j
( ·
ε
)
on Ωε (4.8)
with unknown coefficients Cεi1, . . ., C
ε
in. Since the scattering solution should be
continuous at all the points aεj along with its first derivative, we find from relations
(4.1) and (4.8) that the column vector xεi := (T
ε
i1, . . . , T
ε
in, C
ε
i1, . . . , C
ε
in)
⊤ solves the
linear system
Aεxεi = aεi ,
in which the right-hand side equals
aεi = (0, . . . , 0, e
−ikε,−ikεe−ikε, 0, . . . , 0)⊤
with the (2i − 1)-th and 2i-th entries being nonzero, and the 2n × 2n matrix Aε is of
the form

−eikε 0 0 . . . 0 ϕε1(a1) . . . ϕεn(a1)
−ikεeikε 0 0 . . . 0 dϕε1
dω1
(a1) . . .
dϕεn
dω1
(a1)
0 −eikε 0 . . . 0 ϕε1(a2) . . . ϕεn(a2)
0 −ikεeikε 0 . . . 0 dϕε1
dω2
(a2) . . .
dϕεn
dω2
(a2)
...
...
...
. . .
...
...
. . .
...
0 0 0 . . . −eikε ϕε1(an) . . . ϕεn(an)
0 0 0 . . . −ikεeikε dϕε1
dωn
(an) . . .
dϕεn
dωn
(an)


.
Given the matrix Aε we can construct matrices Aεij with i, j ∈ n in the same way as in
the limit operator case, namely by replacing j-th column of Aε by aεi . Using Cramer’s
rule, we obtain thus the following representation for the scattering amplitudes
T εij =
detAεij
detAε , i, j ∈ n.
Now we are in a position to analyze small ε behavior of the above determinants:
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Lemma 4.1. In the limit ε→ 0 the determinants of the matrices Aε and Aεij, i, j ∈ n,
exhibit the following asymptotic behavior:
detAε = εmρ detA (1 + o(1)), detAεij = εmρ detAij (1 + o(1)),
where
ρ := (−1)n(n+1)/2+m
∣∣∣∣∣∣∣∣∣
dϕm+1
dωm+1
(am+1) . . .
dϕn
dωm+1
(am+1)
...
. . .
...
dϕm+1
dωn
(an) . . .
dϕn
dωn
(an)
∣∣∣∣∣∣∣∣∣
.
Proof. We will discuss the behavior of detAε only since the corresponding proofs for
detAεij proceed in the analogous way. We note that every element of Aε with the indices
(2i, n+ j) is of the form
dϕεj
dωi
(ai), which can be in view of (4.7) written as
−
∑
l∈n\m
θij
dϕεj
dωl
(al) + ελq
ε
ij +O(ε2)
for any i ∈ m and j ∈ n. Fix i ∈ m and add to the 2i-th row the 2j-th row multiplied
by θij , j ∈ n. In this way detAε is equal to∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−eikε . . . 0 0 . . . 0 ϕε1(a1) . . . ϕεn(a1)
−ikεeikε . . . 0 −ikεeikεθ1m+1 . . . −ikεeikεθ1n ελqε11 +O(ε2) . . . ελqεn1 +O(ε2)
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . −eikε 0 . . . 0 ϕε1(am) . . . ϕεn(am)
0 . . . −ikεeikε −ikεeikεθmm+1 . . . −ikεeikεθmn ελqε1m +O(ε2) . . . ελqεnm +O(ε2)
0 . . . 0 −eikε . . . 0 ϕε1(am+1) . . . ϕεn(am+1)
0 . . . 0 −ikεeikε . . . 0 dϕε1dωm+1 (am+1) . . .
dϕε
n
dωm+1
(am+1)
...
. . .
...
...
. . .
...
...
. . . . . .
0 . . . 0 . . . 0 −eikε ϕε1(an) . . . ϕεn(an)
0 . . . 0 . . . 0 −ikεeikε dϕε1dωn (an) . . .
dϕε
n
dωn
(an)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
For any i ∈ m one can factor ε out of the 2i-th row. Next we rearrange the rows in the
following way: first we put the rows with the odd numbers 2i − 1, then we write the
ones with the even numbers 2i, both for i ∈ m. Next we put the rows with the odd
numbers 2i − 1 and finally with the even numbers 2i, now for i ∈ n \ m. In this way
Approximations of vertex couplings by singularly scaled potentials 17
detAε coincides with the determinant ∆ε defined as∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−eikε . . . 0 0 . . . 0 ϕε1(a1) . . . ϕεn(a1)
...
. . .
...
...
. . .
...
...
. . . . . .
0 . . . −eikε 0 . . . 0 ϕε1(am) . . . ϕεn(am)
−ikeikε . . . 0 −ikeikεθ1m+1 . . . −ikeikεθ1n λqε11 . . . λqεn1
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . −ikeikε −ikeikεθmm+1 . . . −ikeikεθmn λqε1m . . . λqεnm
0 . . . 0 −eikε . . . 0 ϕε1(am+1) . . . ϕεn(am+1)
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . 0 . . . 0 −eikε ϕε1(an) . . . ϕεn(an)
0 . . . 0 −ikεeikε . . . 0 dϕε1dωm+1 (am+1) . . .
dϕε
n
dωm+1
(am+1)
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . 0 . . . 0 −ikεeikε dϕε1dωn (an) . . .
dϕε
n
dωn
(an)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
multiplied by (−1)[(m−1)m+(n−m−1)(n−m)]/2εm. Adding to the (m+ i)-th row the i-th row
multiplied by −ik, we get the following formula for the determinant ∆ε:∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−eikε . . . 0 0 . . . 0 ϕε1(a1) . . . ϕεn(a1)
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . −eikε 0 . . . 0 ϕε1(am) . . . ϕεn(am)
0 . . . 0 −ikeikεθ1m+1 . . . −ikeikεθ1n λqε11 − ikϕε1(a1) . . . λqεn1 − ikϕεn(a1)
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . 0 −ikeikεθmm+1 . . . −ikeikεθmn λqε1m − ikϕε1(am) . . . λqεnm − ikϕεn(am)
0 . . . 0 −eikε . . . 0 ϕε1(am+1) . . . ϕεn(am+1)
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . 0 . . . 0 −eikε ϕε1(an) . . . ϕεn(an)
0 . . . 0 −ikεeikε . . . 0 dϕε1dωm+1 (am+1) . . .
dϕε
n
dωm+1
(am+1)
...
. . .
...
...
. . .
...
...
. . .
...
0 . . . 0 . . . 0 −ikεeikε dϕε1dωn (an) . . .
dϕε
n
dωn
(an)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
In view of (4.5) and (4.6), we find that ∆ε tends to (−1)m+n+m(n−m)ρ detA as ε → 0,
and consequently,
detAε = εmρ detA(1 + o(1)) as ε→ 0 ;
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the asymptotic expansion detAεij = εmρ detAij(1 + o(1)) for any i, j ∈ n is obtained in
a similar way.
Theorem 2.4 is now a direct consequence of this lemma in combination with the explicit
expressions for the scattering amplitudes of the involved operators.
We conclude this section with the analysis of the limiting scattering matrix
S := {Tij}i,j∈n. We first observe that if m is zero, i.e., if the Schro¨dinger operator
S has no zero-energy resonances, then S = −I as it should be expected in the situation
when the graph Γ decomposes into disconnected edges, each being described by the
Dirichlet Laplacian on the respective halfline.
Consider next the small k behavior of the scattering matrix S and define n × n
matrices B and Bij as the matrices A and Aij introduced above but with k = 0. In
the limit k → 0 the scattering matrix S tends obviously to the matrix whose entries
are defined as detBij/ detB. Since the matrix Bii differs from B by the sign of the
i-th column only, we conclude that the diagonal elements of S tend to −1 as k → 0.
Furthermore, using the fact that i-th and j-th columns of Bij differ by sign for j ∈ n and
i ∈ m \ {j}, we infer that detBij = 0. On the other hand, for i ∈ n \ m we expand the
determinant of Bij in terms of the j-th column; this allows us to conclude that detBij
can be written as (−1)i+j multiplied by the minor of the element of detBij with the
indices (i, j). Since for all j ∈ n \ {i} such minors contain zero column, it follows that
detBij is zero again.
What is important, however, is that the above argument works only under the
assumption λ 6= 0 because otherwise the limit of the denominator is zero and one would
obtain an indeterminate expression. We see that for a non-vanishing λ the scattering
matrix tends to −I as k → 0, which means in view of Theorem 2.4 that the potential
λ(ε)ε−2Q(ε−1·) becomes asymptotically opaque in the low energy limit.
To treat the case left out, λ = 0, we introduce the n× n and 1× n matrices
C :=


1 . . . 0 θ1m+1 . . . θ1n
...
. . .
...
...
. . .
...
0 . . . 1 θmm+1 . . . θmn
−θ1m+1 . . . −θmm+1 1 . . . 0
...
. . .
...
...
. . .
...
−θ1n . . . −θmn 0 . . . 1


,
and
ci :=
{
(0, . . . , 0, 1, 0, . . . , 0, θim+1, . . . , θin)
⊤ if i ≤ m,
(θ1i, . . . , θmi, 0, . . . , 0,−1, 0, . . . , 0)⊤ if i > m,
respectively. Arguing as above, we use C and ci to construct the matrices Cij which make
it possible to write the scattering matrix elements as det Cij/ det C. It is independent
of the momentum k which is not surprising; recall that the conditions (2.4) with λ = 0
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do not couple function values and derivatives, and as a result, the corresponding vertex
coupling is scale-invariant – cf. Remark 2.2b. Note that S is in general different from
−I as the example of a star graph with Kirchhoff coupling shows [ESˇ89], hence the
assumption λ 6= 0 in the previous paragraph is indeed substantial.
Let us finally comment on the large k behavior of the scattering amplitudes. It
is easy to see from (4.2) that in the limit k → ∞ the value of λ is not important
and the scattering matrix S tends to the scattering matrix corresponding to the
scale-invariant situation. Consequently, the scattering amplitudes for the Schro¨dinger
operator − d2
dx2
+λ(ε)ε−2Q(ε−1·) coincide asymptotically with that of − d2
dx2
+ε−2Q(ε−1·).
It means, in particular, that none of the matching conditions (2.4) is of the type
conventionally called δ′ as we have mentioned in the introduction.
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