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Abstruct: Given a function f in scattered data points x1.. . , x, E Iw”. we solve the least squares problem 
in order to generate interpolants Ea,(x)b,(x). Here the b, denote basis functions, e.g. polynomials, and the u,(x) are 
inverse distance weight functions. We express the unknowns a,(x), the interpolant and the interpolation error in terms 
of moving convex combinations of functions corresponding to those of classical interpolation at q + 1 points with 
respect to these basis functions. Further, we discuss properties of moving least squares methods, and in the case of 
polynomial basis functions we test various methods and give perspective plots. 
1. Introduction 
Given n pairwise distinct and arbitrarily spaced points x,,. . . , x, in the s-dimensional 
Euclidean space IR” and function values (or test data) f, =f(x;), i = 1,. . . , n, consider the 
problem of interpolation by a moving least squares (m.l.s.) approach. In contrast to the classical 
weighted least squares problem we use non-negative weight functions ui,. . . , u,, rather than 
constants. Further, let b, = 1, b,(t), . . . , bJ t) denote basis functions, linearly independent over 
the set {xi,..., x, }. Then the m.1.s. problem reads as follows: 
i ( i aj(x)bj(x,) -,i*U;(x) = min. (I4 
i=l j=O. 
Solving (1.1) for every x with respect to the unknowns a,(x), . . . , a,(x) yields a global 
approximant 
W-h-4 = i a,(x)b,(+ 
j=O 
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Obviously Gb, = b,, but generally Gf does not interpolate f in the data points unless the ratios 
u,( x)/0,( x) are zero at x = x, for every 1 < i #j G n. In that case the m.1.s. problem (1.1) is 
degenerate at xi, and it reduces to a least squares problem involving only a,(~,), . . . , aq(xk) and 
a trivial identity for a,,(~~). Most frequently the inverse distance weight functions ui(x) 
=lx-xJP, pal, are used, where 1.1 denotes the Euclidean norm. In order to reduce 
computational effort we may use weight functions ui( x) with ‘small’ compact support containing 
Since the least squares problem (1.1) varies in x, computing the global approximant Gf is 
generally very time-consuming. For fixed x solve (1.1) in order to get the local approximant 
L,f(t) = i ai(x)bj(t), 
j=O 
which approximates f(t) in a neighborhood of x. In particular, L,f( x) = Gf( x) and LXA f( xk) = 
fk for every k = 1,. . . , n. Given only the n local approximants LX1 f ( t ), k = 1, . . . , n, we define 
the computationally less expensive interpolation operator 3 as a convex combination of the 
LXAfZ 
Sf(x) = ? L,,f(x)@;(x), $(x) = ui(x)/&-(x). 
i=l j 
Here the u, denote weight functions, not necessarily identical with the weight functions vi used 
in (1.1) such that ii), = aij. 
In the simplest case, q = 0, the m.1.s. problem reduces to Shepard’s interpolation formula 
sf(x) = I? fiwr(x>, Wi(x) = ui(x>/Cuj(x>* (1.2) 
i=l J 
This interpolation scheme was introduced by Shepard [13] without motivation by a least squares 
approach (1.1). Since wi(xj) = a,,, 0 6 wi < 1 and Cw, = 1, Sf(x) interpolates f and is a convex 
combination, dependent on x, of the test data fi,. . . , f,, . Elementary properties of Shepard’s 
interpolation are discussed in [2], [7] and [13]. If for example ui(x) = 1 x - xi1 -‘, p > 1, then 
S’(x) has flat spots around the data points, thus giving poor approximating power not exceeding 
n-l/’ (for the univariate case, p = 2, see [ll]). This drawback is avoided by using Taylor 
polynomials 7”, f( -) of f of degree Q instead of the function values f(x;): 
sf Cx> = i T,,f (x)wi(x), TXif(X) = C ;IrD’f(Xi)(X-Xi)“. (1.3) 
i=l l4~Q ’ 
Here, Y=(Y~,..., v,) denotes a multi-index with 1 VI = v1 + . . . + vs and the D”f(x,) denote 
partial derivatives of f which may be replaced by suitable approximations. The operator S of 
order Q also reproduces derivatives and its approximating power can reach order n-(P+‘)‘S (see 
[31). 
The m.1.s. approach with a polynomial basis {b,(t) = t”, ] VI < Q}, where Q = 1, 2 or 3, was 
used by Pelto et al. [12] and later by McLain [lo]. This interpolation scheme, called McLain’s 
method, was tested for several weight functions and, if Q 2 2, is comparable to other multivariate 
interpolation schemes [5,8,10]. Using the local approximants LX* f(t) instead of the 
Taylor polynomials TX, f(t) in (1.3), we get the modified Shepard’s method s’, the quadratic case 
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(Q=2) f h’h’ d’ o w ic is tscussed in [5] and [6]. sf interpolates f in x,, . . . , x,, whereas for every v, 
I <IV/< Q, 
Wb> = i ~‘(Lx,f)w4b) 
i=l 
(not to be confused with the partial derivative D”(@)(x)) is an approximant to D”f(x). 
Properties of interpolation by m.1.s. methods with arbitrary bases were investigated by 
Lancaster and Salkauskas [8], who made extensive use of the notion of inner product spaces. In 
this paper we follow the notation and definitions of [8], but we generalize the m.1.s. problem (1.1) 
by introducing basis functions b,(x,. )( b,( x; ) = 1) instead of 6,(a), 0 <j B q. Solving the 
normal system associated with (1.1) we are led to explicit representations of the unknowns 
ai( the interpolant Gf(x) and the interpolation error. For example, if I = (i,, . . . , i4) and 
p[( x, + ) denotes the classical interpolant at q + 1 data points x,,), . . . , xi, with respect to the basis 
functions { b,(x;); 0 <j < q}, then 
where the w,(x) are normalized weight functions. With this formula one can easily investigate 
the smoothness of the interpolant-just as in the case of Shepard’s formula. In Section 2 we 
consider the m.1.s. problem with an arbitrary basis, and in Section 3 we specialize to McLain’s 
interpolation scheme. Shepard’s method, McLain’s method and the modified Shepard’s method 
are tested in Section 4 where we give perspective plots of several surfaces and of approximations 
of first order partial derivatives. In a forthcoming note [4] we will discuss the approximating 
power of McLain’s method. 
2. Moving least squares problems with arbitrary bases 
Let f be a sufficiently smooth function on an (open) domain A in the s-dimensional 
Euclidean space R” and let X be a set of n pairwise distinct data points xi,. . . , x, in A. We 
consider the m.1.s. problem 
i [ i aj(x)b,(x, xi) -/.)*U,(x) = min, XEA\X. (2.1) 
;=I j=O 
In contrast to (1.1) and to the approach in [S], the basis functions { bi(x; ), 0 <j < q} (q denotes 
a fixed nonnegative integer) vary in x. This generalization is useful in the case of polynomial 
basis functions (b,(x, t) = (t - x)“), because the unknowns can be interpreted very easily and 
their explicit representations simplify. Further this concept includes the ‘orthogonal’ basis 
functions constructed in [8]. We make the following assumptions in order to get a uniquely 
determined solution a,(x), . . . , aq( x) of (2.1): 
bO(x;)=l foreveryxEA; (2.2a) 
there is an mb > 0 such that b,(x, t) is mh times continuously differentiable; (2.2b) 
{b,(x;),..., bq( x, -)} is linearly independent over X for every x E A. (2.2c) 
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The weight functions u,(x) in (2.1) shall have the following properties: 
u,(x) > 0 for every x EA and ui(x) + cc as x--+x,; (2.3a) 
there are integers m, z m o > 0 such that l/ui( x) is m, times continuously 
differentiable in A, and D’ (l/u,( x,)) = 0 for every p such that 0 G ]p]< m,. 
(2.3b) 
Note that m, a 1 whenever m, >, 1. Condition (a) implies that (2.1) is not defined at any data 
point, this case being extensively discussed later on. The simplest weight functions are the inverse 
distance functions ui( x) = 1 x - x, I-‘, p >, 1. It is easy to see that (2.3) is satisfied: m, = m. = [p] 
ifp$N, m,=m,=p-lifp-lE2N, and m, = 00, m. =p - 1 if p E 2N. McLain [lo] used 
these weight functions ( p = 2, 4) with possibly additional exponentially decreasing factors. 
Solving (2.1) yields for every x E A \X a local approximant to f 
Lxf(Q = i ++j(X? 4 (2.4) 
j=O 
and the global approximant 
Gf (x> = kf b> = i ajb>+, x>- 
j=o 
(2.5) 
Since L,f is an approximation to f in a .neighborhood of t = x, it is reasonable to consider 
4 
DrLxf (‘)I,=, = C uj(x)D~bj(x9 f)lf=x 
j=O 
as an approximant of P’f(x) as long as 1 pj G mb and LYf(x) exists (the subscript t indicates 
that partial derivatives are taken with respect to t). As soon as a,(x), . . . , a&x) are known, this 
formula may be used to approximate derivatives of f, whereas differentiating Gf( x) is impracti- 
cable unless x = xk, k = 1,. . . , n. 
The global interpolant Gf is affected by changes in any point xi and any function value f; - a 
fact that is undesirable in most applications. Further, if n is large, this makes computation very 
expensive. Therefore we want to make the m.1.s. problem more local by reducing the supports of 
the weight functions. Instead of (2.3) we assume that the support of u, is simply connected and 
compact and that x, E intsupp ui, the interior of the support of ui. We also require that 
u,(x) 2 0 and ui(x) + cc as x + xi; (2.6a) 
there are integers m, >, m o > 0 such that ui is m, times continuously 
differentiable in A \ { xi } as is l/u,(x) in a neighborhood of xi, 
with DP(l/uj(xi)) = 0 for every p, 0 G 1~1 G m,. 




1 R;lx-x,1 ’ 
(2.6b) 
where the radii of influence R, may depend on the local distribution of data points and should 
decrease to zero as n + cc. Obviously (2.6) is satisfied with A, = m, = [p] if p # N and 
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WI, = m, =p - 1 if p E N. In order to guarantee that the m.1.s. problem still has a unique 
solution, the assumption (2.2~) is replaced by: 
ForeveryxEA thefunctionsb,(x;),...,b,(x;)are 
lineariy independent over {x, E X; x E intsupp ui ) . 
For every x E A \X define the bilinear form 
(2.2d) 
(8, h>x = c d-+4+,(x) 
i=l 
for functions g, h: A + R, which is actually an inner product for vectors in R”. Then the normal 
system of the m.1.s. problem (2.1) is given by 
I (hl(xJ, hk% . . . Rlb~4 b,b,*)),’ ‘%(X) ’ i @ob~w>,’ 
= . (2.7) 
\ (~qb,->~ h(x~>*~), . . . (D,(x,~), ~q(x,*)), u,ix), \ @&Af),, 
At this point, we note that Shepard’s interpolation operator S of order 0 (see (1.2)) may be 
defined in terms of the bilinear form ( . , . >xT (cf. PI>. Since (&Lx,-), &(x3* J), = Cu,(x>, 
and the first normal equation yields 
4x) + i +4(Sb,(xJ)(x) = Sf(x). (2.8) 
j=l 
Here (Sbj(X,* >I( > x means that S acts on the variable indicated by a dot and is evaluated in x. 
Equation (2.8) plays a crucial rule in [8]. Note that because of (2.6) Sf(x) is m, times 
continuously differentiable and that 
D”Sf( x/J = 0, 1 <]/-I <m,, k=l,_ . ..) n. 
Let G(x) denote Gram’s determinant det((b,(x,. ), b,( x;)),)~~=,. Then, if G,(f, x) coin- 
cides with G(x) except that f replaces b,(x; ) in the (j + 1)st column of the matrix of (2.7), 
Cramer’s rule yields 
“j(x) = Gj(f > x)/G(x). (2.9) 
For any multi-index I = (iO,. . . , i4) satisfying 1 < i,, . . . , i, G n define 
iblJ(x, xi,) **. &7(x, Xi,) 
B,(x) = det : (2.10) 
&)(x3 xJ *.* kJ(x7 xJ 
Using the definition of the inner product ( . , -)x and standard determinantal rules we get 
G,(f, X>= Cui,(X> me. U,q(X)b,(X, Xi,,)***f(Xi,) *‘a bq(X> x,q)oB,(x), 
I 
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the summation index I ranging through the set of all multi-indices with 1 G i,, . . . , i, < n. The 
above identity remains valid after changing the order of summation by any permutation 7~ of the 
integers 0,. . . , q. Thus, since 
M-4 = sgn ~~4~,,(4 W = (i,(,,,..., i?r(qj)r 
we are led to 
(4 + l)!G,(f, x) 
= F”i,(x) * * * u,JX)B:(f, x) -B,(x). (2.11) 
Here Bf( f, x) denotes a determinant similar to B,(x), but the (j + 1)st column in the matrix of 
(2.10) is replaced by (f,,, . . . , f, )‘. 
For the moment assume that { b,(x,. ), . . . , b4( x, . )} is unisolvent with respect to q + 1 
pairwise distinct points xiO,. . . , xiy, i.e. B,(x) # 0 where I = (i,, . . . , i4). Let p,(x; ) be the 
uniquely determined function interpolating f in xiO,. . . , 
{ b,(x,* ), *. ., ~,(x,* )>: 
xi, with respect to the basis functions 
P,(x,*) = 5 a:'(x)bj(xY'), p,(x, xi) =f, for i=i, ,..., i,. (2.12) 
j=O 
Via Cramer’s rule 
a{(x)B,(x) = Bj(f, x). 
Inserting (2.13) into (2.11) we get 
(2.13) 
(4+ l)!Gj(f > X> = Cui,(X) . . . Ui,(X)BI(x)‘aj(x), 
I 
where every term with B,(x) = 0 must be omitted (in this case a{(x) is not uniquely or not at all 
defined). Analogously, 
(q+ l)!G(x) = CUi,(X) * * * Ui,(X)BI(X)2, 
I 
which is strictly positive because of (2.2d). In view of the two last identities and of (2.9) we 
define the normalized weight functions 
WA-4 = 
uiu(x> * * . u&)BI(x)’ 
C”i;Cx> * . 
- u,;(x)B,,(x)’ ’ 
I’ 
Lemma 2.1. Let the basis functions satisfy (2.2) and let the weight functions satisfy (2.6). Then, if 
m = min(m,, m,), the normalized weight functions, defined on A \ X, can be uniquely extended to 
C” functions on A such that for any tuple I 
w,(x)>,0 and cw,(x)=l foreueryxEA. 
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Further, if k E { 1, . . . , n} is fixed, let K denote any tuple (i,, . . . , i4) with k E {i,. . . i4} and let J 
denote any (q + 1)-tupie not containing k. Then 
Cwi&) = 1, wJ(xk) = 0 and 
K 
D’“c~~(xk)=O, D”w,(x,)=O foreuerypwithl <IpI <min(m,, ma). 
K 
Proof. For any tuple I let gl(x)=~,O(x) ... u,,(x)B,(x)*. Fix kE {l,...,n} and define 
g(x) = & &KtX), 
k K 
h(x) = --& C~J(X>. 
J 
Note that g(x) can be extended continuously to xk such that 
dxk) = ;“i,,(xk) . ’ * bkbk)] -. ’ U,q(xk)BK(Xk)2? 
where the factor uk(xk) in each term must be omitted. According to (2.2d) there is some tuple I 
such that B,( xk) f 0 and that ujO(xk) > 0, . . . , uiq(xk) > 0. Since the vector (bg(xk, 
x,),..., b,(x,, xk)) Z 0, there is a tuple K (which we get by replacing one component in I by k, 
ifnecessary)suchthat Bk(xk)#Oand ui(xk)>O, i=i,,...,[k],...,i,.Thusg(x,)>Oandby 
continuity, g(x) is positive in a small neighborhood of xk. Concerning differentiability, we see 
that g(x), h(x) and gl(x)/uk(x) (f or any tuple I) are C” functions in a neighborhood of xk. In 
particular, by (2.6b) D’h( xk) = 0 for every p with 0 < 1 p) G min( Iylb, mo). Since 
‘G(x) 1 
Wf(x) = uk(x) g(x) + h(x) ’ 
w,(x) can be extended to a C” function near xk. Finally, the assertions of 
from the identities 
cwKtx)= l 1 and wJ(x) = - gJcx) 
K l+hb+‘dx) Uk(X) dx> + h(x) - 
the lemma follow 
0 
Theorem’ 2.2. Under the assumptions (2.2) and (2.6) there exists a uniquely determined solution 
a,(x), . . .? a4( x) of the m.1.s. problem (2.1) for eoery x E A\X. One has 
Uj(X)= CW~(X)~:(X), j=O,...,q, 
Gf(x> = cwt(x)~t(x, x). (2.14) 
The unknowns a/(x), as well as Gf (x) and L, f (t), can be extended to C” functions (m = min( mt,, 
m,)) on A and A X A, respectiuely. In particular, Gf interpolates f on X. At a data point xk, 
l<k<n, 
dxk) =fk - ,$laj(xk)b,(Xk? xk) (2.15) 
86 R. Fatwig / Multivariate interpolation 
ad (q(xk),..., a4( xk)) is the unique solution of the following reduced least squares problem: 
i [ i ai(bj(xkT xi) - b,(xk, xk)) - (f, -fk) (2.16) 
jr; j=l 
The interpolation error has the representation 
f(x) - Gf(x) = Cwt(x)(f(x) -pt(x, x)). 
Proof. Considering (2.13) and the definition of the normalized weight functions, Lemma 2.1 
proves that w,( x)aj(x) can be extended to a C” function on A. Thus analogous results hold for 
pI( x, t), ai( L,f( t) and Gf(x). In particular, for any fixed data point xk (1 < k G n) 
where K denotes any tuple (i,, . . . , i4) containing k and uk(xk) is omitted. Since each term is 
independent of any permutation of the indices in, . . . , i,, we may restrict ourselves to all tuples K 
of the form K= (k, J), J= (il 
and b,(x,;) = 1 yield 
**, i4) being a $tuple7not containing k. Further 
b,(% x,,) - b,(x!O Xk) *.* L,-fk ... 
F j >, 1, (2.13) , i 
\ 
Analogously, B,(x,) is reduced to the determinant of a (q, q)-matrix with entries b/(x,, x,) - 
b,(x,, x,), 1 < I < q, i = i,,.. ., i,. Applying the technique that yielded the explicit formulas for 
the a,(x), we see that (a,(~,), . . . , aq(xk)) solves (2.16). Finally, (2.15) follows from (2.8) by 
continuity. q 
Remark 2.3. The m.1.s. problem (2.1) is equivalent to (2.8) and the reduced m.1.s. problem 
? ( 5 "jtx)( j( b i, xi) - Sb,(x;)(x)) - (A - Sf(x)) *u;(x) = min. 
j=i j-1 1 
At a data point xk, 1 < k < n, these equations simplify to (2.15) and (2.16). 
Corollary 2.4. If m = min( mb, m,) > 1, then for every data point xk, k = 1,. . . , n, and every first 
order partial derivative IY‘ (I p 1 = 1) (cf. [S]) 
I’“Gf(x,) =QXif(t)l+ (2.17) 
Proof. (2.14) yields 
D”Gf(x,) = cD”w,(x,)~,(xk, xk) + ~w,(x~)W~t(x, xli)\x=x, 
I I 
+ Cwt(x/c)IYP,(x,, t>l,=,,. 
I 
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Because of Lemma 2.1 we may restrict ourselves to all those (q + l)-tuples I containing k. Then 
p,(,~, xx) -fk, and Lemma 2.1 and (2.14) imply that the first two sums vanish. Finally, the third 
sum equals W&f( t)l,=,Y,. 0 
Note that (2.17) fails to hold for higher derivatives. For, if p and v denote multi-indices such 
that 1 < ) Y/ < 1,~ 1 - 1 and Y < p, then D”-“p,(x, x)lxZx, generally depends on I (even if I 
contains k) and D.,‘Dr-“p,(x, t)l,_,,, does not vanish. Thus 
~D”~~,(x~)@‘-“P,(x~ x)/,=,~ and ~w,(xk)DXyD;LI-“pI(x, f)jx=ts,xl 
I I 
fail to be zero. 
Remark 2.5. If the linear space span { b, (x, . ); j = 0,. . . , q } does not depend on x, then the 
interpolating functions p,(x, . ) are independent in x. Thus by (2.14) the local approximants and the 
interpolating surface are not different from those obtained with a fixed basis { b,(e); j = 0,. . . , q > 
for the same space. 
3. Polynomial basis functions 
The results of Section 2 are considerably simpler for McLain’s method [lo], i.e. for polynomial 
basis functions. Let Q be a fixed positive integer and let q be defined by 
the dimension of the linear space of all polynomials in Rz of degree < Q. In contrast to McLain 
who used the basis { b,(t) = t”, 1 VI < Q} we prefer the basis functions b,( x, t) = (t - x)“, 
(Y I< Q. Given a set of data points X = (xi,. . . , xn} and weight functions ui(x), . . . , u,(x) 
satisfying (2.6) we assume that the monomials t “, j v 1 G Q, are linearly independent over { xi E X, 
x E intsupp Ui } for every x E A. Thus (2.2) is satisfied, mb = 00 and the m.1.s. problem 
i: ( C a”(x)(x;-x)~-f(xi))20,(x) =kn, xEA\X, (3-I) 
i=l Ivj<Q 
has a unique solution. 
Choose any ordering r+, = 0, vi,. . . , vq of the q + 1 multi-indices v satisfying ] v I < Q. Then, if I 
denotes any multi-index (i,, . . . , i4) satisfying 1 < i,, . . . , i, < n, define the generalized Vander- 
monde determinant Vt as 
11 XI”: .** x2\ 
V,= V(x+...,x;,)=det i ! . . 
1 x1”; . . , x,“, 
Y, 
Note that V(xio - 
Vi # 0, then there 
p,(t) = 
X . . 3 
id a 
xh - x) is independent of x as can easily be shown by differentiation. If 
uniquely determined polynomial pr( t) of degree < Q such that 
c cxJ(x)(t- x)” and pi(x,) =h, i= i, ,..., i,. 
IPlGQ 
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Obviously 
where the determinant I’,“( f, x) coincides with V( xi, - x, . . . , x’.~ - x) except that (f,,, . . . , f,,)’ 
replaces((xiO-x)“,..., (xi, - x)“)‘. The normalized weight functions are defined as 
WI(X) = (v;,(x) . . * u&)v;I)/( ;ur,cx, *. 4,cxM). 
Now Lemma 2.1, Theorem 2.2 and Corollary 2.4 yield the following theorem. 
Theorem 3.1. The polynomial m.1.s. problem (3.1) defines on A \X a global approximant Gf off 
Gf(x) = aO(x) = cwI(x>p,(x).? 
and functions 
approximating (l/v!) D”f( x). Further, the Taylor polynomials 
approximated by the local approximants 
&f(t) = C a,(x)0 - x)‘= CwI(x)pl(t), 
IVlGQ I 
and the error has the representation 
T,f(t) of degree Q (see (1.3)) are 
-$D”f(x) -a,(x) = xw,(x)$(Drf(x) -D”p,(x)), I4 G Q. 
I 
The normalized weight functions w,(x), the unknowns a,(x) and L,f( t) can be extended to Cm<, 
functions on A and A XA, respectively. At a data point xk, 1 < k < n, Gf(x,) = aO(xk) = fk, and 
(a.,(x,),..., aVq( xk)) solve the reduced least squares problem 
=( = 
a,(x; - xk)’ - ( fi - fk))2vi(xx) = min. (3.2) 
j =i 1 <Iuj<Q 
Finally, DPa,( xk) = a,+( xk) for every first order partial derivative (I p I= 1). 
Let us consider the global approximant in the bivariate case, when Q = 1 (q = 2). If for xiO, 
xi,Y xi, (I= (iO, it, iz)) the Vandermonde determinant V, # 0, then p,(t) is the linear polynomial 
interpolant of f at xi”, xi,, x,*. We get 
Gf(-x) = ~P~+++(x)~ 
WI(X) = (~i,(x)vi,(X)vi~(X)~~)/( ~v,;(x)~i;(x)vii(x)‘~). 
I’ 
As far as the summation indices I and I’ are concerned, we may restrict ourselves to all triples 
(iO, it, i2) for which i, < i, < i, and xi,, x,,, x,* are not collinear. Gf continues to be an 
interpolant of f if we omit further terms, provided that each i E { 1,. . . , n } is in at least one 
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triple I, and if we omit the Vandermonde determinants in the definition of the w[(x). In this way 
Gj reduces to the so-called triangular Shepard of Little [9]. At a data point xk, k = 1,. . . , n, 
~~ad&f(~)(,=~~ = CwI(xk) grad p](x,) 
I 
where K denotes any triple (k, ii, iz) for which V, # 0. Analogously to the above considerations 
this identity can be compared to the gradient estimation in [9]. 
The explicit formulas of Theorem 3.1 are of theoretical interest rather than of practical 
importance. The unknowns a,(x) are found by solving the normal system corresponding to (3.1) 
or, for reasons of numerical stability, by orthogonalization methods. In any case computation of 
Gj(x) in many points is very time-consuming. However, the local approximants L, f(t), --,- 
i=l,..., n, which are approximations of Taylor 
modified Shepard’s formula of order Q: 
Sj(x> = i LX,j(++)Y r%;(x) = 
i=l 
polynomials of j, can be used to define the 
%(x)/c+>? (3.3) 
i 
where u, denotes a weight function singular at xi, which may differ from u,. Further, for every v 
with 1 < / v 1~ Q we get an approximant of the partial derivative D”j by 




If the L,,j( t) approximate the Taylor polynomials TX, j( t) of j to the correct order, then the 
interpolation operator 3 will have the same approximating power as the operator S (see [3]). A 
similar result holds for the ‘derivatives’ 3’ [4]. 
In various applications (e.g. geological drilling) not only function values but gradients are 
known in some or all data points. But generally grad J$j(x,) =grad,LXk j( f)llzX, f grad j(xk). 
Therefore, if grad j(~~) is known, it is reasonable to use the modified local approximant 
LX&j(l) =jk + grad j(xk).(t-xk)+ c a,([-~~)“, 
where the a, (2 6 (vi G Q) solve 
5 [ c 
+; 2<lvl<Q 
CI,(X; - xk)’ - (jk + grad j(x,) . (xi- x~)))~cI~(x~) = min. 
4. Examples 
In this section we test local bivariate versions of Shepard’s methods S,, S, and S, of order 0, 1 
and 2, respectively, as well as of the quadratic McLain’s method M, and of the modified 
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quadratic Shepard’s method &. Let n data points x,, . . . , x, be given. Evaluatin-g Shepard’s 
formula (1.3) or the modified quadratic Shepard’s formula (3.3) and its ‘derivatives’ S; (see (3.4)) 





fi;(x> = ui(x)/Cuj(x>, 
J 
u;(x)= ,x_xx,, -1 +Y 
where p = 3. Thus the interpolating functions S,f and $ f are twice continuously differentiable. 
The radius of influence R is defined as (cf. [6]) 
D= max]x,-x,1, 
i.j 
where N E N, N < n, is a parameter to be chosen by the user. If the data points are distributed 
in a homogeneous way, the above definition implies that about N data points lie in circles of 
radii R. Computing via the least squares problem (3.1) the approximations a,,(x), a,,(x) and 
aa, of f(x) and its first order partial derivatives D”f(x) and D”f(x) or computing via (3.2) 
the local approximants L,,f( t), i = 1,. . . , n, we use the same weight functions ui as before. 
However, R is replaced by R’ = &?R, or equivalently N is replaced by N’ = 2N (cf. [6]). We 
tried several values of N between 8 and 32, and in each example below we mention the value 
being used and giving rather optimal results. Further we tested weight functions with variable 
radii of influence depending on the local distribution of data points. But for the analytic test 
functions given below the maximum absolute error changed only a little in both directions being 
not worth while the additional programming effort. The least squares problems (3.1) and (3.2) 
were solved by Householder transformations. 
The three test functions defined on the unit square [0, l] x [0, l] are as follows (cf. [lo]): 
j-i(x) = a/64 - 811~ - (:, ;) 12, a = l/(8 - m), 
(a part of a spherical surface), 
f2(x) = exp -811x - (i, 5)j2, 
a steep hill, the gradient of which takes on its maximal Euclidean length m exp - : A 7.72 on 
the circle 1 x - (i, :) I2 = &, and a less steep hill 
f3(x) =exp --Y/x- (+, $)I’. 
Note that in each example f,,,,, -fti, A 1 on [0, l] x [0, 11. The test functions fi and f3 are 
interpolated on a regular grid of 25 data points (see Fig. l), whereas for fi we use this regular 
grid plus 75 further data points, randomly distributed in the unit square (see Fig. 2). 
First, Shepard’s interpolation schemes So and S, are applied to the test function f, where the 
exponent p of the weight functions u, equals 2. The interpolant S,f,(x) shows the well-known 
‘flat-spot’ phenomenon (see Fig. 3). Although the function S,f,(x) interpolates first order partial 
derivatives, it fails to be a good approximant (see Fig. 4). The linear versions of McLain’s 
method and of the modified Shepard’s method yield similar surfaces. The interpolants S,, M2 
and s2 of fi visually coincide with f, (see Fig. 5), and the maximum absolute error evaluated on 
a regular 31 X 31 grid is less than 0.014. See Fig. 6 for the approximation $“fi of the first order 
partial derivative D’“fl( x). 
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Fig. 1. Regular grid of 25 points. 
Fig. 3. S, applied to f,, N = 16 
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Fig. 2. 100 data points in [0, 1) X[O, 11. 
Fig. 4. S, applied to f,, N = 16. 
Fig. 5. & applied to fi, N = 8. Fig. 6. The ‘derivative’ $:“/,, N = 8. 
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Fig. 7. S, applied to f3, N = 8. Fig. 8. $ applied to f3, N = 8. 
Fig. 9. The approximant aI,, to D’“f,, N = 8. Fig. 10. S, applied to f2, N = 8 (100 data points). 
Fig. 11. M, applied to fi, N = 20 (100 data points). Fig. 12. The approximant aI0 to D”f,, N = 20 (100 
data points). 
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Figure 7 shows Shepard’s interpolant S, of f, (maximum error about 0.029) and Fig. 8 the 
modified Shepard’s interpolant $ of f3. Although the surface ,$ f3 in Fig. 8 looks very pleasant, 
the maximum error equals 0.11. The approximation a,,(x) of D1’f3(x) is shown in Fig. 9. 
Obviously, it is difficult to interpolate the test function fi on the regular grid of 25 points. 
Interpolating on a set of 100 data points (see Fig. 2), Shepard’s method S, (Fig. 10) and 
McLain’s method M, (Fig. 11) yield a maximum error less than 0.10. Figure 12 shows an 
approximation of the first order partial derivative D’“fi. 
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