Constant-depth (or "z-coordinate") ocean models such as MOM4 and NEMO have become the de facto workhorse in climate applications, having attained a mature stage in their development and are well understood. A generic shortcoming of this model type, however, is a tendency for the advection scheme to produce unphysical numerical diapycnal mixing, which in some cases may exceed the explicitly parameterised mixing based on observed physical processes, and this is likely to have effects on the long-timescale evolution of the simulated climate system. Despite this, few quantitative estimates have been made of the typical magnitude of the effective diapycnal diffusivity due to numerical mixing in these models. GO5.0 is a recent ocean model configuration developed jointly by the UK Met Office and the National Oceanography Centre. It forms the ocean component of the GC2 climate model, and is closely related to the ocean component of the UKESM1 Earth System Model, the UK's contribution to the CMIP6 model intercomparison. GO5.0 uses version 3.4 of the NEMO model, on the ORCA025 global tripolar grid. An approach to quantifying the numerical diapycnal mixing in this model, based on the isopycnal watermass analysis of Lee et al. (2002) , is described, and the estimates thereby obtained of the effective diapycnal diffusivity in GO5.0 are compared with the values of the explicit diffusivity used by the model. It is shown that the effective mixing in this model configuration is up to an order of magnitude higher than the explicit mixing in much of the ocean interior, implying that mixing in the model below the mixed layer is largely dominated by numerical mixing. This is likely to have adverse consequences for the representation of heat uptake in climate models intended for decadal climate projections, and in particular is highly relevant to the interpretation of the CMIP6 class of climate models, many of which use constant-depth ocean models at ¼°r esolution
Introduction
The importance of using a correct distribution of the diapycnal mixing, and hence of the watermass transformation rate, to the largescale ocean circulation in climate models is evident: the upwelling regions of the global overturning streamfunction are associated with mixing processes (Munk and Wunsch, 1998) , while the formation of a realistic thermocline relies on appropriate rates of mixing above and below the thermocline (Luyten et al., 1983) . In addition, the uptake of CO 2 and heat, both in the quasi-equilibrium state of control simulations and in simulations of anthropogenic warming, will be sensitive to the ocean stratification, while embedded biogeochemical systems will also have rather different mean states if the vertical mixing, and hence the stratification, are inconsistent with those in the real ocean. Small-scale turbulent mixing in ocean models is represented by a variety of parameterisations, including bulk schemes (e.g. Kraus and Turner, 1967) , the KPP scheme (Large et al., 1994) and the turbulent kinetic energy (TKE) scheme (Gaspar et al., 1990) ; in these schemes, parameters are normally optimised in a more-or-less heuristic way to approximately reproduce the observed water mass structure.
So-called depth-coordinate ocean models, which represent the ocean as a stack of levels with constant vertical thickness, constitute the majority of ocean models used today: leading examples are NEMO (Madec, 2016) and version 4 of the GFDL Modular Ocean Model (MOM4, Griffies et al., 2008) . We note that of the thirty-nine climate models contributing to the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (IPCC, 2013) , thirty-two used ocean components formulated with depth coordinates, three used terrainfollowing (sigma) coordinates, and four used an isopycnic (densitycoordinate) ocean model. Numerical diapycnal mixing is an intrinsic property of the advection scheme in this class of models, and occurs whenever an advective flux crosses density surfaces, which in general do not follow the horizontal coordinate surfaces (Griffies et al., 2000) . It may be reduced by the use of higher-order advection schemes (Hofmann and Morales Maqueda, 2006) , and is absent, by construction, in the ocean interior in pure isopycnic models like MICOM (Bleck and Smith, 1990) and GOLD (Hallberg and Adcroft, 2009) , where advection is along surfaces of constant potential density and diapycnal mixing occurs only as prescribed by the model mixing scheme.
There are indications that in some regimes the numerical mixing may be of comparable magnitude as (and even exceed) the mixing generated by the explicit mixing scheme of the model (Griffies et al., 2000; Lee et al., 2002) . This leads over time to the unrealistic modification of critical watermasses, which is likely to have undesirable effects on timescales of a decade or longer, and this may be critical in climate simulations. Megann et al. (2010) carried out a comparison between the coupled climate models HadCM3 and CHIME, which differ only in that in the latter the depth-coordinate ocean component of HadCM3 is replaced with the hybrid isopycnic-coordinate HYCOM (Bleck, 2002) . The model with an isopycnic ocean showed markedly superior representation of watermasses such as Antarctic Intermediate Water (AAIW) and Subantarctic Mode Water (SAMW), as well as of the subtropical thermoclines and the sill overflow waters in the North Atlantic, all consistent with substantially lower numerical mixing. A similar conclusion was reached in a similar experiment with two coupled models at GFDL, differing only in the replacement in one of the MOM4 ocean model by the GOLD isopycnic-coordinate model (Dunne et al., 2012) .
Several approaches to diagnosing the numerical mixing in ocean models have been developed in recent years. Firstly there are what we might call "direct" methods, which evaluate the mixing generated by the advection scheme at each grid cell: these include the use of passive tracers (Getzlaff et al., 2012) ; and analysis of tracer variance decay (Burchard and Rennau, 2008) . These may be distinguished from more indirect methods, which diagnose the effects of mixing over global or basin-scale spatial domains, and over time scales long compared with the model time step: these include the evaluation of changes in global available potential energy (Ilıcak et al., 2012) and the estimation of diapycnal mixing by evaluating fluxes across density surfaces (Lee et al., 2002) .
The representation of the overturning circulation in density space (Walin, 1982) is potentially highly revealing of the mechanisms of watermass transformation. Marsh et al. (2000) used an isopycnic (density-coordinate) model to show that changes in density arising from surface buoyancy fluxes (which in a Lagrangian sense generally act to increase the density of water as it is advected poleward) are balanced by changes in density resulting from diffusive mixing in the ocean interior. Marsh (2000) , and subsequently Grist et al. (2009) , showed that surface fluxes, when cast into density classes, provide an informative proxy for the overturning circulation, where the latter is not trivial to estimate directly from the relatively sparse direct observations of the ocean interior. Lee et al. (2002) used this framework to diagnose the interior diapycnal mixing in the OCCAM ¼°global ocean model, and then, by relating this to the mean vertical density gradient, to estimate the effective vertical diffusivity as a function of density and latitude. They concluded that in the Southern Ocean the effects of numerical mixing led to values of the effective diffusivity that were large compared with those applied by the parameterised vertical mixing scheme in the model.
In this paper we use the technique of Lee et al. (2002) to analyse the contributions to watermass transformation in the GO5.0 ocean model, the configuration of the NEMO code used in the GC2 coupled climate model (Williams et al., 2015) , and closely related to the ocean configuration of the UK Earth System Model UKESM1 that will be used in the CMIP6 intercomparison. This model will be shown to have a rather lower drift than OCCAM, as used by the former authors. We shall use a modified version of the method used by Lee et al. to derive an estimate of the numerical diffusivity that is compared with the explicit mixing coefficients used in the model. Where these latter authors examined the numerical mixing in the southern hemisphere, with a primary focus on the Southern Ocean, we evaluate the diapycnal transformation rates and effective diffusivities globally, as well as separately in the Atlantic and Indo-Pacific Oceans.
In Section 2 we describe the GO5.0 model configuration. In Section 3 we summarise the methodology of Lee et al. (2002) , and describe the numerical method used in the current paper. In Section 4 we present the results of this method applied to the model output, deriving the diapycnal velocities and effective diffusivities, and comparing these with the explicit diffusivities applied by the model's mixing scheme. In Section 5 we relate the diapycnal mixing to small-scale vertical motions, and finally Section 6 is a summary and discussion.
Model description
The model configuration we describe here is GO5.0 (Megann et al., 2014) , a standard ocean configuration developed jointly between the UK Met Office and the National Environment Research Council (NERC). It is used widely in forecasting and climate modelling: the current version of the UK Met Office's FOAM operational ocean forecasting system (Blockley et al., 2014) and the UK coupled climate model GC2 (Williams et al., 2015) use GO5.0 as their ocean component. The GC3 climate model (Williams et al., 2017) and the new UK Earth System Model UKESM1, both aimed at the IPCC Sixth Assessment Report, will both use an ocean component closely related to GO5.0, in particular sharing its horizontal and vertical grids (albeit with a southward extension in the more recent configurations to allow ice shelves to be simulated) and most of its physics choices.
GO5.0 is an implementation of version 3.4 of NEMO (Nucleus for European Models of the Ocean, Madec, 2016) on the global ORCA025 0.25°tripolar horizontal grid (Barnier et al., 2006) , and has 75 constant-depth levels in the vertical, with level spacing increasing from 1 m at the surface to around 200 m at 6000 m depth. The parameters and physics choices are discussed in detail in Megann et al. (2014) . The sea ice is version 4.1 of the Los Alamos National Laboratory sea ice model CICE (Hunke and Lipscomb, 2010) . The integration described here is of the ocean-only GO5.0 model forced by CORE2 atmospheric fields (Large and Yeager, 2009) , and is made over the 30 years from 1976 to 2005. Monthly precipitation and daily downward shortwave and longwave radiation are used to force the model directly, while sixhourly 10-m wind, 2-m air humidity and 2-m air temperature are used to compute turbulent air-sea and air-sea-ice fluxes during model integration, using the bulk formulae proposed by Large and Yeager (2009) . This configuration has much higher horizontal and vertical resolutions than the ocean of HadCM3, so should permit much better representation of watermasses, but still includes the fundamental process of advection across density surfaces characteristic of this model type, and indeed Griffies et al. (2000) suggest that models with eddypermitting or eddy-resolving resolutions may have higher numerical mixing because of the vertical motions associated with the eddies.
GO5.0 uses the total variance dissipation (TVD) scheme (Zalesak, 1979) for horizontal advection of tracers. The vertical mixing of tracers and momentum in the GO5.0 configuration is parameterised using a modified version of the Gaspar et al. (1990) turbulent kinetic energy (TKE) scheme (described in Madec, 2016) . Unresolved vertical mixing processes are represented by a background vertical eddy diffusivity (controlled by the parameter rn_avt0 in NEMO) which has a constant value of 1.2 × 10 −5 m 2 s −1 at latitudes poleward of ± 15°, decreasing linearly to a value of 1.2 × 10 −6 m 2 s −1 at ± 5°latitude (Gregg et al., 2003) . This parameter imposes an absolute minimum value for the diffusivity at each grid point, and the contributions of other processes such as double diffusion and breaking internal waves are represented by positive-definite increments to this. In regimes where the vertical density profile is unstable, convection is simulated by an enhanced vertical diffusivity for tracers and momentum of 10 m 2 s −1
. The time-averaged value of the applied explicit vertical diffusivity is saved at each grid point in the routine model output. GO5.0 uses the UNESCO equation of state for seawater (Chen and Millero, 1987) as implemented by Jackett and McDougall (1995) . A. Megann Ocean Modelling 121 (2018) 19-33 We note that the 6-hourly surface forcing applied to the model means that our results are more directly comparable with those for the model run "6HW" in the study of Lee et al. (2002) than for their integration with monthly forcing ("MON"), with the former demonstrating higher rates of numerical mixing. We also note that GO5.0 does not apply any horizontal mixing, nor does it use the Gent and McWilliams (1990) scheme for parameterised adiabatic eddy mixing.
We present results from the final ten years (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) of the thirty-year model integration, and have used both the monthly mean output and the five-day output, the latter being expected to better represent the non-linear quadratic correlations.
The method
3.1. Using the watermass transformation framework to diagnose vertical mixing Lee et al. (2002) derive, in their Appendix B, an expression for the effective diffusivity based on the watermass transformation framework of Walin (1982) , which we shall not reproduce in full here. However, we will briefly summarise the method and define the quantities we will use to estimate the diapycnal fluxes and effective diffusivity. They define a watermass transformation streamfunction by adding the rate of change of the isopycnal volume in density space (which we will refer to as drift) to the overturning streamfunction:
where ρ is the density and φ the latitude. Ψ(φ,ρ) is the overturning streamfunction, and V(φ,ρ) is the volume below the isopycnal surface ρ and south of φ. G(φ, ρ) is the net density transformation rate at the density surface (φ,ρ); this is primarily composed of the diffusive flux across the surface, but there are contributions from the non-linear equation of state (in this case cabbeling, since thermobaricity and neutral surface helicity are identically zero on a potential density surface), and from the convergence of density fluxes below the surface ρ.
We assume both of these may be neglected in this analysis, but will discuss cabbeling in Section 4. We define a diapycnal velocity g dia as the diapycnal volume flux per unit area; this is related to G(φ,ρ) according to
Assuming that there is no lateral diffusion of density below the isopycnal (we note that in the GO5.0 model configuration only the Redi isopycnal diffusion is used), and neglecting cabbeling, we may define the effective diffusivity as
In this paper we shall also compare the diagnosed diapycnal velocity g dia with the diapycnal velocity g diff from the explicit mixing performed by the model:
where κ exp is the diffusivity prognosed by the mixing scheme. The zonal mean upward diapycnal velocity 〈g dia (φ,ρ)〉, where the angle braces imply zonal averaging, is derived from Eq. (2) by dividing the meridional divergence of the transformation streamfunction G(φ,ρ) by the zonal width across the basin of the density layer at latitude φ:
Substituting for G(φ,ρ) from Eq. (1) gives
where z(ρ) is the height of the isopycnal ρ in each water column, and where we define 〈z(φ,ρ)〉 as the zonal mean isopycnal height at latitude φ. We concern ourselves only with the interior part of the ocean that is not directly affected by surface forcing. We define a maximum surface density ρ max (φ) as a function of latitude as the maximum value, over the annual cycle, of the mean monthly surface density over the final ten-year period of the integration. We shall discuss here only those regions in density and latitude space (φ,ρ) where the density is higher than ρ max (φ); the Mediterranean and the Red Sea are excluded in the calculation of ρ max (φ), since their high surface densities (σ 2 > 36.0 kg m −3 ) do not relate to direct surface influence on largescale deep watermasses.
Numerical solution
The above equations were solved in the global, Atlantic and IndoPacific basins in latitude bands 2°wide, with the Atlantic and IndoPacific domains defined to extend from 35°S to 65°N. The vertical coordinate was chosen to be potential density, referenced to a pressure of 2000 dbar (σ 2 ): this quantity is conserved by construction in adiabatic processes, and this choice of reference pressure is accepted as a good compromise, maintaining monotonicity in near-surface waters and in the abyss over most of the ocean. 72 density classes were used (values listed in Table 1 ), spanning the range 30.0 < σ 2 < 37.2 kg m , while a logarithmic mapping onto the axis was used at densities higher than 35.0 kg m −3 in order to have a good representation of deep and bottom waters. In evaluating the diapycnal fluxes, a three-point smoother was applied in the vertical to reduce sampling effects in the conversion from depth to density coordinate. The overturning transports and the zonal integrals were first evaluated on model grid rows for consistency, and then assigned to latitude bins.
For exact results, transports should be assigned to density classes at each timestep during integration and a running time average carried Megann Ocean Modelling 121 (2018) 19-33 out of these in density space. However, since this framework is not included in the NEMO v3.4 code, we use the time averages that are available from the model integration to derive an acceptable approximate solution. The transformation streamfunction and the effective diffusivity were calculated from both monthly and 5-day mean outputs from the last ten years of the GO5.0 model integration. It was found that, although the overall form of the results was rather similar with the two averaging periods, the streamfunction was smoother with the higher-frequency forcing, so the results we present here are from the 5-day means. The drift terms were evaluated from the difference in the mean isopycnal heights z(ρ) averaged over 5-day means in the first and last years of the ten-year period. We shall present zonally averaged values of diffusivity -both explicit and diagnosed -in density classes. The diffusivity in these averages is weighted by the vertical density gradient, since this corresponds to a diapycnal or vertical density flux, rather than a simple thickness-weighted mean.
Results

The overturning streamfunction and watermass transformations
The overturning streamfunction, calculated with potential density as the vertical axis, allows a qualitative visualisation of the large-scale effects of diapycnal mixing, as it explicitly shows the transport of water across density surfaces. Fig. 1 shows the streamfunctions in the global, Atlantic and Indo-Pacific domains, evaluated as a function of potential density, averaged over the final ten years of the GO5.0 integration. In the steady state, non-horizontal streamlines imply density transformations. The poleward surface circulation (labelled here by green arrows) is generally associated with buoyancy loss to the atmosphere, which corresponds to streamfunction contours that slope downward in density space along the direction of flow. In the interior, unventilated circulation is generally along streamlines that slope upwards towards lower densities, corresponding to buoyancy gain of dense waters due to downgradient mixing with overlying light water, although the downwardinclined streamlines below σ 2 = 37.0 at the base of the southwardflowing NADW in the Atlantic also correspond to mixing, in this case with the underlying denser AABW. The absence of negative contours in the abyss in Fig. 1(b) implies that the flow of Antarctic Bottom Water into the Atlantic has ceased after twenty years of integration, although Fig. 1(c) shows that over 12 Sv of AABW is still upwelling in the IndoPacific, where it forms the dominant overturning cell.
It is clear in Fig. 1 that not all the interior streamlines are monotonic: in particular, there is a "bulge" in the global circulation between 40°and 55°S at densities between 36.2 and 37.0, as well as apparently closed cells in the AABW circulation. We shall show that these instances are partly due to adjustment processes related to slow model drift, and the residual is likely to result chiefly from nonlinearities in the equation of state. Cross-correlations between density and mass transport on timescales shorter than the 5-day averaging period used here are also likely to form some contribution; using 5-day means leads to rather smoother streamlines and diapycnal velocity fields than those derived from monthly means and, while there is no reason to assume that shorter time averages would not lead to further improvements, these were not available. Fig. 2(a) shows the mean tracer diffusivity κ on a logarithmic scale A. Megann Ocean Modelling 121 (2018) 19-33 as a function of depth, as calculated by the TKE scheme in GO5.0, averaged over the final ten years of the integration on a section at 30°W, with contours of the potential density σ 2 . The σ 2 = 37.1 contour approximately marks the upper boundary of Antarctic Bottom Water (AABW), with North Atlantic Deep Water (NADW) overlying it. This shows that the TKE mixing scheme used by the model enhances the mixing coefficient over the mid-ocean ridges, but, away from the ridges, the mixed layer, and the high-latitude convection regions, the explicit diffusivity generally takes values between the background diffusivity (between 1.2 × 10 -6 m 2 s −1 within 5°of the Equator and 1.2 × 10 -5 m 2 s −1 in the extra-tropics) and around ten times the background value, generally increasing downwards. The large diffusivities at the southern end of the section correspond to the Weddell Polynya and the associated deep convection that develop in the third decade of the model integration, as described in Megann et al. (2014) . Fig. 2(b) shows the same field as in (a), but now evaluated in density classes in the global domain, along with the overturning streamlines (solid and dashed lines) and an indication of the maximum annual surface density (bold dashed line). Again, the large values in the surface-forced boundary layer are clear, as is the reduced diffusivity close to the Equator. In the interior, the diffusivity tends to increase with density, being generally less than 2 × 10 -5 m 2 s −1 at densities less than 36.5 kg m −3
Diapycnal velocities from the model's mixing scheme
, but exceeding 1 × 10 -4 m 2 s −1 at densities greater than 37.0 kg m −3. Comparison with Fig. 2(a) shows that the latter enhanced values correspond to Antarctic Bottom Water or to watermasses lying directly above AABW. Fig. 2 (c) and (d) shows the diffusivity in density classes in the Atlantic and Indo-Pacific, respectively: the dependence of the diffusivity on latitude and density is similar to that in the global domain. We note that overall the values of κ used by the model are not inconsistent with the diffusivity profiles published by Kunze et al. (2006) and by Waterhouse et al. (2014) , derived from a wide selection of microstructure measurements. Specifically, these authors infer values of between 10 -6 and 10 -5 m 2 s −1 in the ocean interior, with enhanced values of between 10 -6 and 10 -5 m 2 s −1 above rough topography.
As a baseline for comparison with the effective mixing in the model, we first evaluate the diapycnal velocities produced by the explicit mixing scheme in the model g diff , as defined in Eq. (4). These are presented as a function of latitude and density ( Fig. 3(a) ) and as a global plot on three density surfaces (indicated by the horizontal dashed red lines in Fig. 3(a) ): firstly σ 2 = 36.70 ( Fig. 3(b) ) corresponds to a surface just above the southward flowing deep waters; σ 2 = 36.91 (Fig. 3(c) ) is in the centre of the southward-flowing NADW; and σ 2 = 37.07 ( Fig. 3(d) ), which lies close to the upper boundary of Antarctic Bottom Water. Values of g diff in the interior region (densities below the dashed black line, corresponding to the maximum annual surface density) are generally positive, consistent with down-gradient diapycnal flow. The values generally increase from the abyss to the deep and intermediate waters, consistent with the increasing magnitude of the vertical density gradient, and are high (above 5 × 10 −7 m s −1 ) in the mixed layer. The alternating sign of the diapycnal velocity seen between 10°S and the Equator in Fig. 3(a) is a numerical artefact from discretisation. The negative values in the abyss are a combination of the sharp bottomintensification of the diffusivity from the TKE scheme (∂κ/∂z reverses sign near the bottom, as is clearly shown in Fig. 2) , along with the relatively coarse resolution when the fields are projected into density space. Typical values at the top of the deep waters (σ 2 = 36.70) are around +0.5 × 10 -7 m s −1 , or approximately 1.5 m/year. Fig. 4 shows the rate of change of the height of isopycnal surfaces z (ρ) in the global ocean as a function of latitude and density, as well as zonally averaged on the same density surfaces as Fig. 3 . Positive values imply an increase in density at a given depth in the water column over time. Over much of the global ocean, the two lighter isopycnals are deepening, corresponding to a lightening of watermasses, with the highest rate of drift (up to 2 × 10 −7 m s −1 , or around 6.5 m/year) seen in the Southern Ocean and in the Atlantic north of about 30°N: this can be interpreted as a general replacement of denser watermasses by lighter water, thereby depressing the isopycnals. The rate of isopycnal 
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Ocean Modelling 121 (2018) 19-33 displacement is generally large compared with the fluxes due to explicit mixing, but is less spatially smooth than the latter, especially away from the Equator. The densest isopycnal (σ 2 = 37.07) shows a contrast between the Atlantic and the rest of the world ocean, indicating a reduction of the volume of the bottom waters in the Atlantic and an increase elsewhere; this is consistent with the presence of a strong AABW cell in the Indo-Pacific and the near-disappearance of this cell in the Atlantic (Fig. 1) .
Diagnosed diapycnal velocities
We now evaluate the diagnosed diapycnal velocities defined in Eq. (5) for comparison with the diapycnal velocity g diff associated with the explicit mixing parameterised by the model, as defined in Eq. (4). We expect these to be a sum of the transformation rate resulting from the explicit mixing and a term resulting from the numerical mixing in the model, which is likely to be generally (but not necessarily) positive. In Fig. 5 we show the diapycnal velocity estimated from the streamfunction alone g Ψ and the total g dia as functions of density and latitude in the global domain, with the overturning streamfunction again overlain to indicate the circulation in density space, and with the minimum monthly-mean surface density plotted (bold dashed line) to delimit the directly surface-forced transformation regime. Away from the surfacedforced mixed layers, the diapycnal velocity associated with advection across isopycnals g Ψ is mainly positive, corresponding to transformation toward lower densities, with typical velocities of between 1 × 10 −7 and 4 × 10 −7 m s −1
, or 3-12 m/year. Higher values are seen north of 40°N and south of 40°S, as well as in the equatorial upwelling regions; we note that these relatively high transformation rates lie in locations in density and latitude space that are at least partially surface forced. Including the drift term generally has two effects: increasing the diagnosed rate of transformation to lower densities, and acting to cancel some of the downward diapycnal velocities, for instance at σ 2 = 36.6 and between 40°and 50°S (see Fig. 5(b) ) and in the North Atlantic between 35°N and 40°N above σ 2 = 36.0 (Fig. 5(d) ). There remain regions with a negative g dia , in particular in the Southern Ocean between 50°and 40°S, in the abyssal Atlantic below σ 2 = 36.9 and at intermediate densities in the tropical Atlantic. In the latter case, the negative ) from 5-day means over the final ten years of the GO5.0 integration derived from: (a) the divergence of the streamfunction in the global domain; (b) the sum of divergence and drift in the global domain; (c) the divergence of the streamfunction in the Atlantic; (d) the sum of divergence and drift in the Atlantic; (e) the divergence of the streamfunction in the Indo-Pacific; and (f) the sum of divergence and drift in the Indo-Pacific.
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Ocean Modelling 121 (2018) 19-33 diapycnal velocities correspond to downward kinks in the streamlines in both the southward-flowing NADW and in the intermediate water flowing northward above it: these kinks seem to be robust, also appearing when the streamfunction is calculated with reference pressure of 1000 dbar and 0 dbar, as well as being independent of the numerical package used to evaluate Ψ.
Comparison of the diagnosed diapycnal velocity g dia (Fig. 5(b) ) with the zonal mean diapycnal velocity g diff from explicit mixing (Fig. 3(a) ) reveals that, while the latter is between −0.5 and +1.5 × 10 -7 m s −1
everywhere within the non-surface-forced regime, with negative values close to the Equator and at the upper boundary of AABW, g dia is positive almost everywhere outside the Southern Ocean, and in certain latitude bands exceeds +5 × 10 -7 m s −1 . Although the enhanced g dia in the model does not by itself imply high rates of numerical mixing, we shall show in Section 4.4 that the effective diffusivity derived from g dia is substantially larger than the explicit diffusivity. A question that is pertinent at this point is whether the large values of the diapycnal velocities derived from the overturning streamfunction are an artefact of carrying out the analysis in potential density space, rather than using the locally-referenced density surfaces used in the model advection and mixing schemes (clearly a streamfunction cannot be meaningfully defined on the latter surface, which is non-conservative). As we have already shown, the diagnosed diapycnal velocities are large compared with those expected from the model mixing scheme in the potential density range 35.5 < σ 2 < 36.9 (e.g. Fig. 5(a) ), which, as can be verified by inspection of Fig. 2(a) , corresponds roughly at mid-latitudes to depths between 2000 and 500 m. Over this depth range our choice of 2000 dbar as reference pressure P ref for the density coordinate may not be optimal. To investigate the sensitivity of our results to the particular choice of P ref , the streamfunction was evaluated in the final year of integration for both P ref = 1000 and 2000 dbar, and the zonal mean global diapycnal velocity g Ψ derived from this in each case, with the overturning streamlines drawn as contours for reference (Fig. 6 ). It should be noted that the range of values in Fig. 6 is reduced relative to that used in Fig. 5 for clarity, while the values of σ 1 for the vertical scale are chosen to represent the overturning cells in the two cases as comparably as possible. If the high transformation rates already described were mainly due to the use of an inappropriate reference pressure, we would expect the diapycnal velocity at depths between 500 and 1500 m to be substantially reduced when the reference pressure is changed from 2000 dbar to 1000 dbar. Instead, the zonal mean of g Ψ has similar magnitudes in the two cases, with close correspondence between the regions of larger transformation rates in subtropical latitudes as well as between those regions where g Ψ is close to zero are even negative, namely in the Southern Ocean and between 0°and 10°N. There is, nevertheless, some sensitivity to reference pressure: the values where the NADW flows southwards in the southern hemisphere at 1500-2000 m depth are 30-40% larger with σ 1 (Fig. 6(a) ) than with σ 2 (Fig. 6(b) ), although little corresponding increase in g Ψ is seen with σ 2 at lower densities (i.e. shallower depths). All the same, we may conclude with some degree of confidence that our results are to first order robust to the choice of coordinate system used.
Estimation of the diapycnal diffusivity
In this section we compare the diapycnal diffusivities diagnosed from Eq. (3) with the explicit diffusivity in the model. If our method correctly expresses the watermass transformation rate from the total mixing performed by the model, the value of diffusivity it gives will be equivalent to the explicit diffusivity plus an increment due to numerical mixing; as shown in Section 4.3, the diapycnal velocity is generally between 2 and 10 times larger than that implied by the explicit diffusivity and the local density gradient, so we might expect the effective diffusivity to be proportionally larger than the diffusivity applied by the model. Fig. 7 shows the effective diffusivity κ eff on the same logarithmic scale as Fig. 2 in the last ten years of GO5.0 in the global, Atlantic and Indo-Pacific domains, evaluated as in Eq. (3) from the divergence of the overturning streamfunction and the rate of isopycnal drift. In each case, contours of the overturning streamfunction are overlain to show the mean circulation and, as before, the maximum monthly surface density is denoted by a bold dashed line. The white areas show negative diffusivities. On comparison with Fig. 2 , it is immediately clear that the diffusivity inferred from the watermass transformation rate is substantially larger than the explicit diffusivity over much of the ocean at densities higher that the surface-forced region. In the global domain (Fig 6(a) ), the region of low diffusivity of below 10 -5 m 2 s −1 , between the Equator and 10°N and for densities between the base of the mixed layer and σ 2 = 36.3, is correctly diagnosed by our scheme, indicating that the numerical mixing is low here; similarly, the diagnosed diffusivity also shows the reduction in value around the Equator in all ocean basins (the negative value at σ 2 ≈ 36.3 at 5°N in the Indo-Pacific is close to zero, and is likely to result from a truncation error). In the densest layers (σ 2 > 37.0) the mixing appears to be dominated by the parameterised enhancement of mixing over rough topography, since the values of κ eff and κ are comparable here. Elsewhere, however, there are values of 3 × 10 -4 m 2 s −1 in the density range between σ 2 = 36.0 and σ 2 = 36.9 at all latitudes, compared with the model diffusivity which is generally between 3 × 10 −5 and 1 × 10 −4 for these watermasses. The three regions in Fig. 7 where there are significant negative diagnosed diffusivities in the ocean interior merit comment. These comprise the latitude range 40°−50°S in the Southern Ocean; two patches in the North Atlantic between 30°N and 50°N; and lastly in the tropical Atlantic between 20°S and 5°S. The former two regions correspond quite closely to the regions where Klocker and McDougall (2010) Ocean Modelling 121 (2018) 19-33 calculated substantial "antidiffusive" watermass transformation rates arising from the nonlinear equation of state (mainly cabbeling and thermobaricity) in a coarse resolution model; these authors estimated diapycnal velocities of around 10 -7 m s −1 , which are not inconsistent with the values of 0.5-1.0 × 10 −7 m s −1 in Fig. 5(a) . Meaningful offline calculation of the transformation rates from these processes in an eddying model such as GO5.0 is near-impossible, but it seems reasonable to ascribe the negative diffusivities in these first two regimes to nonlinearities in the equation of state. The negative values in the tropical Atlantic, however, are unlikely to arise from this source, and probably result from shortcomings in the analysis, possibly from the neglect of eddy terms in the calculation of volume transports, which are noted by Nurser and Lee (2004) to give rise to spurious features in the overturning circulation. We note that the circulation at the western boundary of the Atlantic between the Equator and 20°S in this model is particularly complex, with the southward Deep Western Boundary Current partly overlapping in depth with the northward Brazil Current; with each carrying around 10 Sv, small truncation errors in the partition of the transport into density classes may plausibly lead to the nonmonotonicity of streamlines seen here. Finally, to clarify the relative contributions of numerical and physical mixing in the model, Fig. 8 shows the ratios of the diagnosed diffusivity (Fig. 7) to the explicit diffusivity (Fig. 2) as a function of latitude and density in the global, Atlantic and Indo-Pacific regions. If the numerical mixing is negligible, the ratio should approach unity, while if numerical mixing is significant, the ratio will be appreciably larger than unity. In the global domain, the ratio is greater than unity almost everywhere below the maximum surface density; the exceptions are the region of negative diagnosed diffusivity between 40°and 50°S already mentioned, and in the abyssal waters with potential densities greater than 37.1 kg m −3 (although there are enhanced diffusivity values of up to 5 times the explicit value in the northward flowing Antarctic Bottom Water south of 40°S). This confirms our interpretation of Fig. 7 : namely, that in the deep waters and intermediate waters the numerical mixing is up to an order of magnitude larger than the mixing performed by the mixing scheme. et al. (2002) estimated the rate of isopycnal drift, the diapycnal velocity and the effective diffusivity in the southern hemisphere for the 0.25°global OCCAM model, which may be directly compared with the results we have obtained for GO5.0. We note that our 20-year spin-up of the model before diagnostics are calculated is more than twice the length as the 8 years used by Lee et al. (2002) , so we might expect the diapycnal velocities due to model drift to be smaller, relative to those from mixing, than in the results presented in the latter paper. Indeed, where the AABW cell in the OCCAM model appeared to have shut down during the spinup period, GO5.0 produces 12 Sv of AABW and is able to export at least a part of this into the northern hemisphere. Qualitatively, Lee et al. found isopycnals to be sinking at around 5 m/year south of 35°S; while in GO5.0 (Fig. 4(a) ) the isopycnals are sinking at between 1.5 and 4.5 m/year in the Southern Ocean.
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Comparisons with Lee et al. (2002) results
Lee
The diapycnal velocities in the region of the path of the Antarctic Circumpolar Current (ACC) in OCCAM (Lee et al.'s Fig. 7(a) ) were estimated to be 40 m/year or more, corresponding to a total water mass transformation rate of around 15 Sv between 40°S and 60°S. The transformation rate in GO5.0 may be estimated from Fig. 5 ; there is about 12 Sv of upwelling in this latitude range (Fig. 5(a) ), and when the drift term is taken into account (Fig. 5(b) ) the total transformation rate is likely to be comparable to that in OCCAM. The effective diapycnal diffusivity in the OCCAM run with six-hourly winds (Fig. 8(c) in Lee et al.) has values of over 10 -4 m −2 s −2 in the density range 36.84 < σ 2 < 36.94 everywhere south of the Equator, increasing to 5-10 × 10 -4 m -2 s -2 south of 50°S, with patches of negative diffusivities 36.70 < σ 2 < 36.80 between 35°S and the equator. In GO5.0 ( Fig. 7(a) ), κ eff is greater than 10 -4 m 2 s −1 in densities between 36.50 and 37.10, with enhanced values south of 50°S, and the negative values extend over a similar density range as that in OCCAM, but are limited to the latitude band 50°S-40°S. In summary, our results are quantitatively A. Megann Ocean Modelling 121 (2018) 19-33 consistent with those of Lee et al.
Sources of numerical mixing
Characterisation of transient flows
The main source of numerical diapycnal mixing in the ocean interior is from truncations in the advection scheme where flow is across isopycnals, either by transient motions or by the mean circulation. As noted by Griffies et al. (2000) , numerical mixing of tracers results from the irreversible component of the numerical advection, which is some, ideally negligibly small, fraction of the physical, reversible advection of which the advection scheme is an approximate representation. In this section we characterise the vertical motions in the model and discuss their relationship to the numerical diffusivity in the GO5.0 model. The types of mesoscale variability found in a numerical ocean model of this resolution may be characterised as follows: firstly the coherent wavelike features in the upper 1000 m of the tropical Atlantic and Pacific usually referred to as Tropical Instability Waves (Legeckis, 1977) with dominant wavelengths of around 1000 km, but with highly filamentary structure within this; eddy-like mesoscale variability with a length scale around the first baroclinic Rossby radius, associated with strong currents such as separated western boundary currents and the Antarctic Circumpolar Current; near-inertial gravity waves energised by wind stress variability at the western boundary (e.g. Blaker et al, 2012) ; internal waves and tides; and finally noise-like features at or close to the grid scale, where the grid is unable to resolve the eddy-like features created by barotropic or baroclinic instability (mainly at high latitudes and on coastal shelves). All of these have strong transient vertical velocities of a metre per day or more; in the ocean this motion generally takes the form of isopycnal heave, which in non-breaking cases results in negligible mixing, but in depth-coordinate models produces significant cross-coordinate flow and therefore has the potential to create numerical mixing.
In Fig. 9 we show the mean and RMS vertical velocities from a tenyear average of 5-day means, on the same potential density surfaces as in Fig. 2 . The mean vertical velocities in the gyre-scale upwelling and downwelling regions are typically less than 2 × 10 −7 m s −1
, or 10-20 cm/day, while the upwelling rate in the Southern Ocean is around twice this. There are vertical velocities of up to 10-20 × 10 −7 m s −1 with sign alternating over a hundred kilometres or so along the path of the ACC and separated boundary currents. The RMS velocities, by contrast, reach ten to a hundred times the mean in eddy-rich regions such as the Southern Ocean and the North Atlantic. The eddy-like features in the vertical velocity field are found to be well correlated vertically over two or three thousand metres depth, and examination of their time evolution reveals that they are mainly advected by the mean circulation, or propagate independently, rather than being stationary. We note that the RMS vertical velocities in a 5-day mean output file in these regions are typically ± 5 m/day, and we shall show in Section 5.3 that instantaneous vertical velocities are significantly larger than this. We conclude that there are persistent vertical motions over most of the ocean depth that have at least the potential to cause significant numerical mixing.
Relation between and transient vertical motions and numerical mixing
In a pure isopycnic model, where the coordinate surfaces in any water column rise and fall in response to vertical adiabatic motions, the passage of wavelike or eddy-like features will not lead to numerical mixing. In a model with a fixed vertical coordinate, by contrast, vertical motions will inevitably cause advection across the coordinate surfaces if there is a vertical gradient of a tracer, and hence will cause at least some mixing, even in the absence of explicit mixing. The rate of change of density due to vertical advection is given by
If the vertical velocity w consists primarily of an alternating flow with a relatively small mean value, it is more useful in this context to 
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Ocean Modelling 121 (2018) 19-33 consider the standard deviation of the advection:
and the overbar denotes a temporal and spatial mean. If the numerical scheme were to preserve exactly the reversibility of the flow, this would not result in significant mixing, but in a typical depth-coordinate model there will be generally a net diffusive exchange of watermass properties across a density surface as a result of this transient flow. An associated advective diapycnal velocity g adv may then be defined by dividing by the mean stratification:
g adv is essentially the standard deviation of the vertical velocity, weighted by the stratification, and represents the potential of the transient vertical velocity primarily to advect density, and ultimately to perform numerical mixing. Although we do not have any a priori quantification of what fraction of the numerical advection is irreversible, it is instructive to compare g adv with the total diapycnal velocity g dia from mixing, diagnosed earlier from the isopycnal drift and the divergence of the overturning streamfunction in density space (Eq. (6) , and shown in Fig. 3 ). The ratio of these quantities may be interpreted as the fraction of the transient advection that is irreversible.
In Fig. 10 show the mean and standard deviation of the vertical velocity, the advective diapycnal velocity g adv as defined in Eq. (9) and the ratio of the latter to the diagnosed diapycnal velocity g dia from Section 4, all in density classes from 5-day means and then averaged in time. The time-mean vertical velocity ( Fig. 10(a) . The standard deviation of w (Fig. 10(b) ) again can be seen to be an order or two of magnitude larger than the mean (note the different ranges on the colour scales), and is up to 1000 × 10 −7 m s −2 (10 m/day) in the tropics and ) and (b) the standard deviation of vertical velocity on the potential density surface σ 2 = 36.70; (c) the mean vertical velocity and (d) its standard deviation on surface (c) σ 2 = 36.91; (e) the mean vertical velocity and (f) its standard deviation on surface σ 2 = 37.07, from 5-day means over the final ten years of the GO5.0 integration.
Ocean Modelling 121 (2018) 19-33 subpolar regions, and with values generally higher below σ 2 = 36.9 (lower deep waters and bottom waters). The advective diapycnal velocity g adv (Fig. 10(c) ) has a similar magnitude and spatial distribution to the standard deviation, but is further enhanced in the regions where the w variance is large, especially in the North Atlantic between 35°and 50°N. Comparison between Figs. 5(b) and 10(c) shows that the spatial distribution of g adv is strikingly similar to that of the diagnosed diapycnal velocity g dia , particularly in the tropics and northern hemisphere, with large values close to the line of maximum surface density, as well as at all densities near the Equator and north of 30°N. To quantify this, Fig. 9(d) shows the ratio of g adv to the diapycnal transformation rate g dia : this is generally less than a percent, but has values of 2-3% in the ocean interior in the latitude ranges 35°−20°S and 20-30°N. This suggests that the irreversible part of the numerical vertical advection in this model configuration typically constitutes a few percent of the total. The regions with the highest ratios are in the subtropics between 20°and 35°N and S, and correspond quite closely to the two regions in subtropical latitudes with the high ratios of numerical to explicit diffusivity ( Fig. 8(a) ), suggesting that these transient vertical velocities are at least partly responsible for the excessive mixing there.
Identification of high-frequency vertical motions
Blaker et al. (2012) analysed a comparable ¼°integration of NEMO, likewise forced by 6-hourly winds, and identified energetic near-inertial gravity waves (NIGWs) originating in the western boundary currents. These are initiated by intense wind events close to the western boundary and propagate towards the Equator. They have high vertical coherence between the thermocline and the ocean bottom and have periods close to the inertial period, wavelengths of 150-200 km, and are characterised with vertical velocities between ± 50 and 100 m/day. Their maximum amplitude in the Atlantic is between 25°N and 45°N, coinciding with the peaks of effective diffusivity described in Section 4. The 15-30 h period of the NIGWs in this latitude range means that they would not be appreciably detectable in the 5-day output of the integration discussed here, and this in turn implies that the vertical velocities shown in Figs. 9 and 10 significantly underestimate the transient vertical velocity field. To illustrate this, Fig. 11 shows the vertical velocities at 2000 m depth and on a section at 55°W, with scales chosen A. Megann Ocean Modelling 121 (2018) 19-33 to render easy comparison with Fig. 5 of Blaker et al. Fig. 11(a) and (b) is an instantaneous field taken from a restart file from September of year 20 of the GO5.0 integration, while Fig. 11 (c) and (d) is the mean vertical velocity over a five-day period including the instantaneous restart. In the instantaneous fields, zonal wavefronts can be seen south of 30°S with amplitude of up to 25 m/day, as well as eddy-like and noise-like features with substantially larger magnitudes close to the western boundary, north of 35°N. We remark that the corresponding figure in Blaker et al. shows vertical velocities of up to 100 m/day; the authors of that paper note the seasonality of the NIGWs, and the arbitrarily selected date of the output data shown in Fig. 10 may underrepresent the typical amplitude of these waves. By contrast, the 5-day mean only shows the downward flow of the deep western boundary current at 40°N and a few noise-like features near the shelf, with the NIGWs not visible at all on this scale. Comparison of the magnitudes of vertical motions in the two timescales confirms that the 5-day averaging causes an underestimate of the short-timescale vertical velocity field by up to an order of magnitude. Griffies et al. (2000) suggest a direct relationship between numerical mixing and the vertical Courant number wΔt/Δz; as we have argued above, the stratification will also affect the potential of transient motions to cause numerical mixing, but intuitively we might expect the proportion of irreversible advection to be related to the fraction of a grid cell across which advection carries a water parcel in a single time step. The vertical grid spacing around 2000 m depth is about 150 m; the resolved vertical velocity of 25 m/day noted above corresponds to a displacement of 40 cm in a 1350-second model timestep, and a vertical Courant number of 2.5x10 −3 . In Section 5.2 we estimated the proportion of irreversible advection in those regions where the diagnosed diapycnal diffusivity is large compared with the explicit diffusivity to be of order 10
; that the vertical Courant number in these regions is of the same order of magnitude is then unsurprising.
Summary and discussion
We have applied the analysis of Lee et al. (2002) , itself based on the isopycnal watermass transformation framework of Walin (1982) to diagnose the effective diapycnal diffusivity κ eff in GO5.0, a 0.25°global ocean-only configuration of the NEMO model. The diffusivity, expressed as a function of potential density and latitude, is compared with that prognosed by the model's vertical mixing scheme, and it is found that in intermediate and deep water density classes, and on the Equator and in subtropical latitude bands, the values are up to an order of magnitude larger than the explicit diffusivity. Since the latter is set by the mixing scheme of the model to give a diffusivity with a magnitude and geographical distribution consistent with observational estimates, our results imply that the diapycnal mixing of the model is excessive, and that it is dominated by numerical mixing. As a further check, the diapycnal velocity, again diagnosed from the overturning circulation in density space, is compared with that derived from the explicit diffusivity and with observational estimates of mixing, and the former is also found to be up to ten times the explicit diapycnal velocity.
The standard deviation of the vertical velocity is found to have much larger magnitude than the mean vertical velocity, with values of up to 10 m/day in the ocean interior in the subpolar and equatorial regions. We have defined an effective advective diapycnal velocity as the vertical density advection divided by the density gradient, which, although quantitatively similar to the vertical velocity, explicitly represents the potential of transient motions to perform mixing. This again is found to have large values in the same latitude and density ranges as the largest diagnosed diapycnal velocities, namely the subpolar and equatorial regions and the deep and intermediate waters. We interpret this as evidence that these wavelike or eddy-like features are responsible for numerical mixing. The ratio of the effective advective diapycnal velocity to the diapycnal velocity derived directly from the Fig. 10(a) .
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Ocean Modelling 121 (2018) 19-33 watermass transformation rate is found to be generally less than 1%, but has values of a few percent in the northern and southern subtropics in density classes containing upper deep waters and lower intermediate waters; in these watermasses the diagnosed diapycnal diffusivity was found to exceed the explicit diffusivity by a factor of 5-10, and we interpret this result as indicating that in these regions there is significant irreversibility in the vertical advection. We may assume that the numerical diffusion described here in the GO5.0 configuration of the NEMO model is by no means untypical of z-coordinate models with comparable resolution. The method used in this paper is successful where the watermass transformation in density space is from denser to less dense water classes, consistent with a diffusive flow regime. On the large scale, in other words that of the global deep water and bottom water overturning cells, this is true over most of the model domain: in particular, we find that the North Atlantic Deep Water (NADW) has a nearly monotonic transformation rate as it travels southward and mixes with overlying intermediate waters, starting with a density of around σ 2 = 37.05 kg m −3 at 35°N and having around 36.95 kg m −3 at 45°S.
We have shown that adding a compensating term for the model drift, in the form of a rate of change of isopycnal volumes as in Lee et al. (2002) , indeed removes some of these instances at higher densities, but there are still some remaining regions of apparently "anti-diffusive" flow, and in these cases the method described here fails to return a positive-definite value for the diffusivity. The regions of negative diffusivity in the Southern Ocean and North Atlantic correspond to the regions characterised by high rates of transformation due to cabbeling and thermobaricity by Klocker and McDougall (2010) and we tentatively ascribe these negative values to densification by these processes. The negative κ eff in the tropical south Atlantic, however, is more likely to be non-physical, and is probably a result either of omitting short-timescale eddy motions in the volume transports or of truncation errors in space. We have shown that there are large transient vertical velocities in the model with high coherence over the ocean depth, which take the form of noise-like features with length scales close to the model grid at subpolar latitudes, eddy-like structures near strong mean flows such as separated western boundary currents and the ACC, and near-inertial gravity waves with periods shorter than the five-day averaging period of the model output. These have amplitudes of 25-50 m/day, and Courant numbers of one or two percent. We have defined an advective diapycnal velocity g adv as the standard deviation of the vertical advection of density, divided by the vertical density gradient, and interpret this as the potential of transient flows to advect density gradients. A fraction of this advection will be irreversible, as a result of truncation in the numerical advection scheme. This has a large-scale spatial structure similar to that of the diagnosed diapycnal velocity and in those regions where there is substantial numerical mixing the latter is found to have values of a few percent of the advective diapycnal velocity, confirming that the irreversible fraction of the numerical advection is of this order.
The high levels of small length-scale transient features in the vertical velocity in GO5.0 may or may not be realistic. Certainly the presence of poorly resolved quasi-mesoscale features in subpolar latitudes and in shallow coastal waters is undesirable, and this variability may be reduced by increasing the bilaplacian viscosity or by changing to an alternative parameterisation that is even more focused on the finest length scales, such as that of Smagorinsky (1963) . The better resolved mid-latitude mesoscale eddies, the near-inertial gravity waves and the equatorial instability waves are likely to reflect corresponding features in the ocean, but their associated vertical displacements will nevertheless entail strong advection across coordinate surfaces with the potential to perform numerical mixing. LeClair and Madec (2011) formulated a scheme ("z-tilde") that permits short-timescale (periods less than a few days) deformations in the vertical coordinate, in analogy with isopycnal heave in the real ocean, allowing fast waves to propagate without significant vertical advection, and showed that this scheme led to a reduction in numerical mixing of up to a factor of five.
This option was not available in Version 3.4 of NEMO as used in GO5.0, but is present in the latest release of Version 3.6.
The use of a higher-order vertical advection scheme improves the effective vertical resolution of the model (James, 2000) and hence is likely to reduce the magnitude of numerical mixing. Such schemes have been implemented in HYCOM, which allows piecewise constant, piecewise linear, and piecewise parabolic methods (PCM, PLM and PPM, respectively) to interpolate between vertical levels within a given water column, with increasing order of interpolation leading to less diffusion during the regridding of the hybrid vertical coordinate in that model (Bleck, unpublished manuscript) . A piecewise parabolic method is currently available in NEMO, and we expect that this may well ameliorate the numerical mixing described here.
In summary, we have identified large amounts of numerical mixing in an eddy-permitting global ocean configuration based on a widelyused ocean model, NEMO. We stress that this does not implicate NEMO specifically, since the handling of the vertical coordinate in other depthcoordinate models is likely to be similar. The fact that closely-related configurations are now being used in climate models and earth system models aimed at CMIP6 implies that the drifts in the ocean temperature and salinity fields in such models, on time scales from decades to centuries, will bear a significant imprint of the numerical mixing. This weakness of this model class is particularly highlighted by the development of the hybrid isopycnal-coordinate model HYCOM, which has much-reduced numerical mixing, and more recently of generalised-coordinate (arbitrary Lagrangian-Eulerian) models such as the GFDL MOM6, in which the vertical coordinate may be optimised for different ocean regimes and which may be made quasi-isopycnal in the ocean interior. Methods to ameliorate the spurious mixing in a depth-coordinate model, whether by making the vertical advection scheme less diffusive or by permitting quasi-Lagrangian elastic displacements of coordinate surfaces on short timescales, are now available, and can only lead to improvements in the performance of the ocean model in both forced and coupled modes.
