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Bevezete´s
A modellalkota´s a tudoma´ny tala´n legfontosabb komponense, amely absztrakt mo´don minden tu-
doma´nya´gban azonos. Modelleket alkotunk e´s megvizsga´ljuk azok mu˝ko¨de´se´t, mo´dos´ıta´sokat ve´gzu¨nk
rajta mindaddig, am´ıg el nem e´rju¨k kitu˝zo¨tt ce´lunkat. A mesterse´ges intelligencia egy ku¨lo¨no¨s tu-
doma´nya´g, amely rendk´ıvu¨l jo´ ta´ptalajt ad a sza´m´ıto´ge´pes modellalkota´s szerelmeseinek.
A ge´pi tanula´s a mesterse´ges intelligencia tudoma´nyteru¨let re´sze´t ke´pezi [25]. Olyan algoritmusok
konstrukcio´ja´t foglalja maga´ban, amelyek a szam´ıto´ge´pet ”tanula´si” ke´pesse´gekkel ruha´zza´k fel. A
tanula´snak rendszerint ke´t ku¨lo¨nbo¨zo˝ megko¨zel´ıte´se van: indukt´ıv e´s dedukt´ıv. A te´zis az indukt´ıv
ira´nyzatot ko¨veti, amely rendszerint szaba´lyokat vagy deszkript´ıv minta´kat nyer ki massz´ıv adathal-
mazokbo´l (a te´zisben az a´ltala´nos´ıta´st a statisztikai megko¨zel´ıte´s mo´dszertana´val ve´gezzu¨k). A ge´pi
tanula´s fo´kusza´ban jelen pillanatban leginka´bb az automatikus informa´cio´ kinyere´s o¨sszetett feladata
a´ll. Ezen k´ıvu¨l fontos alkalmaza´sokat jelent - a teljesse´g ige´nye ne´lku¨l - a terme´szetes nyelvfeldol-
goza´s, a szintaktikus mintafelismere´s, kereso˝ motorok jav´ıta´sa, orvosi diagnosztika, bioinformatika,
besze´dfelismere´s, ta´rgyak azonos´ıta´sa e´s pe´lda´ul sza´m´ıto´ge´pes ja´te´kok intelligencia´val to¨rte´no˝ fel-
ruha´za´sa. Bizonyos ge´pi tanula´si mo´dszerek az embert pro´ba´lja´k kiiktatni az adatanal´ızis folyamata´bo´l,
m´ıg ma´s elja´ra´sok e´ppen az ember ge´p interakcio´t pro´ba´lja´k emberibbe´ tenni.
A ge´pi tanula´s, a jelen kor technolo´giai szintje mellett a mesterse´ges intelligencia leginka´bb kutatott
e´s legreleva´nsabban fejlo˝do˝ teru¨lete´ve´ va´lt. A dolgozat a ga´pi tanula´s legu´jszeru˝bb mo´dszertana´hoz a
kernel mo´dszerek vila´ga´hoz kapcsolo´do´ elja´ra´sok konstrukcio´ja´val e´s vizsga´lata´val foglalkozik.
A kernel mo´dszerek (KM) a mintafelismere´s algoritmusainak egy olyan csala´dja [26], amelynek
legjelento˝sebb tagja a Support Vector Machine (SVM) [31]. A mintafelismere´s a´ltala´nos feladata nem
ma´s, mint reprezentat´ıv o¨sszefu¨gge´sek kerese´se e´s tanulma´nyoza´sa (pe´lda´ul klaszterek, korrela´cio´s
o¨sszefu¨gge´sek, klasszifika´cio´s do¨nte´sek vizsga´lata) a´ltala´nos adatokon (vektorok, dokumentumok,
szekvencia´k, ke´pek, stb.)
A KM megko¨zel´ıte´s a neve´t a kernel fu¨ggve´nyekro˝l kapta, amelyek egy olyan sza´rmaztatott tulaj-
donsa´g te´rben dolgoznak, ahol a minta´k te´nyleges koordina´ta´it soha nem kell kisza´molni. A mo´dszerek
csak a mintapontok pa´ronke´nt vett skala´rszorzata´ra ta´maszkodnak, amelyeket implicit mo´don a kernel
fu¨ggve´nyek alkalmaza´sa´val sza´m´ıtanak ki.
A kernel modszerek csaladja´ba beletartozik az SVM-en k´ıvu¨l sza´mos ma´s algoritmus: ku¨lo¨nbo¨zo˝
regresszio´s elja´ra´sok, a Fisher-fe´le linea´ris diszkrimina´ns anal´ızis (LDA) [9], a fo˝komponens anal´ızis
(PCA) [10], a kanonikus korrela´cio´ anal´ızis (CCA) [2], a ’ridge’ regresszio´ [22], a spektra´lis klasztereze´s
[21], e´s me´g sok ma´s elja´ra´s. A´ltala´nossa´gban elmondhato´, hogy a kernel mo´dszerek to¨bbse´ge hate´ko-
nyan megoldhato´ feladatokra, konvex optimaliza´cio´ra vagy saja´te´rte´k-saja´tvektor proble´ma´ra vezetnek.
A ’kernel’ o¨tlet
Legyen adott az (X, y) objektumkettes, mint tanulo´ adathalmaz. Jelo¨lje az input minta´kat az X =
(x1, . . . , xn) (xj ∈ Rd), a megfelelo˝ oszta´lyc´ımke´ket pedig y. Klasszifika´cio´ esete´n y ∈ {−1,+1}n,
regresszio´s proble´ma´kna´l pedig y ∈ R. Tegyu¨k fel tova´bba´, hogy az (xi, yi) minta-oszta´ly pa´rok
(i = 1, . . . , n) fu¨ggetlen azonos eloszla´su´ ve´letlen va´ltozo´k.
A hate´kony klasszifika´cio´ e´s regresszio´ fontos elo˝ke´sz´ıto˝ le´pe´se az adathalmaz releva´ns jellemzo˝inek
megtala´la´sa. Ez sok esetben ko¨nnyebben elve´gezheto˝, ha az adatokat leke´pezzu¨k egy megfelelo˝en nagy
dimenzio´s te´rbe egy alkalmas φ nemlinea´ris leke´peze´s seg´ıtse´ge´vel, majd a transzforma´lt adatokon
linea´ris algoritmusokat alkalmazunk. Ha valamely algoritmus fele´p´ıtheto˝ elemi skala´rszorzat mu˝veletek
alkalmaza´sa´val e´s ha a
φ : Rd → H (1)
nemlinea´ris leke´peze´s olyan, hogy az x1 e´s x2 pontpa´rok skala´rszorzata a φ leke´peze´s mellett kisza´m´ıt-
hato´ x1 e´s x2 fu¨ggve´nyeke´nt poly(d) ido˝komplexita´s mellett ane´lku¨l, hogy φ(x1)-et e´s φ(x2)-t explicit
meghata´rozna´nk, akkor az algoritmus hate´konyan kivitelezheto˝ marad fu¨ggetlenu¨l H dimenzio´ja´to´l.
Voltake´ppen ez a gondolatmenet teszi leheto˝ve´, hogy nagyon magas vagy aka´r ve´gtelen di-
menzio´ju´ ke´ptereket haszna´ljunk a klasszifika´cio´s, illetve regreszio´s proble´ma´k megolda´sakor. Elo˝szo¨r
va´lasztanunk kell egy alkalmas pozit´ıv definit, szimmetrikus fu¨ggve´nyt
k : Rd × Rd → R. (2)
Ezeket a fu¨ggve´nyeket – amelyek tulajdonke´ppen a skala´rszorzat mu˝velet implicit elve´gze´se´re alkal-
masak a ke´pte´rben – kernel fu¨ggve´nyeknek nevezzu¨k [4]. Ekkor a
{ k(x, ·) |x ∈ Rd } (3)
fu¨ggve´nyhalmaz a´ltal kifesz´ıtett linea´ris alte´r leza´rtja Hilbert teret alkot a ko¨vetkezo˝ belso˝ szorzat
defin´ıcio´val [20]:
〈k(x1, ·), k(x2, ·)〉 = k(x1, x2), x1, x2 ∈ Rd. (4)
Azaz a k kernel fu¨ggve´ny megva´laszta´sa automatikusan genera´lja a φ : Rd → H leke´peze´st a φ(x) =
k(x, ·) defin´ıcio´val.
Ezt a se´ma´t kernel o¨tletnek szoka´s nevezni a ge´pi tanula´sban [1; 23; 30] e´s ez az a mo´dszertan,
amely ko¨re´ a te´zisben va´zolt u´jszeru˝ elja´ra´sok ko¨to˝dnek.
Eredme´nyek
A disszerta´cio´ te´zisei le´nyege´ben ke´t ku¨lo¨nbo¨zo˝ mo´don ke´t-ke´t csoportra oszthato´k. Az egyik oszta´lyo-
za´s szerint a szerzo˝ eredme´nyei a ge´pi tanula´s te´mako¨re´nek kernel-alapu´ tulajdonsa´gkinyero˝ e´s klasz-
szifika´cio´s mo´dszereinek ta´rgyko¨re´be esik. A ma´sik feloszta´s szerint pedig algoritmikus konstrukcio´kro´l
e´s gyakorlati alkalmaza´sokro´l besze´lhetu¨nk. A ko¨vetkezo˝kben ko¨vetve a disszerta´cio´ fele´p´ıte´se´t az
elso˝ feloszta´s szerint vesszu¨k sza´mba az ele´rt eredme´nyeket. Fontosnak tartjuk megjegyezni, hogy az
ala´bb re´szletezett eredme´nylista a kapcsolo´do´ cikkek no´vumainak csak azon re´sze´t katalogiza´lja, ahol
a disszerta´cio´ szerzo˝je´nek hozzaja´rula´sa volt domina´ns.
Az eredme´nyek elso˝ csoportja´t a szerzo˝ Kernel alapu´ tulajdonsa´gkinyero˝ mo´dszerei ke´pezik. Ezen
eredme´nyeket a 2-es e´s 3-as fejezetek ı´rja´k le a te´zisben.
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I/1. A szerzo˝ kidolgozta az MMDA algoritmus direkt va´ltozata´t [11; 16]. A mo´dszer egy olyan tula-
jdonsa´gkinyero˝ elja´ra´s, amely megno¨velheti a klasszifika´cio´s mo´dszerek hate´konysa´ga´t. Az UCI
ge´pi tanula´si adatba´zis sza´mos pe´lda´ja´n sikeru¨lt bizony´ıtani az elja´ra´s haszna´lata´nak le´tjogosult-
sa´ga´t [3].
I/2. Az MMDA algoritmus a motiva´cio´ja´bo´l ko¨vetkezo˝en alkalmas nagydimenzio´s tulajdonsa´gterek
reduka´la´sa´ra a nagyobb klasszifika´cio´s hate´konysa´g no¨vele´se e´rdeke´ben. A szerzo˝ megkonstrua´lta
a mo´dszer arcfelismere´sre kidolgozott mo´dos´ıtott va´ltozata´t. A FERET ’gold standardot’ ke´pezo˝
arcfelismere´si adatba´zis [6] seg´ıtse´ge´vel bizony´ıtotta a bevezetett elja´ra´s eredme´nyesse´ge´t. Az
irodalomban fellelheto˝ eredme´nyeket sikeru¨lt to¨bb ponton jelento˝sen meghaladni [16].
I/3. A tulajdonsa´gkinyere´s fo´kusza´ban a klasszifika´cio´n tu´l a regresszio´ is a´llhat. A szerzo˝ kidolgozta
az MMDA algoritmus regresszio´s proble´ma´k megolda´sa´ra adapta´lt va´ltozata´t, korrela´cio´mentes
tulajdonsa´gok kinyere´se´re. A mo´dszer neve Kernel Decorrelated Learning Regression (KDLR) [28].
Standard regresszio´s feladatokon to¨rte´no˝ teszt alapja´n kimondhato´, hogy az elja´ra´s a gyakor-
latban hate´kony regresszio´hoz vezethez.
I/4. A szerzo˝ javaslatot tett a statisztika´bo´l ismert a´tlagos deriva´ltbecslo˝ elja´ra´s e´s a kernel fu¨ggve´nyek
alkalmaza´sa´nak kombina´cio´ja´ra. A Kernel Average Derivative Estimation-nek (KADE) elnevezett
elja´ra´s ce´lja a regresszio´ szempontja´bo´l releva´ns alterek megtala´la´sa [28]. Mesterse´ges adatokon
to¨rte´no˝ tesztele´ssel e´s a kapcsolo´do´ algoritmusokkal valo´ o¨sszehasonl´ıta´ssal a szerzo˝ kimutatta,
hogy a megtala´lt alterek sza´mos esetben hate´konyabb regresszio´t tesznek leheto˝ve.
A te´zis eredme´nyeinek ma´sodik csoportja´ba u´jszeru˝ Kernel alapu´ klasszifika´cio´s algoritmusok tar-
toznak. Az eredme´nyeket a 4-es e´s 5-o¨s fejezetek re´szletezik.
II/1. A szerzo˝ definia´lta hipers´ık alapu´ klasszifika´cio´s mo´dszerek egy csala´dja´t [13]. Ha´rom geometriai
megfontola´sokat ko¨veto˝ mo´dos´ıta´st/konstrukcio´t javasolt. i) ku¨lo¨nfe´le vesztese´gfu¨ggve´nyeket
haszna´lt a hipersik alapu´ klasszifika´cio´ban. ii) a linea´ris regresszio´t saja´tos mo´don alkalmazta
klasszifika´cio´hoz. iii) az output teret bea´gyazta az input te´rbe e´s kidolgozta a Minor Com-
ponent Classifier (MCC) mo´dszert, amely egy a mintapontokbol sza´m´ıtott ma´trix legkisebb
saja´te´rte´ke´hez tartozo´ saja´tvektora seg´ıtse´ge´vel definia´l klasszifika´cio´s hipers´ıkot. A szerzo˝ kiala-
k´ıtotta a mo´dszerek tesztele´si ko¨rnyezete´t, majd ve´grehajtotta a mu˝ko¨de´st demonstra´lo´ teszteket.
Az eredme´nyek azt igazolja´k, hogy az SVM-el [26] kompetit´ıv elja´ra´sok kialak´ıta´sa´ra keru¨lt sor.
II/2. A szerzo˝ megkonstrua´lt egy klasszifika´cio´s se´ma´t az u´n. ’Convex Machine’ technika´t, amely
ba´zisfu¨gve´nyek ritka kombina´cio´ja´t alkalmazza. A kidolgozott mo´dszertan maga´ban foglal sza´mos
ge´pi tanula´si technika´t. A teljesse´g ige´nye ne´lku¨l ezek ko¨ze´ tartozik a Support Vector Machine
(SVM) [26], a Smooth Support Vector Machine [18], a Least Square Support Vector Machine
(LSVM) [27] es a Kernel Logistic Regression (KLR) [8]. Kialak´ıtott tova´bba´ ha´rom alapveto˝ nu-
merikus matematikai mo´dszerek a´ltal inspira´lt ba´zisfu¨ggve´ny-kiva´laszta´si mo´dszert (RANDOM,
MGRAMM, CORR) [14], amelyeket tesztelt az UCI adatbazis [3] egyes elemein.
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Te´zis eredme´nyek [11] [13] [14] [15] [16] [28] Fejezet Eredme´ny katego´ria´ja
MMDA • 2 Tulajdonsa´gkinyere´s
MMDA arcfelismero˝ • • 2 Tulajdonsa´gkinyere´s
KDLR • • 3 Tulajdonsa´gkinyere´s
KADE • 3 Tulajdonsa´gkinyere´s
Hipers´ık alapu´ klasszifika´cio´ • 4 Klasszifika´cio´
Konvex ge´pek • • 5 Klasszifika´cio´
Alapveto˝ ba´zisszelekcio´s elja´ra´sok • 5 Ba´zisfu¨ggve´ny-szelekcio´
Komplex ba´zisszelekcio´s elja´ra´sok • 5 Ba´zisfu¨ggve´ny-szelekcio´
1. ta´bla´zat. A te´zisek e´s a kapcsolo´do´ publika´cio´k o¨sszefu¨gge´se.
II/3. A szerzo˝ kidolgozott ha´rom komplexebb ba´zisfu¨ggve´nyszelekcio´s mo´dszert (SFS, SFFS e´s PTA)
a klasszifika´cio´ hate´konysa´ga´nak jav´ıta´sa´ra e´s a klasszifika´cio´s modell me´ret-komplexita´sa´nak
cso¨kkente´se´re. A definia´lt elja´ra´sok az irodalombo´l ismert hate´kony tulajdonsa´gte´r-szelekcio´s
mo´dszerek analo´gia´ja´ra e´pu¨lnek. A kialak´ıtott tesztek eredme´nye alapja´n elmondhato´, hogy
ezek az elja´ra´sok seg´ıtik a hate´kony klasszifika´cio´t [28].
Az o¨sszefoglalo´ ve´ge´n az 1-es ta´bla´zat mutatja a te´zispontok e´s azok publika´ltsa´ga´nak o¨sszefu¨gge´se´t.
Konklu´zio´
Ebben a ro¨vid fejezetben o¨sszefoglaljuk a jelen te´zis konzekvencia´it. A tudoma´ny fejlo˝de´se´nek elso˝dleges
mozgato´rugo´ja a technikai u´jdonsa´gok megjelene´se. M´ıg a hatvanas e´vekben a mesterse´ges intelli-
gencia kutata´sok leginka´bb a linea´ris e´s kvadratikus modellek vizsga´lata´ra korla´tozo´dtak, addig a mai
szam´ıto´ge´pes kapacita´sok mellett jelento˝s fejlo˝de´s tapasztalhato´ a modelle´p´ıte´s teru¨lete´n. A ma´sik mo-
mentum, amely hozzaja´rult a tudoma´nyteru¨let tova´bbi fejlo˝de´se´hez az az, hogy jelento˝s me´rte´kben
megno¨vekedett a ”tanula´sra” alkalmas adathalmazok sza´ma e´s me´rete.
A dolgozat a kernel o¨tlet ko¨re´ szo¨vo˝dik, amely a linea´ris modellek nemlinea´ris transzforma´cio´ja´ra
alkalmas a modell komplexita´sa´nak kisme´rte´ku˝ no¨vekede´se mellett. A kernel o¨tlet azon algoritmusok
transzforma´cio´ja´ra ke´pes, amelyek inputke´nt csak a mintavektorok egy halmaza´nak pa´ronke´nt vett
skala´rszorzata´t haszna´lja´k fel. Ekkor a skala´rszorzat mu˝velet nemlinea´ris mo´don to¨rte´no˝ u´jradefinia´la´sa´val
alternat´ıv modelleket kaphatunk. A ce´l teha´t nem ma´s, mint a ge´pi tanula´s alapfeladatainak, mint
pe´lda´ul a tulajdonsa´gkinyere´s, klasszifika´cio´, regresszio´ az a´tdefinia´la´sa skala´rszorzatok forma´ja´ban. A
te´zisben szereplo˝ eredme´nyek ehhez a temako¨rhoz ja´rulnak hozza´ egy-egy u´jszeru˝ algoritmussal.
A te´zis elso˝ re´sze´ben olyan tulajdonsa´gkinyero˝ elja´ra´sokat definia´lunk, amelyek hate´konyan no¨velik
a klasszifika´cio´s e´s regresszio´s mo´dszerek pontossa´ga´t. A ge´pi tanula´s standard adathalmazain e´s az
arcfelismere´s feladata´n sikeru¨lt a kidolgozott elja´ra´sok le´tjogosultsa´ga´nak bizony´ıta´sa. O¨sszegze´skent
elmondhatjuk, hogy a kidolgoza´sra keru¨lt ne´gy elja´ra´s ira´nyt mutat a nagydimenzio´s tulajdonsa´gterek
hate´kony redukcio´ja´ra.
A ma´sodik re´szben a klasszifika´cio´ te´mako¨re´vel foglalkoztunk. Elso˝ke´nt hipers´ık alapu´ klasszi-
fika´cio´s mo´dszerek egy csala´dja´t mutattuk be.
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A kialak´ıtott mo´dszercsala´d veze´rlo˝ mot´ıvuma a mo´dszerek ha´ttere´ben nyugvo´ geometriai szemle´let
volt. Szinte´n a ma´sodik re´szben megadtunk egy konvex fu¨ggve´nyek optimaliza´cio´ja´ra vezeto˝ a´ltala´nos
klasszifika´cio´s se´ma´t, amely sza´mtalan az uto´bbi e´vekben kidolgozott elja´ra´st foglal maga´ban. Az
egyse´ges szemle´let, amely itt a gondolatok vezeto˝je volt szinte´n egy hagyoma´nyos numerikus matem-
atikai gondolkoda´st felte´telezett. A ma´sodik re´szben bevezetett elja´ra´sok valo´s e´s mesterse´ges ada-
tokon is jo´l viselkedtek. I´gy a konstrukcio´s eredme´nyeken tu´l az elo˝zo˝ re´sz eredme´nyeihez hasonlo´an
a gyakorlati haszna´lhato´sa´g szempontja is elo˝te´rbe keru¨l.
Melle´klet
A.1 Az MMDA elja´ra´s
Ro¨gz´ıtsu¨nk egy nemnegat´ıv C sza´mot, amelyet a te´ves klasszifika´cio´ su´lyoza´sa´ra fogunk haszna´lni.
Elo˝szo¨r definia´ljuk a maxima´lis margo´ szepara´cio´s proble´ma´t (MMSO), amely egy a klasszifika´cio´t
seg´ıto˝ tulajdonsa´gkinyero˝ algoritmus. Legyen u egy d-dimenzio´s vektor: u ∈ Rd. Az (X, y, C, u)
objektumne´gyessel parame´terezett MMSO proble´ma a ko¨vetkezo˝ felte´teles sze´lso˝e´rte´kfeladatot jelenti:
1
2
‖w‖22 + C
n∑
i=1
ξi → min s.t.
yi(w
Txi + b) ≥ 1− ξi,
ξi ≥ 0, i = 1, . . . , n,
uTw = 0, (5)
ahol a w ∈ Rd, b ∈ R e´s ξ = (ξ1, . . . , ξn) ∈ Rn va´ltozo´k optima´lis e´rte´keit kell meghata´rozni. A
formula´k alakja hasonlo´ marad, ha a mero˝legesse´gi felte´telt egyro˝l, mondjuk r-re bo˝v´ıtju¨k. Ekkor az
(X, y, C, U) parame´tereze´su˝ MMSO proble´ma´t kapjuk, ahol az U = (u1, . . . , ur) ma´trix oszlopvek-
torai az UTw = 0 egyenlettel definia´lja´k a mero˝legesse´gi felte´teleket.
Egyszeru˝en la´thato´ , hogy az (X, y, C, U) objektumne´gyessel parame´terezett MMSO proble´ma a
ko¨vetkezo˝ dua´lis kvadratikus programoza´si proble´ma megolda´sa´ra vezet:
−1
2
(
α>Y KY α + γ>UTUγ
)
+ α>1 + γ>UTXY α→ max
α,γ
yTα = 0, 0 ≤ α ≤ C1, (6)
ahol K = XTX e´s 1 = (1, . . . , 1)T . Mivel az U ma´trix oszlopvektorainak sza´ma r, a γ va´ltozo´vektor
is r dimenzio´s e´s ı´gy a fenti feladatban a va´ltozo´k sza´ma n+ r-nek ado´dik.
A direkt MMDA mo´dszer a ko¨vetkezo˝ mo´don mu˝ko¨dik: legyen adott az (X, y, C) objektumha´rmas,
tova´bba´ az (X, y, C, 0)-val parame´terezett MMSO proble´ma megolda´sa´t jelo¨lje (w1, b1). ξ-t elhagyjuk
a megolda´svektorbo´l, mivel a klasszifika´cio´ do¨nte´si felu¨lete´ben nem vesz re´szt. Felte´ve, hogy az
MMSO proble´ma optimaliza´la´sa´val ma´r genera´ltunk r tulajdonsa´gvektort, nevezetesen a (w1, b1), . . . ,
(wr−1, br−1) vektorokat, akkor az r-edik (wr, br)-el jelo¨lt tulajdonsa´gvektort, az (X, y, C,Wr−1)-el pa-
rame´terezett MMSO proble´ma optimaliza´la´sa´val kapjuk. A parame´tereze´sben aWr−1 = (w1, . . . , wr−1).
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Algorithm 1 MMDA tulajdonsa´gkinyero˝ elja´ra´s arcfelismere´shez
input: (m, (x1, y1) . . . , (xN , yN)) // ku¨lo¨nbo¨zo˝ arcok sza´ma, arcke´p-szeme´lyazonos´ıto´ pa´rok lista´ja
F := (); X i := {xj|yj = i}, i = 1, . . . ,m; // arcke´pek az i. szeme´lyto˝l
(w1, . . . , wn) := FE((x1, y1) . . . , (xN , yN)); // n tulajdonsa´g kinyere´se az FE mo´dszerrel
for i ∈ {1, . . . , n} do
zj := w
T
i xj, j = 1, . . . , N ; // a ke´pek vetu¨lete
Zi := {zj|yj = i}, i = 1, . . . ,m; // az i. szeme´lyhez tartozo´ ke´pek vetu¨letei
Keressu¨k (v1, . . . , vm) ∈ {−1, 1}m-et felte´ve, hogy∑
vi=−1,vj=−1
i6=j
∑
z∈Zi
z′∈Zj
(z − z′)2 +
∑
vi=1,vj=1
i6=j
∑
z∈Zi
z′∈Zj
(z − z′)2
minima´lis.
F0 :=MMDA(∪vi=−1X i,∪vj=+1Xj); // MMDA-val kinyert tulajdonsa´gok
append(F, F0); // az eddig kinyert tulajdonsa´gok bo˝v´ıte´se
end for
return F
A.2 Az MMDA tulajdonsa´gkinyero˝ elja´ra´s arcfelismere´shez
Az emberi arcok felismere´se egy specia´lis klasszifika´cio´s feladatot ke´pez, hiszen az oszta´lyok sza´ma
rendk´ıvu¨l nagy, az egy-egy oszta´lyba eso˝ elemek sza´ma viszont cseke´ly. A feladatnak e´ppen ezen
tulajdonsa´ga teszi a hate´kony klasszifika´cio´t nehe´zze´.
Mivel az MMDA algoritmus bina´ris klasszifika´cio´s proble´ma´k megolda´sa´hoz ke´szu¨lt, a to¨bboszta´lyos
tanula´s megolda´sa´na´l oszta´lycsoport-pa´rok kialak´ıta´sa´ra van szu¨kse´g. Az MMDA algoritmus kialak´ıta´-
sakor [11] az ilyen feladatokra eredendo˝en az ”egy a to¨bb ellen” megko¨zel´ıte´st javasoltuk. Nevezetesen,
ha adott egy m-oszta´lyos feladat, akkor az MMDA algoritmust m-szer kell ve´grehajtani minden egyes
oszta´lyra a kimarado´ oszta´lyok ellene´ben. Annak ellene´re, hogy ez egy rendk´ıvu¨l egyszeru˝ megko¨zel´ıte´s,
alkalmaza´sa´val a jo´val o¨sszetettebb algoritmusok - mint pe´lda´ul az output-ko´d - eredme´nyeivel ha-
sonlo´akat lehet kapni.
Sajnos az ”egy a to¨bb ellen” megko¨zel´ıte´s azonban az arcfelismere´s feladata´n nem eredme´nyez
reprezentat´ıv tulajdonsa´gokat, mivel az ı´gy kapott ke´toszta´lyos feladat nagyon kiegyensu´lyozatlan lesz
az oszta´lyokba eso˝ minta´k elemsza´ma´t tekintve. A minta´k ilyen jellegu˝ eloszla´sa a ku¨lo¨nbo¨zo˝ egy a
to¨bb ellen re´szfeladatok megolda´sa esete´n rendk´ıvu˝l korrela´lo´ tulajdonsa´gokat fog eredme´nyezni. A
szoka´sos megolda´s ezekben az esetekben az oszta´lyok klasztereze´se e´s a hasonlo´ jellegu˝ oszta´lyok
osszevona´sa. Ko¨vetve ez uto´bbi o¨tletet alak´ıtottuk ki az MMDA algoritmus arcfelismere´shez sza´nt
va´ltozata´t.
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A feladat teha´t alproble´ma´k definia´la´sa. Ennek egy elegendo˝en jo´ megko¨zel´ıte´se, ha megfelelo˝
fu¨ggetlen 1-dimenzio´s altereket va´lasztunk a tulajdonsa´gte´rben, majd ezen 1-dimenzio´ mente´n klaszte-
rezzu¨k az arcokat ke´t csoportba. Ha fu¨ggetlen altereket valasztottunk ki, akkor a definia´lt re´szproble´ma´k
is igen ku¨lo¨nbo¨zo˝ek lesznek. Az 1-dimenzios alterek kiva´laszta´sa´hoz (ld. FE az 1-es algoritmus-
ban) pe´lda´ul haszna´lhato´ a fo˝komponens anal´ızis [10], vagy aka´r a linea´ris diszkrimina´ns anal´ızis [9]
mo´dszere is. Ezek uta´n az alproble´ma´kon az MMDA elja´ra´s alkalmaza´sa´t javasoljuk ve´grehajtani,
rendre az egyes tulajdonsa´gok definia´la´sa´hoz. Az ı´gy kinyert tulajdonsa´gok o¨sszesse´ge alkotja a ve´gso˝
tulajdonsa´gteret (ld. 1-es algoritmus).
A.3 KDLR: az MMDA regresszio´s va´ltozata
Tekintsu¨k a regresszio´s proble´ma´t, ahol az (Xi, Yi) minta´k fu¨ggetlen azonos eloszla´su´ va´ltozo´k. Legyel
L egy vesztese´gfu¨ggve´ny, pe´lda´ul a kvadratikus vesztese´gfu¨ggve´ny L(y, z) = (y − z)2 e´s keressu¨k az
f(x) = argminy E[L(Y, y)|X = x] optima´lis regresszio´s fu¨ggve´nyt. Elo˝szo¨r vegyu¨k szemu¨gyre a
ko¨vetkezo˝ modellt:
Y =
∑
i
βigi(X) + ², (7)
ahol gi : X → R ismeretlen fu¨ggve´nyeket jelo¨l, tova´bba´ ² jelo¨li a zajt, ami felte´teleze´su¨nk alapja´n
fu¨ggetlen az Y,X va´ltozo´kto´l.
A gi fu¨ggve´nyek becsle´se´t iterat´ıv mo´don szeretne´nk ve´gezni. A fenti modell egy lehetse´ges
egyszeru˝s´ıte´se, hogy felte´telezzu¨k, hogy Y a ko¨vetkezo˝ linea´ris regresszio´s alakban a´ll elo˝: Y = βTγ+²,
ahol γ = (g1, . . . , gm). Feltesszu¨k tova´bba´ azt is, hogy 0 ≤ β ≤ 1, βT e = 1, ahol e = (1, 1, . . . , 1)T ,
azaz a kimenet a g1(X), . . . , gm(X) tulajdonsa´gok ”zajos” konvex kombina´cio´ja. A vesztese´gfu¨ggve´ny
a tova´bbiakban legyen a kvadratikus vesztese´gfu¨ggve´ny.
Legyen g =
∑
i βigi, f tetszo˝leges. Ekkor ko¨nnyen la´thato´, hogy
Loss(g) =
∑
i
βi Loss(gi)−
∑
i
βiE[(gi(X)− g(X))2] (8)
e´s
Loss(g) = E[(g(X)− f(X))2]. (9)
A fenti formalizmust elo˝szo¨r [17] -ben definia´lta´k e´s a az elja´ra´st
”
ambiguity decomposition” (AD)-nek
nevezte´k. Folytatva a gondolatmenetet kapjuk, hogy∑
i
βiE[(gi(X)− g(X))2] =
∑
i
(β2i − βi)
(
E[gi(X)]
2
+Var[gi(X)]
)
−
∑
i 6=j
βiβj Cov(gi(X), gj(X)).
I´gy, ha valamely (gi) e´s (gˆi) fu¨ggve´nyhalmazokra teljesu¨l, hogy E[gi(X)] = E[gˆi(X)] e´s Var[gi(X)] =
Var[gˆi(X)], akkor∑
i6=j
βiβjE[gi(X) gj(X)] <
∑
i6=j
βiβjE[gˆi(X) gˆj(X)]⇒ Loss(g) < Loss(gˆ).
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A levezete´s tanulsa´ga, hogy az E[gi(X)gj(X)] = 0, i 6= j felte´tel cso¨kkenti a vesztese´gfu¨ggve´ny
e´rte´ke´t.
Most legyen a k : Rd×Rd → R egy pozit´ıv definit kernel, aH pedig a hozza´ tartozo´ reproduka´lhato´
kernel-Hilbert te´r (RKHS). {(xi, yi)}ni=1 jelo¨lje az adatokat (itt is fu¨ggetlen, azonos eloszla´su´ ve´letlen
va´ltozo´kat kell felte´telezni), L(y, z) = (y − z)2 e´s f ∈ H. Definia´ljuk a ko¨vetkezo˝ feladatot
R(f) =
1
n
n∑
i=1
L(f(xi), yi) + λ‖f‖2, (10)
ahol ‖ ‖2 a H Hilbert te´r norma´ja. Wahba ’reprezenta´cio´s te´tele’ [33] alapja´n ekkor f ∈ span(Φ),
Φ = (φ1, . . . , φn) e´s a φi : Rd → R fu¨ggve´nyt a φi(x) = k(xi, x) definia´lja. Tegyu¨k fel, hogy f = Φα
valamely α ∈ Rn-re. Ekkor (10) megolda´sa a ko¨vetkezo˝
R(α;X; k) =
1
n
n∑
i=1
L((Φα)(xi), yi) + λα
TKα, (11)
ahol Kij = k(xi, xj) e´s X = (x1, . . . , xn). Az X adathalmazra e´s ro¨gz´ıtett k kernel fu¨ggve´nyre
egyszeru˝en csak R(α)-at ı´runk R(α;X; k) helyett.
Most tegyu¨k fel, hogy gi = Φαi e´s gj = Φαj . Ha a va´rhato´ e´rte´k opera´tort felcsere´lju¨k az
empirikus va´rhato´ e´rte´kkel, akkor kapjuk, hogy
0 =
n∑
k=1
gi(xk)gj(xk) = α
T
kK
2αj . (12)
I´gy az ’ambiguity’ dekompoz´ıcio´ alapja´n nyert ortogonalita´si felte´tel esete´n R(α) iterat´ıv opti-
maliza´cio´ja´ra a ko¨vetkezo˝t kapjuk: ha ma´r adott α1, . . . , αi, akkor
αi+1 = argmin
α
{R(α) |αTj K2α = 0, 1 ≤ j ≤ i }. (13)
Ha valamely k > 0-ra α1, . . . , αk ma´r elo˝a´llt, akkor az optima´lis βi-k is elo˝a´ll´ıthato´k pe´lda´ul a legkisebb
ne´gyzetek mo´dszere´vel. A fenti (13) egyenlet e´s a βi meghata´roza´sa ke´pezi a ’Decorrelated Learning
Regression (DLR)’ elja´ra´st.
A (13)-as proble´ma megolda´sa a Lagrange dua´lisa´nak elo˝a´ll´ıta´sa´val to¨rte´nik. Ehhez tegyu¨k fel,
hogy a megolda´s i. le´pe´se´ben ΦAi forma´ban adott a megolda´s, ahol Ai = [α1, . . . , αi]. Most vegyu¨k
V. Vapnik [30] ²-vesztese´g fu¨ggve´nye´t, amelyet az L(y, z) = max(0, |y − z| − ²) kifejeze´s definia´l.
Ekkor algebrai a´talak´ıta´sok uta´n a ko¨vetkezo˝ dualis kvadratikus programoza´si feladathoz jutunk:
L(α, α∗, β) = −1
2
(α− α∗)TK(α− α∗)− (α− α∗)TK2Aiβ
− 1
2
βTAiK
3Aiβ + (α− α∗)T y − ²(α+ α∗)T e→ max
s.t. 0 ≤ αi, α∗i ≤ C ∀i.
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A.4 KADE: a´tlagos deriva´ltbecslo˝ elja´ra´s kernelekkel
Tegyu¨k fel, hogy az ismeretlen f regressziona´lando´ fu¨ggve´ny a ko¨vetkezo˝ alakban ı´rhato´
f(x) = f0(Bx), (14)
ahol B ∈ Rm×d, m¿ d e´s BBT = Im. A fenti defin´ıcio´ban f0 egy u´n. ko¨zvet´ıto˝ fu¨ggve´ny. A ce´lunk
egy releva´ns m-dimenzio´s S = =BT alte´r megtala´la´sa, ahol a regresszio´ elve´gze´se hate´konyabb
[19]. Az atlagos deriva´ltbecslo˝ elja´ra´s alapo¨tlete a ko¨vetkezo˝: tekintsu¨k f deriva´ltja´t minden x ∈ Rd
pontban ekkor az
F (x)
def
= BT f ′0(Bx) (15)
defin´ıcio´val kapjuk, hogy F (x) ∈ S.
Az alapo¨tlet szerint most becsu¨lju¨k az f fu¨ggve´nyt valamely nem parametrikus mo´dszer al-
kalmaza´sa´val. Jelo¨lje ezt fˆ , tova´bba a becsle´sben felhaszna´lt mintapontokat definia´lja x1, . . . , xn.
Most legyen
Fˆ (x) = d/dxfˆ (16)
e´s sza´m´ıtsuk ki a saja´te´rte´k-saja´tvektor felbonta´sa´t az
M =
∑
i
Fˆ (xi)Fˆ (xi)
T . (17)
ma´trixnak. Ha Fˆ = F , akkor ko¨nnyen la´thatjuk, hogy az M ma´trixnak csak az elso˝ m saja´te´rte´ke
ku¨lo¨nbo¨zik nulla´to´l. Mivel Fˆ csak egy ko¨zel´ıte´se F -nek azt va´rhatjuk, hogy M -nek m-ne´l to¨bb nem
ze´rus saja´tvektora lesz. A mo´dszer gyakorlati alkalmaza´sa sora´n a spektrumban egy jelento˝sebb ese´s
seg´ıt a releva´ns alte´r dimenzio´ja´nak meghata´roza´sa´t.
A kernel ge´pek alkalmaza´sa´t javasoljuk az f becsle´se´re, azaz fˆ elo˝a´ll´ıta´sa´ra. Az ı´gy kialakult
mo´dszertant kernel a´tlagos deriva´ltbecslo˝ elja´ra´snak (KADE) nevezzu¨k. A kernel mo´dszerek im-
planta´la´sa´t az ADE elja´ra´sba az a ge´pi tanula´sban sze´lesko¨rben elfogadott ne´zet induka´lja, hogy
ezek az elja´ra´sok keve´sbe´ e´rze´kenyek az input te´r dimenzio´ja´ra. A mo´dszerek ezen tulajdonsa´ga a
KADE elja´ra´s iterat´ıv alkalmaza´sa´na´l pe´lda´ul egy fontos szempont lehet.
A.5 Hipers´ık alapu´ klasszifika´cio´
A hipers´ık alapu´ klasszifika´cio´s mo´dszerek la´tszo´lag gyenge aproximatornak tu¨nnek a pozit´ıv es negat´ıv
oszta´lyok elva´laszta´sa szempontja´bo´l. Hiszen kis dimenzio´s te´rben ko¨nnyen definia´lhato´k olyan minta-
halmazok, ahol a linea´ris elva´laszta´s nem mu¨ko¨dik. A kernel o¨tlet azonban e´ppen ezt a limitet oldja
fel es eze´rt u´jra fontossa´ va´lt a hipers´ık alapu´ mo´dszerek vizsga´lata.
Nagyon ro¨viden ha´rom mo´dszert mutatunk be. Az elso˝ a hipers´ıkos klasszifika´cio´t vesztese´gfu¨ggve´-
nyekkel bo˝v´ıti ki, a ma´sodik mo´dszer a regresszio´ formalizmusa´t haszna´lja fel klasszifika´cio´ra az
irodalomban ismertto˝l ku¨lo¨nbo¨zo˝ mo´don. A harmadik elja´ra´s a mo´dszercsala´d tala´n legfontosabb
eredme´nye, a ’Minor Component Classifier (MCC)’, amely az input es output te´r egy ko¨zo¨s te´rben
to¨rte´no˝ kezele´se´vel ve´gez klasszifika´cio´t.
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A kernel o¨tlet alkalmaza´sa uta´n a ko¨vetkezo˝ formula´kat kapjuk:
a) Linea´ris klasszifika´cio´ vesztese´gfu¨ggve´nyekkel a kernel tulajdonsa´g te´rben:
min
α
n∑
i=1
g
yi n∑
j=1
αik
((
xi
1
)
,
(
xj
1
)), (18)
ahol g egy vesztese´gfu¨ggve´ny, k pedig egy kernel. A megolda´s hate´konyan Newton vagy kva´zi-Newton
mo´dszerekkel hata´rozhato´ meg.
b) Linea´ris regresszio´ klasszifika´cio´hoz: a do¨nte´si felu¨letet a ko¨vetkezo˝ kifejeze´s definia´lja egy tetszo˝leges
z minta´ra:
sign
(
(zT 1)X1(K
TK)+KTY
)
, (19)
ahol
X1 =
x
T
1 1
...
...
xTn 1
 e´s Kij = k((xi
1
)
,
(
xj
1
))
. (20)
c) A ’Minor Component Classifier’ alakja a ko¨vetkezo˝:
min
β
βT K¯K¯β
βT K¯β
, (21)
ahol a K¯ ma´trix a kiterjesztett mintavektorok pa´ronke´nti skala´rszorzata´val definia´lt:
K¯ij = k

xiyi
1
 ,
xjyj
1

 . (22)
A (21)-es feladat megolda´sa a
K¯K¯β = λK¯β (23)
saja´te´rte´k-saja´tvektor proble´ma legkisebb nem trivia´lis saja´te´rte´ke´het tartozo´ saja´tvektora´nak meghata´-
roza´sa´val to¨rte´nik.
A.5 Konvex ge´pek
Tekintsu¨k isme´t a klasszifika´cio´ feladata´t. Legyen adott n minta az Rm feletti X kompakt halmazon.
A minta´kat jelo¨lje´k az x1, . . . ,xn vektorok, minden egyes xi minta´ra legyen definia´lt annak oszta´lya.
Az oszta´lyc´ımke´k a´ltala´ban c oszta´lyos feladat esete´n az {1, . . . , c} halmazbo´l keru¨lnek ki e´s szoka´s
szerint y1, . . . , yn jelo¨li. Mivel a to¨bboszta´lyos proble´ma´k visszavezetheto˝k ke´toszta´lyos feladatokra
csak ez uto´bbival foglalkozunk [12; 34]. Az oszta´lyc´ımke´ket – szinte´n az a´ltala´nos jelo¨le´srendszert
ko¨vetve – c = 2 esete´n praktikusan -1, +1-re mo´dos´ıtjuk az egyszeru˝bb ı´ra´smo´d kedve´e´rt.
Legyen V a valo´s fu¨ggve´nyek vektortere. S ⊂ V pedig a fu¨ggve´nyek egy kiva´lasztott halmaza:
S = {f1(x), . . . , fk(x)}, fi : X → R. (24)
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Span(S) jelo¨lje az S elemei a´ltal kifesz´ıtett linea´ris teret:
Span(S) =
{
fα : X → R | fα(x) =
k∑
i=1
αifi(x), x ∈ X , α ∈ Rk
}
. (25)
A klasszifika´cio´ feladata´t a ko¨vetkezo˝ optimaliza´cio´s proble´ma´val definia´ljuk:
min
fα(x)∈Span(S)
Ex,yL(fα(x), y), (26)
ahol L egy vesztese´gfu¨ggve´ny, az fα(x) prediktor mino˝se´ge´t me´ri, E pedig a va´rhato´ e´rte´k opera´tor
(x, y) felett.
Az (26)-os egyenlet egy lehetse´ges megszor´ıta´sa a ko¨vetkezo˝:
min
fα(x)∈Box(S,B)
Ex,yH(yifα(xi)). (27)
Itt az L(fα(x), y) -ro˝l felteszzu¨k, hogy H(yifα(xi)) alakban a´ll elo˝, ahol H : R → R egy ke´tszer
folytonosan differencia´lhato´, nemnegat´ıv, cso¨kkeno˝, konvex fu¨ggve´ny. Box(S,B) tova´bba´ a Span(S)
megszor´ıta´sa egy ’te´glatest’ t´ıpusu´ tartoma´nyra. Legyen B = B1 × · · · × Bn ⊆ Rn nem u¨res interval-
lumok szorzata. Ekkor
Box(S,B) =
{
fα : X → R | fα(x) =
k∑
i=1
αifi(x), x ∈ X , α ∈ B
}
. (28)
A fu¨ggve´nyapproxima´cio´ feladata ritka minta´k esete´n egy aluldefinia´lt feladat [32], ma´r eddig is
ke´t ku¨lo¨nbo¨zo˝ megszor´ıta´st kellett tennu¨nk a prediktor fu¨ggve´ny alakja´ra: i) fα(x)-t ba´zisfu¨ggve´nyek
ve´ges linea´ris kombina´cio´ja´nak alakja´ban keressu¨k, ii) a linea´ris kombina´cio´ komponensei egy-egy
ro¨gz´ıtett intervallumba esnek. A regulariza´cio´s elme´let [7; 29] egy tova´bbi praktikus megszor´ıta´st
induka´l. Nevezetesen hozza´adunk a ce´lfu¨ggva´nyhez egy regulariza´cio´s tagot:
min
fα(x)∈Box(S,B)
Ex,yH(yifα(xi)) + λ‖α‖2A, (29)
ahol λ > 0 e´s A ∈ Rk×k egy tetszo˝leges szimmetrikus pozit´ıv definit ma´trix. Ezt a formalizmust
’Konvex ge´peknek’ (Convex Machines - CM) nevezzu¨k.
A.5 Alapveto˝ heurisztika´k ba´zisfu¨ggve´ny szelekcio´hoz
Egy CM modell a´ltal elo˝a´ll´ıtott diszkriminat´ıv hiperfelu¨let
{z |
k∑
j=1
αjfj(z) = γ, z ∈ X}, f : X → R. (30)
alakban ı´rhato´ fel ro¨gz´ıtett γ ∈ R ku¨szo¨bsza´mra. A modell kie´rte´kele´sekor az o¨sszegbo˝l elhagyhato´ak
az αj = 0 egyu¨tthato´val szereplo˝ elemi elva´laszto´ fu¨ggve´nyek. A megmaradt tagok definia´lja´k a CM
ta´rkomplexita´sa´t, ritkasa´ga´t. Terme´szetesen mine´l to¨bb az elhagyhato´ elem, anna´l gyorsabb lesz a CM
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modell kie´rte´kele´se, leheto˝se´get teremtve a gyors va´laszideju˝ alkalmaza´sokban to¨rte´no˝ felhaszna´la´sra.
Az egyu¨tthato´k e´rte´ke´t azonban a feladat optima´lis megolda´sa hata´rozza meg, amelyre ritkasa´g szem-
pontja´bo´l ko¨zvetlen hata´ssal nem lehet e´lni a parame´tereken keresztu¨l, a teljes´ıtme´ny romla´sa ne´lku¨l.
A megolda´s ritkasa´ga´nak kontrolla´la´sa ve´gett korla´tozzuk az elemi elva´laszto´ fu¨ggve´nyek sza´ma´t,
azaz a CM modell e´rtelmeze´si tartoma´nya´t
k∑
i=1
|sign(αi)| ≤ q (31)
felte´tellel szu˝k´ıtju¨k le. Egy ilyen tipusu´ megszor´ıta´s se´rti a tartoma´ny za´rt e´s konvex tulajdonsa´ga´t,
ı´gy a feladat kombinatorikus u´ton to¨rte´no˝ megolda´sa´ra ke´sztet. Ce´lunk a lehetse´ges elemi elva´laszto´
fu¨ggve´nyeknek azt a q sza´mossa´gu´ re´szhalmaza´t kiva´lasztani, amellyel a klasszifika´cio´s feladat a legjob-
ban oldhato´ meg. Ez a proble´ma NP nehe´z [5], ı´gy heurisztika´k alkalmaza´sa keru¨l elo˝te´rbe, amelyek
e´pu¨lhetnek a saja´t ce´lfu¨ggve´nyu¨kre, vagy a CM modell elte´ro˝ parame´tereze´su˝ mu˝ko¨dtete´se´re is. A
tova´bbiakban ezeket tekintju¨k a´t.
A ko¨vetkezo˝kben olyan elja´ra´sokkal foglalkozunk, amelyek egy q elemu˝ re´szhalmaz kiva´laszta´sa
sora´n nem a CM modell ce´lfu¨ggve´nye´t haszna´lja´k fel.
RANDOM A legegyszeru˝bb strate´gia a ve´letlen mintava´laszta´s, amikor a k ba´zisfu¨ggve´nybo˝l q elemu˝
ve´letlen minta´t veszu¨nk. Az elja´ra´s nem rendelkezik ce´lfu¨ggve´nnyel, ı´gy to¨bbszo¨ri ve´grehajta´s
uta´n az ado´do´ legjobb minta´t tartjuk meg.
MGRAMM A CMmodell a ba´zisfu¨ggve´nyek egy linea´ris kombina´cio´ja´val ko¨zel´ıti az optima´lis elva´laszto´-
felu¨letet. Eze´rt a ko¨zel´ıte´st elegendo˝ elve´gezni a ba´zisfu¨ggve´nyek tere´nek egy tetszo˝leges ba´zisa´n,
amit pe´lda´ul Gramm-Schmidt ortogonaliza´cio´val kaphatunk meg. A ba´zis sza´mossa´ga a fu¨ggve´ny-
halmaz rangja, ami tu´lle´pheti a kiva´lasztani k´ıva´nt q elemet. Ma´sre´szro˝l az elja´ra´s egy orto-
gona´lis fu¨ggve´nyrendszert a´ll´ıt elo˝ az eredeti ba´zisfu¨ggve´nyek linea´ris kombina´cio´ival, az egyes
fu¨ggve´nyek kiva´laszta´sa helyett.
Eze´rt egy olyan iterat´ıv kiva´laszta´si strate´gia´t definia´lunk, amely a Gramm-Schmidt ortogo-
naliza´cio´ egy mo´dos´ıtott va´ltozata´ra e´pu¨l. Minden le´pe´se´ben a lehetse´ges fu¨ggve´nyek ko¨zu¨l azt
va´lasztjuk, amely marade´ktagja´nak norma´ja maxima´lis. Az elja´ra´s eredme´nye nem maga az orto-
gona´lis fu¨ggve´nyrendszer lesz, hanem azon ba´zisfu¨ggve´nyek, amelyek linea´ris kombina´cio´jake´nt
fele´pu¨lnek az ortogonaliza´cio´ sora´n kialak´ıtott fu¨ggve´nyek.
Tegyu¨k fel, hogy az elemi elva´laszto´fu¨ggve´nyek az L2 te´r elemei, ı´gy a skala´rszorza´s a szorzatfu¨gg-
ve´ny integra´lja´val sza´m´ıthato´. Ha az integra´l kisza´m´ıta´sa´ra nincs leheto˝se´g, akkor a ko¨vetkezo˝
ko¨zel´ıte´ssel e´lu¨nk az algoritmus sora´n:
〈f, g〉 =
n∑
i=1
f(xi)g(xi) f, g : X → R. (32)
CORR Az MGRAMMmo´dszerhez hasonlo´ elja´ra´st kaphatunk, ha az itera´cio´ sora´n az u´j ba´zisfu¨ggve´nyt
u´gy vesszu¨k be a kiva´lasztott ba´ziselemek lista´ja´ba, hogy az a ma´r kora´bban kiva´lasztott ele-
mekre leginka´bb mero˝leges legyen. A CORR mo´dszer ennek a me´rte´ke´t a kiva´lasztott elemekkel
to¨rte´no˝ mero˝legesse´g ne´gyzete´nek o¨sszege´vel definia´lja.
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A.6 Komplex heurisztika´k ba´zisfu¨ggve´ny szelekcio´hoz
A me´rte´k alapu´ re´szhalmaz-kiva´laszta´si proble´ma a mesterse´ges intelligencia ma´s teru¨letein is elo˝fordul,
ilyen teru¨let pe´lda´ul a tulajdonsa´g szelekcio´. Itt a mintapontok m dimenzio´ja´bo´l kell azt az r kom-
ponenst kiva´lasztani, amellyel a klasszifika´cio´ a legjobban megoldhato´ az adott ge´pi tanula´si algorit-
mussal [24]. A teru¨leten kidolgozott algoritmusok felhaszna´lhato´ak az elemi szepara´torfu¨ggve´nyek q
elemu˝ re´szhalmaza´nak kiva´laszta´sa´ra is, ha a me´rte´ket a CM modell ce´lfu¨ggve´nye´vel helyettes´ıtju¨k.
SFS A Sequential Forward Selection (SFS) algoritmus a me´rte´k minimaliza´la´sa´nak egy moho´ megko¨ze-
l´ıte´se. Az u¨res halmazbo´l kiindulva minden le´pe´sben a loka´lisan optima´lis elemmel bo˝v´ıti az
indexhalmazt, visszale´pe´sek ne´lku¨l.
PTA Az SFS algoritmus szekvencia´lis mu˝ko¨de´su˝, azaz a megelo˝zo˝ le´pe´sek loka´lis optimum alapu´
va´laszta´sa´nak kihata´sait a ke´so˝bbi le´pe´sekben nem lehet korriga´lni. A proble´ma felolda´sa´nak
egyik leheto˝se´ge a Plus l Take Away r (PTA(l,r)) megko¨zel´ıte´s. Minden l SFS tipusu´ bo˝v´ıte´si
le´pe´s uta´n r elemet elta´vol´ıtunk szekvencia´lisan u´gy, hogy a me´rte´k e´rte´ke minden le´pe´sben a
loka´lis optimumba keru¨ljo¨n.
SFFS A PTA elja´ra´s mu˝ko¨de´se sora´n l bo˝v´ıte´si le´pe´st mindig r szu˝k´ıte´si ko¨veti. Emiatt elo˝fordulhat,
hogy akkor is ve´grehajtunk szu˝k´ıte´si le´pe´st, amikor az elo˝a´llo´ megolda´s rosszabb me´rte´kkel
rendelkezik, mint az eddigi vele megegyezo˝ sza´mossa´gu´. Ford´ıtott helyzet is ado´dhat, azaz nem
szu˝k´ıtu¨nk, miko¨zben jobb me´rte´kkel rendelkezo˝ megolda´st kapna´nk adott szinten. Ezt ku¨szo¨bo¨li
ki a Sequential Forward Floating Selection (SFFS) algoritmus, amely minden SFS tipusu´ bo˝v´ıte´si
le´pe´s uta´n addig ta´vol´ıt el elemeket szekvencia´lisan, am´ıg a me´rte´k adott szinten meghaladja
az eddigi legjobbat.
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