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La formule des traces pour les reveˆtements de groupes re´ductifs
connexes. I.
Le de´veloppement ge´ome´trique fin
Wen-Wei Li
Re´sume´
On e´tudie la partie spe´cifique de la formule des traces d’Arthur-Selberg pour certains
reveˆtements des groupes re´ductifs connexes. Comme un premier pas vers la formules des
traces invariante, on exprime le coˆte´ ge´ome´trique en termes des inte´grales orbitales ponde´re´es.
Les re´sultats s’appliquent, en particulier, aux reveˆtements construits par Brylinski et De-
ligne.
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1 Introduction
Motivation La the´orie des repre´sentations automorphes des groupes re´ductifs connexes a
depuis longtemps e´te´ l’objet de travaux intensifs, et la formule des traces d’Arthur-Selberg s’est
ave´re´e un outil indispensable. Or certaines questions arithme´tiques nous obligent a` conside´rer
non seulement les groupes re´ductifs connexes, mais aussi leurs reveˆtements finis qui ne sont pas
alge´briques. Cet article fait partie d’un projet consistant a` e´tendre les travaux d’Arthur aux
reveˆtements.
Historiquement, Flicker et Kazhdan [15, 16] ont de´ja` utilise´ une forme simple de la formule
des traces sur les reveˆtements me´taplectiques de GL(n). Mezo [25, 24] reprenait leur travail a`
l’aide de la formule des traces invariante d’Arthur. Malheureusement ils ne conside`rent pas les
autres reveˆtements. De plus, vu la profondeur des travaux d’Arthur sur la formule des traces
invariante [6, 7], les justifications donne´es dans [25] ne sont peut-eˆtre pas suffisantes.
Passons en revue le cas des groupes re´ductifs connexes. Soient F un corps de nombres et
G un F -groupe re´ductif connexe. De´signons A = AF l’anneau des ade`les de F . On sait de´finir
le sous-groupe G(A)1 ⊂ G(A) (voir §3.4). Fixons un sous-groupe de Le´vi minimal M0 et un
sous-groupe compact maximal K de G(A) en bonne position relativement a` M0. Grosso modo,
la formule des traces “grossie`re” d’Arthur [1, 2] est une e´galite´ des fonctionnelles line´aires sur
C∞c (G(A)
1) (que l’on appelle aussi “distributions”, par abus de terminologie)
J :=
∑
o
Jo =
∑
χ
Jχ,
ou` o (resp. χ) indexe des donne´es ge´ome´triques (resp. spectrales). Les donne´es o sont faciles
a` de´crire : elles correspondent aux classes de conjugaison semi-simples dans G(F ). Le terme
correspondant a` la classe {1} est note´ Junip et s’appelle le terme unipotent. Les donne´es χ
correspondent, en gros, aux repre´sentations automorphes cuspidales sur les sous-groupes de Le´vi
semi-standards modulo l’action du groupe deWeyl deG. Cette formule grossie`re est relativement
facile a` adapter aux reveˆtements (voir §6.1).
Avant d’obtenir la formule des traces invariante, il faut d’abord de´velopper les distribu-
tions Jo (resp. Jχ) en termes des inte´grales orbitales ponde´re´es (resp. caracte`res ponde´re´s),
et le re´sultat s’appelle le de´veloppement ge´ome´trique (resp. spectral) fin. En sommant les
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de´veloppements fins pour chaque Jo, le de´veloppement ge´ome´trique fin prend la forme (cf.
[5])
J(f) =
∑
M
|WM0 ||W
G
0 |
−1
∑
γ∈(M(F ))M,S
aM (S, γ˙)JM (γ˙, f), f ∈ C
∞
c (G(A)
1),
ou`
– M parcourt les sous-groupes de Le´vi semi-standards de G ;
– WM0 est le groupe de Weyl de M ;
– S est un ensemble fini de places de F suffisamment grand relativement a` f ;
– (M(F ))M,S est l’ensemble des classes de (M,S)-e´quivalence (voir 6.5.1) ;
– le symbole pointe´ γ˙ signifie que l’on choisit une mesure invariante sur la classe de conju-
gaison de γ dans M(FS) ;
– aM (S, γ˙) s’appelle le coefficient de ce de´veloppement en γ˙, qui est un objet global ;
– JM (γ˙, f) est l’inte´grale orbitale ponde´re´e de f en γ˙, qui est un objet local.
C’est ce qui est proble´matique pour les reveˆtements. Le principal but de cet article est
un de´veloppement ge´ome´trique fin pour les reveˆtements. Quoique le re´sultat 6.5.9 a l’air tre`s
similaire, sa formulation ainsi que sa de´monstration ne´cessitent des modifications inattendues.
Pre´cisons.
Reveˆtements Avant d’entamer ce projet, il faut bien suˆr signaler une classe convenable de
reveˆtements. Soit F un corps local ou global, toujours suppose´ de caracte´ristique nulle dans cet
article. Soit G un F -groupe re´ductif connexe. Notons A := F si F est local et A := A si F est
global, alors G(A) est muni d’une topologie de´duite de celle de A. En premier lieu, on conside`re
des extensions centrales finies topologiques de G(A), a` savoir
1→ N → G˜
p
→ G(A)→ 1
ou` N est un groupe abe´lien fini. Les repre´sentations de G˜ se de´composent selon les caracte`res
de N . On fixe un tel caracte`re ξ : N → m, ou` m ∈ Z≥1 et m := {ε ∈ C× : εm = 1}. On
pousse l’extension centrale en avant via ξ. On s’est ainsi ramene´ aux reveˆtements avec N = m,
ce que l’on suppose dore´navant, et les repre´sentations sur lesquelles m (regarde´ comme un
sous-groupe de G˜) ope`re par ε 7→ ε · id. De telles repre´sentations sont dites spe´cifiques. Pour
l’e´tude des repre´sentations spe´cifiques, il suffit de conside´rer les fonctions f sur G˜ telles que
f(εx˜) = ε−1f(x˜) pour tout ε ∈ m, x˜ ∈ G˜ ; de telles fonctions sont dites anti-spe´cifiques.
On montrera qu’un reveˆtement se scinde de fac¸on canonique au-dessus des sous-groupes
unipotents. Lorsque F est global, on suppose de plus qu’un scindage au-dessus de G(F ) est fixe´.
Tel est le formalisme pose´ dans [26] ; on dispose alors de la the´orie de de´composition spectrale
et des se´ries d’Eisenstein. Mentionnons aussi que d’un reveˆtement de G(A) se de´duisent des
reveˆtements de G(Fv), ou` v est une place de F , en prenant la fibre de p au-dessus de G(Fv).
Or ces hypothe`ses ne suffisent pas dans le cas ade´lique. Par exemple, pour avoir un the´ore`me
de de´composition tensorielle des repre´sentations lisses irre´ductibles spe´cifiques, il faut de´finir les
alge`bres de Hecke sphe´riques anti-spe´cifiques en presque toute place et montrer qu’elles sont
commutatives. On posera des conditions (dites “non ramifie´es”) dans §3.1 qui doivent eˆtre
ve´rifie´es en dehors d’un ensemble fini de places Vram contenant les places archime´diennes. Notre
traitement de tels reveˆtements s’inspire beaucoup de [28, 29, 23].
D’apre`s une philosophie bien connue, il faut conside´rer non seulement un reveˆtement p :
G˜ → G(A), mais aussi ses fibres au-dessus des sous-groupes de Le´vi ; on appelle ces fibres les
sous-groupes de Le´vi de G˜. Nos hypothe`ses pour un reveˆtement local, non ramifie´ ou ade´lique
sont pre´serve´es par passage aux sous-groupes de Le´vi de G. De plus, si l’on exige que l’alge`bre de
Hecke sphe´rique anti-spe´cifique d’un reveˆtement non ramifie´ est commutative, et idem pour tous
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les sous-groupes de Le´vi, alors les conditions pose´es dans §3.1 sont bien minimales. Par ailleurs,
nos hypothe`ses sont aussi pre´serve´es par pousser-en-avant le groupe m par un homomorphisme.
En pratique les reveˆtements sont souvent dote´s de structures supple´mentaires. On de´montrera
dans §3.5 que lesK2-torseurs multiplicatifs de Brylinski-Deligne [13], qui ge´ne´ralisent la construc-
tion de Steinberg, Moore et Matsumoto [22], fournissent des reveˆtements ve´rifiant nos hy-
pothe`ses. La de´monstration est base´ sur un re´sultat de Weissman [31].
La formule des traces grossie`re Soit p : G˜ → G(A) un reveˆtement au sens ci-dessus.
Fixons un sous-groupe de Le´vi minimal M0 et un sous-groupe compact maximal K ⊂ G(A)
en bonne position relativement a` M0. Notons G˜
1 := p−1(G(A)1) et C∞c, (G˜
1) l’ensemble des
fonctions anti-spe´cifiques dans C∞c (G˜
1). Comme dans le cas des groupes re´ductifs connexes, on
a la formule des traces grossie`re
J(f) =
∑
o
Jo(f) =
∑
χ
Jχ(f), f ∈ C
∞
c, (G˜
1)
ou` les indices o correspondent aux classes de conjugaison semi-simples dans G(F ) comme
pre´ce´demment, et les indices χ correspondent, en gros, aux repre´sentations automorphes cuspi-
dales spe´cifiques sur les sous-groupes de Le´vi semi-standards de G˜ modulo l’action de WG0 .
Ici on observe une asyme´trie : le coˆte´ ge´ome´trique est indexe´ par toutes les classes de
conjugaison semi-simples dans G(F ), tandis que le coˆte´ spectral ne fait intervenir que les
repre´sentations spe´cifiques. Nous y reme´dierons lors du raffinement.
Raffinement ge´ome´trique Pour un groupe re´ductif connexe G, le raffinement ge´ome´trique
d’un terme Jo repose sur la descente au terme J
Gσ
unip dans la formule des traces grossie`re associe´
au commutant connexe Gσ de σ, ou` σ ∈ o. On exprime J
Gσ
unip en termes des inte´grales orbitales
ponde´re´es unipotentes de´finies dans [8]. Les inte´grales orbitales ponde´re´es satisfont aussi a` une
formule de descente. En comparant ces formules de descente, on exprime Jo en termes des
inte´grales orbitales ponde´re´es sur le meˆme groupe.
Le proce´de´ pour un reveˆtement p : G˜→ G(A) est analogue sauf que le reveˆtement disparaˆıt
apre`s la descente, et le re´sultat n’est plus JGσunip, mais tordu par un certain caracte`re de Gσ(A)
a` cause du fait qu’un e´le´ment dans p−1(Gσ(A)) ne commute pas force´ment avec le rele`vement
de σ dans G˜. Mentionnons que la partie elliptique de la formule des traces “avec un caracte`re”
est beaucoup e´tudie´e (eg. [19]), cependant il nous faut l’autre extreˆme, la partie unipotente.
De meˆme, nous de´finissons les inte´grales orbitales ponde´re´es sur les reveˆtements et leurs
proprie´te´s se de´duisent par descente aux inte´grales orbitales ponde´re´es unipotentes sur un groupe
re´ductif connexe, et la` encore un caracte`re intervient.
Notre me´thode du raffinement est, pour l’essentiel, celle d’Arthur [4, 5]. Or d’une part
l’adaptation au cas avec caracte`re n’est pas toujours triviale, et d’autre part nous avons besoin
de renseignements plus pre´cis sur les coefficients dans le de´veloppement ge´ome´trique fin avec
caracte`re. Cela ne´cessite la longue section §5. Une fois que le formalisme avec un caracte`re
est mis en place, la the´orie sur les reveˆtements en de´coule par descente. L’un des nouveaux
ingre´dients dans le de´veloppement ge´ome´trique fin sur les reveˆtements 6.5.9 est la notion des
bons e´le´ments (voir 2.6.1) ; pourtant c’est difficile de les caracte´riser pour les reveˆtements en
ge´ne´ral. Le re´sultat 6.5.9 s’e´crit
J(f) =
∑
M∈L(M0)
|WM0 ||W
G
0 |
−1
∑
γ∈(M(F ))K,bon
M,S
γ γ˜S
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f),
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ou`
– M , WM0 et S sont pareils que dans le cas des groupes re´ductifs connexes ;
– (M(F ))K,bonM,S est le sous-ensemble de (M(F ))M,S de´fini dans 6.5.2 ; notons que la seule
nouveaute´ est la bonte´, les autres conditions sont implicites dans les travaux d’Arthur (cf.
[10, Lemma 2.1]) ;
– la correspondance γ  γ˜S ∈ M˜S est de´finie 6.5.3, ou` on suppose que γ est un repre´sentant
admissible de la classe de (M,S)-e´quivalence ;
– aM˜ (S, ˙˜γS) est le coefficient de ce de´veloppement en γ˜S ;
– JM˜ (
˙˜γS , f) est l’inte´grale orbitale ponde´re´e anti-spe´cifique en ˙˜γS .
Nous de´montrerons que le produit aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) ne de´pend que de la classe de (M,S)-
e´quivalence et de f . Donc cette expression est loisible.
Notons en passant que la de´monstration sera beaucoup plus simple si l’on conside`re un
reveˆtement tel que deux e´le´ments dans G˜ commutent si et seulement si leurs images par p
commutent. Tel est le cas du reveˆtement me´taplectique de Weil.
Remarquons que notre me´thode permet aussi de raffiner le coˆte´ ge´ome´trique de la formule des
traces avec caracte`re pour un groupe re´ductif connexe (voir l’exemple 5.7.2). Une ge´ne´ralisation
aux groupes tordus aura un inte´reˆt arithme´tique.
Structure de cet article Dans §2, nous de´finissons les reveˆtements dans le cas local, mettons
en place le formalisme de base de l’analyse harmonique et fixons les notations. Le traitement
n’est nullement original, mais nous essayons de travailler dans un cadre ge´ne´ral : il n’y a aucune
hypothe`se sur le de´ploiement, la connexite´ simple du groupe ou sur les racines d’unite´ du corps
en question.
Dans §3, nous e´tudions les reveˆtements “non ramifie´s”, e´tablissons un isomorphisme de
Satake et puis de´finissons les reveˆtements ade´liques. Afin de supporter nos hypothe`ses, nous
de´montrons que lesK2-torseurs multiplicatifs de Brylinski-Deligne [13] fournissent de tels reveˆtements
ade´liques.
La section §4 ne sert qu’a` fixer les notations sur les fonctions combinatoires de Langlands
et les (G,M)-familles.
Dans §5, nous e´tudions le coˆte´ ge´ome´trique de la formule des traces grossie`re avec un
caracte`re. Apre`s l’e´tude des inte´grales orbitales ponde´re´es avec caracte`re, nous obtenons le
de´veloppement ge´ome´trique fin dans ce contexte. Enfin, nous e´tudions diverses proprie´te´s des
coefficients dans le de´veloppement fin, qui serviront a` remonter ce de´veloppement au reveˆtement.
Dans §6, nous mettons en place d’abord la formule des traces grossie`re pour les reveˆtements.
Puisque des structures analogues sont de´ja` pre´sentes dans §6.1, nous proce´dons rapidement.
Ensuite, nous de´finissons les inte´grales orbitales ponde´re´es anti-spe´cifiques. Le de´veloppement
ge´ome´trique fin de´coule d’une re´duction au cas unipotent. Nous donnons aussi des formules
pour les coefficients similaires a` celles d’Arthur.
Une grande partie de ce travail consiste en des paraphrases des travaux d’Arthur. Vu
l’e´paisseur des ses articles, on se contentera souvent d’indiquer les modifications ne´cessaires.
Remerciements Je tiens a` remercier Jean-Loup Waldspurger pour avoir attentivement lu le
manuscrit de cet article et d’avoir signale´ des erreurs et inexactitudes.
Conventions Les sche´mas en groupes sur une base S sont de´signe´s par les symboles G,
M etc. Leurs alge`bres de Lie sont de´signe´es par g, m etc. Le centre de G est note´ ZG, le
centralisateur d’un sous-sche´ma en groupes H (resp. d’un S-point x) est note´ ZG(H) (resp.
ZG(x)) ; le normalisateur de H est note´ NG(H). Soit T un S-sche´ma, l’ensemble des T -points
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d’un S-sche´ma X est de´signe´ par X(T ). Lorsque T = SpecA ou` A est une alge`bre, on e´crit
aussi X(A) au lieu de X(T ). Si A est muni d’une topologie, on munit X(A) de la topologie
induite.
Soit F un corps, on fixe une cloˆture alge´brique F¯ de F . Soit G un F -groupe alge´brique.
On de´signe l’ensemble des e´le´ments semi-simples dans G(F ) par G(F )ss. Soit x ∈ G(F ), on
pose Gx := ZG(x) le commutant de x dans G, et Gx de´signe la composante neutre de G
x.
On dit que x ∈ G(F )ss est re´gulier (resp. fortement re´gulier) si Gx (resp. G
x) est un tore. On
de´signe la sous-varie´te´ des e´le´ments semi-simples re´guliers par Greg. La sous-varie´te´ des e´le´ments
unipotents dans G est de´signe´e par Gunip. De meˆme, pour l’alge`bre de Lie g, on a la sous-varie´te´
greg des e´le´ments re´guliers semi-simples et le coˆne nilpotent gnil.
On de´signe le sous-groupe de´rive´ (sche´matique) de G par Gder et le groupe adjoint par
GAD. Si G est re´ductif et connexe, on de´signe le reveˆtement simplement connexe de Gder par
π : GSC → Gder.
On dit que deux e´le´ments x, y ∈ G(F ) sont ge´ome´triquement conjugue´s s’ils sont conjugue´s
par un e´le´ment dans G(F¯ ). On de´finit ainsi les classes de conjugaison ge´ome´triques dans G(F ).
Soit F un corps complet a` valuation discre`te. On utilise toujours la valuation normalise´e v
de sorte que v(F ) = Z. L’anneau des entiers est note´ oF et l’ide´al maximal est note´ par pF . Soit
F un corps global, on prend les valeurs absolues | · |v de fac¸on usuelle en chaque place v de telle
sorte que
∏
v |x|v = 1 pour tout x ∈ F
×.
Pour deux e´le´ments u, v dans un groupe quelconque, leur commutateur est de´fini comme
[u, v] := u−1v−1uv.
On de´signe la fonction modulaire d’un groupe topologique A par δA(·). On de´signe la mesure
d’un espace mesurable E par mes(E).
2 Reveˆtements locaux
2.1 Ge´ne´ralite´s
Soient F un corps local de caracte´ristique nulle et M un F -groupe alge´brique affine. Un
reveˆtement de M(F ) a` m feuillets (ou` m ∈ Z \ {0}) est une extension centrale de groupes
topologiques
1→ m → M˜
p
−→M(F )→ 1,
ou` m := {ε ∈ C× : εm = 1}. Alors M˜ est unimodulaire si M(F ) l’est. Si F est archime´dien,
alors M˜ appartient a` la classe de Harish-Chandra. De plus, si F = C alors p provient d’un
reveˆtement e´tale de C-groupes alge´briques affines ([17] Exp XII, 5.1). Si F est non archime´dien,
alors M˜ est un groupe localement profini. Cela permet de parler de repre´sentation lisses, ad-
missibles etc. On dit que p est mode´re´ si F est non archime´dien de caracte´ristique re´siduelle q
premie`re a` m. Nous adoptons la convention de doter les e´le´ments dans M˜ d’un ∼, par exemple
x˜, et de´signons son image dans M(F ) par le symbole sans ∼, par exemple x = p(x˜).
Remarquons que M(F ) agit sur M˜ par conjugaison : de chaque x ∈ M(F ) se de´duit un
homomorphisme m˜ 7→ x−1m˜x de M˜ . Sauf mention expresse du contraire, un reveˆtement signifie
un reveˆtement d’un groupe re´ductif connexe.
Notons ̂m := Hom(m,C×).
Pour un reveˆtement a` m feuillets p : M˜ →M(F ), on peut de´finir les objets spe´cifiques et anti-
spe´cifiques selon l’action de m, dote´s de l’indice − et respectivement, ou plus ge´ne´ralement les
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objets e´quivariants par rapport a` certain e´le´ment dans ̂m. Plus pre´cise´ment, soit χ− l’inclusion
m →֒ C× ; pour tout χ ∈ ̂m, posons
C∞c,χ(M˜) := {f ∈ C
∞
c (M˜ ) : ∀ε ∈ m,∀x˜ ∈ M˜, f(εx˜) = χ(ε)f(x˜)},
C∞c,−(M˜) := C
∞
c,χ−,
C∞c, (M˜) := C
∞
c,χ−1−
.
Notons Π(M˜ ) l’ensemble de classes d’e´quivalences de repre´sentations admissibles irre´ductibles
de M˜ , posons
Πχ(M˜ ) := {π ∈ Π(M˜ ) : ∀ε ∈ m, π(ε) = χ(ε)id},
Π−(M˜ ) := Πχ−(M˜),
Π (M˜ ) := Πχ−1−
(M˜ ).
De meˆme, on de´finit l’ensemble Π2(M˜ ) (resp. Πtemp(M˜ ), Πunit(M˜ )) de repre´sentations de la
se´rie discre`te (resp. tempe´re´es, unitaires) de M˜ , et on rajoute les indices −, ou χ ∈ ̂m pour
signifier l’e´quivariance.
On a une de´composition canonique C∞c (M˜) =
⊕
χ∈̂m
C∞c,χ(M˜ ). Cela permet aussi de parler
de l’e´quivariance de distributions de sorte qu’une fonction χ-e´quivariante localement inte´grable
fournit une distribution χ-e´quivariante. L’e´tude des repre´sentations sur les reveˆtements se
rame`ne, pour l’essentiel, a` l’e´tude des repre´sentations spe´cifiques.
Remarque 2.1.1. Pour l’e´tude de repre´sentations χ-e´quivariantes sur M˜ , il suffit de conside´rer
les fonctions test χ¯-e´quivariantes. En effet, supposons fixe´e une mesure de Haar sur M˜ . Soient
χ, ξ ∈ ̂m. Pour tout π ∈ Πχ(M˜) et f ∈ C∞c,ξ(M˜), l’ope´rateur
π(f) =
∫
M˜
f(m˜)π(m˜) dm˜
est nul sauf si ξ = χ¯.
2.2 Scindage unipotent
Conservons les notations pre´ce´dentes.
Proposition 2.2.1. Il existe une seule section continue s :Munip(F )→ M˜ de p telle que
– pour tout sous-groupe unipotent U de M de´fini sur F , s|U(F ) est un homomorphisme ;
– s est invariant par conjugaison.
De´monstration. C’est contenu dans [26, A.1]. Donnons une preuve directe pour le cas de ca-
racte´ristique nulle. L’exponentielle fournit un F -isomorphisme de varie´te´s alge´briques
exp : mnil →Munip.
Pour tout x = exp(X) dans Munip(F ), prenons x˜
′ un rele`vement quelconque de exp
(
X
m
)
. Alors
s(x) := (x˜′)m ∈ p−1(x) est canoniquement de´fini ; en particulier s est invariant par conjugaison.
On ve´rifie aise´ment la continuite´ de s.
Soit U un sous-groupe unipotent de M , alors U(F ) est divisible et sans torsion. D’apre`s la
construction ci-dessus, p se scinde au-dessus de U(F ) si et seulement si s|U(F ) est un homomor-
phisme ; de plus, dans ce cas-la` s|U(F ) est l’unique scindage.
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Montrons que p se scinde au-dessus de U(F ). Si U est commutatif, alors s est un homomor-
phisme d’apre`s la construction, d’ou` le scindage. En ge´ne´ral, les reveˆtements a` m feuillets de
U(F ) sont classifie´s par H2(U(F ),m) (la cohomologie continue) et il suffit de montrer que ce
H2 est trivial. Supposons que dimU ≥ 1. Il existe un sous-groupe alge´brique distingue´ U1 ⊳ U
tel que dimU1 < dimU et U/U1 est commutatif. Rappelons que U(F )/U1(F ) = (U/U1)(F ) car
H1(F,U1) = 0. Pour tout F -groupe unipotent U
′, on a H1(U ′(F ),m) = 0. D’ou` la suite exacte
de restriction-inflation
0→ H2((U/U1)(F ),m)→ H
2(U(F ),m)→ H
2(U1(F ),m),
ce qui entraˆıne que H2(U(F ),m) = 0 par re´currence. Par conse´quent s|U(F ) est un homomor-
phisme. Comme Munip(F ) est la re´union des U(F ), cela caracte´rise s.
Ce scindage canonique s’appelle le scindage unipotent. Identifions de´sormaisMunip(F ) comme
un sous-ensemble de M˜ via s. Cela permet de ge´ne´raliser la de´composition de Jordan.
Proposition 2.2.2. Pour tout x˜ ∈ M˜ , il existe σ˜ ∈ M˜ et u ∈ Munip(F ) tels que σ est semi-
simple et x˜ = σ˜u = uσ˜. Cette de´composition est unique.
On dit que σ˜ (resp. u) est la partie semi-simple (resp. unipotente) de x˜.
De´monstration. Soit x = σu = uσ la de´composition de Jordan dans M(F ) avec σ ∈M(F )ss et
u ∈ Munip(F ). Prenons l’unique σ˜ ∈ p
−1(σ) de sorte que x˜ = σ˜u. L’unicite´ de (σ˜, u) provient
de celle de (σ, u). De plus, on a σ˜u = uσ˜ par l’invariance du scindage unipotent, d’ou` le re´sultat
cherche´.
Corollaire 2.2.3. Soit x˜ = σ˜u la de´composition de Jordan. Soit y˜ ∈ M˜ , alors y˜ commute a` x˜
si et seulement si y˜σ˜ = σ˜y˜ et yu = uy.
De´monstration. Cela re´sulte de l’unicite´ de la de´composition de Jordan et l’invariance du scin-
dage unipotent.
2.3 Sous-groupes de Le´vi et paraboliques
Passons en revue la description des sous-groupes paraboliques. Les de´tails se trouvent dans
[11, §5]. Soit F un corps quelconque et G un F -groupe re´ductif connexe. Fixons un sous-groupe
de Le´vi minimal M0 de G : c’est le centralisateur d’un F -tore de´ploye´ maximal A0. Un sous-
groupe de Le´vi M est dit semi-standard siM ⊃M0, un sous-groupe parabolique P est dit semi-
standard si P ⊃ A0. Tout sous-groupe parabolique semi-standard P admet une de´composition
de Le´vi canonique P =MPUP avec MP semi-standard et UP le radical unipotent de P . Notons
P =MPUP le sous-groupe parabolique oppose´ de P .
Pour un sous-groupe de Le´vi semi-standard M , de´finissons les ensembles finis suivants
L(M) := {les Le´vis contenant M},
P(M) := {les paraboliques dont M est un facteur de Le´vi},
F(M) := {les paraboliques contenant M}.
Nous indiquons le groupe ambiant G en exposant dans ces notations : LG(M), PG(M),
FG(M) lorsqu’il y a crainte de confusion.
Notons AM le F -tore central de´ploye´ maximal dans M . Si P ∈ P(M), notons AP := AM .
Posons aussi X∗(M) := Homalg(M,Gm) et aP = aM := Hom(X∗(M),R). Relativisons ces
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constructions. Pour tous L,M semi-standards tels que L ⊃ M , on sait de´finir les R-espaces
vectoriels de dimension finie aLM avec une suite exacte courte scinde´e canonique
0→ aL → aM ⇆ a
L
M → 0.
Ainsi, on regarde aLM comme sous-espace de a0. En dualisant, on en de´duit des suites exactes
courtes scinde´es pour (aLM )
∗, a∗M etc. Les complexifie´s des espaces sont note´s par a
L
M,C, (a
L
M,C)
∗,
etc.
Pour toutM ∈ L(M0), notonsW
M
0 le groupe de Weyl deM . SiM = G, on le note aussiW0.
Pour deux sous-groupes paraboliques semi-standards P,P ′, “l’ensemble de Weyl” W (aP , aP ′)
est l’ensemble des isomorphismes line´aires aP → aP ′ obtenus en restreignant les isomorphismes
a0 → a0 induits parW
G
0 . En particulier, on peut de´finir les groupesW (aP ) :=W (aP , aP ). Deux
sous-groupes paraboliques semi-standards P,P ′ sont dits associe´s si W (aP , aP ′) 6= ∅.
Fixons P0 ∈ P(M0). Un sous-groupe parabolique P est dit standard si P ⊃ P0. Un sous-
groupe de Le´vi M est dit standard s’il existe un sous-groupe parabolique standard P avec
de´composition de Le´vi canonique P = MU . Soit P un sous-groupe parabolique. Il existe un
sous-ensemble fini ΣP ⊂ X
∗(AP ) ⊂ a
∗
P parame´trisant la de´composition
uP := Lie (UP ) =
⊕
α∈ΣP
uα
en espaces propres pour l’action adjointe de AP . Par abus de notation, on dit aussi que ΣP est
l’ensemble des racines pour (AP , P ), bien qu’il ne forme pas un syste`me de racines en ge´ne´ral.
Notons ΣredP le sous-ensemble de ΣP des racines re´duites, i.e. indivisibles. Posons
ρP :=
1
2
∑
α∈ΣP
(dim uα)α.
Soit ∆0 = ∆
G
0 l’ensemble des racines simples de (A0, P0), c’est une base pour (a
G
0 )
∗. Les pa-
raboliques standards sont en correspondance biunivoque P ↔ ∆P0 avec les sous-ensembles de ∆0
pre´servant l’ordre. Plus pre´cise´ment, supposons que P ⊃ P0 et soit P = MU la de´composition
de Le´vi canonique ; posons ∆P := ∆0 \ ∆
P
0 . On peut identifier ∆P a` un sous-ensemble de
ΣredP par restriction. Tout e´le´ment dans ΣP admet une unique e´criture en combinaison line´aire
d’e´le´ments de ∆P a` coefficients dans Z≥0.
On obtient ainsi les bases
∆0 ⊂ (a
G
0 )
∗ : racines simples,
∆∨0 ⊂ a
G
0 : coracines simples,
∆̂0 ⊂ (a
G
0 )
∗ : la base duale de ∆∨0 ,
∆̂∨0 ⊂ a
G
0 : la base duale de ∆0.
On peut aussi relativiser cette situation : e´tant donne´s sous-groupes paraboliques standards
P ⊃ Q, on obtient les bases
∆PQ ⊂ (a
P
Q)
∗,
∆PQ
∨
⊂ aPQ,
∆̂PQ ⊂ (a
P
Q)
∗,
∆̂PQ
∨
⊂ aPQ.
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2.4 L’application de Harish-Chandra : le cas local
On se donne F un corps local, G un F -groupe re´ductif dont M est un sous-groupe de Le´vi.
On de´finit l’homomorphisme de Harish-Chandra local HM : M(F )→ aM par
∀χ ∈ X∗(M), 〈χ,HM (x)〉 = log |χ(x)|.
De´finition 2.4.1. On dit qu’un sous-groupe compact maximal K ⊂ G(F ) est en bonne position
relativement a` M (et re´ciproquement) si
– dans le cas F archime´dien, les alge`bres de Lie de K et de AM (F ) sont orthogonales par
rapport a` la forme de Killing de G ;
– dans le cas F non archime´dien, K est associe´ a` un sommet spe´cial dans l’immeuble de
Bruhat-Tits e´largi deG, note´ I (G), qui appartient a` l’image d’une immersion e´quivariante
I (M) →֒ I (G).
Arthur l’appelle admissible dans [3].
Notons M(F )1 := Ker (HM ). Si P ∈ P(M) et K est un sous-groupe compact maximal en
bonne position relativement a` M , alors la de´composition d’Iwasawa G(F ) = P (F )K permet de
prolonger HM en une fonction HP : G(F )→ aM en posant
HP (umk) = HM (m), u ∈ U(F ),m ∈M(F ), k ∈ K.
Pour tout x ∈ G(F ), HP (x) est de´termine´ par la classe de x dans U(F )\G(F )/K. La fonction
modulaire δP de P (F ) s’exprime comme δP (x) = e
〈2ρP ,HP (p)〉.
Nous adoptons la convention suivante : soit x ∈ G(F ), e´crivons-le comme
x = uP (x)mP (x)kP (x) ∈ G(F ),
uP (x) ∈ UP (F ),mP (x) ∈MP (F ), kP (x) ∈ K;
a` l’aide de la de´composition d’Iwasawa ; l’e´le´ment mP (x) (resp. kP (x)) est uniquement de´termine´
comme une classe dans M(F )/M(F ) ∩K (resp. dans P (F ) ∩K\K).
Posons
aM,F := HM (M(F )),
a˜M,F := HM (AM (F )).
Ils co¨ıncident avec aM si F est archime´dien ; sinon ils sont des re´seaux dans aG. De´finissons
leurs re´seaux duaux dans ia∗M
a∨M,F := Hom(aM,F , 2πiZ),
a˜∨M,F := Hom(a˜M,F , 2πiZ).
Ils se re´duisent a` {0} si F est archime´dien ; sinon ia∗M/a
∨
M,F et ia
∗
M/a˜
∨
M,F sont des tores re´els
compacts.
Conside´rons un reveˆtement a` m feuillets p : G˜ → G(F ). On prend les images re´ciproques
M˜ (resp. P˜ ) par p des sous-groupes de Le´vi M (resp. sous-groupes paraboliques P ) de G. Soit
M ∈ L(M0). En composant HM avec p, on obtient HM : M˜ → aM ; en particulier on sait de´finir
M˜1 := Ker (HM ) = p
−1(M(F )1).
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2.5 Mesures et inte´grales
Soient F un corps local de caracte´ristique nulle et G un groupe F -re´ductif connexe. Sup-
posons fixe´es des mesures de Haar sur M(F ) pour tout sous-groupe de Le´vi M . Imposons les
re`gles suivantes
– un sous-groupe compact maximal fixe´ de G(F ) est de masse totale 1 ;
– un groupe discret est muni de la mesure de comptage.
Fixons des mesures de Haar sur aM pour tout sous-groupe de Le´vi M de G, d’ou` les mesures
de Haar duales sur ia∗M au sens que∫∫
ia∗
M
×aM
φ(H)e−〈λ,H〉 dH dλ = φ(0)
pour tout h ∈ Cc(aM ). Si F est non archime´dien, nous demandons que
mes(ia∗M/a˜
∨
M,F ) = 1.
Comme a˜M,F est soit discret, soit e´gal a` aM , et Ker (HM |AM (F )) est compact, on normalise
ainsi la mesure de Haar sur AM (F ). De meˆme, une mesure de Haar surM(F ) induit une mesure
de Haar sur M(F )1.
Fixons de´sormais une forme quadratique de´finie positiveW0-invariante sur a0. Soient L ⊃M
deux sous-groupes de Le´vi de G, on ve´rifie que la de´composition canonique
aM = a
L
M ⊕ aL
est orthogonale par rapport a` la forme quadratique W0-invariante. Puisque les mesures de Haar
sur aM et aL sont de´ja` fixe´es, on en de´duit une mesure canonique sur a
L
M . En dualisant, on
normalise la mesure de Haar sur (aLM )
∗.
Soient P = MU ∈ P(M) et K un sous-groupe compact maximal en bonne position relati-
vement a` M , alors on dispose de la de´composition d’Iwasawa G(F ) = U(F )M(F )K. Il existe
une mesure de Haar sur U(F ) de sorte que pour tout f ∈ Cc(G(F )),∫
G(F )
f(x) dx =
∫∫∫
U(F )×M(F )×K
f(umk)δP (m)
−1 dk dm du.(1)
Dans le cas F non archime´dien et G non ramifie´, la compatibilite´ des mesures est simple.
Prenons K hyperspe´cial. Prenons la mesure de Haar sur G(F ) (resp. M(F ), U(F )) telle que
G(F ) ∩K (resp. M(F ) ∩K, U(F ) ∩K) a masse totale 1. Alors ces mesures ve´rifient (1).
Conside´rons maintenant les reveˆtements. Conservons les conventions pre´ce´dentes pour les
groupes re´ductifs et leurs sous-groupes. Imposons la re`gle suivante pour les mesures sur les
reveˆtements :
– supposons que p : A → B est un reveˆtement fini de groupes topologiques localement
compacts, et B est muni d’une mesure de Haar, alors A est muni de la mesure de Haar
telle que mesB(E) = mesA(p
−1(E)) pour tout E ⊂ A mesurable.
Montrons qu’avec nos de´finitions, applique´es au reveˆtements deG(F ), les formules d’inte´gration
habituelles restent valables. Soit p : G˜ → G(F ) un reveˆtement a` m feuillets. En prenant les
images re´ciproques par p et en utilisant le scindage unipotent, on a G˜ = U(F )M˜K˜. Prenons
les mesures de Haar sur G˜, M˜ et K˜ selon la re`gle ci-dessus. Alors pour tout f ∈ Cc(G˜), on a∫
G˜
f(x˜) dx˜ =
∫∫∫
U(F )×M˜×K˜
f(um˜k˜)δP (m)
−1 dk˜ dm˜du.(2)
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En effet, il suffit de le ve´rifier pour les fonctions f qui se factorisent par p : G˜ → G(F ).
La convention sur les mesures permet de remplacer l’inte´grale sur G˜ par celle sur G(F ), et
idem pour M˜,M(F ) et K˜,K. L’identite´ cherche´e en re´sulte. Les compatibilite´s avec d’autres
de´compositions (eg. la de´composition G = KAK) se ve´rifient de la meˆme manie`re.
2.6 Commutateurs
On revient aux notations de §2.1. De´finissons la sous-varie´te´
Comm(M) := {(x, y) ∈M ×M : xy = yx}.
Pour (x, y) ∈ Comm(M)(F ), choisissons des rele`vements x˜, y˜ ∈ M˜ , alors le commutateur
[x˜, y˜] := x˜−1y˜−1x˜y˜ ∈ m;
ne de´pend pas du choix de rele`vements. On en de´duit une application continue [·, ·] : Comm(M)(F )→
m, note´e (x, y) 7→ [x, y]. Les proprie´te´s suivantes sont imme´diates.
– Si x, x′ commutent a` y, alors [xx′, y] = [x, y][x′, y].
– Soit t ∈M(F ), alors [txt−1, tyt−1] = [x, y] pour tout (x, y) ∈ Comm(M)(F ).
– Pour tout (x, y) ∈ Comm(M)(F ), on a [x, y] = [y, x]−1.
– Si (x, y) ∈ Comm(M)(F ) et s’ils appartiennent a` un sous-groupe de M(F ) sur lequel p
est scinde´, alors [x, y] = 1.
Soit γ ∈M(F ), on a
y−1γ˜y = [γ, y]γ˜,
yγ˜y−1 = [y, γ]γ˜, y ∈Mγ(F ).
D’ou` un homomorphisme continu Mγ(F )→ m, note´ [·, γ] : y 7→ [y, γ].
De´finition 2.6.1 (cf. [16, I.8] ). Un e´le´ment γ ∈M(F ) est dit bon si [·, γ] = 1 surMγ(F ). Cette
proprie´te´ ne de´pend que de la classe de conjugaison de γ. On dit qu’une classe de conjugaison
dans M˜ est bonne si son image par p l’est.
Montrons que la bonte´ est stable par petite perturbation par le centre. Posons
AM (F )
† := AM (F )
m,(3)
A˜M := p
−1(AM (F )),(4)
A˜M
†
:= p−1(AM (F )
†).(5)
Alors A˜M
†
(resp. AM (F )
†) est un sous-groupe ouvert et ferme´ d’indice fini de A˜M (resp. de
AM (F )). De plus, A˜M
†
est central dans M˜ .
Lemme 2.6.2. Pour tout γ ∈M(F ) et tout a ∈ AM (F )
†, γ est bon si et seulement si aγ l’est.
De´monstration. On a Maγ = Mγ car a ∈ AM (F ). Soit x ∈ M
aγ , on a [x, aγ] = [x, γ] car A˜M
†
est central. Cela permet de conclure.
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3 Reveˆtements non ramifie´s et ade´liques
3.1 Le cas non ramifie´
Soit F un corps local non archime´dien avec q := |oF /pF |. On se donne un reveˆtement
p : M˜ → M(F ) a` m feuillets tel que M est non ramifie´. Fixons un sous-groupe hyperspe´cial
K ⊂M(F ) et supposons qu’il existe un scindage continu s : K → M˜ de p au-dessus de K.
Regardons K comme un sous-groupe de M˜ en fixant un tel scindage s. Prenons la mesure
de Haar sur M(F ) telle que mes(K) = 1, d’ou` une mesure de Haar sur M˜ selon les conventions
de §2.5. Cette mesure est canonique car les sous-groupes hyperspe´ciaux sont conjugue´s par
MAD(F ).
On de´finit l’alge`bre de Hecke sphe´riqueH(G˜//K) : c’est l’espace des fonctionsK-bi-invariantes
a` support compact, muni du produit de convolution. Soit χ ∈ ̂m, posons Hχ(G˜//K) :=
H(G˜//K) ∩C∞c,χ(G˜) ; c’est une sous-alge`bre et on a H(G˜//K) =
∏
χ∈̂m
Hχ(G˜//K). De´finissons
la fonction fK,χ ∈ Hχ(G˜//K) a` support dans K˜ telle que
∀ε ∈ m, ∀k ∈ K, fK,χ(εK) = χ(ε),
∀x˜ /∈ K˜, fK,χ(x˜) = 0.
Selon notre convention de mesures, fK,χ est l’unite´ de Hχ(G˜//K). Si χ = χ
−1
− (i.e. on conside`re
l’alge`bre de Hecke sphe´rique anti-spe´cifique), posons fK = fK,χ.
En particulier, on peut de´finir l’alge`bre de Hecke anti-spe´cifique associe´e a`K, note´eH (G˜//K)
dont fK est l’unite´. De meˆme, on peut de´finir l’alge`bre d’Iwahori-Hecke anti-spe´cifique (ou plus
ge´ne´ralement, χ-e´quivariante) sous les meˆmes hypothe`ses.
De´finition 3.1.1. On dit qu’un triplet (p,K, s) ve´rifie la condition non ramifie´e si
– p : M˜ →M(F ) est un reveˆtement ;
– K ⊂M(F ) est un sous-groupe hyperspe´cial ;
– s : K → M˜ est un scindage de p au-dessus de K par lequel K s’identifie a` un sous-groupe
de M˜ ;
– q est premier avec m := |Ker (p)|, i.e. p est mode´re´ ;
– soient T un F -tore de´ploye´ maximal et M0 := ZM (T ) en bonne position relativement a`
K, alors le groupe
H˜ := Z
M˜0
(K ∩M0(F ))(6)
est commutatif.
Par abus de notations, on dit aussi que p : M˜ → M(F ) muni des donne´es (K, s) est un
reveˆtement non ramifie´.
La dernie`re condition technique sert a` garantir la commutativite´ de l’alge`bre de Hecke, ce
qui fait l’objet du paragraphe suivant. Observons aussi que les F -tores de´ploye´s maximaux en
bonne position relativement a` K sont conjugue´s par K, d’apre`s [12, 7.4.9 (i)].
Lemme 3.1.2. Si la condition 3.1.1 est ve´rifie´e, alors le scindage unipotent 2.2.1 co¨ıncide avec
s sur K ∩Munip(F ).
De´monstration. Il suffit de le ve´rifier sur K ∩ U(F ) ou` U est un sous-groupe unipotent quel-
conque. Notons p la caracte´ristique re´siduelle de F . Comme U(F ) est une union croissante de
pro-p-groupes,K∩U(F ) est un pro-p-groupe. Donc l’application u 7→ um est un home´omorphisme
de K ∩U(F ) sur lui-meˆme car m est premier a` p. Vu la construction du scindage unipotent, on
voit qu’il n’existe qu’un seul scindage possible de p au-dessus de K ∩ U(F ).
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Remarque 3.1.3. Soit p : M˜ → M(F ) un reveˆtement a` m feuillets. Soit m → m′ un
homomorphisme quelconque et posons p′ : M˜ ′ →M(F ) la pousse´e-en-avant de p via m → m′ .
Alors le triplet (p′,K, s) ve´rifie la condition non ramifie´e si (p,K, s) la ve´rifie.
Remarque 3.1.4. Soit p : G˜→ G(F ) un reveˆtement et (p,K, s) un triplet ve´rifiant la condition
non ramifie´e pour G˜. Soient M un sous-groupe de Le´vi en bonne position relativement a` M et
pM : M˜ → M(F ) le reveˆtement induit. Alors (pM ,K ∩M(F ), s|K∩M(F )) satisfait aussi a` la
condition non ramifie´e pour M˜ .
3.2 Isomorphisme de Satake
Conside´rons un reveˆtement p : G˜ → G(F ) avec un sous-groupe hyperspe´cial K et un
scindage s : K → G˜ ve´rifiant la condition non ramifie´e. Nous allons e´tablir une variante de
l’isomorphisme de Satake.
De´finissons le support de l’alge`bre de Hecke sphe´rique anti-spe´cifique par
Supp(H (G˜//K)) :=
⋃{
Supp(f) : f ∈ H (G˜//K)
}
.
Fixons de´sormais un F -tore de´ploye´ maximal T en bonne position relativement a` K. Alors
M0 := ZG(T ) est un sous-groupe de Le´vi minimal de G ; de plus, M0 est un F -tore non ramifie´.
Posons K0 := K ∩M0(F ). De´finissons H˜ ⊂ T˜ comme dans 3.1.1.
Lemme 3.2.1 (cf. [23, 9.2] ). On a Supp(H (G˜//K)) = KH˜K.
De´monstration. Dans [23] on ne conside`re que les groupes de´ploye´s, or la meˆme preuve s’adapte
aux groupes re´ductifs connexes non ramifie´s sans modification.
Remarque 3.2.2. C’est loisible d’identifier WG0 a` (NG(T )(F )∩K)/K0. Comme K0 centralise
H˜, on voit que WG0 ope`re sur H˜. D’autre part, 3.2.1 applique´ a` M˜0 et K0 affirme que
Supp(H (M˜0//K0)) = H˜
(on peut aussi le ve´rifier directement). Cela permet de faire ope´rer WG0 sur H (M˜0//K0) de
fac¸on canonique.
Posons
Λ := {λ ∈ X∗(T ) : λ(̟F ) ∈ p(H˜)},
Alors Λ est un sous-re´seau de X∗(T ) ayant le meˆme rang ; en effet, Λ ⊃ mX∗(T ).
Lemme 3.2.3. L’alge`bre H (M˜0//K0) est commutative. De plus, elle est isomorphe a` l’alge`bre
C[Λ], ce qui s’identifie a` l’alge`bre en polynoˆmes de dimX∗(T ) variables.
De´monstration. Il suffit de conside´rer le support de H (M˜0//K0). On a de´ja` remarque´ que
Supp(H (M˜0//K0)) = H˜, qui est commutatif selon 3.1.1.
Choisissons une Z-base λ1, . . . , λr de Λ. Pour tout 1 ≤ i ≤ r, prenons une fonction fi ∈
H (M˜0//K0) a` support dans K0p
−1(λ(̟F ))K0. Alors λi 7→ fi se prolonge en un isomorphisme
C[Λ]
∼
→H (M˜0//K0).
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Fixons P0 = M0U0 ∈ P(M0). Prenons la mesure de Haar sur U0(F ) telle que mes(K ∩
U0(F )) = 1. De´finissons l’application
S :H (G˜//K)→ H (M˜0//K0)
S(f)(x˜) = δP0(x)
− 1
2
∫
U0(F )
f(ux˜) du.
On ve´rifie que S est un homomorphisme deC-alge`bres et il est a` image dansH (M˜0//K0)W
G
0 .
Les arguments sont identiques a` ceux pour le cas des groupes re´ductifs, cf. [14, §4] §4. Par contre,
le lemme suivant fait intervenir le reveˆtement.
Lemme 3.2.4. Soit t˜ ∈ T˜ tel que |α(t)| ≥ 1 pour toute racine positive α pour (T, P ). Alors on
a
Kt˜K ∩ U0(F )t˜K = t˜K.
Si u ∈ U0(F ), k ∈ K satisfont a` ut˜ = t˜k, alors u ∈ U0(F ) ∩K.
De´monstration. L’inclusion Kt˜K ∩ U0(F )t˜K ⊃ t˜K est claire. Prouvons l’autre inclusion dans
le premier e´nonce´. Dans G(F ) on a KtK ∩U0(F )tK = tK d’apre`s [12, 4.4.4]. Soient u ∈ U0(F )
et k ∈ K tels que ut˜k ∈ Kt˜K ∩ U0(F )t˜K. Il existe donc ε ∈ m et k
′ ∈ K tels que ut˜k = εt˜k′.
Posons k′′ := k′k−1, alors
ut˜ = εt˜k′′,
ou encore
t−1ut = εk′′.
D’apre`s l’invariance du scindage unipotent 2.2.1 et la compatibilite´ 3.1.2, on a ε = 1. Cela
prouve a` la fois les deux e´nonce´s voulus.
Proposition 3.2.5. On a l’isomorphisme d’alge`bres
H (G˜//K)
S
−→ H (M˜0//K0)
WG0 .
De´monstration. Il suffit de reprendre la de´monstration usuelle de l’isomorphisme de Satake sauf
qu’il faut utiliser 3.2.4. Plus pre´cise´ment, soient λ, λ′ ∈ X∗(T ), e´crivons λ ≤P0 λ
′ si 〈α, λ′−λ〉 ≥ 0
pour tout α ∈ ∆0. Posons
Λ− := {λ ∈ Λ : λ ≤P0 0}.
Pour tout t˜ ∈ T˜ ∩ H˜, on peut prendre ft˜ l’e´le´ment de H (G˜//K) a` support dans Kt˜K
tel que ft˜(t˜) = 1 d’apre`s 3.2.1. Pour tout λ ∈ Λ
−, se´lectionnons une image re´ciproque t˜ de
t = λ(̟F ) ∈ T et posons fλ := ft˜. D’apre`s la de´composition de Cartan et 3.2.1, on voit que
B := {fλ : λ ∈ Λ
−} est une base pour H (G˜//K).
La meˆme construction fournit une base {gλ : λ ∈ Λ} pour H (M˜0//K0). Pour tout [λ] ∈
Λ/WG0 , posons
f[λ] :=
∑
λ∈[λ]
gλ.
Alors B0 := {f[λ] : [λ] ∈ Λ/W
G
0 } est une base pour H (M˜0//K0)
WG0 . Chaque WG0 -orbite dans
Λ rencontre Λ− en un et un seul point, par conse´quent B et B0 sont en bijection canonique.
Se´lectionnons un ordre total ≤ sur X∗(T ) tel que λ ≤P0 λ
′ entraˆıne λ ≤ λ′. Identifions X∗(T )
et T (F )/T (F ) ∩K a` l’aide de λ 7→ λ(̟F ) et notons ν : T (F )→ X∗(T ) l’homomorphisme ainsi
obtenu. Dans G(F ), on a
∀t, t′ ∈ T (F ), Kt′K ∩ U0(F )tK 6= ∅ ⇒ ν(t) ≤P0 ν(t
′)
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d’apre`s [12, 4.4.4]. Il en re´sulte que S s’e´crit dans les bases B,B0 comme
Sfλ′ =
∑
λ≤λ′
c(λ, λ′)f[λ], c(λ, λ
′) ∈ C×.
C’est une matrice triangulaire infe´rieure. Montrons qu’il n’y a pas de ze´ro dans la diagonale.
E´tant fixe´ λ′ ∈ Λ−, se´lectionnons t˜′ ∈ p−1(λ′(̟F )) comme pre´ce´demment, alors t˜
′ satisfait a`
l’hypothe`se de 3.2.4. Maintenant 3.2.4 entraˆıne que
(Sfλ′)(t˜
′) = δP0(t
′)−
1
2
∫
U0(F )
fλ′(ut˜
′) du = δP0(t
′)−
1
2
∫
U0(F )∩K
1 du.
Cela entraˆıne que c(λ′, λ′) = δP0(t
′)−
1
2 6= 0, ce qu’il fallait de´montrer.
Vu 3.2.3, on en de´duit
Corollaire 3.2.6. L’alge`bre H (G˜//K) est commutative de type fini sur C.
3.3 Le cas ade´lique
Conside´rons un corps de nombres F et posons A =
∏′
vFv son anneau d’ade`les. Notons VF
l’ensemble de places de F . Notons V∞ := {v ∈ VF : v|∞}. Pour S ⊂ VF , nous utilisons l’indice
S (eg. FS , πS , fS) pour signifier les composantes v ∈ S et l’exposant S (eg. F
S , πS , fS) pour
signifier les composantes v /∈ S.
Comme dans le cas local, on se donne un F -groupe re´ductif M , un entier m et on conside`re
une extension centrale de groupes topologiques
1→ m → M˜
p
−→M(A)→ 1.
Soit S ⊂ VF fini. Notons pS : M˜S →M(FS) la fibre de p au-dessus deM(FS). Lorsque S = {v}
on e´crit tout simplement pv : M˜v →M(Fv), c’est un reveˆtement de M(Fv).
On dit que p : M˜ →M(A) est un reveˆtement a` m feuillets si l’on se donne les donne´es
– une immersion i : M(F )→ M˜ qui scinde p au-dessus de M(F ) ;
– un ensemble fini de places Vram ⊃ V∞ ;
– un mode`le lisse et connexe de M sur oram, l’anneau de (Vram \ V∞)-entiers dans F ;
ve´rifiant les conditions suivantes
(G1) pour toute v /∈ Vram, posonsKv :=M(ov), alors il existe un scindage continu sv : Kv → M˜v
que l’on fixe ;
(G2) le triplet (pv : M˜v →M(Fv),Kv , sv) ve´rifie la condition non ramifie´e 3.1.1 ;
(G3) pour tout voisinage V˜ de 1 dans M˜ , il existe un ensemble fini de places S ⊃ Vram tel que
sv(Kv) ⊂ V˜ pour tout v /∈ S.
Ces proprie´te´s passent aux sous-groupes de Le´vi et sont stables par pousser-en-avant en m.
Le lemme 3.1.2 permet de de´finir le scindage unipotent ade´lique Munip(A) → M˜ en ras-
semblant les scindages unipotents locaux. Vu la construction du scindage unipotent, le re´sultat
suivant est clair.
Lemme 3.3.1. Le scindage i et le scindage unipotent co¨ıncident sur Munip(F ).
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Nous supprimons syste´matiquement les symboles i et (sv)v/∈Vram , et nous regardons G(F ) et
Kv comme des sous-groupes de M˜ .
Soit S ⊂ VF , on a l’isomorphisme canonique(∏′
v∈S
M˜v
)
/NS
∼
→ M˜S
ou` le produit restreint est pris par rapport aux Kv pour v /∈ Vram si |S| =∞, et
NS :=
{
(εv)v∈S ∈
⊕
v∈S
m :
∏
v
εv = 1
}
.
Lorsque S = VF , posons tout simplement N = NS.
Le choix de Vram, le oram-mode`le lisse et le rele`vement de Kv n’ont pas d’importance es-
sentielle, quitte a` passer a` un ensemble fini de places plus grand. E´tant donne´ un reveˆtement
ade´lique, nous supposons fixe´es des telles donne´es dans l’article.
Un e´le´ment x˜ ∈ M˜S s’exprime comme [x˜v]v∈S , ou` (x˜v)v∈S est un repre´sentant de x˜ dans∏′
v∈SM˜v . Par abus de notation, on e´crit les de´compositions tensorielles π =
⊗
v∈S πv pour des
repre´sentations irre´ductibles admissibles (resp. f =
∏
v∈S fv pour des fonctions) sur M˜S , ou` πv
(resp. fv) sont des repre´sentations (resp. fonctions) sur M˜v, bien que π et f sont de´finies sur le
quotient
∏′
v∈SM˜v/NS . Soit χ ∈ ̂m, alors f =∏v fv est χ-e´quivariant si et seulement si chaque
fv l’est. Idem pour les repre´sentations.
Les meˆmes conventions de mesures de §2.5 s’imposent dans ce cadre ; nous demandons de
plus que
– si v /∈ Vram, on utilise la mesure sur M(Fv) pour laquelle mesM(Fv)(Kv) = 1 ;
– pour tout sous-groupe unipotent U ⊂M , on prend la mesure sur U(A) pour laquelle
mes(U(F )\U(A)) = 1.
De tels choix sont possibles. On a les meˆmes formules d’inte´gration comme pre´ce´demment.
3.4 L’application de Harish-Chandra : le cas ade´lique
L’application de Harish-Chandra s’adapte au cas ade´lique : soient G un F -groupe re´ductif
connexe et M un sous-groupe de Le´vi. De´finissons HM : M(A)→ aM par
∀χ ∈ X∗(M), 〈χ,HM (x)〉 = log |χ(x)|
ou` | · | =
∏
v | · |v est la valeur absolue ade´lique. Notons M(A)
1 := Ker (HM ), alors M(F ) ⊂
M(A)1.
De´finition 3.4.1. On dit qu’un sous-groupe compact maximal K =
∏
vKv de G(A) est en
bonne position (ou re´ciproquement) relativement a` M si Kv l’est pour tout v.
Fixons un tel sous-groupe compact maximal K. Soit P = MU ∈ P(M), on obtient l’appli-
cation HP : G(A)→ aM en posant
HP (umk) = HM(m), u ∈ U(A),m ∈M(A), k ∈ K.
Soit p : G˜ → G(A) un reveˆtement ade´lique. Prenons les groupes K et P = MU comme
pre´ce´demment et notons M˜ = p−1(M(A)), K˜ = p−1(K). On a la formule d’inte´gration (cf. (2))∫
G˜
f(x˜) dx˜ =
∫∫∫
U(A)×M˜×K˜
f(um˜k˜)δP (m)
−1 dk˜ dm˜du.
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En composant les applications HM , HP ci-dessus avec p, on obtient leurs avatars sur le
reveˆtement, note´s encore HM , HP . Posons G˜
1 = Ker (HG) = p
−1(G(A)1), on a G(F ) ⊂ G˜1. Les
notions de domaines de Siegel, hauteurs etc. se ge´ne´ralisent a` cette situation. Cela permet de
de´velopper la the´orie des formes automorphes et la de´composition spectrale sur les reveˆtements
(voir [26, I.2]).
Signalons une de´composition utile pour l’e´tude de la formule des traces. Posons F∞ :=∏
v|∞ Fv. Le F -tore AG e´tant de´ploye´, il est l’extension des scalaires d’un Q-tore de´ploye´ AG,Q.
L’immersion canonique R → F∞ fournit une immersion AG,Q(R) →֒ AG(F∞). Notons AG,∞ la
composante neutre de AG,Q(R) pour la topologie usuelle. On ve´rifie que G(A) = G(A)1×AG,∞.
Si M est un sous-groupe de Le´vi, alors il existe une immersion canonique AG,∞ →֒ AM,∞.
Rappelons que AG,∞ est un produit de R>0, donc simplement connexe. Cela permet de relever
la de´composition ci-dessus canoniquement au reveˆtement : G˜ = G˜1 ×AG,∞.
3.5 K2-torseurs multiplicatifs de Brylinski-Deligne
Montrons que les reveˆtements provenant des K2-torseurs multiplicatifs de Brylinski et De-
ligne [13] satisfont nos hypothe`ses pour un reveˆtement ade´lique. Dans le cas G simplement
connexe et de´ploye´, ce sont exactement les extensions conside´re´es dans [22]. Rappelons tre`s
brie`vement la construction.
Soit S un sche´ma quelconque, notons SZar le gros site de Zariski associe´. La K-the´orie de
Quillen fournit des faisceaux en groupes (Kn)n≥0 sur SZar ; notons que K1 = Gm. Soit G un
S-sche´ma en groupes re´ductif connexe. Une extension centrale par K2 est alors un K2-torseur
G˜(·) sur G muni d’une structure multiplicative convenable (voir [13, §1]) dans la cate´gorie
des faisceaux en groupes sur SZar. Nous l’appelons un K2-torseur multiplicatif. Lorsque S est
re´gulier de type fini sur un corps, la cate´gorie de ces torseurs est concre`tement de´crite dans [13].
Dans ce qui suit, G de´signe toujours un groupe re´ductif connexe sur la base en question
et G˜(·) de´signe un K2-torseur multiplicatif sur G. Puisque G˜(·) → G est un torseur pour la
topologie de Zariski, si S est le spectre d’un corps ou d’un anneau a` valuation discre`te, alors
K2(S) →֒ G˜(S)։ G(S) est une extension centrale de groupes.
Reveˆtements locaux Prenons F un corps local, X := SpecF . Le the´ore`me de Matsumoto
assure que K2(F ) est l’objet initial de la cate´gorie des applications (dites “symboles”)
{·, ·} : F× × F× → A, A : un groupe abe´lien,
tel que {·, ·} est bi-multiplicatif, alterne´ et {x, y} = 1 lorsque x + y = 1. Ainsi on peut par-
ler des symboles localement constants sur F× × F×. D’apre`s un the´ore`me de Moore, cette
sous-cate´gorie admet un objet initial Kcont2 (F ) muni d’un homomorphisme naturel K2(F ) →
Kcont2 (F ). De´signons le groupe de racines d’unite´ dans F par µ(F ). On a
Kcont2 (F ) =
{
{1}, si F = C;
µ(F ), sinon.
Posons nF := |K
cont
2 (F )|. Alors F
× × F× → Kcont2 (F ) s’identifie au nF -ie`me symbole de
Hilbert, et Kcont2 (F ) ≃ nF .
Soit G˜(·) un K2-torseur multiplicatif sur G. On prend les F -points et on obtient une exten-
sion centrale G˜(F ) de G(F ) par K2(F ). On la pousse via K2(F ) → K
cont
2 (F ). De la structure
de torseur se de´duisent des trivialisations locales (pour la topologie de Zariski) de cette exten-
sion centrale. Ces cartes se recollent via des sections locales de K2 sur G, qui fournissent des
fonctions dans Kcont2 (F ) sur des ouverts de G(F ). Elles sont localement constantes sur G(F )
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(pour la topologie induite par | · |F ) d’apre`s [13, 10.2], donc on obtient une extension centrale
topologique Kcont2 (F ) →֒ G˜։ G(F ). Si l’on choisit un isomorphisme K
cont
2 (F ) ≃ nF , alors on
obtient un reveˆtement a` nF feuillets de G(F ) selon la de´finition dans §2.
Extension re´siduelle De´crivons la construction dans [13, 12.11] qui sera bientoˆt utile. On se
donne un corps local non archime´dien F . Posons V := Spec (oF ), η son point ge´ne´rique et s son
point spe´cial. Soient XV un V -sche´ma lisse, Xη (resp. Xs) sa fibre ge´ne´rique (resp. spe´ciale) et
E un K2-torseur sur Xη. Avec les notations standards, on a les inclusions
Xη
j
→֒ XV
i
←֓ Xs.
Imposons d’abord la condition suivante :
(∗) chaque point de Xs admet un voisinage ouvert U dans XV tel que E se trivialise sur U∩Xη.
Cette condition dit que j∗E est un j∗K2-torseur sur XV . Via l’homomorphisme de re´sidu
j∗K2 → i∗K1 = i∗Gm, on obtient un i∗Gm-torseur sur XV , ou ce qui revient au meˆme, un
Gm-torseur sur Xs. Notons-le Es.
Prenons maintenant XV = GV un sche´ma en groupes re´ductif, avec fibre ge´ne´rique G et
fibre spe´cial Gs. Prenons E = G˜(·) un K2-torseur multiplicatif sur G. Alors G˜(·)s he´rite la
structure multiplicative : on obtient ainsi une extension centrale de Gs par Gm.
En ge´ne´ral, la condition (∗) est satisfaite quitte a` passer a` un reveˆtement e´tale V ′ → V . On
construit ainsi le Gm-torseur G˜(·)s par descente galoisienne. On l’appelle l’extension re´siduelle
de G˜(·). Si l’extension re´siduelle est scinde´e, on dit que G˜(·) est re´siduellement scinde´.
Reveˆtements ade´liques Prenons F un corps de nombres, X := Spec (oF ) ; posons nF :=
|µ(F )|. Soient G un F -groupe re´ductif connexe et G˜(·) un K2-torseur sur G.
Prenons S1 un ensemble fini de points ferme´s de X (i.e. des places non archime´diennes).
Notons S l’union de S1 avec les places archime´diennes de F . Pour S1 suffisamment grand, on
peut supposer que :
– G admet un mode`le lisse sur X \ S1 ;
– G˜(·) est la fibre ge´ne´rique d’un K2-torseur sur G de´fini sur X \S1, note´e encore G˜(·) (voir
[13, 10.5]) ;
– nFv est premier avec la caracte´ristique re´siduelle de Fv pour tout v ∈ X \ S1.
Soient (S1, G, G˜(·)) et (S
′
1, G
′, G˜′(·)) deux donne´es comme ci-dessus, alors elles deviennent iso-
morphes si l’on se restreint a` X \ S′′1 ou` S
′′
1 ⊃ S1 ∪ S
′
1 est fini et assez grand.
Soit v une place de F , on construit l’extension centrale topologique
1→ Kcont2 (Fv)→ G˜v → G(Fv)→ 1.(7)
D’autre part, [13, 10.6] affirme que H1(X \ S1,K2) = 0, d’ou` une extension centrale
1→ H0(X \ S1,K2)→ G˜(X \ S1)→ G(X \ S1)→ 1.(8)
Pour toute place v, il y a un morphisme naturel de (8) dans (7). Lorsque v ∈ X \ S1, ce
morphisme se factorise via
1 // K2(ov) //

G˜(ov) //

G(ov)

// 1
1 // Kcont2 (Fv)
// G˜v
// G(Fv) // 1.
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Or nFv est premier avec la caracte´ristique re´siduelle de Fv, donc la compose´e K2(ov) →
K2(Fv) → K
cont
2 (Fv) est triviale et ce diagramme fournit un scindage de (7) au-dessus de
G(ov).
Re´unissant ce que l’on a obtenu, il a un diagramme commutatif avec lignes exactes
1 // H0(X \ S1,K2) //

G˜(X \ S1)

// G(X \ S1)

//
xxq q
q
q
q
q
q
q
q
q
q
q
q
q
q
1
1 //
∏
v∈S
Fv 6=C
µ(Fv)
αS

//
∏
v∈S G˜v ×
∏
v∈X\S1
G(ov)

//
∏
v∈S G(Fv)×
∏
v∈X\S1
G(ov) // 1
1 // µ(F ) // G˜S ×
∏
v∈X\S1
G(ov) //
∏
v∈S G(Fv)×
∏
v∈X\S1
G(ov) // 1
ou` αS((ζv) v∈S
Fv 6=C
) =
∏
v ζ
[µ(Fv):µ(F )]
v et la dernie`re ligne s’obtient de la deuxie`me en poussant-
en-avant via αS . La fle`che 99K provient du fait que l’application H
0(X \ S1,K2) → µ(F ) ainsi
obtenue est triviale, ce qu’assure la re´ciprocite´ de Moore [13, (10.4.2)].
On passe a` la limite par rapport a` S1 et on obtient une extension centrale topologique
µ(F ) →֒ G˜
p
։ G(A). Elle se scinde canoniquement au-dessus de
∏
v∈X\S1
G(ov) et au-dessus
de G(F ) (a` l’aide de 99K). Enfin, on peut identifier µ(F ) et nF , mais il n’y a pas de choix
canonique. On ve´rifie sans peine que p satisfait aux conditions d’un reveˆtement ade´lique (avec
Vram := S) sauf la commutativite´ du groupe H˜ dans (6), ce qui fait l’objet du paragraphe
suivant.
Remarquons aussi que, pour toute place v, la fibre locale pv : G˜v → G(Fv) de p est la
pousse´e-en-avant de (7) via nFv → nF , ζ 7→ ζ
[µ(Fv):µ(F )].
Ve´rification des hypothe`ses Plac¸ons-nous dans le cas F un corps de nombres avec G, G˜(·)
comme pre´ce´dent. On construit l’extension centrale topologique µ(F ) →֒ G˜
p
։ G(A). Identifions
µ(F ) et nF en fixant un ge´ne´rateur de µ(F ). Le but est l’e´nonce´ suivant.
The´ore`me 3.5.1. Les donne´es ci-dessus forment un reveˆtement de G(A) a` nF -feuillets.
Soit S ⊃ Vram un ensemble fini de places de F ve´rifiant les conditions dans le paragraphe
pre´ce´dent. Soit v /∈ S, on prendKv := G(ov), Tv un Fv-tore de´ploye´ maximal dansGv := G×FFv
en bonne position relativement a` Kv, et posons M0,v := ZGv (Tv). C’est un F -tore maximal car
G est non ramifie´. De´finissons H˜v ⊂ M˜0,v comme dans (6). D’apre`s ce qui pre´ce`de, il suffit de
ve´rifier la commutativite´ de H˜v pour tout v /∈ S afin de prouver 3.5.1.
Lemme 3.5.2. Conservons le formalisme ci-dessus. Si G˜(·) est re´siduellement scinde´ en v,
alors H˜v est commutatif.
De´monstration. On se rame`ne aussitoˆt au cas G =M0, qui est un Fv-tore non ramifie´. Dans ce
cas-la`, c’est l’assertion de [31, 6.5].
Lemme 3.5.3. Pour toute place v /∈ S, G˜(·) est re´siduellement scinde´ en v.
De´monstration. Cf. [13, 12.14 (iii)] 12.14. Rappelons que les conditions sur S entraˆınent que G
admet un mode`le lisse sur V = Spec (ov) et G˜(·) ×F Fv est la fibre ge´ne´rique d’un K2-torseur
multiplicatif de´fini sur V , disons G˜V (·).
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Dans cette situation (∗) est e´videmment satisfait. Donc l’extension re´siduelle est obtenue en
poussant-en-avant G˜V (·) via les homomorphismes de faisceaux sur GV :
K2 → j∗K2 → i∗K1.
Cela faisant partie de la suite de localisation en K-the´orie, la composition est triviale. D’ou`
la trivialite´ de l’extension re´siduelle.
De´monstration de 3.5.1. D’apre`s les remarques apre`s 3.5.1, il suffit de combiner les deux lemmes
pre´ce´dents.
4 La combinatoire
Fixons un corps F , un F -groupe re´ductif connexe G, un sous-groupe de Le´vi minimal M0
et P0 ∈ P(M0).
4.1 Analyse convexe
Les re´sultats ici se trouvent dans [3]. Soient P,Q deux sous-groupes paraboliques semi-
standards de G tels que Q ⊃ P , de´finissons des coˆnes ouverts dans a0
a
Q
P
+
:= {H ∈ a0 : ∀α ∈ ∆
Q
P , α(H) > 0},
+a
Q
P := {H ∈ a0 : ∀̟ ∈ ∆̂
Q
P , ̟(H) > 0};
et leurs fonctions caracte´ristiques
τQP := 1aQ
P
+ ,
τˆQP := 1+aQ
P
.
Notons Z∆QP
∨
(resp. Z
̂
∆QP
∨
) le re´seau dans aQP engendre´ par ∆
Q
P
∨
(resp.
̂
∆QP
∨
) et posons
θQP (λ) := mes(a
Q
P /Z∆
Q
P
∨
)−1
∏
α∨∈∆Q
P
∨
λ(α∨),
θˆQP (λ) := mes(a
Q
P /Z
̂
∆QP
∨
)−1
∏
̟∨∈
̂
∆Q
P
∨
λ(̟∨)
pour tout λ ∈ (aQP )
∗
C. Ce sont des fonctions holomorphes en λ. Lorsque Q = G, on supprime les
exposants et on les note a+P ,
+aP , τP , τˆP , θP et θˆP .
E´tant donne´s des sous-groupes paraboliques semi-standards Q ⊃ Q′ ⊃ P ′ ⊃ P et Y ∈ aQP ,
notons Y Q
′
P ′ l’image de Y via a
Q
P → a
Q′
P ′ . LorsqueQ = Q
′ (resp. P = P ′), on simplifie les notations
en supprimant les exposants (resp. les indices) comme pre´ce´demment.
Proposition 4.1.1 (cf. [3, 2.1]). Soient R ⊃ P deux sous-groupes paraboliques semi-standards,
on a ∑
Q:R⊃Q⊃P
(−1)dim(AP /AQ)τQP (X
Q)τˆRQ (XQ) =
{
1, si P = R,
0, sinon.
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Proposition 4.1.2 (cf. [3, §2]). Conservons les notations pre´ce´dentes et posons
ΓRP (X,Y ) :=
∑
Q:R⊃Q⊃P
(−1)dim(AQ/AR)τQP (X
Q)τˆRQ (XQ − YQ), X, Y ∈ a
R
P .
Alors ΓRP (·, Y ) est a` support compact. On a la relation de re´currence suivante
τˆRP (X − Y ) =
∑
Q:R⊃Q⊃P
(−1)dim(AQ/AR)τˆQP (X
Q)ΓRQ(XQ, YQ).
Soit E un espace de Banach. Soit cP : ia
∗
P → E une fonction, de´finissons
c′P (λ) :=
∑
Q⊃P
(−1)dim(AP /AQ)θˆQP (λ)
−1cQ(λQ)θQ(λQ)
−1(9)
ou` cQ := c|ia∗
Q
. C’est bien de´fini sur le comple´ment dans ia∗P des murs associe´s aux coracines et
copoids simples.
Proposition 4.1.3 (cf. [3, 6.1]). Si cP est lisse, alors c
′
P se prolonge en une fonction lisse sur
λ ∈ ia∗P .
Proposition 4.1.4 (cf. [3, 2.2]). S’il existe X ∈ aP tel que cP (λ) = e
λ(X), alors
c′P (λ) =
∫
aG
P
ΓGP (H,X
G)eλ(H) dH, λ ∈ ia∗P .
Cela e´tant la transforme´e de Fourier d’une fonction a` support compact, c′P se prolonge en
une fonction holomorphe sur aP,C. De plus, c
′
P (0) est un polynoˆme homoge`ne en X de degre´
dim(AP /AG).
4.2 (G,M)-familles
Passons en revue la de´finition et les proprie´te´s de (G,M)-familles. Les re´fe´rences sont [3, §6]
et [6, §7].
De´finition 4.2.1. Soit E un espace de Banach. Une (G,M)-famille a` valeurs dans E est une
famille des fonctions lisses
cP : ia
∗
M → E, P ∈ P(M)
telle que pour tous P,P ′ ∈ P(M) adjacents et tout λ ∈ i(a∗M )
+
P ∩ i(a
∗
M )
+
P ′ , on a cP (λ) = cP ′(λ).
Proposition 4.2.2. La fonction
cM (λ) :=
∑
P∈P(M)
cP (λ)θP (λ)
−1
est bien de´finie et lisse sur ia∗M .
On en de´duit des fonctions lisses c′P sur iaP selon (9). Posons cM := cM (0), c’est le terme
qui nous inte´resse.
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Exemple 4.2.3. On dit qu’un ensemble Y = (YP )P∈P(M) de points dans aM indexe´ par P(M)
est un ensemble (G,M)-orthogonal (resp. (G,M)-orthogonal positif) si pour tous P,P ′ ∈ P(M)
adjacents se´pare´s par α ∈ ∆P , on a
YP − YP ′ ∈ Rα
∨ (resp. YP − YP ′ ∈ R≥0α
∨).
A` un tel ensemble Y est associe´e une (G,M)-famille
cP (λ,Y) = e
λ(YP ).
Vu 4.1.4, on a
c′P (λ,Y) =
∫
aG
P
ΓGP (H,Y
G
P )e
λ(H) dH.
Ci-dessous une re´capitulation des ope´rations utiles. Soit (cP )P une (G,M)-famille a` valeurs
dans E.
1 Supposons que E est une alge`bre de Banach. Soit (dP )P une autre (G,M)-famille a` valeurs
dans E. Posons (cd)P (λ) := cP (λ)dP (λ), alors (cd)P est encore une (G,M)-famille.
2 Fixons L ∈ L(M). En rappelant que a∗L →֒ a
∗
M canoniquement, posons
cQ(λ) = cP (λ), Q ∈ P(L), λ ∈ ia
∗
L
ou` P ∈ P(M) est tel que P ⊂ Q ; on ve´rifie que cQ(λ) ne de´pend pas du choix de P . Alors
(cQ)Q est une (G,L)-famille.
3 Fixons L ∈ L(M) et Q ∈ P(L) comme ci-dessus. Si R ∈ PL(M), notons Q(R) l’unique
e´le´ment de P(M) tel que Q(R) ⊂ Q et Q(R) ∩ L = R. Posons
cQR(λ) := cQ(R)(λ), R ∈ P
L(M), λ ∈ ia∗M .
Alors (cQR)R est une (L,M)-famille. Lorsque les fonctions c
Q
R ne de´pendent pas de Q, on
les note aussi cLR.
4 Soient F1 une extension de F et M1 un sous-groupe de Le´vi de G1 := G×F F1. Supposons
que M ⊃M1 sur F1, d’ou` une inclusion canonique a
∗
M →֒ a
∗
M1
. Soit (cP1)P1 une (G1,M1)-
famille, posons
cP (λ) := cP1(λ), P ∈ P(M), λ ∈ ia
∗
M
ou` P1 ∈ P(M1) est tel que P1 ⊂ P sur F1 ; on ve´rifie que cP (λ) ne de´pend pas du choix
de P1. Alors (cP (λ))P est une (G,M)-famille.
Dore´navant, les (G,M)-familles sont suppose´es a` valeurs dans une alge`bre de Banach fixe´e.
Lemme 4.2.4 ([3, 6.3]). On a
(cd)M (λ) =
∑
Q∈F(M)
cQM (λ
Q)d′Q(λQ).
En particulier,
(cd)M =
∑
Q∈F(M)
cQMd
′
Q.
Corollaire 4.2.5 ([3, 6.4 et 6.5]). Soient (cP ), (dP ) des (G,M)-familles.
– On a dM (λ) =
∑
Q∈P(M) d
′
Q(λQ).
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– Supposons que L ∈ L(M) et Q ∈ P(L). Si la famille (cQR) ne de´pend pas du choix de Q,
alors
(cd)M (λ) =
∑
L∈L(M)
cLM (λ
L)dL(λL).
Plac¸ons-nous dans la situation 4. Soit L ∈ L(M1). Si l’homomorphisme canonique
Σ : aMM1 ⊕ a
L1
M1
→ aGM1
est un isomorphisme, posons
dGM1(M,L1) :=
la mesure sur aGM1
Σ∗
(
la mesure sur aMM1 ⊕ a
L1
M1
)(10)
en rappelant que l’on a fixe´ des mesures de Haar sur les espaces en question ; sinon, posons
dGM1(M,L1) := 0.
Prenons
ξ ∈ aMM1 en position ge´ne´rale.(11)
Pour L1 ∈ L(M1) tel que d
G
M1
(M,L1) 6= 0, on voit que (ξ + a
G
M ) ∩ a
G
L1
consiste en un seul point
non singulier ; ce point appartient donc a` a+Q1 pour un unique Q1 ∈ P(L1). Cela de´finit une
application L1 7→ Q1 pour de tels L1.
Lemme 4.2.6 ([6, 7.4]). Avec le choix pre´ce´dent de ξ ∈ aMM1 , on a
cM (λ) =
∑
L1∈L(M1)
dGM1(M,L1)c
Q1
M1
(λQ1), λ ∈ ia∗M .
En particulier,
cM =
∑
L1∈L(M1)
dGM1(M,L1)c
Q1
M1
.
Conside´rons maintenant une variante. Soient L1, L2 ∈ L(M), on dispose toujours d’une
application canonique
Σ : aL1M ⊕ a
L2
M → a
G
M .
Cela permet de de´finir le coefficient dGM (L1, L2) comme en (10). De meˆme, prenons
ξ ∈ aMM := {(H,−H) : H ∈ aM}(12)
en position ge´ne´rale ; ce choix fournit une application (L1, L2) 7→ (Q1, Q2) pour les L1, L2 avec
dGM (L1, L2) 6= 0, et on a Qi ∈ P(Li), i = 1, 2.
Lemme 4.2.7 ([6, 7.4]). Avec les notations pre´ce´dentes, on a
(cd)M (λ) =
∑
L1,L2∈L(M)
dGM (L1, L2)c
Q1
M (λ
Q1)cQ2M (λ
Q2).
En particulier,
(cd)M =
∑
L1,L2∈L(M)
dGM (L1, L2)c
Q1
M c
Q2
M .
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5 La formule des traces avec caracte`re : la partie unipotente
Dans cette section, nous fixons les objets suivants
– F : un corps de nombres,
– A : l’anneau d’ade`les de F ,
– G : un F -groupe re´ductif connexe,
– M0 : un sous-groupe de Le´vi minimal de G,
– P0 ∈ P(M0),
– K =
∏
vKv : un sous-groupe compact maximal de G(A) en bonne position relativement
a` M0,
– ω : G(A)→ C× un caracte`re unitaire continu tel que ω|G(F ) = 1.
On appelle un caracte`re ω ve´rifiant la condition ci-dessus un caracte`re automorphe de G.
De tels objets passent de fac¸on e´vidente aux sous-groupes de Le´vi standards, voire semi-
standards si l’on oˆte la donne´e P0. Fixons aussi des mesures de Haar selon les conventions de
§2.5.
Soit T ∈ a0. E´tant donne´ P ∈ F(M0), par abus de notation, nous e´crirons T au lieu de TP
pour de´signer sa projection dans aP .
5.1 Le o-de´veloppement
Notons R la repre´sentation re´gulie`re de G(A) sur L2(G(F )\G(A)1) = L2(G(F )AG,∞\G(A)),
c’est-a`-dire
(R(y)φ) : x 7→ φ(xy), y ∈ G(A)1, φ ∈ L2(G(F )\G(A)1).
Notons Aω : L
2(G(F )\G(A)1) → L2(G(F )\G(A)1) l’application φ 7→ φω. La formule des
traces pour (G,ω) concerne les ope´rateurs
R(f) ◦ Aω : L
2(G(F )\G(A)1)→ L2(G(F )\G(A)1), f ∈ C∞c (G(A)
1).
Fixons f , alors R(f) ◦Aω admet le noyau
Kω(x, y) =
∑
γ∈G(F )
ω(y)f(x−1γy),
cela signifie que R(f) ◦ Aω est donne´ par φ 7→
∫
G(F )\G(A)1 K
ω(·, y)φ(y) dy.
Rappelons la proce´dure de troncature d’Arthur. Soient T ∈ a+0 et P = MPUP ⊃ P0 un
sous-groupe parabolique standard. De´finissons
KωP (x, y) := ω(y)
∫
UP (A)
∑
γ∈MP (F )
f(x−1γuy) du,
kT,ω(x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KωP (δx, δx)τˆP (HP (δx) − T ).
Lorsque ω = 1, on revient aux objets construits par Arthur [1] et on supprime l’exposant ω.
Remarquons queKωP (x, y) = ω(y)KP (x, y) et k
T,ω(x) = ω(x)kT (x). Donc la somme de´finissant
kT,ω est finie pour x dans un sous-ensemble compact.
On dit que γ1, γ2 ∈ G(F ) sont O-e´quivalents si leurs parties semi-simples sont conjugue´es.
Notons O l’ensemble de classes de O-e´quivalences dans G(F ). Il est en bijection naturelle avec
l’ensemble de classes de conjugaison semi-simples dans G(F ). Comme d’habitude, lorsqu’une
ambigu¨ıte´ sera a` craindre sur G, on les notera OG-e´quivalence et OG.
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Soit M un sous-groupe de Le´vi de G, l’inclusion M(F ) →֒ G(F ) induit une application
OM → OG a` fibres finies.
Soit o ∈ O, de´finissons
KωP,o(x, y) := ω(y)
∫
UP (A)
∑
γ∈MP (F )∩o
f(x−1γuy) du,
kT,ωo (x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KωP (δx, δx)τˆP (HP (δx)− T ).
Alors
∑
oK
ω
P,o = K
ω
P et
∑
o k
T,ω
o = k
T,ω. Comme remarque´ plus haut, on a KωP,o(x, y) =
ω(y)KP,o(x, y) et k
T,ω
o (x) = ω(x)k
T
o (x). Puisque ω est unitaire, le re´sultat suivant de´coule
imme´diatement du cas usuel ω = 1.
The´ore`me 5.1.1 (cf. [1, 7.1]). Soit T ∈ a+0 suffisamment re´gulier, alors∑
o∈O
∫
G(F )\G(A)1
kT,ωo (x) dx
converge absolument.
Soit f ∈ C∞c (G˜
1) quelconque et notons kT,ω(x, f) la fonction ainsi associe´e. Il est donc
loisible de de´finir la distribution
f 7→ JT,ωo (f) :=
∫
G(F )\G(A)1
kT,ωo (x, f) dx.
On indiquera le groupe en question en exposant les notations, eg. JG,T,ωo . Si o ∋ 1 (on
l’appelle la classe unipotente dans O), nous notons les objets associe´s par KωP,unip, k
T,ω
unip et
JT,ωunip.
Si M ∈ L(M0), o ∈ O
G et f ∈ C∞c (M(A)
1), posons
JM,T,ωo (f) =
∑
o′∈OM
o′ 7→o
JM,T,ω
o′
(f).
5.2 Comportement des distributions
Modification de troncature Le fait suivant sera utilise´ a` plusieurs reprises.
Proposition 5.2.1. Si G est simplement connexe, alors ω = 1.
De´monstration. Cela re´sulte imme´diatement de la parame´trisation de tels caracte`res par Lan-
glands, cf. [20, pp.122-123].
Corollaire 5.2.2. Le caracte`re ω est trivial sur Gunip(A).
De´monstration. Notons π : GSC → G le reveˆtement simplement connexe de Gder, alors π induit
un isomorphisme (GSC)unip
∼
→ Gunip de F -sche´mas, d’ou` un home´omorphisme pour leurs points
ade´liques.
Lemme 5.2.3. Soit M un sous-groupe de Le´vi de G. Alors ω est trivial sur AM,∞ ∩G(A)1.
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De´monstration. L’application de Harish-Chandra ade´lique fournit un isomorphisme de groupes
topologiques
(13) HM : AM,∞ ∩G(A)
1 ∼→ aGM .
Notons toujours π : GSC → G le reveˆtement simplement connexe de Gder et Msc →M sa fibre
au-dessus de M . On obtient l’analogue de (13) pour GSC et Msc. Vu la description de a
G
M en
termes de coracines, on voit que π induit aGSCMsc ≃ a
G
M ; l’identification est compatible avec HM
et HMsc . Ainsi, on se rame`ne a` prouver la meˆme assertion pour GSC, Msc et ωSC := ω ◦ π. Or
ωSC est encore un caracte`re automorphe, on conclut a` l’aide de 5.2.1.
La notion suivante facilitera l’e´tude du comportement des distributions JT,ωo .
De´finition 5.2.4. Pour P0 fixe´, une modification de troncature est une famille des fonctions
continues
Y := {YQ : Q(A) ∩K\K → aQ, Q ∈ F(M0), Q ⊃ P0}
telle que le diagramme suivant commute pour tout Q ⊃ P ⊃ P0 :
P (A) ∩K\K
YP //

aP

Q(A) ∩K\K
YQ
// aQ
A` une telle famille sont associe´es des fonctions
uQ(λ, k;Y) := e
〈λ,YQ(k)〉, λ ∈ ia∗Q,
lisses en λ, dont u′Q(k;Y) := u
′
Q(0, k;Y) est la fonction associe´e via (9).
Soient Y une modification de troncature, f ∈ C∞c (G(A)
1) et Q ⊃ P0, de´finissons une variante
ponde´re´e de la descente parabolique comme suit
fωQ,Y(m) := δQ(m)
1
2
∫
K
∫
UQ(A)
ω(k)f(k−1muk)u′Q(k;Y) dudk, m ∈MQ(A)
1.
On ve´rifie que ceci de´finit une application continue C∞c (G(A)
1)→ C∞c (MQ(A)
1).
The´ore`me 5.2.5 (cf. [3, (2.4)]). Soit o ∈ O. Soit Y une modification de troncature. Posons
kT,ωo (x;Y) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KωP,o(δx, δx)τˆP (HP (δx)− T − YP (kP (δx))).
alors
JT,ωo (f ;Y) =
∫
G(F )\G(A)1
kT,ωo (x;Y) dx
est convergent pour T ∈ a+0 suffisamment re´gulier. De plus, on a
JT,ωo (f ;Y) =
∑
Q⊃P0
J
MQ,T,ω
o (f
ω
Q;Y).
On se de´barrassera de la condition sur T dans 5.2.7.
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De´monstration. Pour tout sous-groupe parabolique P , on a
τˆP (HP (δx) − T − YP (kP (δx))) =∑
Q⊃P
(−1)dimAQ/AG τˆQP (HP (δx) − T )Γ
G
Q(HQ(δx)− T, YQ(kQ(δx))).
Via le changement de variables
(G(F )\G(A)1)× (P (F )\G(F ))
∼
→ (Q(F )\G(A)1)× (P (F )\Q(F ))
la formule de´finissant JT,ωo (f ;Y) s’e´crit
JT,ωo (f ;Y) =
∑
Q⊃P0
∫
Q(F )\G(A)1
∑
P :Q⊃P⊃P0
(−1)dimAP /AQ
∑
δ∈P (F )\Q(F )
KωP,o(δx, δx)τˆ
Q
P (HP (δx) − T )Γ
G
Q(HQ(δx) − T, YQ(kQ(δx))) dx.
E´crivons
Q(F )\G(A)1 = (UQ(F )\UQ(A))× (AMQ,∞ ∩G(A)
1)× (MQ(F )\MQ(A)
1)×K,
x = uamk,
dx = δQ(a)
−1 dudadm dk,
KωP,o(δx, δx) = ω(m)ω(k)KP,o(δuamk, δuamk),
ou` on a utilise´ 5.2.3 qui assure ω(a) = 1. On ve´rifie de plus
YQ(kQ(δuamk)) = YQ(k),
KP,o(δuamk, δuamk) = δQ(a)KP,o(δmk, δmk),
HQ(δuamk) = HQ(a),
HP (δuamk) ∈ HP (δm) + aQ.
Rappelons que AMQ,∞∩G(A)
1 s’identifie a` aGQ via HMQ . Les e´quations ci-dessus entraˆınent que
JT,ωo (f ;Y) =
∑
Q⊃P0
∫
MQ(F )\MQ(A)1
ω(m)
∑
P :Q⊃P⊃P0
(−1)dimAP /AQ
∫
K
ω(k)
∑
δ∈(P∩MQ)(F )\MQ(F )
∫
aG
Q
ΓGQ(H,YP (k)) dH
KP,o(δmk, δmk)τˆQP (HP (δm) − T ) dk dm.
Graˆce a` 4.1.4, l’inte´grale sur aGQ vaut u
′
Q(k;Y). L’application P 7→ P ∩MQ induit une bijection
entre {P : Q ⊃ P ⊃ P0} et l’ensemble de sous-groupes paraboliques standards de MQ. On
ve´rifie que, pour tous m1,m2 ∈MQ(A)1 on a∫
K
ω(k)KP,o(m1k,m2k)u
′
Q(k;Y) dk =
∑
γ∈MP (F )∩o
∫
(UP∩MQ)(A)
fωQ;Y(m
−1
1 γum2) du,
cf. [3, p.17]. En l’appliquant a` m1 = m2 = δm, on en de´duit l’assertion.
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De´pendance de T Pour tout Q ∈ F(M0), posons
fωQ (m) := δQ(m)
1
2
∫
K
∫
UQ(A)
ω(k)f(k−1muk) dudk, m ∈MQ(A)
1;(14)
ceci fournit une application continue C∞c (G(A)
1)→ C∞c (MQ(A)
1).
Corollaire 5.2.6 (cf. [3, (2.4)]). Soient o ∈ O, f ∈ C∞c (G(A)
1). Soient T, T1 ∈ a
+
0 suffisamment
re´guliers, alors
JT1,ωo (f) =
∑
Q⊃P0
J
MQ,T,ω
o (f
ω
Q ) ·
∫
aG
Q
ΓGQ(H,T1 − T ) dH.
De´monstration. Prenons YP (k) := T1 − T ∈ aP pour tout P ⊃ P0 et tout k ∈ K, cela de´finit
une modification de troncature. D’apre`s 4.1.4, on a
fωQ,Y = f
ω
Q
∫
aG
Q
ΓGQ(H,T1 − T ) dH.
On a aussi JT,ωo (f ;Y) = J
T1,ω
o (f). L’assertion re´sulte imme´diatement de 5.2.5.
Corollaire 5.2.7. La distribution f 7→ JT,ωo (f), de´finie au de´but pour T ∈ a
+
0 suffisamment
re´gulier, est polynomiale en T de degre´ ≤ dim aG0 . Par conse´quent, la distribution est bien de´finie
comme un polynoˆme en T ∈ a0.
La formule dans 5.2.5 reste valable pour tout T ∈ a0.
De´monstration. La premie`re assertion de´coule de 4.1.4. La deuxie`me en re´sulte en notant que
les deux coˆte´s de 5.2.5 sont tous polynomiaux en T .
Non-invariance Fixons o ∈ OG. Soient f ∈ C∞c (G(A)), y ∈ G(A), de´finissons
f y(x) = f(yxy−1), x ∈ G(A)1.
De´finissons une modification de troncature Yy en posant YP (k) = −HP (ky). Posons
u′Q(k, y) := u
′
Q(k;Yy),(15)
fωQ,y := f
ω
Q,Yy .(16)
The´ore`me 5.2.8. Avec les notations pre´ce´dentes, on a
JT,ωo (f
y) = ω(y)
∑
Q⊃P0
J
MQ,T,ω
o (f
ω
Q,y).
De´monstration. Pour tout sous-groupe parabolique standard P , notons KωP,o,fy le noyau associe´
a` f y au lieu de f . Pour tout δ ∈ G(F ), on ve´rifie que
KωP,o,fy(δx, δx) = ω(y)K
ω
P,o(δxy
−1, δxy−1).
D’ou`
JT,ωo (f
y) = ω(y)
∫
G(F )\G(A)1
∑
P⊃P0
(−1)dim(AP /AG)
∑
δ∈P (F )\G(F )
KωP,o(δxy
−1, δxy−1)τˆP (HP (δx) − T ) dx
= ω(y)
∫
G(F )\G(A)1
∑
P⊃P0
(−1)dim(AP /AG)
∑
δ∈P (F )\G(F )
KωP,o(δx, δx)τˆP (HP (δxy)− T ) dx.
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Comme HP (δxy) = HP (δx) +HP (kP (δx)y), on voit que J
T,ω
o (f
y) = ω(y)JT,ωo (f ;Yy). Cela
permet de conclure d’apre`s 5.2.5.
De´finition 5.2.9. Soit w ∈WG0 , prenons des repre´sentants wˆ ∈ G(F ) et w˜ ∈ K, alorsHP0(wˆ) =
HM0(wˆw˜
−1) ; comme HM0 est trivial sur M0(F ), cela ne de´pend que de w, M0 et K. Notons-le
HP0(w) bien qu’il ne de´pend pas de P0.
Dans [3], Arthur de´finit un unique point T0 ∈ a
G
0 tel que
HP0(w
−1) = T0 − w
−1T0, w ∈W
G
0 .(17)
On l’appelle le parame`tre de troncature canonique pour (G,M0,K). De´finissons J
ω
o := J
T0,ω
o .
Nous allons de´montrer que Jωo ne de´pend pas du choix de P0.
Notons Ksc l’image re´ciproque de K par π : GSC(A)→ G(A).
Proposition 5.2.10. Soient L,L′ ∈ L(M0) et w ∈W
G
0 avec un repre´sentant wˆ ∈ G(F ) tel que
L′ = w−1Lw. Soit w˜ ∈ π(Ksc) un autre repre´sentant, i.e. w˜wˆ
−1 ∈M0(A). Pour f ∈ C∞c (L(A)
1),
posons
f ′(x′) := f(w˜x′w˜−1), x′ ∈ L′(A)1.
Alors
JL
′,ω
o (f
′) = JL,ωo (f)
ou` JL,ωo (resp. J
L′,ω
o ) est de´fini par rapport a` KL := K ∩ L(A) (resp. KL′ := K ∩ L′(A)) et
R0 := P0 ∩ L (resp. R
′
0 := w
−1(P0 ∩ L)w).
De´monstration. Le parame`tre de troncature canonique pour L (resp. L′) s’obtient en projetant
T0 via a
G
0 → a
L
0 (resp. a
G
0 → a
L′
0 ). Posons
f◦(x) := f(w˜wˆ−1xwˆw˜−1), x ∈ L(A)1,
K◦ := wˆKL′wˆ
−1 ⊂ L(A).
Prenons T ∈ (aL
′
R′0
)+ suffisamment re´gulier. Par le transport de structure x 7→ wˆxwˆ−1, on a
JL
′,T,ω
o (f
′;KL′) = J
L,wT,ω
o (f
◦;K◦).
Soit R ⊃ R0, notonsK
ω
R,o le noyau associe´ a` f etK. En utilisant le fait que ω(wˆ) = ω(w˜) = 1,
dont la dernie`re e´galite´ re´sulte de 5.2.2, l’argument pour 5.2.8 montre que
JL,wT,ωo (f
◦;K◦) =
∫
L(F )\L(A)1
∑
R⊃R0
(−1)dim(AR/AL)
∑
δ∈R(F )\L(F )
KωR,o(δx, δx)τˆR(HR(δxw˜wˆ
−1;K◦)− wT ) dx,
ou` HR(·;K
◦) de´signe l’application de Harish-Chandra de´finie par rapport a` K◦.
D’autre part, conside´rons JL,wT−wT0+T0,ωo (f ;KL) ; il s’exprime de la meˆme manie`re sauf que
le terme τˆR(· · · ) est remplace´ par
τˆR(HR(δx;K) + wT0 − T0 − wT ).
Soit δx = umk une de´composition d’Iwasawa ou` u ∈ UR(A), m ∈ MR(A), k ∈ K ∩ L(A),
alors HR(δx;K) = HMR(m). On a
δxw˜wˆ−1 = um w˜wˆ−1︸ ︷︷ ︸
∈M0(A)
· wˆw˜−1kw˜wˆ−1︸ ︷︷ ︸
∈K◦
,
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donc HR(δxw˜wˆ
−1;K◦) = HMR(m) +HMR(w˜wˆ
−1). Montrons que HMR(w˜wˆ
−1) = wT0 − T0. Il
suffit de conside´rer le cas MR =M0. Posons m0 := wˆw˜
−1 ∈M0(A), i.e. wˆ = m0w˜, alors
HP0(wˆ) = HM0(m0) = −HM0(w˜wˆ
−1);
or HP0(wˆ) = T0 − wT0 d’apre`s la de´finition de T0.
On en de´duit que
JL
′,T,ω
o (f
′;KL′) = J
L,wT−wT0+T0,ω
o (f ;KL).
Les deux coˆte´s sont polynomiaux en T . On conclut en prenant T = T0.
Corollaire 5.2.11 (cf. [3, §2]). Les distributions Jωo ne de´pendent pas du choix de P0 ∈ P(M0).
De´monstration. Soit P ′0 ∈ P(M0). Prenons w ∈ W
G
0 tel que P
′
0 = w
−1P0w et un repre´sentant
w˜ ∈ π(Ksc). Vu 5.2.10, il suffit de montrer que
Jωo (f) = J
ω
o (f
w˜−1).
Soit Q ⊃ P0. Puisque w˜
−1 ∈ K, on a
u′Q(·, w˜
−1) =
∫
aG
Q
ΓGQ(H, 0) dH =
{
1, si Q = G
0, sinon.
.
En rappelant que ω(w˜) = 1, on conclut par 5.2.8.
Corollaire 5.2.12. Soit y ∈ G(A)1, on a
Jωo (f
y) = ω(y)
∑
Q∈F(M0)
|W
MQ
0 ||W
G
0 |
−1J
MQ,ω
o (f
ω
Q,y).
De´monstration. Nous allons le de´duire de 5.2.8. Supposons que Q′ ∈ F(M0), alors il existe un
unique Q ⊃ P0 et un w ∈ W
G
0 tel que Q
′ = w−1Qw. De plus, l’application Q′ 7→ Q est a` fibres
de |W
MQ
0 |
−1|WG0 | e´le´ments. Prenons un repre´sentant w˜ ∈ π(Ksc) de w. On ve´rifie que
∀k ∈ K, u′Q′(w˜
−1k, y) = u′Q(k, y)
(cf. [3, p.21]), donc fωQ′,y(w˜
−1xw˜) = fωQ,y(x) pour tout x ∈MQ(A)
1. D’apre`s 5.2.10, J
MQ′ ,ω
o (f
ω
Q′,y) =
J
MQ,ω
o (f
ω
Q,y). Alors 5.2.8 permet de conclure.
De´pendance de K Conservons les conventions du paragraphe pre´ce´dent. Fixons un autre
sous-groupe compact maximal K1 de G(A) en bonne position relativement de M0 et notons T0
(resp. T1) le parame`tre de troncature canonique pour K (resp. K1).
Fixons P0 ∈ P(M0). Conside´rons la famille des fonctions continues K → aP indexe´e par
Q ∈ F(M0)
YQ(k) := −HQ(k;K1) + T1 − T0.
On ve´rifie que Y := (YQ)Q⊃P0 est une modification de troncature. On de´finit ainsi
u′Q(k;K1|K) := u
′
Q(k;Y),(18)
fωQ;K1|K := f
ω
Q;Y .(19)
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Lemme 5.2.13. Avec les notations pre´ce´dentes, on a
Jωo (f ;K1) =
∑
Q⊃P0
J
MQ,ω
o (f
ω
Q;K1|K
).
De´monstration. Supposons T ∈ a+0 suffisamment re´gulier, on a
JT+T1(f ;K1) =
∫
G(F )\G(A)1
∑
P⊃P0
(−1)dim(AP /AG)
∑
δ∈P (F )\G(F )
KωP (δx, δx)τˆP (HP (δx;K1)− T − T1) dx,
tandis que JT+T0(f) est de´fini de la meˆme fac¸on sauf que le terme τˆP (· · · ) est remplace´ par
τˆP (HP (δx) − T − T0). Pour conclure, il suffit de noter
HP (δx;K1)− T − T1 = HP (δx) − T − T0 +HP (kP (δx);K1) + T0 − T1
puis appliquer 5.2.5 et e´valuer des polynoˆmes en T = 0.
Lemme 5.2.14. Soit w ∈ WG0 . Si w˜ (resp. w˜1) est un repre´sentant de w dans K (resp. K1),
alors HM0(w˜
−1w˜1) = (w
−1 − 1)(T0 − T1).
De´monstration. Prenons un repre´sentant rationnel wˆ ∈ G(F ) de w. La de´finition des parame`tres
T0, T1 affirme que
(1−w)T0 = HP0(wˆ) = HM0(wˆw˜
−1),
(1−w)T1 = HP0(wˆ;K1) = HM0(wˆw˜
−1
1 ).
En prenant la diffe´rence, on obtient (1 − w)(T0 − T1) = HM0(w˜1w˜
−1), ce qui est e´gal a`
wHM0(w˜
−1w˜1).
The´ore`me 5.2.15. On a
Jωo (f ;K1) =
∑
Q∈F(M0)
|W
MQ
0 ||W
G
0 |
−1J
MQ,ω
o (f
ω
Q;K1|K
).
De´monstration. D’abord, supposons que w ∈WG0 , Q
′ ∈ F(M0) sont tels que Q
′ = w−1Qw avec
Q ⊃ P0. Prenons un repre´sentant w˜ ∈ π(Ksc). D’apre`s 5.2.10, on a
J
MQ′ ,ω
o (f
ω
Q′;K1|K
) = J
MQ,ω
o ((f
ω
Q′;K1|K
)w˜
−1
).(20)
Pour tout m ∈MQ(A)1, on a
fωQ′;K1|K(w˜
−1mw˜) = δQ′(w˜
−1mw˜)
1
2
∫
K
∫
UQ′(A)
ω(k)f(k−1w˜−1mw˜u′k)u′Q′(k;K1|K) du
′ dk(21)
= δQ(m)
1
2
∫
K
∫
UQ(A)
ω(k)f(k−1muk)u′Q′(w˜
−1k;K1|K).(22)
E´crivons k = qk1 avec q ∈ Q(A) et k1 ∈ K1, alors HQ(k;K1) = HQ(q). D’autre part,
w˜−1k = w˜−1w˜︸ ︷︷ ︸
∈Q′(A)
· w˜−1w˜1︸ ︷︷ ︸
∈M0(A)
· w˜−11 k1︸ ︷︷ ︸
∈K1
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entraˆıne que
−wHQ′(w˜
−1k;K1) = −w(w
−1HQ(k;K1) +HM ′
Q
(w˜−1w˜1))
= −HQ(k;K1)− (1− w)(T0 − T1),
w(−HQ′(w˜
−1k;K1) + T1 − T0) = −HQ(k;K1) + T1 − T0.
d’apre`s le lemme pre´ce´dent. D’ou` u′Q′(w˜
−1k;K1|K) = uQ(k;K1|K), donc
(fωQ′;K1|K)
w˜−1 = fωQ;K1|K .(23)
Maintenant on fait varier Q et w. Les e´quations (21)-(23) entraˆınent que∑
Q′∈F(M0)
|W
MQ′
0 ||W
G
0 |
−1J
MQ′ ,ω
o (f
ω
Q′;K1|K
) =
∑
Q⊃P0
J
MQ,ω
o (f
ω
Q;K1|K
).
Vu 5.2.13, cela ache`ve la de´monstration.
5.3 Inte´grales orbitales ponde´re´es avec caracte`re
Fixons un ensemble fini S de places de F . De´composons les objets en question comme
K = KS ×K
S , G(A) = G(FS) ×G(FS), M(A) = M(FS)×M(FS), etc. Notons la restriction
de ω sur M(FS), ou` M est un sous-groupe de Le´vi quelconque de G, par le meˆme symbole ω.
Fixons des mesures sur G(FS) et sur les M(FS) selon §2.5.
Remarque 5.3.1. Bien que ces objets-la` sont suppose´s d’origine globale, ici il ne s’agit que
d’une e´tude locale. Par exemple, la seule proprie´te´ de ω qui interviendra est qu’il est un caracte`re
unitaire de G(FS) ; il existe aussi des versions locales de 5.2.1 et 5.2.2.
Inte´grales orbitales avec caracte`re SoientM un sous-groupe de Le´vi deG, f ∈ C∞c (M(FS))
et y ∈M(FS). Posons toujours
f y(x) = f(yxy−1), x ∈M(FS).
Soit D une distribution sur M(FS), posons
yD : f 7→ 〈D, f y〉, f ∈ C∞c (M(FS))
Cela de´finit une action a` gauche (resp. a` droite) de M(FS) sur l’espace des distributions (resp.
des fonctions) sur M(FS).
De´finition 5.3.2. Une fonction f (resp. distribution D) est dite ω-e´quivariante si f y = ω(y)f
(resp. yD = ω(y)D) pour tout y.
Par exemple, une fonction f localement inte´grable est ω-e´quivariante si et seulement la dis-
tribution φ 7→
∫
M(FS)
f(x)φ(x) dx l’est. Nous nous inte´ressons aux distributions ω-e´quivariantes.
Conventions sur la mesure On conside`re les paires (O, µ), ou`
– O est une classe de conjugaison dans M(FS),
– µ est une mesure de Radon complexe non triviale sur O qui est ω-e´quivariante ; autrement
dit µ(y−1xy) = ω(y)µ(x) pour tout x ∈ O et tout y ∈M(FS).
33
Le groupe M(FS) ope`re sur ces paires par conjugaison ; la conjugaison ne change pas O mais
elle transporte µ. On e´crit (O1, µ1) ∼ (O2, µ2) si O1 = O2. Notons
Γ˙(M(FS))
ω := {(O, µ)},
Γ(M(FS))
ω := {(O, µ)}/ ∼ .
Alors Γ˙(M(FS))
ω → Γ(M(FS))
ω est un C×-torseur, ce qui permet de de´finir γ˙/η˙ ∈ C× si γ˙ et
η˙ ont la meˆme classe de conjugaison sous-jacente.
De´finition 5.3.3. Une classe de conjugaison O dans M(FS) est dite ω-bonne si elle admet une
mesure de Radon ω-e´quivariante comme ci-dessus. Autrement dit, O est bonne si pour tout
γ ∈ O, on a ω|Mγ(FS) = 1. On dit que γ ∈M(FS) est ω-bon si sa classe de conjugaison l’est.
Nous utilisons les symboles pointe´s pour de´signer un e´le´ment dans Γ˙(M(FS))
ω, eg. γ˙ ; la
classe de conjugaison sous-jacente est note´e Supp(γ˙).
Une paire γ˙ = (O, µ) donne naissance a` l’inte´grale orbitale
JωM (γ˙, f) := |D
M (γ)|
1
2
∫
O
f dµ, f ∈ C∞c (M(FS))(24)
avec γ ∈ O quelconque, ou` DM est le discriminant de Weyl (voir 5.6.1). Pour montrer qu’elle
converge, il suffit de remplacer µ par |µ|. On obtient ainsi une mesure de Radon invariante sur
O, ce qui permet d’appliquer le re´sultat de Rao [27]. On ve´rifie que, pour tout y ∈M(FS)
JωM (yγ˙y
−1, f) = JωM (γ, f
y) = ω(y)JωM (γ˙, f).(25)
Cela permet d’immerger Γ˙(M(FS))
ω dans l’espace de distributions ω-e´quivariantes.
Donnons-en une construction directe. Soit γ ∈ M(FS) bon et notons O sa classe de conju-
gaison. Fixons une mesure invariante sur Mγ(FS)\M(FS). Alors on peut choisir une unique
mesure complexe µ[γ] sur O de sorte que
JωM ((O, µ[γ]), f) =
∫
Mγ(FS)\M(FS)
ω(x)f(x−1γx) dx.(26)
Il serait tentant de l’e´crire comme JωM (γ, f) ; cependant il faut prendre garde qu’il de´pend du
choix de γ dans sa classe de conjugaison.
Induction de classes unipotentes Supposons que γ ∈M(FS) est ω-bon ; soit γ˙ ∈ Γ˙(M(FS))
ω
tel que γ ∈ Supp(γ˙).
Supposons pour l’instant queMγ = Gγ . On peut regarder γ˙ comme un e´le´ment de Γ˙(G(FS))
ω⊔
{0} (comme distributions sur G(FS)) en choisissant l’unique mesure telle que
JωG (γ˙, f) =
∫
M(FS)\G(FS)
ω(x)JωM (γ˙, f
x−1) dx, f ∈ C∞c (G(FS)).(27)
Si l’on fixe des choix comme dans (26), c’est tout simplement
|DM (γ)|
1
2
∫
Mγ(FS)\G(FS)
ω(x)f(x−1γx) dx;
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et on a γ˙ = 0 dans G si et seulement si γ n’est pas ω-bon dans G(FS).
En ge´ne´ral, notons AM,reg l’ouvert dense de AM des e´le´ments a tels que∏
β∈Σred
P
(β(a)− β(a)−1) soit inversible , P ∈ P(M);
alors pour a ∈ AM,reg(FS) en position ge´ne´rale, on aMγ =Maγ = Gaγ . Notons aγ˙ ∈ Γ˙(M(FS))
ω
l’e´le´ment obtenu via le transport de structure. D’apre`s (27), on regarde aγ˙ comme un e´le´ment
de Γ˙(G(FS))
ω .
Soit maintenant γ ∈ M(FS) unipotent. Lusztig et Spaltenstein [21] ont de´fini une classe
de conjugaison ge´ome´trique unipotente γG dans G(FS). C’est une re´union finie de classes de
conjugaison dans G(FS), disons γ
G = ⊔i∈Iγ
G
i . Notons I0 l’ensemble des i ∈ I tels que γ
G
i est
ω-bon.
Lemme 5.3.4 (cf. [8, (6.6)]). Il existe des uniques mesures de Radon ω-e´quivariantes non
triviales sur {γGi }i∈I0 telles que si l’on note
JωG (γ˙
G, ·) :=
∑
i∈I0
JωG (γ˙
G
i , ·)
alors
JωG (γ˙
G, ·) = lim
a→1
a∈AM,reg(FS)
JωG (aγ˙, ·)
ou` les a dans la limite sont suppose´s en position ge´ne´rale de sorte que Maγ = Gaγ .
De´monstration. Le cas ω = 1 est de´montre´ dans [8]. La meˆme de´monstration marche si l’on
utilise les mesures ω-e´quivariantes sur les classes de conjugaison.
Cela e´tant, on peut de´finir γ˙G comme une combinaison line´aire des e´le´ments dans Γ˙(G(FS))
ω.
Inte´grales orbitales ponde´re´es Soit M un sous-groupe de Le´vi de G. Soient γ ∈ M(FS)
bon et O sa classe de conjugaison, prenons une paire γ˙ = (O, µ) ∈ Γ˙(M(FS))
ω.
De´finition 5.3.5. Supposons que Mγ = Gγ . Si γ n’est pas ω-bon dans G(FS), posons
JωM (γ˙, ·) = 0;
sinon, γ˙ induit une paire (O′, µ′) ∈ Γ˙(G(FS))
ω via (27). Arthur a de´fini une (G,M)-famille
vP (λ, x) := e
−〈λ,HP (x)〉, P ∈ P(M), λ ∈ ia∗M ;
associe´e a` l’ensemble (G,M)-orthogonal positif YP (x) = −HP (x). Notons vM (x) la fonction
associe´e ; elle est une fonction sur M(FS)\G(FS)/KS . Pour tout t ∈ O
′, e´crivons t = x−1γx et
de´finissons une nouvelle mesure en posant µ′M (t) = vM (x)µ
′(t) (avec abus de notations) ; cela
ne de´pend pas du choix de x.
Pour f ∈ C∞c (G(FS)), posons
JωM (γ˙, f) := |D
G(γ)|
1
2
∫
O′
f dµ′M .
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La convergence de´coule en remplac¸ant µ′M par |µ
′
M |, ce qui nous rame`ne au cas usuel ω = 1.
Si l’on fixe des choix comme dans (26), c’est tout simplement
|DG(γ)|
1
2
∫
Gγ(FS)\G(FS)
ω(x)f(x−1γx)vM (x) dx.
Revenons au cas ge´ne´ral. Soit L ∈ L(M), Arthur de´finit un facteur rLM (γ, a) pour tous
γ ∈M(FS), a ∈ AM,reg(FS) ([8, §5]), par lequel est de´finie l’inte´grale orbitale ponde´re´e ge´ne´rale.
Ce facteur ne de´pend que de L,M, a et la classe de conjugaison de γ dans M . Dans le cas
Mγ = Gγ , on a
rLM (γ, a) =
{
1, si L =M,
0, sinon.
Si a ∈ AM,reg(FS) est en position ge´ne´rale, alors Mγ = Maγ = Gaγ et on sait de´finir aγ˙ ∈
Γ˙(G(FS))
ω a` l’aide de (27).
The´ore`me 5.3.6 (cf. [8, 5.2]). Pour tout f ∈ C∞c (G(FS)), la limite
JωM (γ˙, f) := lim
a→1
a∈AM,reg(FS)
∑
L∈L(M)
rLM (γ, a)J
ω
L (aγ˙, f)
existe, ou` les a dans la limite sont suppose´s en position ge´ne´rale de sorte que Maγ = Gaγ . Si
Mγ = Gγ , elle co¨ıncide avec la de´finition 6.3.1. On a
∀y ∈M(FS), J
ω
M (yγ˙y
−1, f) = ω(y)JωM (γ˙, f).
De´monstration. Les termes a` droite sont bien de´finis. La de´monstration de l’existence de la
limite est pareille que celle dans [8] : il suffit de tordre les mesures invariantes sur G(FS), KS ou
sur les orbites par ω, et on ve´rifie que cela n’affecte pas les de´monstrations car ω est unitaire.
L’assertion sur l’e´quivariance est claire si Mγ = Gγ ; le cas ge´ne´ral s’en suit par de´finition.
Lorsqu’une ambigu¨ıte´ sur G sera a` craindre, nous noterons les objets par JG,ωM (γ˙, f), etc.
Proposition 5.3.7 (cf. [8, 6.2]). Soit u˙ ∈ Γ˙(M(FS))
ω supporte´ sur une classe de conjugaison
unipotente. Alors f 7→ JωM (u˙, f) de´finie une mesure complexe ω-e´quivariante sur l’induite u
G
qui est absolument continue par rapport a` la mesure de´finie dans 5.3.4.
Le cas non ramifie´ Fixons G et M comme pre´ce´demment. Supposons que S consiste en
places non archime´diennes et fixons KS :=
∏
v∈S Kv tel que Kv est un sous-groupe hyperspe´cial
de G(Fv) en bonne position relativement a` M pour chaque v ∈ S. Notons 1KS la fonction
caracte´ristique de KS .
De´finition 5.3.8. Les inte´grales orbitales ponde´re´es non ramifie´es sont de´finies par
rωM,KS(γ˙) = r
G,ω
M,KS
(γ˙) := JωM (γ˙,1KS), γ˙ ∈ Γ˙(G(FS))
ω.
Lorsque γ est fortement re´gulier dans G, notre de´finition est celle dans [30].
5.4 Comportement des inte´grales orbitales ponde´re´es avec un caracte`re
Soient γ ∈ M(FS) ω-bon et prenons γ˙ ∈ Γ˙(M(FS))
ω (i.e. on fixe la mesure) comme
pre´ce´demment.
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(M,σ)ω-e´quivalence Soient σ ∈M(FS)ss et Σ ⊂ σMσ(FS) un ouvert invariant par Mσ(FS).
Notons
Γ˙(Σ)ω := {γ˙ ∈ Γ˙(M(FS))
ω : Supp(γ˙) ⊂ Σ}.
Supposons de´sormais que l’adhe´rence de Σ dans σMσ(FS) contient un voisinage invariant de
σ. Suivant [8, p.235], on dit que deux fonctions φ1, φ2 sur Γ˙(Σ)
ω sont (M,σ)ω-e´quivalentes s’il
existe f ∈ C∞c (M(FS)) et un voisinage U de σ dans M(FS) tels que
(φ1 − φ2)(γ˙) = J
M,ω
M (γ˙, f)
pour tout γ˙ ∈ Γ˙(Σ)ω tel que Supp(γ˙) ⊂ U . Si cette condition est ve´rifie´e, on e´crit
φ1
(M,σ)ω
∼ φ2.
Proposition 5.4.1 (cf. [8, 2.2]). Si Mσ = Gσ, alors pour tout f ∈ C
∞
c (M(FS)) on a
JωM (γ˙, f)
(M,σ)ω
∼ 0
pour tout γ˙ ∈ Γ˙(M(FS))
ω assez proche de σ modulo conjugaison.
De´monstration. La de´monstration est identique a` celle du cas ω = 1.
Formules de descente
Proposition 5.4.2 (cf. [8, 6.2]). Supposons γ unipotent. Soit L1 ∈ L(M), alors pour tout
f ∈ C∞c (G(FS)), on a
JωL1(γ˙
L1 , f) = lim
a→1
a∈AM,reg(FS)
∑
L∈L(L1)
rLL1(γ, a)J
ω
L (aγ˙, f).
Soit Q = LUQ ∈ F(M). De´finissons la version locale de (14) :
fωQ(m) := δQ(m)
1
2
∫
KS
∫
UQ(FS)
ω(k)f(k−1muk) dudk, m ∈ L(FS).
Corollaire 5.4.3 (cf. [6, §8]). Conservons les notations pre´ce´dentes et fixons ξ ∈ aL1M en position
ge´ne´rale comme dans (11), ce qui permet d’associer a` chaque L ∈ L(M) tel que dGM (L1, L) 6= 0
un QL ∈ P(L). Alors
JωL1(γ˙
L1 , f) =
∑
L∈L(M)
dGM (L1, L)J
L,ω
M (γ˙, f
ω
QL
).
De´monstration. L’e´nonce´ dans [6] est pour les distributions invariantes ; or le cas ω = 1 du
re´sultat voulu y est implicite. Les arguments d’Arthur s’adaptent de fac¸on usuelle au cas ge´ne´ral.
De meˆme, on a la formule de de´ploiement pour inte´grales orbitales ponde´re´es. Prenons ξ ∈
aMM en position ge´ne´rale comme dans (12), ce qui permet de de´finir une application (L1, L2) 7→
(Q1, Q2) avec Qi ∈ P(Li) (i = 1, 2) pourvu que d
G
M (L1, L2) 6= 0.
Proposition 5.4.4 (cf. [7, 9.1]). Supposons S = S1 ⊔ S2. Soit γ˙ = γ˙1γ˙2, ou` γ˙i ∈ Γ˙(M(FSi))
ω
pour i = 1, 2. Soit f = f1f2 ∈ C
∞
c (G(FS)) ou` fi ∈ C
∞
c (G(FSi )) pour i = 1, 2. Alors
JωM (γ˙, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L1
M (γ˙1, f
ω
Q1)J
L2
M (γ˙2, f
ω
Q2).
37
Non-invariance Conservons les meˆmes notations. Soit Q ∈ F(M0). On a la (G,MQ)-famille
uP (λ, x, y) = e
−〈λ,HP (kP (x)y)〉, x, y ∈ G(FS).
On de´finit la version locale de (16)
fωQ,y(m) = δQ(m)
1
2
∫∫
KS×UQ(FS)
ω(k)f(k−1muk)u′Q(k, y) dudk, m ∈MQ(FS).
Proposition 5.4.5 (cf. [3, (8.2)]). Pour tout y ∈ G(FS), on a
JωM (γ˙, f
y) = ω(y)
∑
Q∈F(M)
J
MQ,ω
M (γ˙, f
ω
Q,y).
De´monstration. Prenons γ ∈ Supp(γ˙). Traitons d’abord le cas Mγ = Gγ . Fixons des mesures
comme dans (26), alors
JωM (γ˙, f
y) = |DM (γ)|
1
2
∫
Mγ(FS)\G(FS )
ω(x)f(yx−1γxy−1)vM (x) dx
= |DM (γ)|
1
2ω(y)
∫
Mγ(FS)\G(FS )
ω(x)f(x−1γx)vM (xy) dx.
On a vP (λ, xy) = vP (λ)uP (λ, x, y), donc 4.2.4 entraˆıne que
vM (xy) =
∑
Q∈F(M)
vQM (x)u
′
Q(x, y).
Pour u fixe´, on a∫
Mγ(FS)\G(FS)
ω(x)f(x−1γx)vQM (x)u
′
Q(x, y) dx =
∫∫∫
UQ(FS)×MQ(FS)×KS
ω(k)ω(m)δQ(m)
−1f(k−1m−1u−1γumk)vQM (m)u
′
Q(k, y) dudm dk =
∫
MQ(FS)
ω(m)vQM (m)
∫∫
KS×UQ(FS)
ω(k)δQ(m)
1
2 f(k−1m−1γmuk)u′Q(k, y) dudk dm.
La (MQ,M)-famille v
Q
M (λ,m) ne de´pend que de M et MQ lorsque m ∈MQ(FS) (cf. [3, p.41]),
on peut la noter v
MQ
M (λ,m) et on ve´rifie qu’elle donne la fonction de poids pour MQ,M,KS .
Cela conclut le cas Mγ = Gγ .
En ge´ne´ral, on en de´duit
JωM (γ˙, f
y) = lim
a→1
∑
L∈L(M)
rLM (γ, a)ω(y)
∑
Q∈FG(L)
J
MQ,ω
L (aγ˙, f
ω
Q,y)
= ω(y)
∑
Q∈FG(M)
lim
a→1
 ∑
L∈L
MQ(M)
rLM (γ, a)J
MQ ,ω
L (aγ˙, f
ω
Q,y)

= ω(y)
∑
Q∈FG(M)
J
MQ,ω
M (f
ω
Q,y).
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Proposition 5.4.6. Soit y ∈ G(FS) tel que yMy
−1 ∈ L(M0) , alors
JωyMy−1(yγ˙y
−1, f) = ω(y)JωM (γ˙, f).
De´monstration. Comme KS est spe´cial, on peut e´crire y = km ou` k ∈ π((KS)sc) (i.e. k provient
du reveˆtement simplement connexe de Gder) et m ∈M(FS). Le proble`me se divise ainsi en deux
cas : y ∈M(FS) et y ∈ π((KS)sc).
Si y ∈M(FS), l’assertion de´coule de la proposition pre´ce´dente. Si y ∈ π((KS)sc), un trans-
port de structure donne
JωyMy−1(yγ˙y
−1, f) = JωM (γ˙, f
y).
Comme ω(y) = 1, il suffit de montrer que fωQ,y = 0 si Q 6= G. Or c’est clair que uQ(k, y) = 0
si Q 6= G, ce qui permet de conclure.
De´pendance de KS Soit K1,S un sous-groupe compact maximal de G(FS) en bonne position
relativement a` M0. Ajoutons l’affixe K1 aux objets de´finis par rapport a` K1,S . Soient M ∈
L(M0), T ∈ aM . De´finissons les (G,M)-familles
vP (λ, x, T ) := e
〈λ,−HP (x)+T 〉,
vP (λ, x, T ;K1) := e
〈λ,−HP (x;K1)+T 〉, P ∈ P(M).
La de´finition originelle des fonctions poids correspond au cas T = 0, mais T n’affecte pas les
fonctions vM (x;K1) = vM (x, T ;K1) et vM (x) = vM (x, T ).
De´finissons la (G,M)-famille
uP (λ, x;K1|K,T ) := e
〈λ,−HP (kP (x);K1)+T 〉, P ∈ P(M).
Posons
fωQ,K1|K,T (m) := δQ(m)
1
2
∫
KS
∫
UQ(FS)
ω(k)f(k−1muk)u′Q(k;K1|K,T ) dudk.
Proposition 5.4.7 (cf. [9, 3.4]). Soit T ∈ aM . On a
JωM (γ˙, f ;K1) =
∑
Q∈F(M)
J
MQ,ω
M (γ˙, f
ω
Q,K1|K,T
).
De´monstration. Il suffit de comparer les fonctions de poids : nous avons remarque´ que celle
associe´e a` K1 se de´duit de la (G,M)-famille vP (x, T ;K1). Or
−HP (x;K1) + T = −HP (x)−HP (kP (x);K1) + T, P ∈ P(M).
D’ou`
vP (λ, x, T ;K1) = vP (λ, x, 0)uP (λ, x;K1|K,T ), P ∈ P(M).
On peut reprendre la preuve de 5.4.5 a` partir de maintenant.
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5.5 De´veloppement fin du terme unipotent
Fixons S un sous-ensemble fini de places de F . Supposons que
– S contient toutes les places archime´diennes ;
– Kv est hyperspe´cial pour tout v /∈ S ;
– ω est trivial sur KS.
De´signons par fKS la fonction caracte´ristique de K
S . On de´finit un homomorphisme continu
injectif
C∞c (G(FS))→ C
∞
c (G(A))
f 7→ f · fKS ,
par lequel on identifie C∞c (G(FS)) a` un sous-espace de C
∞
c (G(A)).
Soit M un sous-groupe de Le´vi de G, notons
Γ˙unip(M(FS))
ω := {u˙ ∈ Γ˙(M(FS))
ω : Supp(u˙) ⊂Munip(FS)},
Γ˙unip(M(F ), S)
ω := {u˙ ∈ Γ˙unip(M(FS))
ω : Supp(u˙) ∩M(F ) 6= ∅}.
En oubliant les mesures, on de´finit Γunip(M(FS))
ω et Γunip(M(F ), S)
ω de la meˆme manie`re.
The´ore`me 5.5.1 (cf. [4]). Il existe une unique application aM,ω(S, ·) : Γ˙unip(M(F ), S))
ω → C
pour tout M ∈ L(M0), satisfaisant a` l’e´quivariance
aM,ω(S, yu˙y−1) = ω(y)−1aM,ω(S, u˙), y ∈M(FS),
telle que, pour tout f ∈ C∞c (G(FS) ∩G(A)
1), on a
Jωunip(f) =
∑
M∈L(M0)
|WM0 ||W
G
0 |
−1
∑
u∈Γunip(M(F ),S)ω
aM,ω(S, u˙)JωM (u˙, f)
ou` u˙ ∈ Γ˙unip(M(F ), S) est une image re´ciproque de u quelconque. De plus, a
M,ω(S, ·) ne de´pend
pas de KS.
Les coefficients aM,ω(S, ·) de´pendent encore deM ,M0 et K
S . La de´pendance deM0 sera en-
leve´e plus tard par 5.5.4. L’e´quivariance des coefficients affirme que le produit aM,ω(S, u˙)JωM (u˙, f)
ne de´pend que de u.
De´monstration. C’est le re´sultat principal de [4]. Il n’y a rien a` prouver si G est anisotrope
modulo son centre. Supposons donc par re´currence que l’assertion est ve´rifie´e pour tout sous-
groupe de Le´vi propre. Posons
Tω(f) := Jωunip(f)−
∑
M∈L(M0)
M 6=G
|WM0 ||W
G
0 |
−1
∑
u∈Γunip(M(F ),S)ω
aM,ω(S, u˙)JωM (u˙, f).
Soit y ∈ G(A). La formule de non-invariance 5.2.8 entraˆıne que
Jωunip(f
y)− ω(y)Jωunip(f) = ω(y)
∑
Q∈F(M0)
Q 6=G
|W
MQ
0 ||W
G
0 |
−1J
MQ,ω
unip (f
ω
Q,y),
40
tandis que 5.4.5 entraˆıne que∑
M∈L(M0)
M 6=G
|WM0 ||W
G
0 |
−1
∑
u
aM,ω(S, u˙)(JωM (u˙, f
y)− ω(y)JωM (u˙, y))
= ω(y)
∑
M∈L(M0)
M 6=G
|WM0 ||W
G
0 |
−1
∑
Q∈F(M)
Q 6=G
∑
u
aM,ω(S, u˙)J
MQ,ω
M (u˙, f
ω
Q,y)
= ω(y)
∑
Q∈F(M0)
Q 6=G
|W
MQ
0 ||W
G
0 |
−1
∑
M∈L
MQ(M0)
|WM0 ||W
MQ
0 |
−1
∑
u
aM,ω(S, u˙)J
MQ,ω
M (u˙, f
ω
Q,y).
D’apre`s l’hypothe`se de re´currence, on en de´duit Tω(f y) = ω(y)Tω(f). Par conse´quent Tω
est ω-e´quivariant. D’autre part, on montre (cf. [4, 4.2]) que si f s’annule sur Gunip(A), alors
Jωunip(f) = 0. La meˆme proprie´te´ est satisfaite par les distributions J
ω
M (u˙, ·) d’apre`s 5.3.7,
donc par Tω(·). Par conse´quent, il existe des coefficients aG,ω(S, u˙) satisfaisant a` la condition
d’e´quivariance telle que
Tω(f) =
∑
u∈Γunip(M(FS))ω
aG,ω(S, u˙)JωG (u˙, f).
pour tout f . Si l’on se´lectionne une image re´ciproque u˙ pour chaque u, alors la famille de
distributions {JωG (u˙, f) : u ∈ Γunip(M(FS))
ω} est libre. L’unicite´ de aG,ω(S, ·) en de´coule.
Il reste a` montrer que les classes qui contribuent sont celles rencontrantG(F ). C’est l’ingre´dient
technique de [4, §2 - §7]. On ve´rifie que les troncatures et estimations d’Arthur dans [4] de-
meurent valables si l’on utilise la mesure complexe ω(x) dx sur G(A) et les autres groupes en
question.
Montrons l’inde´pendance deKS . SoitK1,S un autre sous-groupe compact de G(FS) en bonne
position relativement a` M0. Ajoutons l’affixe K1 aux objets associe´s au sous-groupe compact
maximal K1 = K1,S ×K
S de G(A). On reprend les arguments ci-dessus en utilisant 5.2.15 et
5.4.7 avec T = T1−T0 ou` T1 (resp. T0) est le parame`tre de troncature canonique pour K1 (resp.
K), pour obtenir
Tω(f ;K1) = T
ω(f).
Comme la distribution JωG (u˙, ·) ne de´pend que de u˙, on tire du de´veloppement de T
ω que
aG,ω(S, u˙;K1) = a
G,ω(S, u˙). Ceci est aussi valable pour tout M ∈ L(M0) au lieu de G, ce qu’il
fallait de´montrer.
Maintenant, prenons un sous-ensemble fini S+ de places tel que S+ ⊃ S. Fixons M ∈
L(M0) et posons K
# := K ∩ M(FSS+). Si u˙ ∈ Γ˙(L(F ), S+)
ω, on choisit une de´composition
u˙S :=
∏
v∈S u˙v (resp. u˙
S
S+
:=
∏
v∈S+\S
u˙v) ; c’est bien de´termine´ a` multiplication pre`s par
{(λv)v∈S ∈ (C×)S :
∏
v λv = 1} (resp. (λv)v∈S+\S , etc). Soit D =
∑
i∈I u˙i une somme finie
d’e´le´ments dans Γ˙(G(FS))
ω ; pour u˙ ∈ Γ˙(G(FS))
ω , e´crivons
D
u˙
:=
∑
i∈I
u˙i∼u˙
u˙i
u˙
∈ C.
Proposition 5.5.2. Soit v˙ ∈ Γ˙unip(M(F ), S)
ω , alors
aM,ω(S, v˙) =
∑
L∈LM (M0)
|WL0 ||W
M
0 |
−1
∑
u∈Γunip(L(F ),S+)ω
(u˙S)
M
v˙
· aL,ω(S+, u˙) · r
M,ω
L,K#
(u˙SS+).
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On ve´rifie sans peine que l’expression dans la somme ne de´pend pas du choix de u˙.
De´monstration. Prenons ξ ∈ aMM := {(H,−H) : H ∈ aM} en position ge´ne´rale comme dans
(12) tel que sa projection dans aGM ve´rifie aussi les conditions pour (11). On dispose alors d’une
application (L1, L2) 7→ (Q1, Q2) pour d
G
M (L1, L2) 6= 0.
Notons 1SS+ ∈ C
∞
c (G(F
S
S+
)) la fonction caracte´ristique de KSS+ . On de´duit de 5.5.1 (applique´
a` S+) et de 5.4.4 que pour tout f ∈ C
∞
c (G(FS) ∩G(A)
1),
Jωunip(f) =
∑
L∈L(M0)
|WL0 ||W
G
0 |
−1
∑
u∈Γunip(L(F ),S+)ω
aL,ω(S+, u˙)J
ω
L (u˙, f · 1
S
S+)
=
∑
L
|WL0 ||W
G
0 |
−1
∑
u∈Γunip(L(F ),S+)ω
aL,ω(S+, u˙)·
·
∑
M,M ′∈L(L)
dGL (M
′,M)JM
′,ω
L (u˙S , f
ω
Q′)J
M,ω
L (u˙
S
S+ , (1
S
S+)
ω
Q).
Comme ω est suppose´ trivial sur KS, on a
(1SS+)
ω
Q(m) = δQ(m)
1
2
∫
KS
S+
∫
UQ(F
S
S+
)
1
S
S+(k
−1muk) dk du
= δQ(m)
1
2
∫
UQ(F
S
S+
)
1
S
S+(mu) du = 1K#(m), m ∈M(F
S
S+).
Donc 5.4.3 entraˆıne que
Jωunip(f) =
∑
L,u
|WL0 ||W
G
0 |
−1aL,ω(S+, u˙)
∑
M∈L(L)
rM,ω
L,K#
(u˙SS+)
 ∑
M ′∈L(M)
dGL (M
′,M)JM
′,ω
L (u˙S , f
ω
Q′)

=
∑
L,u
|WL0 ||W
G
0 |
−1aL,ω(S+, u˙)
∑
M∈L(L)
rM,ω
L,K#
(u˙SS+)J
ω
M ((u˙S)
M , f).
On l’e´crit comme∑
M∈L(M0)
|WM0 ||W
G
0 |
−1
∑
v∈Γunip(M(F ),S)ω
JωM (v˙, f)·
·
 ∑
L∈LM (M0)
|WL0 ||W
M
0 |
−1
∑
u∈Γunip(L(F ),S+)ω
(u˙S)
M
v˙
· aL,ω(S+, u˙)r
M,ω
L,K#
(u˙SS+)
 .
Vu le de´veloppement 5.5.1 applique´ a` S et l’unicite´ des coefficients, l’assertion en de´coule.
Ci-dessous un interlude e´le´mentaire de la the´orie de Bruhat-Tits. Soit E un corps local non
archime´dien.
Lemme 5.5.3. Soient H un E-groupe re´ductif connexe et L un sous-groupe de Le´vi. Soit KH
un sous-groupe compact maximal de H(E) en bonne position relativement a` L. Si K ′H est un
sous-groupe compact maximal en bonne position relativement a` L et conjugue´ a` KH par H(E),
alors K ′H est conjugue´ par KH par L(E).
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De´monstration. Supposons d’abord que L est minimal, alors c’est le centralisateur d’un E-tore
de´ploye´ maximal T0. D’apre`s la de´finition de l’immeuble de Bruhat-Tits [12, 7.4.1], KH et K
′
H
sont conjugue´s par NH(T0)(E). Comme KH est spe´cial, il contient des repre´sentants du groupe
de Weyl de T0. Par conse´quent KH et K
′
H sont conjugue´s par L(E).
En ge´ne´ral, KH et K
′
H sont associe´s a` des points dans l’immeuble e´largi de L, qui se plonge
dans celui de H de fac¸on e´quivariante. Quitte a` les conjuguer par L(E), on peut supposer qu’ils
appartiennent au meˆme appartement, ce qui nous rame`ne au cas pre´ce´dent.
Proposition 5.5.4. Soient M ′0 un autre sous-groupe de Le´vi minimal en bonne position relati-
vement a` K. Si M ⊃M0 et M ⊃M
′
0, alors les coefficients a
M,ω(S, ·) associe´s a` M ′0 co¨ıncident
avec ceux associe´s a` M0.
De´monstration. Afin de souligner la de´pendance en question, notons aM,ω(S, ·;KS ,M0) (resp.
aM,ω(S, ·;KS ,M ′0)) les coefficients associe´s a` K
S et M0 (resp. M
′
0). Notons π : MSC → M le
reveˆtement simplement connexe de Mder ; si L ∈ L
M (M0), notons Lsc son image re´ciproque
par π. Prenons y ∈ π(MSC(F )) tel que yM
′
0y
−1 = M0, alors yK
Sy−1 est en bonne position
relativement a` M0 et ω(yv) = 1 pour tout v.
Le transport de structure induit par x 7→ yxy−1 donne
aM,ω(S, v˙;KS ,M ′0) = a
M,ω(S, yv˙y−1; (yKy−1)S ,M0) = a
M,ω(S, v˙; (yKy−1)S ,M0)
pour tout v˙ ∈ Γ˙unip(M(F ), S)
ω . On peut oublier M ′0 de`s maintenant et se ramener a` montrer
que aM,ω(S, ·; (yKy−1)S) = aM,ω(S, ·; (yKy−1)S).
Prenons S+ ⊃ S de sorte que yv ∈ Kv pour v /∈ S+. Vu 5.5.2, il suffit de montrer que pour
tout L ∈ LM (M0),
rM,ω
L,K#
(u˙SS+) = r
M,ω
L,yK#y−1
(u˙SS+)
pour tout u˙ ∈ Γ˙unip(M(F ), S+)
ω, ou` K# := K ∩M(FSS+) comme dans 5.5.2 et la notation y
est quelque peu abusive pour signifier aussi ySS+. D’apre`s 5.5.3, il existe z ∈ π(Lsc(F
S
S+
)) tel que
yK#y−1 = zK#z−1. Le transport de structure via x 7→ zxz−1 donne
rM,ω
L,K#
(u˙SS+) = r
M,ω
L,zK#z−1
(zu˙SS+z
−1) = ω(z)rM,ω
L,zK#z−1
(u˙) = ω(z)rM,ω
L,yK#y−1
(u˙).
Or ω(z) = 1, ce qui ache`ve la de´monstration.
Remarque 5.5.5. Le bilan est que les coefficients aM,ω(S, ·) sont de´termine´s par les donne´es
M , ω, S, et le sous-groupe compact maximal KS de M(FS) tels que
– il existe un sous-groupe de Le´vi minimal M0 deM , de´fini sur F , qui est en bonne position
relativement a` KS ;
– ω est trivial sur KS.
5.6 Interlude : S-admissibilite´
Pour l’instant, soit M un F -groupe re´ductif connexe quelconque, et soit S un ensemble fini
de places tel que M est non ramifie´ en dehors de S. La de´finition suivante fournit une fac¸on
explicite de dire que S est suffisamment grand.
De´finition 5.6.1 (cf. [10, §1]). De´finissons un morphisme invariant D = (D0, . . . ,Dd) : M →
Gd+1a avec d := dimM , par
det(1 + t−Ad (x)|m) =
d∑
k=0
Dk(x)t
k ∈ F [t].
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Observons queDd = 1. PourX = (X0, . . . ,Xd) ∈ F
d+1, notonsXmin sa premie`re coordonne´e
non nulle. Alors le discriminant de Weyl est DM (x) = D(x)min.
– Un sous-ensemble CS ⊂ F
d+1
S \ {0} est dit admissible si pour tout X ∈ F
d+1 ∩ (CS ×
(oS)d+1), on a |Xmin|v = 1 pour toute place v /∈ S.
– Un sous-ensemble ∆S ∈M(FS) est dit admissible si D(∆S) ⊂ F
d+1
S l’est.
– Un sous-ensemble ∆ ∈M(A) est dit S-admissible s’il existe CS ⊂ F
d+1
S admissible tel que
D(∆) ⊂ CS × (o
S)d+1.
En particulier, on peut parler de la S-admissibilite´ d’un e´le´ment ou d’une classe de conju-
gaison dansM(F ) ou dans M(A). E´tant donne´ un sous-ensemble compact ∆ de M(A), on peut
toujours agrandir S de sorte que ∆ est S-admissible.
Nous utiliserons souvent le lemme suivant duˆ a` Kottwitz.
Proposition 5.6.2. Fixons KS =
∏
v/∈SKv ou` Kv est un sous-groupe hyperspe´cial de M(Fv)
pour tout v /∈ S. Soit σ ∈M(F ) semi-simple. Si σ est S-admissible et σS ∈ KS, alors pour tout
v /∈ S, on a
– Kv ∩Mσ(Fv) est un sous-groupe hyperspe´cial de Mσ(Fv) ;
– soit y ∈ M(Fv) tel que y
−1σy ∈ Kv, alors il existe y1 ∈ Mσ(Fv) et k ∈ Kv tels que
y = y1k.
De´monstration. La premie`re assertion re´sulte de [18, 7.1]. Quant a` la deuxie`me assertion, ledit
lemme de Kottwitz fournit une de´composition y = y1k avec y1 ∈M
σ(Fv) et k ∈ Kv. SiMder est
simplement connexe alors Mσ =Mσ et cela ache`ve la de´monstration. Le cas ge´ne´ral en re´sulte
a` l’aide d’une z-extension non ramifie´e de M ×F Fv (cf. [18, p.386]).
5.7 Transport de structure
On se donne les objets suivants
– S un ensemble fini de places de F tel que S ⊃ V∞ et Kv est hyperspe´cial pour tout v /∈ S ;
– M,M ′ ∈ LG(M0) ;
– σ ∈M(F ) semi-simple tel que σS ∈ KS et que σ est S-admissible ;
– idem pour σ′ ∈M ′(F ) ;
– ω : caracte`re automorphe de Mσ(A), trivial sur KSσ := K
S ∩Mσ(A) ;
– ω′ : caracte`re automorphe de M ′σ′(A), trivial sur K
S
σ′ := K
S ∩M ′σ′(A).
Quitte a` conjuguer σ, σ′ et a` agrandir S, on peut supposer de plus que :
– il existe un sous-groupe de Le´vi standard M1 tel que σ ∈ M1(F ) mais σ n’appartient a`
aucun sous-groupe de Le´vi propre de M1, cela entraˆıne que M1,σ est un sous-groupe de
Le´vi minimal de Mσ ;
– idem, il existe un sous-groupe de Le´vi standard M ′1 ve´rifiant ladite condition avec σ
′,M ′
au lieu de σ,M .
E´crivons KSσ =
∏
v/∈SKσ,v et K
S
σ′ =
∏
v/∈SKσ′,v. Le lemme de Kottwitz 5.6.2 affirme que
pour tout v /∈ S, Kσ,v est un sous-groupe hyperspe´cial de Mσ(Fv) ; c’est aussi clair que Kσ,v est
en bonne position relativement a` M1,σ. Idem pour Kσ′,v ⊂M
′
σ(Fv) et M
′
1,σ′ .
Vu 5.5.5, a` ces donne´es sont associe´s les coefficients du de´veloppement ge´ome´trique fin
aMσ ,ω(S, ·), aM
′
σ′
,ω′(S, ·).
On se propose de comparer ces coefficients. De´finissons d’abord le transporteur
T (σ, σ′) := {y ∈ G : yσy−1 = σ′, yMy−1 =M ′}.
C’est une sous-varie´te´ de G de´finie sur F sur laquelle Mσ (resp. M
′
σ′) ope`re a` droite (resp. a`
gauche) par multiplication.
44
Hypothe`se 5.7.1. Supposons que
– T (σ, σ′)(F ) 6= ∅ ;
– pour toute place v de F , on fixe une application Ωv : T (σ, σ
′)(Fv)→ C×, telle que
– Ωv(x
′yx) = ω′(x′)Ωv(y)ω(x) pour tout x
′ ∈M ′σ′(Fv), x ∈Mσ(Fv) et y ∈ T (σ, σ
′)(Fv) ;
– si v /∈ S, alors Ωv(xv) = 1 pour tout xv ∈ Kv ∩ T (σ, σ
′)(Fv).
Soit V ⊂ VF (e´ventuellement infini). Par abus de notation, on note Ω : T (σ, σ
′)(FV )→ C×
l’application donne´e par
∏
v∈V Ωv, ce qui est bien de´finie d’apre`s la dernie`re condition. En
particulier, on sait de´finir Ω : T (σ, σ′)(A)→ C×. On demande de plus que
– Ω|T (σ,σ′)F ) = 1.
Exemple 5.7.2. Supposons que T (σ, σ′)(F ) 6= ∅ et qu’il existe un caracte`re automorphe ω¯ :
G(A) → C× qui est trivial sur KS, tel que ω = ω¯|Mσ(A), ω
′ = ω¯|M ′
σ′
(A). Prenons Ωv :=
ω¯|T (σ,σ′)(Fv) pour tout v. Alors les conditions sur Ω sont satisfaites.
Le re´sultat suivant dit qu’un e´le´ment dans T (σ, σ′) transporte les caracte`res automorphes.
Lemme 5.7.3. Si 5.7.1 est ve´rifie´e, alors pour tout y ∈ T (σ, σ′)(A), on a
ω
′(yxy−1) = ω(x), x ∈Mσ(A).
De´monstration. Pour x ∈Mσ(A), on a yxy−1 ∈M ′σ′(A). Donc
Ω(yxy−1y) = ω′(yxy−1)Ω(y).
Or c’est aussi e´gal a` Ω(yx) = Ω(y)ω(x), d’ou` l’assertion.
Proposition 5.7.4. Supposons que 5.7.1 est ve´rifie´e. Soit y ∈ T (σ, σ′)(F ), alors pour tout
u˙ ∈ Γ˙unip(Mσ(F ), S)
ω, on a
aMσ,ω(S, u˙) = Ω(yS)−1aM
′
σ′
,ω′(S, yu˙y−1).
De´monstration. On peut translater y par M ′σ′(F ) a` gauche, donc on se rame`ne au cas ou`
yM1,σy
−1 =M ′1,σ. Par transport de structure, on a
aM
′
σ′
,ω′(S, yu˙y−1) = aMσ ,ω(S, u˙; y−1(KS ∩M ′σ′(F
S))y).
Posons
K1 := K
S ∩Mσ(F
S),
K2 := y
−1(KS ∩M ′σ′(F
S))y.
Alors K1,K2 sont des sous-groupes compacts maximaux de Mσ(F
S) en bonne position relati-
vement a` M1,σ. On doit prouver que
aMσ,ω(S, u˙;K2) = Ω(y
S)aMσ ,ω(S, u˙;K1)(28)
On prend S+ ⊃ S assez grand de sorte que K2,v = K1,v et y ∈ Kv pour v /∈ S+. On applique
5.5.2 avec le Le´vi minimal M1,σ et S+ ⊃ S. Ainsi, on est ramene´ a` prouver
rMσ,ωL,K2 (t˙) = Ω(y
S)rMσ ,ωL,K1 (t˙), ∀L ∈ L
Mσ(M1,σ), t˙ ∈ Γ˙(Mσ(F
S
S+))
ω.(29)
Pour tout v, WG0 est repre´sente´ par des e´le´ments de Kv. Donc il existe k1 ∈ K
S et m ∈
M(FS) tels que yS = k1m. Alors mσ
Sm−1 = k−11 (σ
′)Sk1 ∈ K
S∩M(FS). D’apre`s 5.6.2 applique´
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a` M et KS ∩M(FS), il existe k2 ∈ K
S ∩M(FS) et mσ ∈Mσ(F
S) tels que m = k1mσ. Posons
k := k1k2, on a
yS = kmσ,
K2 = y
−1KSy ∩Mσ(F
S) = m−1σ K1mσ.
On applique 5.5.3 avec H =Mσ, L =M1,σ et les sous-groupes ouverts compacts maximaux
K1, K2. Pour v ∈ S+ \ S, il existe donc xv ∈ M1,σ(Fv) tel que K2,v = x
−1
v K1,vxv ; on prend
xv = 1 pour v /∈ S+. Posons x := (xv)v/∈S ∈ M1,σ(F
S), alors K2 = x
−1K1x. Or on a aussi
K2 = m
−1
σ K1mσ. Parce que K1 est hyperspe´cial, on a mσ ∈ K1x quitte a` multiplier x par un
e´le´ment de ZM1,σ(F
S). Alors yS ∈ KSx, d’ou` Ω(yS) = ω(x).
La relation cherche´e (29) re´sulte du transport du structure :
rMσ,ωL,K2 (t˙) = r
Mσ,ω
L,x−1K1x
(t˙) = rMσ,ωL,K1 (xt˙x
−1) = ω(x)rMσ,ωL,K1 (t˙).
6 La formule des traces pour les reveˆtements
La plupart de cette section est une paraphrase des travaux fondamentaux d’Arthur [1, 2].
Soit F un corps de nombres, G un F -groupe re´ductif connexe et un reveˆtement a` m feuillets
1 // m // G˜
p // G(A) // 1
G(F )
0 P
aaC
C
C
C
C
C
C
C
 ?
OO
ou` nous supprimons le nom de l’immersion G(F ) →֒ G˜ ; par abus de notation, nous regardons
G(F ) comme un sous-groupe discret de G˜1.
On conside´ra deux cas.
1 Le cas global : fixons les objets suivants
– M0 : un sous-groupe de Le´vi minimal de G ;
– P0 ∈ P(M0) ;
– K =
∏
vKv : un sous-groupe compact maximal de G(A) en bonne position relativement
a` M0, tel que pour tout v /∈ Vram, Kv est le sous-groupe compact maximal fixe´ dans
(G1), qui s’identifie a` un sous-groupe de G˜v .
Si P est un sous-groupe parabolique semi-standard, on note P =MPUP sa de´composition
de Le´vi canonique. Comme d’habitude, si H est un sous-groupe de G(A), on note H˜ son
image re´ciproque par p.
2 Le cas local : fixons un ensemble fini S de places de F . Conside´rons le reveˆtement a` m
feuillets pS : G˜S → G(FS). Fixons
– M0 comme pre´ce´demment ;
– KS =
∏
v∈S Kv un sous-groupe compact maximal de G(FS) en bonne position relative-
ment a` M0.
Si H est un sous-groupe de G(FS), notons H˜S son image re´ciproque par pS .
Soit M ∈ L(M0), on note K
M (resp. KMS ) son intersection avec M(A) (resp. avec M(FS)).
La convention de mesures §2.5 s’applique ici. Rappelons en particulier que, soit φ est une
fonction inte´grable sur G(F )\G(A)1, alors
∫
G(F )\G˜1(φ ◦ p) dx˜ est e´gale a`
∫
G(F )\G(A)1 φdx selon
notre convention.
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6.1 La formule des traces grossie`re
Plac¸ons-nous dans le cadre global.
Le noyau tronque´ De´finissons la repre´sentation re´gulie`re (R,L2(G(F )\G˜1)) par
(R(y˜)φ)(x˜) = φ(x˜y˜)
pour tout φ ∈ L2(G(F )\G˜1), x˜, y˜ ∈ G(F )\G˜1. On peut d’ailleurs la regarder comme une
repre´sentation sur L2(G(F )AG,∞\G˜). Fixons f ∈ C
∞
c (G˜
1). Alors l’ope´rateur R(f) a pour noyau
Kf (x˜, y˜) =
∑
γ∈G(F )
f(x˜−1γy˜).
L’indice f sera supprime´ dans la suite. A` cause du proce´de´ de troncature, la formule des
traces grossie`re de´pendra des choix de M0, P0 et K.
Pour tout P ∈ F(M0), posons
KP (x˜, y˜) :=
∫
UP (A)
∑
γ∈MP (F )
f(x˜−1γuy˜) du
avec x˜, y˜ ∈ UP (A)MP (F )\G˜. On constate que pour tout x˜ ∈ G˜1, KP (x˜, x˜) ne de´pend que de
x := p(x˜) ∈ G(A)1 ; on l’e´crit aussi KP (x, x).
Pour T ∈ a+0 qui est suffisamment re´gulier, de´finissons le noyau tronque´
kT (x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KP (δx, δx)τˆP (HP (δx)− T ),
ou` P de´crit les sous-groupes paraboliques standards.
Il sera de´montre´ que kT est inte´grable surG(F )\G(A)1, et on en obtiendra les de´veloppements
ge´ome´trique et spectral. Or c’est de´ja` clair que l’aspect “ge´ome´trique” de la troncature, c’est-
a`-dire celui qui s’agit des classes de conjugaison rationnelles et des objets dans §4, est identique
a` celui de la formule des traces grossie`re de G : le reveˆtement n’y intervient pas.
Le o-de´veloppement Rappelons que dans §5.1 l’on a de´fini la notion de O-e´quivalence des
e´le´ments dans G(F ). Adoptons les meˆmes notations ici. Pour tout M ∈ L(M0), on a de´fini une
application canonique OM → OG a` fibres finies.
Pour tout o ∈ OG et P ∈ F(M0), posons comme pre´ce´demment
KP,o(x˜, y˜) :=
∑
γ∈MP (F )∩o
∫
UP (A)
f(x˜−1γuy˜) du,
kTo (x) :=
∑
P⊂P0
(−1)dimAP /AG
∑
γ∈P (F )\G(F )
KP,o(δx, δx)τˆP (HP (δx)− T ),
alors KP =
∑
oKP,o et k
T =
∑
o ko.
The´ore`me 6.1.1 (cf. [1, 7.1]). Si T ∈ a+0 est suffisamment re´gulier, alors
JT (f) :=
∑
o∈OG
∫
G(F )\G(A)1
kTo (x) dx
converge absolument.
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De´monstration. Comme nous avons remarque´, le reveˆtement n’intervient pas dans la troncature,
et les arguments de [1] marchent de la meˆme manie`re.
C’est donc loisible de poser JTo (f) :=
∫
G(F )\G(A)1 k
T
o (x) dx pourvu que T ∈ a
+
0 est suffisam-
ment re´gulier.
Le χ-de´veloppement Soit f ∈ L2(G(F )\G˜1), le terme constant de f le long d’un sous-groupe
parabolique P est de´fini par
fP : x˜ 7→
∫
UP (F )\UP (A)
f(ux˜) du
pour presque tout x˜ ∈ UP (A)G(F )\G˜1, a` l’aide du scindage unipotent. On dit que f est cus-
pidale si fP = 0 pour tout P ( G. Cela permet de de´finir l’espace des fonctions L2 cuspidales
L2cusp(G(F )\G˜
1). D’apre`s le the´ore`me de Gelfand et Piatetski-Shapiro, L2cusp(G(F )\G˜
1) est in-
clus dans L2disc(G(F )\G˜
1), la sous-repre´sentation maximale de L2(G(F )\G˜1) qui se de´compose
discre`tement. Posons Πcusp(G˜
1) l’ensemble des classes d’e´quivalence de repre´sentations irre´ductibles
intervenant dans L2cusp(G(F )\G˜
1). La the´orie de de´composition spectrale est paralle`le a` celle
pour les groupes re´ductifs et est bien e´tablie dans [26].
Le groupe central m agit par translation sur de telles repre´sentations. Notons la partie
ξ-e´quivariante par Πcusp,ξ(G˜
1) pour tout ξ ∈ ̂m. En particulier, on peut parler de la partie
spe´cifique Πcusp,−(G˜
1).
Le groupe de Weyl WG0 agit sur les paires (M,σ) ou` M ∈ L(M0) et σ est une repre´sentation
automorphe cuspidale de M(A)1. L’ensemble des orbites [M,σ] ainsi obtenues est note´ X, ou
XG˜ si une confusion sur G˜ est a` craindre.
Soit M un sous-groupe de Le´vi de G, on a une application canonique XM˜ → XG˜ donne´e par
[M1, σ1]
M 7→ [M1, σ1]
G (ou` M1 ∈ L
M (M0)). Elle est a` fibres finies.
Soient P = MPUP ∈ F(M0), λ ∈ a
∗
M,C. Notons RM˜P ,disc
la repre´sentation re´gulie`re sur
L2disc(MP (F )\M˜P
1
). Puisque M˜P = M˜P
1
×AMP ,∞, on peut la regarder comme une repre´sentation
de M˜P . Notons RM˜P ,disc,λ
la repre´sentation de M˜P de´finie par
R
M˜P ,disc,λ
(m˜) = R
M˜P ,disc
(m˜)e〈λ,HM (m)〉.
Notons IP˜ (λ) l’induite parabolique normalise´e de RM˜P ,disc,λ. De´finissons l’espace hilbertien
HP˜ des fonctions mesurables φ : UP (A)MP (F )AM,∞\G˜→ C telles que
– pour presque tout x˜ ∈ G˜, φx˜ : m˜ 7→ φ(m˜x˜) appartient a` L
2
disc(MP (F )\M˜P
1
),
– ‖φ‖22 =
∫∫
K˜×(MP (F )\M˜P
1
)
|φ(m˜k˜)|2 dm˜ dk˜ < +∞.
Alors HP˜ peut eˆtre vu comme l’espace sous-jacent de IP˜ (λ) muni de l’action
(IP˜ (λ, y˜)φ)(x˜) = φ(x˜y˜)e
〈λ+ρP ,HP (xy)−HP (x)〉.
Remarquons que HP˜ et la restriction de IP˜ (λ) a` K˜ ne de´pendent pas de λ. Notons HP˜ ,cusp
le sous-espace des fonctions φ ∈ HP˜ telle que φx˜ ∈ L
2
cusp(MP (F )\M˜P
1
) pour presque tout x˜.
Notons H0
P˜
le sous-espace dense de vecteurs K˜-finis et H0
P˜ ,cusp
son intersection avec HP˜ ,cusp.
Passons en revue la the´orie de la de´composition spectrale.
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1 On sait construire un sous-espace ferme´ invariant L2χ(G(F )\G˜), engendre´ par les se´ries
d’Eisenstein attache´es a` χ ([26, II.2.4]). Il existe une de´composition orthogonale
L2(G(F )\G˜1) =
⊕
χ∈XG˜
L2χ(G(F )\G˜
1).
2 Soient Q ∈ P(MP ), w ∈ W (aP , aQ). On de´finit l’ope´rateur d’entrelacement suivant la
recette de Mackey (cf. [26, II.1.6]) :
MQ|P (w, λ) : HP˜ →HQ˜ (λ ∈ a
∗
M,C)
(MQ|P (w, λ)φ)(x˜) =
∫
UQ|P (wˆ,A)
φ(wˆ−1ux˜)e〈λ+ρP ,HP (wˆ
−1ux)〉e〈−wλ−ρQ,HQ(x)〉 du,
ou` wˆ ∈ G(F ) est un repre´sentant quelconque de w et
UQ|P (wˆ,A) := (UQ(A) ∩ wˆUP (A)wˆ
−1)\UQ(A).
Notons (a∗P )+ le coˆne dual a`
+aP , alors cette inte´grale est convergente et holomorphe en
λ si Re(λ) ∈ ρP + (a
∗
P )
+. Elle admet une prolongement me´romorphe sur a∗M,C.
A` l’aide de la de´composition spectrale, on de´finit les espaces HP˜ ,χ, H
0
P˜ ,χ
et l’ope´rateur
IP˜ ,χ(λ) en prenant l’intersection avec L
2
χ. On en de´duit des de´compositions HP˜ =
⊕
χHP˜ ,χ et
H0
P˜
=
⊕
χH
0
P˜ ,χ
.
Soit Q un sous-groupe parabolique standard de G. Posons nQ = n
G
Q :=
∑
Q′ |W (aQ, aQ′)|, la
somme portant sur les sous-groupes paraboliques standards Q′. La meˆme de´finition s’applique
aux sous-groupes de Le´vi de G, d’ou` les versions relatives nPP1 := n
MP
P1∩MP
pour P1 ⊂ P sous-
groupes paraboliques standards. Choisissons une base orthonorme´e BP˜1,χ pour HP˜1,χ forme´e de
vecteurs K˜-finis pour tout χ, alors BP˜1 :=
⊔
χ BP˜1,χ est une base orthonorme´e de HP˜1 contenue
dans H0
P˜1
. Posons
KP,χ(x˜, y˜) :=
∑
P1⊂P
(nPP1)
−1
∫
ia∗
P1
∑
φ∈B
P˜1,χ
EP˜
P˜1
(x˜,I
P˜1,χ
(λ, f)φ, λ)EP˜
P˜1
(y˜, φ, λ) dλ,
kTχ (x) :=
∑
P⊃P0
(−1)dimAP /AG
∑
δ∈P (F )\G(F )
KP,χ(δx, δx)τˆP (HP (δx) − T ),
ou`
EP˜
P˜1
(x˜, φ, λ) =
∑
γ∈P1(F )\P (F )
φ(γx˜)e〈λ+ρP1 ,HP1(x)〉
est la “se´rie d’Eisenstein” ; elle est convergente si Re(λ) ∈ ρP1 + (a
∗
P1
)+, et elle admet un
prolongement me´romorphe a` tout λ ∈ a∗M1,C. La de´finition de KP,χ ne de´pend e´videmment pas
du choix des bases BP˜1,χ. La de´composition spectrale affirme queKP =
∑
χKP,χ et k
T =
∑
χ k
T
χ .
The´ore`me 6.1.2 (cf. [2, 2.1]). Si T ∈ a+0 est suffisamment re´gulier, alors∑
χ∈XG˜
∫
G(F )\G(A)1
kTχ (x) dx
converge absolument.
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De´monstration. On peut reprendre [2]. On a de´ja` remarque´ que la troncature est pareille que
dans le cas des groupes re´ductifs. L’aspect spectral des arguments d’Arthur repose sur la the´orie
de de´composition spectrale, dont la ge´ne´ralisation aux reveˆtements est faite dans [26].
C’est donc loisible de poser JTχ (f) :=
∫
G(F )\G(A)1 k
T
χ (x) dx, pour tout χ ∈ X
G˜.
Selon l’action de m, on a une de´composition X =
⊔
ξ∈̂m
Xξ. Fixons ξ ∈ ̂m, alors la ξ-
e´quivariance de repre´sentations est pre´serve´e par induction parabolique. Le re´sultat suivant en
de´coule.
Proposition 6.1.3. Soient ξ, η ∈ ̂m. Si χ ∈ Xξ, f ∈ C∞c,η(G˜1), alors KP,χ,f(x˜, y˜) = 0 pour
tout x˜, y˜ ∈ G˜1 sauf si ξ = η¯. Idem pour kTχ (f) et J
T
χ (f).
Par conse´quent, on peut se ramener a` l’e´tude de la partie spe´cifique du coˆte´ spectral de
la formule des traces grossie`re, ie. les termes associe´s a` χ ∈ X−, applique´s a` fonctions tests
anti-spe´cifiques.
Conclusions Vu les re´sultats de convergence ge´ome´trique et spectral, on est arrive´ a` l’identite´
JT (f) =
∑
o∈OG
JTo (f) =
∑
χ∈XG˜
JTχ (f)
pour T ∈ a+0 suffisamment re´gulier, ou` J
T (f) :=
∫
G(F )\G˜1 k
T (x˜) dx˜. L’inte´grabilite´ re´sulte des
the´ore`mes que nous venons d’obtenir. Dans la suite, o (resp. χ) de´signe un e´le´ment dans OG
(resp. XG˜) quelconque.
The´ore`me 6.1.4. Supposons que le parame`tre de troncature T ∈ a+0 est suffisamment re´gulier,
alors
1 JT (f) est un polynoˆme en T de degre´ ≤ dim aG0 . Idem pour les termes J
T
o (f), J
T
χ (f). Ces
distributions se prolongent ainsi en polynoˆmes en tout T ∈ a0 de fac¸on unique ;
2 notons T0 ∈ a0 le parame`tre de troncature canonique de´fini dans (17), alors les distribu-
tions J := JT0 , Jχ := J
T0
χ et Jo := J
T0
o ne de´pendent pas du choix de P0 ∈ P(M0).
De´monstration. Les de´monstrations sont pareilles que celles du cas des groupes re´ductifs, cf
5.2.6, 5.2.11.
La formule des traces grossie`re s’e´crit ainsi
J(f) =
∑
o∈OG
Jo(f) =
∑
χ∈XG˜
Jχ(f).(30)
E´tudions la non-invariance des distributions. Soient f ∈ C∞c (G˜
1) et y ∈ G(A). Notons f y la
fonction x˜ 7→ f(yx˜y−1). Soit Q ∈ F(M0), posons
fQ,y(m˜) := δQ(x)
1
2
∫∫
K×UQ(A)
f(k−1m˜uk)u′Q(k, y) dudk, m˜ ∈ M˜Q
1
,
ou` u′Q(k, y) est la fonction de´finie dans (15). Cela de´finit une application line´aire C
∞
c (G˜
1) →
C∞c (M˜Q
1
) qui pre´serve l’e´quivariance par m.
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Nous indiquons le groupe en question en exposant dans les notations, eg. JG,T (f) = JT (f).
Si M ∈ L(M0), o ∈ O
G et f ∈ C∞c (M˜
1), posons
JM,To (f) =
∑
o′∈OM
o′ 7→o
JM,T
o′
(f).
Idem pour JM,Tχ et JM,T .
The´ore`me 6.1.5 (cf. [3, §3] et 5.2.12). Soit T ∈ a0, alors
JT (f y) =
∑
Q∈F(M0)
|W
MQ
0 ||W
G
0 |
−1JM˜Q,T (fQ,y),
JTo (f
y) =
∑
Q∈F(M0)
|W
MQ
0 ||W
G
0 |
−1J
M˜Q,T
o (fQ,y),
JTχ (f
y) =
∑
Q∈F(M0)
|W
MQ
0 ||W
G
0 |
−1J
M˜Q,T
χ (fQ,y).
En particulier, on peut mettre T = T0 dans les formules ci-dessus et supprimer les symboles T .
6.2 Re´duction au cas unipotent
Plac¸ons-nous toujours dans le cas global. Fixons les objets suivants
– o ∈ OG ;
– σ ∈ o : semi-simple ;
– P1 ∈ F(M0) : un sous-groupe parabolique standard tel que σ ∈MP1(F ), mais σ n’appar-
tient a` aucun sous-groupe parabolique propre de MP1 ;
– M1 :=MP1 ;
– Kσ =
∏
vKσ,v : un sous-groupe compact maximal de Gσ(A) en bonne position relative-
ment a` M1,σ.
Afin d’e´viter toute confusion, indiquons l’image de σ via G(F ) →֒ G˜1 par σ˜. Posons aGσ0 :=
aGσM1,σ , on dispose d’une application line´aire canonique a
G
0 → a
Gσ
0 . A` ces donne´es est associe´ un
parame`tre de troncature canonique T0,σ ∈ a
Gσ
0 pour Gσ .
Fixons aussi un ensemble de places S ⊃ Vram et supposons que
– σS ∈ KS ;
– σ est S-admissible ;
– pour tout v /∈ S, on a Kσ,v = K ∩Gσ(Fv).
Le lemme de Kottwitz 5.6.2 assure que Kσ,v est un sous-groupe hyperspe´cial de Gσ(Fv) pour
tout v /∈ S.
Lemme 6.2.1. Le caracte`re [·, σ] : Gσ(A)→ m est un caracte`re automorphe. Il est trivial sur
KSσ .
De´monstration. La continuite´ de [·, σ] est claire. Le reste re´sulte des scindages de p au-dessus
de KS et de G(F ).
Posons
ιG(σ) := Gσ(F )\G
σ(F ),
T1 := T0 − T0,σ ∈ a
Gσ
0 ,
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ou`, avec abus de notation, on a projete´ le parame`tre de troncature canonique T0 de G via
aG0 → a
Gσ
0 .
Rappelons une construction d’Arthur [5, §6]. Soit R ∈ FGσ (M1,σ), on note
F0R(M1) := {P ∈ F(M1) : Pσ = R, aP = aR},
FR(M1) := {P ∈ F(M1) : Pσ = R}.
Pour tout z ∈ G(A) et tout Q ∈ F(M1), posons
vQ(λ, z, T ) := e
〈λ,−HQ(z)+T 〉, λ ∈ ia∗Q, T ∈ aQ.
On lui associe la fonction v′Q(z, T ) via (9). Si R ∈ F
Gσ(M1,σ), posons
v′R(z, T ) :=
∑
Q∈F0
R
(M1)
v′Q(z, T ).
Soit f ∈ C∞c, (G˜
1). Pour R et y ∈ G(A) fixe´s, on obtient une application line´aire f 7→
ΦR,y,T1 ∈ C
∞
c, (M˜R
1
) de´finie par
ΦR,y,T1(m˜) := δR(m)
1
2
∫∫
Kσ×UR(A)
[k, σ]f(y−1σ˜k−1m˜uky)v′R(ky, T1) dudk.
Alors f 7→ ΦR,y,T1 est aussi continue en y. Notre de´finition et celle dans [5, p.201] ne diffe`rent
que par le commutateur [k, σ], dont la raison d’eˆtre sera explique´e dans la proce´dure de descente.
The´ore`me 6.2.2 (cf. [5, 6.2]). Pour f ∈ C∞c, (G˜
1), on a
Jo(f) = |ι
G(σ)|−1
∫
Gσ(A)\G(A)
∑
R∈FGσ (M1,σ)
|WMR0 ||W
Gσ
0 |
−1J
MR,[·,σ]
unip (ΦR,y,T1) dy.
L’expression est loisible car la distribution J
MR,[·,σ]
unip est supporte´e sur (MR)unip(A), et le
scindage unipotent ade´lique permet de restreindre ΦR,y,T1 sur ce sous-ensemble ferme´ de fac¸on
canonique.
De´monstration. La preuve est presque identique a` celle dans [5] a` l’exception du caracte`re [·, σ]
qui apparaˆıt dans J
MR,[·,σ]
unip et dans notre de´finition de ΦR,y,T1 . Expliquons-le. Prenons T ∈ a
+
0
suffisamment re´gulier. On part de la formule [5, 3.1]
(31) JTo (f) = |ι
G(σ)|−1
∫
G(F )\G(A)1
∑
R⊂Gσ
parabolique
standard
∑
ξ∈R(F )\G(F )
 ∑
u∈(MR)unip(F )
∫
UR(A)
f(x−1ξ−1σ˜unξx) dn
 ·
 ∑
P∈FR(M1)
(−1)dimAP /AG τˆP (HP (ξx)− ZP (T − T0)− T0)
 dx,
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ou` ZP (T − T0) ∈ a0 est de´fini dans [5, (3.3)]. La de´monstration ne fait intervenir que l’action
adjointe de G(F ) sur les sous-groupes de Le´vi et paraboliques sur F , et sur G(F ) lui-meˆme,
donc est valable sur un reveˆtement.
Changeons l’inte´grale ci-dessus prise sur
(ξ, x) ∈ (R(F )\G(F )) × (G(F )\G(A)1)
a` une inte´grale prise sur
(δ, x, y) ∈ (R(F )\Gσ(F ))× (Gσ(F )\Gσ(A) ∩G(A)
1)× (Gσ(A)\G(A))
a` l’aide du fait Gσ(A)\G(A) = Gσ(A)∩G(A)1\G(A)1. L’inte´grale sur UR(A) dans (31) devient∫
UR(A)
f(y−1x−1δ−1σ˜unδxy) dn
en remplac¸ant l’expression ξx par δxy. Or
y−1x−1δ−1σ˜unδxy = [σ, x]y−1σ˜x−1δ−1unδxy,
donc l’inte´grale en question vaut∫
UR(A)
[x, σ]f(y−1σ˜x−1δ−1unδxy) dn
car f est anti-spe´cifique.
A` partir de maintenant, on peut reprendre la de´monstration de [5]. L’expression [x, σ] se
de´compose en le caracte`re [·, σ] dans le terme J
MR,[·,σ]
unip et le caracte`re [k, σ] dans la de´finition de
ΦR,y,T1 via une de´composition d’Iwasawa. Le bilan est l’analogue de [5, (6.8)] :
Jo(f) = |ι
G(σ)|−1
∫
Gσ(A)\G(A)
∑
Q∈FGσ (M1,σ)
Q⊃P1,σ
J
MQ,[·,σ]
unip (ΦQ,y,T1) dy.
La dernie`re e´tape est d’enlever la de´pendance de P1,σ. Soit R ∈ F
Gσ (M1,σ), alors il existe
w ∈ WGσ0 et Q ⊃ P1,σ tel que R = w
−1Qw. Notons comme d’habitude π : Gσ,SC → Gσ
le reveˆtement simplement connexe de Gσ,der et Kσ,sc := π
−1(Kσ). Prenons un repre´sentant
w˜ ∈ π(Kσ,sc) de w. Comme v
′
Q(w˜ky, T1) = v
′
R(ky, T1) (voir [5, p.201]), on voit que ΦQ,y,T1(m˜) =
ΦR,y,T1(w˜
−1m˜w˜) pour tout m˜ ∈ M˜Q
1
. Vu 5.2.10, on en de´duit que
J
MQ,[·,σ]
unip (ΦQ,y,T1) = J
MR,[·,σ]
unip (ΦR,y,T1).
Alors un argument similaire a` celui de 5.2.11 permet de conclure.
6.3 Inte´grales orbitales ponde´re´es anti-spe´cifiques
Plac¸ons-nous dans le cas local. Les conventions de §2.6 (qui correspond au cas |S| = 1) se
ge´ne´ralisent de fac¸on e´vidente a` ce cadre. En particulier, on peut parler des bons e´le´ments dans
G(FS).
53
Conventions sur la mesure Soit M ∈ LG(M0). La situation est similaire a` celle de §5.3 :
on conside`re les paires (O, µ), ou`
– O est une bonne classe de conjugaison dans M˜S ,
– µ est une mesure de Radon invariante non triviale sur O.
Nous pre´fe´rons une construction directe comme suit. Prenons γ˜ ∈ O, alors la mesure inva-
riante µ est de´termine´e par le choix d’une mesure de Haar sur Mγ(FS), et re´ciproquement.
Le groupeM(FS) ope`re sur ces paires par conjugaison. On e´crit (O, µ) ∼ (O
′, µ′) si O = O′.
Notons
Γ˙(M˜S) := {(O, µ)},
Γ(M˜S) := {(O, µ)}/ ∼ .
Alors Γ˙(M˜S)→ Γ(M˜S) est un R>0-torseur.
Nous utilisons les symboles pointe´s pour de´signer un e´le´ment dans Γ˙(M˜S), eg. ˙˜γ ; la classe
de conjugaison sous-jacente est note´e Supp( ˙˜γ).
Une paire ˙˜γ = (O, µ) donne naissance a` l’inte´grale orbitale
JM˜ (
˙˜γ, f) := |DM (γ)|
1
2
∫
O
f dµ, f ∈ C∞c, (M˜S)(32)
avec γ ∈ p(O) quelconque. Si l’on fixe γ˜ ∈ O et une mesure de Haar sur Mγ(FS), alors on a
tout simplement
JM˜ (
˙˜γ, f) = |DM (γ)|
1
2
∫
Mγ(FS)\M(FS)
f(x−1γ˜x) dx.
Pour montrer qu’elle converge, il suffit de remplacer f par |f |. On obtient ainsi une inte´grale
orbitale pour un groupe re´ductif, dont la convergence est connue d’apre`s Rao [27]. Cela permet
d’immerger Γ˙(M˜S) dans l’espace de distributions spe´cifiques. On a
JM˜ (y
˙˜γy−1, f) = JM˜ (
˙˜γ, f), pour tout y ∈M(FS).
Indiquons quelques ope´rations e´le´mentaires.
1 Le sous-groupe central m ope`re de manie`re e´vidente sur Γ˙(M˜S).
2 Si ˙˜γ est tel que Mγ = Gγ , alors il s’identifie canoniquement a` un e´le´ment de Γ˙(G˜S)⊔ {0},
cf. (27). Plus pre´cise´ment, ˙˜γ s’envoie a` 0 si et seulement si γ n’est pas bon dans G(FS) .
3 Un e´le´ment ˙˜γ ∈ Γ˙(M˜S) admet une unique de´composition de Jordan
˙˜γ = σ˜u˙, σ˜ ∈ M˜S , u˙ ∈ Γ˙(Mσ(FS))
[·,σ]
correspondant a` la de´composition de Jordan γ˜ = σ˜u.
4 On a de´fini un sous-groupe ouvert ferme´ AM (FS)
† ⊂ AM (FS) dans 2.6.2. Supposons fixe´
un voisinage ouvert U de 1 dans AM (FS)
† muni d’un scindage U →֒ p−1(U) de p qui
envoie 1 a` 1. Soit a ∈ U , on peut de´finir l’application ˙˜γ 7→ a ˙˜γ de translation par a a` l’aide
de ce scindage.
5 On peut de´finir l’induction de classes unipotentes de M a` G a` la 5.3.4. Vu le scindage
unipotent, on peut supprimer le ∼ et le noter γ˙ 7→ γ˙G.
Nous laissons ces yogas de mesures invariantes au lecteur.
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Inte´grales orbitales ponde´re´es Commenc¸ons par de´finir l’inte´grale orbitale ponde´re´e anti-
spe´cifiques pour les e´le´ments ˙˜γ ∈ Γ˙(M˜S) tels queMγ = Gγ . Rappelons que cette donne´e e´quivaut
au choix d’une mesure de Haar sur Mγ(FS) = Gγ(FS).
De´finition 6.3.1. Supposons que Mγ = Gγ . Pour tout f ∈ C
∞
c, (G˜S), posons
JM˜ (
˙˜γ, f) := |DM (γ)|
1
2
∫
Gγ(FS)\G(FS)
f(x−1γ˜x)vM (x) dx.
Si γ n’est pas bon dans G(FS), alors JM˜ (
˙˜γ, f) = 0.
Revenons au cas ge´ne´ral. L’inte´grale orbitale ponde´re´e est de´finie comme suit.
The´ore`me 6.3.2 (cf. [8, 5.2]). Pour tout f ∈ C∞c, (G˜S), la limite
JM˜ (
˙˜γ, f) := lim
a→1
a∈AM,reg(FS)
†
∑
L∈L(M)
rLM (γ, a)JL˜(a
˙˜γ, f)
existe, ou` les a dans la limite sont suppose´s en position ge´ne´rale de sorte que Maγ = Gaγ .
Si Mγ = Gγ , elle co¨ıncide avec la de´finition 6.3.1. On a
∀y ∈M(FS), JM˜ (y
˙˜γy−1, f) = JM˜ (
˙˜γ, f y) = JM˜ (
˙˜γ, f).
Pour que l’expression a ˙˜γ dans l’e´nonce´ soit loisible, il faut fixer un voisinage ouvert U de
1 dans AM (FS)
†, un scindage de p au-dessus de U qui envoie 1 a` 1, et supposer que a ∈ U ;
comme on ne regarde que la limite a→ 1, ces choix n’importent pas.
Notons tout d’abord que JM˜ (
˙˜γ, f) = 0 si γ n’est pas bon dans G(FS). Les de´finitions
entraˆınent aussi que JM˜ (ε
˙˜γ, f) = ε−1JM˜ (
˙˜γ, f) pour tout ε ∈ m.
De´monstration. On peut supposer γ bon dans M(FS) d’apre`s l’observation pre´ce´dente, alors
aγ l’est aussi pour a ∈ AM (FS)
†. On se rame`ne a` l’e´tude de
|DG(aγ)|
1
2
∫
Mγ(FS)\G(FS)
f(x′−1aγ˜x′)
 ∑
L∈L(M)
rLM (γ, a)vL(x
′)
 dx′
lorsque a → 1. Soit γ˜ = σ˜u la de´composition de Jordan. On de´compose la variable x′ = mxy
avecm ∈Mγ(FS)\Mσ(FS), x ∈Mσ(FS)\Gσ(FS), y ∈ Gσ(FS)\G(FS). Alors l’inte´grale ci-dessus
s’e´crit
|DG(aγ)|
1
2
∫∫∫
f(y−1x−1m−1aσ˜umxy)
 ∑
L∈L(M)
rLM (γ, a)vL(xy)
 dm dxdy.
Comme a est central dans M˜ , on a
y−1x−1m−1aσ˜umxy = [σ,m][σ, x]y−1σ˜x−1am−1umxy,
f(y−1x−1m−1aσ˜umxy) = [m,σ][x, σ]f(y−1σ˜x−1am−1umxy)
par l’anti-spe´cificite´ de f . Posons gσ˜,a,x,y(m˜) := [x, σ]f(y
−1σ˜x−1am˜xy), alors l’inte´grale sur x
devient ∫
Mγ(FS)\Mσ(FS)
[m,σ]gσ˜,a,x,y(m
−1um) dm,
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une inte´grale orbitale unipotente avec le caracte`re [·, σ]. Elle est bien de´finie car γ est bon.
Ce que l’on a fait est la premie`re e´tape de la de´monstration dans [8, §6] ; en fait c’est la seule
part ou` intervient le reveˆtement. Apre`s l’argument de descente ci-dessus, le reveˆtement disparaˆıt
au prix de rajouter le caracte`re [·, σ]. Le reste de la de´monstration marche de la meˆme fac¸on
qu’en [8] si l’on remplace les mesures dx par [x, σ] dx et dm par [m,σ] dm. Cela n’affecte pas
les estimations dans [8] ; en particulier, la clef [8, 6.1] et sa de´monstration, qui repose sur une
technique ge´ome´trique de Langlands, restent les meˆmes. Cela permet de reprendre les arguments
d’Arthur.
Le cas non ramifie´ Fixons G et M comme pre´ce´demment. Supposons que S consiste en
places non archime´diennes et supposons Kv hyperspe´cial de pour chaque v ∈ S. Notons fKS =∏
v∈S fKv , ou` fKv est l’unite´ de l’alge`bre de Hecke sphe´rique anti-spe´cifique en v (voir §3.1).
De´finition 6.3.3. Les inte´grales orbitales ponde´re´es anti-spe´cifiques non ramifie´es sont de´finies
par
rM˜,KS(
˙˜γ) = rG˜
M˜,KS
( ˙˜γ) := JM˜ (
˙˜γ, fKS ),
˙˜γ ∈ Γ˙(M˜S).
Lorsqu’il n’y a pas de confusion sur KS , on l’e´crit aussi r
G˜
M˜
( ˙˜γ).
Descente semi-simple Fixons ˙˜γ ∈ Γ˙(M˜S) comme pre´ce´demment avec la de´composition de
Jordan ˙˜γ = σ˜u˙. Supposons que
– σ˜ ∈M(F ) ;
– σ est F -elliptique dans M .
Prenons un sous-groupe compact maximal Kσ de Gσ(FS) en bonne position relativement a`
Mσ. Il faut rappeler une construction paralle`le a` celle pour 6.2.2 (cf. [8, §8]). Soit ˙˜γ = σ˜u˙ la
de´composition de Jordan. Soit R ∈ FGσ(Mσ). Prenons aussi T ∈ aM et posons
vP (λ, z, T ) := vP (λ, z)e
〈λ,T 〉, P ∈ P(M),
ou` vP (λ, z) est la (G,M)-famille de´finissant le poids. Les fonctions vP (λ, z, T ) forment encore
une (G,M)-famille.
Avec le formalisme de 6.2.2, posons
v′R(z, T ) :=
∑
Q∈F0
R
(M)
v′Q(z, T ), z ∈ G(FS);
ΦR,y,T (m˜) := δR(m)
1
2
∫∫
Kσ×UR(FS)
[k, σ]f(y−1σ˜k−1m˜uky)v′R(ky, T ) dudk
ou` m˜ ∈ (M˜R)S , y ∈ G(FS).
Proposition 6.3.4 (cf. [8, 8.6]). On a
JM˜ (
˙˜γ, f) = |DG(σ)|
1
2
∫
Gσ(FS)\G(FS)
∑
R∈FGσ (Mσ)
J
MR,[·,σ]
Mσ
(u˙,ΦR,y,T ) dy,
De´monstration. On reprend l’argument dans [8]. Ici le caracte`re [·, σ] intervient pour la meˆme
raison que dans la de´monstration de 6.3.2.
6.4 Comportement des inte´grales orbitales ponde´re´es anti-spe´cifiques
Les re´sultats ci-dessous sont paralle`les a` ceux de §5.4. Vu 6.3.2, leurs de´monstrations sont
aussi similaires et nous ne les re´pe´terons pas.
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(M˜, σ)-e´quivalence Soient σ ∈ M(FS)ss et Σ ⊂ σMσ(FS) un ouvert invariant par Mσ(FS).
Notons
Γ˙(Σ˜) := {γ˙ ∈ Γ˙(M˜S) : Supp( ˙˜γ) ⊂ p
−1(Σ)}.
Supposons de´sormais que l’adhe´rence de Σ dans σMσ(FS) contient un voisinage invariant de σ.
On dit que deux fonctions φ1, φ2 sur Γ˙(Σ˜) sont (M˜, σ)-e´quivalentes s’il existe f ∈ C
∞
c, (M˜S) et
un voisinage U de σ dans M(FS) tels que
(φ1 − φ2)( ˙˜γ) = J
M˜
M˜
( ˙˜γ, f)
pour tout ˙˜γ ∈ Γ˙(Σ˜) tel que Supp( ˙˜γ) ⊂ p−1(U). Si cette condition est ve´rifie´e, on e´crit
φ1
(M˜,σ)
∼ φ2.
Proposition 6.4.1. Si Mσ = Gσ, alors pour tout f ∈ C
∞
c, (M˜S) on a
JM˜ (
˙˜γ, f)
(M˜,σ)
∼ 0
pour tout ˙˜γ ∈ Γ˙(M˜S) assez proche de σ˜ modulo conjugaison.
Formules de descente Fixons ˙˜γ ∈ Γ˙(M˜S). Soit Q = LUQ ∈ F(M0). De´finissons
fQ(m˜) := δQ(m)
1
2
∫
KS
∫
UQ(FS)
f(k−1m˜uk) dudk, m ∈ L(FS).
Ceci fournit une application line´aire C∞c, (G˜S)→ C
∞
c, (L˜S).
Proposition 6.4.2. Supposons que γ ∈Munip(FS). Avec les choix effectue´s dans 5.4.3, on a
J
L˜1
(γ˙L1 , f) =
∑
L∈L(M)
dGM (L1, L)J
L˜
M˜
(γ˙, fQL).
Proposition 6.4.3. Supposons S = S1 ⊔ S2. Soient ˙˜γ = ˙˜γ1 ˙˜γ2, et f = f1f2 ∈ C
∞
c, (G˜S). En
conservant le formalisme de 5.4.4, on a
JM˜ (
˙˜γ, f) =
∑
L1,L2∈L(M)
dGM (L1, L2)J
L˜1
M˜
( ˙˜γ1, fQ1)J
L˜2
M˜
( ˙˜γ2, fQ2).
Remarquons que la de´composition ˙˜γ = ˙˜γ1 ˙˜γ2 n’est unique qu’a` l’action pre`s du groupe
{(ε, ε−1) : ε ∈ m}.
Non-invariance Soient Q = LUQ ∈ F(M0) et y ∈ G(FS). On de´finit
fQ,y(m˜) = δQ(m)
1
2
∫∫
KS×UQ(FS)
f(k−1m˜uk)u′Q(k, y) dudk, m˜ ∈ L˜,
ou` u′Q est la fonction de´finie en 5.4.5. Ceci fournit une application line´aire C
∞
c, (G˜S)→ C
∞
c, (L˜S).
Rappelons aussi que f y est la fonction x˜ 7→ f(yx˜y−1).
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Proposition 6.4.4. On a
JM˜ (
˙˜γ, f y) =
∑
Q∈F(M)
J
M˜Q
M˜
( ˙˜γ, fQ,y).
Proposition 6.4.5. Soit y ∈ G(FS) tel que yMy
−1 ∈ L(M0) , alors
JyM˜y−1(y
˙˜γy−1, f) = JyM˜y−1(
˙˜γ, f).
De´monstration. C’est le meˆme argument qu’en 5.4.6.
Remarque 6.4.6. L’inte´grale orbitale ponde´re´e satisfait a` d’autres proprie´te´s importantes, par
exemple le de´veloppements en germes au voisinage d’un e´le´ment σ˜ d’image semi-simple (pas
force´ment bon). Les de´tails se trouvent dans [8]. Par ailleurs, le cas G = M = GL(n) est de´ja`
e´tudie´ dans [16].
6.5 De´veloppement ge´ome´trique fin
Passage a` une situation locale Revenons au cas global. Nous conside´rons S un ensemble
fini de places de F tel que S ⊃ Vram.
Rappelons une de´finition d’Arthur dans [5, §8].
De´finition 6.5.1. On dit que deux e´le´ments γ1, γ2 ∈ M(F ) avec de´compositions de Jordan
γi = σiui (ou` i = 1, 2) sont (M,S)-e´quivalents s’il existe x ∈M(F ) et y ∈Mσ2(FS) tels que
– x−1σ1x = σ2,
– y−1x−1u1xy = u2.
On ve´rifie que c’est une relation d’e´quivalence. Une classe de OM -e´quivalence se de´coupe en
un nombre fini de classes de (M,S)-e´quivalence.
De´finition 6.5.2. Posons
(M(F )) := {classes de conjugaison dans M(F )},
(M(F ))M,S := {classes de (M,S)-e´quivalence dans M(F )},
(M(F ))KM,S :=

c ∈ (M(F ))M,S : ∃γ = σu ∈ c (de´composition de Jordan), ou`
σ est S-admissible,
σS ∈ KS.
 ,
(M(F ))K,bon
M˜ ,S
:= {c ∈ (M(F ))KM,S : c est bon dans M(FS)}.
Soient c ∈ (M(F ))KM,S et γ = σu ∈ c un repre´sentant ve´rifiant les conditions dans cette
de´finition. On dit que γ est un repre´sentant admissible de c. Par abus de notation, on de´signera
une classe dans (M(F ))KM,S par un repre´sentant admissible.
Notons
KM =
∏
v
KM,v := K ∩M(A).
Afin de comple´ter le raffinement ge´ome´trique d’Arthur, il faut comple´ter les fonctions test
locales en celles globales comme dans §5.5. Comme S ⊃ Vram, on sait de´finir fKM,v ∈ C
∞
c, (M˜v)
l’unite´ de H (M˜v//KM,v), pour tout v /∈ S. D’ou` un homomorphisme injectif
C∞c, (M˜S)→ C
∞
c, (M˜ )
fS 7→ fS ·
∏
v/∈S
fKM,v .
(33)
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Il faut aussi extraire la part locale d’une classe dans (M(F ))K,bonM,S . Pre´cisons. Soit c ∈
(M(F ))K
M˜,S
avec un repre´sentant admissible γ = σu. Le scindage au-dessus de KSM fournit une
identification
p−1(M(FS)×K
S
M ) = M˜S ×K
S
M .(34)
Notons (σ˜S , σ
S) ∈ M˜S ×K
S
M l’e´le´ment auquel σ s’identifie. Posons γ˜S = σ˜SuS , ou` uS est releve´
a` l’aide du scindage unipotent. On ve´rifie que uS est [·, σ]-bon dans Mσ(FS) si et seulement si
c ∈ (M(F ))K,bon
M˜ ,S
.
De´finition 6.5.3. Soient γ ∈ (M(F ))K,bon
M˜ ,S
, γ˜S ∈ M˜S . On e´crit
γ  γ˜S
si γ est un repre´sentant admissible qui donne γ˜S comme ci-dessus. Il faut prendre garde qu’en
ge´ne´ral, les repre´sentants admissibles d’une classe de (M,S)-e´quivalence ne sont pas conjugue´s
par M(F ) ∩ (M(FS) ×K
S
M ), par conse´quent  n’a aucune raison d’eˆtre une application bien
de´finie de (M(F ))K,bon
M˜ ,S
dans Γ(M˜S) !
Exprimer Jo par inte´grales orbitales ponde´re´es anti-spe´cifiques Nous nous proposons
de remonter la formule descendue pour Jo dans 6.2.2 en termes des inte´grales orbitales ponde´re´es
anti-spe´cifiques ; nous n’en donnerons qu’une esquisse car les arguments complets se trouvent
dans [5, §8].
Plac¸ons-nous dans le cas global. Fixons o ∈ OG et prenons les objets σ, M1, Kσ, T1 et
S ⊂ VF comme dans §6.2. Quitte a` agrandir S, on peut aussi supposer que
– pour tout v /∈ S et tout yv ∈ G(Fv), on a (y
−1
v σGσ,unip(Fv)yv) ∩ σKv 6= ∅ seulement si
yv ∈ Gσ(Fv)Kv (voir [5, 6.1]).
Alors 6.2.2 se lit
Jo(f) = |ι
G(σ)|−1
∫
Gσ(A)\G(A)
∑
R∈FGσ (M1,σ)
|WMR0 ||W
Gσ
0 |
−1J
MR,[·,σ]
unip (ΦR,y,T1) dy.
L’expression dans l’inte´grale est nulle sauf si
y = ySy
′, yS ∈ Gσ(FS)\G(FS), y
′ ∈
∏
v/∈S
Gσ(Fv)\Gσ(Fv)Kv.
Pour un tel y, on a l’identification ΦR,y,T1 = ΦR,yS ,T1 ∈ C
∞
c (MR(FS)
1) via C∞c (MR(FS)
1) →֒
C∞c (MR(A)
1), ou` ΦR,yS ,T1 est la fonction associe´e a` fS par 6.3.4, car v
′
R(ky, T1) = v
′
R(kSyS, T1)
et [KS , σ] = 1 ; toutes ces assertions sont de´montre´es dans [5, §7] sauf la dernie`re, qui re´sulte
du fait que σS ∈ KS et S ⊃ Vram.
Donc Jo(f) est e´gal a`
|ιG(σ)|−1
∫
Gσ(FS)\G(FS)
∑
R∈FGσ (M1,σ)
|WMR0 ||W
Gσ
0 |
−1J
MR,[·,σ]
unip (ΦR,yS ,T1) dyS .
Posons Lσ := LGσ(M1,σ). D’apre`s 5.5.1,
|WMR0 ||W
Gσ
0 |
−1J
MR,[·,σ]
unip (ΦR,yS ,T1)
=
∑
L∈Lσ
L⊂MR
|WL0 ||W
Gσ
0 |
−1
∑
u∈Γunip(L(F ),S)[·,σ]
aL,[·,σ](S, u˙)J
MR,[·,σ]
L (u˙,ΦR,yS ,T1).
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Posons L0σ(M1) := {M ∈ L(M1) : AM = AMσ}, on a une bijection
L0σ(M1)→ L
σ
M 7→Mσ.
Il en re´sulte que Jo(f) est e´gale a`
|ιG(σ)|−1
∑
M∈L0σ(M1)
∑
u∈Γunip(Mσ(F ),S)[·,σ]
|WMσ0 ||W
Gσ
0 |
−1aMσ,[·,σ](S, u˙)
∫
Gσ(FS)\G(FS )
 ∑
R∈FGσ (Mσ)
J
MR,[·,σ]
Mσ
(u˙,ΦR,yS ,T1)
 dy.
Rappelons qu’un rele`vement σ˜S ∈ M˜S de σ est de´fini dans 6.5.3. Soit u ∈ Γunip(Mσ(F ), S)
[·,σ],
alors σ˜SuS est bon dans M˜S . D’autre part,
∏
v∈S |D
G(σ)|v = |D
G(σ)| = 1 d’apre`s la S-
admissibilite´ de σ. En multipliant la formule ci-dessus par
∏
v∈S |D
G(σ)|v , on peut appliquer
6.3.4 et obtient ainsi
Lemme 6.5.4 (cf. [5, 7.1]). Soit f ∈ C∞c, (G˜S), alors
Jo(f) = |ι
G(σ)|−1
∑
M∈L0σ(M1)
|WMσ0 ||W
Gσ
0 |
−1
∑
u∈Γunip(Mσ(F ),S)[·,σ]
aMσ,[·,σ](S, u˙)JM˜ (σ˜u˙, f).
Les coefficients
De´finition 6.5.5. Soit γ ∈ M(F ) avec de´composition de Jordan γ = σu. Supposons que γ
est un repre´sentant admissible d’une classe dans (M(F ))K,bon
M˜ ,S
(voir 6.5.2), alors un e´le´ment
γ˜S = σ˜Su ∈ M˜S lui est associe´ selon la construction de 6.5.3. Prenons un e´le´ment ˙˜γS ∈ Γ˙(M˜S)
supporte´ sur la classe de conjugaison contenant γ˜S avec la de´composition de Jordan ˙˜γS = σ˜Su˙.
Posons
ǫM (σ) :=
{
1, si σ est F -elliptique dans M,
0, sinon;
,
Stab(σ, u) := {t ∈ ιM (σ) : tut−1
conj
∼ u dans Mσ(FS)},
aM˜ (S, ˙˜γS) := ǫ
M (σ)|Stab(σ, u)|−1aMσ ,[·,σ](S, u˙).
C’est la de´finition d’Arthur (voir [10, (2.4)]) lorsque le reveˆtement est trivial. On ve´rifie que
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) ne de´pend pas des choix des mesures, et il est invariant par conjugaison
par Mσ(FS) d’apre`s 5.5.1.
Remarque 6.5.6. D’apre`s 5.5.5, les coefficients aM˜ (S, ·) sont de´termine´s par les donne´es p :
M˜ →M(A), S, et le sous-groupe compact maximal KS de M(FS) tels que
– il existe un sous-groupe de Le´vi minimal M0 deM , de´fini sur F , qui est en bonne position
relativement a` KSM ;
– S ⊃ Vram.
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Lemme 6.5.7. Soient M,M ′ ∈ L(M0) et γ ∈M(F ) (resp. γ
′ ∈M ′(F ) ) avec la de´composition
de Jordan γ = σu (resp. γ′ = σ′u′ ∈ M ′(F )) satisfaisant aux conditions dans 6.5.5. S’il existe
y ∈ G(F ) tel que yMy−1 =M ′, yγy−1 = γ′, alors
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) = a
M˜ ′(S, ˙˜γS
′
)JM˜ ′(
˙˜γS
′
, f),
aMσ,[·,σ](S, u˙)JM˜ (
˙˜γS , f) = a
M ′
σ′
,[·,σ′](S, u˙′)JM˜ ′(
˙˜γS
′
, f)
pour tout f .
En particulier, le produit aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) ne de´pend que de f et de la classe de γ dans
(M(F ))K,bonM,S .
De´monstration. Se´lectionnons les mesures de sorte que
˙˜γS
′
= σ˜′S · (yu˙y
−1).(35)
On a les caracte`res automorphes ω = [·, σ] sur Mσ(A) et ω′ = [·, σ′] sur M ′σ′(A). On va
appliquer 5.7.4. Pour satisfaire aux hypothe`ses dans 5.7.1, il reste a` construire les fonctions Ωv
sur T (σ, σ′)(Fv) pour toute place v.
Se´lectionnons σ˜v ∈ p
−1(σv) pour toute place v de sorte que σ˜v ∈ Kv si v /∈ S et [σ˜v]v = σ˜ ;
alors on a aussi
∏
v∈S σ˜v = σ˜S . Idem pour σ˜
′
v.
Fixons une place v. De´finissons Ωv : T (σ, σ′)(Fv)→ m par la formule
zσ˜vz
−1 = Ωv(z)σ˜
′
v.
Alors Ωv(x
′zx) = ω′(x′)Ωv(z)ω(x) pour tout x ∈ Mσ(Fv) et tout x
′ ∈ M ′σ′(Fv). Si v /∈ S et
z ∈ T (σ, σ′)(Fv) ∩ Kv , alors Ωv(z) = 1 graˆce au fait que σ
S , σ′S ∈ KS et au scindage de p
au-dessus de Kv. Comme p se scinde au-dessus de G(F ), on a aussi Ω|T (σ,σ′)(F ) = 1.
Alors 5.7.4 implique
aMσ,[·,σ](S, u˙) = Ω(yS)−1aM
′
σ′
,[·,σ′](S, u˙′),
d’ou` aM˜ (S, ˙˜γS) = Ω(y
S)−1aM˜
′
(S, ˙˜γS
′
).
D’autre part, 6.4.5 implique
JM˜ ′(y
˙˜γSy
−1, f) = JM˜ (
˙˜γS , f).
Comme yσ˜Sy
−1 = Ω(yS)σ˜′S , on de´duit de (35) que
JM˜ (
˙˜γS , f) = Ω(yS)
−1JM˜ ′(
˙˜γS
′
, f).
Or Ω(yS)Ω(y
S) = Ω(y) = 1 car y ∈ G(F ), cela conclut la de´monstration pour le premier
e´nonce´. On a de´ja` remarque´ que γ˜S 7→ a
M˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) est invariant par conjugaison par
Mσ(FS), donc le dernier e´nonce´ re´sulte de la de´finition de (M,S)-e´quivalence.
Notons (M(F ) ∩ o)K,bonM,S le sous-ensemble des classes dans (M(F ))
K,bon
M,S qui rencontrent o.
The´ore`me 6.5.8 (cf. [5, 8.1]). Avec les meˆmes notations, on a
Jo(f) =
∑
M∈L(M0)
|WM0 ||W
G
0 |
−1
∑
γ∈(M(F )∩o)K,bon
M,S
γ γ˜S
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f).
La somme ne porte que sur un nombre fini de classes.
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Ici l’expression signifie que, pour chaque classe dans (M(F ) ∩ o)K,bonM,S , on en prend un
repre´sentant admissible γ quelconque, puis un γ˜S quelconque tel que γ  γ˜S via la corres-
pondance de´finie dans 6.5.3. Le produit aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f) est bien de´fini graˆce au lemme
pre´ce´dent.
De´monstration. Reprenons les notations de 6.5.4. Le groupe ιM (σ) ope`re sur Γunip(Mσ(F ), S)
[·,σ],
et le groupe d’isotropie d’une classe u est Stab(σ, u). Vu le lemme pre´ce´dent et 6.5.4, Jo(f) est
e´gal a` ∑
M∈L(M1)
|WMσ0 ||W
Gσ
0 |
−1|ιM (σ)||ιG(σ)|−1
∑
γ∈(M(F )∩o)K,bon
M,S
γs=σ
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f).(36)
ou` γs = σ signifie que l’on prend les repre´sentants admissibles ayant partie semi-simple σ.
Traitons maintenant le coˆte´ a` droite de l’assertion. Tous les regroupements ci-dessous sont
justifie´s par le lemme pre´ce´dent. La somme sur γ se de´compose en une somme double sur
les classes semi-simples et des classes unipotentes. On peut combiner la somme sur les classes
semi-simples avec la somme sur M et on obtient une somme sur
Π := {(M,σM ) : M ∈ L(M0), σM ∈ (M(F )), σM
conj
∼ σ dans G(F )}
suivie par une somme sur des classes unipotentes. Cette somme double est e´videmment finie.
De plus, WG0 ope`re sur Π et on peut sommer sur le quotient Π/W
G
0 pourvu que l’on multiplie
les coefficients par l’ordre du groupe d’isotropie.
Toute classe dans Π/WG0 contient une paire de la forme (M,σ) avec M ⊃M1 (cf. [5, p.186]).
Arthur en a calcule´ l’ordre du groupe d’isotropie (cf. [5, pp.206-207]) : c’est |W
Mσ(F )
0 ||W
Gσ(F )
0 |
−1,
ou`
W
Gσ(F )
0 := M
σ
1 (F )\NGσ (AM1)(F ).
Idem pour M au lieu de G. Donc le terme a` droite de l’assertion est e´gal a`∑
M∈L(M1)
|W
Mσ(F )
0 ||W
Gσ(F )
0 |
−1
∑
γ∈(M(F )∩o)K,bon
M,S
γs=σ
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f).(37)
En comparant (36) et (37), on se rame`ne a` prouver que
|WMσ0 ||W
Gσ
0 |
−1|ιM (σ)||ιG(σ)|−1 = |W
Mσ(F )
0 ||W
Gσ(F )
0 |
−1, M ∈ L(M1),
ce qui est exactement (8.5) de [5].
E´tant donne´ ∆ un voisinage compact de 1 dans G(A)1, posons ∆˜ := p−1(∆). Notons
C∞∆, (G˜
1) l’espace des fonctions dans C∞c, (G˜
1) a` support dans ∆˜. Posons
C∞∆, (G˜
1
S) := C
∞
∆, (G˜
1) ∩ C∞c, (G˜
1
S)
via (33). On arrive ainsi au de´veloppement ge´ome´trique fin.
The´ore`me 6.5.9 (cf. [5, 9.2]). Il existe un sous-ensemble fini de places S∆ ⊃ Vram tel que
– il existe ∆S ⊂ G(FS) tel que ∆ = ∆S∆ ×K
S∆ ;
– pour tout S ⊃ S∆ et tout f ∈ C
∞
∆, (G˜
1
S), on a
J(f) =
∑
M∈L(M0)
|WM0 ||W
G
0 |
−1
∑
γ∈(M(F ))K,bon
M,S
γ γ˜S
aM˜ (S, ˙˜γS)JM˜ (
˙˜γS , f);
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les termes dans la somme ci-dessus sont nuls pour presque tout γ.
De´monstration. Pour o fixe´, on peut toujours prendre S de sorte que la condition pour 6.5.8 soit
satisfaite. Puisque J =
∑
o Jo, il suffit de montrer qu’il n’y qu’un nombre fini de o qui rencontre
∆, ce qu’assure [5, 9.1].
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