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Abstract
In this work, we study the interplay of the system geometry and the bound-
ary shape with the properties and dynamics of different mesoscopic model
systems.
In the first part, we investigate extended ray-optical models for dielectric
optical microcavities. Ray optics is an efficient tool to predict the far-field
emission of these systems. When considering systems on lengths scales on the
order of few light wavelengths, however, corrections to geometrical optics can
be necessary to account for wave effects. These corrections to ray optics are the
Goos-Hänchen shift, a lateral shift along the interface, and the Fresnel filtering
effect, an angular shift, which violates the ray-optical laws of reflection and
refraction and the principle of ray-path reversibility. We discuss these beam
shift effects at planar and curved boundaries and study the influence of different
parameters on the correction terms. An important finding is that the bound-
ary curvature enhances the Fresnel filtering effect, whereas, it reduces the
Goos-Hänchen shift. We apply the ray-optical model to deformed microdisks,
systems with curved boundaries, and to triangular cavities, systems with only
planar boundaries. Correctly including finite-wavelength effects can be impor-
tant to establish good agreement between the ray description and results of
experiments or wave simulations for both, systems with curved and with planar
boundaries. The systems can not only be classified by their boundary shape
but also by their classical ray dynamics, whether it is chaotic or non-chaotic.
For systems with chaotic dynamics it is well known that the unstable manifold
of the chaotic saddle determines the far-field emission. For non-chaotic sys-
tems – we consider deformed disks with small deformations and triangles – we
discuss that the trajectories with the smallest nonzero decay rates determine
the emission pattern. Further, we include intensity amplification in the ray-
optical model and find it necessary to obtain reliable results in highly lossy
lasing systems.
In the second part, we discuss graphene-like systems. For these systems,
we study the influence of uniaxial strain in a tight-binding model on the hon-
eycomb lattice. Uniaxial compression leads to a phase transition and to the
formation of edge states perpendicular to the strain direction independent of
the edge termination. Further, we introduce a ray model as a possibility to
describe graphene devices as efficiently as the ray-optical model allows for
dielectric optical microcavities.
Zusammenfassung
Diese Arbeit behandelt anhand verschiedenener mesoskopischer Modellsys-
teme das Zusammenspiel von Geometrie und Form eines Systems mit seinen
Eigenschaften und seiner Dynamik.
Im ersten Teil wird ein erweitertes strahlenoptisches Modell für dielek-
trische optische Mikrokavitäten untersucht. Strahlenoptik ist eine effiziente
Methode, um die Fernfeldabstrahlung dieser Systeme vorherzusagen. Werden
allerdings Systeme betrachtet, deren Abmessungen nur wenige Lichtwellenlän-
gen betragen, können Korrekturen der geometrischen Optik notwendig wer-
den, um Welleneffekte zu berücksichtigen. Diese Korrekturen sind die Goos-
Hänchen-Verschiebung, eine seitliche Verschiebung des Strahls entlang der
Grenzfläche, und der Effekt des Fresnel-Filterns, eine Korrektur des Win-
kels, die das Reflexions- und das Brechungsgesetz der Strahlenoptik und das
Prinzip der Umkehrbarkeit des Strahlengangs bricht. Diese Strahlverschiebun-
gen werden für ebene und gekrümmte Grenzflächen diskutiert, außerdem wer-
den die Einflüsse verschiedener Parameter auf die Korrekturterme untersucht.
Ein wichtiges Resultat ist, dass die Krümmung der Grenzfläche den Effekt
des Fresnel-Filterns verstärkt, wohingegen sie die Goos-Hänchen-Verschiebung
abschwächt. Anschließend wird das strahlenoptische Modell auf verschiedene
Beispiele angewendet, nämlich Mikrokavitäten in der Form von deformierten
Kreisscheiben, also Systeme mit gekrümmten Grenzflächen, und dreieckige Ka-
vitäten, also Systeme mit ausschließlich ebenen Grenzflächen. Sowohl für Syste-
me mit gekrümmten als auch mit ebenen Grenzflächen kann es wichtig sein, die
auf endlichen Wellenlängen beruhenden Korrekturen miteinzubeziehen, um ei-
ne gute Übereinstimmung zwischen der Strahlenbeschreibung und Ergebnissen
aus Experimenten oder Wellensimulationen zu erhalten. Die Systeme können
aber nicht nur durch ihre Grenzfläche charakterisiert werden, sondern auch
dadurch, ob ihre klassische Dynamik chaotisch oder nicht-chaotisch ist. Für
Systeme mit chaotischer Dynamik ist bekannt, dass die Fernfeldabstrahlung
durch die instabile Mannigfaltigkeit des chaotischen Sattels bestimmt wird.
Als Beispiele für nicht-chaotische Systeme werden deformierte Kreisscheiben
mit kleinen Verformungen und Dreiecke betrachtet. Für diese Systeme wird
erörtert, dass die Abstrahlung durch die Trajektorien mit den kleinsten, nicht-
verschwindenden Zerfallsraten bestimmt wird. Darüber hinaus kann es not-
wendig sein, Intensitätsverstärkung im Strahlenbild zu berücksichtigen, um
verlässliche Ergebnisse für stark verlustbehaftete Lasersysteme zu erhalten.
Im zweiten Teil werden graphenartige Systeme diskutiert. An diesen wird
zuerst der Einfluss von einachsigen Verformungen in einem tight-binding-Modell
des hexagonalen Gitters untersucht. Einachsige Stauchung des Gitters führt zu
einem Phasenübergang und zur Ausbildung von Randzuständen senkrecht zur
Verzerrungsrichtung. Diese Randzustände sind unabhängig von der genauen
Terminierung des Gitters. Als zweites wird ein Strahlenmodell eingeführt, das
eine Beschreibung von Graphen-Bauelementen ermöglichen könnte, die genau-
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The term mesoscopic designates the transition regime between the microscopic
and the macroscopic scale. It describes systems or devices with typical di-
mensions approximately on the same order of magnitude as the length scale
responsible for its dynamics – the wavelength, the phase coherence length or
the mean free path.
Optical microcavities are mesoscopic systems for light [1–3]. In these sys-
tems, the light is confined in regions with typical dimensions on the order of
magnitude of several to several hundreds of the light’s wavelength. There are
two basic methods how this confinement can be achieved. On the one hand,
distributed Bragg reflectors in vertical-cavity surface-emitting lasers [4] and
photonic crystal defect cavities [5] use the interference of multiply reflected
or scattered light. On the other hand, light can be confined by total internal
reflection at a dielectric interface between an optically dense material with
a higher refractive index and a material with a lower refractive index. This
method can be applied to three-dimensional structures, like microspheres [6, 7]
or microtoroids [8], and to quasi two-dimensional structures, like microdisks
[9] or other flat shapes with a large width to height ratio (see, e.g., [10, 11]).
These optical microcavities offer many possibilities for applications. For ex-
ample, they can be used as the resonant cavities of microlasers that promise to
be the ideal miniaturized light source. As they can be fabricated by standard
techniques they can be easily integrated in opto-electronic devices [12, 13]. The
high confinement of the light which is possible leads to efficient low-threshold
lasing [14] and the emission direction can be chosen to suit the application
by choosing the right shape of the cavity [15, 16]. Besides this and many
other practical applications, like filters or sensors [3, 17], optical microcavi-
ties are also interesting to study more fundamental questions. One example
is provided by the equivalence between the Helmholtz equation describing the
electromagnetic modes and the Schrödinger equation determining the quan-
tum mechanical wave function (see, e.g., [18]). Thus, optical systems provide
analogous models in which predictions from quantum mechanics can be tested
which are otherwise not easily accessible. Therefore, optical (or more general
1
2electromagnetic) cavities are often used in the field of quantum chaos [19]. The
same analogy can also be used to mimic the properties of solid state systems
in optical systems, the so-called photonic crystals [5].
Since optical microcavities are interesting for many different applications,
efficient methods for their theoretical description are needed. Like for most
problems in electromagnetism, a direct analytical solution of Maxwell’s equa-
tions with the appropriate boundary conditions is usually not possible [20].
Different numerical methods are successfully applied to study the properties
of optical microcavities, like the finite-difference time-domain method [21, 22],
the finite elements method [23, 24] or the boundary element method [25]. How-
ever, much can be learned about microcavities already by applying the simple
methods of geometrical optics which is the short-wavelength limit of electro-
magnetism to these systems [10, 26–29]. A more detailed introduction to the
ray-optics description of two-dimensional dielectric optical microcavities will
be given in the following chapters.
Mesoscopic systems for electrons are solid state devices where the system
size is on the order of or smaller than the phase coherence length of the charge
carriers [30]. Typical systems that are often studied are two-dimensional elec-
tron gases [31], quantum wires [32, 33] or quantum dots [34, 35] which are
often implemented in semiconductor heterostructures [36]. Quantum dots can
also be interpreted as microcavities for electrons. The two-dimensional ma-
terial graphene [37] and related carbon-based nanostructures [38] are also a
suitable basis to study mesoscopic effects. In quasi one-dimensional graph-
ene nanoribbons [39] one can study the influence of interference effects on the
conductance through the sample [40, 41]. Quantum dots can be realized in
graphene [42] by confining the electrons by external potentials [43, 44] or in
finite-sized graphene flakes [45, 46]. A strong analogy between the electronic
states in a graphene quantum dot and the modes in an optical microcavity can
be found [44, 47].
1.1 Scope of the work
This work has two main topics. On the one hand, we discuss an effective
ray description of different systems, dielectric optical microcavities as well as
electronic cavities in graphene, in the framework of ray-wave-correspondence.
On the other hand, we examine symmetries and symmetry breaking in these
systems, especially, their connection to and interplay with the dynamics of the
considered system.
The first part of the work, chapters 2-4, deals with the ray description of
dielectric optical microcavities. Dielectric optical microcavities and microlasers
are interesting both as mesoscopic model systems and as devices in micro-optics
applications. The ray optics model has proven to be an efficient and useful way
to describe the properties of these systems, especially, their far-field emission
characteristics.
3In chapter 2, we discuss wave-inspired corrections to the ray optics de-
scription of optical microcavities. These corrections, known as Goos-Hänchen
shift and Fresnel filtering, stem from the wave-nature of light and have to be
included in a ray optics description to obtain reliable results if the system size
is reduced to several wavelengths. We calculate these beam shift effects from
an expectation value approach at planar and curved interfaces and discuss in
detail the influence of all relevant parameters, the beam width, the refractive
index and, especially, the boundary curvature, on the correction terms [48, 49].
When the beam shifts are included in a ray-optical description the trajec-
tory of a light ray is no longer reversible as the reversed trajectory can suffer
different corrections than the original trajectory. We examine this breaking of
the time reversal symmetry from the point of view of a light beam of finite
width reflected at a dielectric interface. We introduce the overlap of the origi-
nal beam and the time-reversed reflected beam as a combined measure of the
beam shift effects.
In the following chapter, chapter 3, we apply the wave-inspired corrections
to microcavities with curved boundaries. In this context, we compare several
methods to include the influence of the boundary curvature in an amended ray
optics description. By using different boundary shapes, we can also study the
effect of the symmetry of the cavity on the far-field emission and the effect of
the beam shifts on the symmetry-induced properties of the trajectories.
Further, we discuss the differences in the description of systems with chaotic
and non-chaotic classical dynamics. For optical microcavities with chaotic
classical dynamics it is known that the unstable manifold of the chaotic saddle
determines the far-field emission. In the case of systems with non-chaotic
dynamics, we argue that the trajectories with the smallest nonzero decay rates
will determine the emission characteristics instead.
In chapter 4, we use the ray optics model to describe dielectric optical
microcavities in the shape of triangles with low refractive index [50]. Although
triangles are the simplest polygons, triangular microcavities show an intriguing
interplay between geometry, ray dynamics and optical properties. Here, we
include amplification in the ray model to obtain a reliable description of the
highly lossy systems. As the ray dynamics in polygonal systems is non-chaotic
we can use the decay rates to identify the trajectories which determine the far-
field emission. The trajectories with the smallest decay rates depend strongly
on the geometry and the optical properties of the system and, in general,
need not be periodic. Therefore, we suggest that they provide a more general
explanation for the emission patterns than short periodic orbits which are
frequently employed to explain the far-field of polygonal microcavities. To
account for finite wavelength effects we study the influence of the beam shift
effects on the trajectories and the far-field emission of two highly symmetrical
triangles, the equilateral and the right isosceles triangle.
The last part of this work, chapter 5, deals with a different model system,
graphene-like hexagonal lattice systems. First, we discuss the influence of
4uniaxial strain in a tight-binding model on the hexagonal lattice. Uniaxial
strain breaks the discrete rotational symmetry of the undistorted honeycomb
lattice. It leads to a phase transition and to the appearance of edge states.
Whereas the existence of edge states in unperturbed graphene-like systems
depends sensitively on the precise termination of the boundary, the edge states
that appear under strain are predicted to be robust and independent of the
edge termination.
Further, we apply the concept of ray-wave-correspondence to the electrons
in graphene. In the same spirit as the ray description of optical microcavities,
we discuss an effective ray description of graphene devices as a possibility to
model the electronic properties of these systems efficiently.
Chapter 2
Wave-inspired corrections to ray
optics at planar and curved
interfaces
In this chapter, we discuss corrections to geometrical optics which stem from
the wave nature of light and are important for an efficient ray-optical descrip-
tion of dielectric optical microcavities. First, we give a short introduction to
the ray optics description of microcavities and the concept of ray-wave corre-
spondence. Then, we study the wave corrections occurring for the reflection of
a light beam at a planar dielectric interface. A consequence of the finite width
of any light beam is that the reflection of the beam at a dielectric interface is
not reversible. This breaking of the ray-path reversibility is examined in the
third section. In the fourth section, the beam shift effects for the reflection
of a light beam at a curved dielectric interface are studied in detail, paying
special attention to the influence of the boundary curvature.
2.1 Ray optics description of microcavities
Large optical systems like microscopes or telescopes are well described by
geometrical optics. Geometrical optics, also called ray optics, is the zero-
wavelength limit of electromagnetism. Thus, it is well suited to describe sys-
tems that are large compared to the wavelength of the light. Nevertheless, it
has proven useful to apply ray-optical methods also to smaller systems.
In the following, we introduce the basic concepts of the ray-optical approach
to the description of dielectric optical microcavities.
2.1.1 Microcavities as optical billiards
Billiards is a popular and well-studied subject in mathematics and mathemat-
ical physics, see [51] and references therein for an introduction and further
reading. A simplified mathematical billiard is a bounded region in the plane
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6with a point mass that moves freely inside the region and is reflected elastically
at the boundary. That means that the particle moves with constant velocity
along a straight line until it hits the boundary where it is specularly reflected.
A light ray, in the sense of the geometrical optics limit of electromagnetism,
propagating in a homogeneous and isotropic medium bounded by perfectly re-
flecting walls behaves like the particle in the mathematical billiard. According
to Fermat’s principle, the light ray follows a straight path inside the medium
and is specularly reflected at the boundaries. Hence, the name optical billiards
is often used. This can be realized for microwaves in a superconductive, thus,
perfectly reflective cavity [52, 53].
If the region is not bounded by perfectly reflecting walls but by the interface
between two different dielectric media the ray is not completely reflected but
can be partly transmitted. The direction of the transmitted ray is given by
Snell’s Law which also follows from Fermat’s principle. Thus, dielectric optical
microcavities can be interpreted as partially open billiards [54]. The amount
of openness is given by the ratio of the refractive indices n = n1/n2 of the two
media. Without loss of generality, the refractive index of the medium inside
the cavity can be set to n1 = n and outside to n2 = 1. Then, Snell’s Law reads
sin(χtrans) = n sin(χin) (2.1)
where the angles of incidence and transmission, χin and χtrans, are measured
with respect to the local normal to the boundary. For n > 1 transmission can
only occur if sin(χin) < 1/n. For incident angles larger than the critical angle
χc defined by sin(χc) = 1/n the light ray is confined inside the cavity by total
internal reflection. The limit n→∞ corresponds to the usual closed billiards.
The main difference between the mathematical billiards and the optical
system in the ray limit is the possibility of ray-splitting as a light ray has the
intensity as an additional property. The point particle considered in mathe-
matical billiards can be lost, if an opening is introduced in the boundary, but
it cannot be split in a transmitted and a reflected part. At each reflection of a
light ray at a dielectric interface, however, a part or all of the incident intensity
is reflected and a part can be transmitted.
The dynamics of the billiards system is fully described in the phase space.
The full four-dimensional phase space of a particle in a two-dimensional planar
billiards considered here can be reduced to a suitable two dimensional Poincaré
surface of section using the fact that the particle moves freely between two
reflections. The appropriate coordinates are the so-called Birkhoff coordinates
(s, p) where s is the position on the appropriately parameterized boundary
and p = sin(χin) is the transverse momentum component. Thus, the billiards
dynamics can be seen as a mapping between one reflection with (s, p) and the
next reflection with (s′, p′). In the optical case, one additionally has to keep
track of the intensity.
We restrict our discussion in this work to two-dimensional geometries. A
two-dimensional microcavity can be interpreted as the cross section (here cho-
7sen to be in the y-z-plane) of an infinitely long dielectric cylinder (along the
x-direction) [20]. In this case, Maxwell’s equations can be decoupled by the
two linear polarizations of the electromagnetic wave, transverse magnetic (TM)
and transverse electric (TE) polarization. In the case of TM polarization, the
magnetic field ~H oscillates in the cavity plane and the component perpendic-
ular to the plane, parallel to the cylinder axis vanishes Hx = 0; Maxwell’s
equations reduce to the scalar Helmholtz equation for the electric field com-
ponent Ex perpendicular to the plane. Analogously, for TE polarization, the
electric field ~E oscillates in the cavity plane and the perpendicular component
vanishes, Ex = 0 and Maxwell’s equations are reduced to the scalar Helmholtz
equation for the magnetic field component Ex parallel to the cylinder axis. In
the following we will always characterize the polarization state of the light by
TE or TM.
2.1.2 Wave corrections to ray optics
The treatment of dielectric optical microcavities as optical billiards, thus,
treating the electromagnetic waves in the zero-wavelength limit of geomet-
rical optics, is based on the concept of ray-wave correspondence [26]. Based
on this concept, the modes and the far-field emission patterns of microcavities
in various shapes have been successfully predicted from ray optics calculations
[10, 27–29].
Although ray-wave correspondence is a very robust concept, deviations
from ray-optics occur when the system sizes are no longer large compared
to the wavelength [55–57], especially, when the system dimensions are of the
order of the light wavelength [58, 59]. These deviations are caused by the wave
nature of light. For the theoretical description of optical systems that are not
large compared to the wavelength full electromagnetic simulations should be
used. However, these simulations are computationally expensive.
In order to, still, use the simple and efficient ray-optical description, the
deviations have to be taken into account to obtain accurate results [57]. This
can be done by including correction terms to the laws of geometrical optics.
These are known as the Goos-Hänchen shift [60–62] and the Fresnel filtering
effect [56, 63]. They act in the two different directions in phase space spanned
by the Birkhoff coordinates (s, p) [64]. The Goos-Hänchen shift is a lateral
shift of the reflected light ray along the interface, i.e., is a correction to the
position coordinate s. The Fresnel filtering effect describes corrections to the
angles of reflection and transmission, i.e., acts on the momentum p = sin(χ).
There are several conventions in the literature on how to define and call the
angular shifts. Often, the term angular Goos-Hänchen shift is also used [65–
68]. Here, we do not want to discuss the subtle differences between the different
definitions and we use the term Fresnel filtering for all angular correction terms
(see Ref. [68] for a discussion).
The two effects can be included into the ray-optical description in an ef-
8fective manner, their physical origin will be discussed below. The classical
billiards mapping (s, p) → (s′(s, p), p′(s, p)) is replaced by a new map includ-
ing corrections to the position on the boundary arising from the Goos-Hänchen
shift and to the momentum, or angle of incidence, stemming from the Fresnel
filtering effect.
The wave corrections are not restricted to electromagnetic waves, rather,
they occur always when the system size is of the order of the wavelength. It has
been observed, e.g., for ultrasound waves [69], for electron waves in semicon-
ductor nanostructures [70] or in graphene [71], or for quantum mechanical wave
packets [72]. The Goos-Hänchen shift in graphene will be discussed briefly in
section 5.4.
2.2 Beam shifts at planar interfaces
In this section, the wave corrections, Goos-Hänchen shift and Fresnel filtering,
will be calculated for a light beam reflected at a planar dielectric interface. The
beam shifts at planar interfaces are well established and exhaustively studied
in literature, see, e.g., [73] for an early review of the Goos-Hänchen effect and
[67] for a recent overview that considers the full three dimensional problem.
Nevertheless, the planar case is studied in detail here. On the one hand, it is
important to introduce the methods, on the other hand, the results derived
here will be used in an extended ray description of triangular microcavities in
chapter 4.
2.2.1 Goos-Hänchen shift
Figure 2.1 shows a schematic picture of a light ray reflected at a planar interface
between two different dielectric materials including the beam shift effects. The
lateral shift along the interface DGH due to the Goos-Hänchen effect and the
angular deflection ∆χFF due to the Fresnel filtering effect are marked.
The lateral shift of a light beam under total reflection was already predicted
by Newton. It is named Goos-Hänchen shift after F. Goos and H. Hänchen
who first measured it in the 1940s [60, 74]. An early quantitative explana-
tion has been given by K. Artmann [61]. The simplest version of Artmann’s
argumentation is the following. Consider a superposition of two plane waves
with the same wavenumber k, but slightly different directions, p = sin(χin) and
p′ = p + ∆p, incident on a dielectric interface with relative refractive index n











We assume that both plane wave components are totally internally reflected,

















Figure 2.1: Schematic picture of the beam shifts at planar interfaces. Incident
and reflected rays are shown in red. The relative refractive index
is n = n1/n2. The effective interface is depicted as dashed line,
γ is the penetration depth. The normals to the interface and the
effective interface (dotted lines) define the angle of incidence χin
and the effective angle of incidence χeffin . The reflected ray predicted
from ray optics (dashed orange), the lateral shift along the inter-
face DGH due to the Goos-Hänchen effect (blue), and the angular
deflection ∆χFF due to the Fresnel filtering effect are marked.





































Thus, the absolute value of the reflected wave corresponds to the incident wave
shifted by ∆z along the boundary. If the difference ∆p in the directions is small
the difference quotient is approximately the derivative and the shift in terms








This is the Artmann formula for the Goos-Hänchen shift. It is shown in
Fig. 2.2(b) for the relative refractive index n = 1.5 (the relevant phase of











(a) Schematics of the incoming beam.
TM
TE












(b) Goos-Hänchen shift according to the
Artmann formula Eq. 2.2 for n = 1.5.
Figure 2.2: Artmann result for the Goos-Hänchen shift derived from an incom-
ing beam consisting of two plane wave components. The different
plane waves gain different phase shifts under reflection which leads
to a lateral shift.
This very simple analytic approach has two major shortcomings. It is
applicable only for total internal reflection and it diverges for grazing incidence
(χin → 90◦) as well as directly at the critical angle as the phase of the reflection
coefficient has a sharp kink there. Thus, we have to employ a different approach
to obtain meaningful values for the Goos-Hänchen shift also at and below the
critical angle. Before we introduce the expectation value approach that we
will use to calculate the beam shifts in the next section, we look at Goos-
Hänchen shift from a different perspective and discuss the second shift, the
Fresnel filtering effect.
A light wave that is incident on a dielectric interface from an optically
denser to an optically thinner medium with an angle of incidence larger than
the critical angle of total internal reflection will be continued as an evanescent
wave inside the optically thinner medium. Taking into account these exponen-
tially decaying contribution at the boundary leads to a shift of the order of
the vacuum light wavelength λ of the reflected beam [61, 62, 75]. Intuitively,
one can imagine that the light is not reflected directly at the interface but at
an effective interface under an effective angle of incidence χeffin , as depicted in
Fig. 2.1. The effective interface is parallel to the real boundary and situated
at a distance γ inside the optically thinner medium where γ is the penetration
depth of the evanescent wave. Then, the lateral shift DGH along the boundary
can be approximated as DGH ≈ 2γ tan(χeffin ). At a planar interface, the effective
angle of incidence equals the incident angle at the real interface, χeffin = χin.
The penetration depth, however, is not constant but depends on the angle of
incidence and the polarization of the incident light.
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2.2.2 Fresnel filtering effect
The origin of the second beam shift effect, the Fresnel filtering effect, is the
finite spatial extent of a real light beam, a solution of Maxwell’s equations, as
opposed to the idealized light rays of geometrical optics [63, 66]. The finite
width induces a distribution of angles of incidence around the central incident
angle χin of the beam. A beam of finite width is composed of plane waves
whose wave vectors point in directions distributed in an interval around the
central direction of the beam. This angular spread is indicated in Fig. 2.1 by
the thin black arrows near the red arrow for the incident ray.
To understand the Fresnel filtering effect, consider a beam whose central
angle of incidence is the critical angle, χin = χc. Upon reflection, all smaller
angles in the distribution will be partially transmitted, whereas all angles larger
than the critical angle will be totally reflected. Thus, the mean angle of the
reflected light beam will deviate from χin. This leads to a violation of the
standard law of reflection, the angle of reflection χref no longer equals the
angle of incidence χin, rather, it is χref = χin + ∆χFF, with the correction term
∆χFF due to the Fresnel filtering effect. From this argumentation, it is seen
that the Fresnel filtering effect is most important around χc and for beams
narrow in space, i.e., with a broad angular distribution.
2.2.3 Beam shifts as expectation values
In this work, we use an expectation value approach to the beam shifts [76].
This approach is more widely applicable than many approximative formulas
discussed in literature [61, 62, 67, 75]. Especially, it is not limited to angles of
incidence above or near the critical angle but yields meaningful results for a
wide range of incident angles.
In the planar case, the beam is expanded in plane waves. The calculations
are restricted to the interface, denoted by the z-axis. The angles of incidence χ
are related to the direction of the incident plane wave via kinz = nk sin(χ) = nkp
with the wavenumber k = 2pi/λ where λ is the vacuum wavelength of the light





where the transverse beam profile eI(p) is supposed to be a narrow distribution
in momentum p with expectation value p = p0 corresponding to the central
angle of incidence χin with p0 = sin(χin).
The reflected beam is obtained by applying the Fresnel reflection coeffi-
cients [20] to the incident beam profile, eR(p) = ρ(p)eI(p). The Fresnel equa-















(a) Absolute value |ρ| of the reflection co-
efficients ρ = |ρ|eiϕ.
TM
TE













(b) Phase ϕ of the reflection coefficients
ρ = |ρ|eiϕ.
Figure 2.3: Reflection coefficients at a planar interface with relative refractive
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ρTE(p) =
√
1− p2 − n√1− n2p2√
1− p2 + n√1− n2p2
(2.4)
where TE polarization shows the Brewster angle χB, given by tan(χB) = 1/n
with ρTE(sin(χB)) = 0. In general, the reflection coefficients are complex
numbers. Their absolute value and phase as a function of the incident angle
are shown in Fig. 2.3 for the reflection at a dielectric interface with relative





We define the position of incidence of the beam on the interface as the





I (z) z EI(z)∫∞
−∞dz |EI(z)|2
. (2.6)
The position of reflection is analogously given by the z-expectation value of








The difference between these two positions is the Goos-Hänchen shift along
the boundary
DGH = 〈z〉ref − 〈z〉in . (2.8)
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If the incident beam profile in angular momentum space is symmetric with
respect to the central momentum component p0, Eq. (2.6) yields 〈z〉in = 0 and
the position of incidence marks the origin of the chosen coordinate system.
Hence, the Goos-Hänchen shift becomes DGH = 〈z〉ref which is the case in all
the examples that we consider here.
The expectation values of the momentum p calculated with the angular









By the choice of the incident angular profile it is 〈p〉in = p0 = sin(χin). The
mean angle of reflection χref can be calculated from the p-expectation value of














with 〈p〉ref = sin(χref). Here, we have introduced the intensity reflection co-
efficient R(p) = |ρ(p)|2. The difference between the mean angle of incidence
and of reflection is the angular shift constituting the Fresnel filtering effect,
∆χFF = χref − χin.
For an evaluation of these formulas, we chose a Gaussian with mean value







since Gaussian beams are often realized in experiment. However, the beam
shifts can be easily evaluated for other transverse beam profiles with the ex-
pectation value formulas.
2.2.4 Discussion of the results and comparison to wave
simulations
Full electromagnetic wave simulations have been performed by Jakob Kreis-
mann (now a PhD student in the group of Prof. M. Hentschel, TU Ilmenau,
group for Theoretical Physics II and Computational Physics) using the finite-
difference time-domain method (FDTD) [48, 49, 77]. A Gaussian beam im-
pinging on a dielectric interface is used to obtain the beam shifts as shown
in Fig. 2.4. For more details concerning the simulations and their evaluation
refer to [77].
The beam waist w of the Gaussian beam in real space used in the simulation
and the angular spread  of the beam profile, defined in Eq. (2.11), used in the









Figure 2.4: Real space picture of a TM polarized Gaussian beam with width
w/λ = 5 reflected at a planar dielectric interface with relative
refractive index n = 1.5 near critical incidence. The direction of
incident and reflected beams are given by red arrows, the direction
of the reflected beam expected from ray optics is given by the
orange arrow. Courtesy of J. Kreismann.
A comparison between the results of the FDTD simulations and the evalu-
ation of the expectation value approach is presented in Fig. 2.5, where Goos-
Hänchen shift and Fresnel filtering are shown for both polarizations (TE in
blue, TM in red) as function of χin. Taking into account that there is no free
fitting parameter the agreement between the two methods is reasonable even
well below the critical angle; and the curves almost coincide for larger angles
of incidence.
The FDTD simulation yields smaller values than the analytical approach
for subcritical angles of incidence due to two effects. First, incident and re-
flected beams overlap in practice, and this overlap is larger when the two
beams are closer together, i.e. for smaller angles of incidence. This can lead
to difficulties with correctly determining the direction of the reflected beam
because, on the one hand, the two beams are not clearly separated and, on
the other hand, they might interfere. Both influences are not captured in the
analytical formulas. Second, the necessary discretization of the boundary in
the simulation induces wave scattering since the interface acts like a reflection
grating. These two effects, the overlap of the beams and the scattered waves,
affect the inferred beam propagation direction resulting in the underestimation
of the beam shifts.
Taking a general look on the results, the following is seen. Both ef-
fects are strongest around the critical angle. In the example here, the Goos-
Hänchen shift reaches the maximum values DGH ≈ 3λ for TE polarization and
DGH ≈ 1.5λ for TM polarization. The expectation value approach predicts
maximum angular shifts ∆χFF ≈ 8.5◦ for TE polarization and ∆χFF ≈ 3.5◦
for TM polarization, whereas, in the simulation maximum values ∆χFF ≈ 6.5◦
and ∆χFF ≈ 2◦ are found for the two polarizations, respectively. The Goos-
15
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Figure 2.5: Comparison between evaluation of the beam shift formulas (solid)
and FDTD results (triangles, courtesy of J. Kreismann) for the
beam shifts of a Gaussian beam reflected at a planar interface for
TM and TE polarization (red and blue, respectively); n = 1.5,
w/λ = 5.
Hänchen shift is zero for small angles and takes on finite values for supercritical
incidence.
The Fresnel filtering effect leads to a small but finite angular shift for small
angles and drops to zero in the regime of total internal reflection. For TE
polarization, the angular shift is negative for small angles, reaches a minimum
and changes sign for angles smaller than the Brewster angle before it reaches
its maximum for angles smaller than the critical angle. To understand this
behavior, we look at the incident and reflected angular profiles, |eI(χ)|2 and
|eR(χ)|2, respectively, for different central angles of incidence, as shown in
Fig. 2.6. In panel (a) the central angle of incidence is chosen to be the critical
angle. In the reflected angular distribution it is clearly seen, that the angle
components larger than the critical angle are totally reflected, whereas, the
smaller angle components are almost completely missing because the reflection
coefficient quickly drops to small values below the critical angle. Consequently,
the expectation value of the reflected angular profile is shifted to larger angles
than the central angle of incidence, leading to a positive value for the Fresnel
filtering effect. This argument is true for a range of incident angles around the
critical angle for both polarizations. For TM polarization this is the only effect,
resulting in a positive Fresnel filtering effect for all incident angles. For TE
polarization, the Brewster angle introduces an additional effect. In Fig. 2.6(b)
the incident and reflected angular distributions are shown for a central angle of
incidence close to, but smaller than the Brewster angle. It can be seen that no
light is reflected directly at the Brewster angle and the whole reflected profile
is influenced in such a way that the expectation value of this distribution is
found at smaller angles than the central angle of incidence. This explains the
observation that the Fresnel filtering effect for TE polarization is negative for
small angles of incidence and changes sign near the Brewster angle.
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(a) Central angle of incidence χin = χc ≈ 41.8◦.
























(b) Central angle of incidence χin = 30◦.
Figure 2.6: Incident (blue, left) and reflected (orange, right) angular profiles,
|eI(χ)|2 and |eR(χ)|2, respectively, for two different central angles
of incidence for TE polarization. The incident profile eI is given
by a normal distribution in the transverse momentum component
p = sin(χ) defined in Eq. (2.11) with standard deviation  ≈ 0.05.
The relative refractive index is n = 1.5 with χc ≈ 41.8◦, χB ≈
33.7◦.
In general, both effects, the Goos-Hänchen shift and Fresnel filtering, are
more pronounced for TE polarization. For the lateral shift, this has already
been predicted by the early explanation by Artmann [61] and measured by
Goos and Hänchen [74]. Due to the Brewster angle feature, the reflected beams
are more strongly distorted for TE polarization than for TM polarization if
the angular profile encounters the region around the Brewster angle. Thus,
the beam shifts are strongly enhanced in the vicinity of the Brewster angle.
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2.2.5 Influence of the beam width
Here, we discuss the influence of the beam width w/λ of the incident beam
in real space on the beam shifts at a planar interface [49]. The results for
the Goos-Hänchen shift and the Fresnel filtering effect from the expectation
value approach using Gaussian beam profiles with varying width are shown in
Fig. 2.7 (an alternative presentation can be found in the appendix, Fig. B.1).
In the figure, two effects can be clearly seen. Firstly, both effects are broad-
ened with reduced beam width, thus, giving a contribution for a larger range
of incident angles. Secondly, the maximum of the lateral shift DGH increases
while the maximal values of the angular deflection ∆χFF decrease with in-
creasing beam width. This is understood in the intuitive picture discussed
in sections 2.2.1 and 2.2.2. The Goos-Hänchen shift depends on the spatial
extent of the beam, whereas, the Fresnel filtering depends on the width of the
(a) Goos-Hänchen shift, TM polarization. (b) Goos-Hänchen shift, TE polarization.
(c) Fresnel filtering, TM polarization. (d) Fresnel filtering, TE polarization.
Figure 2.7: Influence of the beam width on the Goos-Hänchen shiftDGH and on
the Fresnel filtering effect ∆χFF at a planar interface according to
Eq. (2.8) and Eq. (2.10), respectively. The wavenumber k is fixed
while the beam waist w/λ is varied. The relative refractive index
is n = 1.5, χc ≈ 41.8◦, χB ≈ 33.7◦. An alternative presentation of
this data can be found in Fig. B.1.
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angular distribution. As the spatial and the angular profiles are the Fourier
transform of each other, a broader beam in space corresponds to a narrower
angular spectrum. Hence, the change of the real space beam width leads to
the opposing trends for the two beam shift effects.
Increasing the spatial width of the beam corresponds to decreasing the
angular spread: a broad beam is composed of only few plane wave components.
In the limit w/λ → ∞, the Fresnel filtering effect vanishes and the Goos-
Hänchen shift resembles more closely the Artmann result, see Eq. (2.2) and
Fig. 2.2, which has been derived for only two plane wave components. This
can be seen already in the results shown in Fig. 2.7 for increasing w/λ. The
Goos-Hänchen shift becomes more strongly peaked at the critical angle which
is reminiscent of the singularity in the Artmann result, for subcritical incidence
the shift vanishes quickly and for supercritical incidence the shift is larger for
TM polarization than for for TE polarization.
2.2.6 Influence of the relative refractive index
In most examples in this chapter, we use the relative refractive index n = 1.5
which is typical for glass or transparent polymers in air. This rather low index
of refraction is well suited for illustrating the beam shift. First, the penetration
depth into the optically thinner medium is larger if the refractive index contrast
is lower, thus, the beam shifts are supposed to be larger. Second, the critical
angle χc ≈ 42◦ is approximately in the center of the possible angles of incidence,
therefore, the beam shift effects are important for a larger range of incident
angles. Further, the Brewster angle for TE polarization is well separated from
the critical angle.
In many practical applications, however, higher relative refractive indices
are relevant. On the one hand, typical semiconductor material have high
refractive indices for the relevant wavelengths (for example in the infrared:
AlN n ≈ 2, GaAs n ≈ 3.3, Ge n ≈ 4 [78]). On the other hand, only a high
refractive index contrast allows for good confinement of light by total internal
reflection. Therefore, we study here the influence of the relative refractive
index on the beam shifts.
If we want to compare the results for different refractive indices we have two
possibilities: We can calculate the beam shifts either for constant beam width
with respect to the vacuum wavelength or for constant beam width inside the
medium. We show the results for fixed beam width in vacuum in Fig. 2.8
and the results for fixed beam width in the medium in Fig. 2.9 for different
relative refractive indices up to n = 3.5. Note that the parameters are chosen
to coincide for n = 2.
The Goos-Hänchen shift for TM polarized light and the Fresnel filtering
effect for both polarizations behave as expected: The beam shifts decrease for
increasing relative refractive index. As the widths of the incident beams are
different in the two scenarios (except for n = 2) the absolute sizes of the beam
19














(a) GHS, TM polarization.
















(b) GHS, TE polarization.













(c) FF, TM polarization.













(d) FF, TE polarization.
n=1.5 n=2 n=2.5 n=3 n=3.5
Figure 2.8: Influence of the relative refractive index on the Goos-Hänchen shift
DGH and on the Fresnel filtering effect ∆χFF at a planar interface
according to Eq. (2.8) and Eq. (2.10), respectively. Beam width
with respect to vacuum wavenumber fixed,  = 0.09.
shifts differ but the trend is the same.
The Goos-Hänchen shift for TE polarization does not follow this trend.
We have already seen that the Brewster angle enhances the lateral shift in its
vicinity. For higher refractive index, the Brewster angles is closer to the critical
angle: for n = 1.5 the distance between the two angles is χc − χB ≈ 8.1◦,
whereas, it reduces to only χc − χB ≈ 0.66◦ for n = 3.5. Therefore, the
high values expected for the critical angle and for the Brewster angle add up
in a small interval of incident angles. This effect partially counteracts the
decreasing trend.
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(a) GHS, TM polarization.















(b) GHS, TE polarization.















(c) FF, TM polarization.














(d) FF, TE polarization.
n=1.5 n=2 n=2.5 n=3 n=3.5
Figure 2.9: Influence of the relative refractive index on the Goos-Hänchen shift
DGH and on the Fresnel filtering effect ∆χFF at a planar interface
according to Eq. (2.8) and Eq. (2.10), respectively. Beam width in
the medium fixed, /n = 0.045.
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2.2.7 Beam shifts in transmission
Analogous to the definition of the mean direction of the reflected beam in
Eq. (2.10) we can define the mean direction of the transmitted beam as the




dp p T (p) |eI(p)|2∫ 1/n
0
dp T (p) |eI(p)|2
(2.13)
with the intensity transmission coefficient T (p) = 1 − R(p). Here, the inte-
gration runs only over those momenta p ≤ 1/n for which partial transmission
is possible. The mean angle of transmission χtrans is given by n 〈p〉trans =
sin(χtrans) where the change in direction between the incident and the trans-
mitted ray due to the refractive index contrast is taken into account. The
difference between the mean angle of transmission calculated from the trans-
mitted beam and the angle of transmission expected from Snell’s law is the
Fresnel filtering effect in transmission
∆χtransFF = χtrans − arcsin(n sin(χin)). (2.14)
The resulting Fresnel filtering in transmission evaluated for a Gaussian
angular profile according to Eq. (2.11) with varying angular spread  is shown
in Fig. 2.10. For all incident angles and both polarizations, the angular shift
is negative, i.e., the corrected angle of transmission is smaller than classically
expected from Snell’s law. This is easily understood in the intuitive picture. If
the mean angle of incidence is the critical angle the corresponding transmitted
ray is parallel to the interface. However, there are still components in the beam
with smaller angles of incidence which are transmitted to smaller angles, thus,
the expectation value of the transmitted beam is shifted to smaller angles.








































Fresnel Filtering (Transmission), TE
(b) TE polarization.
Figure 2.10: Fresnel filtering effect in transmission according to Eq. (2.14) at
a planar interface with relative refractive index n = 1.5, angular
spread  varied.
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Angle of transmission, TM
(a) TM polarization.













Angle of transmission, TE
(b) TE polarization.
Figure 2.11: Angle of transmission as a function of the incident angle calcu-
lated from the expectation value Eq. (2.13) for different  (col-
ored lines, same colors as Fig. 2.10) in comparison to Snell’s law
(black dotted line) at a planar interface with relative refractive
index n = 1.5.
With increasing angular spread of the incident beam the absolute value
of the angular shift in transmission increases, just as the Fresnel filtering ef-
fect in reflection. Not only the absolute value of the shift becomes larger
but also the range of incident angles, where the shift has a relevant contri-
bution, increases. The correction terms are found to be rather large near
critical incidence, ∆χtransFF (χc) ≈ 10◦ for the smallest angular spread up to
∆χtransFF (χc) ≈ 25◦ for the largest angular spread considered here. However,
also the angle of transmission expected from Snell’s law increases quickly when
the incident angle approaches the critical angle. To make this point clearer we
show the transmitted angle calculated from the expectation value approach
in comparison with the angle of transmission expected from Snell’s law in
Fig. 2.11. Just as argued above, the transmitted beam of finite width never
reaches transmission parallel to the interface (χtrans = 90◦) as there are always
components transmitted to smaller angles
The Goos-Hänchen shift does not play a role in transmission. As there is
no phase shift between the incident and the transmitted waves, cf. Fig. 2.3,
there is no spatial shift of the transmitted beam. The importance of the phase
shift can be seen already in the simple derivation of the Artmann result, see.
Eq. (2.2), which is based solely on the phase difference under total internal
reflection. This follows also from the definitions of the expectation values in
Eq. (2.6) and Eq. (2.7) which give a nonzero value only if there is an additional
phase introduced in the definition of the spatial beam profiles Eq. (2.3) and
Eq. (2.5).
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2.3 Breaking of ray-path reversibility
In geometrical optics the path of a light ray propagating in dielectric media is
perfectly reversible. The law of reflection and Snell’s law do not distinguish
between the directions in which the path is traversed. In reality, however, every
light beam has a finite width and, thus, experiences the beam shifts discussed
above.
Imagine an incident beam with central angle of incidence at the critical an-
gle. Under reflection, this beam suffers relatively large beam shifts, especially,
the angle of reflection becomes larger than the critical angle due to the Fresnel
filtering effect. Inverting now the direction and taking the reflected part of
the beam as new incident beam, this beam will experience only small beam
shifts under reflection as its incident angle is now above critical incidence. In
consequence, the new reflected beam, called back-reflected beam in the fol-
lowing, does not coincide with the original incident beam. This effect can be
interpreted as non-Hamiltonian, i.e., not time-symmetric dynamics [57].
2.3.1 Profiles of the incident, reflected and back-reflected
beams
This behavior will be studied in more detail here for the reflection at a planar
interface. The coordinate system used to this end is given by the z-direction
along the boundary and the y-direction perpendicular to the boundary with the
origin set to the point where the center of the incident beam hits the interface
as shown in Fig. 2.12. All lengths will be given in units of the wavelength in
the following.
Figure 2.12: Definition of the coordinate system used in this section. The
z-direction points along the boundary and the y-direction per-
pendicular to the boundary with the origin set to the point where
the center of the incident beam hits the interface. Gaussian beam
figure courtesy of J. Kreismann.
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(a) TM polarization. (b) TE polarization.
Figure 2.13: Angular beam profiles of incident (blue), reflected (orange) and
back-reflected (green) beam as defined in the text for reflection
at a planar interface with relative refractive index n = 1.5. The
incident profile is a Gaussian defined in Eq. (2.11) with central
kz-component corresponding to angle of incidence χin = χc ≈
41.8◦ and angular spread  corresponding to the real space width
w0 = 5λ according to Eq. (2.12).
The incident beam profile in momentum space is eI(kz) and the reflected
profile eR(kz) is obtained by applying the Fresnel reflection coefficients given
in Eq. (2.4), eR(kz) = ρ(kz)eI(kz). Now, the direction of time is supposed
to be reversed and the reflected beam is taken to be the new incident beam.
This implies that the angular beam profile of the new incident beam is the
same as the reflected profile, eI2(kz) = eR(kz). The angular profile of the
back-reflected beam, the reflection of the new incident beam, is obtained by
applying the Fresnel coefficients again, eB(kz) = ρ(kz)eI2(kz) = ρ(kz)2eI(kz).
For an illustration, the incident angular beam profile is chosen to be the
Gaussian profile given in Eq. (2.11). The incident profile and the real parts of
the resulting reflected and back-reflected profiles at the boundary are shown
in Fig. 2.13 for both polarizations, TM and TE. Here, the central angle of
incidence is chosen to be the critical angle of incidence. For all illustrations
throughout this section, the relative refractive index is n = 1.5 and the width
of the profile is w0 = 5λ.
The corresponding spatial beam profiles at the interface are given by the
Fourier transform of the angular profiles as explained in section 2.2. Anal-











In the definition of the coordinate system, the origin of the z-axis has been
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(a) TM polarization. (b) TE polarization.
Figure 2.14: Spatial beam profiles at the boundary of incident (blue), re-
flected (orange) and back-reflected (green) beam as defined in
Eq. (2.15) and (2.16), respectively, with the angular profiles
shown in Fig. 2.13. The width w0 = 5λ, corresponding to the
standard deviation, of the original beam is marked with a dashed
line.
chosen to coincide with the expectation value of the incident beam. This has
to be taken into account in the definition of the new incident beam as the
z-expectation value of the reflected beam might be shifted with respect to the
original incident beam. This shift is just the Goos-Hänchen shift DGH defined
in Eq. (2.8). Thus, the spatial beam profiles of the new incident beam and
the back-reflected beam are given by the Fourier transform with a shift from












where the change in sign in the exponent accounts for the change in direction
compared to the original incident and reflected beams in Eq. (2.15). The
spatial beam profiles resulting from the exemplary angular profiles are shown
in Fig. 2.14.
From these examples, it can be seen that the beam profiles of the incident
and the back-reflected beam no longer coincide. Hence, the rays corresponding
to these beams differ in their direction as well as in their central position at
the boundary. Due to the Brewster angle feature in the reflection coefficient
for TE-polarized light, which can be clearly seen in the reflected and back-
reflected angular profiles shown in Fig. 2.13(b), the deviations are larger for
TE-polarized beams than for TM-polarized ones.
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(a) TM polarization. (b) TE polarization.
Figure 2.15: Incident (blue), reflected (orange) and back-reflected (green) rays
inferred with Eq. (2.17) from the angular and spatial beam profiles
shown in Fig. 2.13 and 2.14, respectively. For comparison of the
shifts, the width w0 of the original beam is marked with a black
bar along the z-axis.
2.3.2 Directions of incident, reflected and back-reflected
rays
The rays corresponding to the beam profiles can be inferred from the expecta-
tion values, in the same sense as the beam shifts have been defined previously.
The direction of the ray can be obtained from the expectation value of kz of the
angular profile where the incident profile has been chosen initially such that
its angular expectation value corresponds to the central angle of incidence.
The central point at the boundary is given by the expectation value of z of
the spatial profile where the origin of the z-axis is chosen to coincide with the
expectation value of the incident spatial profile. Hence, the rays defined by
their (y, z)-coordinates are
yI(z) = −z cot(χin)
yR(z) = (z − zR) cot(χref)
yB(z) = −(z − zB) cot(χback).
(2.17)
With the definitions of the Goos-Hänchen shift and the Fresnel filtering, one
immediately obtains zR = DGH and χref = χin + ∆χFF. The parameter zB =
〈z〉back is the spatial expectation value of the back-reflected beam analogous
to Eq. (2.6) or Eq. (2.7), χback is obtained from the corresponding momentum
expectation 〈p〉back value analogous to Eq. (2.9) or Eq. (2.10).
The ray directions resulting from the exemplary beam profiles discussed
above are shown in Fig. 2.15. The deviation of the back-reflected ray from
the incident ray is clearly seen. As expected from the distortions of the beam
profiles, the ray directions for the TE case are subject to larger shifts than



















Figure 2.16: Spatial overlap I of incident and back-reflected beam at the
boundary as a function of the angle of incidence χin. The overlap
is calculated according to Eq. (2.18) for both polarizations, TM
(red) and TE (blue), with the same incident profile as in the pre-
vious figures of this section, however, now with varying angle of
incidence.
2.3.3 Measuring the irreversibility
As a measure of the irreversibility of the reflection of a light beam at a di-
electric interface one can look at the overlap between the incident and the
back-reflected beam. First, the overlap is examined directly at the interface
(y = 0, z). It is given by
I =





The normalization assures that I = 1 if the shapes of the incident and back-
reflected beam profiles are identical. Hence, the intensity loss due to refraction
is not taken into account here. The light-path is assumed to be perfectly
reversible, expressed as I = 1, if the rays calculated from the incident and back-
reflected beam profiles are equal although the intensity of the back-reflected
light might be lower than the incident intensity.
The overlap at the interface as a function of the incident angle is shown in
Fig. 2.16. In this example the same incident profile is used as in the examples
above, however, now with varying angle of incidence. It can be seen that the
overlap reflects the angular dependence of the beam shifts. It is close to 1
where both beam shift effects are small and decreases for angles where the
beam shifts are large. Consequently, the reversibility is most strongly violated
for beams with originally critical incidence where both beam shift effects have
the largest contribution.
So far, only the beam profiles directly at the interface have been defined,
not the beams away from the boundary. To calculate the overlap of the beams
also as a function of the distance from the boundary, an approximation to the


















Figure 2.17: Spatial overlap I(y) of incident (χin = χc) and back-reflected
beam as a function of the distance from the interface y. The
overlap is calculated according to Eq. (2.19) for both polariza-
tions, TM (red) and TE (blue), with the same original incident
profile with critical incidence as in the previous figures.
the beam propagates towards or away from the boundary. Hence, the overlap
as a function of the distance y from the boundary can be calculated as
I(y) =
∣∣∫ dz E∗I (z)EB(z + ∆z(y))∣∣2∫
dz |EI(z)|2
∫
dz |EB(z + ∆z(y))|2
(2.19)
where ∆z(y) = y(tan(χback)− tan(χin)) is the change in distance between the
incident and back-reflected ray according to Eq. (2.17). This approximation,
of course, neglects the dispersion of the beams. Thus, it is applicable only for
small distances from the interface where the dispersion can be assumed to be
small.
The overlap I(y) as a function of the distance y from the interface is shown
in Fig. 2.17 calculated for the same original incident profile with critical inci-
dence as before. In the dependency of the overlap on the distance, the contri-
butions of the two beam shift effects can be seen. If the Goos-Hänchen shift
is large, which is the case in this example with critical incidence, the overlap
is smaller than 1 already directly at the interface, i.e. for y = 0. The angular
deflection due to the Fresnel filtering effect leads to decreasing overlap with
increasing distance from the boundary.
Finally, in Fig. 2.18, the spatial overlap of incident and back-reflected beam
is depicted with the combined dependencies on both, the initial angle of inci-
dence χin and the distance from the boundary y. For small angles of incidence,
the Goos-Hänchen shift vanishes but the Fresnel filtering has a finite, though
small, contribution. This leads to the overlap being nearly unity for y = 0 and
decreasing for y > 0. For incidence around the critical angle, both effects play
a role and the overlap is small already directly at the boundary and decreases
further with increasing distance. For even larger angles, in the regime of to-
tal internal reflection where the Fresnel filtering effect vanishes and only the
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(a) TM polarization. (b) TE polarization.
Figure 2.18: Spatial overlap I of incident and back-reflected beam as a func-
tion of the incident angle χin and of the distance from the inter-
face y. The overlap is calculated according to Eq. (2.19). The
incident profile is a Gaussian defined in Eq. (2.11) with varying
central kz-component corresponding to the angle of incidence.
Goos-Hänchen shift contributes, the overlap is smaller than 1 and stays nearly
constant for all distances.
In conclusion, the spatial overlap of incident and back-reflected beam can be
seen as a combined measure of the wave-corrections to ray optics. Both beam
shift contributions, the lateral displacement due to the Goos-Hänchen shift
and the angular deflection due to the Fresnel filtering effect, are represented
in this single quantity.
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2.4 Beam shifts at curved interfaces
An increasing number of computations [79, 80] and experiments [55, 56, 59, 81]
find deviations from the naive ray model and emphasize the importance of wave
corrections in small dielectric cavities with curved boundaries.
At a curved interface, the same beam shift effects as for a planar interface,
the Goos-Hänchen shift and the Fresnel filtering effect, occur. However, the
boundary curvature strongly influences both effects. Some aspects of the in-
terplay between boundary curvature and beam shifts have been studied previ-
ously. A general phase-space analysis of this problem is given in Ref. [64]. The
influence of boundary curvature and the beam shifts on the far-field emission
of a quadrupolar microcavity is discussed in Ref. [82]. In Ref. [79] the phase
space structure of a Limaçon-shaped microcavity is examined with respect to
the effects of the beam shifts at the curved interface.
Here, we will discuss the beam shifts at curved interfaces more generally and
thoroughly. The section starts with a qualitative discussion of the influence
of curvature in an intuitive picture of the beam shifts. Then, quantitative
expressions for the correction terms are derived using a similar expectation
value approach as in the planar case. With these expressions at hand, we
study the effect of curvature systematically.
2.4.1 Intuitive picture
A schematic picture of the beam shift effects at a convexly curved interface
between two different dielectric materials is shown in Fig. 2.19. In our notation,
a convex interface is defined by the interface seen by a ray that travels inside
a circle. In principle, the beam shifts at the curved interface can be intuitively
understood in the same way as explained for the planar case in sections 2.2.1
and 2.2.2. However, there are two major differences induced by the boundary
curvature.
On the one hand, the effective angle of incidence no longer equals the in-
cident angle at the real interface. Rather, one finds χeffin < χin for a convexly
curved boundary. As the Goos-Hänchen shift can still be approximated as
DGH ≈ 2γ tan(χeffin ) it is expected to decrease with increasing curvature. Es-
pecially, the lateral shift at a convexly curved interface will be smaller than
in the planar case if all other parameters are fixed. In this approximation,
we have implied that the penetration depth γ is the same as in the planar
case, in contrast to Ref. [83] where the Goos-Hänchen shift was assumed to be
independent of the curvature. We think that it is justified to assume that γ
is completely determined by the relative refractive index, the wavelength, and
the incident angle and it does not depend on the curvature of the interface.
On the other hand, the angular spread of the incident plane wave com-
ponents is effectively enhanced due to the curvature. This will lead to an in-
creased angular deflection due to the Fresnel filtering effect at curved interfaces

















Figure 2.19: Schematic picture of the beam shifts at curved interfaces. Inci-
dent and reflected beam are shown in red. The relative refractive
index is n = n1/n2. The effective interface is depicted as dashed
line, γ is the penetration depth. The normals to the interface and
the effective interface (dotted lines) define the angle of incidence
χin and the effective angle of incidence χeffin . The reflected beam
predicted from ray optics is shown as dashed orange arrow. The
lateral shift along the interface DGH due to the Goos-Hänchen
effect (blue) and the angular deflection ∆χFF due to the Fresnel
filtering effect are marked.
expected to increase with increasing curvature. These qualitative predictions
from the intuitive picture will be tested with a quantitative analysis in the
following.
2.4.2 Corrected reflection coefficients for curved inter-
faces
For curved interfaces, we concentrate on circularly symmetric systems with
radius R as any curved boundary can be locally approximated by a circle.
Due to the radial symmetry, polar coordinates (r, α) are used and cylinder
functions, Bessel and Hankel functions, are the appropriate basis functions.
In this case, angular momentum conservation leads to a relation between the























(b) Absolute value |ρ| of the reflection co-
efficients ρ = |ρ|eiϕ.













(c) Phase ϕ of the reflection coefficients
ρ = |ρ|eiϕ.
Figure 2.20: Reflection coefficients at curved (broken curves) and planar (solid
curves) interfaces according to Eq. (2.21) and Eq. (2.4), respec-
tively, for both polarizations, TM (red) and TE (blue). Relative
refractive index n = 1.5 for the planar case, dimensionless size









and FTM = 1
n2
FTE
where H(1)m is the Hankel function of the first kind and prime denotes the
derivative with respect to the full argument. A comparison of the corrected
reflection coefficients at curved interfaces with the usual Fresnel coefficients
for planar interfaces according to Eq. (2.4) is shown in Fig. 2.20.
The most important difference between the reflection coefficients for planar
and curved interfaces is the fact that the critical angle and, for TE polarization,
also the Brewster angle are no longer sharp features in the curved case. Further,
the onset of total internal reflection where R = |ρ|2 = 1 is shifted to larger
angles.
If we apply the Artmann formula for the Goos-Hänchen shift, Eq. (2.2),
to the corrected reflection coefficients we obtain a first approximation for the
lateral shift of the reflected beam at a curved boundary. We write the reflection
coefficients ρc(m) = |ρ(m)|eiϕ(m). Then, the equivalent of the Artmann formula









The resulting shifts along the boundary are shown in Fig. 2.21 for two different


















Figure 2.21: First order approximation of the Goos-Hänchen shift at curved
interfaces according to Eq. (2.22) resulting from the corrected
reflection coefficients for two different size parameters, nkR = 30
and nkR = 60, with relative refractive index n = 1.5.
reflection, the behavior of the original Artmann result at planar interfaces
(see Eq. (2.2) and Fig. 2.2) and the analogous result at curved interfaces is
very similar. At the critical angle and in the regime of partial transmission
the results differ considerably. As the corrected reflection coefficients show
no sharp kink at the critical angle the approximation for the Goos-Hänchen
shift shows no singularity there, rather it exhibits a finite value at the critical
angle. Further, the shift is nonzero also below the critical angle because the
corrected reflection coefficients have a non-trivial phase even in the regime of
partial transmission. Although the Artmann result for the lateral shift under
reflection at curved interfaces does not show the unphysical divergence at the
critical angle which is found for the planar case, cf. Eq. (2.2) and Fig. 2.2, it
is still a first-order approximation. As such, it does not capture the influence
of the beam width.
Most strikingly, the Goos-Hänchen shift becomes negative in the case of TE
polarization near the Brewster angle which is easily explained by the behavior
of the phase of the corrected reflection coefficient near the Brewster angle.
For the reflection of a light beam at a planar interface between two normal
dielectric materials, however, the lateral shift of the reflected beam cannot
become negative because of energy conservation, see e.g. [84]. Negative Goos-
Hänchen shift near the Brewster angle at curved interfaces has been reported
previously for electromagnetic wave simulations [80], however, without any
physical explanation.
2.4.3 Beam shifts as expectation values
Analogously to the expectation value approach for the beam shifts at planar
interfaces, the beam shifts at convexly curved interfaces can be defined as








n1 = n n2 = 1
Figure 2.22: Schematics of a reflection at the inner boundary of a circle with
radius R and relative refractive index n = n1/n2 defining the an-
gles of incidence and reflection, χin and χref, respectively. The
polar angles αin and αref define the position of incidence and re-
flection at the boundary, their difference leads to the lateral shift
DGH along the boundary.
corrected Fresnel coefficients. The notation used here is clarified in Fig. 2.22.
The beams are conveniently expanded in polar coordinates (r, α) using





The transverse beam profile in angular momentum space eI(m) is chosen to
be a narrow distribution in m with expectation value at the central angular
wavenumber m0 corresponding to χin using Eq. (2.20), sin(χin) = m0/(nkR).
The reflected beam is obtained by applying the corrected Fresnel reflection
coefficients for convexly curved interfaces given in Eq. (2.21) to the incident





Here, the beam shifts are obtained from the expectation values of the polar
angle and the angular wavenumber. The mean position of incidence on the
boundary is given by the expectation value of the polar angle α with respect










Correspondingly, the mean position of reflection of the beam is given by the











The lateral shift DGH along the interface, given in multiples of the vacuum
wavelength λ, is obtained from the possible difference between the mean posi-






(〈α〉ref − 〈α〉in) . (2.27)
If the incident beam profile is symmetric Eq. (2.25) yields 〈α〉in = 0 and the
position of incidence marks the origin of the polar angle. Hence, the expression
for the Goos-Hänchen shift DGH simplifies accordingly.
We can obtain the mean angles of incidence and reflection from the expec-
tation values of the angular wavenumber. The expectation value of m with










equals the mean angular wavenumber, 〈m〉in = m0, corresponding to the chosen
angle of incidence χin with χin = m0/(nkR). The angle of reflection χref is














with sin(χref) = 〈m〉ref/(nkR). Equivalently to the planar case, the intensity
transmission coefficient is R(m) = |ρc(m)|2 The angular deflection due to the
Fresnel filtering effect then is









Analogously to the beam shifts in transmission discussed for planar inter-





m T (m) |eI(m)|2
(2.31)
with the intensity transmission coefficient T (m) = 1 − R(m). The angular
shift ∆χtransFF is the difference between the mean angle of transmission calcu-
lated from the expectation value of the transmitted beam and the angle of
transmission expected from Snell’s law











For the evaluation of these formulas, as the transverse beam profile in








which is a normal distribution in m with mean value m0 and standard devi-
ation σ similar to the Gaussian beam profile defined in Eq. (2.11) for planar
interfaces.
2.4.4 Discussion of the results and comparison to wave
simulations
As in the planar case (cf. section 2.2.4), the beam shifts calculated from the
expectation value approach are compared to the beam shifts obtained from
full electromagnetic wave simulations [48, 49, 77]. The beam waist w of the
Gaussian beam in real space used in the simulation and the spread σ in terms
of the angular wavenumber of the beam profile, defined in Eq. (2.33) and used








Note that σ is the width of the beam profile measured in the dimensionless
angular wavenumber and not directly in the angular momentum. Therefore,
the radius R has to appear explicitly in the conversion formula Eq. (2.34).
A comparison between the results of the FDTD simulations and the eval-
uation of the expectation value approach is presented in Fig. 2.23, where the
Goos-Hänchen shift and the Fresnel filtering are shown for both polarizations
(TE in blue, TM in red) as function of χin. For incident angles above the
critical angle both approaches agree well. For smaller angles, the results of
the simulations underestimate both effects, as in the planar case. Still, the
agreement for the Fresnel filtering effect is reasonable. However, for the Goos-
Hänchen shift the mismatch, here, is larger.
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Figure 2.23: Comparison between evaluation of the beam shift formulas (solid
curve) and FDTD results (triangles, courtesy of J. Kreismann) for
the beam shifts of a Gaussian beam reflected at a convexly curved
interface for TM and TE polarization (red and blue, respectively);
nkR = 400, w/λ = 5.
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In addition to the problems that arise with the results of the simulations
in the planar case (see the discussion in section 2.2.4), the boundary curvature
introduces another difficulty. Consider two parallel rays intersecting a planar
interface and a convexly curved interface, then, the distance of the two inter-
section points measured along the boundary is longer for the curved boundary.
Thus, a slight error in the determination of the ray direction leads to a larger
error in the inferred Goos-Hänchen shift at a curved interface than at a planar
interface.
We find that both effects are on the same order of magnitude as in planar
case. The Goos-Hänchen shift is slightly smaller than in the planar case, as
expected from intuitive picture. It results in lateral shifts up to DGH ≈ 1.5λ
for TM polarization and up to DGH ≈ 2.5λ for TE polarization. The Fresnel
filtering effect is expected to be enhanced by the curvature but is found here
to be almost identical compared to the planar case. Its values calculated from
the expectation value approach lie between ∆χ ≈ −2◦ and ∆χ ≈ 8.5◦ for TE
polarization and have a maximum at ∆χ ≈ 3.5◦ for TM polarization. The
influence of the curvature will be discussed in more detail in the next section,
where we find that higher curvature does, indeed, enhance the angular shift.
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2.4.5 Influence of curvature
To study the effect of curvature on the beam shifts at convexly curved interfaces
we examine two different cases [48, 49]. Firstly, the radius of curvature R is
changed while the angular spread σ is kept fixed, shown in Fig. 2.24. Secondly,
in Fig. 2.25 the results are shown for the case when the curvature κ = 1/R is
changed while the beam width w/λ is fixed. An alternative presentation can
be found in the appendix, Figs. B.2 and B.3.
The results confirm the predictions made in the intuitive picture. When
the radius is decreased, the effective angle of incidence is lower, thus, the Goos-
Hänchen shift decreases in both cases. For the Fresnel filtering effect, however,
the situation is more involved. In the case of fixed angular spread in the
beam, σ = const. (Fig. 2.24), the effective angular spread with respect to the
interface is increased at a more strongly curved interface. Hence, the angular
shift ∆χFF increases with decreasing radius. In the case of fixed beam width,
(a) TM polarization. (b) TE polarization.
(c) TM polarization. (d) TE polarization.
Figure 2.24: Influence of angular spread on the Goos-Hänchen shift and the
Fresnel filtering effect at convexly curved interfaces according to
Eq. (2.27) and Eq. (2.30), respectively. Wavenumber k and angu-
lar spread σ = 36 are fixed while the curvature κ = 1/R is varied.
The relative refractive index is n = 1.5, χc ≈ 41.8◦, χB ≈ 33.7◦.
An alternative presentation of this data can be found in Fig. B.2.
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(a) TM polarization. (b) TE polarization.
(c) TM polarization. (d) TE polarization.
Figure 2.25: Influence of the beam width on the Goos-Hänchen shift and the
Fresnel filtering effect at convexly curved interfaces according to
Eq. (2.27) and Eq. (2.30), respectively. Wavenumber k and width
w/λ = 5 are fixed while the curvature κ = 1/R is varied. The
relative refractive index is n = 1.5, χc ≈ 41.8◦, χB ≈ 33.7◦. An
alternative presentation of this data can be found in Fig. B.3.
w/λ = const. (Fig. 2.25), however, the angular spread σ changes, according
to w/λ =
√
2kR/(piσ), linearly with the radius of curvature when k and w/λ
are fixed. Hence, the angular spread is increased by the same amount as the
curvature is reduced. Consequently, the Fresnel filtering effect is unchanged
in absolute size, only the position of the maximum is shifted and the features
are broader for smaller R.
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2.5 Conclusions
In this chapter, we have discussed the beam shift effects, Goos-Hänchen shift
and Fresnel filtering, for planar and curved interfaces. If we want to include the
correction terms in an amended ray-optical description of dielectric optical mi-
crocavities, it is important to know how the beam shifts affect the trajectories
and the far-field emission.
One important consequence of including the beam shifts in the ray optics
description is the loss of the reversibility of the ray trajectory due to the
Fresnel filtering effect. The reflection of the time-reversed trajectory no longer
coincides with the incident ray. We have studied this irreversibility using the
beam profiles of a beam of finite width reflected at a dielectric interface. We
suggest the overlap of the incident and the back-reflected beam profiles as a
quantity to measure the amount of irreversibility. It is large if the reflection is
reversible and vanishes if the back-reflected beam is completely different from
the incident beam. This quantity can also be seen as a combined measure of the
beam shift effects as its dependence on the incident angle and the distance from
the boundary reflects both, the Goos-Hänchen shift and the Fresnel filtering
effect.
In an amended ray-optics model of polygonal microcavities which have only
planar boundaries, only the angular shift due to the Fresnel filtering effect plays
a role as it affects the propagation direction of the trajectory and the emission
direction. The Goos-Hänchen shift, on the contrary, leads only to a parallel
shift of the trajectory but not to a change in direction, neither of the ray inside
the cavity nor of the emission.
For systems with curved and mixed boundaries, both effects are important.
The Fresnel filtering effect is of special importance here because it strongly
increases with curvature. Hence, it can have a large impact on the trajectories
and the prediction of the emission direction. We have found that the Goos-
Hänchen shift is diminished at strongly curved interfaces, however, it still has
to be taken into account in amended ray optics as the shift along a curved
boundary also affects the direction of the resulting ray. Furthermore, with
increasing boundary curvature, both effects are important in a larger range of
incident angles and can play a role also far away from the critical angle.
We will apply the beam shifts, examined in detail here, to the two different
cases, dielectric optical cavities with curved boundaries and polygonal cavities,
in the following chapters. In the context of these examples, we will discuss the
consequences of the beam shifts in more detail.
Chapter 3
Wave corrections applied to a ray
optics description of deformed
microdisks
In this chapter, we apply the ray-optical approach to deformed microdisks, i.e.,
dielectric microcavities with a boundary defined by a curve that is a smooth
deformation of a circle.
An important class of dielectric optical microcavities are quasi-two dimen-
sional, convexly curved cavities, like circular disks [9], deformed disks as the
Limaçon [27, 85, 86] or the quadrupole [82, 87], the spiral [55, 88], the stadium
[89–91], and many other shapes [10, 15]. On the one hand, these systems are
promising for applications as they can show important features, like directional
emission and low-threshold lasing, on the other hand, they are interesting as
model systems [1–3]. Smooth deformations of circular disks are especially im-
portant as they can be easily tuned from the circle with integrable classical
dynamics to systems with partially or fully chaotic dynamics.
On the one hand, we apply the finite-wavelength corrections to ray optics
at curved boundaries derived in the last chapter to different model systems
and show their influence on the behavior of the systems. On the other hand,
we discuss the differences that occur in the ray-optical description of chaotic
and non-chaotic systems.
3.1 Amended ray-optics at curved interfaces
As an application of the beam shifts for curved interfaces we examine amended
ray optics descriptions of dielectric microcavities with curved boundaries here.
If one wants to include corrections to the classical ray optics in that case,
there arises the question how to correctly include the effect of the boundary
curvature.
Ray optics is the limit λ → 0 of electromagnetism. In this limit, every
boundary appears flat. To correct for finite wavelength effects, however, the
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boundary curvature has to be taken into account. Several possibilities can be
thought of to accomplish this task:
1. Use the corrected reflection coefficients for curved interfaces instead of
the usual Fresnel coefficients.
2. Use the normal Fresnel coefficients, but include the beam shifts.
3. Use the corrected reflection coefficients and include the beam shifts.
The corrected reflection coefficients for curved interfaces implicitly intro-
duce wave and curvature effects to the ray-description. Therefore, it was ar-
gued in Ref. [82] that it is sufficient to use the corrected reflection coefficients
and it is not necessary to include the beam shifts explicitly to account for the
finite wavelength effects. In this approach, the calculation of the reflected and
transmitted rays still follows the principle rules of geometric optics, only the
critical angle is shifted and the reflected and transmitted intensities differ from
the planar case.
The second possibility follows the complementary line of thought. Including
the beam shifts, introduces the wave and curvature effects explicitly by making
corrections to the laws of reflection and refraction. It can be argued that all
wave and curvature effects are captured by the beam shifts and, consequently,
it is not necessary to use the corrected reflection and transmission coefficients
to calculate the intensities. This method has been applied in Ref. [92] to an
elliptical cavity, in Ref. [79] to a Limaçon-shaped cavity, and in Ref. [57] to a
spiral and an annular cavity. In all these cases, however, only the trajectories
and the modes of the cavity have been studied, not the far-field.
Here, we claim that more satisfactory results are obtained only by combin-
ing the two approaches. The beam shifts are needed to correct the directions of
the rays and the corrected reflection and transmission coefficients are necessary
to calculate the intensities at a curved dielectric interface.
We study the different ray-optical approaches with several examples. A
circular cavity is used to illustrate the influence of the beam shifts on the ray
dynamics. The different approaches, classical geometrical optics and the three
possibilities for amended ray optics, are discussed in detail for a Limaçon-
shaped cavity. Comparing the results from the ray model to experimental re-
sults suggests that indeed both corrections, the corrected reflection coefficients
and the beam shifts, are necessary to obtain detailed agreement between ray
optics and experiment. For an asymmetrically deformed cavity, we examine
the interplay of the wave corrections with the deformation strength where very
small deformations result in non-chaotic classical dynamics and larger defor-
mations in partially chaotic classical dynamics.
The details about the implementation and the evaluation of the ray de-
scription of optical microcavities can be found in appendix A.
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3.2 The circular cavity: Illustrating the effects
of the beam shifts
Circular cavities are usually not of practical interest as they exhibit an isotropic
emission pattern in the plane because of their radial symmetry. As the angular
momentum is conserved in a circular disk, due to the symmetry, the angle of
incidence stays the same along each trajectory. Hence, the classical billiards
mapping becomes particularly simple, only the position on the boundary s
changes, whereas, the momentum p is constant along each trajectory. Due to
its simplicity, the circular cavity is, however, ideal to illustrate the influence of
the wave corrections discussed in the previous chapter.
Sample trajectories resulting from classical geometric optics in a circular
dielectric cavity with relative refractive index n = 3 are shown in Fig. 3.1 in
real space and in phase space. The spatial coordinate is not given in terms of
the arc length s along the boundary, but as the polar angle φ that parameter-
izes the boundary, s = Rφ. As the angle of incidence χ stays fixed for each
trajectory, the phase space projections lie on the horizontal line sin(χ) = const.
A trajectory that starts with an angle larger than the critical angle, i.e. above
the critical line with | sin(χ)| = 1/n, is confined inside the cavity by total in-
ternal reflection for all times. A trajectory that starts with an angle smaller
than the critical angle, i.e. in the so-called leaky region, the phase space region
with | sin(χ)| < 1/n, will suffer refractive losses at each reflection.
Here, we want to illustrate the effect of the beam shifts on the ray dynam-
ics. Therefore, we study for the circular cavity only the second possibility of
amended ray optics discussed in the previous section. At each reflection Goos-
Figure 3.1: Trajectories and their phase space representation in a circular di-
electric optical cavity with relative refractive index n = 3 resulting
from classical ray optics (independent of polarization). The criti-
cal line sin(χc) = 1/n is drawn as dashed line in the phase space
plot. The colored dots in the phase space belong to the trajectory
of the same color. Initial angles χ = 75◦ (blue), 30◦ (cyan), 18◦


















(a) Fresnel filtering in reflection accord-
ing to Eq. (2.30).
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(b) Fresnel filtering in transmission ac-
cording to Eq. (2.32).
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(c) Goos-Hänchen shift according to Eq. (2.27).
Figure 3.2: Beam shifts at a curved interface from the expectation value ap-
proach with dimensionless size parameter kR = 50, relative refrac-
tive index n = 3 (χc ≈ 19.5◦, χB ≈ 18.4◦), beam width w/λ = 10.
Hänchen shift and Fresnel filtering are included, the intensities are calculated
with the normal Fresnel coefficients. The inclusion of the beam shifts, in par-
ticular the angular shift due to the Fresnel filtering effect, lifts the symmetry
for a single ray trajectory. A ray model that includes the the correction terms
does no longer conserve angular momentum.
The beam shifts that we use here for the amended ray optics description
of the circular microcavity are shown in Fig. 3.2. They are calculated from
the expectation value formulas Eq. (2.30) and (2.27) for the reflection of a
Gaussian beam with width w/λ = 10 at a convexly curved interface with
relative refractive index n = 3 and dimensionless size parameter kR = 50.
For TE polarization, the Fresnel filtering in reflection ranges between ∆χref ≈
−0.7◦ below the Brewster angle and ∆χref ≈ 2◦ near the critical angle and in
transmission between ∆χtrans ≈ 0.1◦ and ∆χtrans ≈ −0.6◦. The Goos-Hänchen
shift amounts at most to DGH ≈ 2.5λ. For TM polarization, the maximum
values of the Goos-Hänchen shift, DGH ≈ 0.7λ, and the Fresnel filtering in
reflection, ∆χref ≈ 0.5◦, are much smaller, whereas the Fresnel filtering effect
in transmission is a bit stronger, ∆χtrans ≈ −1.1◦ at most.
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Figure 3.3: Trajectories and their phase space representation in a circular di-
electric optical cavity with relative refractive index n = 3 and
dimensionless size parameter kR = 50 resulting from amended
ray optics for TE polarization including the beam shifts given in
Fig. 3.2. The critical line sin(χc) = 1/n is drawn as dashed line in
the phase space plot. The colored dots in the phase space belong to
the trajectory of the same color. Initial angles χ = 75◦ (blue), 30◦
(cyan), 18◦ (red), −20◦ (green), −15◦ (magenta), −60◦ (yellow) as
in Fig. 3.1.
The rays with the same initial conditions as in Fig. 3.1 are now propagated
through the circular cavity under the influence of the beam shifts for TE
polarization. The resulting trajectories and their phase-space portraits are
shown in Fig. 3.3. The perturbations due to the beam shift effects on the
originally regular trajectories are clearly seen. In the phase space portrait, it is
seen that the two effects act in the two distinct phase space directions [64]. The
Goos-Hänchen shift yields a shift in the horizontal direction, only changing the
position on the boundary, but not the angle. In contrast, the Fresnel filtering
effect leads to a shift in the vertical direction, along the angular axis. Note
that the conclusions are in principle the same for TM polarization, however,
the effects are less pronounced.
To clarify the action of the beam shifts we, first, examine the trajectory
with initial incident angle χin = 30◦ (cyan in Fig. 3.1 and 3.3). In the classical
geometric optics, this is the periodic triangle orbit. Including the beam shifts
breaks the periodicity. However, only the Goos-Hänchen shift has an influence
on the trajectory as the Fresnel filtering effect has already dropped to zero
for χin = 30◦. Thus, the angle of incidence is not changed and the phase-
space projections of subsequent reflections are shifted only along the horizontal
line sin(χin) = const. Second, we discuss the trajectory with initial incident
angle χin = 18◦ (red in Fig. 3.1 and 3.3) which is close to the critical angle
χc ≈ 19.5◦. This trajectory suffers strong perturbations from both beam shift
effects. It changes from the regular star-shaped orbit in the unperturbed case
to a rather irregular, non-periodic trajectory. As the angular shift is positive
in the relevant incident angle interval, the trajectory which started below the
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(a) TM polarization. (b) TE polarization.
Figure 3.4: Far-field emission of the circular cavity calculated from ray optics
including the beam shifts of Fig. 3.2 for both polarizations.
critical line is shifted above the critical line after only one reflection. Hence,
the inclusion of beam shifts leads to a better confinement of light in this case.
Now, we study the far-field emission. The emission of a circular cavity
is expected to be isotropic in the plane due to the radial symmetry and the
resulting conservation of angular momentum. Including the beam shifts in the
ray description, however, lifts this symmetry for the single trajectory. Never-
theless, the far-field emission shown in Fig. 3.4 is still isotropic as it arises from
many rays and the ensemble of rays still reflects the rotational symmetry.
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3.3 The Limaçon cavity: Influence of the beam
shifts on the far-field emission
We will discuss the different possibilities of including wave and curvature effects
in a ray-optical description of dielectric optical microcavities using the example
of a Limaçon-shaped cavity. Cavities with a boundary given by the Limaçon-
curve are well studied both theoretically and experimentally [59, 85, 86, 93].
They are interesting because they combine modes with high quality factors,
thus enabling low-threshold lasing, with directional emission [16, 27].
The Limaçon curve is a smooth deformation of a circle. It is given in polar
coordinates
r(φ) = R0 (1 +  cos(φ)) (3.1)
with the mean radius R0 and the deformation parameter 0 ≤  < 1. The
limiting cases are the circle of radius R0 for  = 0 and the cardioid for  = 1
(blue and green curve in Fig. 3.5, respectively). The curve has the mirror
symmetry r(−φ) = r(φ).
The radius of curvature Rc is an important quantity when we want to
consider curvature effects. For a curve r(φ) in polar coordinates it is given by
(cf. Eq. (3.441) in [94])
Rc(φ) =
(r2 + r′2)3/2
|r2 + 2r′2 − rr′′| (3.2)
with r′(φ) = drdφ and r
′′(φ) = d
2r
dφ2 . The radius of curvature of exemplary
Limaçon curves is shown in Fig. 3.5(b).
It has been shown that Limaçon-shaped cavities with deformations of ap-
proximately 0.4 <  < 0.5 and relative refractive index n ≈ 3 show unidi-
(a) Boundary curves r(φ).












(b) Radius of curvature Rc(φ).
Figure 3.5: Limaçon curves according to Eq. (3.1) and their radii of curvature
according to Eq. (3.2). The limiting cases with  = 0 (circle, blue)
and  = 1 (cardioid, green) and a generic case with  = 0.43
(orange).
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rectional emission [27]. Here, we will discuss a Limaçon-shaped cavity with
 = 0.43 (shown in orange in Fig. 3.5) and relative refractive index n = 3.3
which is chosen to fit the study presented in [93]. The shape of this sys-
tem is shown in orange in Fig. 3.5. Its radius of curvature is highest for
φ = ±180◦ where it amounts to Rmax ≈ 2.3R0 and smallest, Rmin ≈ 0.9R0,
for φ ≈ ±115.5◦. For the chosen deformation parameter, the classical billiards
dynamics of the Limaçon cavity is predominantly chaotic [27] in contrast to
the integrable dynamics of the circle. Thus, almost every trajectory will at
some point in time reach the leaky region where it is partly refracted out of
the cavity. In particular, this is also true for trajectories started in the region
of total internal reflection.
For dielectric optical microcavities with chaotic classical dynamics, it has
been shown that the unstable manifold of the chaotic saddle determines the
far-field emission pattern [10, 27, 89, 95, 96]. The chaotic saddle are those
trajectories that never leave the cavity by refraction, neither in forward nor in
backward time evolution, and its unstable manifold are the trajectories that
converge to the chaotic saddle in backwards time evolution [97]. Therefore,
the unstable manifold consists of trajectories which are confined inside the
cavity by total internal reflection for a long time before they are eventually
refracted out. The overlap of the unstable manifold with the leaky region,
the region in phase space with | sin(χ)| < 1/n where partial transmission is
possible, determines the emission directions from the cavity.
In the following, the results from the different, classical and corrected, ray-
optical approaches to the Limaçon-shaped cavity are presented, with special
focus on the unstable manifold and the resulting far-field emission. As dis-
cussed in section 2.3, the inclusion of beam shifts to ray-optics breaks the
principle of ray-path reversibility. To study this effect and its influence on the
emission pattern, we evaluate the contributions of clockwise and counterclock-
wise propagating rays to the total far-field emission separately. Here, we use
the convention that counterclockwise propagation corresponds to sin(χ) > 0.
3.3.1 Standard ray description: Fresnel reflection coeffi-
cients, no beam shifts
First, the standard geometrical optics description is applied to the Limaçon
cavity, using the normal law of reflection, Snell’s law for refraction and the
standard Fresnel coefficients for the intensities. The intensity reflection coef-
ficients for the relative refractive index n = 3.3 are given as solid curves in
Fig. 3.6.
The resulting far-field emission pattern and the unstable manifold are
shown in Fig. 3.7 and 3.8, respectively, for both polarizations, TM and TE.
These results reproduce the findings of [27] which are also discussed in detail
in [16]. For TE polarized light, emission with a strong directionality in the 0◦-
direction is found. Whereas, for TM polarized light, there are two additional,
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(b) Close-up around critical angle χc ≈ 17.64◦ (left)
and Brewster angle χB ≈ 16.86◦ (right).
Figure 3.6: Intensity reflection coefficients at planar (solid) and curved (bro-
ken) interfaces according to Eq. (2.4) and Eq. (2.21), respectively,
for TM (red) and TE (blue) polarization. Relative refractive in-
dex n = 3.3 for the planar case, dimensionless size parameter
nkRmax ≈ 1126 (dashed) and nkRmin ≈ 438 (dotted) for the curved
cases corresponding to the maximum and minimum radii of the Li-
maçon with kR0 = 147 and  = 0.43.
symmetry related, emission peaks found at far-field angles of approximately
140◦ and 220◦ in addition to the emission peak in the 0◦-direction.
The far-field emission is determined by the high intensity contributions of
the unstable manifold in the leaky region. For TE polarization, only two signif-
icant contributions are found, one contribution around φ ≈ −45◦ for sin(χ) > 0
(a) TM polarization. (b) TE polarization.
Figure 3.7: Far-field emission calculated from the classical ray optical descrip-
tion of a Limaçon cavity with  = 0.43, n = 3.3 for (a) TM and (b)
TE polarization. The contributions of the clockwise (red, dashed)
and counterclockwise (blue, dashed) propagating rays to the to-
tal far-field (black, solid) are indicated. The shape of the cavity
and the definition of the far-field angle are shown as inset in the




Figure 3.8: Fresnel weighted unstable manifold for (a) TM and (b) TE po-
larization resulting from the classical ray optical description of
a Limaçon cavity with  = 0.43, n = 3.3. The critical line
sin(χc) = 1/n is marked as a red dotted line. Left: Full phase
space. Right: Close-up for 0 ≤ sin(χ) ≤ 0.35.
and the symmetry related counterpart around φ ≈ 45◦ for sin(χ) < 0. These
contributions lead to the emission in the 0◦-direction. For TM polarization
there are two additional significant contributions around φ ≈ ±60◦ which are
strongly suppressed in the TE case due to the Brewster angle [27]. They lead
to the additional emission peaks in the directions φ ≈ 140◦ and φ ≈ 220◦.
Further, the contributions of clockwise (red, dashed) and counterclockwise
(blue, dashed) rays are shown in the far-field plots, Fig. 3.7. As expected, the
two contributions are related by the mirror symmetry of the system.
The predictions based on the ray-optical model have been impressively
confirmed in experiments for both polarizations, TE [85, 93, 98] and TM [86].
However, especially in Ref. [93], the question was raised if the agreement be-
tween the ray optics predictions and the experimental results could be im-
proved by including wave corrections in the ray-optical description.
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3.3.2 Amended ray optics 1: Corrected reflection coeffi-
cients, no beam shifts
As the first correction to classical ray optics, the corrected reflection coeffi-
cients for curved interfaces according to Eq. (2.21) are used instead of the
usual Fresnel coefficients. As the curvature is not constant along the Limaçon
curve the reflection coefficients do not only depend on the angle of incidence
but also on the position along the boundary. The resulting reflection coef-
ficients for the maximum and minimum radius of curvature of the Limaçon,
Rmax and Rmin, are given as broken curves in Fig. 3.6. Due to the large re-
fractive index, n = 3.3, and the rather large size parameter, kR0 = 147, of the
cavity considered here, the deviations between the corrected and the standard
reflection coefficients are not large but still noticeable, as seen in the close-ups
around the Brewster angle and the critical angle Fig. 3.6(b).
The unstable manifold resulting from this amended ray optics description
is shown in Fig. 3.9. The most important effect of the corrected reflection
(a) TM polarization.
(b) TE polarization.
Figure 3.9: Fresnel weighted unstable manifold for (a) TM and (b) TE po-
larization resulting from the amended ray optical description of
a Limaçon cavity with  = 0.43, n = 3.3, kR0 = 147 using the
corrected reflection coefficients for curved interfaces. The critical
line resulting from the corrected reflection coefficients as a function
of the position on the boundary is marked as a red dotted curve.
Left: Full phase space. Right: Close-up for 0 ≤ sin(χ) ≤ 0.35.
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(a) TM polarization. (b) TE polarization.
Figure 3.10: Far-field emission for (a) TM and (b) TE polarization calculated
from the amended ray optical description of a Limaçon cavity with
 = 0.43, n = 3.3, kR0 = 147 using the corrected reflection coef-
ficients for curved interfaces. The contributions of the clockwise
(red, dashed) and counterclockwise (blue, dashed) propagating
rays to the total far-field (black, solid) are indicated.
coefficients is the shift of the critical line denoting the onset of total internal
reflection. Here, we define the regime of total internal reflection by R > 0.999.
The critical line is shifted to higher absolute values of | sin(χ)| > 1/n. Further,
the onset of total internal reflection depends on the local curvature. Thus, the
critical angle is no longer constant for all polar angles φ and the critical line
becomes curved. These corrections, however, do not strongly influence the
overlap of the unstable manifold with the leaky region. Consequently, the far-
field emission pattern, see Fig. 3.10, is not changed compared to the standard
ray optics result.
Further, the reversibility of the rays is not affected by the reflection coeffi-
cients. Hence, we expect no change concerning the contributions of clockwise
and counterclockwise propagating rays what is found in the results.
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3.3.3 Amended ray optics 2: Fresnel reflection coeffi-
cients, beam shifts
In the second possibility to include wave corrections in the ray-optics descrip-
tion, usual Fresnel coefficients are used to calculate the intensities but Goos-
Hänchen shift and Fresnel filtering are included at each reflection. The beam
shifts from the expectation value approach suitable for the description of the
chosen Limaçon cavity are shown in Fig. 3.11. They are calculated for a Gaus-
sian transverse profile according to Eq. (2.33) with beam width w/λ = 10 and
for the mean radius R0 of the Limaçon curve. They would change only slightly
between the minimum and the maximum radius, thus, the approximation with
the mean radius is justified.
For TE polarization, the values of the Fresnel filtering in reflection range
between ∆χref ≈ −0.5◦ below the Brewster angle and ∆χref ≈ 1.8◦ near the
critical angle and in transmission between ∆χtrans ≈ 0.1◦ and ∆χtrans ≈ −1◦.
The Goos-Hänchen shift amounts to DGH ≈ 4λ at most. For TM polarization,
the maximum values of the Goos-Hänchen shift, DGH ≈ 0.8λ, and the Fresnel
TM
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(a) Fresnel filtering in reflection ac-
cording to Eq. (2.30).
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(b) Fresnel filtering in transmission
according to Eq. (2.32).
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(c) Goos-Hänchen shift in reflection
according to Eq. (2.27).
Figure 3.11: Beam shifts at a curved interface from the expectation value ap-
proach. Dimensionless size parameter kR0 = 147 and relative
refractive index n = 3.3 (χc ≈ 17.6◦, χB ≈ 16.9◦) are chosen to




Figure 3.12: Fresnel weighted unstable manifold for (a) TM and (b) TE po-
larization resulting from the amended ray optical description of a
Limaçon cavity with  = 0.43, n = 3.3, kR0 = 147 including the
beam shifts shown in Fig. 3.11. The critical lines sin(χ) = ±1/n
are marked as red dotted lines. Left: Full phase space. Right:
Close-up for 0 ≤ sin(χ) ≤ 0.35.
filtering in reflection, ∆χref ≈ 0.5◦, are much smaller, whereas the Fresnel
filtering effect in transmission is a bit stronger, up to ∆χtrans ≈ −1.5◦.
The unstable manifold resulting from a ray optics model including these
beam shifts is shown in 3.12. We observe small changes in the overlap of the
unstable manifold with the leaky region. Especially, the minor contributions
around φ ≈ ±60◦ are even more strongly suppressed for TE polarization. This
might be caused by the strong enhancement of the beam shifts due to the
Brewster angle.
The most noticeable difference in the far-field emission, Fig. 3.13, compared
to the far-field of the uncorrected description is the small dip occurring at 0◦
in the strong emission peak. This is not explained by the appearance of the
unstable manifold alone. As the unstable manifold is not strongly influenced
by the beam shifts, the rays that constitute the far-field still leave the cavity at
the same positions in phase space. The transmitted rays, however, experience
now a correction to their direction due to the Fresnel filtering effect. That
means, that the phase space points map to slightly different far-field angles
compared to the uncorrected ray optics. This effect can explain the changes
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(a) TM polarization. (b) TE polarization.
Figure 3.13: Far-field emission for (a) TM and (b) TE polarization calculated
from the amended ray optical description of a Limaçon cavity with
 = 0.43, n = 3.3, kR0 = 147 including the beam shifts shown in
Fig. 3.11. The contributions of the clockwise (red, dashed) and
counterclockwise (blue, dashed) propagating rays to the total far-
field (black, solid) are indicated.
observed in the far-field emission patterns without any significant changes to
the appearance of the unstable manifold.
As discussed in section 2.3, the beam shift corrections break the reversibility
of a single ray-trajectory. However, this irreversibility is not reflected in the
far-field contributions of the clockwise and counterclockwise propagating rays.
The two contributions are still perfect mirror images. Here, the same argument
holds true as for the isotropic far-field of the circular cavity. Although a single
trajectory does no longer coincide with its reversed partner the average over
all possible ray trajectories, or, practically, a large ensemble of rays, still has
to reflect the symmetry of the system.
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3.3.4 Amended ray optics 3: Corrected reflection coeffi-
cients, beam shifts
Now, we combine the two previous approaches to an amended ray-optical de-
scription that includes all wave and curvature effects. We use the corrected
reflection and transmission coefficients to calculate the intensities and include
the beam shifts at each reflection.
The results of this approach are shown in Figs. 3.14 and 3.15. The obser-
vations and reasoning from the last two cases apply analogously to this case.
There are no significant differences between the results of the ray-optics de-
scription including the beam shifts using uncorrected or corrected reflection
coefficients. A more rigorous analysis is given in the next paragraph where we
compare the different approaches in detail.
(a) TM polarization.
(b) TE polarization.
Figure 3.14: Fresnel weighted unstable manifold for (a) TM and (b) TE po-
larization resulting from the amended ray optical description of
a Limaçon cavity with  = 0.43, n = 3.3, kR0 = 147 using the
corrected reflection coefficients for curved interfaces and includ-
ing the beam shifts shown in Fig. 3.11. The critical lines resulting
from the corrected reflection coefficients as a function of the posi-
tion on the boundary are marked as red dotted curves. Left: Full
phase space. Right: Close-up for 0 ≤ sin(χ) ≤ 0.35.
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(a) TM polarization. (b) TE polarization.
Figure 3.15: Far-field emission for (a) TM and (b) TE polarization calculated
from the amended ray optical description of a Limaçon cavity with
 = 0.43, n = 3.3, kR0 = 147 using the corrected reflection coeffi-
cients for curved interfaces and including the beam shifts shown
in Fig. 3.11. The contributions of the clockwise (red, dashed) and
counterclockwise (blue, dashed) propagating rays to the total far-
field (black, solid) are indicated.
3.3.5 Comparison of the amended ray optics approaches
To conclude this section, the different methods are now directly compared. All
resulting far-field emission patterns are shown in Fig. 3.16 on a logarithmic
intensity scale showing only the upper half space to reveal more details. For
TM polarization, there are no large deviations between the different methods
seen besides the effects discussed already above. For TE polarization, there
are some deviations which have not been seen in the presentation above.
We compare, now, the results of the corrected ray-optical approaches for TE
polarization to the experimental findings presented in [93]. In the experiment,
the cavity emitted TE polarized light. The figure showing the far-field from
the experiment (green, solid) and from a classical ray description (red, broken)
is reprinted here in Fig. 3.17. Although the overall agreement between the
experimental and theoretical result is good there are some deviations. Most
noticeably, the emission peak between φ = 150◦ and φ = 180◦ is found at a
larger angle than expected from the ray calculation. Comparing this peak to
the results of the corrected ray-optical approaches in Fig. 3.16, we see that this
shift is corrected by the use of the reflection coefficients for curved interfaces
(green, dashed and red, dotted curves). In both far-field patterns including
the corrected reflection coefficients (red and green curves in Fig. 3.16), this
peak is shifted with respect to the results of the standard Fresnel coefficients
(black and blue curve in Fig. 3.16). Further, the shape and position of the dip
around φ = 120◦ deviate between the experimental result and the classical ray
calculation, seen in the inset of Fig. 3.17. This dip is better reproduced in the
corrected results including the beam shift (blue and red curves in Fig. 3.16).
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(a) TM polarization. (b) TE polarization.
Figure 3.16: Far-field emission pattern in the upper half-plane on a logarithmic
scale for (a) TM and (b) TE polarization. Results of the standard
ray optics description (black, solid) and the different amended ray
optics approaches, 1. using the corrected reflection coefficients for
curved interfaces (green, dashed), 2. including the beam shifts
(blue, dash-dotted), 3. using the corrected reflection coefficients
and including the beam shifts (red, dotted).
Figure 3.17: Comparison of far-field emission pattern of a Limaçon cavity mea-
sured in experiment and calculated from ray optics (green solid:
experimental data averaged over several modes, red broken: far-
field calculated from classical ray-optics), TE polarization in both
cases. Inset: The same data on a logarithmic intensity scale.
Reprinted figure with permission from S. Shinohara et al., Phys.
Rev. A 80, 031801(R) [93]. Copyright (2009) by the American
Physical Society.
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These observations lead to the conclusion that the amended ray optics
description using the corrected reflection coefficients for curved interfaces and
including the beam shift effects, Goos-Hänchen shift and Fresnel filtering, is
the appropriate approach to describe microcavities with curved boundaries in
a ray picture. Both corrections, reflection coefficients and beam shifts, are
needed to account for wave-induced deviations between experimental findings
and a classical ray-optical description.
In general, good agreement is found between the prediction from ray optics
and the far-field emission measured in experiment. Using the amended ray
optics description we find even further improvement in the detailed structure
of the emission pattern. One feature, however, agrees less well when comparing
the experimental result (Fig. 3.17) and the amended ray-optics. The dip in the
main emission peak at φ = 0 predicted in the amended ray optics approach
including the beam shifts (see Fig. 3.13 and 3.15) is not seen in the experiment
[93]. In a different experiment with a cavity of the same shape, however, such
a dip is observed [98].
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3.4 A non-symmetric cavity: Influence of the
wave corrections on the dynamics
To conclude this chapter, we apply the ray optics model to a cavity that lacks
any symmetry. We consider the boundary curve
r(φ) = R0(1 + 1 cos(3φ) + 2 sin(φ)) (3.3)
for two different sets of deformation parameters, 1 = 0.003, 2 = 0.002 and
1 = 0.03, 2 = 0.02. The two curves and their radii of curvature according to
Eq. (3.2) are shown in Fig. 3.18.
(a) Boundary curve r(φ).













(b) Radius of curvature Rc(φ)/R0.
Figure 3.18: Curves according to Eq. (3.3) and their radii of curvature accord-
ing to Eq. (3.2) for two different sets of deformation parameters,
1 = 0.003, 2 = 0.002 (blue, dotted) and 1 = 0.03, 2 = 0.02
(red).
For the ray-optical description of these cavities, we chose the main parame-
ters as in the previous section for the Limaçon, n = 3.3 and kR0 = 147. In the
ray calculations we follow 60 000 rays started with random initial conditions
on the boundary for 1 000 reflections.
3.4.1 Very small deformation: Non-chaotic dynamics
For the system with very small deformation parameters, 1 = 0.003 and 2 =
0.002, it follows from the KAM-theorem that the classical billiards dynamics is
mainly non-chaotic [99]. Thus, the Poincaré surface of section of the classical
phase space shown in Fig. 3.19 is very regular. For the optical system, this
means that most rays that start above the critical line will stay above the
critical line for all times. Therefore, they do not give any contribution to
the far-field emission. Similarly, most trajectories that start below the critical
line will stay in the leaky region for all times. These rays neither contribute
significantly to the far-field as their intensity decreases very fast. Consequently,
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(a) Full Poincaré section. (b) Close-up around the critical line.
Figure 3.19: Poincaré surface of section of the classical phase space of the
billiard defined by the boundary curve Eq. (3.3) with 1 = 0.003,
2 = 0.002. The critical lines sin(χ) = ±1/n for a dielectric cavity
with relative refractive index n = 3.3 are drawn as dotted black
lines.
we expect the far-field emission collected after some transition time to be
dominated by trajectories that start in a small interval close to the critical
line such that they are mostly but not completely confined by total internal
reflection. The phase space portraits of some of these trajectories can be seen
in Fig. 3.19(b) which shows a close-up of the Poincaré section around the
critical line.
This qualitative reasoning can also be expressed in more quantitative terms.
In the case of regular, non-chaotic dynamics, the time evolution of the intensity
of a trajectory in an optical billiard is approximately given by
I(`opt) ∼ I0e−κ`opt (3.4)
where `opt = n`geo is the optical pathlength that corresponds to the geometrical
pathlength `geo that the trajectory has traveled inside the cavity with relative
refractive index n The time is given by t = `opt/c with c the speed of light in
vacuum and κ is the decay rate of the trajectory. If the trajectory is confined
inside the cavity by total internal reflection for all times it is κ = 0, if the
trajectory suffers refractive losses, κ > 0. We have to keep in mind that the
intensity is not a continuous function of the time (or pathlength), rather, it
changes only if the ray trajectory encounters the boundary, in between two
reflections it stays unchanged.
To illustrate this behavior we show in Fig. 3.20(a) the evolution of the in-
tensity of three different trajectories in the cavity considered here. We see that
the dependence of the intensity on the pathlength can be well approximated
by a straight line in the semilogarithmic plot, indicating exponential decay.
The first trajectory starts well above the critical line and does not decay at
all. The second trajectory starts near the critical line and exhibits a moderate
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(a) Non-chaotic cavity. (b) Chaotic cavity.
Figure 3.20: Time evolution of the reflected intensity of exemplary trajec-
tories in two different cavities, (a) non-symmetric cavity with
non-chaotic dynamics (boundary curve defined in Eq. (3.3) with
1 = 0.003, 2 = 0.002), (b) Limaçon cavity with predominantly
chaotic classical dynamics (boundary curve defined in Eq. (3.1)
with  = 0.43).
decay rate, while the third trajectory that starts below the critical line has a
higher decay rate.
This concept is, however, not applicable to optical billiards with chaotic
dynamics. In that case, the intensity evolves irregular with time, see, e.g.,
the intensity evolution plotted in Fig. 3.20(b) for two exemplary trajectories
in the Limaçon cavity discussed in the last section. Here, a trajectory which
starts above the critical line can stay there for many bounces such that the
intensity does not change for some time. Eventually the trajectory reaches the
leaky region and the intensity decreases. Due to the chaoticity, the trajectory
can stay in the leaky region for many bounces such that the intensity decays
rapidly, or it reaches again the regime of total internal reflection after only few
bounces such that the intensity is decreased only by a small amount before it
stays constant again. Consequently, the intensity of a generic trajectory in a
chaotic cavity cannot be approximated by an exponential decay, Eq. (3.4).
This argument, however, is applicable only to the evolution of the intensity
of a single trajectories. The total intensity inside a cavity, i.e. the accumulated
intensity of all trajectories, decays exponentially in both cases, chaotic and
non-chaotic, after some transition time [100–102]. In this work, the term decay
rate always refers to single trajectories.
In the previous section, we have discussed that the far-field emission of
chaotic cavities is determined by the unstable manifold of the chaotic saddle.
In the case of non-chaotic cavities, we argue here that the emission is dominated
by the trajectories with the smallest nonzero decay rates. This concept is not
only applied to the cavity studied here, it will be useful also for the triangular




Figure 3.21: Decay rates κ of the trajectories in the optical billiard defined by
the boundary curve Eq. (3.3) with 1 = 0.003, 2 = 0.002 with
relative refractive index n = 3.3. The critical lines sin(χ) = ±1/n
are indicated. Left: Decay rates of all trajectories. Right: Close-
up, −0.5 ≤ sin(χ) ≤ 0.5, on smallest nonzero decay rates, 0 <
κ < max(κ)/2. Note the different color scales in all four panels.
The decay rates for the trajectories in the non-symmetric cavity with very
small deformations with relative refractive index n = 3.3 are shown in Fig. 3.21.
We calculate the decay rate for every trajectory started in the cavity. The
initial conditions of the trajectories are approximately uniformly distributed
with respect to the position on the boundary parameterized by the polar angle
φ and the incident angle χ. As the initial condition uniquely determines the
trajectory we show the decay rate at the phase space position of the initial
condition of the corresponding trajectory. For both polarizations, we find
that trajectories that start well above the critical line do not decay at all,
their decay rate is κ = 0, as they never visit the leaky region. Trajectories
starting in a small interval near the critical line have the smallest nonzero decay
rates following the qualitative reasoning above. The precise distribution of the
trajectories with small decay rates, however, differs for the two polarizations




Figure 3.22: Far-field emission of the dielectric cavity with relative refractive
index n = 3.3 defined by the boundary curve Eq. (3.3) with
1 = 0.003, 2 = 0.002, calculated from standard ray optics. The
contributions of the clockwise (red, dashed) and counterclockwise
(blue, dashed) propagating rays to the total far-field (black, solid)
are indicated. The thin lines show the rescaled derivative of the
boundary curve, 10r′(φ) in blue, −10r′(φ) in red.
Brewster angle where no light is reflected for TE polarization leaves its trace
in the decay rates with strongly enhanced decay (lighter colors in Fig. 3.21)
for trajectories that encounter the Brewster angle.
We will discuss now the far-field of such a nearly circular cavity and how it
is determined by the trajectories with the smallest decay rates. The far-field
emission pattern calculated from standard ray optics is shown in Fig. 3.22
for both polarizations. As for the Limaçon cavity, the contributions of clock-
wise and counterclockwise propagating rays to the total far-field are evaluated
separately and shown together with the total far-field emission. Since there
is no mirror symmetry in the system the two contributions are not related
by symmetry. However, they contribute approximately equally to the total
far-field.
Although the deformation is very small and the deviation from the circle
can be barely seen, the far-field emission pattern is not nearly isotropic but
shows narrow peaks in six distinct directions. In Ref. [103], a similar situation,
an almost circular cavity with very small deformations, have been studied with
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electromagnetic wave simulations. There, the authors found that the modes
inside the cavity are not strongly influenced by the deformation and look al-
most like those for the circle, but the fields outside the cavity are extremely
sensitive to the deformation. In general, the far-field is found to be strongly
directional for optical cavities deviating only slightly from the perfect circular
or spherical geometry [103]. Here, this directionality can be explained with
the trajectories that have the smallest nonzero decay rates as discussed above.
These trajectories have many incident angles above the critical line and only
few incident angles slightly below the critical line. In general, the angles of
incidence are larger in regions of smaller curvature and smaller where the cur-
vature is high. Consequently, the emission occurs in approximately tangential
direction at the points where the curvature of the boundary is highest [15].
These far-field directions are given by the angles where the derivative of the
boundary curve r′(φ) exhibits extrema. Indeed, it is clearly seen in Fig. 3.22
that directions of the emission peaks coincide well with the extrema of r′(φ).
The differences between the far-field emission patterns for the two po-
larizations correspond to differences in the decay rates of the trajectories
(cf. Fig. 3.21). For TE polarization, the emission peaks are narrower than
for TM polarization and two emission directions, the peaks close to φ = −30◦
and φ = 150◦, respectively, are strongly suppressed. The reduced width of
the peaks corresponds directly to the stronger contrast in decay rates. For
TE polarization, there is a sharp step between the smallest decay rates and
the slightly higher decay rates, whereas for TM polarization, there is a con-
tinuum of initial conditions which lead to trajectories with comparably low
decay rates. Additionally, the Brewster angle feature leads to very high decay
rates for trajectories in the case of TE polarization that have small decay rates
in the case of TM polarization. This explains the two missing peaks in the
far-field calculated for TE polarized light.
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Now, we study the influence of wave corrections to the ray model of this
cavity. We include Fresnel filtering and Goos-Hänchen shift at each reflection
and apply the corrected reflection and transmission coefficients to calculate
the intensities. For the correction terms, we use the same values as for the
Limaçon which are given in Fig. 3.11.
The resulting Poincaré surface of section of the billiards dynamics in the
cavity explicitly including the beam shift effects is shown in Fig. 3.23. The
beam shifts introduce chaoticity and non-Hamiltonian behavior in the previ-
ously regular dynamics. The influence on the dynamics is strongest around
the critical angle where both beam shift effects are largest. The angular shift
due to the Fresnel filtering effect leads to a depletion of the phase-space area
around the critical line. If a trajectory has an angle of incidence close to the
critical angle it experiences a large angular correction and is shifted away from
the critical line which has already been seen for the circular cavity above. In
general, the influence is stronger for TE polarization. On the one hand, both
correction terms, Fresnel filtering and Goos-Hänchen shift, are larger for TE
polarization than for TM. On the other hand, the sign change of the Fresnel fil-
tering correction near the Brewster angle enhances the depletion. Trajectories
with incident angles above the Brewster angle are shifted above the critical
line, whereas trajectories with incident angles below the Brewster angle are
shifted towards the line sin(χ) = 0. Consequently, the depleted phase space
area is enlarged. This formation of repellers and attractors in the phase space
is a clear sign of non-Hamiltonian dynamics [57, 99].
(a) TM polarization. (b) TE polarization.
Figure 3.23: Poincaré surface of section of the dynamics in a billiard defined
by the boundary curve Eq. (3.3) with 1 = 0.003, 2 = 0.002
including the beam shift corrections shown in Fig. 3.11 for both
polarizations, TM and TE. The classical critical lines sin(χc) =
±1/n for n = 3.3 are drawn as black dotted lines, the critical lines
resulting from the corrected reflection coefficients as a function of




Figure 3.24: Far-field emission of the dielectric cavity with relative refractive
index n = 3.3 defined by the boundary curve Eq. (3.3) with 1 =
0.003, 2 = 0.002, calculated from amended ray-optics including
the corrected reflection coefficients for curved interfaces and the
beam shift corrections shown in Fig. 3.11. The contributions of
the clockwise (red, dashed) and counterclockwise (blue, dashed)
propagating rays to the total far-field (black, solid) are indicated.
The resulting far-field calculated from ray optics including the beam shift
effects and the corrected reflection and transmission coefficients is shown in
Fig. 3.24 for both polarizations. The main emission directions obtained from
the standard ray-optical model can still be recognized, but they are much less
distinct. Especially for TE polarization where the wave corrections are large,
the emission is strongly broadened. Due to the beam shifts, the far-field is no
longer dominated by light transmitted in tangential direction at the points of
highest curvature but the transmission occurs in less predictable directions.
In consequence, we find that the difference between the predicted far-field
pattern of the weakly deformed cavity and the isotropic emission of the circular
cavity becomes smaller if wave effects are included.
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Figure 3.25: Poincaré surface of section of the classical phase space of the
billiard defined by the boundary curve Eq. (3.3) with 1 = 0.03,
2 = 0.02.
3.4.2 Larger deformation: Partially chaotic dynamics
For the system with larger deformation parameters 1 = 0.03 and 2 = 0.02,
the classical billiards dynamics exhibits a mixed phase-space. The Poincaré
surface of section of the classical phase space given in Fig. 3.25 shows stable
islands in a chaotic sea.
The unstable manifold can be used to determine the far-field not only for
chaotic systems as discussed in the previous section but also for systems with a
mixed phase-space [97]. The Fresnel-weighted unstable manifold resulting from
standard ray-optics for this cavity, shown in Fig. 3.26, has two distinct contri-
butions. One originates from the prominent stable islands around sin(χ) = 0.5
(a) TM polarization. (b) TE polarization.
Figure 3.26: Fresnel weighted unstable manifold of the optical billiard defined
by the boundary curve Eq. (3.3) with 1 = 0.03, 2 = 0.02, calcu-
lated from standard ray optics. The critical lines sin(χ) = ±1/n




Figure 3.27: Far-field emission of the dielectric cavity with refractive index
n = 3.3 defined by the boundary curve Eq. (3.3) with 1 = 0.03,
2 = 0.02, calculated from standard ray optics. The contributions
of clockwise (red, dashed) and counterclockwise (blue, dashed)
propagating rays to the total far-field (black, solid) are indicated.
and the other from the chaotic sea above these islands. The overlap of the un-
stable manifold with the leaky region is similar for both polarizations. Thus,
we also expect the far-field patterns to be very similar for the two polarizations
which is indeed found in the results, see Fig. 3.27. For TM polarization, the
Fresnel-weighted unstable manifold in the leaky region is more intense. This
is reflected in the broadened and less directional emission peaks.
Actually, the contributions from the stable islands do not belong to the
unstable manifold of the chaotic saddle. However, as it determines the far-
field in a similar way we treat it on an equal footing. These trajectories also
stay confined inside the cavity for a long time before they eventually reach the
leaky region and contribute to the far-field. They cross the critical line on a
regular path, in contrast to the trajectories originating from the true unstable
manifold which cross the critical line on a chaotic path.
To study these two influences, the chaotic and the regular, in more detail
we have performed the ray simulation of this cavity also for different rela-
tive refractive indices. For higher (smaller) refractive indices the critical line
is shifted to smaller (larger) values. In addition to n = 3.3 which is used
throughout the rest of this chapter, we have chosen n = 3 and n = 3.5. The
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(a) n = 3, TM polarization.
(b) n = 3.5, TM polarization.
Figure 3.28: Fresnel weighted unstable manifold and far-field emission of the
dielectric cavity defined by the boundary curve Eq. (3.3) with
1 = 0.03, 2 = 0.02, calculated from standard ray optics for two
different relative refractive indices. Compare to Figs. 3.26 and
3.27.
resulting unstable manifolds and far-field emission patterns for TM polariza-
tion are shown in Fig. 3.28. The critical line intersects the stable islands at
different positions, therefore they have a different contribution, whereas the
true unstable manifold part resulting from the chaotic saddle stays almost the
same. The similarity between the unstable manifolds in all three cases, for
n = 3, n = 3.3, and n = 3.5, explains why the far-field emission is also similar.
The robustness of the far-field emission with respect to small changes in the
parameters, the deformation or the refractive index, has been predicted also for
the Limaçon cavity [27] and has been impressively confirmed in experiments
[85, 86, 93, 104]
Now we study the influence of the wave corrections as for the weakly de-
formed cavity. In the Poincaré surface of section (see Fig. 3.29) we observe in
principle the same effects as for the weakly deformed cavity. The beam shift
effects introduce more chaoticity and non-Hamiltonian behavior, in particular,
the islands around sin(χ) = 0.5 and sin(χ) = 0 are replaced by attractors and
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(a) TM polarization. (b) TE polarization.
Figure 3.29: Poincaré surface of section of the dynamics in a billiard defined
by the boundary curve Eq. (3.3) with 1 = 0.03, 2 = 0.02 in-
cluding the beam shift corrections shown in Fig. 3.11 for both
polarizations, TM and TE.
repellers [57]. Especially for TE polarization, the depletion of the phase-space
area between the Brewster angle and the critical angle is again clearly seen.
The unstable manifold (see Fig. 3.30) is, however, not strongly influenced
by the wave corrections. Consequently, the far-field emission resulting from
the amended ray optics description, shown in Fig. 3.31, is also very similar to
the uncorrected one. A similar result has been found already for the chaotic
(a) TM polarization. (b) TE polarization.
Figure 3.30: Fresnel weighted unstable manifold of the optical billiard defined
by the boundary curve Eq. (3.3) with 1 = 0.03, 2 = 0.02, calcu-
lated from amended ray-optics including the corrected reflection
coefficients for curved interfaces and the beam shift corrections
shown in Fig. 3.11. The critical lines resulting from the corrected
reflection coefficients as a function of the position on the bound-




Figure 3.31: Far-field emission of the dielectric cavity with relative refractive
index n = 3.3 defined by the boundary curve Eq. (3.3) with 1 =
0.03, 2 = 0.02, calculated from amended ray-optics including
the corrected reflection coefficients for curved interfaces and the
beam shift corrections shown in Fig. 3.11. The contributions of
the clockwise (red, dashed) and counterclockwise (blue, dashed)
propagating rays to the total far-field (black, solid) are indicated.
Limaçon cavity in the previous section. As long as the wave corrections have
only a small influence the unstable manifold, the far-field is not strongly af-
fected. The main difference between the unstable manifolds resulting from
the standard and from the amended ray optics is observed in the parts that
originate from the stable islands, whereas the true chaotic part is almost unaf-
fected. On the one hand, the stable islands are strongly affected by the beam
shifts. On the other hand, the critical line is shifted to higher angles due to
the corrected reflection coefficients and intersects the islands now at a different
position.
Although the wave corrections have only a small influence on the far-field
emission they could lead to better agreement between the prediction from
ray optics and experimental results as we have seen for the Limaçon cavity.




In the first part of this chapter, we have discussed different possibilities to
include finite-wavelength corrections in an amended ray optics description of
dielectric optical microcavities with curved boundaries. To account for all wave
and curvature effects, we suggest to use the corrected reflection coefficients for
curved boundaries to calculate the intensities and, additionally, to include
the beam shift effects, Goos-Hänchen shift and Fresnel filtering, in the ray
dynamics.
The beam shifts have a strong influence on the evolution of the ray trajec-
tories. The corrections to the position and angle at each reflection can destroy
properties of the trajectories imposed by the symmetry of the system, like the
conservation of angular momentum in a circular cavity. However, we find that
the symmetry properties of the predicted far-field emission are not affected.
As it results from a large ensemble of trajectories, it still reflects the symmetry
of the cavity.
Further, we have discussed that the far-field pattern of non-chaotic systems
is determined by the emission of the trajectories with the smallest nonzero
decay rates. Whereas, for chaotic systems, it is well known that the overlap of
the unstable manifold of the chaotic saddle with the leaky region determines
the far-field emission. In a chaotic system, the definition of a decay rate for a
single trajectory is not meaningful.
We find that the finite wavelength and curvature corrections have only
small, though maybe important, effects on the emission of chaotic systems as
long as they do not strongly affect the unstable manifold of the chaotic saddle
which is a very robust and universal feature of the chaotic dynamics. For non-
chaotic systems, the corrections, especially the explicit beam shift terms, can
have a significant influence as they disturb the regular motion and introduce





In this chapter we present another application of ray-optics, the ray-optical
description of triangular microlasers. In the first part, we discuss polygonal
billiards and microcavities in general, and triangular systems in particular.
Then we describe the extended ray-optical model which we apply to different
triangles with varying symmetry, starting with the highly symmetric equilat-
eral and right isosceles triangles, discussing other isosceles triangles and, lastly,
triangles without any symmetry.
4.1 Polygonal (optical) billiards
In contrast to the systems with smooth boundaries considered in the previous
chapter, polygons show sharp corners. The corner angles of a polygon take
to some extent the role of the deformation parameters that were used to pa-
rameterize the deviations from the circle of the systems discussed in the last
chapter. In this section, we discuss some of the most important properties of
classical polygonal billiards and of polygonal optical microcavities.
4.1.1 Properties of polygonal billiards
Polygonal billiards have been exhaustively studied in the field of pure mathe-
matics and mathematical physics, see, e.g., [51, 105–107] and references therein.
There is also a vast amount of literature dealing explicitly with billiard dynam-
ics in triangles and the intriguing mathematical details that this, seemingly
simple, problem poses, see, e.g., [108, 109] and references therein. It has been
shown that the properties of trajectories in generic triangular billiards display
a rich behavior depending crucially on the realized geometry [108, 110–113].
A polygon is called rational if all its internal angles are rational multiples
of pi, i.e., all angles can be written as ppi/q with p, q coprime integers. If
one of its internal angles is not a rational multiple of pi the polygon is called
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irrational. The billiard dynamics in a polygon crucially depends on the geom-
etry, especially, on the fact if it is rational or not. Although most polygons
are geometrically simple objects only few polygons exhibit integrable billiard
dynamics. It can be shown that only those polygons are integrable whose
internal angles are true fractions of pi, i.e., that can be written as pi/q with
integers q. This can be fulfilled only in rectangles and three kinds of triangles,
the equilateral triangle, the right isosceles triangle and the equilateral trian-
gle cut in half, i.e., the triangle with internal angles pi/2, pi/3 and pi/6 [109].
All other rational polygons have so-called pseudointegrable dynamics [114].
The term pseudointegrable was introduced by Berry and Richens and means
that “trajectories in the classical phase space explore two-dimensional invari-
ant surfaces which are generically not tori as in integrable systems but instead
have the topology of multiply-handled spheres” [114]. The billiard dynamics
in irrational polygons is supposed to be ergodic [115].
It is surprising that the dynamics of an irrational triangle and a generic
rational triangle is supposed to be different as every irrational triangle can be
approximated by a rational one to arbitrary precision (due to the fact that the
rational numbers are dense in the space of real numbers).
We will discuss triangles belonging to the different symmetry classes, with
integrable, pseudointegrable and ergodic classical dynamics.
4.1.2 Polygonal optical microcavities
As discussed in chapter 2, dielectric optical microcavities can be interpreted
as open billiards. Due to the unusual pseudointegrable dynamics of a generic
polygonal billiards the semiclassical treatment of polygons in the framework
of ray-wave correspondence is difficult [116]. However, it has been shown
that ray-wave correspondence is fulfilled if the system is “sufficiently open”
[117]. That means, a ray optics description can be applied to polygonal optical
microcavities with a rather low refractive index.
A semiclassical method that has been derived for polygonal billiards and
can be used to study the optical modes of (pseudointegrable) polygonal micro-
cavities is the so called superscar model [118]. It has been successfully applied
to various systems, e.g., to rectangles [118, 119], to squares and pentagons
[11], to hexagons [120] or to triangles [118, 121]. However, we will not use this
model in this work where the focus is on the prediction of the far-field emission
and not on the optical modes.
Going from the closed, hard-walled systems to open systems, the optical
microcavities considered here, poses another problem. Thinking in terms of
wave dynamics, the two systems have different boundary conditions, Dirichlet
and dielectric boundary conditions, respectively [20]. Whereas rectangles and
the three special triangles with Dirichlet boundary conditions have integrable
dynamics, their dynamics is no longer integrable when dielectric boundary con-
ditions are applied [122]. Hence, the electromagnetic boundary value problem
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can no longer be easily solved even for the simplest dielectric polygons.
Dielectric optical microcavities and microlasers in the shape of triangles
have been studied both experimentally and theoretically, see e.g., [119, 123–
125]. Our work is partly motivated by experiments performed in the group
of M. Lebental and J. Zyss at ENS Cachan [126]. They studied microlasers
in the shape of various triangles made from polymer thin-films doped with a
laser dye. We will refer to the experimental results where appropriate.
4.2 Extended ray-optical model
The methods for a ray-optical description of dielectric microcavities have been
discussed in detail in the last chapter for systems with curved boundaries.
Here, we shortly give the details that are needed for the description of polygonal
cavities with all planar boundaries. Further, we introduce the inclusion of
intensity amplification in the ray model to achieve a better description of
lasing cavities. The details about the implementation and the evaluation of
the ray model can be found in appendix A.
4.2.1 Basic ray optics
The usual ray optics simulations follow the rules of classical geometrical optics
using the laws of reflection and Snell’s law as well as the Fresnel coefficients.



















n1 = nn2 = 1
(b) Trajectory between con-
secutive bounces.
Figure 4.1: Schematics of a light ray propagating inside a polygonal dielectric
cavity. The cavity consists of an optically thicker material with
relative refractive index n = n2/n1 > 1 surrounded by an optically




























Figure 4.2: Intensity reflection and transmission coefficients at a planar inter-
face with relative refractive index n = 1.5 for both polarizations,
TE and TM. The critical angle χc ≈ 41.8◦ and the Brewster angle
(for TE polarization) χB = arctan(1/n) ≈ 33.7◦ are marked.
The reflected and transmitted intensities, Iref and Itrans, are obtained from
the incident intensity I in using the Fresnel equations [20]. At themth reflection





m = T (χm)I
in
m (4.1)
with the corresponding angle of incidence, χm, and the Fresnel reflection and
transmission coefficients, R(χ) and T (χ) = 1 − R(χ), shown in Fig. 4.2 for
TE and TM polarization. If not stated otherwise, we will use the relative
refractive index n = 1.5 typical for several types of glass and transparent
polymers throughout this chapter.
In the case of a passive cavity, the incident intensity is just the reflected
intensity of the last bounce, I inm = Irefm−1. We assume no absorption or scattering
losses inside the cavity, the only loss mechanism is transmission by refractive
escape through the resonator boundary.
4.2.2 Amplification in the ray model
We include amplification along the light path in order to extend the ray model
to active, lasing microcavities. To model gain in an active cavity, we assume
uniform pumping and a uniform distribution of the active medium throughout
the cavity. In previous works, this situation has been studied within a semi-
classical laser theory [127] or using the Schrödinger-Bloch model [90, 128, 129].
A non-uniform gain distribution in chaotic cavities has been studied in the ray
model in Ref. [101]. Generalizing the concept of Husimi functions [130] to ac-
tive cavities illustrated the role of amplification along the light trajectory, and
how transmission and reflection of light depend on the previously accumulated
intensity [129]. These findings suggest that amplification can be taken into
account in an effective manner.
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Here, we use an effective exponential laser gain model [131]. The incident
intensity in Eq. (4.1) is given by




where α > 0 is the gain coefficient of the active material and `optm = n`m is the
optical path length between the (m− 1)th and mth bounce. This means that
the intensity gain is proportional to the intensity Irefm−1 that enters the piece of
trajectory under consideration.
This simple model serves as an efficient way to include amplification in the
ray-optical description of microlasers although it neglects many effects that
appear in real lasers. For example, it does not account for intensity saturation
or for the lasing threshold of the active medium. In the ray model wave effects,
like the frequency dependence of the amplification coefficient or the overlap of
a mode with the gain profile, are naturally neglected.
In experiments with cavities made of a polymer doped with a laser dye,
the above stated assumptions are usually fulfilled. Uniform pumping can be
obtained when the cavities are optically pumped with a pump beam covering
the whole cavity area. An approximately uniform distribution of the dye in the
polymer matrix is ensured during the liquid phase processing of the material.
Finally, lasing modes can be assumed to be fully developed even in the case of
pulsed pumping as long as the photon round trip time is much shorter than
the pump pulse. Typical gain coefficients for thin dye-doped polymer layers
are of the order of magnitude of α ∼ 10 cm−1-100 cm−1 [132, 133].
Since the billiard dynamics in a triangle is not chaotic it does make sense to
define decay rates for the intensities of the ray trajectories in triangular optical
cavities as discussed in section 3.4. Combining the amplification, Eq. (4.2), and
the intensity decay, Eq. (3.4), we obtain the approximate time evolution of each
trajectory
Ij(`opt) ∼ I0e(α−κj)`opt (4.3)
where the index j denotes the chosen trajectory. The decay rate κj depends on
the precise trajectory, whereas, the amplification is the same for all trajectories
in the model used here. If the gain exactly balances the averaged refractive
losses of a given ray trajectory, α − κj = 0, the intensity stays approximately
the same for all times. The intensities of all other trajectories will either
increase (α > κj) or decrease (α < κj) with time.
4.2.3 Wave corrections
To account for finite wavelength effects in the ray-optical model we also dis-
cuss the influence of the beam shifts. For polygonal billiards only the Fresnel
filtering effect is of interest because the Goos-Hänchen shift leads simply to
a parallel shift of the ray along the interface which does not affect the far-



















(a) Fresnel filtering in reflection,  ≈ 0.05.
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(c) Fresnel filtering in reflection,  ≈ 0.10.
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(d) Fresnel filtering in transmission,  ≈
0.10.
Figure 4.3: Fresnel-filtering correction ∆χ at a planar interface calculated
from the expectation value approach according to Eq. (2.10) and
Eq. (2.14) discussed in section 2.2 for relative refractive index
n = 1.5 and a Gaussian beam according to Eq. (2.11) with two
different widths  (first and second row, respectively).
Goos-Hänchen shift corresponds to the uncorrected trajectory in a larger but
similar polygon. The angular shift induced by the Fresnel filtering, however,
can have a strong effect on the trajectories in the cavity and the directions of
the transmitted light.
The Fresnel filtering correction used here is calculated by the expectation
value approach discussed in section 2.2 for the reflected and the transmitted
beam. The transverse beam profile of the incident beam is a normal distri-
bution in the momentum p = sin(χ) according to Eq. (2.11). The resulting
angular shifts in reflection and transmission for two different distributions of
incident angles with a larger and a smaller standard deviation are shown in
Fig. 4.3.
The two different beam widths correspond to different cavity sizes. There is
no absolute length scale in the system, the cavity is described by the dimension-
less size parameter nkL and the beam by the dimensionless beam parameter
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. If the wavenumber k, or equivalently the wavelength λ = 2pi/k, is kept fixed
the cavity size can also be expressed by the effective size L˜ = L measured in
terms of the beam width. In this interpretation, a larger absolute cavity size
L is needed to obtain the same effective size L˜ for a smaller beam parameter
.
Including the Fresnel filtering effect in the ray model, the angles of reflection
and transmission are no longer given purely by the law of reflection and Snell’s
law but are given as a function of the angle of incidence, χref = χin+∆χrefFF(χin)
and χtrans = arcsin(n sin(χin)) + ∆χtransFF (χin).
4.2.4 Electromagnetic wave simulations
Full electromagnetic wave simulations of triangular optical microcavities have
been performed by Jakob Kreismann using the finite-difference time-domain
(FDTD) method [50]. In a first step, the resonant modes of the cavities are
calculated. Then, the far-field emission is determined for the longest-lived
modes where the life time is given in terms of the quality factor Q. As we
discuss in this section mostly systems with low relative refractive index the
light is poorly confined in the cavities. Thus, the modes decay very fast and
the quality factors are low.
Throughout this chapter, we refer to these wave simulations and the re-
sulting far-field emission or mode patterns are shown as a benchmark for the
ray-optical calculations. We use the comparison to the wave results, especially,
to test the finite size effects which are one of the main topics of this thesis.
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4.3 Equilateral triangle
The equilateral triangle is the triangle with the highest symmetry and shows
integrable billiards dynamics. Nevertheless, it is an interesting model system
to study the interplay of the optical properties and the geometry [50].
4.3.1 Maximum intensity trajectories
All billiards-trajectories in an equilateral triangle can be easily constructed.
Due to the symmetry, each trajectory is characterized by exactly three angles
of incidence χ1, χ2, χ3. Each trajectory is then given by a certain sequence
of the χi that depends sensitively on the initial condition (the starting direc-
tion chosen at a certain point on one side of the triangle). Clearly, a generic
trajectory will close only after infinite time and, therefore, is not periodic.
Let 0◦ ≤ χ1 < 30◦ be the initial angle of incidence, then χ2 = 60◦ − χ1 and
χ3 = −(60◦ + χ1) [110]. The sign of the angle χ specifies the directions of
the incoming and outgoing rays at the corresponding reflection point, where
the opposite sign changes the direction of the trajectory. The angle χ3 with
the largest absolute value always has the opposite sign in comparison to the
two smaller angles, χ1 and χ2. Trajectories with reversed signs in all an-
gles are equivalent except for their sense of rotation, we can thus restrict our
considerations to the case χ1 ≥ 0◦. An exemplary trajectory with starting
angle χ1 = 20◦ and the resulting angles χ2 = 40◦ and χ3 = −80◦ is shown in
Fig. 4.4(a). We note that the larger χ1 is, the less frequent occurs χ3 along the
trajectory sequence. The two limiting cases are the quasi-Fabry-Perot orbit
with χ1 = 0◦ and χ2/3 = ±60◦ (sequence χ1, χ2, χ1, χ3, χ1, . . . ) and the in-
scribed triangle (and the corresponding family of period-doubled orbits) with
(a) Trajectory in the closed system. (b) Trajectory in the open system with
transmission for refractive index n =
1.5.
Figure 4.4: Exemplary trajectory in an equilateral triangle with starting angle
χ1 = 20
◦ and the resulting angles χ2 = 40◦ and χ3 = −80◦.
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χ1 = χ2 = 30
◦ where χ3 does not occur any more.
So far, the intrinsic openness of the dielectric cavities has not been con-
sidered. As an example, we show the transmission due to refraction of the
trajectory with starting angle χ1 = 20◦ in Fig. 4.4(b). Now, we discuss which
of the possible trajectories are responsible for the emission characteristics of
the dielectric triangular cavity. We find that trajectories, which maximize the
reflected intensity inside the cavity, dominate the far-field emission. Although
these trajectories are, in general, neither periodic nor simple, they determine
the far-field emission for the following reason. For the equilateral triangle cav-
ities with relatively low refractive index considered here, at least one of the
angles of incidence lies below the critical angle since for n < 2 the critical an-
gle of total internal reflection is χc > 30◦. Therefore every possible trajectory
suffers refractive losses. In the long time limit, trajectories which retain the
most reflected intensity inside the cavity will dominate the far-field emission.
In other words, trajectories are favored that minimize their decay rate.
In Fig. 4.5 we show the decay rates of the trajectories in an equilateral
triangle cavity with relative refractive index n = 1.5 with critical angle χc ≈
41.8◦ and Brewster angle χB = arctan(1/n) ≈ 33.7◦. Similar to Fig. 3.21
we show the decay rate for each trajectory in color code at the position of its
initial condition given by the position s on the boundary and the incident angle
χ. The boundary coordinate s is chosen to start in one of the three corners
and s = 1 corresponds to the full perimeter of the cavity. As no trajectory
is confined inside the cavity by total internal reflection, we find κ > 0 for all
initial conditions. In general, the decay rates found here are much higher than
the decay rates found for the deformed disk cavity discussed in the previous
chapter (cf. Fig. 3.21) which is due to the lower refractive index considered
here.
In the close-up on the initial conditions of the trajectories with small decay
rates, right panels of Fig. 4.5, we can identify the trajectories which minimize
the averaged refractive losses along their path. For TE polarization, we find
the smallest decay rates for initial incident angles χ ≈ 0◦ and χ ≈ ±60◦
almost independent of the position on the boundary. These initial conditions
belong to a family of simple periodic trajectories, the so-called quasi-Fabry-
Perot trajectories shown in Fig. 4.6. For TM polarization, the smallest decay
rates are found for trajectories with initial incident angles χ ≈ ±18◦, χ ≈ ±42◦,
and χ ≈ ±78◦ for all initial positions on the boundary. These initial conditions
also belong to only one family of trajectories, two representatives of this family
are shown in Fig. 4.6.
In the case of the equilateral triangle where we can easily construct each
trajectory we can also understand qualitatively which trajectories retain the
highest intensity. We demand that the angle χ1 with 0◦ ≤ χ1 < 30◦ yields
maximum reflectivity under the constraint that χ2 and χ3 remain above the
critical angle contributing no refractive loss due to total internal reflection.




Figure 4.5: Decay rates of the trajectories in an equilateral triangle cavity
with relative refractive index n = 1.5 (χc ≈ 41.8◦, χB ≈ 33.7◦).
Left: Decay rates of all trajectories. The vertical lines denote the
positions of the corners. Right: Close-up on smallest nonzero decay
rates, only for rays starting on one of the three sides with positive
angle of incidence (all remaining initial conditions are connected
by symmetry). Note the different color scales in all four panels.
trajectories are depicted in Fig. 4.6 for both polarizations. For TE polariza-
tion, the highest reflectivity in the interval allowed for χ1 is given for normal
incidence, due to the vanishing reflectivity at the Brewster angle. This leads
to the quasi-Fabry-Perot trajectories with χ1 = 0◦, χ2 = 60◦, χ3 = −60◦. For
TM polarization, however, the reflection coefficient increases monotonically.
The angle χ1 ≈ 18◦ is the highest possible angle such that the next angle
χ2 = 60
◦ − 18◦ = 42◦ is (just) above the critical angle. The corresponding
maximum intensity trajectories with χ1 = 18◦, χ2 = 42◦, χ3 = −78◦ are not
simply periodic.
The emission of these maximum intensity trajectories is indeed found to
dominate the far-field emission of the equilateral triangle which is discussed in
detail in the following sections.
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Figure 4.6: Left: The intensity reflection coefficient R(χ) for relative refractive
index n = 1.5 for both polarizations, TE and TM. The intervals of
possible incident angles in the equilateral triangle are marked by
shading. The triangles and diamonds denote the incident angles of
the maximum intensity trajectories for TE and TM polarization,
respectively. Right: Examples of the families of maximum inten-
sity trajectories for both polarizations. Quasi-Fabry-Perot orbits
with χ1 = 0◦, χ2 = 60◦, χ3 = −60◦ for TE polarization. Non-
periodic trajectories with χ1 = 18◦, χ2 = 42◦, χ3 = −78◦ for TM
polarization.
4.3.2 Influence of amplification
In Fig. 4.7, we show the far-field emission of the equilateral triangle cavity
calculated from usual, passive ray optics for both polarizations. The intensity is
scaled such that the maximum equals 1 in each case. To obtain these results an
ensemble of 600 000 rays (100 000 on each side in both directions) is propagated
through the cavity for 200 reflections with the boundary. The initial conditions
are uniformly distributed in angle and position on one of the three sides and
symmetrized with respect to the symmetry of the cavity. The initial intensity of
each ray is 1. We collect the transmitted intensities in some time interval τ1 ≤
t ≤ τ2 to calculate the far-field intensity distribution. The time is measured
by the distance a light ray has traveled. We find the calculated far-field to be
independent of the end time τ2, however, it can be dependent of the starting
time τ1. Therefore, we show the far-field for different starting times in Fig. 4.7.
For TM polarization (see Fig. 4.7(b)), the calculated far-field is almost
independent of the chosen time interval and can be nicely explained by the
predicted family of maximum intensity trajectories. The angle of incidence
χin = 18
◦ leads to the angle of transmission χref = arcsin(n sin(χin)) ≈ 27.6◦.
Taking into account the threefold symmetry of the cavity and the two possible
traveling directions along the trajectory, gives the six observed far-field angles.
In the case of TE polarization (see Fig. 4.7(a)), however, the calculated
far-field emission shows a strong sensitivity on the time interval used to collect




Figure 4.7: Far-field emission of the equilateral triangle from usual, passive ray
optics. The far-field is collected in the time interval τ1 ≤ t ≤ τ2
with τ1 varied and τ2 = 86nL/c for all curves. Time is given in
units of the optical path length, with the length L of one triangle
side and c/n the speed of light in the medium. The inset in (b)
defines the far-field angle φ and the orientation of the triangle with
respect to the coordinate system.
the sides as expected for the quasi-Fabry-Perot trajectory. Depending on the
chosen starting time, however, other directions have a significant contribution.
Hence we cannot deduce a reliable prediction from the ray calculations.
To understand this behavior, we have to take a closer look at the possible
trajectories in the triangular cavity. In contrast to the chaotic cavities dis-
cussed in the last chapter where a trajectory can be confined inside the cavity
for a long time before it is eventually partially transmitted, every trajectory in
the equilateral triangle with low refractive index transmits some intensity at
least at every third reflection. That means that the intensity of every ray de-
creases rapidly. If several families of trajectories that lead to different far-field
directions have comparable intensities but emit intensity at different times, the
observed far-field emission depends very much on which of these trajectories
transmits the highest intensity in the chosen time interval.
To make this point clearer we look at the quasi-Fabry-Perot trajectory
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Figure 4.8: Sample trajectories that contribute to the far-field emission for TE
polarization.
which is the maximum intensity trajectory for TE polarization and some other
trajectories with angles χ1 ≤ 9◦ which are expected to retain only slightly
lower intensity. Examples of the families of these trajectories are depicted in
Fig. 4.8 for a small number of reflections. The transmitted intensity of an
ensemble of trajectories belonging to these families is plotted in Fig. 4.9 for
a small interval of pathlengths corresponding to the starting times τ1 used
to calculate the far-field of Fig. 4.7. If we start to collect the transmitted
intensities from this ensemble of trajectories in different intervals of time we
see that the different families of trajectories contribute with varying weight to
the accumulated intensity depending on the starting time.
We will look more closely at two examples. Firstly, we sum up the inten-
sities that are transmitted for times t ≥ 68nL/c. In this case, we find that
the quasi-Fabry-Perot trajectories with χ1 = 0◦ give the highest contribution.
However, trajectories with χ1 > 0◦ also have a non-negligible contribution.
Thus we expect broad emission peaks with the maximum perpendicular to the
sides of the triangle showing also contributions at angles tilted to the bound-
ary normals. Secondly, we collect the intensities transmitted after t = 72nL/c.
Then, the highest intensities come from trajectories with χ1 & 4◦ and the con-
tributions from the quasi-Fabry-Perot trajectories are approximately one order
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(a) Standard (passive) ray optics. (b) Active ray optics.
Figure 4.9: Transmitted intensities in a small interval of time of trajectories
that retain high intensity in the equilateral triangle for TE polar-
ization.
of magnitude smaller than the maximum contribution. From this we expect
the maximum far-field emission in directions tilted with small angles towards
the boundary normals and suppressed emission directly perpendicular to the
sides of the cavity. These two examples explain the far-field plotted as dashed
lines in Fig. 4.7 (blue dashed: τ1 = 68nL/c, red dashed: τ1 = 72nL/c) and
similar argumentation applies for other time intervals.
After a very long time, the family of maximum intensity trajectories will
eventually outperform all other trajectories. For practical reasons, however,
the calculations cannot be done for indefinitely long times. Especially the
rapidly decreasing intensities limits the maximum number of reflections for
which reasonable and numerically reliable results can be obtained.
We find that this problem can be solved if amplification in the active mate-
rial is included in the ray simulation. The far-field pattern calculated from the
ray model including amplification according to Eq. (4.2) is shown in Fig. 4.10.
The gain coefficient is chosen to be α = 3L−1 where L is the length of one
side of the triangle, all other parameters are the same as in the passive cal-
culation. The far-field emission pattern for TM polarization does not change
qualitatively compared to the passive case. For TE polarization, however, the
emission is now independent of the interval used to calculate the far-field inten-
sities. It shows emission lobes perpendicular to the triangle sides as expected
from the maximum intensity trajectories.
In the active case, in contrast to the passive case, the quasi-Fabry-Perot
trajectories contribute the highest intensity to the far-field in every (sufficiently
long) interval of time. As the intensity amplification is proportional to the
current intensity in the trajectory, the maximum intensity trajectories are
amplified most strongly. This self-enhancing effect narrows the distribution of
trajectories that contribute to the far-field. Consequently, the directionality
is enhanced and the influence of the transition time, before the simulated
measurement starts, is diminished. This can also be seen if we look at the
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(a) TE polarization. (b) TM polarization.
Figure 4.10: Far-field emission of the equilateral triangle from ray optics in-
cluding intensity amplification according to Eq. (4.2) with α =
3L−1 where L is the length of one side of the triangle. The
same time intervals for collecting the transmitted intensity as in
Fig. 4.7.
transmitted intensities of the sample trajectories shown in Fig. 4.9(b).
For TM polarization the difference in intensity of the maximum intensity
trajectory and slightly deviating ray trajectories is larger than for TE polar-
ization, hence, the emission peaks are narrow even without amplification and
the transition time does not play a role from the beginning. Consequently, the
amplification has no qualitative effect on the far-field emission. However, it
still has a quantitative effect leading to considerably higher total intensities.
Thus, the active ray description introduced here yields more reliable results in
the case of the highly lossy cavities made of low refractive index material (see
also [50]).
From this argumentation we can also deduce the necessary gain coefficient
α. It has to be chosen sufficiently large that at least the intensity of the
maximum intensity trajectory increases in time.
4.3.3 Influence of beam shifts
In this section, the influence of the wave corrections, here only the Fresnel
filtering effect, on the far-field emission of the equilateral triangle is discussed.
For TE polarization, the correction terms shown in Fig. 4.3 included in an
amended ray optics description do not have any influence on the far-field
emission pattern. Therefore, it is not shown here. As discussed above, the
far-field emission for TE polarization is dominated by the quasi-Fabry-Perot
orbits which have incident angles far away from the critical angle where the
wave corrections are small. Thus, the influence of the Fresnel filtering effect
on these trajectories is small and other trajectories are not influenced strong
enough to gain importance.
For TM polarization, however, the Fresnel filtering effect has a strong influ-
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(a) Far-field in polar plot. (b) Far-field.
Figure 4.11: Influence of wave effects on the far-field emission of an equilateral
triangle cavity for TM polarization. Far-field for TM polarization
from pure ray optics (black) and from amended ray optics with
moderate (red) and strong (blue) Fresnel filtering corrections in-
cluded, see Sec. 4.2.3 for details concerning the correction terms.
The far-field is calculated after a transition time of τ = 10nL/c.
ence on the far-field emission characteristics. Figure 4.11 shows a comparison
of the far-fields calculated from usual ray optics (black curves) and amended
ray optics including both, the moderate (red curves) and the strong (blue
curves), Fresnel filtering corrections given in Fig. 4.3. The maximum intensity
trajectory that has been found to be mainly responsible for the far-field emis-
sion of TM polarized light has one incident angle close to the critical angle
where the wave corrections are strong. This explains the deviations between
the results of the usual and the amended ray optics. For large Fresnel filtering
corrections, i.e. small cavities, the perturbation of the trajectories is so strong
that the quasi-Fabry-Perot orbits give a small additional contribution to the
far-field leading to small emission peaks perpendicular to the triangle sides.
This finding is interesting as the wave corrections are typically larger for
TE polarized light. Hence, finite wavelength effects are observed more often
for TE polarization than for TM polarization. The exceptional structure of the
equilateral triangle leads to the opposite effect. Whereas the far-field emission
of TE polarized light is not affected, we observe here a large influence of the
Fresnel filtering effect for TM polarization.
4.3.4 Comparison to wave simulations and experiment
Now, we compare the predictions made from the ray-optical description of
the equilateral triangle to results from experiment and wave simulations. In
the experiment [126], the triangular microlasers only emit TE polarized light.
For the equilateral triangle, they find narrow emission peaks perpendicular
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Figure 4.12: Mode patterns obtained from full electromagnetic wave simula-
tions in the equilateral triangle cavity for both polarizations, TE
and TM, in comparison with the predicted maximum intensity
trajectories. The wave patterns show the modes used to cal-
culate the far-fields in Fig. 4.13. Wave simulations courtesy of
J. Kreismann.
to the triangle sides what is also found here with the ray model including
amplification.
We can also estimate if the gain coefficient that we have chosen above is
reasonable in comparison to the experiment. The equilateral triangle used
in the experiment has a side length L ≈ 300µm [126]. Our gain coefficient
then corresponds to α = 3L−1=ˆ100 cm−1. Although the gain coefficient is not
reported in [126], the value is in line with values reported for similar dye doped
polymer lasers [132, 133].
In Fig. 4.12, the mode patterns of the longest-lived modes of the wave sim-
ulations are shown together with examples of the predicted maximum intensity
trajectories. The qualitative agreement between the wave and ray patterns fur-
ther illustrates the correspondence of the two approaches. The low Q-factors
of the modes, Q = 85 for the TE polarized mode and Q = 230 for the TM
polarized mode, corresponding to low life times reflect the poor confinement
of the light inside the cavity which is expected for the low relative refractive
index.
Figure 4.13 shows a comparison of the far-field emission obtained from
ray optics and from the longest-lived modes of the wave simulations. For
TE polarization the two results agree well. The wave simulation also yields
emission perpendicular to the triangle sides. For TM polarization, however,
the result of the uncorrected ray-optics description, given by the black curve
in the figure, does not agree well with the result of the simulation. The finite
wavelength is not negligible in this case and the results of the amended ray
optics including moderate wave corrections, given by the red curve, yields good
agreement with the simulation. The need for wave-corrections is obvious as ray
optics is strictly only valid in the limit kL→∞, whereas the wave simulations
are performed in the regime kL ≈ 100.
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(a) TE polarization, ray (left) and wave (right) results.
(b) TM polarization, ray (left) and wave (right) results.
Figure 4.13: Far-field emission patterns of the equilateral triangle cavity ob-
tained from ray optics including amplification and from electro-
magnetic wave simulations for both polarizations, (a) TE and
(b) TM. The wave results are calculated from the mode with the
longest life-time in the cavity. The dimensionless wave numbers
and quality factors of the corresponding modes are Re(kL) ≈ 81,
Q = 85 for TE and Re(kL) ≈ 96, Q = 230 for TM where k is
the wavenumber and L is the side length of the triangle. The
additional red curve in the ray optics result for TM polarization
shows the result of amended ray optics including moderate Fres-
nel filtering, see Sec. 4.2.3 for details concerning this correction.
Wave simulations courtesy of J. Kreismann.
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4.3.5 Influence of the refractive index
So far, we have discussed the equilateral triangle only for the relative refractive
index n = 1.5. The construction of the maximum intensity trajectories relies
strongly on the position of the critical angle with respect to the angles of the
possible trajectories. Therefore it is interesting to study the equilateral triangle
also for different refractive indices.
For small relative refractive indices n < 2 the argumentation leading to
the maximum intensity trajectory is similar as in the discussion given above.
This line of thought leads to the quasi-Fabry-Perot orbits as the maximum
intensity trajectory for TE polarization. For TM polarization, the reflectivity
is maximized for a trajectory with χ2 just above the critical angle and the
corresponding angle χ1 = 60◦ − χ2 determines the emission directions.
As another example for a small refractive index, we have chosen n = 1.75
with critical angle χc ≈ 34.9◦. The calculated far-field emission for this system
(a) n = 1.75, TE polarization. (b) n = 1.75, TM polarization.
(c) n = 3.3, TE polarization. (d) n = 3.3, TM polarization.
Figure 4.14: Far-field emission patterns of the equilateral triangle cavity with
two different refractive indices obtained from ray optics including
amplification for both polarizations, TE and TM. The inset in
(b) defines the far-field angle φ and the orientation of the triangle
with respect to the coordinate system.
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Figure 4.15: Maximum intensity trajectory in the equilateral triangle with rel-
ative refractive index n = 1.75 for TM polarization, angles of
incidence χ1 = 25◦, χ2 = 35◦, χ3 = −85◦.
is shown in Fig. 4.14(a) and (b). For TE polarization, we find again emission
peaks perpendicular to the triangle sides which shows that the far-field emission
is indeed dominated by the family of quasi-Fabry-Perot orbits. The predicted
maximum intensity trajectory for TM polarization is the trajectory with χ1 ≈
25◦, χ2 ≈ 35◦, χ3 ≈ −85◦ shown in Fig. 4.15. The resulting angle of refraction
χout = arcsin(n sin(χ1)) ≈ 47.7◦ together with the symmetry of the triangle
explains nicely the observed intensity distribution in Fig. 4.14(b).
For larger refractive indices, n ≥ 2, the critical angle is χc ≤ 30◦. Thus,
there exist trajectories in the equilateral triangle which are confined inside the
cavity by total internal reflection for all times. The maximum intensity tra-
jectories are now those trajectories that never leave the cavity which, however,
do not contribute to the far-field. The emission is expected to be dominated
by the trajectories with the smallest non-vanishing transmission. These are
the trajectories with χ1 just slightly below the critical angle leading to trans-
mission parallel to the sides of the triangle independent of the precise position
of the critical angle. In Fig. 4.14(c) and (d) we show the calculated far-field
emission for an equilateral triangle with n = 3.3. The intensity distribution is
indeed explained by emission parallel to the sides of the cavity. This is found
true for all refractive indices n ≥ 2.
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4.4 Right isosceles triangle
The right isosceles triangle is the second example of a triangle with classical
integrable dynamics. In contrast to the equilateral triangle, it shows only one
symmetry, the mirror symmetry with respect to the height perpendicular to
the hypotenuse. As it is a half of a square, known properties from square
resonators can be translated to the right isosceles triangle.
4.4.1 Trajectories
For the construction of possible trajectories in the right isosceles triangle it
is sufficient to restrict the initial conditions to points on one half of the hy-
potenuse and positive starting angles α < 45◦. Along the path, reflections oc-
cur at the legs with ±(45◦±α) and at the hypotenuse with ±α and ±(90◦−α).
All other trajectories are related by symmetry to such a trajectory. Some sam-
ple trajectories are shown in Fig. 4.16
From this construction of the possible trajectories it is seen that there is
no trajectory that is completely trapped inside the cavity by total internal
reflection. In the right isosceles triangle with relative refractive index n = 1.5
every trajectory suffers refractive losses. From the decay rates in Fig. 4.17 we
(a) Quasi-diamond trajectory. (b) Quasi-Fabry-Perot trajectory.
(c) High intensity trajectory for TM
polarization.
(d) Trajectory exhibiting “grazing
emission”.
Figure 4.16: Trajectories in the right isosceles triangle for relative refractive





Figure 4.17: Decay rates κ of the trajectories in a right isosceles triangle cavity
with relative refractive index n = 1.5 (χc ≈ 41.8◦, χB ≈ 33.7◦).
The boundary coordinate s is scaled that the perimeter of the
cavity equals 1, it runs first over the hypotenuse and then over
the two legs. The vertical lines denote the positions of the corners.
Left: Decay rates of all trajectories. Right: Close-up on smallest
nonzero decay rates, only for rays starting with positive angle
of incidence (the remaining initial conditions are connected by
symmetry). Note the different color scales in all four panels.
infer the trajectories with the lowest averaged losses which are expected to
dominate the far-field emission. For both polarizations, we find small decay
rates for initial angles χ ≈ 0◦ and χ ≈ ±90◦ for starting positions on the
hypotenuse and for initial angles χ ≈ ±45◦ on the legs. The initial conditions
χ = 0◦ on the hypotenuse and χ = 45◦ on the legs lead to the family of quasi-
diamond trajectories as shown in Fig. 4.16(a). However, trajectories with
slightly deviating initial conditions like the one shown in Fig. 4.16(c) have
comparably low decay rates like the simple periodic quasi-diamond trajectory.
It is easily understood that slight deviations from the quasi-diamond tra-
jectory starting from the hypotenuse with a small angle α 6= 0 retain almost
the same intensity as the original periodic trajectory, as long as the next angle
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of incidence at the leg (45◦−α) stays above the critical angle χc ≈ 41.8◦ which
is the case for α < 3.2◦. For TM polarization, the reflected intensity that stays
in the cavity is even a bit larger for these non-periodic trajectories, as the
reflection coefficient is monotonically increasing. For TE polarization, how-
ever, the reflection coefficient decreases for small angles and the trajectories
deviating slightly from the quasi-diamond trajectory are less confined in this
case. Thus, the maximum intensity trajectories for the right isosceles cavity
with relative refractive index n = 1.5 are the quasi-diamond trajectory for TE
polarization and slight deviations thereof with α ≈ 3.2◦ for TM polarization.
Further, we expect that the trajectories with starting angle α < 3.2◦ will play
an important role for both polarizations.
If the angle α is only slightly larger the refractive loss at the legs is still
small and the transmitted light is almost parallel to the legs giving rise to
emission in the far-field directions ±45◦ and ±135◦. An example of such a
trajectory is shown in Fig. 4.16(d). Although these trajectories suffer stronger
losses than the maximum intensity trajectories their decay rates are still small
and they can have a non-negligible contribution to the far-field emission.
The second family of simple periodic trajectories, the quasi-Fabry-Perot
trajectories (see Fig. 4.16(b)) with angles χ = ±45◦ on the hypotenuse and χ =
0◦ on the legs, have considerably higher decay rates. Thus, such trajectories
are not expected to have significant contribution to the far-field.
A similar scenario has been studied in detail in experiments with square
dielectric resonators made of a n ≈ 1.5-material [134, 135]. There, the periodic
diamond-orbit (χin = 45◦ on all sides) is completely confined by total internal
reflection. However, emission parallel to the sides of the square is found which
can be explained by open trajectories that deviate slightly from the diamond-
orbit such that the angle of incidence on two parallel sides χin1 = 45◦ −  is
slightly below the critical angle and the incident angle on the remaining two
sides χin2 = 45◦ +  is still well above the critical angle. As the right isosceles
triangle is just a square cut in half, the effect that happens at the sides of the
square happens here at the legs of the triangle. Only the boundary imposed
by the hypotenuse no longer allows for complete confinement by total internal
reflection.
4.4.2 Far-field emission
The far-field emission of the right isosceles triangle calculated from the ray
model with and without amplification after different transition times is shown
in Fig. 4.18 for both polarizations. The intensity is scaled such that the maxi-
mum intensity corresponds to 1. The far-field pattern is, indeed, dominated by
the emission of the predicted maximum intensity trajectories. For TE polar-
ization, the main emission peak is perpendicular to the hypotenuse (the −90◦-
direction) as expected from the quasi-diamond orbit shown in Fig. 4.16(a). For
TM polarization, the emission is also mainly perpendicular to the hypotenuse
98
(a) TE polarization. (b) TM polarization.
Figure 4.18: Far-field emission of the right isosceles triangle from ray optics
with amplification (gain coefficient α = 3L−1 where L is the
length of the hypotenuse) for both polarizations, TE and TM.
Insets: Intensity on a logarithmic scale. The additional inset in
(a) defines the far-field angle φ and the orientation of the triangle
with respect to the coordinate system.
but with the highest emission in slightly tilted directions. In the close-up,
small contributions in the directions ±45◦ and ±135◦ are seen additionally for
both polarizations. For TE polarization, these additional peaks in the upper
half-plane are higher than the peaks in the lower half-plane. This leads to
the conclusion that both families of trajectories, the quasi-Fabry-Perot orbits
shown in Fig. 4.16(b) and the small deviations from the quasi-diamond orbits
with grazing emission shown in Fig. 4.16(c) make a small contribution here.
For TM polarization, however, the peaks in the upper and the lower half-plane
have almost the same height, thus, they are better explained by the grazing
emission of the small deviations from the family of quasi-diamond orbits. This
confirms the prediction of the maximum intensity trajectories discussed in the
previous section.
Here, we show only the results of the active ray optics. In this example,
the amplification in the ray description has only a small qualitative effect on
the calculated far-field emission. However, the amplification has a considerable
quantitative effect on the total intensity, leading to more reliable results, as
already mentioned in the discussion of the influence of amplification in the last
section.
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4.4.3 Influence of beam shifts
Now, we examine the influence of wave corrections to the ray-optical descrip-
tion of the right isosceles triangle. The effect of the Fresnel filtering on the ray
trajectories and on the far-field emission is discussed.
Figure 4.19 shows two sample trajectories resulting from Fresnel filtering
corrected ray optics in the right isosceles triangle cavity. These ray trajectories
are not exceptional but rather the rule for both polarizations and a broad range
of initial conditions. The trajectories are pulled towards the quasi-diamond
and the quasi-Fabry-Perot trajectories although their initial conditions are far
from the initial conditions of the two periodic orbits. This effect is unique to
the right isosceles triangle with relative refractive index around n ≈ 1.5. There,
the incident angle of 45◦ occurring in both simple periodic orbits is close to the
critical angle. The Fresnel filtering effect is strongest around the critical angle
and this large angular shift leads to a stabilization of the trajectories with on
one of the two simple periodic trajectories. The fact that Fresnel filtering in
reflection for TE polarization is negative below the critical angle due to the
Brewster angle (cf. Fig. 4.3) accelerates this effect further for this polarization.
It has been proven that all periodic trajectories in right triangles are un-
stable [111, 112]. The inclusion of wave corrections into an amended ray optics
model gives here, in the case of the right isosceles triangle, a mechanism to
stabilize two short periodic trajectories, the quasi-diamond and the quasi-
Fabry-Perot trajectory.
The stabilization of the trajectories on the two simple periodic trajectories
is also reflected in the far-field emission shown in Fig. 4.20 calculated with the
amended ray optics model. The emission is strongly suppressed in directions
(a) Trajectory stabilized on a quasi-
Fabry-Perot trajectory.
(b) Trajectory stabilized on a quasi-
diamond trajectory.
Figure 4.19: Influence of the Fresnel filtering correction on the ray trajecto-
ries in the right isosceles triangle cavity with relative refractive
index n = 1.5. Two ray trajectories subject to the strong Fresnel
filtering correction shown in Fig. 4.3(c) and (d).
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(a) TE polarization. (b) TM polarization.
Figure 4.20: Influence of wave effects on the far-field emission of the right
isosceles triangle cavity for both polarizations. Far-field calcu-
lated from pure ray optics (black) and from amended ray optics
including the moderate (red) and strong (blue) Fresnel filtering
corrections given in Fig. 4.3 (moderate: panels (a), (b); strong:
panels (c), (d)), see Sec. 4.2.3 for details concerning the correction
terms. The intensity is plotted on a logarithmic scale.
other than the directions perpendicular to the triangle sides expected from the
quasi-diamond and the quasi-Fabry-Perot trajectories. This effect is enhanced
for larger correction terms.
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4.4.4 Comparison with wave simulations and experiment
Now, the results from the ray model are compared to the results from simula-
tion and experiment. The longest-lived modes with dimensionless wavenumber
Re(kL) ≈ 100 resulting from full electromagnetic wave simulations are shown
in Fig. 4.21. A comparison with the ray trajectories shown in Fig. 4.16(a)
and (c) which are predicted to dominate the far-field yields a good qualitative
agreement. The mode patterns strongly resembles the quasi-diamond trajec-
tory predicted to dominate the far-field. Further, a contribution that reminds
of “grazing emission” can be seen. However, this contribution appears only in
two directions, not in all four directions expected from a trajectory as the one
shown in Fig. 4.16(c).
The far-field emission obtained from the wave simulations is shown in
Fig. 4.22 for both polarizations. The main emission peak perpendicular to
hypotenuse agrees well for both approaches, however, some discrepancies are
seen for the minor emission directions. The grazing emission contribution in
the lower half-plane at the far-field angles −45◦ and −135◦ are considerably
higher in the wave simulations than expected from ray calculations for both
polarizations. For TM polarization, the four small emission contributions at
±45◦ and ±135◦ are expected to be equally strong, whereas, the wave simula-
tion yields higher peaks in the lower half-plane than in the upper half-plane.
For TE polarization, the ray model predicts even the reverse trend for the
heights of the four small emission contributions compared to the contributions
found in the wave simulation. These discrepancies cannot be explained by
finite wavelength effects as the inclusion of the Fresnel filtering corrections
suppresses the peaks at −45◦ and −135◦. Additionally, we observe some small













Figure 4.21: Highest Q-modes with kL ≈ 100 (L is the length of the hy-
potenuse) for the right isosceles triangle resulting from full elec-
tromagnetic wave simulations. Here, the triangle is differently
oriented than in the rest of the section. Courtesy of J. Kreis-
mann.
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(a) TE polarization. (b) TM polarization.
Figure 4.22: Far-field emission of the right isosceles triangle with relative re-
fractive index n = 1.5 from wave simulations (courtesy of J. Kreis-
mann). The plotted result is the average over the far-field of the
two modes for each polarization shown in Fig. 4.21. Inset: Close-
up for small intensities.
We also find good agreement with the experimental far-field [126] where
only TE polarization is examined. There also a strong peak perpendicular to
the hypotenuse and minor peaks in both directions parallel to the legs were
observed. The small peaks in the upper half-plane were found to be larger than
the contribution in the lower half-plane, what is also seen in our ray model for
TE polarization.
In the experiment [126], photographs have been taken of the triangular
cavities while they emit light. For the right isosceles triangle, the whole hy-
potenuse and the lower part of the legs close to the hypotenuse are found to
glow brightly. The emission from the family of quasi-diamond trajectories ex-
plains the glowing of the whole hypotenuse in the photograph. The partial
glowing of the legs can be explained in the following. A trajectory starts close
to one end of the hypotenuse with a small angle towards the nearby leg. After
being reflected from the leg it can reach the hypotenuse under a very large
angle of incidence before going to the next leg. This feature is also seen in
Fig. 4.16(c). This long optical path, significantly longer than going directly
from one leg to the other, without losses leads to preferential amplification of
such paths. However, only a very restricted interval of initial conditions leads
to trajectories that have low refractive loss on the leg and an additional reflec-
tion on the hypotenuse with large angle of incidence. This might explain why
the leg in the photograph only glows in the lower part close to the hypotenuse.
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4.5 Other isosceles triangles
All isosceles triangles (other than the exceptional equilateral triangle) belong
to the same symmetry class possessing one mirror axis. However, only the
right isosceles triangle discussed in the previous section is integrable. All other
isosceles triangles are pseudo-integrable or ergodic depending on whether the
angles are rational or irrational. Several isosceles triangles shown in Fig. 4.23
will be discussed here, the two acute triangles with vertex angles γ = 50◦
and γ = 70◦ and the three obtuse triangles with γ = 100◦, γ = 110◦ and
γ = 120◦. The corner points, P1 = (−L
√
tan(γ/2), 0), P2 = (L
√
tan(γ/2), 0),
and P3 = (0, L/
√





Figure 4.23: Isosceles triangles with vertex angles 50◦, 70◦, 100◦, 110◦ and 120◦
(black, from top to bottom) and the special cases, equilateral and
right isosceles triangle, with 60◦ and 90◦, respectively (red). All
triangles have equal area. Gray: Definition of the far-field angle φ
and the orientation of the triangles with respect to the coordinate
system.
For a generic isosceles triangle, we cannot construct the maximum inten-
sity trajectories as easily as for the equilateral or the right isosceles triangle.
However, they can be found by looking at the intensities of a large ensemble of
trajectories after some time. To calculate the far-field of the isosceles triangles
we use an ensemble of 60 000 rays that are propagated through the cavity for
300 reflections with α = 2L−1 as the gain coefficient. From this dataset we
identify the trajectories that retain the highest intensities inside the cavity.
We can infer the maximum intensity trajectories from the initial conditions
of these trajectories. This method is used in the following for the different
isosceles triangles shown in Fig. 4.23.
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(a) TE polarization. (b) TM polarization.
Figure 4.24: Far-field emission of the isosceles triangle with γ = 50◦.
4.5.1 Isosceles triangle with vertex angle 50◦
The calculated far-field emission patterns of the acute isosceles triangle with
vertex angle γ = 50◦ are shown in Fig. 4.24 for both polarizations. The
far-field characteristics are very similar for both polarizations showing two
emission peaks in the upper half plane in the directions perpendicular to the
legs (at 25◦ and 180◦ − 25◦ = 155◦) and to peaks in the lower half plane at
approximately 270◦ ± 23◦.
From these emission directions we can already guess the responsible families
of trajectories, the quasi-Fabry-Perot and the generalized quasi-Fabry-Perot
trajectory shown in Fig. 4.25. Nevertheless, we want to deduce the maximum
intensity trajectories from the data. To this end, we examine the decay rates of
the trajectories shown in Fig. 4.26. The vertical lines in the figure correspond
to the corners of the triangle such that it can be easily distinguished which
(a) Quasi-Fabry-Perot trajectory, start-
ing with χ = ±65◦ at point (0, 0)
(center of the baseline).
(b) Generalized quasi-Fabry-Perot tra-
jectory, starting with χ = ±15◦ at
point (0, 0) (center of the baseline).
Figure 4.25: High intensity trajectories in the isosceles triangle with γ = 50◦.
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(a) TE polarization. (b) TM polarization.
Figure 4.26: Decay rates κ of the trajectories in the isosceles triangle with
γ = 50◦ with relative refractive index n = 1.5 (χc ≈ 41.8◦,
χB ≈ 33.7◦). The decay rates are plotted only for the 50% of the
trajectories starting with positive angle of incidence that have the
smallest decay rates. The boundary coordinate s is scaled that
the perimeter of the cavity equals 1, it runs first over the baseline
and then over the two legs. The vertical lines denote the positions
of the corners.
intervals of the boundary coordinate belong to the baseline and the two legs,
respectively. The start and the end of the boundary coordinate is chosen to
be the lower left corner. Here and in the following, we no longer show the
decay rates of all trajectories as in the previous cases but only those of the
trajectories starting with positive initial angles, χ ≥ 0, and having low decay
rates.
We find the smallest losses for trajectories that start with χ = 0◦ or χ = 50◦
on the legs or with χ = 15◦ on the baseline. These initial conditions, indeed,
lead to the families of the quasi-Fabry-Perot and the generalized quasi-Fabry-
Perot trajectories. One representative of each of the two families is shown in
Fig. 4.25. The emission directions from these families of maximum intensity
trajectories nicely explain the far-field emission.
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(a) TE polarization. (b) TM polarization.
Figure 4.27: Far-field emission of the isosceles triangle with γ = 70◦.
4.5.2 Isosceles triangle with vertex angle 70◦
The same arguments are now applied to the isosceles triangle with vertex
angle γ = 70◦. The far-field emission is shown in Fig. 4.27. For both polariza-
tions we find strong emission peaks in the directions perpendicular to the legs.
Whereas this is the only contribution to the far-field for TE polarization, we
find additional contributions for TM polarization.
From the decay rates in Fig. 4.28 we readily identify the family of quasi-
Fabry-Perot trajectories (see Fig. 4.29(a)) with χ = ±55◦ on the baseline and
χ = 0◦ on the legs as the maximum intensity trajectories for TE polarization
and one possible family of maximum intensity trajectories for TM polarization.
The initial conditions of the remaining high intensity trajectories for TM po-
larization lead to a second family of trajectories which is shown in Fig. 4.29(b).
This family of trajectories has angles of incidence χ = ±5◦, ±35◦, ±45◦, ±65◦
on the baseline and χ = ±10◦, ±20◦, ±50◦, ±60◦ on the legs. The resulting
emission directions also explain the additional contributions to the far-field.
(a) TE polarization. (b) TM polarization.
Figure 4.28: Decay rates in the isosceles triangle with γ = 70◦. See caption of
Fig. 4.26 for details.
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(a) Quasi-Fabry-Perot trajectory, start-
ing with χ = ±55◦ at point (0, 0)
(center of the baseline).
(b) High intensity trajectory for TM po-
larization, starting with χ = ±35◦ at
point (0, 0) (center of the baseline).
Figure 4.29: High intensity trajectories in the isosceles triangle with γ = 70◦.
4.5.3 Isosceles triangle with vertex angle 100◦
The far-field emission of the isosceles triangle with vertex angle γ = 100◦,
shown in Fig. 4.30, is very different for the two polarizations. To understand
the far-field emission pattern we identify the maximum intensity trajectories
with the help of Fig. 4.31.
For TM polarization, the smallest decay rates are found for the family
of periodic trajectories shown in Fig. 4.32(a) with angles of incidence χ =
0◦,±80◦ on the baseline and χ = ±40◦ on the legs. The long lossless part
of this trajectory allows for strong amplification which makes this trajectory
favorable. This explains also why the two emission peaks in the lower half space
from the reflection points at the legs are much stronger than the corresponding
emission peaks in the upper half space. A minor contribution to the far-field for
TM polarization stems from a second periodic trajectory shown in Fig. 4.32(b)
(a) TE polarization. (b) TM polarization.
Figure 4.30: Far-field emission of the isosceles triangle with γ = 100◦.
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(a) TE polarization. (b) TM polarization.
Figure 4.31: Decay rates in the isosceles triangle with γ = 100◦. See caption
of Fig. 4.26 for details.
(a) Trajectory starting with χ = ±80◦ at
point (0, 0) (center of the baseline).
(b) Trajectory starting with χ = ±70◦
at point (0, 0) (center of the base-
line).
Figure 4.32: High intensity trajectories for TM polarization in the isosceles
triangle with γ = 100◦.
with angles of incidence χ = ±10◦,±70◦ on the baseline and χ = ±30◦,±50◦
on the legs that has a longer period and a more complicated structure.
For TE polarization, the initial conditions of the trajectories with the small-
est decay rates, see Fig. 4.31(a), lead to a single family of trajectories. A rep-
resentative of this family is shown in Fig. 4.33(a). Comparing the phase space
portrait of this trajectory plotted in Fig. 4.33(b) with the initial conditions in
Fig. 4.31(a) shows that all the initial conditions with very small losses corre-
spond to this family of trajectories. The resulting emission directions explain
the observed far-field directions.
In the experiment [126], the isosceles triangle with vertex angle 100◦ has
been studied as well. However, there they observe a far-field emission pattern
that can be explained by the emission directions of the family of quasi-Fabry-
Perot trajectories with incident angles χ = ±40◦ on the baseline and χ = 0◦
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Figure 4.33: High intensity trajectory for TE polarization in the isosceles tri-
angle with γ = 100◦. Trajectory starting with χ = ±2◦ at point
(0, 0) (center of the baseline) and the corresponding phase space
portrait of the trajectory with blue (red) dots for the positive
(negative) starting angle. The vertical lines in the phase space
plot denote the positions of the corners, the dotted horizontal line
is the critical line.
on the legs, shown in Fig. 4.34, although these trajectories are highly lossy
(high decay rates, cf. Fig. 4.31).
Figure 4.34: Representative of the family of quasi-Fabry-Perot trajectories
(χ = ±40◦ on the baseline, χ = 0◦ on the legs) in the isosce-
les triangle with γ = 100◦.
4.5.4 Isosceles triangle with vertex angle 110◦
For the isosceles triangle with vertex angle γ = 110◦ the far-field emission is
shown in Fig. 4.35. It is again very different for the two polarizations. In the
case of TE polarization, the far-field emission pattern can be nicely explained
by the periodic trajectory shown in Fig. 4.37(a) with incident angles χ =
±20◦,±50◦ on the baseline and χ = ±15◦,±55◦ on the legs. These trajectories
are also identified as the family of maximum intensity trajectories from the
decay rates in Fig. 4.36(a). This finding agrees well with the experimental
results reported in [126].
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(a) TE polarization. (b) TM polarization.
Figure 4.35: Far-field emission of the isosceles triangle with γ = 110◦.
(a) TE polarization. (b) TM polarization.
Figure 4.36: Decay rates in the isosceles triangle with γ = 110◦. See caption
of Fig. 4.26 for details.
(a) “Double bow-tie” trajectory, starting
with χ = ±50◦ at point (0, 0) (center
of the baseline).
(b) High intensity trajectory for TM po-
larization, starting with χ = ±2◦ at
point (0, 0) (center of the baseline).
Figure 4.37: High intensity trajectories in the isosceles triangle with γ = 110◦.
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For TM polarization, the far-field emission pattern has a more complicated
structure. However, it can be explained by a single family of trajectories shown
in Fig. 4.37(b). All initial conditions of the trajectories with the smallest decay
rates plotted in Fig. 4.36(b) lead to this family.
4.5.5 Isosceles triangle with vertex angle 120◦
The last isosceles triangle that we study here is the one with vertex angle γ =
120◦. Its far-field emission shown in Fig. 4.38 exhibits a quite simple structure
and shows the same emission directions for both polarizations. The structure
of the far-field pattern is similar to the emission pattern for TE polarization
of the isosceles triangle with vertex angle γ = 110◦ which is found to be
determined by a family of periodic trajectories. However, these trajectories no
longer exist in the isosceles triangle with vertex angle γ = 120◦.
(a) TE polarization. (b) TM polarization.
Figure 4.38: Far-field emission of the isosceles triangle with γ = 120◦.
(a) TE polarization. (b) TM polarization.
Figure 4.39: Decay rates in the isosceles triangle with γ = 120◦. See caption
of Fig. 4.26 for details.
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Figure 4.40: Two representatives of the family of high intensity trajectories in
the isosceles triangle with γ = 120◦.
Figure 4.41: Two simple periodic trajectories in the isosceles triangle with γ =
120◦ starting with χ = ±30◦ on the baseline.
The initial conditions of the trajectories with the smallest decay rates iden-
tified from Fig. 4.39 all lead to the same family of trajectories with incident
angles χ = ±16◦, ±44◦, ±76◦ on the baseline and χ = ±14◦, ±46◦, ±74◦
on the legs. Two representatives of this family are shown in Fig. 4.40. The
reflections with χ = ±16◦ on the baseline explain the two far-field peaks in the
lower half-space, the reflections with χ = ±14◦ on the legs give the far-field
directions in the upper half-space.
For TM polarization, additional trajectories with χ = ±30◦ on the baseline
and χ = 0◦, χ = ±60◦ on the legs are found to have small decay rates (see
Fig. 4.39(b)). These are the families of simple periodic trajectories shown in
Fig. 4.41 where, however, the trajectory with the additional lossless bounces
on the legs is favored over the simpler quasi-Fabry-Perot trajectory. As their
decay rate is higher than that of the maximum intensity trajectories, they have
no (visible) contribution to the far-field emission.
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4.6 Pythagorean triangle
A Pythagorean triangle is a right triangle whose sides a1, a2, a3 are integer
numbers (in a suitably chosen length unit). Here, the smallest Pythagorean
triangle is considered with a1 = 3, a2 = 4, a3 = 5 which is shown in Fig. 4.42.
Although it is a right angled triangle its other two angles (approximately 53.13◦
and 36.87◦) are irrational multiples of pi and, hence, its classical billiards dy-




Figure 4.42: Pythagorean (3, 4, 5) triangle.
4.6.1 Far-field emission and maximum intensity trajec-
tories
The far-field emission of the Pythagorean triangle calculated from the ray
model is shown in Fig. 4.43. The ray calculations have been done for an
ensemble of 90 000 rays for 250 bounces. We have chosen the gain coefficient
α = 6L−1 where L is the length of the hypotenuse. Here, we have to chose
a higher gain coefficient compared to the previous sections to account for the
higher decay rates (see Fig. 4.44) found for the Pythagorean triangle. The
far-field emission is collected in the time interval 20nL/c < t ≤ 70nL/c.
To find the maximum intensity trajectories and understand the emission
patterns, we apply the same method as used for the isosceles triangles in the
previous section. For TM polarization, we identify two families of trajectories
with very small decay rates from Fig. 4.44(b). The first is the family of the
periodic orbits with normal incidence on the hypotenuse and incident angles
χ = arcsin(3/5) ≈ ±36.87◦ on the longer leg and χ = arcsin(4/5) ≈ 53.13◦
on the shorter leg. An example of these trajectories is shown in Fig. 4.45.
The second family can be deduced from the incident angles χ ≈ 5◦ on the
hypotenuse. Comparing the phase space portrait of one such trajectory shown
in Fig. 4.46 with the initial conditions of the trajectories with smallest decay
rates in Fig. 4.44(b) we see that the different initial conditions lead to the same
family of trajectories.
In the same line of thought, we identify the maximum intensity trajectories
for TE polarization from Fig. 4.44(a). Here, we find only one family of tra-
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(a) TE polarization. (b) TM polarization.
Figure 4.43: Far-field emission of the Pythagorean (3, 4, 5) triangle with rela-
tive refractive index n = 1.5 obtained from the ray model includ-
ing amplification according to Eq. (4.2) with α = 6L−1 where
L is the length of the hypotenuse. The inset in (a) defines the
far-field angle φ and the orientation of the triangle with respect
to the coordinate system.
jectories. One example is the trajectory starting with χ = ±10◦ on the longer
leg shown in Fig. 4.47. It is plausible that the periodic trajectories shown in
Fig. 4.45 which contributed to the far-field for TM polarization is not favorable
(a) TE polarization. (b) TM polarization.
Figure 4.44: Decay rates κ of the trajectories in the Pythagorean (3, 4, 5)
triangle with relative refractive index n = 1.5 (χc ≈ 41.8◦,
χB ≈ 33.7◦). The decay rates are plotted only for the trajectories
starting with positive angle of incidence that have the small decay
rates. The boundary coordinate s is scaled that the perimeter of
the cavity equals 1, it runs first over the longer leg, then over the
hypotenuse and over the short leg. The vertical lines denote the
positions of the corners.
115
Figure 4.45: Periodic trajectory in the Pythagorean triangle.
(a) Examplary trajectory. (b) Phase-space portait.
Figure 4.46: High intensity trajectories for TM polarization in the
Pythagorean triangle starting with χ = ±5◦ at point (2, 1.5) (cen-
ter of the hypotenuse) and the corresponding phase space portrait
of the trajectory with blue (red) dots for the positive (negative)
starting angle. The vertical lines in the phase space plot denote
the positions of the corners, the dotted horizontal line is the crit-
ical line.
in the case of TE polarization as the incident angle χ = arcsin(3/5) ≈ ±36.87◦
is close to the Brewster angle χB ≈ 33.7◦ where no light is reflected for TE
polarization.
To verify that these trajectories explain the far-field patterns we compare
them to the expected emission directions of the predicted maximum intensity
trajectories in Fig. 4.48. For TM polarization, the emission directions of the
periodic trajectories (red histogram), which is expected to be one family of
maximum intensity trajectories, explain three of the major far-field peaks. All
other major far-field peaks and almost all minor peaks coincide with emission
directions of the non-periodic trajectories (green histogram) predicted to be
the second family of maximum intensity trajectories. Due to the ergodicity
of the classical billiards dynamics in the Pythagorean triangle, however, these
trajectories produce many more emission directions which are not seen in the
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(a) Examplary trajectory. (b) Phase-space portait.
Figure 4.47: High intensity trajectories for TE polarization in the Pythagorean
triangle starting with χ = ±10◦ at point (0, 1.5) (center of the
short leg) and the corresponding phase space portrait of the tra-
jectory with blue (red) dots for the positive (negative) starting
angle. The vertical lines in the phase space plot denote the posi-
tions of the corners, the horizontal line is the critical line.
far-field. The same is true for TE polarization where all major and minor
far-field peaks coincide with emission directions of the predicted maximum
intensity trajectories.
(a) TE polarization. (b) TM polarization.
Figure 4.48: Far-field emission of the Pythagorean triangle calculated from ray
optics (black curve, cf. Fig. 4.43) together with the emission direc-
tions from the maximum intensity trajectories (green histograms
for the non-periodic trajectories shown in Fig. 4.46 and 4.47, red
histogram for the periodic trajectory shown in Fig. 4.45).
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(a) TE polarization. (b) TM polarization.
Figure 4.49: Far-field emission of the Pythagorean (3, 4, 5) triangle with rela-
tive refractive index n = 1.5. The ray optics result (thick black) is
obtained from the ray model including amplification according to
Eq. (4.2) with α = 6L−1 where L is the length of the hypotenuse.
The results from the wave simulations (thin red) are the far-fields
of the highest Q-modes, for TE polarization a single mode with
Q = 300 and Re(kL) ≈ 103, for TM polarization the average over
two modes both with Q = 54 and Re(kL) ≈ 117, Re(kL) ≈ 113.
Wave simulations courtesy of J. Kreismann.
4.6.2 Comparison with wave simulations and experiment
A comparison of the far-field emission of the Pythagorean triangle obtained
from the ray model (black) and from wave simulations (red, courtesy of J. Kreis-
mann) is shown in Fig. 4.49. The results from full electromagnetic wave sim-
ulations are calculated from the longest lived modes found in the cavity. For
TM polarization, the far-field is averaged over two modes, both with quality
factor Q = 54 and with Re(kL) ≈ 117, Re(kL) ≈ 113, respectively. For TE
polarization, only a single mode with Q = 300 and Re(kL) ≈ 103 is used.
We find reasonable, though not perfect, agreement between the two ap-
proaches. Whereas the positions of the emission peaks agree to some extent,
their relative heights and, especially, their widths do not. In the wave sim-
ulations the peaks are much broader than in the ray calculations where very
narrow peaks are predicted. Furthermore, some more peaks occur in the wave
results which are not found in the ray model.
In the experiment [126] the Pythagorean (3, 4, 5) triangle has also been
studied. There they observe a far-field pattern for TE polarization which can
be explained by the emission from the periodic trajectory shown in Fig. 4.45.
Our results from both, the ray and the wave approach, however, do not agree
with the experimental finding. This difference remains an open question. We




To conclude this chapter, we study some asymmetric triangles. An important
question that arises for possible applications of microcavity lasers is whether
small deviations from the desired cavity geometry lead to large deviations in
the emission pattern. In the last chapter, we have found a significant influence
on the far-field emission of small deviations from a perfectly circular cavity.
To investigate this questions for triangular cavities we study triangles that
interpolate between the equilateral triangle and the right isosceles triangle
and exhibit the same area A = L2. The triangles are parameterized as fol-
lows: The lower left corner point stays fixed at the origin p1 = (0, 0), the
















2 − 4√3)) with t ∈ [0, 1] where t = 0 is the equilateral tri-
angle and t = 1 is the right isosceles triangle. The resulting triangles for
t = 0, 0.02, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 0.95, 0.98, 1 that we will study here
are plotted in Fig. 4.50. The classical billiards dynamics is no longer inte-
grable as soon as we introduce small deviations from the equilateral or the
right isosceles geometry. However, that does not necessarily mean that the
far-field emission is suddenly completely different.
The ray calculations are performed with 90 000 rays followed for 300 reflec-
tions with gain coefficient α = 2L−1. The far-field emission is collected in the
time interval 30nL/c < τ ≤ τmax where τmax corresponds to the length of the




Figure 4.50: Asymmetric triangles (black) between the equilateral and right
isosceles triangles (red) with equal area. The line on which all
upper corner points lie is drawn in blue. Gray: Definition of the
far-field angle φ and the orientation of the triangles with respect
to the coordinate system.
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(a) t = 0 (equilateral triangle).
(b) t = 0.02.
(c) t = 0.05.
(d) t = 0.1.
Figure 4.51: Far-field emission of the triangles slightly deviating from the equi-
lateral triangle shown in Fig. 4.50 with t = 0 (equilateral triangle)
to t = 0.1, for TE (left) and TM (right) polarization.
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The far-field emission patterns of the triangles slightly deviating from the
equilateral triangle are shown in Fig. 4.51 with the equilateral triangle in the
top row and deviations increasing from top to bottom. We observe that the
far-field is not strongly influenced by small deviations from the symmetry and
the main emission directions are preserved. The far-field for TE polarization is
found to be more robust than for TM polarization although, for both polariza-
tions, the maximum intensity trajectories of the equilateral triangle no longer
exist in the asymmetric case. The very special family of trajectories found to
explain the far-field of the equilateral triangle for TM polarization seems to
be, not surprisingly, a bit more susceptible to perturbations than the periodic
quasi-Fabry-Perot trajectory for TE polarization.
This is consistent with experimental results reported in [126] where they
also studied a nearly equilateral triangle. The measured far-field emission is
strongly broadened but still mainly perpendicular to the sides of the cavity.
The far-field emission patterns of the triangles slightly deviating from the
right isosceles triangle are shown in Fig. 4.52 with the right isosceles triangle
in the bottom row and the deviations decreasing from top to bottom. Note
that the right isosceles triangle, here, is oriented differently than in section
4.4, the direction perpendicular to the hypotenuse is now at φ = 45◦. The
far-field of the right isosceles triangle is found to be less robust to deviations
from the symmetry than that of the equilateral triangle. Whereas for a very
small deviation the emission directions are not strongly influenced, for larger
(but still small) deviations the single peak with some finite width observed
for the symmetrical cavity breaks up into narrow separated peaks. For TM
polarization, these new peaks still correspond to the major emission directions
of the right isosceles triangle. For TE polarization, however, the main emission
direction perpendicular to the hypotenuse is lost.
For the strongly asymmetric triangles, the far-field emission patterns are
shown in Fig. 4.53. As their shapes are no longer resemble one of the sym-
metrical triangles their far-fields do neither. The far-field of the triangle with
parameter t = 0.6 for TE polarization shows strong dependence on the chosen
starting time for collecting the transmitted intensities. Here, the chosen gain
coefficient α = 2L−1 is not sufficiently large to yield overall intensity amplifica-
tion in the ray dynamics. For all other triangles, independence of the starting
and final time is ensured.
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(a) t = 0.9.
(b) t = 0.95.
(c) t = 0.98.
(d) t = 1 (right isosceles triangle).
Figure 4.52: Far-field emission of the triangles slightly deviating from the right
isosceles triangle shown in Fig. 4.50, t = 0.9 to t = 1 (right
isosceles triangle), for TE (left) and TM (right) polarization.
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(a) t = 0.2.
(b) t = 0.4.
(c) t = 0.6.
(d) t = 0.8.
Figure 4.53: Far-field emission of the strongly asymmetric triangles shown in
Fig. 4.50, t = 0.2 to t = 0.8, for TE (left) and TM (right) polar-
ization. The far-field calculated after the time of τ1 = 30nL/c is
drawn as full black curve, for slightly shorter (longer) transition
times as broken blue (red) lines. The time difference is 3nL/c
(6nL/c) for the dotted (dashed) lines.
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4.8 Conclusions
In this chapter, we have studied triangular microlasers in the ray model. As
polygonal systems, in general, have non-chaotic classical ray dynamics we have
used the decay rates of the trajectories to predict which trajectories will de-
termine the far-field emission, instead of the unstable manifold which is only
applicable to chaotic systems as discussed in the previous chapter. Impor-
tantly, the trajectories with the smallest nonzero decay rates need not to be
periodic.
Further, we have seen that it can be necessary to include amplification of
the intensity in the ray model to make reliable predictions for the far-field
emission of highly lossy systems. Amplification is especially important if there
occur different families of trajectories with similarly small decay rates.
In two examples, the equilateral and the right isosceles triangle, we have
studied the influence of finite-wavelength corrections. In the case of polygonal
cavities only the angular shift due to the Fresnel filtering effect is relevant.
As the correction terms are large near the critical angle, therefore, they have
the strongest influence on trajectories with incident angles close to critical inci-
dence. If the maximum intensity trajectories, the trajectories with the smallest
decay rates which determine the far-field emission, have incident angles close
to the critical angle, the far-field emission can be strongly affected by the wave
corrections. We find this to be case for the equilateral triangle, where the beam
shift effects explain differences seen between the far-field calculated from the
ray optics description and from electromagnetic wave simulations. Only an
amended ray-optics model including the Fresnel filtering effect could establish
agreement with the result of the wave simulation. In the case of the right
isosceles triangle, we find that the angular shift can stabilize trajectories on
simple periodic orbits if the periodic trajectories have incident angles close to
the critical angle.
Especially, in the case of the highly lossy systems with rather regular ray
dynamics studied here, the interplay of the optical and the geometrical prop-
erties is very important. The precise position of the critical angle given by the
material in relation to the possible angles of incidence for each trajectory given
by the geometry of the system determines which trajectories decay fast and
which retain higher intensity. Nevertheless, we find the far-field emission to
be quite robust with respect to small deviations from highly symmetrical cav-
ities. This finding is relevant for experiments and possible applications where
uncertainties in the manufacturing process of the cavities can lead to slight
deviations from the desired structure.
In many cases we find good agreement between the results of our ray-optical
predictions and results from experiment and wave simulation. In some cases,
however, the results agree only poorly or not at all. Especially, the results of
the experiment reported in [126] suggest that periodic trajectories might be





In this chapter, we consider a different class of model systems: graphene-like
hexagonal lattice systems.
Graphene is a two-dimensional allotrope of carbon where the carbon atoms
are arranged on a hexagonal lattice. Since the first description of its successful
isolation in 2004 [136], graphene has experienced a lot of attention and lead
to research in many different directions because of its peculiar mechanical,
electronic, transport, and optical properties [37, 41, 137].
First, we give a short introduction to the basic properties of graphene and
related systems, so-called artificial graphene which mimics some properties of
real graphene. Then, we discuss the effect of uniaxial strain in a tight-binding
model on the honeycomb lattice and its effects on the properties of the system.
We focus especially on finite hexagonal lattice systems and the appearance
of edge states. Finally, we discuss an effective ray description for graphene
devices which bridges between the solid state model used in this chapter and
the optical models discussed in the previous chapters.
5.1 Introduction to real and artificial graphene
In this section, we introduce the basic electronic properties of graphene. The
electrons on the hexagonal lattice can be easily described in a tight-binding
model. The resulting dispersion shows one of the most intriguing features of
graphene, the so-called Dirac point: The valence and the conduction band
touch at the corners of the Brillouin zone and the dispersion is linear around
these points. The low-energy excitations around these points can be described
by a Dirac equation for massless relativistic particles. This very interesting
feature can be realized not only in graphene but also in artificially created


















(b) Brillouin zone of the honey-
comb lattice
Figure 5.1: Honeycomb lattice and the corresponding Brillouin zone. ~a1, ~a2
are the lattice vectors, lattice sites A (black), B (red) define the
two-atomic basis, a0 is the nearest neighbor distance. ~b1, ~b2 are
the reciprocal lattice vectors, Γ, M , K, K ′ are the high symmetry
points of the Brillouin zone.
5.1.1 Tight-binding model
The carbon atoms in graphene are arranged on a two-dimensional hexagonal
lattice, depicted in Fig. 5.1(a). The hexagonal lattice is not a basic lattice but


































The Brillouin zone is also hexagonal, as shown in in Fig. 5.1(b), with the high
symmetry points Γ in the zone center, M in the middle of a zone edge, and
the corner points K and K ′.
The electronic structure of graphene can be easily described by a tight-
binding model on the hexagonal lattice [37, 139]. Here, we apply a tight-
binding model with up to third-nearest neighbor coupling similar to the mod-
els studied in Refs. [140–142], with the on-site energy ε0, the nearest neigh-
bor coupling t1, the next-nearest neighbor coupling t2, and the third-nearest
neighbor coupling t3. The model is schematically depicted in Fig. 5.2 where
the couplings are illustrated.
This leads to the Hamiltonian in ~k-space for a two-component wave func-
tion, ψ = (ψA, ψB), in sublattice space
Htb =
(
ε0 + f2(~k) f1(~k) + f3(~k)
f ∗1 (~k) + f
∗
3 (


















Figure 5.2: Schematics of the studied hexagonal lattice defining the sublattices
A and B (red and black, respectively) and nearest neighbor, next-
nearest neighbor, and third-nearest neighbor couplings, t1 (black),

























~k·( ~a1+ ~a2) + 2 cos
(
~k · (~a1 − ~a2)
)) (5.4)
are the nearest neighbor, the next-nearest neighbor, and the third-nearest
neighbor contributions, respectively. As the wave function in sublattice space
looks like a spinor wave function the sublattice degree of freedom, A or B, is
often called pseudospin.
The energy dispersion ε(~k) is obtained by diagonalizing the Hamiltonian,
Eq. (5.3). Using the abbreviations defined in Eq. 5.4 it reads
ε±(~k) = ε0 + f2(~k)± |f1(~k) + f3(~k)|. (5.5)
The parameters of the tight-binding model can be chosen to reproduce the
dispersion of real or artificial graphene to high precision. Without loss of gen-
erality, the on-site energy can be set to zero, ε0 = 0, as it gives only an overall
offset in energy. The energy scale is set by the nearest neighbor interaction en-
ergy t1, every energy will be given in multiples of t1 in the following. Here, the
remaining parameters, the next- and third-nearest neighbor coupling strength
are chosen as t2 = −0.091t1 and t3 = 0.071t1 which are the values found to
reproduce the experiments with a microwave analog of graphene [142, 143].
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(a) Full dispersion. (b) Density of states.
(c) Brillouin zone (gray) superim-
posed on the dispersion of the
upper band in color scale.
Γ M K Γ
εD ε0
(d) Dispersion of graphene along the high
symmetry path in the Brillouin zone
shown in (c).
Figure 5.3: Dispersion relation resulting from the tight-binding model on the
hexagonal lattice defined in Eq. (5.3) with the parameters defined
in the text.
They are also in the range expected for real graphene [139]. The resulting
dispersion is shown in Fig. 5.3.
The two energy bands, ε+(~k) and ε−(~k), touch at the corner points of the
Brillouin zone, K and K ′. In the vicinity of these points the dispersion is
conical. As this resembles the dispersion resulting from the Dirac equation for
a massless particle, the two points are called Dirac points [37].
Due to charge neutrality, the bands have to be half filled in pristine graph-
ene. The lower band ε−(~k) is fully occupied and the upper band ε+(~k) is
empty. Thus, graphene is often classified as a semimetal or a gapless semi-
conductor [37]. The broken electron-hole-symmetry due to the next-nearest
neighbor coupling is manifest in the asymmetry between the upper and the
lower band and can be clearly seen in the dispersion as well as in the density
of states.
The corresponding density of states is shown in Fig. 5.3(b). Right at the
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Dirac point, the density of states vanishes. Following directly from the linear
dispersion in the vicinity of the Dirac point, the density of states also increases
linearly near the Dirac point. The local extrema of the dispersion at the M
point in the Brillouin zone lead to the prominent van-Hove singularities in the
density of states.
The conical dispersion around theK- andK ′-point can already be obtained
in a simpler version of the tight-binding model including only nearest neighbor
interaction [37]. Including a finite value for the next-nearest neighbor inter-
action t2 breaks the electron-hole symmetry and shifts the Dirac-energy εD,
the energy at which the two bands touch, from the on-site energy ε0 to the
value εD = ε0 + 3t2. Both effects can be seen in Fig. 5.3. The third-nearest
neighbor interaction t3 does not have a strong effect on the dispersion as long
as it is small compared to the nearest neighbor interaction, |t3|  t1. However,
it should be included for completeness as the third-nearest neighbor distance
in the hexagonal lattice is only slightly larger than the next-nearest neighbor
distance [139]. If the third-nearest neighbor interaction is allowed to take on
arbitrary values it leads to some interesting phenomena [144, 145].
The conical, “Dirac-like”, dispersion of the low-energy electronic excitations,
one of graphene’s most intriguing features, has been described already in 1947
[146]. It is due to the symmetry of the lattice and the equivalence of the
two sublattices in the two-dimensional hexagonal lattice formed by the carbon
atoms of graphene. If the two sublattices are no longer equivalent a gap will
open up and the dispersion becomes quadratic [147].
5.1.2 Dirac equation
Now, the dispersion around one of the two Dirac points, K or K ′, is examined


















Writing ~k = ~K + ~q, the full dispersion Eq. (5.5) can be expanded for small |~q |
as







In the vicinity of the second Dirac point K ′ an analogous result is obtained.
A comparison between the full dispersion Eq. (5.5) and the linearized dis-
persion Eq. (5.7) is shown in Fig. 5.4 in the vicinity of one Dirac point. For
small |~q | the linearized dispersion agrees well with the full dispersion. For
larger |~q |, however, the full dispersion deviates from the conical shape with
a threefold symmetric direction dependence. This so-called trigonal warping
[148] is captured only in the expansion to second order in |~q | [37].
The linearized dispersion can be interpreted as the result from a two-
dimensional Dirac equation for a massless particle. For the real-space wave
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(a) The upper band ε+. (b) The lower band ε−.
Figure 5.4: Comparison between the full dispersion Eq. (5.5) and the linearized
dispersion Eq. (5.7) in the vicinity of the Dirac point K with ~k =
~K+~q. The full dispersion is shown in color scale with black contour
lines, the contour lines (gray dashed) of the linearized dispersion
are superimposed.
function ψ(~r ) = (ψA(~r ), ψB(~r )) in the vicinity of the Dirac points it can be
written in the form
−iξv0~σ · ∇ψ(~r ) = (ε− εD)ψ(~r ) (5.8)
with the Pauli matrices ~σ = (σx, σy), the velocity v0 = a0(3t1/2 − 3t3), the
Dirac energy εD = ε0 + 3t2, and ξ = ±1 for the K- and K ′-point, respectively.
We use ~ ≡ 1 throughout this chapter. The velocity v0 takes the role of the
speed of light and the sublattice degree of freedom, A or B, takes the role of
the real spin in the usual Dirac equation. Therefore, the sublattice degree of
freedom is called pseudospin as mentioned already earlier. In consequence, the
low-energy excitations near the Dirac points in graphene behave like massless
relativistic particles.
Another important feature of these Dirac-like excitations is their helicity




~σ · ~p|~p | (5.9)
where ~p = −i∇ is the momentum operator. It is directly seen from the Dirac
equation Eq. (5.8) that its eigenfunctions are also eigenstates of the helicity
operator. This means that the eigenstates of ~σ which acts on the sublattice
degree of freedom is always aligned parallel or antiparallel to the direction of
motion. Electron-like eigenstates of the Hamiltonian Eq. (5.8) have positive
helicity, whereas, hole-like states have negative helicity [37].
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Among other consequences, the chirality of the Dirac particles leads to the
so-called Klein tunneling, perfect transmission through a potential barrier at
normal incidence [149–151]. We will use this feature in section 5.4.
5.1.3 Photonic graphene
The existence of the Dirac cones in the dispersion of graphene relies only on the
symmetry of the hexagonal lattice [146, 147]. Thus, this feature can be realized
in many materials that have this symmetry [152]. Especially, the appearance
of Dirac cones is not restricted to natural materials but can also be found in
artificial structures. A review on different realizations, e.g., in patterned two-
dimensional electron gases, with molecules arranged on a surface, or ultracold
atoms in an optical lattice, of this so called “artificial graphene” is given in
[138].
The different realizations of artificial graphene are very versatile and can
have advantages over real graphene. Often, they provide very good control
over the configuration and geometry of the system. On the one hand, this
allows for the study of defect-free samples with a well-defined geometry. On
the other hand, this also enables the introduction of well-defined defects and
impurities and the study of their influence. Further, the artificial graphene
realizations are often easier to manipulate and allow for the study of wider
parameter regimes that are not or not easily, accessible in real graphene.
In this work, the attention is drawn to photonic crystal analogs of graphene.
In a photonic crystal [5], light takes the role of the electrons in a real crystal.
Electromagnetism in a periodic dielectric governed by Maxwell’s equations
is studied instead of quantum mechanics in a periodic potential based on the
Schrödinger equation. The electronic band structure that classifies the energies
En(~k) of the allowed eigenstates is replaced by the photonic band structure
that gives the frequencies ωn(~k) of the allowed harmonic modes. On the basis
of these ideas, “photonic graphene” has been realized in many experiments,
see, e.g., [153–155] for realizations at optical frequencies or [142, 143, 156] for
realizations at microwave frequencies.
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5.2 Band structure manipulations by uniaxial
strain
In this section, we discuss the influence of uniaxial strain on the band structure
of the hexagonal lattice systems. To this end, we use generalizations of the
tight-binding model originally defined in Eq. (5.3) and (5.4) and in Fig. 5.2.
The parameters of the tight-binding model can be tuned to reproduce the dis-
persion of real or artificial graphene to high precision. However, it also allows
to study deviations from the pristine graphene lattice by simply changing the
parameters. Though these manipulations, discussed in detail in the subse-
quent sections, cannot be easily implemented in real graphene, they might be
experimentally accessed in artificial graphene.
5.2.1 Uniaxial strain in graphene-like systems
Uniaxial strain in the honeycomb lattice breaks the discrete rotational symme-
try of the lattice. It can be modeled by varying the nearest neighbor coupling
in one direction. In this model, a phase-transition from the gapless to a gapped
phase is predicted [140, 141, 157, 158]. This phase transition has been observed
in photonic [143, 159] and electronic [160] artificial graphene.
We chose the strain to act along one of the nearest neighbor directions
defining the x-direction and the strain is modeled as t′1 = βt1 as shown in
Fig. 5.5. Then, the nearest neighbor contribution f1 (see Eq. (5.4)) in the
tight-binding Hamiltonian Eq. (5.3) becomes
f1(~k) = −t′1 − t1
(
ei~k· ~a1 + ei~k· ~a2
)
. (5.10)
Modifying also the next- and third-nearest neighbor contributions in the corre-
sponding directions would be a more complete model of uniaxial strain. How-
ever, as the next- and third-nearest neighbor coupling parameters are more
than an order of magnitude lower than the nearest neighbor coupling, it is a








Figure 5.5: Schematics of the coupling parameters used in the tight-binding
Hamiltonian to model uniaxial strain in x-direction.
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By applying strain β 6= 1 in the x-direction, the two neighboring Dirac
points K and K ′ move along the ky-direction. If the coupling becomes weaker,
β < 1, which can be translated to a stretching of the lattice, the two points
move further apart (see Fig. 5.6(b)). When the coupling becomes stronger,
β > 1, corresponding to a compression of the lattice, the two Dirac points
move closer together until they touch for the critical value βc = 2− 3t3/t1, see
Fig. 5.6(c) and (d). For even stronger strain, a gap opens up in the spectrum,
see Fig. 5.6(d). Hence, βc marks a phase transition from the gapless phase to
the gapped phase which is well studied in the literature, cf. [140, 141, 157, 158].
At the critical strain where the two Dirac points merge, the low energy
expansion of the dispersion also changes its shape. Whereas it is linear in all
directions as long as the two Dirac points are separated, it becomes quadratic
in the ky-direction when the Dirac points have merged. In the perpendicular
direction, the kx-direction, the dispersion stays linear.
In photonic graphene, the coupling constants are mainly determined by
the lattice constant, i.e. by the nearest neighbor distance [142]. Thus, uniaxial
strain is realized in the experiments with photonic graphene by reducing the
nearest neighbor distance along one of the three lattice directions [143, 159].
Although these experiments are a good realization of the model they introduce
an effect that is not captured in the model. They change the size and the shape
of the unit cell.
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(a) Unstrained β = 1.
(b) Stretching, β < 1. (c) Subcritical compression, 1 < β <
βc.
(d) Critical compression, β = βc. (e) Supercritical compression, β >
βc.
Figure 5.6: Dispersion relation resulting from the tight-binding model of the
hexagonal lattice under uniaxial strain, t′1 = βt1, in x-direction.
The critical strain is βc = 2− 3t3/t1.
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5.2.2 Uniaxial strain in “boron nitride”
The two sublattices, A and B, of the hexagonal lattice might be inequivalent,
in contrast to graphene where they are occupied by equivalent carbon atoms.
This is the case, e.g., in the two-dimensional material hexagonal boron nitride
[152, 161] and can also be easily realized in a photonic experiment [162].
In the tight-binding model, different atoms on the two sublattices can be
represented by different on-site potentials for the sublattices, i.e. εA the on-
site potential on sublattice A and εB the on-site potential on sublattice B with
εA 6= εB. Then, the Hamiltonian of Eq. (5.3) becomes
Htb =
(
εA + f2(~k) f1(~k) + f3(~k)
f ∗1 (~k) + f
∗
3 (
~k) εB + f2(~k)
)
. (5.11)









+ |f1(~k) + f3(~k)|2 (5.12)
which is shown in Fig. 5.7. It can be seen that the two bands do not touch,
rather, an energy gap ∆ε = |εA− εB| is found. Further, the low-energy expan-
sion of the dispersion is no longer linear but parabolic. Hence, the dispersion
of the material described by this model is that of a two-dimensional usual
semiconductor.
We discuss now which effects the uniaxial strain has on the band structure
of boron nitride like systems. It can be implemented in the same way as for
the graphene-like system considered in the previous paragraph. The resulting
dispersions for different strain are shown in Fig. 5.8. The effects are very sim-
ilar, however, here it does not lead to a phase transition as the band structure
(a) Full dispersion.
Γ M K Γ
εB+3t2
εA+3t2
(b) Dispersion along the high symmetry
path in the Brillouin zone.
Figure 5.7: Dispersion relation given in Eq. (5.12) resulting from the tight-
binding model of the hexagonal lattice with two different on-site
potentials, the energy difference is chosen as ∆ε = |εA − εB| = t1.
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(a) Stretching, β < 1. (b) Subcritical compression, 1 < β <
βc.
(c) Critical compression, β = βc. (d) Supercritical compression, β >
βc.
Figure 5.8: Dispersion relation resulting from the tight-binding model of the
hexagonal lattice with two different on-site potentials under uni-
axial strain, t′1 = βt1, in x-direction. The critical strain is
βc = 2 − 3t3/t1, the difference between the on-site potentials is
∆ε = |εA − εB| = t1.
is already gapped. For strain in the x-direction, the parabolic extrema of the
bands move along the ky-direction. At the critical strain βc the two neighboring
extrema merge and, for even stronger strain, the band gap increases.
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5.3 Finite honeycomb systems under strain
For all finite systems, it is important to understand the influence of the bound-
ary. In graphene, especially, the possible existence of edge states is of great
interest. Theoretically, the appearance of edge states in clean and freestanding
graphene is well understood [39, 163]. However, they are difficult to measure
in experiments with real graphene. On the one hand, it is hard to control
the precise configuration of the boundaries, on the other hand, the dangling
bonds at the lattice terminations have to be passivated [40, 41]. In suitably
chosen artificial graphene, the predicted edge states can be easily observed and
studied in detail. Due to the versatility of the artificial graphene realizations,
edge phenomena can be examined that are not accessible in graphene.
Here, we study finite graphene-like and boron nitride-like systems under
uniaxial strain with different boundary shapes. Under uniaxial strain, edge
states at the boundaries perpendicular to the strain direction are found inde-
pendent of the edge termination.
5.3.1 Tight-binding model on finite hexagonal lattice sys-
tems
For an efficient description of finite lattice systems in the tight-binding model,
the second quantized notation is especially useful. The tight-binding Hamil-
tonian Eq. (5.3) for the hexagonal lattice can be alternatively expressed using
creation and annihilation operators. The symmetrical and undistorted tight
binding Hamiltonian on the hexagonal lattice with equal on-site potential on
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aˆ†i bˆj + h.c.
) (5.13)
where aˆ†i (aˆi) creates (annihilates) an electron on lattice site i on sublattice
A with analogous definitions for sublattice B. The summations run over all
lattice sites i = 1, . . . , N , the nearest neighbors 〈i, j〉, next-nearest neighbors
〈〈i, j〉〉 and third-nearest neighbors 〈〈〈i, j〉〉〉, respectively. Diagonalizing this
Hamiltonian gives the eigenenergies εn and the eigenstates ψn of the system.
From the eigenstates and their energies further quantities can be obtained.
The numerical density of states is the histogram of the energies of all eigen-








where the sum runs over all states n in a small energy interval ε− δε < εn <
ε+ δε and N is the number of states over which is summed. This quantity is
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related to experiments on real graphene as in a scanning tunneling microscopy
experiment, typically, a quantity proportional to the local density of states is
measured instead of a single state.
The manipulations discussed in the previous section, uniaxial strain and
different on-site potentials, can be easily included in this model of the finite
system, too.
5.3.2 Hexagonal graphene flakes
Hexagonally shaped finite honeycomb lattice systems are especially suited to
study edge states as they can be chosen to show only one of the two natural
boundary configurations of the hexagonal lattice, either armchair or zigzag
boundaries which are defined in Fig. 5.2. It has been shown that edge states
in graphene occur at the zigzag edge, whereas no edge states are possible at
an armchair edge [39, 163]. This is, however, only true for the undistorted
system. For anisotropic nearest neighbor coupling, edge states can appear
also on the armchair edges [164]. Under uniaxial strain, edge states at the
boundary perpendicular to the strain direction are found independent of the
edge termination. The appearance of edge states is unrelated to the phase
transition discussed above and has been observed in photonic graphene, both,
in a microwave realization [143] and in a realization with visible light [159].
The two hexagonally shaped systems, one with purely armchair boundaries
and one with purely zigzag boundaries, which we will study here are shown in
Fig. 5.9. The tight-binding model is solved for the finite systems to obtain the
wave functions (eigenstates) and the corresponding energies.
As a reference, we examine the undistorted system first. The numerical
density of states and the local density of states around the Dirac energy are
shown in Fig. 5.10(a) for the armchair system and in Fig. 5.11(a) for the zigzag
system. The energy interval around the Dirac energy used to obtain the local
(a) Pure zigzag boundaries (3750 lattice
sites).
(b) Pure armchair boundaries (2382 lattice
sites).
Figure 5.9: Schematics of the terminated hexagonal lattice systems with pure
zigzag and armchair boundaries.
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(a) Symmetric, β = 1.
(b) Subcritical compression, 1 < β < βc.
(c) Supercritical compression, β > βc.
(d) Stretching, β < 1.
Figure 5.10: Density of states and local density of states around the Dirac
energy for the armchair system shown in Fig. 5.9(b) calculated
from the tight-binding model including uniaxial strain, t′1 = βt1.
The local density of states is calculated from states in the energy
interval indicated in the numerical density of states.
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(a) Symmetric, β = 1.
(b) Subcritical compression, 1 < β < βc.
(c) Supercritical compression, β > βc.
(d) Stretching, β < 1.
Figure 5.11: Density of states and local density of states around the Dirac en-
ergy for the zigzag system shown in Fig. 5.9(a) calculated from the
tight-binding model including uniaxial strain, t′1 = βt1. The local
density of states is calculated from states in the energy interval
indicated in the numerical density of states.
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density of states is indicated in the plot of the numerical density of states. As
the system is finite it has a discrete energy spectrum and no band structure,
thus, the numerical density of states reproduces only approximately the full
density of states of the infinite lattice shown in Fig. 5.3(b), the main features
are in very good agreement. For the finite zigzag terminated system we find
states at the Dirac energy, whereas, in the infinite system there is no state
right at the Dirac energy. By looking at the local density of states it is clear
that these states are localized at the edges, as expected. For the armchair
terminated system, however, there is no state at the Dirac energy as in the
infinite system and, clearly, there is also no edge state. The local density of
states around the Dirac energy shows almost uniform intensity over the whole
system.
If we apply compressive strain, β > 1, states occur at the Dirac energy in
both systems, the zigzag and the armchair system (see panels (b) and (c) of
Fig. 5.10 and 5.11). These states are localized at the edges perpendicular to the
strain direction, i.e., here at the edges in the y-direction. For the zigzag system,
the edge states are no longer symmetrical on all edges, for the armchair system,
the edge states show up only under strain. The edge states occur already for
subcritical strain where the dispersion is still gapless. This means that the
formation of edge states under strain is independent of the phase transition
observed for uniaxial strain. The opening of the gap is also clearly seen in the
numerical density of states. For stronger strain the number of states at the
Dirac energy increases and the states are more strongly localized.
It is interesting to observe that the edge states have high intensity only
on one sublattice for each edge. For the zigzag-terminated system this is
not surprising as the outer atoms on each edge belong only to one sublattice
(cf. Fig. 5.2). If one edge consists of A atoms the opposite edge is comprised of
B atoms. An armchair edge, however, shows both sublattices equally. Never-
theless, the edge states select one sublattice on each edge. This is explained by
the corners which are defects in the armchair termination. A corner consists
of a single atom that breaks the symmetry between the two sublattices.
The results for the application of stretching strain, β < 1, are shown in
panel (d) of Figs. 5.10 and 5.11. The numerical density of states shows the
behavior expected from the dispersion shown in Fig. 5.6. The two maxima
in each band are the remnants of the van-Hove singularities expected from
the two different energies of the local extrema at the different M -points in
the strain direction and perpendicular to it. The states around the Dirac en-
ergy show different behavior for the two edge terminations. For the zigzag
termination the resulting states are states localized in the edges parallel to
the strain direction. This can be interpreted as the edge states resulting from
compressive strain in the perpendicular direction. In the system with arm-
chair edges, in contrast, the states are localized on the same edges as for the
compressive strain. However, this is realized in such a way that now the other
sublattice shows high intensity. The state is not localized on the lattice sites
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of the sublattice corresponding to the lattice site directly on the corner as for
compressive strain but on the sublattice defined by the lattice sites next to the
corner. This change in sublattice is also observed for the zigzag system where
two neighboring edges show different sublattices as their outer lattice sites.
In the microwave experiments [143], where the model of uniaxial strain has
been implemented, a hexagonal system with armchair edges with 222 lattice
sites has been studied. We find a very good agreement with the results found
in the experiment, however, we study a much larger system here. Moreover,
we find the effect to be independent of the edge termination.
5.3.3 Circular graphene flake
Now, we examine a circular honeycomb lattice system. The model system
that we consider is shown in Fig. 5.12. Due to the discreteness of the lattice,
the boundary is not a perfectly smooth circle. It rather shows some generic
termination of the hexagonal lattice which is neither purely armchair nor purely
zigzag terminated. Edge states are expected at every boundary of the graphene
lattice which is not purely armchair terminated [165].
The calculated density of states and the eigenenergies of the states of the
circular system under uniaxial strain are shown in Fig. 5.13. Here, we observe
a similar behavior as for the purely zigzag terminated system discussed in the
previous paragraph. In the unstrained system, see panel (a), we find several
states at the Dirac energy, otherwise, the numerical density of states approx-
imates very well the density of states of the infinite system (cf. Fig. 5.3(b)).
The states around the Dirac energy are localized on the parts of the boundary
which are predominantly zigzag terminated, on the predominantly armchair
terminated parts no intensity is found.
If strain in x-direction is applied, the edge states are now found on the
edges perpendicular to the strain direction for compressive strain, β > 1, and
on the edges parallel to the strain direction for stretching, β < 1, as observed
Figure 5.12: Schematics of the circular “graphene flake” with 3366 lattice sites.
The right part shows a close-up of the lattice sites in the rectangle.
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(a) Symmetric, β = 1.
(b) Subcritical compression, 1 < β < βc.
(c) Supercritical compression, β > βc.
(d) Stretching, β < 1.
Figure 5.13: Density of states and local density of states around the Dirac en-
ergy for the circular hexagonal lattice systems shown in Fig. 5.12
calculated from the tight-binding model including uniaxial strain,
t′1 = βt1. The local density of states is calculated from states in
the energy interval indicated in the numerical density of states.
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for the zigzag system in the last paragraph. For supercritical strain, β > βc,
we also find the expected phase transition to the gapped phase.
We examine now the evolution of single states under uniaxial strain in
the circular system. First, we look at two bulk states shown in Fig. 5.14,
the state with number 1 + x = 7 in the lower band and the corresponding
state N − x = 3360 in the upper band, where N = 3366 is the number of
lattice sites in the whole system. In the undistorted system (see panel (a)),
the states show the typical structure of modes in a radially symmetric system
with radial and azimuthal nodes. The states chosen here, show no radial node
and three azimuthal nodal lines. The states can, however, not exhibit the radial
symmetry arbitrarily, they also have to reflect the symmetry of the underlying
lattice, the reflection symmetries and the discrete rotational symmetry.
Further, we see that the states in the lower and in the upper band exhibit
different behavior concerning the sublattices. Whereas the sign of the eigen-
state amplitudes in the lower band is the same on neighboring lattice sites, the
sign of the amplitude changes from lattice site to lattice site for a state in the
upper band. The corresponding states in the upper and the lower band are
orthogonal, but the resulting intensities are the same for both states.
The uniaxial strain breaks the rotational symmetry of the lattice. The
states have to reflect this new symmetry as well. The two different states,
however, evolve differently under strain. Whereas, the hole-like state is ori-
ented parallel to the strain direction for compression and perpendicular to it
for stretching, the electron-like states behaves the other way around. Hence,
the states are deformed differently and their intensities are no longer the same.
Finally, we examine two states near the Dirac energy, shown in Fig. 5.15.
These states are strongly localized at the boundary and no longer reflect the cir-
cular symmetry as they probe the edges of the system which are not smoothly
curved but rather irregular due to the lattice. Under strain, these states evolve
as expected for edge states from the discussion above.
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(a) Symmetric, β = 1.
(b) Subcritical compression, 1 < β < βc.
(c) Supercritical compression, β > βc.
(d) Stretching, β < 1.
Figure 5.14: Evolution of bulk states under uniaxial strain in the circular sys-
tem shown in Fig. 5.12. Left: State 1 + x with x = 6 in the lower
band. Right: State N − x with x = 6 in the upper band.
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(a) Symmetric, β = 1.
(b) Subcritical compression, 1 < β < βc.
(c) Supercritical compression, β > βc.
(d) Stretching, β < 1.
Figure 5.15: Evolution of edge states (left: state N/2, right: state N/2 + 1)
under uniaxial strain in the circular system shown in Fig. 5.12.
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5.3.4 Hexagonal “boron nitride” flakes
To conclude this section, we study finite boron-nitride-like systems under uni-
axial strain. Here, we examine the two hexagonally shaped systems shown in
Fig. 5.9 with purely armchair and purely zigzag boundaries, respectively. The
results are shown in Fig. 5.16 for the armchair system and in Fig. 5.17 for the
zigzag system. For the edge states, we observe a similar behavior as in the
graphene-like systems. In the undistorted system, edge states are only found
at zigzag edges. Under uniaxial strain, edge states occur also in the armchair
system.
In the graphene-like systems, we have observed that the edge states have
high intensity only on one sublattice for each edge. In the boron-nitride-like
systems, there occur two kinds of edge states which are separated in energy as
the two sublattices have different on-site energy. As the bulk bands are gapped,
the edge state spectrum is also gapped. The edge states on the sublattice with
lower energy occur, in consequence, for lower energies than the edge states
which are localized on the other sublattice with higher energy.
As already mentioned above, a hexagonal boron-nitride-like system has also
been realized in a microwave experiment [162]. In this setup, uniaxial strain
could be studied in principle as in the microwave realization of graphene [143],
however, only the undistorted system has been examined.
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(a) Symmetric, β = 1.
(b) Subcritical compression, 1 < β < βc.
(c) Supercritical compression, β > βc.
(d) Stretching, β < 1.
Figure 5.16: Density of states and local density of states around the band
edges for the armchair system shown in Fig. 5.9(b) calculated
from the tight-binding model with different on-site potentials on
the two sublattices, ∆ε = |εA−εB| = t1, including uniaxial strain,
t′1 = βt1. The local density of states is calculated from states in
the energy intervals indicated in the numerical density of states.
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(a) Symmetric, β = 1.
(b) Subcritical compression, 1 < β < βc.
(c) Supercritical compression, β > βc.
(d) Stretching, β < 1.
Figure 5.17: Density of states and local density of states around the band
edges for the zigzag system shown in Fig. 5.9(a) calculated from
the tight-binding model with different on-site potentials on the
two sublattices, ∆ε = |εA − εB| = t1, including uniaxial strain,
t′1 = βt1. The local density of states is calculated from states in
the energy intervals indicated in the numerical density of states.
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5.4 Graphene cavities in an effective ray model
In analogy to the dielectric optical microcavities considered in the first part of
this work which are resonant cavities for electromagnetic waves, finite graphene
samples can be interpreted as resonant cavities for Dirac electrons [166]. A
strong analogy between the electronic states in graphene quantum dots and
electromagnetic modes in optical microcavities have been found in experiments
[44, 47]. Therefore, a similar treatment of the two systems is plausible.
In experiments, it is often desired to study graphene and other hexagonal
lattice systems that are not only structured by the finite size of the sample but
have some additional internal structure, be it of their shape or their electronic
properties. From a fundamental point of view, it is of interest, for example,
to test if the predictions made for relativistic massless particles, e.g. the Klein
tunneling (see below), hold in such graphene samples [150, 151, 166]. From
a practical point of view, it is necessary to control the structure of graphene
samples to build functional devices like transistors [42]. The desired internal
structure can be imposed by mechanical manipulation (e.g. strain, see above),
chemical doping, by the substrate, or by electrical gating [42–44].
Analogously to the ray description of optical microcavities, we also want
to describe graphene devices in an effective ray model. To this end, we have to
approximate the wave functions of the electrons in graphene by rays, instead of
the electromagnetic waves in an optical device. As Fermat’s principle applies
universally, the laws of reflection and refraction are the same in both cases.
The role of the refractive index contrast is taken by a potential step. The
reflection and transmission coefficients have to be obtained in a similar way as
for light. The wave functions on both sides of the potential step have to be
matched according to the imposed boundary condition. A similar ray-based
approach has been studied in Ref. [167, 168] for the scattering of an electron
wave off a circular graphene p-n-junction. Here, however, we want to model
the electronic wave inside and predict the emission out of the confinement with
a ray description.
In the context of the optical devices in the previous chapters, we have
always considered the wave nature of the light, and not the discrete nature
of single photons. Analogously, the effective ray model considered here, does
not apply to single electrons but rather to properties of a large ensemble of
electrons. A single electron cannot be split into a reflected and a transmitted
part, just as a single photon in the optical context. Thus, the reflection and
transmission coefficients are probabilities of reflection or transmission for a
single electron and apply to the intensity only in a statistical sense as an
averaged quantity over a large ensemble of electrons.
The implementation of a ray description of graphene cavities is analogous
to the optical case described in appendix A. The major difference is that
appropriate reflection coefficients have to be used which will be given in the
next section. Results for different systems are discussed in the subsequent
sections.
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5.4.1 Klein tunneling and graphene billiards
The transmission and reflection of electrons at a potential barrier in graphene is
expected to be different than in other materials due to the unusual dispersion
and the chirality of the charge carriers. The transmission coefficient for an
electron incident on a potential barrier in graphene has been derived in [150].
In the following, the energy range is always restricted to the regime where
the linear expansion of the dispersion around the Dirac point is valid. A
rectangular potential barrier of width D and height V0 is considered as shown
in Fig. 5.18. This can be achieved by doping the graphene sample suitably,
thus, shifting the Fermi level as schematically depicted in the upper part of
Fig. 5.18. In the limit of high barriers |V0|  E, the transmission probability





where χ is the angle of incidence defined by the components of the wavevector,
kx = k cos(χ) and ky = k sin(χ), perpendicular to and along the barrier, respec-
tively. qx =
√
(E − V0)2/v20 − k2 sin2(χ) is the x-component of the wavevector
inside the barrier with the velocity v0 of the charge carriers described by the
effective Dirac equation given in Eq. (5.8).
The transmission probability T (χ) and the resulting reflection probability
R(χ) = 1−T (χ) are shown in Fig. 5.19 for two different barriers. The reflection
vanishes, R = 0 or T = 1, at the resonances qxD = mpi for all integersm. More
remarkably, the reflection probability always vanishes for χ = 0. Independent
of the width, a high potential barrier in graphene is completely transparent for
Figure 5.18: Reflection and transmission at a potential barrier in graphene
obtained by doping. The incident electron is characterized by the
wave-vector ~k and the energy E which is measured from the Dirac
point. The width of the potential barrier is D, its height V0 > E
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Figure 5.19: Reflection (solid) and transmission (dashed) coefficients at a po-
tential barrier for an electron in graphene calculated from the for-
mula given in [150] with D = 100 nm, E = 80meV, V0 = 183meV
(A, red) and V0 = 207meV (B, blue).
a normally incident electron. This is the manifestation of the so-called Klein
paradox in graphene [150, 151]. The Klein paradox refers to the counterin-
tuitive prediction that a relativistic particle described by the Dirac equation
will be perfectly transmitted through an infinitely high potential barrier [149].
This is a direct consequence of the chirality of Dirac particles. Imagine a right
moving electron with pseudospin “up” hitting the barrier under normal inci-
dence (cf. Fig. 5.18). As the chirality, the projection of the pseudospin onto
the direction of propagation, has to be conserved, it cannot be scattered back
into a left moving electron state without flipping its pseudospin direction. It
can only be scattered into a hole state inside the barrier which has the correct
pseudospin. The prohibited backscattering at both ends of the barrier leads
to perfect transmission through the potential barrier.
A cavity for electrons in graphene can be constructed with a ring-shaped
Figure 5.20: “Graphene billiards” formed by an annular n-p-n-junction.
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potential barrier schematically depicted in Fig. 5.20. However, the electrons
are poorly confined in such a cavity as the reflectivity is smaller than one
for all incident angles but for grazing incidence parallel to the interface. An
equivalent to total internal reflection at a dielectric interface in the optical case
is not found at such a graphene barrier. This construction introduces a further
difference to the usual dielectric optical cavities. The potential in the inner
region enclosed by the barrier and the potential in the outer region are the
same. Therefore, the optical microcavities studied in the previous chapters are
actually not a good analogy to these graphene systems. A better analogy is a
glass ring placed in air where one does not want to study the optical modes
inside the glass but the light confined in the air region enclosed by the ring
and its transmission through the glass ring into the air region outside.
In an effective ray description of such graphene cavities, we consider only
the limit of thin barriers. This justifies the approximation that a ray incident
on the barrier is partly specularly reflected and partly transmitted through
the barrier without changing its direction. The shift of the transmitted ray
along the boundary caused by the refraction into and out of the barrier can
be neglected if the barrier is very small compared to the mean radius of the
structure. The intensities of the reflected and transmitted rays are given by
the reflection and transmission probabilities for a single electron.
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5.4.2 Circular n-p-n-junction
As in the optical case, we consider first a circular cavity as a testbed for
the model. Due to the radial symmetry, the angular momentum has to be
conserved and isotropic emission is expected.
Some exemplary ray trajectories in the circular graphene cavity are shown
in Fig. 5.21. The trajectories inside the circle are the same as in the usual
geometrical optics system or in a closed billiard as the ray is still specularly
reflected at the boundary. However, the transmission looks different than in a
typical optical case. In the approximation of a vanishingly thin barrier, consid-
ered here, the direction of the transmitted ray does not change with respect to
the incident ray. Further, there is no region of total internal reflection. Thus,
a transmitted ray occurs for all incident angles. Consequently, the intensity in
the reflected part of the ray is very low and soon there is almost no intensity
left inside the cavity.
The far-field emission resulting from the ray calculations for the two differ-
ent reflection coefficients shown in Fig. 5.19 is given in Fig. 5.22. As expected,
the emission pattern is isotropic independent of the applied reflection coeffi-
cient. The emission is calculated for different transition times and scaled such
that the maxima of each curve are equal. Time is measured in units of l/v0
with the path length l that the ray has traversed in the cavity and the veloc-
ity v0 of the charge carriers described by the effective Dirac equation given in
Eq. (5.8). The length is measured in multiples of the radius of the cavity. The
necessary scaling factors illustrate the decay of the intensity inside the cavity
and the difference between the two reflection coefficients.
In the case of the “red” reflection coefficient (given by the red curve in
Fig. 5.19, resulting far-field in Fig. 5.22(a)) the intensity decay is very fast,
whereas, it is slower in the case of the “blue” reflection coefficient (given by the
blue curve in Fig. 5.19, resulting far-field in Fig. 5.22(b)). This is clear from the
behavior of the reflection coefficients. The red reflection coefficient is always
much smaller than one but for parallel incidence, whereas, the blue reflection
Figure 5.21: Exemplary trajectories with different initial conditions in a circu-
lar graphene cavity. The ray trajectory inside the cavity is drawn
in blue, the transmitted rays in green, the cavity boundary in red.
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(a) V0 = 183meV (red in Fig. 5.19). (b) V0 = 207meV (blue in Fig. 5.19).
Figure 5.22: Far-field emission of the circular graphene cavity of radius R with
the reflection and transmission probabilities resulting from elec-
trons with energy E = 80meV incident on a barrier of width
D = 100 nm and two different heights V0 (see Fig. 5.19).
coefficient is close to one at least for a small interval of large incident angles.
Thus, there exist some rays in the case of the blue reflection coefficients that
are better confined inside the cavity. Further, the fast decay of the intensity
leads to strong fluctuations in the calculated far-field pattern.
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5.4.3 Limaçon-shaped n-p-n-junction
As Limaçon-shaped cavities have proven useful in optics (see section 3.3),
we discuss cavities of this shape as another example of graphene billiards.
To be able to make direct comparisons, the Limaçon curve (Eq. (3.1)) with
deformation parameter  = 0.43 is considered as the boundary of the system
as in the optical case.
The far-field emission resulting from the ray calculations in the Limaçon-
shaped graphene cavity for the two different reflection coefficients shown in
Fig. 5.19 is given in Fig. 5.23 for different transition times. The transition
times after which the emission patterns are obtained are twice as large in the
case of the blue reflection coefficients as the transition times in the case of the
red reflection coefficients. First, it is noted that the emission patterns reflect
the mirror symmetry of the cavity. Second, some directionality is found for
(a) V0 = 183meV (red in Fig. 5.19), transition times 30R/v0, 60R/v0, 120R/v0.
(b) V0 = 207meV (blue in Fig. 5.19), transition times 60R/v0, 120R/v0, 240R/v0.
Figure 5.23: Far-field emission of the Limaçon-shaped graphene cavity of mean
radius R, deformation parameter  = 0.43 with the reflection and
transmission probabilities resulting from electrons with energy
E = 80meV incident on a barrier of width D = 100 nm and two
different heights V0 (see Fig. 5.19). Note the different transition
times in the two cases.
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both reflection coefficients. Although a non-negligible amount of intensity is
transmitted in all directions two distinct directions show enhanced intensity if
the emission is obtained after short transition times. Due to the fast intensity
decay, however, the directionality is lost if the emission pattern is obtained
after a longer transition time. As discussed in the case of the circular graphene
cavity, the intensity inside the cavity decays much faster for the red reflection
coefficient than for the blue one.
5.4.4 Comment on the Goos-Hänchen shift in graphene
As mentioned already in chapter 2, the wave corrections to geometrical optics,
the Goos-Hänchen shift and the Fresnel filtering effect, are not restricted to
optics, rather they occur for every wave phenomena. The Goos-Hänchen shift
has also been studied for electronic waves in graphene [70, 71]. This is an
interesting topic by itself. The shift is found to be different for the two different
pseudospin polarizations (sublattices) and, depending on the chosen setup, it
can take on positive and negative values [70, 71, 169]. Further, it is predicted
that the lateral shift can be tailored by mechanical strain [170]. Beyond that,
the Goos-Hänchen shift can have measurable consequences on the conductance
through a graphene p-n-p-device [71].
For a full ray description of graphene devices, the Goos-Hänchen shift
should be appropriately included. However, this is beyond the scope of this
work. In the exemplary setup studied here, the Goos-Hänchen shift probably
does not play a role as no total reflection is reached. For the optical case in
chapter 2, it has been discussed that the Goos-Hänchen effect only appears if
total internal reflection is present. Furthermore, in the approximation of a very
thin barrier that has been applied above, the lateral shift of the transmitted
ray through the barrier has been neglected. This purely classical, geometri-




In the first part of this chapter, we have studied the effect of uniaxial strain in
a tight-binding model on the honeycomb lattice. The model has been applied
to graphene-like and boron-nitride like systems where the two inequivalent
sublattices of the honeycomb lattice are occupied by the same or two different
species, respectively.
Uniaxial strain is an easy method to tune the band structure, where ex-
istence and size of the band gap depend on the strength of the strain. Fur-
ther, the strain induces robust edge states that are independent of the precise
boundary termination what we illustrate in several examples. Whereas, this
model has been implemented in several experiments with artificial graphene
[143, 159, 160], it remains an open question if it can be realized in real graph-
ene.
In the last part, we have introduced an effective ray model as a possible
method for an efficient description of graphene devices in the same spirit as
the ray-optical description of dielectric optical microcavities. To illustrate this
model we have applied it to systems with a circular and a Limaçon-shaped
structure, respectively, two structures that we studied also in the optical case
in chapter 3. Based on the concept of ray-wave correspondence, the ray de-
scription of dielectric optical microcavities is a well-established method. In the
case of graphene-devices, however, more work is needed to check the validity
and applicability of this model.
Appendix A
Implementation of the ray model
Here, the implementation of the ray dynamics is described. First, a general
description is given that is valid for all the cases considered in this work.
Then, the specific details are explained for systems with boundaries in polar
coordinates and for polygonal systems. Finally, the differences between “optical
billiards” and “graphene billiards” are discussed shortly.
A.1 The ray model in optical and similar bil-
liards
To implement the ray dynamics in a computer program that follows the tra-
jectory of a ray started at an arbitrary point on the boundary in an arbitrary
direction pointing inside the cavity for a given number of “collisions” with the
boundary and gives the far-field distribution of the emitted light, the following
steps are necessary
1. Start a ray with given direction, starting point and intensity.
2. Find the point where it hits the boundary next.
3. Find the angle of incidence at the intersection point.
4. Determine the reflected and transmitted intensities from the angle of
incidence, given by the appropriate reflection coefficients.
5. Determine the direction and position of the reflected and, if possible,
transmitted ray from the angle of incidence.
6. If there is a transmitted ray, calculate the global far-field angle from the
local angle of transmission.
The reflection point, the angle of reflection and the reflected intensity define













Figure A.1: Reflection and transmission of a ray at a dielectric (or similar)
interface with relative refractive index n = n1/n2. The local tan-
gent ~τ and normal ~n to the boundary at the point of incidence
are shown in black. The directions of the incident and reflected
ray, ~ein and ~eref, are depicted as red arrows, the direction of the
transmitted ray ~etrans as blue arrow. The angles of incidence χin,
reflection χref, and transmission χtrans are defined with respect to
the local normal.
The normalized directions of the incoming, reflected, and transmitted rays
are then given in the following way (see Fig. A.1 for notation):
~ein = − cos(χin)~nin + sin(χin)~τin
~eref = cos(χref)~nref + sin(χref)~τref
~etrans = − cos(χtrans)~ntrans + sin(χtrans)~τtrans
(A.1)
The convention is to use positive angles χ ≥ 0 when the ray points in the same
direction as the local tangent, the situation shown in Fig. A.1, and negative
angles χ < 0 when it points in the opposite direction. The subscripts “in”,
“ref”, and “trans” at the tangent- and normal- vectors, ~τ and ~n, denote that
the local tangent and normal at the respective points have to be used which
do not need to be the same for incident reflected and transmitted ray due to
the beam shift corrections.
The ray ~r, starting with angle χ at point ~p on the boundary, is given by
~r(α) = ~p+ ~eref (χ) α (A.2)
with α ≥ 0. The intersection of the ray with the boundary (different from the
starting point) gives the new point of incidence ~pin. The angle between the
ray and the local boundary normal at ~pin defines the angle of incidence. The
explicit calculation of these two quantities is explained in detail in the next











Figure A.2: Definition of the far-field angle φf .
If conventional ray optics, i.e. no beam shifts, is applied the points on
the boundary ~pref and ~ptrans, where the reflected and the transmitted rays
start, coincide with the point of incidence, ~pin = ~pref = ~ptrans. The angle of
reflection equals the angle of incidence χref = χin and the angle of transmission
is determined by Snell’s law sin(χtrans) = n sin(χin) where n is the relative
refractive index. The relative refractive index is defined here and throughout
this work such that the first medium where the incident ray propagates has
n1 = n and the second medium outside has n2 = 1. If n > 1 (corresponding
to the transition from an optically thicker medium to an optically thinner
medium) there is a transmitted ray only for sin(χin) < 1/n, otherwise, total
internal reflection occurs.
If beam shift corrections in terms of the Goos-Hänchen shift and/or the
Fresnel filtering effect are included things become a bit more complicated.
The points of reflection and transmission are shifted according to the corre-
sponding Goos-Hänchen shift terms, ~pref = ~pin+∆~rGH ref(χin) and ~ptrans = ~pin+
∆~rGH
trans(χin). The angles of reflection and transmission have to be corrected
by the angular shift due to the Fresnel filtering effect, χref = χin + ∆χrefFF(χin)
and χtrans = arcsin(n sin(χin)) + ∆χtransFF (χin) where the angles have to be mea-
sured with respect to the local normals at the corrected points of reflection
and transmission.
To calculate the far-field emission pattern, not only the local transmission
angle χtrans but also the angle φf between the transmitted ray and the x-axis
of the global coordinate frame need to be determined (see Fig. A.2). Given





Further, the intensities of the reflected and transmitted rays have to be cal-
culated. Every ray is initialized with unit intensity, I0 = 1. At each reflection
at the boundary, the reflected intensity is Iref = R(χin)Iin and the transmitted
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intensity is Itrans = T (χin)Iin with the appropriate intensity reflection coeffi-
cient R(χ) and the corresponding transmission coefficient T (χ) = 1−R(χ).
A.2 Billiards with boundaries in polar coordi-
nates
If the boundary of the system is defined by a curve ρ(φ) in polar coordinates,














(−ρ(φ) sin(φ) + ρ′(φ) cos(φ)







where the prime denotes the derivative with respect to the polar angle φ.














has to be solved for α. The new intersection point is then ~pin = ~r(α), the
new incident angle is given by sin(χin) = ~τ(arctan(ry(α)/rx(α))) · ~eref(χref).
With the new point and angle of incidence, the next steps can be performed
as explained in the general description.
A.3 Polygonal billiards
The ray calculations in a polygonal optical cavity follows the same principles as
in the case of cavities with curved boundaries. However, the boundary is now
given by straight lines between the corner points instead of a curve in polar
coordinates. This leads to some differences in the actual implementation. Here,
the implementation will be discussed at the example of a triangular system.
The boundary of the triangle is defined by its three corner points P1, P2, P3
in the two dimensional plane. Without loss of generality the coordinate system
can be chosen such that P1 lies in the origin, P1 = (0, 0), and P2 lies on the
x-axis, P2 = (P2,x, 0). The third point P3 can then be chosen freely allowing
for all possible triangles. If the area (or the circumference) of the triangle was
normalized to 1 the degrees of freedom would be reduced to 2. However, this
is not considered here. From the three points we can deduce the normalized
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~nσ = (−τσ,y, τσ,x) (A.5)
where σ = 1, 2, 3 and σ + 1 = 4 corresponds to 1 cyclically.
The boundaries can be parameterized as





with 0 ≤ β < 1. The point of intersection of the ray ~r (see Eq. (A.2)) with the
boundary of the triangle is the solution of the equation
~r(α) = ~sσ(β) (A.7)
under the constraints α > 0 (to ensure that not the starting point is hit) and
0 ≤ β < 1 (to ensure that the point lies on the triangle and not somewhere
outside). In consequence, the following linear equation has to be solved(
eref,x(χref) Pσ,x − Pσ+1,x











The new intersection point is then ~pin ≡ ~r(α) = ~sσ(β), the new incident angle
is given by sin(χin) = ~τσ ·~eref(χref). With the new point and angle of incidence,
the next steps can be performed as explained in the general description.
A.4 Differences between optical and graphene
billiards
An effective ray description of “graphene billiards” as discussed in section 5.4 is,
in principle, analogous to the optical case. However, there are two important
differences between the optical and the electronic system.
On the one hand, the appropriate reflection coefficients have to be used.
Instead of the Fresnel coefficients or corrected Fresnel coefficients which result
from the boundary conditions imposed on an electromagnetic wave at a dielec-
tric interface, the reflection probabilities have to be used that result from the
boundary conditions of the quantum mechanical wave function at the potential
step or barrier. These reflection and transmission probabilities are derived in
[150].
On the other hand, the effective refractive index, needed to determine the
direction of the transmitted ray, has to be defined appropriately. It is deter-
mined by the potential difference between the different regions of the structure.
The reflection and transmission coefficients and the effective refractive in-




Additional figures for the beam
shifts
Here we show some additional figures which are different presentations of the
data shown as three-dimensional plots in chapter 2.
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Figure B.1 here is an alternative to Fig. 2.7.
















(a) Goos-Hänchen shift, TM polarization.












(b) Goos-Hänchen shift, TE polariza-
tion.




















(c) Fresnel filtering, TM polarization.













Fresnel Filtering (Reflection), TE
(d) Fresnel filtering, TE polarization.
Figure B.1: Influence of the beam width on the Goos-Hänchen shift DGH and
on the Fresnel filtering effect ∆χFF at a planar interface according
to Eq. (2.8) and Eq. (2.10), respectively. The wavenumber k is
fixed while the beam waist w/λ is varied. The relative refractive
index is n = 1.5, χc ≈ 41.8◦, χB ≈ 33.7◦. Alternative presentation
of the data shown in Fig. 2.7.
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(a) Goos-Hänchen shift, TM polarization.














curved interface, σ=36 fixed
(b) Goos-Hänchen shift, TE polar-
ization.














Fresnel Filtering (Reflection), TM






(c) Fresnel filtering, TM polarization.















Fresnel Filtering (Reflection), TE
curved interface, σ=36 fixed
(d) Fresnel filtering, TE polarization.
Figure B.2: Influence of angular spread on the Goos-Hänchen shift and the
Fresnel filtering effect at convexly curved interfaces according to
Eq. (2.27) and Eq. (2.30), respectively. Wavenumber k and angu-
lar spread σ = 36 are fixed while the curvature κ = 1/R is varied.
The relative refractive index is n = 1.5, χc ≈ 41.8◦, χB ≈ 33.7◦.
Alternative presentation of the data shown in Fig. 2.24.
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Figure B.3 here is an alternative to Fig. 2.25.














Fresnel Filtering (Reflection), TM





(a) Goos-Hänchen shift, TM polarization.













Fresnel Filtering (Reflection), TE
curved interface, w/λ=5 fixed
(b) Goos-Hänchen shift, TE polar-
ization.














Fresnel Filtering (Reflection), TM





(c) Fresnel filtering, TM polarization.













Fresnel Filtering (Reflection), TE
curved interface, w/λ=5 fixed
(d) Fresnel filtering, TE polarization.
Figure B.3: Influence of the beam width on the Goos-Hänchen shift and the
Fresnel filtering effect at convexly curved interfaces according to
Eq. (2.27) and Eq. (2.30), respectively. Wavenumber k and width
w/λ = 5 are fixed while the curvature κ = 1/R is varied. The
relative refractive index is n = 1.5, χc ≈ 41.8◦, χB ≈ 33.7◦. Alter-
native presentation of the data shown in Fig. 2.25.
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