We describe a probabilistic approach to a relatively new combinatorial object called staircase tableaux. Our approach allows us to analyze several parameters of a randomly chosen staircase tableau of a given size.
Introduction
A new combinatorial structure, called staircase tableaux, was introduced in recent work of Corteel and Williams [8, 11] . They are related to the asymmetric exclusion process on an one-dimensional lattice with open boundaries, the ASEP. This is an important and heavily studied particle model in statistical mechanics (we refer to [8] for some background information on several versions of that model and their applications and connections to other branches of science). The study of the generating function of the staircase tableau has given a formula for the steady state probability of the ASEP. In the same work staircase tableaux were also used to give a combinatorial formula for the moments of the (weight function of the) Askey-Wilson polynomials; for a follow-up work see [7] .
The authors of [8] called for further investigation of the staircase tableaux because of their combinatorial interest and their potential connection to geometry. In this note, we take up that issue and study some basic properties of staircase tableaux. More precisely, we analyze the distribution of appearances of Greek letters α, β, δ, and γ in a randomly chosen staircase tableau of size n or on the diagonal of such tableau. We refer to the next section or to [8, Section 2] for the necessary definitions and the precise meaning of these symbols.
Here, we only mention that in the context of the ASEP these letters correspond to the probabilities of particles entering or leaving the lattice (from either direction).
Staircase tableaux are generalizations of permutation tableaux (see e.g. [5, 9, 10, 17] and references therein for more information on these objects and their connection to a version of ASEP referred to as the partially asymmetric exclusion process; PASEP). For permutation tableaux, the authors of [5] developed a probabilistic approach that later allowed the derivation of the limiting (and even exact) distributions of various parameters of the permutation tableaux. Our goal here is the same: we will develop a probabilistic approach parallel to that of [5] that will allow us to systematically compute generating functions of various quantities associated with staircase tableaux and, as a consequence, obtain their exact or limiting distributions. A few of those statements could be also obtained by combinatorial approach based on an involution on staircase tableaux and on transformation of the parameters under that involution. Nonetheless, aside of giving new insights, our probabilistic approach allows for a more systematic and universal analysis, and thus has a value in itself, we think.
As we will see below, one of the parameters we study, namely the number of letters α or γ (or, equivalently, the number of letters β or δ) on the diagonal of a tableau turns out to coincide with a generalization of Eulerian numbers (see [20, sequence A060187]) related to Whitney numbers of Dowling lattices. It seems that the first trace of the sequence [20, sequence A060187] in the literature goes back to MacMahon's paper [18] , and that fairly recently this sequence has been studied in a wider context in [16] . We refer to [20, sequences A060187, A145901, A039775] and [14, 2, 3, 4] for definitions and further information on the numbers we mentioned, and the relations between them. This rather unexpected and intriguing connection between the parameter we study here and the generalized Eulerian numbers has not been explained and merits, perhaps, further studies. One consequence of our work is that the triangle of generalized Eulerian numbers [20, sequence A060187], when suitably normalized, satisfies the central limit theorem. As far as we can tell this result is new (although it is an easy consequence of a general theorem of Bender [1] ). Limit theorems for a related sequence [20, A145901] are established in [4] .
This link may have unraveled connection to geometry alluded to in [8] as the sequences A060187, A145901, and A039775 from [20] all have a very strong geometrical flavor.
Due to space limitation, we will not give the full details here, referring instead to the full version of the paper, now in preparation. We will confine ourselves to giving a detailed description of our approach, state our results, and include a sample proof to illustrate how our approach works in practice.
2 Definitions and notation 2.1 Staircase tableaux. We recall the following concept first introduced in [8, 11] : A staircase tableau of size n is a Young diagram of shape (n, n − 1, . . . , 2, 1) whose boxes are filled according to the following rules:
• each box is either empty or contains one of the letters α, β, δ, or γ;
• no box on the diagonal is empty;
• all boxes in the same row and to the left of a β or a δ are empty;
• all boxes in the same column and above an α or a γ are empty.
An example of a staircase tableau of size 7 is given in Figure 1 below. We denote the set of all staircase tableaux of size n by S n , n ≥ 1. It is known that the cardinality of S n is 4 n n!. There are several proofs of this statement (c.f. [7] for one of them and for references to further proofs). All these proofs are based on combinatorial approaches and we wish to mention that a probabilistic technique that we develop in this paper may be used to provide yet another proof of that fact. We present our proof in Section 4 below.
Connection to ASEP.
Staircase (or earlier permutation) tableaux were introduced and studied in the connection with ASEP. Because of the importance of this connection we briefly recall its nature. The ASEP is a Markov chain on words of size n on an alphabet A = {•, •} consisting of two letters. Each such word represents an one-dimensional lattice of length n with some sites occupied by particles (represented by •), and others not (represented by •). A particle can only hop to the right or the left (with the probabilities u and q, respectively), provided that the adjacent site is unoccupied, or enter or quit the lattice. Entering from the left (right) happens with the probability α (resp., δ) if the first (last) site is unoccupied. Exiting to the left (right) happens with the probability γ (resp. β) if the first (last) site is occupied. At a given time one of the n + 1 possible locations for a move is selected (uniformly at random) and, if possible, a transition described above is performed with the given probability. We refer to [12, 13, 15] or [8] for more detailed description and further references.
To describe the connection to staircase tableaux, define the type of a staircase tableau S of size n to be a word of the same size on the alphabet { We also need a weight of a tableau S. To compute it, we first label the empty boxes of S with u's and q's as follows: first, we fill all the boxes to the left of a β with u's, and all the boxes to the left of a δ with q's. Then, we fill the boxes above an α or a δ with u's, and the boxes above a β or a γ with q's. When the tableau is filled, its weight, wt(S), is a monomial of degree n(n + 1)/2 in α, β, γ, δ, u and q, which is the product of labels of the boxes of S. Figure 3 shows a tableau filled with u's and q's. Its weight is α 3 β 2 δ 3 γ 3 u 8 q 9 . Corteel and Williams [8, 11] steady state probability that the ASEP is in state σ is
,
wt(S) and
Z σ (α, β, γ, δ, q, u) = S of type σ wt(S).
Further definitions and notation.
We now define some parameters that will be object of our study. Let * be a subset of the set of symbols {α, β, δ, γ}. We say that a row of a staircase tableau is indexed by * if the leftmost entry in that row is in * . For the sake of brevity we will refer to rows indexed by * simply as * rows. Thus, for example, the number of α/γ rows is the number of rows indexed by α or γ. The tableau in Figure 1 has two α/γ rows, the second from the top (indexed by α) and the bottom (indexed by γ). For a given staircase tableau S ∈ S n we denote this quantity by r n (S) and we occasionally will skip the subscript n if there is no risk of confusion. As we will see below this parameter will play a fundamental role in our approach.
Other parameters we will consider are: the total number of entries β or δ (β/δ for short), the total number of entries α or γ (α/γ), the number of entries β/δ on the diagonal of the tableau, and the number of entries α/γ on the diagonal. For a given tableau S ∈ S n these parameters will be denoted by Δ n (S), Γ n (S), B n (S), and A n (S), respectively. For a tableau in Figure 1 they are: Δ 7 (S) = 5, Γ 7 (S) = 6, B 7 (S) = 3, and A 7 (S) = 4. Our results may be summarized as follows: all these parameters, after suitable normalization, are asymptotically normal. More precisely, if Y n is any of the statis-
where N (0, 1) denotes the standard normal variable and the convergence is in distribution (for a precise statement see Theorem 5.1 below.) We will also obtain the exact expressions for the expected value and the variance of Y n in each of the five cases. Furthermore, in the case of r n , Δ n , and Γ n we will obtain a simple description of the exact distribution of Y n (from which it readily follows that they are asymptotically normal). Because of the symmetries in staircase tableaux, these five cases are not independent of one another. In fact, it suffices to consider one of r n , Δ n , Γ n and either A n or B n (see Remark in Section 5 for the explanation), but it is interesting to know that each of these cases can be treated by our approach independently of other cases. Also, our results do not distinguish α from γ and β from δ and so we could replace each pair by one symbol and use only two nontrivial entries in our tableaux. However, each of them has its own interpretation in terms of ASEP and this symmetry in α/γ and β/δ breaks in that context. For this reason we decided to follow the same notation as in the literature on ASEP.
As we mentioned earlier our viewpoint will be probabilistic. Thus, we will equip the set S n with the uniform probability measure denoted by P n . That means that for each S ∈ S n we have
As is customary we will refer to a tableau chosen according to that measure as a random tableau of size n. We will denote the integration with respect to the measure P n by E n . With this understanding, the quantities r n , Δ n , Γ n , B n , and A n being functions on a probability space, are random variables (from now on referred to as statistics) and we will analyze their probabilistic properties (like expected values, variances, and exact or limiting distributions). In order to do that we will develop a technique that is analogous to what has been done in the case of permutation tableaux (see [5] or [17] ). Let us recall at this point that permutation tableaux have been used to give a combinatorial description of a stationary distribution for the PASEP. We refer to e.g. [9, 10, 5, 17] for the definition, connections to PASEP, further properties and details. Just as PASEP is a particular case of ASEP, permutation tableaux of size n are in bijection with a subset of staircase tableaux of that size corresponding to the case γ = δ = 0.
Let us recall that the approach used in [5, 17] for the permutation tableaux was to identify a fundamental parameter, trace its evolution as the size of a tableau is increased by 1, and then use successively conditioning to reduce the size of a tableau. We refer the reader to either [5] or [17] for more details, here we only recall that this fundamental parameter was the number of unrestricted rows in a permutation tableau, and that its conditional distribution was given by 1 + Bin(U n−1 , 1/2). This is to Copyright © 2011 SIAM Unauthorized reproduction is prohibited.
mean that if a size of permutation tableau with U n−1 unrestricted rows was increased from n − 1 to n, then the number of unrestricted rows in this extension had (the conditional) distribution 1 + Bin(U n−1 , 1/2). As we will see in the forthcoming section, in the case of staircase tableaux the role of a fundamental parameter will be played by the number of α/γ rows.
Set-up
To describe our approach we need to briefly recall the evolution process of staircase tableaux described in [6] . Let S ∈ S n−1 be a tableau with r n−1 = r n−1 (S) α/γ rows. To extend its size by 1, we add a new column of length n at the left end and we need to fill it according to the rules. If r n−1 = 0 then all n − 1 rows of S are β/δ rows and hence the top n − 1 boxes of the new column have to be empty since no entries are allowed to the left of a β/δ in the same row. Thus, if r n−1 = 0 we obtain four different tableaux of size n by putting one of the four symbols in the bottom box of the new column. If r n−1 ≥ 1 then we can either put one of the symbols α/γ in the bottom corner (and then we are forced to leave all other boxes in that column empty), or we can put a β/δ in the bottom box of the new column. In that case, we need to fill all boxes in the new column corresponding to one of the r n−1 α/γ rows. According to the rules, if we put an α/γ in any of them, then we need to leave all boxes above it empty, otherwise we have a complete freedom. It is thus seen that any tableau of size n with extensions. Here, the first 2 is from putting an α/γ in the bottom box of the new column, the next 2 is from putting a β/δ in that box, the term 2·3 i−1 , 1 ≤ i ≤ r n−1 is from putting the first (counting from bottom up in the new column) α/γ in the ith row as then there are 3 i−1 ways of filling the earlier i − 1 boxes with symbols β, δ, or leaving them empty, and finally, the 3 rn−1 term comes from not putting an α/γ in any of the r n−1 rows and thus filling these r n−1 rows with β/δ's or leaving them empty.
Summing the above gives 2 + 2 2
as claimed. The above discussion may be phrased in a more probabilistic language using what Shiryaev [19, Chapter I, §8 ] refers to as "decompositions" (which is just a special case of conditioning with respect to σ-algebra). To describe the decomposition of S n that we will be using, note that every tableau from S n is an extension of a unique tableau S from S n−1 . Therefore, denoting by D S the set of all tableaux from S n which are obtained from S by the process described above (as we just discussed, there are 4 · 3 rn−1(S) such tableaux), we can write
where (D S ) S∈Sn−1 are pairwise disjoint subsets of S n . We denote this decomposition of S n by D n−1 . We will need to be able to compute the conditional probabilities P( · |D n−1 ) and the conditional expectations E( · |D n−1 ) with respect to this decomposition. To do that, let S ∈ S n−1 be a particular tableau with r n−1 = r n−1 (S) α/γ rows and let r be the number of such rows in any of its extensions to a tableau of size n. We wish to know the (conditional) distribution of r. Clearly, the possible values for r are r n−1 + 1, r n−1 , r n−1 − 1, . . . , 1, 0 and we need to know the probabilities for each of these possibilities. First,
where the symbol C * denotes the event that we put one of the symbols * in the bottom box of the new column as we extend the tableau.
Next, for k = 0, 1, . . . , r n−1 we compute P(r = r n−1 − k|D S ). Since k is the number of β/δ's that we put in the r n−1 allowable (i.e. corresponding to α/γ rows of S) boxes, r = r n−1 − k means that we put a β/δ in the bottom box and additional k β/δ's in the r n−1 allowable boxes above it. If we do not put an α/γ in any of those k boxes, we have 2 · 2 k rn−1 k possibilities (2 is for putting a β/δ at the bottom, and the rest accounts for putting β/δ's in any k of the allowable r n−1 boxes). If we do put an α/γ in one of the boxes we need to pick k + 1 of the allowable r n−1 boxes, put an α/γ in the topmost of them and put β/δ's in the remaining k of them (and at the bottom). This gives 2 k+2 rn−1 k+1
possibilities. Thus,
Since we will prove a more general statement later (see a comment following (6.15)) we will not justify (3.3) here. We wish to comment, however, that calculations similar to those giving (3.3) are typical for our approach. In fact, the ability to compute the conditional expectations of various quantities will turn up to be one of the two main ingredients of our method.
We now discuss the second ingredient. Focus on S n−1 , the set of all staircase tableaux of size n − 1. There are two natural probability measures on S n−1 to consider. One is the uniform measure (denoted by P n−1 ) and the other is a measure obtained from the uniform probability measure on S n by "collapsing" all the elements of S n that are extensions of the same element S ∈ S n−1 . We will denote the latter measure P n (S) (there is an apparent ambiguity of notation here, however, it disappears once we remember whether S is in S n or S n−1 ). The relationship between these two measures on S n−1 is straightforward to find: since a tableau S ∈ S n−1 with r n−1 α/γ rows gives 4 · 3 rn−1 tableaux in S n we have
Consequently, for any random variable X n−1 on S n−1 we have
Here we have used the same convention as above; for a random variable X on S n−1 , E n−1 X denotes the expectation with respect to the uniform measure on S n−1 while E n X denotes the expectation with respect to the measure that is induced on S n−1 by the uniform measure on S n .
The relations (3.3) and (3.5) are key and will allow us to analyze the distributions of the various statistics on S n . Note that (3.4) and (3.5) are true regardless of whether we know the cardinalities of S n−1 and S n or not. As a matter of fact, one can use (3.5) to provide a yet another argument that |S n | = 4 n n!. We refer the reader to the full version of the paper for the details, here we just note that once this is known, (3.4) and (3.5) simplify to
respectively.
Illustration: the number of staircase tableaux
To illustrate how (3.3) and (3.5) work we re-derive the expression for the total number |S n | of staircase tableaux of size n. Proposition 4.1. Let S n be the set of all staircase tableaux of size n ≥ 1. Then
Proof. Since a tableau S of size n with r n (S) α/γ rows gives 4 · 3 rn(S) tableaux of size n + 1, grouping the elements of S n+1 accordingly, we have:
is simply the expected value of 3 rn computed over the uniform probability measure on S n . Therefore,
By basic properties of the conditional expectation (see e.g. [19, Formula (16) , p. 79]) the expectation on the right-hand side is equal to E n E(3 rn |D n−1 ). Using this and then (3.3) with z = 3 we see that the right-hand side above is
.
We now use (3.5) with X n−1 = (5/3) rn−1 to get
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This can be iterated and gives that |S n+1 | is equal to
With k = n − 1 this becomes
Since |S 1 | = 4 and
which proves the statement and independently confirms the count of staircase tableaux.
Main results
Our technique allows us to obtain the distribution (sometimes exact, sometimes only asymptotic) of the statistics discussed above. Before we state our results let us recall that if X and Y are two random variables (not necessarily defined on the same probability space)
Moreover if (X n ) is a sequence of random variables (which may be defined on different probability spaces) then X n d −→ X denotes the convergence in distribution. That means that as n → ∞ then
for all x at which the function on the right is continuous. We will be dealing exclusively with the case when X is the standard normal random variable, N (0, 1) and we recall that its distribution function is given by
We can now state our results.
Theorem 5.1. Consider the set S n with the uniform probability measure P n . The following are true:
where J k 's are independent and J k is a random variable which is 1 with probability 1/(2k) and 0 with the remaining probability. In particular,
where H n = n k=1 (ii) For every n ≥ 1 we have
where (J k ) are as in part (i). In particular, we have
and, as n → ∞,
In particular, (5.8) - (5.11) hold with Δ n replaced by Γ n .
(iv) The expected value and the variance of the number
A n of α/γ on the diagonal of a random staircase tableau of size n are, respectively,
In particular, (5.12) and (5.13) hold for B n in place of A n .
Remark. Several statements of the above theorem may be deduced from others. Indeed, there is an involution φ on the set of staircase tableaux of a given size. This involution has the following properties: if S, T ∈ S n are such that T = φ(S) then (a) Δ n (S) = Γ n (T ) and Γ n (S) = Δ n (T ); (b) B n (S) = A n (T ) and A n (S) = B n (T ).
Moreover, since any row is either indexed by α/γ or contains a β/δ, one has (c) r n (S) + Δ n (S) = n for any S ∈ S n . Thus (a) and (c) combined imply that any of the parts (i), (ii), (iii) of Theorem 5.1 implies the other two. Furthermore, (b) implies that part (v) of that theorem follows from (iv) (or vice versa). Nonetheless, as far as we know, neither any of (i)-(iii) nor (iv) or (v) were known before, and so the results presented in Theorem 5.1 are new. Besides, we think it is it is worth emphasizing that our probabilistic approach does provide a unified and systematic approach that in particular allows one to prove all parts of that theorem directly and without a need to appeal to any further information.
Sample proof
Detailed proofs of the results given in Theorem 5.1 will be included in the full version of the paper. Here, to illustrate how the technique works we will just prove one part of this theorem. In order to avoid overlap with what will be presented in the paper and also to show that each part of Theorem 5.1 may be obtained directly (i.e. without appealing to the involution on staircase tableaux) we will prove part (iii). More precisely, we will show directly that Γ n satisfies (5.8) -(5.11) of part (ii) of Theorem 5.1.
To this end, we compute the joint probability generating function E n t Γn z rn of Γ n and r n . We write Γ n = n k=1 g k where g k is 1 if an α/γ is inserted when the kth column to the tableau is added and is 0 otherwise (recall that there can be at most one α/γ in any column). We then have it is a self-contained proof of (3.3 Putting z = 1 we get that
The kth factor on the right-hand side is the probability generating function of a random variable I k that is 1 with probability 1 − 1/(2k) and is 0 with the remaining probability. Since the product corresponds to adding independent random variables, we see that Finally, since I k − EI k are uniformly bounded and variances of the partial sums go to infinity, the Lindeberg's condition for the central limit theorem (see e.g. [19, Chapter III, §4]) holds trivially, thus giving (5.11).
