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RR&D (Research and Development)
Collaborations
 Innovator Networks
R&DNetworks
Jan Kratzer
Technical University Berlin, Berlin, Germany
Glossary
Design Structure Matrix (DSM) Symmetric
matrix that indicates the links/interfaces
between decomposed product components
Hierarchical Decomposition Methods to
decompose products in to components and
subcomponents following product hierarchies
Systematic Variation Method that refers to the
search for and combination of solutions to
design subproblems
Satisficing Method that refers to the evaluation
and selection of alternative solutions and the
understanding that searches should not be
focused on finding the optimal solution
Discursiveness Method that refers to a step-by-
step, yet iterative, approach to the product
development process
Lead User Person who are ahead of trends and
develop and/or modify for their own benefit
new products and processes
Definition
Perhaps the first attempts to characterize indus-
trial organizations as networks were contained
in the records of the Hawthorne Experiments.
Shortly later, the analytic tools to scientifically
engage in networks were presented: the sciogram
introduced in 1934 and the sociomatrix intro-
duced in 1946. The decades after, with increasing
competitions, globalization, and customer indi-
vidualization, the pressure on organizational re-
search and development efforts has dramatically
increased. This process brought research and de-
velopment networks (R&D networks) into the
picture of academic research.
These early studies also exemplify the
multilevel character of such R&D networks.
The smallest elements in R&D are humans,
so interaction networks among them mold the
lowest level. Humans are grouped into teams
in aggregation departments and functional
divisions, so there are a number of levels
within organizations. Further, organizations
are embedded in environments with partners,
competitors, and customers within an economic,
political, and societal system. Hence, one
dimension in defining R&D networks is the
inherent existence of different levels (Gabbay and
Leenders 1999). Another dimension is the nature
of nodes and arcs. Nodes may be humans, but
also teams and departments. However, nodes may
also be product components (Sosa et al. 2004) in
R&D networks. In this case, the linking element,
the arcs, would be interfaces between product
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components, whereas interaction between hu-
mans, teams, and departments most often refers
to some kind of communication. In addition,
like all networks, R&D networks can be open
or closed, are denoted by strong or weak ties,
and have structural features such as centrality.
Generally speaking, R&D networks are like other
networks and can be defined as other networks,
as a number of ties or arcs between a number of
nodes, whereby arcs and nodes are embedded in a
multilevel hierarchy and can be of different kind,
strength, and structural consequence. Research
on different levels of analysis has shown that so-
cial network ties have an impact on performance:
On an individual level, Burt (1992) shows that
managers with a high quantity of disconnected,
nonredundant social network ties achieve faster
promotions to managerial positions. On an orga-
nizational level, Tsai and Ghosal (1998) found
that social interaction, as a manifestation of the
structural dimension, is significantly related to
the extent of interunit resource exchange. On an
interorganizational level, Gabbay and Leenders
(1999) illustrate how a key position in a cohesive
clique of an interorganizational network provides
a corporate actor with a rent-seeking capacity
enabling a business organization to extend its
profitability or to accrue valuable resources
necessary for corporate success. R&D networks
are distinct in being embedded in research and de-
velopment efforts, and with this the focus is partly
on specific nodes such as product components,
arcs such as problem-solving communication,
and levels of analyses such as R&D teams.
Examples
Following there are two examples of typical R&D
network research. The first example is adapted
from Journal of Product Innovation Management
(Leenders et al. 2007), and the second from
Research Policy (Kratzer et al. 2008). The
structure of formal and informal networks of
teams in R&D projects define the opportunities
potentially available to create new knowledge.
As many scholars have argued, networks of
organizational linkages are critical to a host of
organizational processes and outcomes (e.g.,
Reagans and Zuckerman 2003).
Can organizations exert control and provide
structure for R&D activities while at the
same time encouraging and managing creative
performance? This question was addressed in
the publication “Systematic Design Methods
and the Creative Performance of New Product
Teams: Do They Contradict or Complement
Each Other?” (Leenders et al. 2007). Most R&D
projects are executed with the R&D team as the
organizational nucleus. As a result, managing
creativity in R&D thus implies managing the
creativity of R&D teams. Besides having to
manage creative performance, companies are
generally also concerned with improving the
efficiency and effectiveness of the R&D process.
Modern R&D projects therefore have the need
for an approach that can be planned, optimized,
and verified. As a consequence, systematic
design methods have become widely used
in R&D. In this article a conceptual model
is developed of the effect of modern design
methodology on the creative performance of
R&D teams. It is then proposed that four
principles underlie modern design methodology:
hierarchical decomposition, systematic variation,
satisficing, and discursiveness. These principles
affect R&D communication by, respectively,
influencing the establishment of subgroups,
the frequency of communication, the level of
agreement or disagreement in the team, and
the level of centralization of communication.
These patterns of communication are then
related to team-level creative performance.
The main conclusion of the entry, is that the
design principles work together and need to be
considered as an integrated whole: the creative
performance of R&D teams can only effectively
be managed by using and aligning all four of
them.
In another publication “Revealing dynamics
and consequences of fit and misfit between
formal and informal networks in multi-
institutional product development collabora-
tions” (Kratzer et al. 2008), the interplay between
communication networks and product component
or design networks is highlighted. The size
and complexity of most multi-team R&D
project structures characterize the importance
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of addressing and defining the interfaces between
product sub-components; it is also important
to determine if the teams actually interact
according to their formally ascribed interfaces,
an inevitable requirement for the project to
function. Unfortunately, informal communication
networks often compete with such aspects of
organizations as formal structure (Cross et al.
2002). One of the most consistent findings in
the social science literature is that who you
know often has a great deal to do with what you
come to know (e.g., Szulanski 1996). In multi-
team R&D projects, therefore, it would be naive
to expect a perfect alignment between design
interfaces – the “Design Structure Matrix” – and
the informal communication network as Sosa
et al. (2004) have shown. The study revealed
three important findings: (1) formally ascribed
design interfaces and informal communication
networks correlate only marginally. The main
reason is that informal communication is much
more dense than ascribed; (2) although the
formally ascribed design interfaces change, the
structure of informal communication remains
largely stable throughout time; and (3) the most
intriguing finding is that this communicational
misfit is associated with higher effectiveness,
but it negatively impacts the institutional unit’s
efficiency.
Other Directions and Future Directions
These two examples show that R&D networks do
not solely focus on human interaction, but also
take the structure of products and processes as
systematic methods into account. There are other
examples of research on R&D networks reaching
beyond the organizational boundaries. Another
stream of research is focused on the diffusion of
innovation (Rogers 1974), on the identification
of certain roles as lead users important to propel
R&D efforts (Kratzer and Lettl 2009) and R&D
alliances (Hagedoorn 2002) among others. The
investigations of R&D networks in the future may
study networks increasingly by addressing more
thoroughly the multilevel character, may focus
more on longitudinal research designs, may apply
more sophisticated statistical analytics to cap-
ture the dynamics of networks, and finally may
close the gap between qualitative and quantitative
research designs.
Cross-References
 Innovator Networks
 Inter-organizational Networks
 Intra-organizational Networks
Networks of Practice
Top Management Team Networks
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Random Networks
 Sources of Network Data
Random Processes
 Probabilistic Analysis
Random Structures
 Probabilistic Analysis
Random Walks
Legislative Prediction with Political and Social
Network Analysis
Ranking
Misinformation in Social Networks, Analyzing
Twitter During Crisis Events
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Synonyms
Identify influential nodes; Importance ranking;
Link-based ranking; Relevance ranking
Glossary
Ranking Sort objects according to some order
Global Ranking Objects are assigned ranks
globally
Query-Dependent Ranking Objects are
assigned with different ranks according to
different queries
Proximity Ranking Objects are ranked accord-
ing to proximity or similarity to other objects
Homogeneous Information Network Networks
that contain one type of objects and one type
of relationships
Heterogeneous Information Network networks
that contain more than one type of objects
and/or one type of relationships
Learning to Rank ranking is learned according
to examples via supervised or semi-supervised
methods
Definition
Ranking objects in a network may refer to sorting
the objects according to importance, popular-
ity, influence, authority, relevance, similarity, and
proximity, by utilizing link information in the
network.
Introduction
In this entry, we introduce the ranking methods
developed for networks. Different from other
ranking methods defined in text or database sys-
tems, links or the structure information of the
network are significantly explored. For most of
the ranking methods in networks, ranking scores
are defined in a way that can be propagated in the
network. Therefore, the rank score of an object is
determined by other objects in the network, usu-
ally with stronger influence from closer objects
and weaker influence from more remote ones.
Methods for ranking in networks can be
categorized according to several aspects, such
as global ranking vs. query-dependent ranking,
based on whether the ranking result is dependent
on a query; ranking in homogeneous information
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networks vs. ranking in heterogeneous in-
formation networks, based on the type of
the underlying networks; importance-based
ranking vs. proximity-based ranking, based on
whether the semantic meaning of the ranking
is importance related or similarity/proximity
related; and unsupervised vs. supervised or semi-
supervised, based on whether training is needed.
Historical Background
The earliest ranking problem for objects in a
network was proposed by sociologists, who in-
troduced various kinds of centrality to define
the importance of a node (or actor) in a social
network. With the advent of the World Wide
Web and the rising necessity of web search,
ranking methods for web page networks are flour-
ishing, including the well-known ranking meth-
ods PageRank (Brin and Page 1998) and HITS
(Kleinberg 1999). Later, in order to better support
entity search instead of web page ranking, object
ranking algorithms is proposed, which usually
consider more complex structural information of
the network, such as heterogeneous information
networks. Moreover, in order to better person-
alize search quality, ranking methods that can
integrate user guidance are proposed. Learning
to rank techniques are used in such tasks, and
not only the link information but the attributes
associated with nodes and edges are commonly
used.
Methods and Algorithms
In this section, we introduce the most representa-
tive ranking methods for networks.
Centrality and Prestige
In network science, various definitions and
measures are proposed to evaluate the promi-
nence or importance of a node in the network.
According to Wasserman and Faust (1994),
centrality and prestige are two concepts to
quantify prominence of a node within a network,
where centrality focuses on evaluating the
involvement of a node no matter whether the
prominence is due to the receiving or the
transmission of the ties, whereas prestige focuses
on evaluating a node according to the ties that the
node is receiving.
Given a network G D .V;E/, where V and
E denote the vertex set and the edge set, several
frequently used centrality measures are listed in
the following:
• Degree centrality. Degree centrality (Niemi-
nen 1974) of a node u is defined as the degree
of nodes in the network: CD.u/ D Pv Au;v ,
where A is the adjacency matrix of G. Nor-
malized degree C 0D.u/ D CD.u/=.N  1/
can also be used to measure the relative impor-
tance of a node, where N is the total number
of nodes in the network and N  1 is the
maximum degree that a node can have.
• Closeness centrality. Closeness centrality
(Sabidussi 1966) assigns a high score to a
node if it is close to many other nodes in the
network and is calculated by the inverse of the
sum of geodesic distance (shortest distance)
between the node and other nodes:
CC .u/ D 1P
v d.u; v/
where d.u; v/ is the geodesic distance be-
tween u and v. A normalized closeness cen-
trality score (Beauchamp 1965) is defined as
C 0C .u/ D
N  1
P
v d.u; v/
where N  1 is the possible minimum sum of
distances between a node and the remaining
N  1 nodes.
• Betweenness centrality. Betweenness
centrality evaluates how many times the node
falls on the shortest or geodesic paths between
a pair of nodes:
CB.u/ D
X
v<w
gvw .u/
gvw
where gvw is the number of shortest paths
between v and w and gvw .u/ is the number
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of shortest paths between v and w containing
u. A normalized betweenness centrality score
is given in Freeman (1977):
C 0B.u/ D
2CB.u/
N 2  3N C 2
where .N 23NC2/=2 can be proved to be the
maximum value of CB.u/, when u is a center
point in a star network.
The readers may refer to Freeman (1978) and
Wasserman and Faust (1994) for detailed intro-
duction of these centrality measures.
In Wasserman and Faust (1994), several
prestige measures are proposed for directed
networks.
• Degree prestige. Degree prestige is defined
as the in-degree of each node, as a node is
prestigious if it receives many nominations:
PD.u/ D din.u/ D
X
v
Av;u
The normalized version of degree prestige is
P 0D.u/ D
PD.u/
N  1
where N is the total number of nodes in the
network and thus N  1 is the maximum in-
degree that a node can have .
• Eigenvector-based prestige. In order to cap-
ture the intuition that a node is prestigious
if it is linked by a lot of prestigious nodes,
eigenvector-based prestige is proposed in an
iterative form:
P.u/ D 1

X
v
Av;uP.v/
It turns out that p D .P.1/; : : : ; P.N //0 is the
primary eigenvector of the transpose of adja-
cency matrix AT . p is also called eigenvector
centrality.
• Katz prestige. In Katz (1953), attenuation
factor ˛ is considered for influence with
longer length transmissions, and the Katz
score is calculated as a weighted combination
of influence with different lengths:
PKat´.u/ D
X
kD1
˛k
X
v
.Ak/vu
which can be written into the matrix from:
PKatz D ..I  ˛A/1  I /01
where PKatz D .PKat´.1/; : : : ; PKat´.N //0,
I is the identity matrix, and 1 is an all-one
vector with length N . Katz score is also called
Katz centrality.
Global Ranking
Along with the flourish of web applications,
many link-based ranking algorithms are pro-
posed. We first introduce the ranking algorithms
that assign global ranking scores to objects in the
network.
PageRank In information network analysis, the
most well-known ranking algorithm is PageR-
ank (Brin and Page 1998), which has been
successfully applied to the web search problem.
PageRank is a link analysis algorithm that assigns
a numerical weight to each object in the informa-
tion network, with the purpose of “measuring” its
relative importance within the object set.
More specifically, for a directed web page net-
work G with adjacency matrix A, the PageRank
rank score of a web page u is iteratively deter-
mined by the scores of its incoming neighbors:
PR.u/ D 1  ˛
N
C ˛
X
v
AvuPR.v/=dout .v/
where ˛ 2 .0; 1/ is a damping factor and is set as
0.85 in the original PageRank paper, N is the total
number of nodes in the network, and dout .v/ DP
w Avw is the degree of outgoing links of v.
The iterative formula can also be written in the
following matrix form:
PR D 1  ˛
N
1C ˛M T PR
where M is the row normalized matrix of A,
i.e., Muv D Auv=Pv0 Auv0 , and 1 is an all-one
vector with length N .
The iterative formula can be proved to con-
verge to the following stable point:
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PR D .I  ˛M T /1 1  ˛
N
1
where I is the identity matrix.
PageRank score can be viewed as a stationary
distribution of a random walk on the network,
where a random surfer either randomly selects
an out-linked web page v of the current page u
with probability ˛=dout .u/ or randomly selects
a web page from the whole web page set with
probability .1  ˛/=N .
Query-Dependent Ranking
Different from global ranking, query-dependent
ranking produces different ranking results for
different queries.
HITS Hyperlink-Induced Topic Search
(HITS) (Kleinberg 1999) ranks objects based
on two scores: authority and hub. Authority
estimates the value of the content of the object,
whereas hub measures the value of its links to
other objects.
HITS is designed to be applied on a query-
dependent subnetwork, where the most relevant
(e.g., by keyword matching) web pages to the
query are first extracted. Then, the authority and
hub scores are calculated according to the follow-
ing two rules:
1. An object has a high authority score if it is
pointed by many nodes with high hub scores.
2. An object has a high hub score if it has pointed
to many nodes with high authority scores.
Mathematically, the two rules can be repre-
sented as two formulas:
Auth.u/ DPv AvuHub.v/
Hub.u/ DPv AuvAuth.v/
where A is the adjacency matrix of the subnet-
work. The two formulas are calculated iteratively,
where normalization is needed after each itera-
tion such that the score summation for each type
equals to 1.
By reforming the two formulas into matrix
form, we can find the authority score vector is the
primary eigenvector of AT A matrix, and the hub
score vector is the primary eigenvector of AAT
matrix.
Note that the authority and hub scores can only
be calculated at query time, as the subnetwork
needs first to be extracted according to the query.
Therefore, efficiency is a major issue of the HITS
algorithm.
Topic-Sensitive PageRank In order to obtain
both the offline computation benefit as PageRank
and the query-dependent ranking benefit as HITS,
topic-sensitive PageRank is proposed in Haveli-
wala (2002).
The topic-sensitive PageRank is comprised of
two steps. In step 1, a biased PageRank score
vector is computed for each predefined topic
offline, and in step 2, the probabilities that a query
belongs to each topic are determined online, and
the final query-dependent ranking is a weighted
combination of the rankings for each topic.
More specifically, in step 1, let Tj be the web
page set for topic cj , and let pj be the initial
ranking score vector for topic cj , where pj .u/ D
1=jTj j if web page u 2 Tj and Pj .u/ D 0;
otherwise, the biased PageRank score for topic cj
is calculated as
PRj D .1  ˛/M T  PRj C ˛pj
where M is the row normalized matrix of adja-
cency matrix A, as defined in PageRank section,
and ˛ is the parameter indicating the weight for
the initial ranking vector. Note that, in PageRank,
the initial ranking score is 1=N for all the web
pages in the network.
In step 2, for a given query q, the probability
that it belongs to each topic cj is calculated
according to the term distribution in each topic:
P.cj jq/ / P.cj /P.qjcj /
where P.cj / is the prior distribution of topic
cj and P.qjcj / is the probability that query q
can be generated in topic cj according to term
distribution in cj . Then, the query q-dependent
importance score for web page u can be calcu-
lated as:
squ D
X
j
P.cj jq/PRj .u/
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where PRj .u/ is the biased PageRank
score for web page u for topic cj .
Personalized PageRank In Jeh and Widom
(2003), personalized PageRank is proposed and
how to scale the computation is introduced.
Personalized PageRank aims at calculating
biased PageRank score to a personalized query
vector q, which is called preference vector:
PPRq D .1  ˛/M T  PPRq C ˛q
where M is the row-normalized matrix for the
network and ˛ 2 .0; 1/ is the parameter indicat-
ing the probability a random walk will teleport to
the query vector. PPRq is called the personalized
PageRank vector (PPV) for preference vector q.
Different from topic-sensitive PageRank,
where the query vectors are fixed for predefined
topics, query vectors in personalized PageRank
are arbitrary. Therefore, how to compute
personalized PageRank efficiently online
becomes critical, and the readers may refer to
Jeh and Widom (2003) for more discussions.
A similar idea, TrustRank, that is used for
ranking web pages according to their trustability
is proposed in Gyo¨ngyi et al. (2004), where the
query vector is determined by a set of carefully
selected trustable websites.
Ranking in Heterogeneous Information
Networks
Traditional ranking problem is considered in ho-
mogeneous information networks, where the net-
works contain only one type of objects and the
objects are connected via one type of relation-
ships. Recently, ranking algorithms for heteroge-
neous information networks are proposed, where
the networks contain multiple types of objects
and/or multiple types of relationships.
ObjectRank ObjectRank is proposed in Balmin
et al. (2004), which aims at ranking the ob-
jects according to a keyword-based query in a
database. A database is represented using a la-
beled data graph, D.VD ; ED/, where nodes rep-
resented objects from different types and links
represented relationships from different types. A
schema graph, G.VG; EG/, is used to describe
the structure of the data graph. Each node also
contains several attribute-value pairs, which de-
termine a set of keywords each node is associated
with.
An authority transfer schema graph,
GA.VG ; E
A
G/, is then defined according to the
schema graph, where authority transfer rates are
given to the edges in the schema graph, that is,
a certain link type in the data graph. The rate is
specified by domain experts or obtained by trial
and error. Afterwards, an authority transfer data
graph, DA.VD; EAD/, can be derived, where the
authority transfer rate between two objects u and
v is defined by
M.u; v/ D
(
w.T /
dout .u;T /
if dout .u; T / > 0
0 if dout .u; T / D 0
where T is the type of edge e D .u; v/, w.T / is
the authority transfer rate on the type of edges
T , and dout .u; T / is the total number of out
edges from u and of type T . After defining the
authority transfer data graph and obtaining the
new transition matrix M defined on objects, the
online query processing is similar to personalized
PageRank. For a keyword query k, the system
will prepare the query vector q according to
the set of objects containing the keyword. If an
object u contains the keyword, then q.u/ D
1=Nk, where Nk is the total number of objects
containing the keyword k; otherwise, q.u/ D 0.
Then, the ObjectRank vector for objects given the
keyword k is defined as
ORq D .1  ˛/M T ORq C ˛q
where ˛ is the parameter indicating the proba-
bility a random walk will teleport to the query
vector.
PopRank In Nie et al. (2005), PopRank is pro-
posed to rank web objects by using both web
links and object relationship links. The PopRank
score vector RX for objects from type X is
defined as a combination of their web popularity
REX and impacts from objects from other types:
RX D REX C .1 /
X
Y
YXM
T
YX RY
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where  is the weighting parameter of the two
components, YX is the popularity propagation
factor (PPF) of the relationship link from an
object of type Y to an object of type X , andP
Y YX D 1, MYX is the row-normalized ad-
jacency matrix between type Y and type X , and
RY is the PopRank score vector for type Y .
In the paper, a simulated annealing-based al-
gorithm for learning popularity propagation fac-
tor YX is also proposed, according to some
partial ranking lists given by users. Note that
PopRank assigns a global score for every object.
Authority Ranking for Heterogeneous Bibli-
ographic Network In reality, ranking function
is not only related to the link property of an
information network but also dependent on the
hidden ranking rules used by people in some
specific domain. Ranking functions should be
combined with link information and user rules in
that domain. Authority ranking for heterogeneous
bibliographic network is proposed in Sun et al.
(2009a, b), which gives an object higher rank
score if it has more authority.
Without using citation information, as citation
information could be unavailable or incomplete
(such as in the DBLP data, where there is no ci-
tation information imported from Citeseer, ACM
Digital Library, or Google Scholars), two simple
empirical rules similar to HITS are proposed to
rank authors and venues:
• Rule 1: Highly ranked authors publish many
papers in highly ranked venues.
• Rule 2: Highly ranked venues attract many
papers from highly ranked authors.
Let X and Y denote the venue type and author
type, respectively, and WY Y and WYX denote the
adjacency matrices for co-author relationships
and author-venue relationships in a bibliographic
network, according to Rule 1, each author’s score
is determined by the number of papers and their
publication forums:
rY .j / D
mX
iD1
WYX .j; i/rX .i/ (1)
At the end of each step, rY .j / is normalized by
rY .j / rY .j /Pn
j 0D1 rY .j
0/
:
According to Rule 2, the score of each venue is
determined by the quantity and quality of papers
in the venue, which is measured by their authors’
rank scores:
rX .i/ D
nX
jD1
WXY .i; j /rY .j / (2)
The score vector is then normalized by rX .i/  
rX .i/Pm
i 0D1 rX .i
0/
.
The two formulas will converge to the primary
eigenvector of WXY WYX and WYXWXY , respec-
tively.
When considering the co-author information,
the scoring function can be further refined by a
third rule:
• Rule 3: The rank of an author is enhanced if
he or she co-authors with many highly ranked
authors.
Adding this new rule, we can calculate rank
scores for authors by revising Eq. (1) as
rY .i/ D ˛
mX
jD1
WYX .i; j /rX .j /
C.1  ˛/
nX
jD1
WY Y .i; j /rY .j / (3)
where parameter ˛ 2 Œ0; 1 determines how
much weight to put on each factor, which can be
assigned based on one’s belief or learned by some
training dataset.
Similarly, we can prove that rY should
be the primary eigenvector of ˛WYXWXYC
.1  ˛/WY Y and rX should be the primary
eigenvector of ˛WXY .I  .1  ˛/WY Y /1WYX .
Since the iterative process is a power method to
calculate primary eigenvectors, the rank score
will finally converge.
The idea is extended to ranking medical treat-
ments based on medical literature, and an algo-
rithm called MedRank is proposed in Chen et al.
(2013).
Proximity Ranking
Different from previous ranking methods that
either rank objects according to their global
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importance or find the important objects that
are relevant to a query, ranking objects according
to their similarity or proximity to a given object
is also important. Note that proximity ranking
does not necessarily return highly visible objects
in the network.
SimRank SimRank is proposed in Jeh and
Widom (2002) to calculate pairwise similarity
between objects in a network based on the link
information. The intuition of the similarity model
is based on the idea that “two objects are similar
if they are related to similar objects.” In other
words, the similarity between objects can be
propagated from pair to pair via links.
For a directed graph G D .V;E/, the sim-
ilarity between two nodes a and b is defined
to be 1, if a D b, that is, s.a; b/ D 1 when
a D b. Otherwise, it is calculated iteratively via
the following formula:
s.a; b/ D CjI.a/jjI.b/j
jI.a/jX
iD1
jI.b/jX
jD1
s.Ii .a/; Ij .b//
where C is the damping factor and is set as 0:8
in the paper, I.a/ represents the in-neighbors of
node a, jI.a/j is the total number of in-neighbors
of a, and Ii .a/ represents the i th in-neighbor
of a.
SimRank can also be applied to bipartite net-
works, where similarity between one type en-
hances the quality of the other type alternatively.
It can be shown that SimRank computation on
a network G is equivalent to the pairwise random
surfer model on a network of G2. The rank score
of a node in G2 represents the similarity score of
a pair of nodes in the original network G. The
convergence of the SimRank computation can be
guaranteed.
The time complexity of computing SimRank
is high, as the similarity score between a pair of
objects is dependent on the similarityZ between
every other pair of objects. Different algorithms
are proposed to fast computing SimRank, such as
Li et al. (2010a, b).
PathSim PathSim (Sun et al. 2011) is designed
to evaluate peer similarity between objects in
a heterogeneous information network. Different
from previous query-based ranking and similarity
measure, PathSim is proposed for (1) evaluating
similarity between objects in a heterogeneous
information network and (2) evaluating similarity
in terms of peers between objects.
In heterogeneous information networks, ob-
jects can be connected via different types of
connections, and similarity with different seman-
tics can be defined using different types of con-
nections. Meta-path, the meta-level connection
between objects, is then proposed to systemat-
ically capture how objects are connected in a
heterogeneous network.
In many scenarios, finding similar objects in
networks is to find similar peers, such as find-
ing similar authors based on their fields and
reputation, finding similar actors based on their
movie styles and productivity, and finding sim-
ilar products based on their functions and pop-
ularity. A meta-path-based similarity measure,
called PathSim that captures the subtlety of peer
similarity, is proposed. The intuition behind it
is that two similar peer objects should not only
be strongly connected but also share comparable
visibility. Given a symmetric meta-path P , Path-
Sim between two objects x and y of the same
type is
where px y is a path instance between x and
y, px x is that between x and x, and py y is
that between y and y.
Meta-path-based similarity is a general frame-
work, on which other measures can be defined
to evaluate similarity or proximity between ob-
jects. For example, Shi et al. (2012) propose
a proximity measure between different types of
objects.
s.x; y/ D 2  jfpx y W px y 2 Pgjjfpx x W px x 2 Pgj C jfpy y W py y 2 Pgj
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Learning to Rank
Most of the previously discussed ranking meth-
ods are unsupervised. However, in may cases,
ranking should be different for different datasets
and/or for different purposes. Thus, learning is
important to select the best parameters for a
parameterized ranking method. For example, the
previously mentioned PopRank (Nie et al. 2005)
can automatically learn the best popularity prop-
agation probabilities between object types. Be-
sides PopRank, there are several other recently
proposed supervised or semi-supervised ranking
methods, as introduced below.
Adaptive PageRank In Tsoi et al. (2003), the
authors propose to help administrators alter
PageRank scores according to their preference by
modifying PageRank equations and introducing
constraints.
The administrator of a system may want to
intervene the PageRank score, such as modify
the page scores to some target scores or estab-
lish a predefined ordering on the pages. These
constraints can be represented as some linear
constraints. At the same time, the administrator
wants to find a scoring function that is most
similar to the original PageRank scoring func-
tion. The problem can then be transformed to
a quadratic programming problem with an in-
equality constraint set. And the parameters can be
automatically learned to derive an administrator
preferred ranking function.
Learn to Rank Networked Entities (NetRank)
In Agarwal et al. (2006), the authors propose to
parameterize the conductance values between
objects and rank networked entities based
on Markov walks with these parameterized
conductance value. The goal is to learn those
parameters according to a given preference order
among objects.
The conductance value between two objects u
and v is defined as the network flow between u
and v:
puv D P r.u! v/ D pup.vju/
where pu is the probability that a random surfer
stays at node u and p.vju/ is the transition
probability from u to v.
The conductance value is considered to
be parameterized in two ways. First, it can
be parameterized according to the hidden
communities that the two nodes belong to.
Intuitively, edges within the same community
have a higher conductance and edges that
bridge different communities have a lower
conductance. Second, the conductance value can
be parameterized according to the edge type that
.u; v/ belongs to. Intuitively, different types of
edges may have different conductance.
Semi-Supervised PageRank A semi-supervised
learning framework, called semi-supervised
PageRank, is proposed in Gao et al. (2011),
which aims at ranking nodes on a very large
graph. In the algorithm, the objective function
is defined based upon Markov random walk on
the graph. The transition probability and the reset
probability of the Markov model are defined as
parametric models based on the features on both
nodes and edges.
For the objective function, the goal is to find a
ranking that is as close to the parametric Markov
process stationary probability as possible. At the
same time, the constraints indicate the guidance
from the users and require that the ranking is as
consistent with the user supervision as possible.
It turns out that adaptive PageRank and Ne-
tRank are both special cases of the proposed
approach.
Similarity Search by Meta-Path Selection
A query-dependent semi-supervised ranking
method in heterogeneous information network
is proposed in Yu et al. (2012), which aims to
find entities with high similarity to a given query
entity.
Due to the diverse semantic meanings in a
heterogeneous information network that contains
multi-typed entities and relationships, similarity
measurement can be ambiguous without con-
text. A meta-path-based ranking model ensem-
ble is proposed to represent semantic meanings
for similarity queries. Users can provide several
sample similar objects while issuing the query,
and the algorithm will automatically select the
best ranking model according to such hints and
dispatch the query to the selected ranking model
online.
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Key Applications
Ranking methods are important for many ap-
plications. For example, ranking is critical for
search engine systems, either web search or entity
search. It can also be used in entity ranking for
applications in a particular domain, such as in a
bibliographic database or a medical information
system. Proximity ranking turns out to be very
useful in recommender systems. Identifying the
most influential actors in social networks can help
viral marketing. Ranking can also be used for
spam detection and trustworthy analysis.
Cross-References
Centrality Measures
Data Mining
Eigenvalues, Singular Value
Decomposition
 Social Influence Analysis
 Social Web Search
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Glossary
RDF Resource Description Framework
RDFS RDF Schema
URI Uniform Resource Identifier
Definition
The Resource Description Framework (RDF)
provides a model for representing data. Its back-
ground is set historically in a web environment
where it is used for representing information in a
device- and platform-independent way. The data
model of RDF corresponds to a directed, labelled
graph. Technically RDF consists of several W3C
recommendations which define its concepts and
abstract syntax (Klyne and Carroll). Work on
the RDF 1.1 specifications has commenced and
reached a draft status at W3C (Cyganiak and
Wood).
The core idea of RDF is to represent “things”
by URIs. Information is provided by statements
about the things and statements are expressed
as triples. These triples consist of a subject, a
predicate, and an object and express that the
subject is in a certain relation (identified by the
predicate) with the object. The relations between
things can be interpreted and represented in a
graph format, where subjects and objects are
graph nodes and the predicate is a labelled edge
between the nodes.
The choice of using URIs to represent things
is intentionally broad in its definition. In RDF
a URI can stand for a web resource (e.g., an
HTML web document), for a real-world entity
(e.g., a person), for abstract constructs (e.g., a
user account in an online community), a class
concept (e.g., a class type for documents), or to
denote the properties connecting entities (e.g., the
relation “creator” linking an author to a document
he or she wrote). The advantage of using URIs
in the triple statements for subject, predicate, and
object is that URIs are typically assigned to an
authority. For instance, http://west.uni-koblenz.
de/staff/Staab# is under the authority of the Insti-
tute WeST at Universita¨t Koblenz-Landau; hence,
this identifier is not easily to be confused with an
identifier of another Steffen Staab, which might
be given by https://www.facebook.com/steffen.
staab.9#. In this way the URIs provide globally
unique identifiers. The object of a triple can also
be a literal value (e.g., to denote the name of a
person by a String value). Subject and object can
furthermore be implemented by so-called blank
nodes, which represent nodes in the graph which
are neither identifiable by a URI nor are they a
literal.
RDF Schema (RDFS) (Brickley and Guha
2004) is an extension to RDF for defining spe-
cific vocabularies for RDF applications, i.e., for
defining the predicates and class types to be
used in a specific application context. To this
end, RDFS implements and provides some of the
concepts used in RDF itself. For instance, RDFS
provides a concrete property for assigning a type
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class to a URI and defines how to specify a URI
to be a property which can be used as predicate in
triples. With RDFS it is also possible to provide
some information about the vocabulary terms
which allow for simple forms of inferencing. For
instance, it is possible to define the domain and
range of properties or to define a subsumption
relation between class concepts.
Example
Assume a scenario where we want to provide
information about the university of Koblenz-
Landau. We can use the URI http://www.
uni-koblenz-landau.de/uni# to represent the
university as an institution. We also want to
state that the thing identified by this URI
is an entity of type College or University
as defined by the schema.org vocabulary.
Furthermore, we want to state that it can
be presented to human users by the String
“University of Koblenz-Landau.” While the
human readable label is given as a literal value,
the type is represented as a URI as well. The
graph representation of these two statements
is shown in Fig. 1. Using the subsumption
relations in the schema.org vocabulary, we can
infer, for instance, that the described entity
is also an educational organization, as http://
schema.org/CollegeOrUniversity is modelled
to be a subclass of the type http://schema.org/
EducationalOrganization.
RDF itself is defined only via an abstract
syntax. There are several ways to serial-
ize an RDF data graph into a machine-
readable format. The most common serial-
izations are RDF/XML (Beckett 2004), N3
(Berners-Lee and Connolly 2011), N-Triples
(Beckett 2013), and Turtle (Beckett 2013). While
all serializations are intended for the exchange of
RDF-encoded data between applications, some
serializations are deemed more human readable
(e.g., N3) while other are easier to integrate due
to well-established tool chains (e.g., RDF/XML).
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Glossary
First-order Logic A formal logic system in
mathematics distinguished from propositional
logic by its use of quantified variables
Deductive Reasoning The process of reasoning
from one or more general statements
(premises) to reach a logic conclusion
Tableaux A proof procedure for formulas of first-
order logic based on tree expansion
Resolution A proof procedure for formulas of
first-order logic based on a set of inference
rules for clauses
Definition
When considering logical reasoning, it is often
divided into three basic paradigms: deductive,
inductive, and abductive reasoning. Deductive
reasoning concerns what follows necessarily
from the given premises (if ˛, then ˇ) in a top-
down approach, while inductive reasoning, the
opposite of deductive reasoning, tries to derive a
reliable generalization from observations in a
bottom-up approach. Abductive reasoning is
seeking the explanation for given rules and
conclusions (if ˛ ! ˇ and ˇ, then perhaps ˛.)
For each of them, there are many varied usecases
in computer science area. For example, in
model checking area, we encode programs with
temporal states and do reasoning on them to show
the correctness, or in knowledge representation
area, we encode knowledge as logical formulas
and try to infer hidden knowledge from them. In
this section, we will give a high-level introduction
of deductive reasoning. Without specification, we
only consider first-order logic (FOL) on a purely
syntactic basis. Since many other forms of logics
are actually variations or fragments of FOL,
some of following reasoning approaches can also
be applied. One can either reduce the logics into
FOL and then apply these reasoning approaches
or modify these algorithms for particular uses.
When talking about FOL deductive reasoning,
we usually call it “deductive system,” which
is used to demonstrate that one formula is a
logical consequence of another formula. There
are many such systems for FOL, including nat-
ural deduction, sequent calculus, tableaux, and
resolution. All of these reasoning methods are
sound (all provable statements are true) and com-
plete (all true statements are provable).
From many of these approaches, tableaux and
resolution methods are the most popular. Given a
set of formulas, the Tableaux method (Robinson
and Voronkov 2001) derives a tree. To show that
a formula A is provable, the tableaux method
attempts to demonstrate that :A is unsatisfiable.
The tree of the derivation has :A at its root; the
tree branches in a way that reflects the structure of
the formula. If there is no A and :A occurring in
one branch, then this branch has no clash. If there
is no clash in all branches, then the formulas have
no conflict. (see demonstration at http://www.
umsu.de/logik/trees/) Resolution (Robinson and
Voronkov 2001) method works with formulas
in disjunctive forms. The Resolution rule states
that from the hypotheses A1 _ : : : _ Am _ C
and B1 _ : : : _ Bn _ :C the conclusion A1 _
: : : _ Am _ B1 _ : : : _ Bn can be obtained.
After applying resolution inference on arbitrarily
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two of the formulas, one can know there is no
logical conflict if it does not infer ?, i.e., empty
clause. The famous Modus ponens can be seen as
a special case of resolution of a one-literal clause
and a two-literal clause.
Reasoning for FOL is semidecidable, i.e.,
there is no procedure that, given formulas
A and B , always correctly decides whether
A logically implies B , but much progress
has been made such that they can be used
in practical usecases. For example, Prolog,
which is a logic programming implementation,
applies SLD-resolution (Robinson and Voronkov
2001) and the tabling technique to achieve
efficiency. (However, the efficiency is sensitive
to the order of input rules in the program.)
Datalog, a query and rule language for deductive
databases, uses the Magic Sets algorithm and
tabled logic programming to perform queries
quickly; that is why many systems reduce
problems to datalog queries. In addition, there
are even some mixed reasoning algorithms.
For example, hypertableaux (Baumgartner et al.
1996; Robinson and Voronkov 2001) combines
tableaux and resolution in order to absorb both
advantages. And more recently, people use
distributive systems to speed up the reasoning
process. On the other hand, one can even apply
some restrictions to attain decidability, such
as the two-variables fragment and the guarded
fragment. The core idea is a trade-off between
expressivity and complexity. Among many of its
decidable fragments, description logic (Baader
et al. 2007) attracts many researchers for study.
It is more expressive than propositional logic and
still decidable, and it is of particular importance
in providing a logical formalism for ontologies
and the Semantic Web. When reasoning for these
decidable fragments, simply applying the de-
ductive algorithm cannot guarantee termination,
and thus, one must refine the algorithms. For
example, the tableaux algorithm for description
logic requires a so-called blocking technique
(Baader et al. 2007) to stop unnecessary
expansion, and similarly the resolution procedure
needs to restrict an order on terms such that the
length of clauses can be limited according to the
knowledge base (Motik 2006).
However, regardless of the semi-decidability
issue, it is still less powerful to deal with in some
cases, because all its assumptions have to be
guaranteed correct and provide enough premises
in order to infer correct and complete knowledge.
We humans do not require much knowledge but
can still infer correct answers. We usually expect
an answer, jump to conclusions, generalize
additional rules on the fly, and are dependent
on environment. We draw no clear distinction
between deduction, induction, abduction, and
possibly more mechanisms. Therefore, many
researchers attempt to find a subtle combination
of these reasoning paradigms. NARS (see details
at https://sites.google.com/site/narswang/home)
implements a multilayer logic framework
aiming at a general intelligent system. The
layers progressively provide more expressivity,
including the three reasoning paradigms and
even some quantitative properties. There are also
some works combining abduction and induction
with statistical learning (Ray et al. 1996). But
one recent research shows that reasoning is a
simulation of the world fleshed out with our
knowledge, not a formal rearrangement of the
logical skeletons of sentences (Johnson-Laird
2011). So, all of these approaches might not truly
mimic human reasoning.
Conclusion
In this section, we give a general description of
the deductive reasoning paradigm. We talk about
two deductive systems, tableaux and resolution,
and some of their modern variants. And finally,
we argue that deductive reasoning alone may not
perform well for “real” intelligent systems and
that one needs other mechanisms to achieve it.
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Synonyms
Social Recommender System; Tag-based recom-
mendation; Web 2.0 recommender systems
Glossary
Collaborative Filtering A recommendation
method which is based on rating information
of the user community
Content-Based Filtering A recommendation
method which is based on characteristics of
the recommended items as well as individual
user feedback
Hybrid Recommender System A recom-
mender system that combines different
recommendation approaches or data sources
Rating Matrix A grid containing the users’ im-
plicit or explicit item ratings
Cold-Start Problem The ramp-up phase of
a recommender where preference data is
missing
Definition
Recommender systems (RS) are software tools
that are predominantly used on e-commerce sites
and for other online services as a means to help
the online customer find the most relevant shop-
ping items or pieces of information quickly. To-
day, such systems can be found for a variety of
different domains such as books, movies, music,
hotels, restaurants, or news.
The particularity of RS is that they are able
to provide personalized recommendations, which
are based on the past and current behavior or
the explicit preferences of individual users,
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the preferences of a user community as a
whole, or on various other forms of available
information.
The main task of an RS usually is to predict as
precisely as possible which of the recommend-
able items will be of interest for and accepted by
the user. Since the mid-1990s, when RS started
to emerge as a research field of their own, a
large variety of methods have been proposed
to increase the quality of the recommendations,
measured, e.g., in terms of their accuracy.
In their early years, RS were mainly con-
sidered as a tool for e-commerce sites or for
personalized information filtering. However, the
emergence of the Social Web – or, more gen-
erally, the Web 2.0 – soon had a strong impact
on the field of RS. One aspect is related to
the amount of information we know about the
users, which is crucial for the recommendation
quality. The Web 2.0 is participatory: People
connect on social networks and share informa-
tion about their personal profile and their inter-
ests, they actively contribute content on blogs
and micro-blogs, and they share, rate, and re-
view all types of resources online. Overall, much
more information about the user is theoretically
available than in the past, when explicit and
implicit rating data and the past transaction his-
tory were often the only available knowledge
sources.
Besides an increased engagement of users, the
Web 2.0 also brought new application fields for
RS technology. Today, we can find systems on
Social Web platforms that recommend people to
connect with or people to follow systems that
generate personalized information feeds based on
the user’s interests and systems that recommend
potentially interesting Web resources such as im-
ages, web pages, or blog posts. Even the choice
of an appropriate set of tags and annotations
for user-contributed content can be driven by
an RS.
In this entry, we will focus on RS that exploit
(semantic) knowledge sources that have become
available in the Social Web. In particular, we will
focus on the role of user-provided tagging data in
the recommendation process.
Introduction
With the continuously growing amount of infor-
mation on the Web, the availability of appropriate
tools that help the online user retrieve or dis-
cover interesting items becomes more and more
important. Recommender systems are one type
of such tools which are capable of generating
personalized lists of shopping items, reading lists,
or, more generally, action alternatives (Jannach
et al. 2010).
The recommendations of an RS can be based
on different types of information. In most cases
the quality of the recommendations and the corre-
sponding effect on the users are directly related to
the amount and quality of the available informa-
tion on which the recommendations are based on.
Today, the most popular class of recommendation
methods is called collaborative filtering (CF). CF
methods rely on the existence of item ratings
which are provided by an implicit online com-
munity. Amazon.com is an example of an online
retailer who relies among others on such methods
in their recommendation engines (Linden et al.
2003).
The other major type of systems is based on
what is called “content-based filtering.” While CF
recommender systems recommend items similar
users liked in the past, the task of a content-based
recommender system is to recommend items that
are similar to those the target user liked in the
past.
We illustrate the basic rationale of a content-
based recommendation method with an example
from the movie domain. Table 1 represents an
excerpt from an example movie database which
also provides plot keywords for each movie, i.e.,
an item’s content description is represented by a
set of plot keywords. Table 2, on the other hand,
shows an excerpt from the user database.
A simple content-based recommender com-
putes recommendations for Alice by selecting
movies Alice is not aware of and which are
similar to those movies she watched before. In
this example similarity between movies could
be defined by the number of overlapping key-
words. The unseen movie Ame´lie, for example,
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Movie Plot keywords
Heat Detective Criminal Thief Gangster
Scarface Gangster Criminal Drugs Cocaine
Ame´lie Love Waitress France Happiness
Eat, Pray, Love Divorce India Love Inner peace
Recommender Systems, Semantic-Based, Table 2
User database
User Preference profile
Alice Eat, Pray, Love, What Women Want
Bob Scarface, Carlito’s Way, Terminator II
has one keyword in common with Eat, Pray,
Love (“Love”). Therefore, we can assume some
degree of similarity between both movies. Since
Alice liked Eat, Pray, Love in the past, the movie
Ame´lie could be recommended to her.
Note that for a content-based recommender,
no user community is required for generating
recommendations. However, the target user has to
provide an initial list of “like” and “dislike” state-
ments or ratings on a given scale. Alternatively,
customer actions such as viewing or purchasing
an item can be interpreted as positive signals.
New items, on the other hand, can be incor-
porated in the recommendation process because
similarity to existing items can be computed
without the need for any rating data.
In the example discussed above, the
importance of each keyword was not taken
into account, that is, each keyword gets the
same importance. However, it appears intuitive
that keywords which appear more often in
descriptions are less representative. Therefore,
the TF-IDF encoding format was proposed and
gained popularity in particular in the field of
information retrieval and is also the basis for
various approaches that exploit Social Web data.
TF-IDF stands for term frequency – inverse
document frequency and is used to determine the
relevance of terms in documents of a document
collection. For convenience, we will assume in
the following that the underlying item set consists
of text documents; e.g., the plot keywords for
each movie in Table 1 can be seen as one
document. As the name suggests the TF-IDF
measure is composed of two frequency measures.
The idea of the term frequency measure TF .i; j /
is to estimate the importance of a term i in a
given document j by counting the number of
times a given term i appears in document j .
Additionally, a normalization is possible, e.g., by
dividing the absolute number of occurrences of
term i in document j by the absolute number
of occurrences of the most frequent word in
document j . Several other schemes are however
possible.
On the other hand, the idea of the inverse
document frequency measure IDF .i/ is to cap-
ture the importance of a term i in the whole
set of available documents. Therefore, IDF .i/
can be seen as a global measure which reduces
the weight of words that appear in many doc-
uments (e.g., stop words such as “a,” “by,” or
“about”), since they are usually not representative
and helpful to differentiate between documents.
Formally, inverse document frequency is usually
computed as IDF.i/ D log N
n.i/
where N is the
size of the document set and n.i/ is the number
of documents in which the given term i appears.
We assume that each term appears in at least one
document, i.e., n.i/  1. If n.i/ D N the
logarithm function returns indicating that term i
is of no importance for discriminating documents
as it appears in all documents.
Finally, the TF-IDF measure which represents
the weight for a term i in document j is de-
fined as the combination of these two measures:
TF-IDF.i; j / D TF.i; j /  IDF.i/.
With the help of the TF-IDF measure, text
documents, or generally speaking the textual de-
scription of items, can be encoded as TF-IDF
weight vectors.
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One way of computing n recommendations
is to find the n most similar items to the user’s
average TF-IDF weight vector of the user’s liked
documents. The cosine similarity metric is often
used for computing the proximity between items.
Next, we will view user-provided tags as con-
tent descriptors and describe the role of tagging
data in the recommendation process.
Recommendations Based on Social
Web Tagging Data
The advent of the Social Web opened new ways
of promoting and sharing user-generated content.
Web site visitors turned from passive recipients
of information into active and engaged contribu-
tors. The Social Web allows users to create and
share a large amount of different types of con-
tent such as pictures, videos, bookmarks, blogs,
comments, or tagging data. It allows users to
collaborate with other users on new types of Web
applications called Social Web platforms such as
Delicious (http://www.delicious.com) and Flickr
(http://www.flickr.com). Leveraging useful data
from the large amount of user-contributed data
available in the Social Web represents a chal-
lenging topic which however also opens new
opportunities for recommender system research.
For example, user-contributed tags are today a
popular means for users to organize and retrieve
items of interest in the Social Web. As the ap-
plication areas of tags are manifold, they play
an increasingly important role in the Social Web.
They can be used to categorize items, express
preferences about items, retrieve items of interest,
and so on.
Collaborative tagging or social tagging de-
scribes the practice of collaboratively annotating
items with freely chosen tags (Golder and
Huberman 2006) which plays an important role in
sharing content in the Social Web (Ji et al. 2007).
In a social tagging system such as Delicious
and Flickr, users typically create new content
(items), assign tags to these items, and share
them with other users (Cantador et al. 2010). The
result of social tagging is a complex network of
interrelated users, items, and tags often referred
to as a community-created folksonomy. The
term folksonomy is a neologism introduced by
the information architect Thomas Vander Wal
(http://vanderwal.net/folksonomy.html) and is
composed of the terms folk as in people and
taxonomy which stands for the practice and
science of classification. A folksonomy is defined
as a tuple F WD .U; T;R; Y / where U , T and R
are finite sets, whose elements are called users,
tags, and resources, and Y is a ternary relation
between them, i.e., Y  U  T  R called tag
assignments.
In contrast to typical taxonomies including
formal Semantic Web ontologies, social tagging
represents a more lightweight approach, which
does not rely on a predefined set of concepts and
terms that can be used for annotation.
Tagging data also gained importance in the
field of RS. User-generated tags not only convey
additional information about the items; they also
tell something about the user. For example, if two
users use the same set of tags to describe an item,
we can assume a certain degree of similarity be-
tween those. Therefore, tagging data can be used
to augment the basic user–item rating matrix.
In the following, a possible categorization of
building tag-based RS is given.
Using Tags as Content Maybe the easiest way
to use tagging data for RS is to consider tagging
data as an additional source of content. Several
works exist that view tags as content descriptors
for content-based systems; see, for example, in
Firan et al. (2007), Li et al. (2008) or Vatturi et al.
(2008).
Similarly, in de Gemmis et al. (2008),
tagging data is used for an existing content-
based recommender system in order to increase
the overall predictive accuracy of the system.
Machine learning techniques are applied both
on the textual descriptions of items (static data)
and on the tagging data (dynamic data) to build
user profiles and learn user interests. The user
profile consists of three parts: the static content,
the user’s personal tags, and the social tags which
build the collaborative part of the user profile.
Thus, in this work, tags are seen as an additional
source of information used for learning the profile
of a particular user. The authors compare their
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tag-based approach with a pure content-based
recommender in a user study. The results show
that the recommendations made by the tag-
augmented recommender are slightly more
accurate than the recommendations of the pure
content-based one.
In Firan et al. (2007) tags are also seen as
content descriptors for different content-based
systems. Tags are used for building user profiles
for the popular music community site Last.fm.
To address the so-called cold-start problem (when
new users or items enter in the system), the user
profiles are inferred automatically, e.g., from the
music tracks available on the computer of each
user, thus reducing the manual effort from the
user’s side to express his or her preferences. The
authors show that tag-based profiles can lead to
better music recommendations than conventional
user profiles based on song and track usage.
In Cantador et al. (2010) tags are considered as
content features that describe both user and item
profiles. The authors propose weighting functions
which assess the importance of a particular tag
for a given user or item and similarity functions
which compute the similarity between a user
profile and an item profile. These weighting and
similarity functions are then combined in differ-
ent content-based recommendation models.
In that work, user interests and item
characteristics are modeled as vectors um D
.um;1; : : : ; um;L/ and in D .un;1; : : : ; un;L/ of
length L, respectively, where L is the number
of tags in the folksonomy, um;l is the number
of times user um has annotated items with tag
tl , and in;l is the number of times item in has
been annotated with tag tl . After modeling users
and items as vectors accordingly, the authors can
adopt the TF-IDF vector space model.
The evaluation results on the Delicious and
Last.fm data sets show that the recommendation
models focusing on user profiles outperform the
models focusing on item profiles.
Tagging data can also be incorporated in
search engines to personalize the search results.
According to Pitkow et al. (2002), two basic
approaches to Web search personalization can
be differentiated. In the first approach, a user’s
original query is modified and adapted to the
profile of the user. For example, the query
“eclipse” might be extended to “eclipse software
development environment” if we know that the
user has an interest in software development. In
the second approach, the query is not modified,
but the returned list of search results is re-ranked
according to the user profile.
An example for the latter approach is given in
Noll and Meinel (2007). The authors propose a
pure tag-based personalization method to re-rank
the Web search results which is independent from
the underlying search engine. The basic idea is
to use bookmarks and tagging data to re-rank the
documents in the search result list. The authors
propose a concept called tagmarking which trans-
lates the keywords in the search query to tags and
assign them to the bookmarked Web page that is
associated with the query. Bookmarks and tags
are aggregated in a binary tag–document matrix
where each column (vector) represents a book-
mark of a document with its components set to
1 when the corresponding tag is associated with
the document and otherwise. The user profile is
modeled as a vector which contains the weights
assigned to each tag. The tag–user matrix and the
document profile are built analogously. Finally,
in the personalization step the documents are re-
ranked according to a similarity matrix which
combines both the user profile and the document
profile. Table 3 shows in an example of how
personalization affects Google’s result list for
the search query “security”; see also Noll and
Meinel (2007). The ranking of the Web site of
the US Social Security Administration (ssa.gov),
for instance, has increased because – according
to the authors – the user who submitted the query
also showed interest in insurance matters.
Clustering Approaches Many tag-based cluster-
ing approaches have been proposed in the liter-
ature which cluster users and items according to
topics of interest by exploiting additional tagging
data; see, for example, Li et al. (2008), Xu et al.
(2011b) or Zanardi and Capra (2011).
In Li et al. (2008) the authors propose a system
called Internet Social Interest Discovery (ISID)
and show its application for the social bookmark-
ing system Delicious. The ISID system, as the
name suggests, is a system specifically designed
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Re-ranking Google’s result list (Noll and Meinel 2007)
Rank  Rank URL
1  securityfocus.com
2 " C7 cert.org
3  microsoft.com/technet/security/def. . .
4 " C4 w3.org/Security
5 " C2 ssa.gov
6 " C4 nsa.gov
7 # 5 microsoft.com/security
8 # 2 windowsitpro.com/WindowsSecurity
9 # 4 whitehouse.gov/homeland
10 # 6 dhs.gov
to reveal common user interests based on user-
provided tags. The basic assumption, which is
then justified in the work, is that user-provided
tags are more effective at reflecting the users’
understanding of the content than the most in-
formative keywords extracted from the corpus of
a Web page. Therefore, tags are seen as good
candidates for capturing user interests.
Similarly, in Xu et al. (2011b), co-occurring
tags are used to build topics of interests. In the
resource–tag matrix, each tag is described by a set
of resources to which this tag has been assigned.
Afterwards, the authors obtain the tag similarity
matrix by computing the cosine similarity be-
tween the tag vectors in the resource–tag matrix.
Based on this similarity matrix, a graph is con-
structed where the tags represent the nodes and
the edges represent the similarity relationships
between the tags. Afterwards, a clustering algo-
rithm is used to cluster the tags and to extract the
topics of interests. Finally, the authors present the
topic-oriented tag-based recommendation system
TOAST. TOAST applies preference propagation
on an undirected graph called the “topic-oriented
graph” which consists of three kinds of nodes:
users, resources, and topics. In their recommen-
dation strategy the authors propagate a user’s
preference through transitional nodes such as
users, resources, and topics, to reach an unknown
resource node along the shortest connecting path.
In Shepitsen et al. (2008), the authors focus on
a recommendation scenario where a user selects
a tag and expects a recommendation of related
resources. They thus present a recommendation
approach which recommends items for a given
user–tag pair .u; t/. Tag clusters are presumed
to act as a bridge between users and items. The
idea behind tag clusters is to account for the ef-
fects of unsupervised tagging such as redundancy
and ambiguity. The authors first determine the
items which have some similarity to the query
tag t . These items are then re-ranked according
to the user profile. The ranking algorithm first
calculates the user’s interest with respect to each
tag cluster as well as the nearest clusters of
each item. The nearest clusters are determined
by counting the number of times the item was
annotated with a tag from the cluster divided by
the total number of times the item was annotated.
Both measures are then combined in the final
personalized rank score used to re-rank the item
sets. The results show that data sparsity has a big
influence on the quality of the clusters which, on
the other hand, corresponds with the accuracy of
the recommendations.
Hybrid Approaches Hybrid approaches in gen-
eral combine different sources of information or
different algorithms to make recommendations.
In the context of semantic-based recommenders,
social data such as tagging data can be combined
with other types of information such as content
data (Seth and Zhang 2008) or data from the
Semantic Web (Durao and Dolog 2010).
In Seth and Zhang (2008), a Bayesian model-
based recommender that leverages content
and social data is presented. In Durao and
Dolog (2010), on the other hand, a tag-based
recommender which recommends Web pages is
extended such that also semantic similarities
between tags are discovered which are usually
not taken into account in syntax-based similarity
approaches. Consider the example in Table 4.
If we assume a syntax-based similarity mea-
sure, the Web pages P1 and P3 will be considered
more similar than P1 and P2 as P1 and P3
have two tags in common (“Programming” and
“Framework”), whereas P1 and P2 only share
one tag (“Web 2.0”). However, if we analyze
the tags in more detail, we see that P1 is closer
to P2 than to P3 because P1 and P2 are about
Web technologies, whereas P3 focuses on C++
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Exploiting semantic relations between tags
Web page Tags
P1 Programming, Web 2.0, Framework
P2 PHP, Scripting, Web 2.0
P3 C++, Programming, Framework
which is a programming language that is usu-
ally not associated with Web technologies. In a
semantic-based similarity approach which takes
lexical and social factors of tags into account,
these semantic relations can be made explicit.
For example, “Web 2.0” would be considered
together with “Scripting,” and “Programming”
together with “PHP.” The authors try to overcome
this problem of ignoring the semantic term re-
lations by hybridizing syntax-based approaches
such as tag popularity with a new semantic-based
approach. In particular, they also make use of
external semantic sources such as the WordNet
dictionary and different ontologies from Open
Linked Data available on the Web to identify
semantic relations between tag. These semantic
relations are then considered in the similarity
calculations. Their experimental results show in-
creases of precision when semantic relations are
exploited as additional knowledge sources.
Tag-Enhanced Collaborative Filtering A
substantial number of papers have been published
in recent years on tag-enhanced CF recommender
algorithms in which tagging data is used
for improving the performance of traditional
collaborative filtering recommender systems. In
general, tagging data can be incorporated into
existing collaborative filtering algorithms in
different ways in order to enhance the quality
of recommendations Durao and Dolog (2010),
Tso-Sutter et al. (2008) or Zhen et al. (2009).
In Tso-Sutter et al. (2008), for example,
the authors incorporate tags into standard
collaborative filtering algorithms. The idea
is to reduce the three-dimensional relation
huser; item; tagi to three two-dimensional
relations, namely, huser; tagi hitem; tagi,
and huser; itemi. The projection is based on
viewing the tags as items (“user tags”), and
users (“item tags”), respectively. For example,
in the huser; tagi relation tags, are viewed as
items in the user–item rating matrix. These
so-called user tags represent tags that are used
by the users to tag items. On the other hand,
item tags in the hitem; tagi relation correspond
to tags that describe the items. Considering
the ternary relation as three two-dimensional
relations enables the authors to apply standard
collaborative filtering techniques. The authors
also propose a fusion method which recombines
the individual relations. The results of their
empirical analysis show that the predictive
performance of their proposed fusion method
which incorporates tags outperforms the standard
tag-unaware collaborative filtering algorithms.
Exploiting tagging data without reducing the
three-dimensional huser; item; tagi relation was
the next logical step. In recent years, recommen-
dation methods were proposed which can directly
exploit the ternary relationship in tagging data
(Symeonidis et al. 2008; Rendle et al. 2009;
Rendle and Schmidt-Thieme 2010).
In Hotho et al. (2006), the authors present a
graph-based tag recommender algorithm called
FolkRank. As the name suggests, the FolkRank
algorithm is based on Google’s PageRank algo-
rithm. The main idea of PageRank is that pages
are important when linked by other important
pages. Therefore, PageRank views the Web as a
graph and uses a weight-spreading algorithm to
calculate the importance of the pages. FolkRank
adopts this idea and assumes that a resource is
important if it is tagged with important tags from
important users.
A major problem of FolkRank is that it
does not scale to larger problem sizes, which
is crucial for real-world scenarios. Therefore,
in Kubatz et al. (2011), LocalRank – a graph-
and-neighborhood-based tag recommendation
approach – is presented. Rank computation
and weight propagation in LocalRank are done
in a similar way to FolkRank but without
iterations. As the name suggests, LocalRank
computes the rank weights based only on
the local “neighborhood” of a given user and
resource. Unlike the FolkRank algorithm which
considers all elements in the folksonomy,
LocalRank focuses on the relevant ones only.
Thus, LocalRank can significantly reduce the
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time needed for computing the recommendations
while maintaining or slightly improving
recommendation quality.
Tensor factorization (TF) represents another
method to directly exploit the ternary relationship
in tagging data. In Rendle et al. (2009), the
authors see the ternary relationship as a three-
dimensional tensor (cube) and apply the idea of
computing low-rank approximations for tensors
on a tag recommender algorithm. The evaluation
results show that their TF-based method achieves
even better accuracy results than the tag recom-
mender algorithm FolkRank (Hotho et al. 2006).
However, the TF-based model comes with the
problem of a cubic runtime in the factorization
dimension for prediction and learning. This prob-
lem is addressed in the work of Rendle and
Schmidt-Thieme (2010). The authors present a
pairwise interaction tensor factorization (PITF)
model with a linear runtime in the factorization
dimension. The PITF model explicitly models the
pairwise interactions between users, items, and
tags.
In Sen et al. (2009), the authors propose tag-
based recommender algorithms which they call
“tagommenders.” The idea is to utilize tag prefer-
ence data in the recommendation process in order
to generate better recommendation rankings than
state-of-the-art baseline algorithms. The authors
define a user’s preference for a tag as the user’s
level of interest in items, e.g., movies, exhibiting
the concept represented by the tag. Thus, a user
can, for example, indicate that he or she likes an-
imated movies, but dislikes movies about serial
killers. However, since no tag preference data is
available, the tag preferences of the target user
have to be estimated before the algorithm can
predict a user’s preference for the target item.
To that purpose, the authors evaluate a variety
of tag preference inference algorithms. Such al-
gorithms estimate the user’s attitude toward a
tag, that is, if and to which extent a user likes
items that are annotated with a particular tag.
Their results show that a linear combination of
all preference inference algorithms performed
best, that is, algorithms that exploit a variety of
signals such as implicit and explicit user data
work best.
The proposed tagommender algorithms rely
on “global” tag preferences: A tag is either liked
or disliked by a user, independent of a spe-
cific item. In contrast, in Gedikli and Jannach
(2013) and Vig et al. (2010), the concept of item-
specific tag preference data was introduced. The
intuition behind this idea is that the same tag
may have a positive connotation for the user
in one context and a negative in another. For
example, a user might like action movies fea-
turing the actor Bruce Willis, but at the same
time the user might dislike the performance of
Bruce Willis in romantic movies. Based on such
an approach, users are able to evaluate an item
in various dimensions and are thus not limited
to the one single overall vote anymore. Accord-
ing to the study presented in Vig et al. (2010),
users particularly appreciated this new feature,
a fact that was measured in increased user sat-
isfaction. In Gedikli and Jannach (2013), the
authors present first recommendation schemes
that take item-specific tag preferences into ac-
count when generating rating predictions. The
results show that the accuracy can be further im-
proved by exploiting item-specific tag preference
data.
Tag-Based Explanations Tagging data is not
only a means to enhance existing recommender
algorithms, but it can also serve as a means to
strengthen and improve explanations for recom-
mendations. Explanations are one of the current
research topics in recommender system research.
They play an increasingly important role as they
can significantly influence the way a user per-
ceives the system.
In Vig et al. (2009), tag-based explanation
interfaces which the authors call “tagsplanations”
are described and evaluated. The authors propose
explanation interfaces which use tag relevance
and tag preference as two key components.
Tag relevance measures the strength of the
relationship of the tag to the item, while
tag preference indicates the strength of the
relationship between a user and the tag. Consider,
for example, the tag “love” for a given user–
item (movie) pair. Tag preference measures
how well the tag “love” describes the particular
movie, while tag preference indicates the user’s
Recommender Systems, Semantic-Based 1509 R
R
Recommender Systems, Semantic-Based, Fig. 1
Personalized tag cloud explanation
interest in movies about love, that is, how
much the user likes/dislikes movies about
love in general, independent from a particular
movie.
In Gedikli et al. (2011), the authors introduce
explanation interfaces based on personalized and
nonpersonalized tag clouds. They compare tag
cloud-based explanations with keyword-style ex-
planations proposed in previous work. In order
to personalize the explanations, the personalized
tag cloud interface makes use of tag preference
data proposed in Gedikli and Jannach (2013).
These item-specific tag preference values are then
mapped to colors which indicate whether the user
will like, dislike, or feel neutral about the item
features represented by the tags in the cloud. In
the example tag cloud in Fig. 1, blue is used as
a color for users, for which the system knows
or assumes that the user has positive feelings
about, e.g., the tag “family.” Red tags such as
“divorce,” on the other hand, represent aspects
the user will probably not like. Tags which are
marked as neutral are printed in black. The results
of their user study showed that users can make
better decisions faster when using the tag cloud
interfaces rather than the keyword-style expla-
nations. In addition, users generally favored the
tag cloud interfaces over keyword-style explana-
tions.
Perspectives
In recent years, exploiting tagging data for
recommendations has become an active research
topic in the field of RS. Tag-based computing
can further improve the quality of RS and leads
to new possibilities but also to a number of
new research questions. For example, opinion
mining based on folksonomies represents one
challenging topic which is currently being
addressed in literature. The task of opinion
mining is to extract the users’ sentimental
orientations or attitudes to items based on
different information sources such as reviews,
blogs, and comments. Recently, user-provided
tags are recognized as one such information
pool as the tagging of items also tells something
about the user. The hybridization of these
information sources also plays an increasingly
important role. In Liang et al. (2012), e.g., the
authors combine a user-provided folksonomy
and an expert-driven taxonomy to assess a
user’s opinion about an item and to make
personalized recommendations. They show
that by taking the expert’s viewpoint into
account, the accuracy of item recommendations
can be further improved. Future work might
aim to integrate tagging data with further
information sources such as reviews or
blogs.
Furthermore, we believe that future work will
concentrate on topics of bringing semantics to
tagging data (see, for example, Xu et al. 2011b;
Cattuto et al. 2008). Semantically enhanced tags
will further improve various aspects of recom-
mender systems such as accuracy, diversity, or
explanation facility.
In general, we see tagging data as a promising
source of information to further improve different
technologies and approaches related to the Se-
mantic Web and the Social Web (Passant 2007)
and in particular to develop more powerful appli-
cations for search and recommendation (Noll and
Meinel 2007).
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Synonyms
Advisory systems; Recommendation systems
Glossary
Context Situational factors influencing the
evaluation of a user for an item
Experience The interaction of a user with an
item that is resulting in an evaluation
Evaluation Prediction The system’s prediction
of the user’s evaluation for an item
Information Filtering Technique for providing
only relevant information to a user
Item Information content that can be recom-
mended by a RS
Personalization Providing a user with content
adapted or suited to their needs and wants
Preferences A structured representation of the
user preferences for items
Recommendations System’s selected items that
are suggested to a user
RSs Recommender systems
Situation Conditions under which an item is
evaluated by a user
Tag Metadata in the form of freely chosen
keyword
Definition
RSs are information search and filtering tools
that provide suggestions for items to be of use
to a user. They have become common in a large
number of Internet applications, helping users to
make better choices while searching for news,
music, vacations, or financial investments. RSs
exploit data mining and information retrieval
techniques to predict to what extent an item
suits the user needs and wants and recommend
those items with the largest predicted fit
score.
Introduction
The explosive growth and variety of informa-
tion available on the Web and the rapid intro-
duction of new e-business and social services
(buying products, product comparison, auction,
forums, social networking, multimedia fruition)
have created such a richness of choices that,
instead of producing a benefit, this overabun-
dance risks to backfire. While choice is good,
more choice is not always better. Indeed, choice,
with its implications of freedom, autonomy, and
self-determination, can become excessive, cre-
ating a sense that freedom may come to be
regarded as a kind of misery-inducing tyranny
(Schwartz 2004). Moreover, if dozens of different
types of jams are likely to confuse and paralyze
a buyer, as it is illustrated in Schwartz (2004),
thousands or even millions of songs are simply
impossible to scan if the ultimate goal is just to
play some of them.
Such a scenario motivated the introduction of
recommender systems (RSs) (Ricci et al. 2011;
Konstan and Riedl 2012). RSs are information
search and filtering tools that provide suggestions
for items to be of use to a user. They have
become common in a large number of Internet
applications, helping users to make better choices
while searching for news, music, vacations, or
financial investments. “Item” is the general term
used to denote what the system recommends to
its users, and a specific RS normally focuses
on one type of items (e.g., movies or news).
Accordingly, its core algorithmic component and
its graphical user interface are customized to pro-
vide useful and effective suggestions for that spe-
cific type of items. Recommender systems play
an important role in highly rated Internet sites,
such as Amazon.com, YouTube, Netflix, Yahoo,
Tripadvisor, Last.fm, and IMDb. More recently,
social networks, such as Linkedin and Facebook,
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have introduced recommender systems to suggest
groups to join or people to relate with.
In their simplest form, personalized recom-
mendations are offered as customized lists of
items. In performing this selection the system
tries to predict what the most suitable products
or services (items) are, based on the user’s char-
acteristics and preferences. In order to complete
such a computational task, a RS must elicit from
users such characteristics and preferences, either
along the full history of previous interactions
with the users or exploiting information entered
by the users at the time the recommendation
is requested. Moreover, such information either
can be explicitly expressed, e.g., as ratings for
products, or can be inferred by interpreting user
actions. For instance, the navigation to a par-
ticular page can be interpreted as an implicit
sign of preference for the items shown on that
page.
The study of recommender systems is rela-
tively new compared to research in other classical
information system tools and techniques (e.g.,
databases or search engines). Recommender sys-
tems emerged as an independent research area
in the mid-1990s (Goldberg et al. 1992; Resnick
et al. 1994), and it is still fast growing. Research
works on RSs are published in major conferences
on machine learning (ICML, KDD, NIPS), infor-
mation retrieval (SIGIR, WISDM, CIKM), intel-
ligent user interfaces (IUI), and personalization
(UMAP). A specific ACM conference on recom-
mender systems has been launched on 2007, and
every year it attracts more and more submissions
and attendees. In total, thousands of papers are
published every year on this subject.
In this paper we provide a description of the
general computational model of a recommender
system. We aim at modeling in a compact but
rigorous presentation the core functionality of
a recommender system. We will decompose it
into three fundamental tasks: user’s preferences
elicitation, prediction of user’s evaluations for
items, and recommendations generation and pre-
sentation. In the last section we will conclude this
short article with a discussion of some challenges
for RSs.
Recommendation Model
and Techniques
A general computational model for recommender
systems was previously described in Adomavi-
cius and Tuzhilin (2005). In this model, a RS
is defined as a machinery implementing a real-
valued function defined on the product space
of the users and items r W U  I ! R
that predicts how a pair consisting of a user
u 2 U and an item i 2 I is mapped to the
evaluation r.u; i/ of the user u for the item
i . They call this number r.u; i/ the predicted
“utility” of the item for the user. We prefer
here not to use the term “utility,” as in the RS
literature no special assumption is made on the
characteristics of the evaluation function, while a
utility function does satisfy specific constraints.
For that reason we call it “predicted evalua-
tion.” Then, having predicted evaluations of users
for items, a RS recommends to a user u the
items i with the largest predicted evaluations
r.u; i/. Evaluations are called ratings of users
for items in Collaborative Filtering RSs (see next
section on Evaluation Prediction Techniques).
A RS computes the prediction r.u; i/ on the
base of a collection of observations: these are
interactions between users and items, and they
provide the system with information about the
users’ preferences. In many cases these inter-
actions produce explicit evaluations performed
by some users on some items. In some other
cases, more complex types of relationships are
observed, for instance, the relative preference of
a user for an item when it is compared to another
item.
In this survey we introduce a generalization
of this two-dimensional model (Users  Items)
that is inspired by the multidimensional model
introduced in Adomavicius et al. (2005), and
it is motivated by recent researches on social
networks and tagging recommender systems
(Marinho et al. 2011). Moreover, we delineate a
model for RSs that decomposes its behavior into
three fundamental tasks: preference elicitation,
item evaluation prediction, and recommendation
generation.
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Preference Elicitation
The first task that a recommender system must
implement is the elicitation of user preferences;
this means, in RS terminology, that the system
must be able to collect from users a set of eval-
uations for items.
More formally, let us assume that there exist
three sets U; I , and M . U is the set of users,
I is the set of items, and M is the set of possible
situations under which the items can be experi-
enced. For instance, M can be the user’s location
when the item, e.g., a restaurant, was searched
and selected or the location of the user when
a recommendation for a restaurant is required
(more on this is discussed later on).
Then the experience of a user for an item
is a quadruple .u; i;m; r.u; i;m// 2 U  I 
M  R where u is the user who interacted
with item i in the situation m and evaluated the
item r.u; i;m/ 2 R. We use here the function
notation r.u; i;m/ to stress that the evaluation is
a function of the user, the item, and the situation.
R is an evaluation scale containing the possible
(ordered) evaluation values. Evaluations are com-
monly called ratings, and a popular evaluation
scale is the finite set f1; 2; : : : ; 5g. This scale
is used, for instance, by Amazon.com. But, dif-
ferent evaluation scales are possible and have
been used both in the scientific literature and
in some deployed RSs; for instance, the simpler
evaluation schema provided by positive (“like,”
C1) vs. negative (“not like,” 1) evaluation is
used in YouTube.com. It is interesting to note that
rating scales are not neutral and they influence the
user evaluation process (Kuflik et al. 2012) and
consequently the RS behavior.
A recommender system, in order to gener-
ate recommendations, must first collect a set of
experiences from the users in U , for items in I , in
some situations M , i.e., to acquire a set E.D/ D
f.u; i;m; r.u; i;m// W .u; i;m/ 2 D  U  I 
M g. The evaluation r.u; i;m/ can be collected
either explicitly or implicitly. By “explicitly” we
mean that the user is explicitly entering in some
form her evaluation r.u; i;m/ on the presented
item. In “implicit” models the user is not en-
tering evaluations but is acting on the presented
items, e.g., is watching a recommended video,
or is browsing the presented information about
an item. The system is then inferring the user
evaluation (a value in R) from the user action.
We first discuss the “explicit” approach and then
the “implicit” one.
Many recommender systems allow users
to “explicitly” evaluate (rate) items as they
encounter them while interacting with the system.
In addition, many RSs explicitly request the user
to evaluate a certain number of items (e.g., 20
books) before providing recommendations (for
new books). This may happen in the sign up
stage, i.e., when the user registers to the system
and obtains the credential to access it. Another
popular approach for collecting evaluations is to
let the user to “correct” the system predictions
by entering evaluations for items that have been
recommended, hence possibly fixing erroneous
predictions. In this case the system may learn that
some of the recommended items are not good
options, i.e., the user may enter low evaluations
for them.
In more sophisticated approaches the system
may implement a precise preference elicitation
strategy by applying active learning techniques
(Rubens et al. 2011). So, for instance, the sys-
tem may identify the most popular items and
request the user to rate them, with the objective
of maximizing the probability that the user knows
these items and can really evaluate them. Or,
in a completely different approach, the system
may ask the user to evaluate the items that have
received so far the most diverse evaluations, since
the opinion of the user on these items can better
reveal the specific users’ preferences.
In “implicit” feedback approaches the user
is not directly entering evaluations for items by
choosing values from the evaluation scale R
considered by the system. So, for instance, the
user is not entering a star-based score for the
books she has read. The underlying assumption is
that the user may not want to spend time for this
task; hence, the system must infer the evaluations
in the target R scale from another measure in an-
other scale R0. For instance, in the music recom-
mender system presented in Moling et al. (2012)
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the system is measuring the percentage of a sug-
gested track that is actually listened to by the user
to decide what type of track to recommend next.
Another popular implicit evaluation scale is the
number of times a user visited the item (played
a track or browsed a page). Yet another example
of the “implicit” approach is offered by systems
that do not ask the user to evaluate individual
items, but allow them to compare two items or to
criticize them (McGinty and Reilly 2011). In this
case the system first presents some recommended
items. These are primarily generated for letting
the user to specify the characteristics of the pre-
ferred items. In response, the user can inform the
system that the presented items do not completely
conform to her preferences and select one item
that is almost good but is still lacking a preferred
feature (e.g., it should be cheaper). In these cases
the system uses the user input, which is composed
by the selected item and the “critique,” to update
the evaluation prediction function for that user
r.u; ; /.
Item Evaluation Prediction
The second task, item evaluation prediction, uses
a data set of user-provided evaluations to predict
new evaluations. In fact, this is the most impor-
tant task of a recommender system: exploiting a
data set of experiences, its background knowl-
edge, E.D/ D f.u; i;m; r.u; i;m// W .u; i;m/ 2
D  U  I M g to generate predictions of the
user evaluations for other experiences E.D/ D
f.u; i;m; r.u; i;m// W .u; i;m/ 2 D  U 
I  M g, where r.; ; / is the evaluation pre-
diction function that is estimated with a specific
recommendation technology. In the next section,
we will present some techniques, e.g., collabora-
tive filtering or content-based, which have been
introduced to compute the evaluation prediction
function r.; ; /. D is the set containing the
user, item, and situation combinations for which
the recommender system can generate evaluation
predictions. D is disjoint from D and may be
equal to .U  I  M/ n D or smaller. It is
smaller when the RS is not able to generate eval-
uation predictions for all the items and situations
combinations that the user has not evaluated yet.
In fact, recommender systems find it difficult,
for instance, to make recommendations for new
users and new items. These are users who never
entered any evaluation in the system or items that
were never evaluated by any user (users and items
not present in D) (Ricci et al. 2011; Konstan and
Riedl 2012).
We note that I; U , and M are sets of objects
and may, or may not, have an internal structure,
i.e., they may have features. For instance, in
plain collaborative filtering systems, which will
be described later on, items’ and users’ fea-
tures, even if available, are not exploited, and
the situation space is ignored. For that reason
the evaluation function is modeled as a matrix
R D Œru;i mn, where u and i are simple indexes
ranging from 1 to m and n, respectively, and
ru;i 2 R. Whereas, in content-based systems,
items have an internal structure and are described
with features. Items’ features are used to generate
user-specific classifiers that can predict the user
evaluation for (unseen) items (Lops et al. 2011).
It is worth noting that some recommender
systems do not collect user evaluations for items
in order to make predictions, i.e., they can make
recommendations even though E.D/ is empty.
For instance, case-based recommender systems
let the user to enter a partial description of the
preferred item q, as query, and then, using this
input, they generate predictions r.u; i; q/ of the
user evaluation for item i . They accomplish this
task by exploiting the similarity of q and i , based
on some description of i . Hence, in CBR RSs, the
situations set M is the space of all possible user
queries (Bridge et al. 2006).
Evaluation Prediction Techniques
In order to implement the item evaluation pre-
diction function, RSs can exploit a range of
techniques. This has been the major topic of
research in RSs. We will here briefly indicate the
most important types of techniques, referring the
interested reader to Ricci et al. (2011) for more
examples, references, and details.
Recommendation techniques vary in terms of
the addressed domain, the knowledge used, and
the recommendation algorithm, i.e., essentially
how the item evaluation prediction is actually
computed. We provide here an overview of the
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different types of RS techniques by quoting a
taxonomy introduced by Burke (2007) that has
become classical for distinguishing between rec-
ommender systems and referring to them. Burke
(2007) lists six different types of recommenda-
tion approaches:
Content-Based
The system implements for each user a “classi-
fier” that learns to evaluate (classify) higher the
items that are similar to the ones that the user
evaluated higher in the past. The similarity of
items, or more in general the item classification
rule, is calculated based on the features associated
with the compared items. For example, if a user
has systematically positively rated movies that
belong to the action genre, then the system can
learn that other movies from this genre should
have a high value for that user (Lops et al. 2011).
Collaborative Filtering
The simplest and original implementation of this
approach predicts that the active user, i.e., the
user asking for recommendations, will evaluate
higher the items that other users with similar
tastes liked in the past (Desrosiers and Karypis
2011). The similarity in taste of two users is
calculated based on the similarity of the evalua-
tions’ history of the users. Collaborative filtering
is probably the most popular and widely imple-
mented technique in RSs. The latest approaches
to CF use latent factor models, such as matrix
factorization (e.g., using Singular Value Decom-
position, SVD). These methods map both items
and users to the same latent factor space. Then
the predicted evaluation of a user for an item is
basically computed by the dot multiplication of
their representative vectors, which gives a kind
of similarity between the user and the item in this
common representation space (Koren and Bell
2011).
Demographic
These techniques predict item evaluations based
on the demographic profile of the user. The
assumption is that different recommendations
should be generated for different demographic
niches. Many Web sites adopt simple and
effective personalization solutions based on
demographics. For example, users are dispatched
to particular Web sites based on their language
or country. Or suggestions may be customized
according to the age of the user.
Knowledge-Based
Knowledge-based systems predict item evalua-
tions based on specific domain knowledge about
how certain item features meet user’s needs
and preferences and ultimately how the item
is useful for the user. Notable knowledge-based
recommender systems are case-based (Bridge
et al. 2006). In these systems a similarity function
estimates how much the user needs (problem
description) match the recommendations
(solutions of the problem). Here the similarity
score can be directly interpreted as the predicted
item evaluation of the user. Another group of
knowledge-based systems uses constraints, to
represent user preferences and to find relevant
items (Jannach et al. 2010).
Community-Based
In this type of systems, item evaluation
predictions are based on the preferences of the
user’s friends. Evidence suggests that people
tend to rely more on recommendations from their
friends than on recommendations from similar
but anonymous individuals. This observation,
combined with the growing popularity of
open social networks, is generating a rising
interest in community-based systems or social
recommender systems (Golbeck 2006). This
type of RS techniques acquires and exploits
information about the social relations of the users
and the preferences of the user’s friends. The
item evaluation predictions are based on ratings
that were provided by the user’s friends.
Hybrid Recommender Systems
These RSs are based on the combination of the
abovementioned techniques. A hybrid system
combining techniques A and B tries to use the
advantages of A to fix the disadvantages of B.
For instance, CF methods suffer from new-item
problems, i.e., they cannot generate evaluation
predictions for items that have no ratings.
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This does not limit content-based approaches
since the prediction for new items is based on
their description (features) that are typically
easily available. Given two (or more) basic RS
techniques, several ways have been proposed for
combining them to create a new hybrid system
(see Burke 2007 for the precise descriptions).
Recommendation Generation
RSs, after having generated evaluation predic-
tions for items, can generate recommendations,
i.e., absolve their primary role. The classical
and common approach for recommendation
generation is to recommend to user u in
situation m the N items i that have the largest
predicted evaluation in that situation, i.e., the set
TopN.u;m/  I , where jTopN.u;m/j D N ,
and if i 2 TopN.u;m/, then r.u; i;m/ 
r.u; j;m/, for all j 62 TopN.u;m/ (Adomavi-
cius and Tuzhilin 2005). N is normally a small
value, such as 5 or 10. Reducing the number of
recommendations is essential to address the main
goal of a recommender system, as we mentioned
in the Introduction, namely, to filter irrelevant
items and simplify the user’s decision-making
process.
Similarly, the system can rank all the items for
which the recommender can generate an evalua-
tion prediction and present to the user the ranked
list of these items, ordered by decreasing value of
the predicted evaluation r.u; i;m/. It is worth
noting that this ranked list is not generally equal
to the full set of items I , since, as we mentioned
above, the RS may not be able to generate an eval-
uation prediction for all the items (in all the situa-
tions). Hence, in practice this ranked list contains
the TopN.u;m/ items for a large value of N .
In fact, there is a growing understanding that
this apparently obvious design choice may not be
the most appropriate in many cases. For instance,
the top N items may be all very similar; hence,
it would be more useful to introduce in the rec-
ommendation list those items, which may have a
lower predicted evaluation but are, all together,
providing a more useful information to the user.
The essential point that we raise here is that,
while the item evaluation prediction function es-
timates to what extent the user likes an item, the
user decides what item to select by browsing the
recommendation list. Hence, items presented in
the recommendation list must fulfil two, possibly
conflicting, criteria: be interesting to the user and
help the user to make a decision. As the diversity
issue points out, items that can better help the user
to make a decision may not be just the best top
five items that he may select.
Another related issue is pertaining to the
information that is provided together with
the recommendations. In practice this has
been dealt by including explanations for the
recommendations (Tintarev and Masthoff 2012).
Explanations may be directed to enhance the
transparency or the scrutability of the system, i.e.,
giving to the users hints about the system internal
behavior. Or they may increase the trust, the
persuasiveness, and the subjective satisfaction of
the user. Or ultimately explanations can improve
the efficiency and effectiveness of the decision-
making process supported by the recommender.
Key Applications
As we mentioned above, the illustrated recom-
mender system model focuses on three types of
entities: users U , items I , and situations M . In
the following sections we will illustrate three key
applications of this model, where the situation
space is representing, the context, or the group of
users, or a tag. We must stress that the simpler
and more popular model, which is described
in Adomavicius and Tuzhilin (2005), does not
consider any situation space M . In that case the
recommendations are generated for a user, inde-
pendently from any other additional information
that may specify the recommendation situation.
Context-Aware Recommender Systems
The first application of the model described in
the previous section refers to context-aware rec-
ommender systems (Adomavicius et al. 2011).
In this case M contains the possible alternative
contextual situations that may be concurrent with
the experience that a user makes of an item
and can have an impact on the item evaluation.
The goal is to make predictions of user evalu-
ations for items in a particular target contextual
condition m.
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For instance, Baltrunas et al. (2012) describe a
place of interests (POIs) recommender system for
the tourism domain, where 14 contextual factors
are considered. To mention some examples, there
are factors that describe the time of the travel, the
weather condition, the mood of the user, or the
type of group that is accompanying the traveler.
We refer the reader to Baltrunas et al. (2012) for
a detailed description of these contextual factors.
For each factor a finite set of possible values
is defined. For instance, the weather factor can
take the values: snowing, clear sky, sunny, and
rainy. Hence, in this recommender system M
is the space of all the possible combinations
of the values for these 14 contextual factors:
M D F1    F14, where, for instance, F9 D
fsnowing; clear sky; sunny; rainyg is the weather
factor that we mentioned above. This system uses
a collection of users’ evaluations for a collection
of places of interests in Bolzano (items), in dif-
ferent contextual situations, to predict the users’
evaluations for POIs not yet experienced in some
possibly new contextual situations.
Context-aware RSs are now an active research
area and we refer the reader to Adomavicius
et al. (2011) for more examples and techniques.
The major technical difficulties are related to
the following: understanding the impact of the
contextual factors on the personalization pro-
cess; selecting (dynamically) the right factors,
i.e., relevant in a particular personalization task;
obtaining sufficient and reliable data describing
the user preferences in context; and embedding
the contextual information in a more classical
recommendation computation technique.
Group Recommender Systems
The second application refers to group recom-
mender systems (Jameson and Smyth 2007). In
this case M represents the possible groups of
users that u may belong to, and the ultimate
system goal is to offer the same set of recom-
mendations for items to the users belonging to
a group. The underlying assumption is that the
items will be experienced together, e.g., in a
travel recommender system, the users will travel
together to the recommended place. The data
set of the users’ experiences E.D/ in this case
contains quadruples of the type .u; i; g; r.u; i; g//,
where g is a subset of users in U that contains
u, and r.u; i; g/ is the evaluation provided by the
user u, for item i , when the item was experienced
together with the other users in g. The idea is that
the user evaluation is influenced by the presence
of other users (Masthoff 2011), i.e., r.u; i; g/ is
in principle different from r.u; i; h/ if h ¤ g.
A group recommender system with such back-
ground knowledge must predict the evaluation
of u for other items, let us say i 0, when she is
together with the users in g0. It is worth noting
that no group recommender system is actually
making predictions for the user evaluations as a
function of the group g the user belongs to. Con-
versely, the current leading approach is to first
predict the individual evaluations independently
from the group, using a standard two-dimensional
model, i.e., neglecting the situation in M , which
means that r.u; i; h/ D r.u; i; g/ D r.u; i/,
for all groups h; g 2 M . Then, in a second
step, group RSs compute the “group evaluation
prediction” for an item by aggregating the various
evaluation predictions for that item for the groups
members. So, for instance, if the average aggre-
gation method is used, the predicted evaluation of
the group g for the item i is AVGu2gfr.u; i/g,
and the items with the largest group aggregated
evaluations are recommended.
Other approaches, instead of aggregating eval-
uation predictions, aggregate the input evalua-
tions of the users u belonging to a group g,
hence generating (fictitious) group evaluations
r.g; i; g/. These group evaluations, which consti-
tute the group model, are again computed by, for
instance, averaging the evaluations of the users in
the group for a given item. Then, the group evalu-
ation predictions are computed for these fictitious
users considering them as normal users. One can
describe this approach in the model proposed in
this article, by introducing new fictitious users
that represent groups g, and then the evaluation
prediction function for a group g is r.g; ; g/.
The group recommendation application is
stressing once more the fundamental, but so
far neglected, difference between the evaluation
prediction and the recommendation generation
tasks of a recommender system. As we mentioned
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above, the best recommendations may not be for
the items having the largest predicted evaluation.
For group recommendations, a better approach
is instead to really try to predict r.u; i; g/, i.e.,
the evaluation of u for item i when experienced
together with the other users in g. Then the
system must compute recommendations for u
when she is together with the users in g not
simply by taking the highest predicted items, but
trying to generate a recommendation list that is
really useful for the group, e.g., by combining
items that would help the group to make a joint
and agreed decision.
Tag-Based Recommender Systems
The last application refers to social tagging
recommender systems (Marinho et al. 2011).
In social tagging systems, such as Delicious,
BibSonomy, and Last.fm, users can search
and browse the items managed by the system,
which in these three examples are bookmarks,
bibliographic references, and music, respectively.
But, in addition to this basic functionality, users
can tag the items with tags, i.e., metadata in the
form of freely chosen keywords. On top of these
systems, various kinds of recommendations are
possible. One can recommend items to user, but
also tags to be assigned by a user to an item, or
even users to users. In tag-based recommender
systems, M , the space of situations, is a tag
vocabulary V . An evaluation r.u; i; t/ in these
systems is taking values just in the set f1g, where
r.u; i; t/ D 1 means that the user u has tagged the
item i with the tag t . Hence, in this scenario, a set
of collected experiences E.D/ D f.u; i; t; 1/ W
.u; i; t/ 2 D  U  I  V g represents tag
assignments performed by users to items. This
set of experiences, actually considering only the
triples .u; i; t/, i.e., discarding the redundant 1,
is called in social tag systems a Folksonomy. So,
given a Folksonomy, the evaluation prediction
task of a tag-based recommender system can be
specialized by saying that it predicts whether a
user u will assign the tag t to the item i , or in
other words, if the triple .u; i; t/ not yet included
in the Folksonomy should be added to it.
As we mentioned above, while the basic eval-
uation prediction task in this case is predicting
if r.u; i; t/ is 1, i.e., if a user will assign a
tag to an item, various specific recommendation
generation tasks have been considered. The two
more popular are to recommend a set of items
to a user and to recommend a set of tags to
a user for tagging an item. The first one is
the classical (two-dimensional) recommendation
task of a RS, i.e., where the recommendations
are not supposed to be dependent on the tag
that the user is giving to the target item (the
situation). In fact, tag assignments are used to
generate item recommendations, e.g., by using
tag assignments to identify similar items (tagged
in a similar way) or similar users (tagging com-
mon items) in collaborative filtering techniques.
But in this case, the recommendations offered
to a user are not depending on the tags that the
user may have selected for the recommended
item. In this case, the original three-dimensional
matrix of observed tag assignments (experiences)
r.u; i; t/ D 1 can be projected into the two
classical two-dimension space of users and items
evaluations r.u; i/. This is performed by simply
assigning to r.u; i/ the value 1 if there exists
a tag t such that r.u; i; t/ D 1. Then, on this
two-dimensional space of U  I , standard rec-
ommendation techniques, such as collaborative
filtering, can be applied to compute evaluation
predictions (i.e., if a user likes or not the items)
and generate the final recommendation sets.
Conversely, if the goal is to recommend tags to
a user for tagging an item, one must consider the
original three-dimensional model. After having
identified the triples .u; i; t/ that are predicted,
i.e., such that r.u; i; t/ D 1, the system simply
recommends the tag t for tagging the item i
to the user u. In practice, prediction functions
are scoring the triples not yet observed, e.g., by
assigning a predicted evaluation in Œ0; 1, and
then the N tags, for a given pair .u; i/, that are
predicted to score higher are recommended to the
user u for tagging the item i . A large number of
techniques have been proposed to compute this
score, and we refer to Marinho et al. (2011) for a
survey in this fast-growing research area.
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Future Directions
The research on RSs is still very active, and
numerous issues and challenges are still open. We
want to list here some of them, with the obvious
caveat that this list cannot be complete and is
influenced by our personal vision. The reader is
also referred to Konstan and Riedl (2012) for
another discussion on the future of recommender
systems.
Group Recommenders
Group recommenders deal with situations when
it would be good if the system could recommend
information or items that are relevant to a group
of users rather than to an individual (Jameson
and Smyth 2007). For instance, a RS may
select television programs for a group to view
or a sequence of songs to listen to, based
on preference models of all group members
(Masthoff 2011). Recommending to groups is
clearly more complicated than recommending
to individuals. Assuming that we know
precisely what is good for individual users,
the issue is how to combine individual user
preferences or aggregate recommendations
for the group members into group-specific
recommendations (Jameson and Smyth 2007).
Even if several techniques have been proposed
so far (Masthoff 2011), very few experiments
have been conducted in live-user studies (Senot
et al. 2010), and it is challenging to define
measures for assessing the quality of group
recommendations.
Proactive Recommender Systems
Proactive recommenders can decide to push rec-
ommendations even if not explicitly requested.
The largest majority of the recommender sys-
tems developed so far follow the “pull” model,
where the user originates the request for a rec-
ommendation. In the scenarios emerging today,
where computers are ubiquitous and users are
always connected, it seems natural to imagine
that a RS can detect needs even if they are not
explicitly stated by the user with a request. In
this scenario, the system therefore must predict
what to recommend but also when and how to
“push” its recommendations. By accurately esti-
mating when the RS can become proactive with-
out being perceived as disturbing, the perceived
utility of the recommendations may greatly in-
crease.
Active Learning
RSs need to actively look for new data during
the operational life (Rubens et al. 2011) (Active
Learning). This issue is normally neglected on
the assumption that there is not much space
for controlling what data (e.g., ratings) the
system can collect, because these decisions are
autonomously taken by the users when visiting
the system. Actually, a RS provokes the users
with its recommendations. In fact, many systems
(e.g., MovieLens.org) explicitly ask for user
ratings during the recommendation process.
Hence, by tuning the process, users can be pushed
to enter into the system a range of different
information. Specifically, they can be requested
to rate particular items, because the knowledge of
the user’s opinions about these items is estimated
as beneficial for improving a particular aspect of
the system performance, e.g., in order to generate
more diverse recommendations or just to improve
the prediction accuracy. Some recent works have
addressed these issues (Harpale and Yang 2008;
Rashid et al. 2008), but more research activity
is required to assess the proposed techniques in
live-user studies and to design more adaptive
solutions to the dynamics of the data managed
by the system (Elahi et al. 2011; Golbandi et al.
2011).
Privacy Preserving
RSs exploit user data to generate personalized
recommendations. In the attempt to build
increasingly better recommendations, they
collect as much user data as possible. This can
clearly have a negative impact on the privacy of
the users, and the users may start feeling that
the system knows too much about their true
preferences (Kobsa 2008). Therefore, there is a
need to design solutions that will parsimoniously,
sensibly, and cooperatively collect user data.
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At the same time these solutions will ensure that
the acquired knowledge about the users cannot
be freely accessed by malicious users.
Diversity
Assuring the diversity of the items recommended
to a target user is an important feature of a
recommender system (Smyth and McClave
2001). For instance, it is more likely that the user
will find a suitable item in a recommendation list,
if there is a certain degree of diversity among
the recommendations. There is a limited value in
having perfect recommendations for a restricted
type of products, unless the user has expressed
a narrow set of preferences. There are many
situations, especially in the early stage of a
recommendation process, in which the users
want to explore new and diverse directions. In
such cases, the user is using the recommender as
a knowledge discovery tool. The research on this
topic is still in an early stage and is now trying
to characterize the nature of this “diversity”
(Vargas and Castells 2011), i.e., whether the
system must produce diversity among different
recommendation sessions, or within a session
(Adomavicius and Kwon 2012), and how to
achieve simultaneously diversity and accuracy
of the recommendations (Vargas and Castells
2011).
Generic User Models
Generic user models (Kobsa 2007) and cross-
domain recommender systems are able to medi-
ate user data (item evaluations) through different
systems and application domains (Berkovsky
et al. 2008). Using generic user model techniques,
a single RS can produce recommendations about
a variety of items. This is normally not possible
for a traditional RS which can combine more
techniques in a hybrid approach, but cannot easily
benefit from the user preferences collected in one
domain to generate recommendations in a differ-
ent one. Solutions to this problem may further
push the adoption of personalized mobile rec-
ommender systems, running on the user personal
communication device and offering ubiquitous
support in many user’s activities (Ricci 2011).
Sequential Recommendations
Recommender Systems may optimize a
sequence of recommendations (Shani et al. 2005;
Baccigalupo and Plaza 2006), for instance, a
sequence of songs broadcast by a personalized
radio channel. Sequential recommendations may
be generated by systems that manage a structured
dialogue between the user and the recommender.
These systems are called conversational and
have emerged in the attempt to improve the
quality of the recommendations that are normally
offered by simpler systems based on a one-
time request/response. Conversational RSs can
be further improved by implementing learning
capabilities that can optimize not only the items
that are recommended at each conversational step
but also how the dialogue between the user and
the system must unfold in all possible situations
(Mahmood et al. 2009).
Robust Recommender Systems
Finally, the topic of robust recommender sys-
tems has become a major issue in the past few
years. New research activities have focused on
algorithms designed to generate more robust rec-
ommendations, i.e., recommendations that are
harder for malicious users to influence. In fact,
collaborative recommender systems are depen-
dent on the goodwill of their users, i.e., there
is an implicit assumption that users will interact
with the system with the aim of getting good
recommendations for themselves while providing
useful data for their neighbors. However, users
might have a range of purposes in interacting
with RSs, and in some cases, these purposes
may be opposed to those of the system owner
or those of the majority of its user population.
Namely, these users may want to damage the Web
site that is hosting the recommender or to bias
the recommendations, e.g., to score some items
better or worse, rather than to arrive at a fair
evaluation (Burke et al. 2011).
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Synonyms
Collaborative filtering; Content-based filter-
ing; Information filtering; Recommendation
systems
Glossary
Recommender System (RS) Special type of in-
formation filtering system that provides a pre-
diction that assists the user in evaluating items
from a large collection that the user is likely to
find interesting or useful
Status Update (Micropost) Short message,
shared in an online social platform, expressing
an activity, state of mind, or opinion
Folksonomy Whole set of tags that constitutes
an unstructured collaborative knowledge
classification scheme in a social tagging
system
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Definition
Recommender systems (RSs) are software tools
and techniques dedicated to generate meaningful
suggestions about new items (products and ser-
vices) for particular customers (the users of the
RS). These recommendations will help the users
to make decisions in multiple contexts, such as
what items to buy, what music to listen to, what
online news to read (Ricci et al. 2011), or, in the
social network domain, which user to connect to
or which user to consider as a trustful adviser.
Overview
Main Components of a Web 2.0 Social
Network
A social network can be defined as a set of entities
interconnected, and it is usually represented as a
graph where the entities are described by nodes
and their relationships by links. It should be
noticed that this concept is not limited to the
case of online social networks such as Facebook,
LinkedIn, MySpace, or Twitter, the main focus
of our work. A common characteristic of these
networks, and more specifically modern online
social networks, is that they are composed of
(i) users (with a user profile, activities, and con-
nections) and (ii) social objects representing the
intermediations, e.g., topics of user interactions,
shared videos, and photos.
The user profile generally includes static
personal information, such as the name, e-mail,
and address, as well as more dynamic information
about the interests and information needs of the
user. The role of the user profile is essential
in online communities. Generally user profiles
are different from one application to another, as
users present themselves differently, based on
the targeted population of the given application
(which are sometimes very specific). Another
dimension of users is represented by the activities
they perform in the social platform. This includes
content sharing, media uploading, and content
description (such as photo tagging). Finally, the
third dimension of users is represented by the
social connections they establish with others in
the network. Users in these online networks are
generally connected to different communities,
belonging to different social spheres (e.g.,
friends, family, coworkers).
Another important user characteristic is re-
lated to trust. Indeed, the different applications
on social content sites allow users to be closer
to their communities and to be aware of peer
activities and opinions. This brings new dimen-
sions to trust and allows users to have higher
confidence in the recommendations, suggestions,
and sentiments of friends.
Shared social objects influence interactions
between users. An object in this context has
a concrete and perceptible, physical and/or
numeric, manifestation. Some objects are
the source of conversational interactions and
keepers of collective attention. They constitute
a conversation support. In our actual digital
context, objects are mainly multimedia ones as
articles (WordPress, Wikipedia), videos (Youtube,
Dailymotion), pictures (Flickr, Picasa), or
specific status updates shared by users.
In such systems, users can employ different
types of annotations to describe social objects:
structured annotations (in this case, the terms
employed in the annotation are regulated by a
common domain vocabulary that must be used by
the members of the system) and semi-structured
annotations (these annotation are generally freely
selected keywords without a vocabulary in the
background, and a collection of these annotations
is called a folksonomy). The last category of such
annotations is unstructured, which is the most
frequently used in social platforms, and therefore,
we describe it in more detail.
This can be found in the majority of social net-
works and microblogging systems and primarily
consists of free texts in the form of short mes-
sages describing a resource, a finding, an impres-
sion, a feeling, a recent activity, a mood, or a fu-
ture plan. A common practice is either to express
an opinion about the resource (e.g., web page) or
to provide its short summary for the community.
The limitations of this kind of content sharing
from the viewpoint of information retrieval and
knowledge management are similar to that of
social tagging, as users have complete freedom
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in the formulation of these messages. More con-
cretely, it is difficult to extract interesting topics
or named entities from such messages, given
the fact that there is an ambiguous, frequently
changing underlying vocabulary.
Recommender Systems and Social
Platforms: The Mutual Benefits
Nowadays, the wide use of Internet around the
world allows a lot of people to connect. This
explosion of the Web 2.0 (blogs, wikis, con-
tent sharing sites, social networks, etc.) gives
rise to a growing need for RSs based on social
and information network mining methods. For
such systems, the underlying social structure,
also called social network or virtual community,
can be leveraged.
The substantial growth of the social web
poses both challenges and new opportunities for
research in RSs. The main reason for this is the
fact that the social web transforms information
consumers into active contributors, allowing
them to share their status, comment, or rate web
content. Finding relevant and interesting content
at the right time and in the right context is chal-
lenging for existing recommender approaches.
At the same time, the major added value of so-
cial platforms is to encourage interaction between
users. Each interaction can be extracted and used
as an input for the RS, as it helps to better
understand the user interests and information
needs. Also, the structure of the underlying social
network in a social platform can contribute to
generate recommendations that are more trusted
by users (e.g., by considering the social distance
in the recommendation process, as generally we
trust more recommendations from closer connec-
tions). Therefore, we can conclude that the social
web provides a huge opportunity for improving
RSs (Fig. 1).
On the other hand, RSs can clearly help to
improve user participation in social systems, as
they can recommend new friends or interesting
content. Thus, the user will be more motivated to
keep ongoing participation in the social platform,
because the more content he/she shares, the more
relevant connections the system can recommend,
having a precise profile about him/her.
Using this connection between social plat-
forms and RSs, new scenarios can be defined
for advanced applications, such as people recom-
mendation or various content recommendations
(e.g., tags for photo annotation).
Introduction and State of the Art
Social Network Analysis
Social network analysis and social mining can
be very useful in this context where RSs can
take benefit from social networks and conversely,
where the formation and evolution of the network
can be affected by the recommendations. In order
to illustrate this point, we can mention three well-
known tasks in social network analysis and social
network mining:
• The first one is the identification of key
actors which play a particular role or which
have a particular position in the network.
Different indicators, such as the centrality or
the prestige, were initially introduced mainly
in order to highlight the “most important”
actors in the network (Wasserman and Faust
1994). With the appearance of online social
networking, these measures were recently
revisited to detect actors called, depending
on the authors, mediators, ambassadors,
or experts. Among the actors who have
received a lot of attention appears notably
the influencer who can be defined as an actor
who has the ability to influence the behavior
or opinions of the other members in the social
network (Anagnostopoulos et al. 2008). The
identification of the influencers can be seen
as an optimization problem better known
as “influence maximization” (or “spread
maximization”) that is NP complete, but
approximated solutions can be determined,
thanks to greedy algorithms like “Cost-
Effective Lazy Forward” (CELF) algorithm
or its extensions Newgreedy, Mixedgreedy, or
Celf++ (Kempe et al. 2003; Domingos 2005).
• Another well-known problem in the context
of social networks is that of community
detection. This problem has mainly been
studied in the literature in the case where
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contributions made by recommender systems to social networks
the community structure is described by a
partition of the network actors where each
actor belongs to one community (Schaeffer
2007; Lancichinetti and Fortunato 2009), and
among the core methods, we can mention
those that optimize a quality function to
evaluate the goodness of a given partition, like
the modularity, the ratio cut, the min-max cut,
or the normalized cut, and the hierarchical
techniques like divisive algorithms based
on the minimum cut, spectral methods, or
Markov clustering algorithm and its exten-
sions. However, in real networks, an actor can
often belong to several groups, and these
overlapping communities can be detected
using, for example, the clique percolation
algorithm implemented in CFinder or OSLOM
(Order Statistics Local Optimization Method).
Other recent works have attempted to detect
communities, taking into account the profile
of the users and their relationships (Combe
et al. 2012). These methods can be applied
to determine groups of users with similar
characteristics or the same interests, and
consequently, they can be integrated in
neighborhood-based collaborative systems.
• The evolution of the network is another
challenge. Indeed, in many networks, the
structure of the network, in other words
the actors as well as their relationships,
changes quickly over time. The identification
of evolving communities or their detection
over time is also a subject of recent research
which can be integrated in systems to improve
recommendations, but the dynamic analysis
of the network is also related to the link
prediction problem which aims to determine
the appearance of new links or the deletion of
links in the network (Namata and Getoor
2010; Liben-Nowell and Kleinberg 2007;
Getoor 2010; Hasan and Zaki 2011). It is
obvious that link prediction can be useful
for people recommendation, and, conversely,
recommendation approaches can allow to
predict the evolution of the network. This
temporal dimension is notably important in
the context of mobile applications in which
moving actors are interacting with each other.
Recommender Systems
The field of social network analysis is a complex
and rapidly changing area. To understand the
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mutual contributions of social networks in recom-
mender systems (and vice versa), it is necessary
to clarify the basic principles of these systems.
RSs are dedicated to the help of the users
when they must make a decision, taking as basis
the fact that in ordinary life, people often make
decisions based on the recommendation of others.
At work, employers count on recommendation
letters when they want to recruit new employees;
with friends, we talk about books that we loved
to read, music or movies that we liked, purchases
that have given us satisfaction, or products that
disappointed us; and more generally, we trust
reviews of specialists before seeing a TV show, an
art exhibit, or purchasing an item. This behavior
is based both on the belief that our friends have
similar tastes to ours and on the trust that we can
provide to the expert opinion. The recommenda-
tions provided by automated systems are trying
to mimic those two principles, depending on the
available information, and they are supplied to the
users in the form of a prediction or a list of items.
The information used for the recommendation
process can be extracted from the content avail-
able from the users and the items, or it can be
inferred from the explicit ratings when the users
are asked to rate the items. Depending on the
way of how the information is used, the RS is
considered to be a content based, a collaborative
filtering, or a hybrid (where both information,
collaborative and content based, are used) RS
(Adomavicius and Tuzhilin 2005).
Whatever approach is used, the key elements
of an RS are (i) the users, (ii) the items, and (iii)
the transactions. The users of an RS, which may
have very diverse goals and characteristics, are
both those who benefit from the system and
those who supply it with information. Items
are the objects (products or services) that are
recommended, and they may be characterized
by their complexity and their value or utility
for a given user. Transactions are the recorded
interactions between a user and the RS, especially
the relation between a user and a given item,
which can be an explicit feedback, e.g., the rating
of a user for a selected item.
In the content-based approach, which has its
roots in information retrieval and information
filtering research, an item is recommended to a
user based upon a description of the item and a
profile of the user interests (Ricci et al. 2011).
This family of RSs has some advantages (user
independence, transparency, easy recommenda-
tion of new items) but also some drawbacks:
content analysis is limited and the system suffers
from overspecialization that leads to homophily
(a person is only recommended by people who
think like he or she).
In the collaborative filtering approach, an item
is recommended to a given user by following
another way: the collaborative filtering methods
produce user-specific recommendations of items
based on patterns of ratings without the need
for exogenous information about either items or
users (Ricci et al. 2011). The preferences of the
users are explicit: the users are asked to rate the
items (e.g., in terms of l–5 star scale or “I like”/
“I don’t like”). This approach needs only a set
of ratings of users on sets of items: a list of n
users, a list of m items, and a rating rx;t that
indicates the rating of user x on the item t . In
a typical collaborative filtering scenario, it is very
rare (if not impractical) for a user x to rate all the
m items, so the R matrix of all ratings users 
items is sparse. To result in recommendation, the
collaborative filtering can be either neighborhood
based (memory based) or model based (Melville
and Sindhwani 2010; Ricci et al. 2011). The
model-based approaches try to propose a model
able to predict the unknown rating of a user
x for an item t by discovering the underlying
preference class of users and the category class
of the items. In neighborhood-based collaborative
filtering, the rating matrix R is directly used to
predict ratings for new items, either when the
neighborhood derives from a similarity between
the users (for user-based systems) or when the
neighborhood derives from a similarity between
the items (for item-based systems); e.g., two
items are considered as neighbors if several users
have rated these items in a similar way. In most
cases, the similarity estimated between users or
items in these approaches is Pearson correlation
or vector cosine-based similarity.
The efficiency of an RS is measured in terms
of relevance of the recommendations and forecast
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accuracy, in particular seeking to narrow the
difference between the predicted ratings made by
the system and the real ratings made by the users.
Moreover, the system has to be a good filtering
system and not present to users uninteresting
items while not missing interesting items (e.g.,
in the case of commercial RS, for increasing the
number of items sold). It is important to propose
to the users items that might be hard to find with-
out a precise recommendation. Many systems
suffer from novelty discovery, i.e., they fail to
find serendipitous items. All these properties will
increase the user satisfaction and the fidelity to
the use of the system.
The latest trends in RS domain seek to take
into account how human beings function with
their peers, especially in their interpersonal
behaviors, which brings it closer to the field
of social network analysis. Some users try to
find credible recommenders so they can follow
them; it is thus interesting to investigate the
most influential members. It is also important to
develop a method to better understand each user
of the system and improve the understanding
of their profiles, to identify what they like and
dislike or are expecting from the system. The
RS must seek to enable individual mechanisms
that users can work together, because some users
like to contribute to the system with their ratings
and express their opinions and beliefs or can be
happy to help the others by contributing with
information. However, it should be cautious as
there are malicious users who seek to influence
others in the system just to promote or penalize
certain items. A detailed overview of these
properties is presented in the different chapters of
the collective book edited by Ricci et al. (2011).
Social Search Systems
Frameworks that specifically target recommen-
dation services based on user profiles are mostly
in the category of people recommendation
and question answering systems. Such systems
explore either the topology of the network or the
content of the exchanges between communities
and peers. The main difference to content-based
social search is the fact that the result of a
recommendation is not a document, but another
user or group of users. In this way, the person
can interact directly with the recommended
user, which provides a more secure and trusted
environment for the communication process.
Also, such people-to-people interactions are
more interesting for the service provider, as
they can contribute to the growth of the social
platform, which is generally measured by the
number of users and connections between them.
Guy et al. (2009) present a people recom-
mendation strategy specially adapted for the
enterprise ecosystem. The recommendation
engine uses information from an organization
Intranet for computing similarity scores between
employees. Such information include (i) paper or
patent coauthorship, (ii) commenting of each oth-
ers’ blogs or profiles, and (iii) mutual connection
in other social networks, internal to the organiza-
tion. Based on an aggregated score computed for
each relationship, people are recommended to be
added in an employee internal messenger system.
For each recommendation, an explanation is
generated, considered an important component of
such systems (Herlocker et al. 2000). A limitation
of this approach can be considered the fact
that the recommendation only uses statistical
information to infer the social proximity between
users. More concretely, the content of interactions
and exchanges is not taken into account to
measure the similarity of interests or information
needs. We also mention here the fact that most
people recommendation strategies in popular
social networks, such as Facebook or Orkut, are
also based on this statistical similarity schema.
Lin et al. (2009) also target the issue of exper-
tise location in the enterprise environment. The
proposed system, SmallBlue (Lin et al. 2009),
similarly to Guy et al. (2009), employs data
mining and statistical data analysis techniques to
extract profile information for employees. More
specifically, the system uses company e-mail as
a source of information. Keywords are extracted
from each e-mail, and a bag-of-words-based pro-
file is constructed for employees. An innovative
feature of the system is the social explanation
of people recommendations, by displaying the
social path that connects the user to the recom-
mended person on a specific topic.
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Hannon et al. (2010) go beyond the previ-
ous approach and build a recommendation strat-
egy using the content of interactions (e.g., status
updates) as input. Designed for recommending
people to follow in Twitter, the Twittomender
system allows users to expand their network by
connecting to people that they do not know di-
rectly, but with whom they share similar interests.
Each user in the system is represented by a vector,
comprised of terms extracted from their shared
messages. A kind of social expansion of this
basic profile is performed, by taking into account
messages shared by people connected to the user.
This is based on the observation that connected
people share close interest. The computation of
profile similarities is achieved by the traditional
tf-idf weighting schema in information retrieval
and cosine similarity. The Twittomender system
is original and different from existing collabora-
tive filtering approaches, as it takes into account
the structure of the underlying social network to
better approximate the interests of the user. It is
however a considerable limitation in the system
that no disambiguation or semantic expansion
of profile terms is considered. More concretely,
the user profile is composed of keywords that
might have multiple meanings, and this could
be a considerable drawback for the relevance of
recommendations.
A new generation of social search engines is
represented by the so-called question answering
systems. The main difference to the previous
approaches is the fact that in this case, the system
builds a user profile from some kind of user
activity (content production or consumption) and
uses it to match them with a question formulated
by another user.
Aardvark (Horowitz and Kamvar 2010) is
certainly the most promising social search
engine. Aardvark introduced several innovations
in the field of social search. First of all, it is the
first system that models the users based on their
generated content. For this reason, users provide
topics of interest to the system when they
subscribe. Then, a crawler extracts further topics
from the user’s profiles and status updates in
social platforms to expand the initially entered
profile items. The extraction of topics from social
updates is achieved by linear classifiers, such
as support vector machines and probabilistic
classifiers. Aardvark is not built on top of existing
social platforms and lacks a global approach for
conceptualizing user profiles.
In another recent social search engine, CQA
(Li and King 2010), the objective is similar to that
of Aardvark: route a question to the right person
in a community of answerers. In their paper, Li
and King (2010) introduce two important dimen-
sions for such systems: (i) the consideration of
the answerer availability and (ii) the question of
the quality of answers. The quality of answers
is estimated by taking into account statistical
information about the length of the answer, the
time the user took to send it, and the feedback
of other users. In the case of availability, the
system monitors the user log-ins and performs a
prediction of whether the user will be available at
a specific time and date in the future.
We can finally conclude that in current social
search systems that offer a people recommen-
dation service, the issue of recommendation
explanation is still not well tackled (which is
also strongly related to privacy management).
Also, few frameworks benefit from semantic web
technologies on a data storage or data enrichment
level.
Another possibility to build an RS is to lever-
age the content shared by users in the social
network. More specifically, we consider the con-
tent productions of users in order to better un-
derstand their interests and information needs
and more concretely build expertise profiles. In
such way, the recommender engine is able to
recommend people that have similar or comple-
mentary interests. From a conceptual viewpoint,
such a recommender engine is composed of two
parts: (i) the identification of semantic data (e.g.,
entities extracted from status updates) that will
compose the profile and (ii) the scoring of the said
semantic data (measuring the user expertise).
We consider X the domain of all n users
involved in the social platform. Tx represents the
set of items correlated with user x, i.e., Tx D
t jWeight.t; x/ > 0. Therefore, user x and item t
are correlated when Weight.t; x/ > 0, Weight
being the weight of the item in the profile.
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An item in the user profile can be repre-
sented by a keyword or a concept. The main
difference is that concepts have URIs that pro-
vide them the exact semantic meaning. Generally,
such URIs can be retrieved from the so-called se-
mantic knowledge graphs, such as DBpedia. Each
profile item is an entity (keyword, named entity)
extracted from at least one content production of
the user and connected to at least one semantic
concept present in at least one semantic knowl-
edge base. The main arguments for this choice is
that this kind of representation is richer and less
ambiguous than a keyword-based or item-based
model. It provides an adequate grounding for
the representation of coarse- to fine-grained user
interests. A semantic knowledge base provides
further formal, computer-processable meaning on
the concepts (who is coaching a team, an actor
filmography, financial data on a stock) and makes
it available for the system to take advantage
of knowledge base-originated semantic concepts
that are more precise and reduce the effect of the
ambiguity caused by simple keyword terms.
Normally in a conversation, we depend essen-
tially on the context of the conversation to disam-
biguate a word. Similarly, in order to associate
keywords or entities in a social update to the
right concept in linked data, contextual cues are
necessary to allow restricting the semantic field
of the social update. In traditional documents,
generally there are sufficient contextual cues to
overcome such ambiguous situations, where the
meaning of a term is not straightforward.
In the case of social platforms, the short nature
of posts requires to find these cues elsewhere, so
we may consider two main additional sources of
contextual cues:
• The first contextual cue is user related, which
consists in building incrementally a vocabu-
lary from all social updates of the user. The
assumption behind this first additional context
is that there is a probability that the user
previously shared some content in a related
semantic field (e.g., a user who posted about
“Apple” might have shared before about other
Apple products, such as the “iPhone”).
• The second additional contextual cue is
community related. On social platforms,
users are members of different communities,
which influence each other in terms of
interests. Users participate in a group or
a community because they are interested
in what community members say, and as
a consequence of this participation, users
have the intention of using commonly known
keywords to make his/her contents easily
understandable by the community. This
second contextual cue is used only if the
user-related one is not yet available or not
sufficiently rich (e.g., user has shared few
messages but has lots of friend connections).
More specifically, it is a solution for the
so-called cold-start situation and consists
of aggregating the most recent messages of
friends connected to the user and constructing
a vocabulary from the content of these
messages.
After the construction of the vector containing
also such items that represent the context of the
keyword, several similarity measures can be used
to compare it with the description of candidate
concepts in the knowledge base and the best
matching concept selected. A further, optional
step is to leverage the semantic neighborhood of
the concept to better describe the user expertise
(e.g., include more general concept into the pro-
file). This could be interesting in case of profile
extracted from status updates, as such messages
are short, and therefore, we have little available
information about the user information needs or
interests.
Future Directions/Open Questions
As seen in the previous section, over the last
two decades, some major advances have been
achieved in the area of RSs using techniques of
social network analysis and mining.
In this section, we present some current chal-
lenges and open questions, that we think, will be
a major preoccupation for scientific communities
but also the industry in the upcoming years. We
will consider two practical future directions and
list the corresponding open challenges that need
to be considered.
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Recommender Systems in the Enterprise
Nowadays, more and more companies show
increasing interest towards the integration
of RSs in the Intranet in order to further
improve communications and internal knowledge
management. Several reasons push companies to
invest in such infrastructures:
• It can improve social interactions between
employees (e.g., a people recommender in the
enterprise may help in finding the best expert
for a specific problem (Joly et al. 2010), which
may reduce costs and increase efficiency).
• It can provide new means for the dynamic
composition of teams for a specific project,
as the expertise of employees can be easily
retrieved. Also, internal documents and videos
can be recommended for a project or learning.
• Such a system may provide specific tools
for employees in order to keep motivation
and a good atmosphere in the company, e.g.,
associating specific tags to colleagues, such
as expertise tags and specific badges, when
being an active contributor in providing help
to colleagues or other scenarios.
• With such a system, an implicit internal social
network can be built that links employees with
similar interests and activities. This can help
the company in improving its organization and
also optimize human resources management
(changing dynamically teams, finding the best
internal resources for a new project, etc.).
The deployment of an RS in a company faces
several challenges, and its design depends on
several criteria, such as the type of activity the
company performs or the degree of sensibility of
the information they share. A first challenge, but
also the most important, is what kind of internal
content to use as input for the RS. Company
e-mails are a rich source for learning more about
each employee’s expertise and interests, but they
may have privacy and security concerns. Another,
more acceptable source for such an RS may
be represented by content shared by employees
on internal or web-based social networks, such
as Twitter (Stan et al. 2011) or Yammer. Such
content is shorter and generally does not con-
tain confidential information. Furthermore, the
content of web pages employees read may also
represent and additional source for such systems
for the construction of the expertise profiles (Joly
et al. 2010).
Among the challenges for building such a
system, the most important are technical and
related to human-computer interaction (HCI).
More concretely, technical challenges include the
implementation of content extraction tools from
internal mail servers, microblogging platforms,
and web browsers. All the extracted content must
be aggregated and stored in a secure database.
Challenges related to HCI include the design of
user interfaces that allow users to control what
content to share with the system (e.g., there may
be e-mails for private usage).
An important issue when designing RSs is to
generate an explanation for each recommenda-
tion. Such explanations could be useful as they
increase trust. They can be of several types: (i)
the explanation of the social path between the two
users, i.e., by showing part of the social graph
and the paths in the employee social network that
connect them or (ii) a semantic explanation that
includes areas of expertise of the recommended
employee. According to the social distance, such
areas of expertise may be shown with different
levels of granularity, by using hierarchical paths
of concepts in semantic knowledge bases, such as
DBpedia (e.g., expert in Twitter is more specific
than expert in microblogging platforms).
In a nutshell, the following questions should
be considered for building a successful RS specif-
ically targeted to an enterprise:
• How to extract the named entities from short,
unstructured messages and status updates and
in other words, how to transform each social
interaction that occurs in the company or that
employees share into useful knowledge for the
RS.
• How to combine structural and semantic anal-
ysis for recommendation ranking.
• What are the next generation privacy protec-
tion mechanisms that would allow an easy
adoption of such a system in a company?
• How to generate useful and meaningful expla-
nations for a recommendation.
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• How to make good recommendations without
violating privacy concerns.
The use of such RSs in an enterprise may be
useful also for generating a profile for the entire
company, e.g., by aggregating all individual user
profiles. Such a profile may be useful for the
next generation enterprise social networks, where
each node in the network is a company. Such
a network could facilitate collaboration between
companies, e.g., by finding the best company for
a collaborative European project.
Recommendation inMobile Social
Networks: A Multi-agent Approach
A second scenario for RSs concerns mobility
and ubiquity, as more and more users have
smartphones, capable of sensing context. The
most widely used context in such a scenario
is the user location, which may significantly
improve recommendation (other context data
may include available networks (Wifi, Bluetooth)
or other physical data). By integrating location
in an RS, a preliminary filtering of items can be
performed, by selecting only a subset that is in a
well-defined perimeter. Such items may include
other users with similar interests (e.g., looking
for people who like similar artists in a given
location), as well as restaurants, cinema, or other
services the city provides. The deployment of
such an RS faces several challenges, depending
on its design. A first important design principle
which needs to be fixed early is whether
the system is centralized or decentralized.
Clearly, a centralized system would face
important performance and scalability issues.
A decentralized system is more interesting,
as a local server can be associated to each
location in the city, which could support this
recommendation service.
A further step towards decentralization
can be considered, by integrating multi-agent
principles to the RS, i.e., to design and
implement a customizable approach where
different autonomous decision-making entities
(agents) have to communicate, exchange
knowledge, and cooperate in order to achieve
individual and/or collective objectives. It allows
the creation of different communities, with
different possible functions and modes of
exchanges. Such an approach aims to meet
several challenges, such as decentralization of the
community management, personalized automatic
management and discovery of communities,
and flexibility so that any agent can create its
own community. In addition, it should cover
all levels of abstractions (agent, environment,
and organization) that are required for the
development of sophisticated multi-agent
system. In this design, each smartphone is
equipped with an agent, capable of exchanging
knowledge with other agents, using the local
server associated to a given location in the
city.
Using a multi-agent approach for an RS in
mobility, agents can act as a personal assistant
on the behalf of each user, present in a given
location. The agent perceives knowledge from the
communities of individual interests and acts upon
the communities to meet their goals. Thus, agents
can bring the appropriate people having common
goals or interests together share their knowledge
with each other at ease.
Other scientific challenges for such advanced
RSs include the traditional cold-start problem,
i.e., how to provide recommendations to users
with little information about their profile or
how to recommend items with few ratings. Also,
an important general challenge is how to make
recommendation users trust, i.e., how to provide
users an easy way for giving feedback on
recommendations. With regard to trust, recent
works try to integrate the notion of distrust, i.e.,
how to deal with users or items that cannot be
trusted.
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Synonyms
Footprinting; Hacker; Penetration testing;
Reconnaissance; Risk; Security; Self-disclosure;
Social engineering; Social media; Social
reconnaissance; Vulnerabilities
Glossary
Social Reconnaissance A preliminary paper-
based or electronic web-based survey to
gain personal information about a member
or group in your community of interest. The
member may be an individual friend or foe, a
corporation, or the government
Social Engineering With respect to security, is
the art of the manipulation of people while
purporting to be someone other than your true
self, thus duping them into performing actions
or providing secret information
Data Leakage The deliberate or accidental out-
flow of private data from the corporation to the
outside world, in a physical or virtual form
Online Social Networking An online social net-
work is a site that allows for the building
of social networks among people who share
common interests
Malware The generic term for software that has
a malicious purpose. Can take the form of a
virus, worm, Trojan horse, and spyware
Lead
. . . not what goes into the mouth defiles a man, but
what comes out of the mouth, this defiles a man.”
Matthew 15:11 (RSV)
Introduction
For decades we have been concerned with how
to stop viruses and worms from penetrating orga-
nizations and how to keep hackers out of organi-
zations by luring them toward unsuspecting hon-
eypots. In the mid-1990s Kevin Mitnick’s “dark-
side” hacking demonstrated, and possibly even
glamorized (Mitnick and Simon 2002), the need
for organizations to invest in security equipment
like intrusion detection systems and firewalls, at
every level from perimeter to internal demilita-
rized zones (Mitnick and Simon 2005).
In the late 1990s, there was a wave of security
attacks which stifled worker productivity. During
these unexpected outages, employees would take
long breaks queuing at the coffee machine, spend
time cleaning their desk, and try to look busy
shuffling paper in their in- and out-trays. It was
clear by the downtime caused by malware hitting
servers worldwide that corporations had begun
to rely on intranets for content and workflow
management so much and that employees would
be left with very little to do when they were
not connected. Nowadays, everything is online
with respect to the service industry, and there is
a known vulnerability in the requirement to be
always connected. For example, you can cripple
an organization if you take away their ability
to accept electronic payments online, or render
their content management system inaccessible
due to denial of service attacks, or hack into a
company’s webpage.
When the “Melissa” virus caught employees
unaware in 1999, and was then followed by the
“Explorer.zip” worm in the same year, public
folders had Microsoft Office files either deleted
or corrupted. At the time, anecdotal stories in-
dicated that some people (even whole groups)
lost several weeks of work, after falling victim
to the worm that had attacked their hard drive.
This led many to seek backup copies of their files,
only to find that the backups themselves were not
activated (Michael 2003).
The moral of the story is that for decades
we have been preoccupied with stopping data
(executables, spam, false log-in attempts, and the
like) from entering the organization when the real
R 1534 Reconnaissance and Social Engineering Risks as Effects of Social Networking
problem since the rise of broadband networks,
3G wireless, and more recently social media has
been how to stop data from going out of the
organization. While this sounds paradoxical, the
major concern is not what data traffic comes
into an organization, but what goes out of an
organization that matters. We have become our
own worst enemy when it comes to security in
this online-everything world we live in.
In short, data leakage is responsible for most
corporate damage, such as the loss of competitive
information. You can secure a bucket and make
it water tight, put a lid on it, even put a lock
on the lid, but if that bucket has even a single
tiny hole, its contents will leak out and cause
spillage. Such is the dilemma of information
security today – while we have become more
aware of how to block out unwanted data, the
greatest risk to our organization is that which
leaves the organization – through the network,
through storage devices, and via an employees’
online personal blog, even the spoken word. It
is indeed what most security experts call the
“human” factor (Michael 2008).
Reconnaissance of Social Networks
for Social Engineering
Social Networking
The Millennials, also known as Gen Ys, have
been the subject of great discussion by commen-
tators. If we are to believe what researchers say
about Gen Ys, then it is this generation that has
voluntarily gone public with private data. This
generation, propelled by advancements in broad-
band wireless, 3G mobiles, and cloud computing,
is always connected and always sharing their
sentiments and cannot get enough of the new
apps. They are allegedly “transparent” with most
of their data exchanges. Generally, Gen Ys do not
think deeply about where the information they
publish is stored, and they are focused on conve-
nience solutions that benefit them with the least
amount of rework required. They tend not to like
to use products like Microsoft Office and would
rather work on Google Drive using Google Docs
collaboratively with their peers. They are less
concerned with who owns information and more
concerned with accessibility and collaboration.
Gen Ys are characterized with creating cir-
cles of friends online, doing everything digitally
they possibly can, and blogging to their heart’s
content. In fact, Google has recently released a
study that has found that 80 % of Gen Ys make
up a new generation dubbed “Gen C.” Gen Cs
are known as the YouTube generation and are
focused on “creation, curation, connection, and
community” (Google 2012). It is generally em-
braced in the literature that this is the generation
that would rather use their personally purchased
tools, devices, and equipment for work purposes
because of the ease of carrying their “life” and
“work” with them everywhere they go and the
ease of melding their personal hobbies, interests,
and professional skillsets with their workplace
seamlessly (PWC 2012). Bring your own de-
vice (BYOD) is a movement that has emerged
from this type of mind-set. It all has to do with
customization and personalization, with working
with settings that have been defined by the user
and with lifelogging in a very audiovisual way.
Above all the mantra of this generation is Open-
Everything. The claim made by Gen Cs is that
transparency is a great force to be reckoned with
when it comes to accessibility. Gen Cs allegedly
define their social network and are what they
share, like, blog, and retweet. This is not without
risk, despite that some criminologists have played
down the fear as related to privacy and security
concerns (David 2008).
Despite that online commentators regularly
like to place us all into categories based on
our age, most people we’ve spoken to through
our research do not feel like any particular
“generation.” Individuals like to think they are
smart enough to exploit the technologies for
what they need to achieve. People may generally
choose not to embrace social networking for
blogging purposes, for instance, but might see
how the application can be put to good use
within an institutional setting and educational
framework. For this reason they might be
heavy users of social networking applications
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like LinkedIn, Twitter, Facebook, and Google
Latitude but also understand its shortcomings
and the potential implications of providing a real
name, gender, and date of birth, as well as other
personal particulars like geotagged photos or live
streaming.
This ability to gather and interpret cyber-
physical data about individuals and their
behaviors has a double-edged spur when related
back to a place of work. On the one hand, we
have data about someone’s personal encounters
that can be placed in a context back to a place
of employment (Dijst 2009). For instance, a
social networking update might read: “In the
morning, I met with Katina Michael, we spoke
about putting a collaborative grant together on
location-based tracking, and then I went and
met Microsoft Research Labs to see if they
were interested in working with us, and had
lunch with person@microsoft.com (Cperson)
(#microsoft) who is a senior software engineer.”
This information is pretty innocent on its own
but there are a lot of details in there that might
be used for gathering information: (1) a real
name, (2) a real e-mail address, (3) an identifiable
position in an organization, (4) potentially links
to an extended social network, and (5) possibly
even a real physical location of where the meeting
took place if the individual had a location-
tracking feature switched on their mobile social
network app. The underlying point here is that
you might have nothing to fear by blogging
or participating on social networks under your
company identity, but your organization might
have much to lose.
Social Reconnaissance
Despite that many of us don’t wish to admit
it, we have from time to time conducted social
reconnaissance online for any number of reasons.
In the most basic of cases, you might be visiting
a location you have not previously been to and
you use Google Street View to take a quick look
at what the dwelling looks like for identification
purposes. You might also browse the web with
your own name, dubbed “ego surfing,” to see
how you have been cited, quoted, and tagged in
images or generally what other people are saying
about you. But businesses also are increasingly
keeping their eye out on what is being said about
their brand using automatic web alerts based on
hashtags, to the extent that new schemes offering
insurance for business reputation have begun to
emerge. Now, my point here is not whether or not
you conduct social reconnaissance on yourself, or
your family, or your best friend, or even strangers
that look enticing, but on what hackers out there
might learn about you and your life and your
organization by conducting both social and tech-
nical reconnaissance. Yes, indeed, if you didn’t
know it already, there are people out there that
will (1) spend all their work time looking up what
you do (depending on who you are), (2) think
about how that information they have gathered
can be related back to your place of work, and (3)
exploit that knowledge to conduct clever social
engineering attacks (Hadnagy 2011).
Chris Hadnagy, founder of social-engineer
.com, was recently quoted as saying: “[i]nfor-
mation gathering is the most important part of
any engagement. I suggest spending over 50
percent of the time on information gathering: : :
Quality information and valid names, e-mails,
phone number makes the engagement have a
higher chance of success. Sometimes during
information gathering you can uncover serious
security flaws without even having to test, testing
then confirms them” (Goodchild 2012).
It is for this reason that social engineers will
focus on the company website, for instance, and
build their attack plan off that. Dave Kennedy,
CSO of Diebold, complements this idea by
firsthand experience: “[a] lot of times, browsing
through the company website, looking through
LinkedIn are valuable ways to understand the
company and its structure. We’ll also pull down
PDF’s, Word documents, Excel spread sheets and
others from the website and extract the metadata
which usually tells us which version of Adobe or
Word they were using and operating system that
was used” (Goodchild 2012).
Most of us know of people who do not wish
to be photographed and who have painstakingly
attempted to un-tag themselves from a variety
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of images on social networks, who have tried
to delete their online presence and be judged
before an interview panel for the person they are
today, not the person they were when MySpace
or Facebook first came out. But what about the
separate group of people who do not acknowl-
edge that there is a fence between their work life
and home life, accept personal e-mails on a work
account, and then are vocal about everything that
happens to them on a moment-by-moment basis
with a disclaimer that reads: “anything you read
on this page is my own personal opinion and not
that of the organization I work for.” Some would
say these individuals are terribly naı¨ve and are
probably not acting in accord with organizational
policies. The disclaimer won’t help the company
nor will it help them. Ethical hackers, who have
built large empires around their tricks of the trade
since the onset of social networking, have spent
the last few years trying to educate us all – “data
leakage is your biggest problem folks” not the
fact that you have weak perimeters! You are, in
other words, your own worst enemy because you
divulge more than you can afford to, to the online
world.
No one is discounting that there are clear
benefits in making tacit knowledge explicit by
recording it in one form or another, or openly
sharing our research data in a way that is con-
ducive to ethical practices, and making things
more interoperable than what they are today – but
the world keeps moving so fast that for the greater
part people are becoming complacent with how
they store their datasets and the repercussions of
their actions. But the repercussions do exist, and
they are real.
Social Engineering
Expert social engineers have never relied on very
sophisticated ways of penetrating security sys-
tems. It is worth paying a visit to the social engi-
neering toolkit (SET) at www.social-engineer.org
where you might learn a great deal about ethical
hacking (Palmer 2001) and pentesting (Social-
Engineer.Org 2012). Here social engineering
tools are categorized as physical (e.g., cameras,
GPS trackers, pen recorders, and radio-frequency
bug kits), computer based (e.g., common user
password profilers), and phone based (e.g., caller
ID spoofing). In phase 1 of their premeditated
attacks, social engineers are merely engaged in
the practice of observation of the information
we each put up for grabs willingly. And beyond
“the information” itself, subjects and objects are
also under surveillance by the social engineers
as these might give further clues to the potential
hack. It is when there is enough information
that a social engineer will think about the next
phase 2 which could mean dumpster diving and
collecting as much hard copy and online evidence
as possible (e.g., company website info). Social
networks have given social engineers a whole
new avenue of investigation. In fact, social
networking will keep social engineers in full-
time work forever and ever unless we all get a lot
smarter with how to use these applications.
In phase 3, the evidence gathered by the
hacker is used to good practice as they claw
their way deeper and deeper into organizational
systems. It might mean having a few full
names and position profiles of employees in
a company and then using their “hacting”
(hacking and acting) skills to get more and more
data. Think about social engineers, building
on steps and penetrating deeper and deeper
into the administration of an organization.
While we might think executives are the
least targeted individuals, social engineers
are brazen to ‘attack’ personal assistants of
executives as well as operational staff. One of
the problems associated with social networking
is that executives casually give over their log-
in and passwords to personal assistants to take
care of their online reputations, thus becoming
increasingly easier to manipulate and hijack these
spaces and use them to as proof for a given
action. When social engineers get that level of
authority they require to circumvent systems or
they are able to use a technical reconnaissance
to exploit data found via social reconnaissance
(or vice versa), then they can gain access to an
organization’s network resources remotely, free
to unleash cross-site scripting, man-in-the-middle
attacks, SQL code injection, and the like.
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Organizational Risks
We have thus come full circle on what social
reconnaissance has to do with social networks.
Social networking sites (SNS) provide social
engineers with every bit of space they need to
conduct their unethical hacking and their own
penetration tests. You would not be the first
person to admit that you have accepted a “friend”
on a LinkedIn invitation without knowing who
they are, or even caring who they are. Just another
e-mail in the inbox to clear out, so pressing accept
is usually a lot easier than pressing ignore and
then delete or even blocking them for life.
Consider the problem of police in metropoli-
tan forces creating LinkedIn profiles and ac-
cepting friends of friends on their public social
network profile. What are the implications of this
from a criminal perspective? Carrying the anal-
ogy of police further, what of the personal gad-
gets they carry? How many police are currently
carrying e-mails on personal mobile phones that
they should not be for security concerns? Or even
worse, police who have their Twitter, Facebook,
or LinkedIn profile always connected via their
mobile phone? The police can be said to be
rapidly introducing new policies to address these
problems, but the problems regardless still ex-
ist for mainstream employees of large, medium,
and even small organizations. The theft does not
have to be complex like the stealing of software
code or other intellectual property in designs and
blueprints but as simple as the theft of compet-
itive information like customer lead lists in a
Microsoft Access database, or payroll data stored
in MYOB, or even the physical device itself.
Penetration testing done periodically can be
used as feedback into the development of a more
robust information security life cycle that can
aid those in charge of information governance to
react proactively to help employees understand
the implications of their practices (Bishop 2007).
Trustwave (2012) advocates for four types of as-
sessment and testing. The first is straightforward
and traditional physical assessment. The second
is client-side penetration testing which validates
whether every staff member is adhering to
policies. The third is business intelligence testing
which is investigating how employees are using
social networking, location-enabled devices, and
mobile blogging to ensure that a company’s
reputation is not at risk and to find out what
data exists publically about an organization.
And finally, red team testing is when a group of
diverse subject matter experts try to penetrate a
system reviewing security profiles independently.
No one would ever want to be the cause be-
hind the ransacking of their organization’s online
information above and beyond the web scraping
technologies becoming widely available (Poggi
et al. 2007). It would help if policies were en-
forceable within various settings but these too are
difficult to monitor. How does one get the mes-
sage across that while blocking unwanted traffic
at the door is very important for an organization,
what is even more important is noting what goes
walkabout from inside the organization out? It
will take some years for governance structures to
adapt to this kind of thinking because the security
industry and the media have previously been
rightly focused on Denial of Service (DoS) at-
tacks and botnets and the like (Papadimitriou and
Garcia-Molina 2011). But it really is a chicken
and egg problem – the more information we
give out using social networking sites, the more
we are giving impetus to DoS, DDoS, and the
proliferation of botnets (Kartaltepe et al. 2010;
Huber et al. 2009).
Conclusion
Possibly this entry may not have convinced em-
ployees that greater care should be taken about
what they publish online, on personal blogs, or
the pictures or footage post on lifelogs or on
YouTube, but it may have convinced employ-
ees that the biggest problems today in security
systems arise from the information that users
post publicly in environments that rely on so-
cial networks. This information is just waiting
to be harvested by people unsuspecting to users
that they will probably never meet physically.
Employers need to get their staff educated on
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company policies periodically and even review
the policies they create no less than every 2 years.
As an employer you should also be considering
when the last time was that your organization per-
formed a penetration test that considered new so-
cial networking applications. Individuals should
extend this kind of pentesting to their own online
profiles and review their own personal situation.
Sure you might not have nothing to hide, but you
might have a lot to lose.
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Synonyms
Regression line; Regression model
Glossary
Akaike Information Criterion (AIC) It is a
criterion used to check the goodness of fit
of a model and thus is used for comparison
between models. A model with smaller AIC
is usually preferred. It describes the amount of
information one loses from the fitted model
Bayesian Information Criterion (BIC) It is a
criterion used to check the goodness of fit
of a model and thus is used for comparison
between models. A model with smaller BIC is
usually preferred. It is based on the likelihood
function information
Binary Logistic Regression (also as binomial
logistic regression). It is the set of tools used
for regression when the response variable is
binary
Binomial Logistic Regression See binary
logistic regression
Coefficient See slope and/or intercept
Dependent Variable See response
Error See residual
Estimated Response It is the value that the
regression equation assigns to an observation,
based on the value(s) of the predictor(s)
Independent Variable See predictor
Interaction Term It is the term in a regression
function which is a result of a multiplication
between two or more predictors
Intercept It is the value of the response variable
when all predictors are equal to 0
Logistic Regression It is the set of tools used
for regression when the response variable is
categorical
Multiple Linear Regression It is the set of
tools used to find the relationship between
multiple (more than 2) variables when one is
the response/dependent and all the rest are the
predictors/independent
Multivariate Linear Regression It is the set
of tools used to find the linear relationship
between a number of variables where the
response is a vector
Nonlinear Regression It is the set of tools used
when the regression model includes nonlinear
terms of predictors. One example is polyno-
mial regression
Observed Response It is the value of the
response variable we observe for each
observation
Ordinary Least Squares It is the optimization
method most frequently used in regression
when we are interested in estimating the con-
ditional mean E.Y jX/, with the main objec-
tive being minimizing the sum of the square
of residuals
Polynomial Regression It is when the regres-
sion function has predictors with higher-order
terms
Predictor (also known as the independent vari-
able). It is the variable which can be manip-
ulated in order to see a possible effect on the
response variable
Quantile Regression It is the set of tools used to
find the relationship between variables, when
our interest is to estimate a conditional per-
centile rather than conditional mean
Regression Through the Origin It is when a
model is forced to have intercept equal to 0
Residual It is the distance between the observed
and the estimated response. It is calculated as
observed – estimated. It shows the distance an
observation will have from the regression line
Response (also known as the dependent vari-
able). It is the variable which is considered an
observed result of a possible effect from the
predictors variable(s)
Simple Linear Regression It is the set of
tools used to find the relationship between
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two variables; one is the predictor/independent
and the other is the response/dependent
Slope It is related to one of the predictors in
the model, and it shows the rate with which
the response variable is changed when that
predictor is increased by one unit and all other
predictors are held constant
Definition
Regression analysis is the set of techniques and
tools used in statistics to explore the relationship
between variables. In the simplest form (simple
linear regression), there is one variable that is
treated as the response and one variable that is
treated as the predictor and ordinary least squares
(OLS) is used to estimate the linear regression
line, which is, the line that best fits the data.
Regression analysis can be used in several
ways. The most common one is to estimate
the effect each unit increase on the predictor
(or independent) variable(s) has on the response.
It can also be used for prediction, especially
if it is used with statistical/machine learning
methodology.
Introduction
In many science fields, there is a need to assess if
there is a relationship between different variables,
evaluate that relationship between variables, and
use the conclusion for future predictions. Regres-
sion analysis was one of the first tools developed
in the statistics literature to achieve this goal.
In regression analysis, one needs to collect data
for a number of variables (for simplicity, we
assume two variables) and then determine if there
is an actual relationship between those two vari-
ables. One of the variables is called the predic-
tor/independent variable, and the other variable
is called the response/dependent variable. If a
relationship is established, then that equation can
be used to predict what will be the value of the
response variable if the predictor takes a specific
value. For example, if one is interested to exam-
ine if the number of hours a student studies per
week affects the GPA, the predictor variable is the
“hours of study” and the response is the “GPA.”
Finding an equation between the two variables
will help predict in the future the expected GPA
of a student (who has the characteristics of the
original population) who studies x number of
hours per week.
Key Points
Regression analysis is a huge subject and depends
on the type of the objects that are used as well as
what is of interest. In this article, we are going to
discuss the classic form of regression where con-
tinuous variables are used, and we are interested
in finding a linear relationship for the conditional
mean of the predictor given the response. Other
types of regression include logistic regression,
quantile regression, and multivariate regression,
among others (see glossary terms for a brief
explanation of other types of regression). There
are many good books in the literature; Kutner
et al. (2004) is one of them.
Historical Background
Francois Galton was the first to use the term
regression in the nineteenth century for biological
phenomenon, but Karl Pearson was the one to
develop the idea in a statistical context in the
early twentieth century. It is worth noting that
the idea of least squares was first developed
separately by Legendre and Gauss in the early
nineteenth century. Since then regression became
one of the most common topics in statistics and
is taught in all introductory statistics courses
(Staunton 2001).
Simple Linear RegressionModel
In simple linear regression, the objective is to
find the relationship between two variables, one is
the independent variable (or predictor), denoted
with X , and the other is the dependent variable,
denoted with Y . We further assume that the
relationship is linear, and the objective is to find
the regression equation of the line (known as
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regression line), which best fits the data, given
the fact that the data will most probably not lie
on a straight line but around it. If we assume we
have n pairs of observed data points .Yi ; X i /, the
simple linear regression model takes the form
Yi D ˇ0 C ˇ1X i C "i ; i D 1; : : : ; n
where "i denotes the distance of each observed
point from the regression line, known as the
error or the residual. Estimating the regression
equation is equivalent to estimating the regres-
sion coefficients ˇ0; ˇ1. The first is known as
the intercept and it is the point where the line
meets the y-axis, and the second is known as the
slope and it shows the type of the relationship
and the how quickly it changes. If the slope is
positive(negative), then the relationship is called
positive(negative), and the absolute value, jˇ1j,
means that for each unit increase in the predictor,
there is a jˇ1j increase(decrease) in the expected
value of the response variable.
In the sample version, if we observe n pairs
.yi ; xi /, we have the equation
Oyi D b0 C b1xi
where b0 denotes the estimate for the intercept
ˇ0 and b1 denotes the estimate for the slope
ˇ1. The most used method to estimate the co-
efficients in the equation is known as ordinary
least squares (OLS), and the idea is to minimize
the sum of squared error (SSE). Thus, we
minimize:
nX
iD1
"2i D
nX
iD1
.yi Oyi /2D
nX
iD1

yi  .b0 C b1xi /
2
This will give the following equations, also
known as normal equations, to estimate the
coefficients.
b0 D Ny  b1 Nx
b1 D
Pn
iD1.xi  Nx/.yi  Ny/Pn
iD1.xi  Nx/2
Multiple Linear Regression
There are cases where we are interested in the
effect on the response variable from more than
one variable. If we assume that there are p pre-
dictors, the model takes the form
Yi D ˇ0Cˇ1X 1iC: : :CˇpXpiC"i ; i D 1; : : : ; n
and the sample version of the equation is
Oyi D b0 C b1xi C : : :C bpxi
This can be expressed using matrix notations as
follows:
OY D X OB
where X is a n  .p C 1/ matrix
2
6
4
1 X11 : : : Xp1
:::
:::
: : :
:::
1 Xn1 : : : Xnp
3
7
5
and OB D .b0; b1; : : : ; bp/T 2 RpC1. The OLS
estimator in matrix form is
OB D .XT X/1XT Y
Assumptions
Other than assuming there is a linear relationship
between the predictors and the response variable,
there are some other important assumptions in the
linear regression case. These are as follows:
(a) The errors are normally distributed.
(b) Homoscedasticity (or constant variance)
which implies that the variance of the error
term is constant and does not depend on the
value of the predictors. If this assumption is
violated, one can use a different estimation
technique to estimate regression coefficients,
with weighted least squares being a very
common choice.
(c) Independence of errors, which implies that
the errors are uncorrelated between them. If
this assumption is violated, there are different
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estimation techniques with the generalized
least squares being a common choice.
To test the above assumptions, usually one
needs to run the ordinary least squares and create
plots of the residuals versus the predictors and
the response variable. If the plots indicate that
the assumptions are violated, then one needs to
repeat the procedure using a different estimation
technique.
Other Types of Regression
(a) Nonlinear regression: There are cases of
interest where the response variable is related
to the predictors in a nonlinear trend, for
example, a polynomial link function or an
exponential link function.
(b) Logistic regression: In the case where the
response variable is categorical, we can apply
logistic regression, which models the proba-
bilities of getting a single outcome. A special
case of logistic regression is the case where
the response is binary, in which case we have
the binary logistic regression. In the case
where we have multiple categories, it is also
known as multinomial logistic regression. To
model the probabilities, one uses the logistic
function which is written as
.x/ D e
ˇ0CPpiD1 ˇi XiC
eˇ0C
Pp
iD1 ˇiXiC C 1
In order to turn it into a linear regression
function, one can use the logit function which
is the natural logarithm:
ln
.x/
1  .x/ D ˇ0 C
pX
iD1
ˇiXi C 
(c) Functional regression: There are cases where
the predictors are not random variable
or random vectors, but they are random
functions. In those cases, we have functional
regression.
(d) Quantile regression: When we are not inter-
ested for the conditional mean E.Y jX/ but
instead we are interested for a conditional
percentile, then the type of regression we use
is quantile regression (Koenker 2005; Hao
and Naiman 2007).
Regression Diagnostics
(a) Coefficient of determination: (most com-
monly known as R-square and written as R2/.
It is a metric that shows the linear strength of
the regression model. It takes values between
0 and 1. The closer it is to 1, the stronger
the relationship is (and the closer the points
are to the regression line). The closer it is to
0, the weaker the relationship is. It can also
be interpreted as the percentage of variability
of the data points that can be explained by
the linear regression model of Y on X . To
calculate it, we use the formula
R2 D SSR
SST
D 1  SSE
SST
where SSE is the sum of squared error, SSR
is the sum of squared regression, and SST
is the total sum of squares and these are
calculated by
SSR D
nX
iD1
. Oyi  Ny/2; SST D
nX
iD1
.yi  Ny/2
where Ny is the mean of the observed
responses:
Ny D
Pn
iD1 yi
n
(Also note that SST = SSR + SSE) In multi-
ple linear regression (the case with multiple
predictors), the more predictors you add in a
model, the higher the R2 is, and as a result,
a model with all the predictors, even the ones
that are almost irrelevant, is the one with the
highest R2. Thus, adjusted R2 (adjR2/ has
been introduced which takes into account the
number of predictors in the model:
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adjR2 D 1  SSE=dfe
SST=dft
where dfe denotes the error degrees of
freedom, which are equal to n  p  1
where p denotes the number of predictors in
the model and dft denotes the total degrees
of freedom which are equal to n  1.
(b) Existence of relationship: To check if there
is a statistically significant relationship, we
run hypothesis tests. This can be done in
two ways. One is by testing if the correlation
between the two variables is different than 0,
and the other is by testing if the slope is equal
to 0. Since the regression equation gives us
directly the slope, we are going to show how
to do the second one here. The test statistic
takes the form of
estimate  null value
s:e: of the estimator
D
Oˇ
1  0
s Oˇ1
where s.e. stands for “standard error.” The
estimate of the slope is given by the equation,
and the estimate of its standard error is given
by most software outputs, but the easier way
to do it in simple linear regression is to
find the sum of squares of residuals SSE D
Pn
iD1 "2i and then divide by n  p  1 and
divide the result by
Pn
iD1 .xi  Nx/2, that is,
s Oˇ1 D
SSE
np1
Pn
iD1.xi  Nx/2
The above test statistic follows a t distribu-
tion with np1 degrees of freedom, where
p is the number of predictors in the model.
Variable Selection
While adjusted R2 can be used to see how well
a model linearly fits the data, other metrics are
also used in order to perform variable selection.
Variable selection is a set of techniques that
are used to reduce the number of predictors in
the model, mainly for the purpose of reducing
the dimensionality of the model and improving
the model interpretation. Many type of algo-
rithms are used, the most common ones are as
follows:
(a) Forward selection: One starts with an
empty model with no predictors. At each
iteration, the algorithm selects the best (in the
sense that including it will have the biggest
improvement in the performance of a metric)
variable to include in the model among the
variables that are not already in the model.
When including more variables will not
improve the existing model, the algorithm
stops, and the model is the best one.
(b) Backward elimination: One starts with the
full model, which is the model that includes
all the predictors. At each iteration, the
algorithm selects the worst (in the sense
that excluding it will have the biggest
improvement on the performance of a metric)
variable which is excluded from the model.
When excluding more variables will not
improve existing model, the algorithm stops
and the model is the best one.
(c) Forward/backward selection: It is when
any model is used as the starting point, and
at each iteration either a variable is included
or a variable is excluded, based on which
action will improve the model based on the
performance of the model.
More complicated algorithms like genetic
algorithms and simulated annealing can be
used when the number of predictors is huge and
an exhaustive estimation of all possible models
can be time consuming. During variable selection
methods, a variable is included in the model or
excluded from the model based on a criterion. A
number of criteria are available in the literature
with the most famous ones being the Akaike
information criterion (AIC) and the Bayesian
information criterion (BIC).
Feature Extraction
Like variable selection, feature extraction is used
mainly to reduce the dimensionality of a model.
In variable selection, one selects a subset among
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the original variables to be included in the model,
while in feature extraction functions of the origi-
nal variables are considered to be the new predic-
tors and will be used in the reduced model.
One example of linear feature selection is
principal component analysis (PCA) which
selects the linear functions of the predictors
which show the most variability in the data.
Kernel principal component analysis (KPCA)
selects the number of functions (not necessarily
linear) of the predictors that have the most
variability in the data. KPCA is used for nonlinear
feature extraction. Although PCA and KPCA
are very common tools and can recover useful
linear and nonlinear functions of the predictors
in most cases, there are cases where the extracted
features are not the ones that are more correlated
with the response. This is a common problem of
unsupervised dimension reduction methods,
that is, when no information from the response is
used for feature extraction.
Supervised dimension reduction methods
such as projection pursuit and sufficient dimen-
sion reduction methods have been developed to
take advantage of the information of the response
in feature extraction. These methods have the
advantage of extracting features more correlated
with the response, but they are relatively new
and they have not yet been extensively used in
applications.
Illustrative Example(s)
We will show several instances of what we
talked in the main part of this entry through
an example where we are interested to predict
body fat through some anatomical variables.
The following variables are included in the
dataset from 252 people: Density of the body
from underwater weighing; percentage of body
fat, as was calculated by Siri (1956) using
equation 495/Density – 450; indicator of age
group (0 up to 45, 1 for greater than 45);
weight (lbs); height (inches); neck circumference
(cm); chest circumference (cm); abdomen cir-
cumference (cm); hip circumference (cm); thigh
circumference (cm); knee circumference (cm);
ankle circumference (cm); biceps circumference
(cm); forearm circumference (cm); and wrist
circumference (cm).
Although measuring body fat is done accu-
rately by Siri’s equation, it is very expensive and
inconvenient to measure density underwater. All
other variables are easier to measure, and we
are interested to see if one or more of them can
predict the percentage of body fat.
To run the code, we used R packages (Fox and
Weisberg 2010).
Examples on Simple Linear Regression
Example 1 We use the same procedure to see if
height affects the percentage of body fat. In this
case, the equation is
perbodyfatD 35:51 0:23  height
with an R2 D 0:01025 which indicates a very
weak (almost inexistent) linear relationship
between the two variables.
Looking at the scatterplot of the data (Fig. 1),
it is clear that one needs to do a prescreening of
the values that are in the dataset. There is one data
point which is an unusual observation as this per-
son is very short, around 30 in., while the rest of
the data is for people between 60 and 70 inches.
It makes sense to remove that observation as
otherwise it will be an observation with very high
influential value (high Cook’s distance value)
on the equation (Fig. 2).
Removing that point shows more clearly that
there is no relationship between the two variables.
The equation of the regression line is
perbodyfatD 24:34 0:0746 height
with an R2 D 0:0005468 which indicates an
extremely weak (essentially inexistent) linear
relationship between the two variables.
Example 2 We fit a simple linear regression, to
see if abdomen circumference is a predictor of the
percentage of body fat. The regression equation is
the following:
perbodyfatD 39:28C 0:63  abdomen
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Fig. 1 A scatterplot
between height and
percentage of body fat
indicates that there is a
problematic point
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Fig. 2 The scatterplot with
the regression line for
percentage of body fat on
height when one point is
removed from the dataset
which from the slope we learn that for every cm
increase in the abdomen circumference, there is
0.63 % increase in the body fat. Also, from the
intercept, we can see that someone with 0 cm
abdomen circumference has 39.19 % body fat
which of course doesn’t make any sense. This is
called extrapolation, a well-known problem in
regression, where we try to make inference for
values of the predictors that are beyond the range
of the values the predictors have in the avail-
able data. The range of values of the abdomen
circumference is between 69.4 and 148.1, which
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indicates that the line should not be interpreted
outside that range (because nothing can ensure
us the relationship will be the same if data on a
different range is collected).
The coefficient of determination, R2, is 0.6617
which indicates a relatively strong linear rela-
tionship between abdomen circumference and
percentage of body fat. Another way to interpret
this number is by saying that 66.17% of the
variability in body fat percentage is explained by
its relationship with the abdomen circumference.
The first thing we want to look in this equation
is if some assumptions are satisfied and if there is
something else (Fig. 3).
The normal probability plot (Fig. 4) is the
one that will indicate if the assumption of nor-
mality is satisfied. We can see that excluding
two points on the left tail the others are very
close to, a straight line which indicates that the
normality assumption can be assumed. This is
the easiest and most frequent way of testing
normality although sometimes it can be objec-
tive especially if there is curvature but not a
clear one.
The second assumption is the independence
and homoscedasticity of the residuals. This can
be seen in a plot of the residuals with the fitted
values. This plot doesn’t show any trend; all of
them form a pretty nice cloud, which indicates
independence. Also, the range of the residuals is
constant throughout the range of the predictor (it
is obvious with this picture as well that we need
to further investigate the point that has residual
value of 20 (Fig. 5)).
A way to find unusual observations is by cre-
ating the influence plot. Unusual points are points
with standardized residuals with high absolute
value or large leverage. Residuals tell us how
far away from the line in the y direction are the
points, and leverage tells us how far away from
the data center in the x direction are the points.
A common way to check both is by calculating
the Cook’s distance which combines the two
measures to create a unique measurement that
indicates high influential points, that is, points
that affect a lot the equation of the line. As a
rule of thumb of Cook’s distance is larger than
4
n
, it is considered an influential point, although
people use number 1 as a definite cutoff point.
As the picture shows, there is a clear indica-
tion of point 39 being an influential point and
also maybe points 41 and 216. It is important
to note that influential points don’t necessarily
need to be removed from the analysis, because
when the analysis is run without current influ-
ential points, new highly influential points will
appear. So, it is better if the researcher looks
carefully at the points that are influential be-
fore removing them. We decide to remove point
39, because we suspect there is a typo there
(Fig. 6).
Then the equation becomes:
perbodyfatD 42:96C 0:67  abdomen
with an R2 D 0:6801, which is a small difference
from the original equation where all the points
were included. The overall pictures for the new
model though, like normal probability plot and
residual plot, make us feel more comfortable
about satisfying the assumptions.
Finally, one can perform tests, to check if
there is a statistically significant relationship.
We use the test statistic for the slope. In our
case, the estimate is 0.67, the s.e. of the es-
timator is 0.02921, and the value of the test
statistic is 23.01. The test statistic follows a
t distribution with n  2 degrees of freedom,
and the resulting p-value is essentially 0 which
indicates that indeed there is a statistically sig-
nificant evidence that there is relationship be-
tween the abdomen circumference and the body
fat.
Example on Nonlinear Regression
Example 3 One might claim that the ratio be-
tween weight and height is an indication of body
fat. This means that we need to fit the model
perbodyfat 	 weightheight . This uses the ratio of two
variables, and it is the simple case of nonlinear
regression. Like in many cases where nonlin-
ear regression needs to be used, one can create
a new variable called ratio and fit the model
perbodyfat 	 ratio. This reduces the problem to
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Fig. 3 The scatterplot and
the regression line of
percentage of body fat on
abdomen circumference
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Fig. 4 Normal probability
plot for the regression of
the percentage of body fat
on the abdomen
circumference. The points
are close to a straight line
the simple linear regression, where we have seen
two examples above.
Example on Multiple Linear Regression
Example 4 A full model with all anatomic vari-
ables is applied to check which of those are
statistically significant in predicting the percent-
age of body fat. We excluded age which is a
binary variable. We run ordinary least squares,
and we list below the value of the coefficient
with the p-value given by the test for statistically
significant coefficient different from 0.
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Fig. 5 The scatterplot of
the residuals shows no
trend and a constant range
throughout the fitted
values, which implies
independent residuals with
constant variance
2 216
0.5
41
39
0
S
ta
nd
ar
iz
ed
 r
es
id
ua
ls
−2
−4
0.00 0.02 0.04 0.06
Leverage
Cook’s distance
0.08 0.10
0.5
1
Regression Analysis,
Fig. 6 Influence plot,
where it is clear that point
39 is very influential and
points 41 and 216 can be
considered influential as
well
Table 1 indicates that a lot of these variables
have no real relationship with the percentage
of body fat. As a result, it makes sense for
someone to eliminate useless variables. This
can be done with variable selection. Running a
forward selection procedure, it is indicated
that the model that has the smallest AIC
is the one that includes weight and neck,
abdomen, biceps, forearm, and wrist circum-
ferences. The equation is:
perbodyfatD 32:23 0:138  weight 0:410
 neckC 1:013  abdomen
C 0:257  bicepsC 0:426
 forearm 1:236 wrist
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Regression Analysis, Table 1 The coefficients and cor-
responding p-values when fitting the full model for the
body fat data
Variable Coefficient p-value
Weight 0.110 0.038
Height 0:094 0.326
Neck circumference 0.430 0.066
Chest circumference 0:017 0.863
Abdomen circumference 1.030 0.000
Hip circumference 0:230 0.117
Thigh circumference 0.135 0.320
Knee circumference 0.132 0.576
Ankle circumference 0.130 0.559
Biceps circumference 0.205 0.233
Forearm circumference 0.390 0.050
Wrist circumference 1.272 0.013
All the variables with the coefficient value and
the p-value for the test of significance of the
coefficient are shown on Table 1. Bold variables
are the ones which suggest statistically significant
coefficient and with italic are the variables with
coefficients that are barely outside the statistically
significant region.
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Synonyms
Relational data mining; Relational learning;
Statistical relational learning; Statistical rela-
tional models
Glossary
Entities are (abstract) objects. An actor in a
social network can be modelled as an entity.
There can be multiple types of entities, entity
attributes and relationships between entities.
Entities, relationships, and attributes are de-
fined in the entity-relationship model, which is
used in the design of a formal relational model
Relation A relation or relation instance I.R/ is
a finite set of tuples. A tuple is an ordered
list of elements. R is the name or type of the
relation. A database instance (or world) is a set
of relation instances
Predicate A predicate R is a mapping of tuples
to true or false. R.tuple/ is a ground predicate
and is true when tuple 2 R, otherwise, it is
false. Note that we do not distinguish between
the relation name R and the predicate name R
Possible Worlds A (possible) world corre-
sponds to a database instance. In a proba-
bilistic database, a probability distribution
is defined over all possible worlds under
consideration
RDF The Resource Description Framework
(RDF) is a data model with binary relations
and is the basic data model of the Semantic
Web’s Linked Data. A labelled directed link
between two nodes represents a binary tuple.
In social network analysis, nodes would
be individuals or actors and links would
correspond to ties
Linked Data Linked (Open) Data describes a
method of publishing structured data so that
it can be interlinked and can be exploited by
machines. Much of Linked Data is based on
the RDF data model
Collective Learning Refers to the effect that
an entity’s relationships, attributes, or class
membership can be predicted not only
from the entity’s attributes but also from
information distributed in the network
environment of the entity
Collective Classification A special case of
collective learning: The class membership
of an entity can be predicted from the class
memberships of entities in the network
environment of the entity. For example, a
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person’s wealth can be predicted from the
wealth of this person’s friends
Relationship Prediction The prediction of the
existence of a relationship between entities,
for example, friendship between persons
Entity Resolution The task of predicting if two
constants refer to the identical entity
Homophily The tendency of a person to
associate with similar other persons
Graphical Models A graphical description of
a probabilistic domain where nodes represent
random variables and edges represent direct
probabilistic dependencies
Latent Variables Latent variables are quantities
which are not measured directly and whose
states are inferred from data
Definition
Relational models are machine-learning models
that are able to truthfully model some or all
distinguishing features of a relational domain
such as long-range dependencies over multiple
relationships. Typical examples for relational do-
mains include social networks and knowledge
bases.
Introduction
Social networks can be modelled as graphs,
where actors correspond to nodes and where
relationships between actors such as friendship,
kinship, organizational position, or sexual
relationships are represented by directed labelled
links (or ties) between the respective nodes.
Typical machine-learning tasks would concern
the prediction of unknown relationships between
actors, as well as the prediction of attributes and
class labels of actors. To obtain best results,
machine learning should take the network
environment of an actor into account. Relational
learning is a branch of machine learning that is
concerned with this task, i.e., to learn efficiently
from data where information is represented in
form of relationships between entities.
Relational models are machine-learning mod-
els that truthfully model some or all distinguish-
ing features of relational data such as long-range
dependencies propagated via relational chains
and homophily, i.e., the fact that entities with
similar attributes are neighbors in the relationship
structure. In addition to social network analysis,
relational models are used to model preference
networks, citation networks, and biomedical net-
works such as gene-disease networks or protein-
protein interaction networks. Relational models
can be used to solve typical machine-learning
tasks in relational domains such as classification,
attribute prediction, clustering, and reinforcement
learning. Moreover, relational models can be used
to solve learning tasks characteristic to relational
domains such as relationship prediction and en-
tity resolution. Instances of relational models are
based on different machine-learning paradigms
such as directed and undirected graphical models
or latent variable models. Some relational mod-
els define a probability distribution over a rela-
tional domain. Furthermore, there is a close link
between relational models and first-order logic
since both depend on relational data structures.
Key Points
Statistical relational learning is a subfield of ma-
chine learning. Relational models learn a proba-
bilistic model of a complete networked domain
by taking into account global dependencies in
the data. Relational models can lead to more ac-
curate predictions if compared to non-relational
machine-learning approaches. Relational mod-
els typically are based on probabilistic graphical
models, e.g., Bayesian networks, Markov net-
works, or latent variable models.
Historical Background
Inductive logic programming (ILP) was
maybe the first effort to seriously focus on a
relational representation in machine learning. It
gained attention around 1990 and focusses on
learning deterministic or close-to-deterministic
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dependencies, with a close tie to first-order logic.
As a field, ILP was introduced in a seminal
paper by Muggleton (1991). A very early and
still very influential algorithm is Quinlan’s
FOIL (Quinlan 1990). In contrast, statistical
relational learning focusses on domains with
statistical dependencies. Statistical relational
learning started around 2000 with the work by
Koller and Pfeffer (1998) and Friedman et al.
(1999). Since then many combinations of ILP
and relational learning have been explored.
The Semantic Web and Linked Open Data
are producing vast quantities of relational data
and (Tresp et al. 2009; Nickel et al. 2012)
describe the application of statistical relational
learning to these emerging fields.
Learning in Relational Domains
Machine learning can be applied to relational
domains in different ways. In this section, we
discuss what distinguishes relational models from
relational learning and from machine learning in
relational domains.
Relational Domains
A relational domain is a domain which can truth-
fully be represented by a set of relations, where a
relation itself is a set of tuples. For each relation
R we define a predicate R, which is a function
that maps a tuple to true if the tuple belongs
to the relation R and to false otherwise. The
context should make clear if we refer to a relation
or a predicate. In relational learning the term
“relational” is used rather liberally and encom-
passes any domain where relationships between
entities play a major role. Social networks are
typical relational domains, where information is
represented via multiple types of relationships
between entities (here: actors), as well as through
the attributes of entities.
Machine Learning in Relational Domains
A standard statistical learning approach applied
to a relational domain would, for instance, ran-
domly sample entities from the domain and study
their properties. Data created in such a setting
is independently and identically generated from
a fixed (but maybe unknown) distribution (so-
called i.i.d.) and can be analyzed by standard
statistical tools. A statistical analysis might not
use simple random sampling; for example, in a
domain with different social clusters, one might
want to get the same number of samples from
each group (stratified sampling). A standard sta-
tistical analysis of data sampled from a relational
domain is absolutely valid but one can often
obtain more precise predictions by employing
relational learning and relational models in par-
ticular.
Learningwith Relationship Information
Relational features provide additional informa-
tion to support learning and prediction tasks.
For instance, the average income of a person’s
friends might be a good covariate to predict a
person’s income in a social network. The un-
derlying mechanism that forms these patterns
might be homophily, the tendency of individuals
to associate with similar others. Another task
might be to predict relationships themselves: in
collective learning, a preference relationship for
an entity can be predicted from the preferences
for other entities. In a social network one can
predict friendships for a person based on infor-
mation about existing friendships of that person.
Relational features are often high dimensional
and sparse (there are many people, but only a
small number of them are a person’s friends; there
are many items, but a person has only bought
a small number of them). As an example of
a typical learning task, to predict a friendship
relationship between two persons, one might ob-
tain attribute features of both involved persons
(such as income, gender, age), information on
existing friendships to other persons, information
on preferences on some items (e.g., on movies
and books), and information on other shared
relationships (if they attended the same school,
and if the know each other).
Good relational features for a particular
prediction task in a relational domain are not
always obvious and some approaches apply a
systematic search for good features. Some re-
searchers consider this as an essential distinction
Relational Models 1553 R
R
between relational learning and non-relational
learning: in non-relational learning, features are
essentially defined prior to the training phase,
whereas relational learning includes a systematic
and automatic search for features in the relational
context of the involved entities. Inductive logic
programming (ILP) is a form of relational
learning with the goal of finding deterministic or
close-to-deterministic dependencies, which are
described in logical form such as Horn clauses.
Traditionally, ILP involves a systematic search
for sensible relational features Dzeroski (2007).
In some domains it can be easier to define
useful kernels than to define useful features. Re-
lational kernels often reflect the similarity of
entities with regard to the network topology. For
example, a kernel can be defined based on count-
ing the substructures of interest in the intersection
of two graphs defined by neighborhoods of the
two entities (Lo¨sch et al. 2012) (see also the
discussion on RDF graphs further down).
Relational Models
In the discussion so far, information on a rela-
tional domain was gained by analyzing its pat-
terns. For a deeper analysis, one can attempt
to obtain a complete (probabilistic) relational
model of a relational domain in the sense that the
model can derive predictions (typically in form
of predicted probabilities) for a large number or
even all ground predicates in a relational domain.
Typically, relational models can exploit long-
range or even global dependencies and have
principled ways of dealing with missing data.
Relational models are often displayed as
probabilistic graphical models and can be
thought of as relational versions of regular
graphical models, e.g., Bayesian networks,
Markov networks, and latent variable models.
The approaches often have a “Bayesian flavor,”
but not always a fully Bayesian statistical
treatment is performed.
PossibleWorlds for Relational Models
A set of possible worlds or an incomplete
database is a set of database instances (or
worlds), and a probabilistic database defines a
probability distribution over the possible worlds
under consideration. The goal of relational
learning is to derive a model of this probability
distribution. The precise definition of the set of
possible worlds under consideration is domain
and problem specific. In a typical setting, the
predicate types are fixed and all entities (more
generally all constants) are known (domain
closure constraints). Furthermore, one assumes
that different constants refer to different entities
(unique names constraint). A possible world
under consideration is then any database instance
which follows these constraints. All these
constraints and assumptions can be relaxed.
Considering the domain closure assumption, in
particular: All presented relational models have
means to make predictions for entities not known
during model training; for details please consult
the corresponding publications.
In a next step one maps ground predicates to
states of random variables. A canonical proba-
bilistic model assigns a binary random variable
XR.tuple/ to each ground predicate. XR.tuple/ is
in state one in case R.tuple/ is true and is zero
otherwise. The goal now is to obtain a model
for the probability distribution of all random
variables in a domain, i.e., to estimate P.fXg/.
It is desirable that relational models efficiently
represent and answer queries on P.fXg/.
Depending on a specific application, one
might want to modify this canonical represen-
tation. For example, discrete random variables
with N states are often used to implement the
constraint that exactly one out of N ground
predicates is true, e.g., that a person belongs
exactly to one out of N income classes.
In probabilistic databases (Suciu et al. 2011)
the canonical representation is used in tuple-
independent databases, while multistate random
variables are used in block-independent disjoint
(BID) databases.
RDF Graphs and Probabilistic
Graphical Networks
If a relational domain is restricted to binary or
unary relations, a graphical representation of a
database can be obtained: An entity is represented
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as a node, and a binary relationship is repre-
sented as a directed labelled link from the first
entity to the second entity in the relationship.
The label on the link indicates the relation type.
This is essentially the representation used both in
the Semantic Web’s RDF (Resource Description
Framework) standard which is able to represent
web-scale knowledge bases and in sociograms
that allow multiple types of directed links. Re-
lations of higher order can be reduced to bi-
nary relations by introducing auxiliary entities
(“blank nodes”). Figure 1 shows an example of
an RDF graph. A mapping to a probabilistic de-
scription can be achieved by introducing random
variables that represent the ground predicates of
interest (see the last section). In Fig. 1 these
random variables are represented as elliptical red
nodes. For example, we introduce the binary
node Xlikes.John;HarryPot ter/, which assumes
the state Xlikes.John;HarryPot ter/ D 1 if the
ground predicate likes(John, HarryPotter) is true
in the domain and zero otherwise. Similarly,
XhasAge.Jack;AgeClass/ might be a random vari-
able with as many states as there are age classes
for Jack.
Relational Models
Relational models describe probability distribu-
tions P.fXg/ over the random variables in a
relational domain. Often, the joint distribution
is described using probabilistic graphical mod-
els to efficiently model high-dimensional proba-
bility distributions by exploiting independencies
between random variables. We describe three
important classes of relational graphical models.
In the first class, the probabilistic dependency
structure is a directed graph, i.e., a Bayesian
network. The second class encompasses models
where the probabilistic dependency structure is
an undirected graph, i.e., a Markov network.
Third, we consider latent variable models.
Directed Relational Models
The probability distribution of a directed rela-
tional model, i.e., a relational Bayesian model,
can be written as
P .fXg/ D
Y
X2fXg
P.X jpar.X//: (1)
Here fXg refers to the set of random variables
in the directed relational model, while X denotes
a particular random variable. In a graphical rep-
resentation, directed arcs are pointing from all
parent nodes par.X/ to the node X (Fig. 1). As
Eq. 1 indicates, the model requires the specifica-
tion of the parents of a node and the specification
of the probabilistic dependency of a node from its
parent nodes. In specifying the former, one often
follows a causal ordering of the nodes, i.e., one
assumes that the parent nodes causally influence
the child node. An important constraint is that the
resulting directed graph is not permitted to have
directed loops, i.e., that it is a directed acyclic
graph.
Probabilistic Relational Models
Probabilistic relational models (PRMs) were
one of the first published directed relational
models and found great interest in the statistical
machine-learning community (Koller and Pfeffer
1998; Getoor et al. 2007). An example of
a PRM is shown in Fig. 2. PRMs combine
a frame-based (i.e., object-oriented) logical
representation with probabilistic semantics
based on directed graphical models. The PRM
provides a template for specifying the graphical
probabilistic structure and the quantification of
the probabilistic dependencies for any ground
PRM. In the basic PRM models, only the
entities’ attributes are uncertain, whereas the
relationships between entities are assumed to
be known. Naturally, this assumption greatly
simplifies the model. Subsequently, PRMs have
been extended to also consider the case that
relationships between entities are unknown,
which is called structural uncertainty in the PRM
framework (Getoor et al. 2007).
In PRMs one can distinguish parameter learn-
ing and structural learning. In the simplest case,
the dependency structure is known and the truth
values of all ground predicates are known as
well in the training data. In this case, parameter
learning consists of estimating parameters in the
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Relational Models, Fig. 1 The figure clarifies the re-
lationship between the RDF graph and the probabilistic
graphical network. The round nodes stand for entities in
the domain, square nodes stand for attributes, and the
labelled links stand for tuples. Thus, we assume that it is
known that Jack is friends with John and that John likes
the book HarryPotter. The oval nodes stand for random
variables, and their states represent the existence (value 1)
or nonexistence (value 0) of a given labelled link; see
for example the node Xlikes.John;HarryPotter/ which
represents the ground predicate likes(John, HarryPotter).
Striped oval nodes stand for random variables with many
states, useful for attribute nodes (exactly one out of many
ground predicates is true). Relational models assume a
probabilistic dependency between the probabilistic nodes.
So the relational model might learn that Jack also likes
HarryPotter since his friend Jack likes it (homophily).
Also Xlikes.John;HarryPotter/ might correlate with
the age of John. The direct dependencies are indicated
by the red edges between the elliptical nodes. In PRMs
the edges are directed (as shown), and in Markov logic
networks they are undirected. The elliptical random nodes
and their quantified edges form a probabilistic graphical
model. Note that the probabilistic network is dual to the
RDF graph in the sense that links in the RDF graph
become nodes in the probabilistic network
conditional probabilities. If the dependency struc-
ture is unknown, structural learning is applied,
which optimizes an appropriate cost function
and typically uses a greedy search strategy to
find the optimal dependency structure. In struc-
tural learning, one needs to guarantee that the
ground Bayesian network does not contain di-
rected loops.
In general the data will contain missing in-
formation, i.e., not all truth values of all ground
predicates are known in the available data. For
some PRMs, regularities in the PRM structure
can be exploited (encapsulation) and even exact
inference to estimate the missing information is
possible. Large PRMs require approximate in-
ference; commonly, loopy belief propagation is
being used.
More Directed Relational Graphical Models
A Bayesian logic program is defined as a set of
Bayesian clauses (Kersting and Raedt 2001).
A Bayesian clause specifies the conditional
probability distribution of a random variable
given its parents. A special feature is that, for a
given random variable, several such conditional
probability distributions might be given and
combined based on various combination rules
(e.g., noisy-or). In a Bayesian logic program, for
each clause, there is one conditional probability
distribution, and for each random variable,
there is one combination rule. Relational
Bayesian networks (Jaeger 1997) are related to
Bayesian logic programs and use probability
formulae for specifying conditional probabilities.
The probabilistic entity-relationship (PER)
models (Heckerman et al. 2007) are related
to the PRM framework and use the entity-
relationship model as a basis, which is often used
in the design of a relational database. Relational
dependency networks (Neville and Jensen 2004)
also belong to the family of directed relational
models and learn the dependency of a node
given its Markov blanket (the smallest node set
that make the node of interest independent of
the remaining network). Relational dependency
networks are generalizations of dependency
networks as introduced by Heckerman et al.
(2000) and Hofmann and Tresp (1997).
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Relational Models, Fig. 2 Left: a PRM with do-
main predicates Professor(ProfID, TeachingAbility, Pop-
ularity), Course(CourseID, ProfID, Rating, Difficulty),
Student(StuID, Intelligence, Ranking), and Registra-
tion(RegID, CourseID, StuID, Satisfaction, Grade). Dot-
ted lines indicate foreign keys, i.e., entities defined in
another relational instance. The directed edges indicate
direct probabilistic dependencies on the template level.
Also shown is a probabilistic table of the random variable
Grade (with states A, B, C) given its parents Difficulty and
Intelligence. Note that some probabilistic dependencies
work on multisets and require some form of aggrega-
tion: for example, different students might have different
numbers of registrations, and the ranking of a student
might depend on the (aggregated) average grade from
different registrations. Note the complexity in the depen-
dency structure which can involve several entities: for
example, the Satisfaction of a Registration depends on the
the TeachingAbility of the Professor teaching the Course
associated with the Registration. Consider the additional
complexity when structural uncertainty is present, e.g., if
the Professor teaching the Course is unknown. Redrawn
from Getoor et al. (2007). Right: shows an example of a
corresponding RDF graph as a simple ground PRM. The
red directed edges indicate the probabilistic dependency.
With no structural uncertainty, the relationships between
entities are assumed known and determine the dependency
structure of the attributes
A relational dependency network typically
contains directed loops and, thus, is not a proper
Bayesian network.
Undirected Relational Graphical Models
The probability distribution of an undirected
graphical model, i.e., a Markov network, is
written as a log-linear model in the form
P .fXg D fxg/ D 1
Z
exp
X
i
wifi .xi /;
where the feature functions fi can be any real-
valued function on the set xi  x and where
wi 2 R. In a probabilistic graphical represen-
tation, one forms undirected edges between all
nodes that jointly appear in a feature function.
Consequently, all nodes that appear jointly in a
function will form a clique in the graphical repre-
sentation. Z is the partition function normalizing
the distribution.
Markov Logic Network (MLN)
A Markov logic network (MLN) is a proba-
bilistic logic which combines Markov networks
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Relational Models, Fig. 3 Left: an example of a MLN.
The domain has two entities (constants) A and B and
the unary relations smokes and cancer and the bi-
nary relation friends. The eight elliptical nodes are the
ground predicates. Then there are two logical expres-
sions 8x smokes.x/ ! cancer.x/ (someone who
smokes has cancer) and 8x8y f riends.x; y/ !
.smokes.x/ $ smokes.y// (friends either both
smoke or both do not smoke). Obviously and fortunately
both expressions are not always true, and learned weights
on both formulae will assume finite values. There are two
groundings of the first formula (explaining the edges be-
tween the smokes and cancer nodes) and four groundings
of the second formula, explaining the remaining edges.
The corresponding features are equal to one if the logical
expressions are true and are zero else. The weights on the
features are adapted according to the actual statistics in
the data. Redrawn from Domingos and Richardson (2007).
Right: the corresponding RDF graph
with first-order logic. In MLNs the random vari-
ables, representing ground predicates, are part of
a Markov network, whose dependency structure
is derived from a set of first-order logic formulae
(Fig. 3).
Formally, a MLN L is defined as follows: Let
Fi be a first-order formula (i.e., a logical expres-
sion containing constants, variables, functions,
and predicates), and let wi 2 R be a weight
attached to each formula. Then L is defined as a
set of pairs .Fi ; wi / (Richardson and Domingos
2006; Domingos and Richardson 2007).
From L the ground Markov network ML;C is
generated as follows. First, one generates nodes
(random variables) by introducing a binary node
for each possible grounding of each predicate ap-
pearing in L given a set of constants c1; : : : ; cjC j
(see the discussion on the canonical probabilistic
representation). The state of a node is equal to one
if the ground predicate is true and zero otherwise.
The feature functions fi , which define the proba-
bilistic dependencies in the Markov network, are
derived from the formulae by grounding them
in a domain. For formulae that are universally
quantified, grounding is an assignment of con-
stants to the variables in the formula. If a formula
contains N variables, then there are jC jN such
assignments. The feature function fi is equal to
one if the ground formula is true and zero oth-
erwise. The probability distribution of the ML;C
can then be written as
P .fXg D fxg/ D 1
Z
exp
 
X
i
wini .fxg/
!
;
where ni .fxg/ is the number of formula ground-
ings that are true for Fi and where the weight wi
is associated with formula Fi in L.
The joint distribution P .fXg D fxg/ will be
maximized when large weights are assigned to
formulae that are frequently true. In fact, the
larger the weight, the higher is the confidence
that a formula is true for many groundings.
Learning in MLNs consists of estimating the
weights wi from data. In learning, MLN makes a
closed-world assumption and employs a pseudo-
likelihood cost function, which is the product of
the probabilities of each node given its Markov
blanket. Optimization is performed using a
limited memory BFGS algorithm.
The simplest form of inference in a MLN con-
cerns the prediction of the truth value of a ground
predicate given the truth values of other ground
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predicates. For this task, an efficient algorithm
can be derived: In the first phase of the algo-
rithm, the minimal subset of the ground Markov
network is computed that is required to calculate
the conditional probability of the queried ground
predicate. It is essential that this subset is small
since in the worst case, inference could involve
all nodes. In the second phase, the conditional
probability is then computed by applying Gibbs
sampling to the reduced network.
Finally, there is the issue of structural learning,
which, in this context, means the learning of
first-order formulae. Formulae can be learned
by directly optimizing the pseudo-likelihood cost
function or by using ILP algorithms. For the
latter, the authors use CLAUDIAN (Raedt and
Dehaspe 1997), which can learn arbitrary first-
order clauses (not just Horn clauses, as in many
other ILP approaches).
An advantage of MLNs is that the features and
thus the dependency structure is defined using
a well-established logical representation. On the
other hand, many people are unfamiliar with
logical formulae and might consider the PRM
framework to be more intuitive.
Relational Markov Networks (RMNs)
RMNs generalize many concepts of PRMs to
undirected relational models (Taskar et al. 2002).
RMNs use conjunctive database queries as clique
templates, where a clique in an undirected graph
is a subset of its nodes such that every two nodes
in the subset are connected by an edge. RMNs
are mostly trained discriminately. In contrast to
MLNs and similarly to PRMs, RMNs do not
make a closed-world assumption during learn-
ing (Fig. 3).
Relational Latent VariableModels
In the approaches described so far, the structures
in the graphical models were either defined using
expert knowledge or were learned directly from
data using some form of structural learning. Both
can be problematic since appropriate expert do-
main knowledge might not be available, while
structural learning can be very time-consuming
and possibly results in local optima which are
difficult to interpret. In this context, the advantage
of relational latent variable models is that the
structure in the associated graphical models is
purely defined by the entities and relations in the
domain. Figure 4 shows an example: the green
rectangles represent the entities’ latent variables;
latent variables are variables that have not been
observed in the data but are assumed to be hidden
causes that explain the observed variables. An
objective of a latent variable model is then to infer
the states of these hidden causes. The probability
of a labelled link between two entities are derived
from a simple operation on their latent repre-
sentations. The additional complexity of working
with a latent representation is counterbalanced
by the great simplification in avoiding structural
learning.
The IHRM: A Latent Class Model
The infinite hidden relational model (IHRM)
(Kemp et al. 2006; Xu et al. 2006) is a directed
relational model (i.e., a relational Bayesian
model) in which each entity is assigned to
exactly one out of N possible latent classes
C D fC1; C2; : : : ; CN g. The latent class of
an entity and the number of possible classes
are assumed to be unknown and thus have to
be inferred from data. Considering the ground
predicate R.Ei ; Ej / with entities Ei and Ej , we
would obtain
P.R.Ei ; Ej / D 1jL.Ei /; L.Ej //
D R;L.Ei /;L.Ej /;
with 0 
 R;L.Ei/;L.Ej / 
 1. The equation states
that the probability of a ground predicate being
true depends on the predicate and the two latent
classes L.Ei / 2 C; L.Ej / 2 C of the involved
entities. In the example in Fig. 4 this would mean
that
P .friendsWith(John, Jack) D 1jL(John);
L(Jack)/ D friendsWith, L(John), L(Jack):
In the IHRM the number of states (latent
classes) in each latent variable is allowed to be
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Relational Models, Fig. 4 In relational latent variable
models, entities are represented by latent variables, which
either represent latent classes (shown as green rectangles)
or sets of latent factors (in which case the green rect-
angles become sets of continuous latent nodes). These
latent variables are the parents of the random vari-
ables standing for the truth values of the associated
links. In the figure, Xf riendsW ith.Jack;John/ depends
on the latent states of the entities Jack and John.
Similarly, XhasAge.John;Young/ depends on the la-
tent representation of John and of Young. Although
the model appears local, global propagation of infor-
mation is achieved since the latent representations are
unknown
infinite, and fully Bayesian learning is performed
based on a Dirichlet process mixture model. For
inference, Gibbs sampling is employed where
only a small number of the infinite states are
occupied in sampling, leading to a clustering
solution where the number of states in the latent
variables is automatically determined.
Since the dependency structure in the ground
Bayesian network is local, one might get the
impression that only local information influences
prediction. This is not true, since in the ground
Bayesian network, common children with evi-
dence lead to interactions between the parent
latent variables. Thus, information can propagate
in the network of latent variables.
The IHRM has a number of key advantages.
First, no structural learning is required, since the
directed arcs in the ground Bayesian network are
directly given by the structure of the RDF graph.
Second, the IHRM model can be thought of as
an infinite relational mixture model, realizing hi-
erarchical Bayesian modeling. Third, the mixture
model can be used for a cluster analysis providing
insight into the relational domain.
The IHRM has been applied to social
networks, to recommender systems, for gene
function prediction, and to develop medical
recommender systems. The IHRM was the
first relational model applied to trust learning
(Rettinger et al. 2008).
In Airoldi et al. (2008) the IHRM is
generalized to a mixed-membership stochastic
block model, where entities can belong to several
classes.
RESCAL: A Latent Factor Model
The RESCAL model was introduced in Nickel
et al. (2011) and follows a similar dependency
structure as the IHRM. The main difference is
that the latent variables do not describe entity
classes but are latent entity factors. The proba-
bility of a binary link is calculated as
P

R.Ei ; Ej / D 1jA;GR

/
rX
kD1
rX
lD1
GRk;lai;kaj;l ;
where r is the number of latent factors, A
is the latent factor matrix, and GR 2 Rrr
is a full, asymmetric, relation-specific matrix.
.A/i;k D ai;k 2 R is the k-th factor of entity
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Relational Models, Fig. 5 The figure illustrates the fac-
torization of the multi-relational adjacency tensor used
in the RESCAL model. In the multi-relational adjacency
tensor on the left, two modes represent the entities in the
domain and the third mode represents the relation type.
The i -th row of the matrix A contains the factors of the
i -th entity. GR is a slice in the G-tensor and encodes the
relation-type specific factor interactions. The factorization
can be interpreted as a constrained Tucker decomposition
Ei and .A/j;l D aj;l 2 R is the l-th factor of
entity Ej .
As in the IHRM, common children with ob-
served values lead to interactions between the
parent latent variables in the ground Bayesian
network. This leads to the propagation of infor-
mation in the network of latent variables and
enables the learning of long-range dependencies.
The relation-specific matrix GR encodes the fac-
tor interactions for a specific relation, and its
asymmetry permits the representation of directed
relationships.
The calculation of the latent factors is based
on the factorization of a multi-relational adja-
cency tensor where two modes represent the
entities in the domain and the third mode rep-
resents the relation type (Fig. 5). The relational
learning capabilities of the RESCAL model have
been demonstrated on classification tasks and
entity resolution tasks, i.e., the mapping of enti-
ties between knowledge bases. One of the great
advantages of the RESCAL model is its scala-
bility: RESCAL has been applied to the YAGO
ontology (Suchanek et al. 2007) with several
million entities and 40 relation types (Nickel
et al. 2012)! The YAGO ontology, closely related
to DBpedia (Auer et al. 2007) and the Knowl-
edge Graph (Singhal 2012), contains formalized
knowledge from Wikipedia and other sources.
RESCAL is part of a tradition on relation
prediction using factorization of matrices and
tensors. Yu et al. (2006) describes a Gaussian
process-based approach for predicting a single
relation type, which has been generalized to
a multi-relational setting in Xu et al. (2009).
Whereas RESCAL is calculated based on
a constrained Tucker decomposition of the
multi-relational adjacency tensor, the SUNS
approach (Tresp et al. 2009) is based on a
Tucker1 decomposition.
Key Applications
Typical applications of relational models are
in social networks analysis, bioinformatics,
recommendation systems, language processing,
medical decision support, knowledge bases, and
Linked Open Data.
Future Directions
A wider application of relational models so far
was hindered by their complexity and scalabil-
ity issues. With a certain personal bias, we be-
lieve that the relational latent variable models
(RESCAL, SUNS) point in a promising direction.
Maybe an application with billions of internet
users is still somewhat far in the future; an appli-
cation with millions of patients is within reach.
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Synonyms
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Glossary
Social Network A graph of interconnected
nodes
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C Clustering
ED Edge Path
SPD Shortest Path Distance
ARD Adjacency Relation Distance
NOD Neighbor Overlap Distance
PCD Pearson Correlation Distance
ICD ICloseness Distance
Definition
Grouping data points is one of the fundamental
tasks in data mining, which is commonly known
as clustering if data points are described by at-
tributes. When dealing with interrelated data,
data represented in the form of nodes and their
relationships and the connectivity is considered
for grouping but not the node attributes, this task
is also referred to as community mining. There
has been a considerable number of approaches
proposed in recent years for mining communi-
ties in a given network. However, little work
has been done on how to evaluate community
mining results. The common practice is to use an
agreement measure to compare the mining result
against a ground truth; however, the ground truth
is not known in most of the real-world applica-
tions. In this article, we investigate relative clus-
tering quality measures defined for evaluation of
clustering data points with attributes and propose
proper adaptations to make them applicable in the
context of social networks. Not only these relative
criteria could be used as metrics for evaluating
quality of the groupings, but also they could be
used as objectives for designing new community
mining algorithms.
Introduction
The recent growing trend in the Data Mining
field is the analysis of structured/interrelated data,
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motivated by the natural presence of relationships
between data points in a variety of the present-
day applications. The structures in these interre-
lated data are usually represented using networks,
known as complex networks or information net-
works; examples are the hyperlink networks of
web pages, citation or collaboration networks of
scholars, biological networks of genes or pro-
teins, trust and social networks of humans, and
much more.
All these networks exhibit common statistical
properties, such as power law degree distribution,
small-world phenomenon, relatively high
transitivity, shrinking diameter, and densification
power laws (Newman 2010; Leskovec et al.
2005). Network clustering, a.k.a. community
mining, is one of the principal tasks in the analy-
sis of complex networks. Many community min-
ing algorithms have been proposed in recent years
(for a recent survey, refer to Fortunato (2010)).
These algorithms evolved very quickly from
simple heuristic approaches to more sophisticated
optimization-based methods that are explicitly or
implicitly trying to maximize the goodness of
the discovered communities. The broadly used
explicit maximization objective is the modularity,
first introduced by Newman and Girvan (2004).
Although there have been many methods
presented for detecting communities, very
little work has been done on how to evaluate
the results and validate these methods. The
difficulties of evaluation are due to the fact
that the interesting communities that have to
be discovered are hidden in the structure of
the network; thus, the true results are not
known for comparison. Furthermore, there
are no other means to measure the goodness
of the discovered communities in a real
network. We also do not have any large
enough dataset with known communities, often
called ground truth, to use as a benchmark
to generally test and validate the algorithms.
The common practice is to use synthetic
benchmark networks and compare the discovered
communities with the built-in ground truth.
However, it is shown that the networks generated
with the current benchmarks disagree with
some of the characteristics of real networks.
These facts motivate investigating a proper
objective for evaluation of community mining
results.
Key Points
Defining an objective function to evaluate com-
munity mining is nontrivial. Aside from the sub-
jective nature of the community mining task,
there is no formal definition on the term commu-
nity. Consequently, there is no consensus on how
to measure “goodness” of the discovered com-
munities by a mining algorithm. However, the
well-studied clustering methods in the Machine
Learning field are subject to similar issues, and
yet there exists an extensive set of validity cri-
teria defined for clustering evaluation, such as
the Davies-Bouldin index (Davies and Bouldin
1979), Dunn index (Dunn 1974), and Silhouette
(Rousseeuw 1987) (for a recent survey, refer
to Vendramin et al. 2010). In this article, we
describe how these criteria could be adapted to
the context of community mining in order to
compare results of different community mining
algorithms. Also, these criteria can be used as
alternatives to modularity to design novel com-
munity mining algorithms.
In the following, we first briefly introduce
well-known community mining algorithms and
common evaluation approaches including avail-
able benchmarks. Next, different ways to adapt
clustering validity criteria to handle comparison
of community mining results are proposed. Then,
we extensively compare and discuss the adapted
criteria on real and synthetic networks. Finally,
we conclude with a brief analysis of these results.
Historical Background
A community is roughly defined as “densely con-
nected” individuals that are “loosely connected”
to others outside their group. A large number
of community mining algorithms have been
developed in the last few years having different
interpretations of this definition. Basic heuristic
approaches mine communities by assuming that
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the network of interest divides naturally into
some subgroups, determined by the network
itself. For instance, the clique percolation method
(Palla et al. 2005) finds groups of nodes that can
be reached via chains of k-cliques. The common
optimization approaches mine communities
by maximizing the overall “goodness” of
the result. The most credible “goodness”
objective is known as modularity Q, proposed in
Newman and Girvan (2004), which considers the
difference between the fraction of edges that are
within the communities and the expected such
fraction if the edges are randomly distributed.
Several community mining algorithms for
optimizing the modularity Q have been proposed,
such as fast modularity (Newman 2006). Al-
though many mining algorithms are based on the
concept of modularity, Fortunato and Barthe´lemy
(2007) have shown that the modularity cannot
accurately evaluate small communities due to its
resolution limit. Hence, any algorithm based on
modularity is biased against small communities.
As an alternative to optimizing modularity
Q, we previously proposed the TopLeaders
community mining approach (Rabbany et al.
2010), which implicitly maximizes the overall
closeness of followers and leaders, assuming that
a community is a set of followers congregating
around a potential leader. There are many
other alternative methods. One notable family
of approaches mines communities by utilizing
information theory concepts such as compression
(e.g., Infomap Rosvall and Bergstrom 2008) and
entropy (e.g., entropy base Kenley and Cho
2011). For a survey on different community
mining techniques refer to Fortunato (2010).
The standard procedure for evaluating results
of a community mining algorithm is the external
evaluation of results, particularly when compar-
ing accuracy of different algorithms; which is
assessing the agreement between the results and
the ground truth that is known for benchmark
datasets. These benchmarks are typically small
real-world datasets or synthetic networks. On
the other hand, there is no well-defined criterion
for evaluating the resulting communities for net-
works without any ground truth, which is the case
in most of real-world applications. The common
practice is to validate the results partly by a
human expert. However, the community mining
problem is NP-complete; the human expert val-
idation is limited and rather based on narrow
intuition than on an exhaustive examination of
the relations in the given network. Alternatively,
modularity Q is sometimes reported to show
the quality of discovered communities. In this
article, we investigate other potential measures
for comparing different (nonoverlapping) com-
munity mining results and examine the perfor-
mance of these measures parallel to the modular-
ity Q. All these new measures are adapted from
well-grounded traditional clustering criteria for
evaluating data points with attributes. Recently,
Vendramin et al. comprehensively compared their
performances in Vendramin et al. (2010), based
on the idea that the better a criterion, the more
correlated is its ranking of different partitions to
the ranking of an external index.
The external evaluation requires knowing the
true communities. For this purpose, several gen-
erators have been proposed for synthesizing net-
works with built-in ground truth. GN benchmark
(Girvan and Newman 2002) is the first synthetic
network generator. This benchmark is a graph
with 128 nodes, with expected degree of 16,
and is divided into four groups of equal sizes;
where the probabilities of the existence of a link
between a pair of nodes of the same group and
of different groups are ´in and 1  ´in, respec-
tively. However, the same expected degree for
all the nodes and equal-size communities are not
accordant to real social network properties. LFR
benchmark (Lancichinetti et al. 2008) amends
GN benchmark by considering power law distri-
butions for degrees and community sizes. Similar
to GN benchmark, each node shares a fraction
1   of its links with the other nodes of its
community and a fraction  with the other nodes
of the network. In this article, we generate our
synthetic networks using LFR benchmark, due to
its more realistic structure.
There are recent studies on the comparison
of different community mining algorithms
in terms of evaluating their performance on
synthetic and real networks. For example,
refer to studies by Danon et al. (2005) and
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Lancichinetti and Fortunato (2009). All these
studies are based on the agreements of the
generated communities with the true one in
the ground truth and are using GN and/or
LFR benchmarks. Orman et al. (2011) further
performed a qualitative analysis of the identified
communities by comparing the distribution of
resulting communities with the community size
distribution of the ground truth. None of these
studies, however, considers any different validity
criteria other than modularity to evaluate the
goodness of the detected communities. In this
article, we plan to examine potential validity
criteria specifically defined for evaluation of
community mining results. In the future, these
criteria can be used not only as a means to measure
the goodness of discovered communities but also
as an objective function to detect communities.
Community Quality Criteria
In this section, we overview several validity cri-
teria that could be used as relative indexes for
comparing and evaluating different partitionings
of a given network. All of these criteria are
generalized from well-known clustering criteria.
The clustering quality criteria are defined with
the implicit assumption that data points consist
of vectors of attributes. Consequently their def-
inition is mostly integrated or mixed with the
definition of the distance measure between data
points. The commonly used distance measure is
the Euclidean distance, which cannot be defined
for graphs. Therefore, we first review different
possible distance measures that could be used
in graphs. Then, we present generalizations of
criteria that could use any notion of distance.
Distance Between Nodes
Let A denote the adjacency matrix of the graph,
and let Aij be the weight of the edge between
nodes ni and nj . The distance d.i; j / denotes
the dissimilarity between ni and nj , which can
be computed by one of the following measures.
Edge Path (ED)
The distance between two nodes is the inverse of
their incident edge weight:
dED.i; j / D 1
Aij
For avoiding division by 0, when Aij is 0, 1=
is returned where  is a very small number; the
same is true for all other formula whenever a
division by zero may occur.
Shortest Path Distance (SPD)
The distance between two nodes is the length
of the shortest path between them, which could
be computed using the well-known Dijkstra’s
Shortest Path algorithm.
Adjacency Relation Distance (ARD)
The distance between two nodes is the structural
dissimilarity between them, that is computed by
the difference between their immediate neighbor-
hood.
dARD.I; j / D
sX
k¤j;i
.Aik Ajk/2
Neighbor Overlap Distance (NOD)
The distance between two nodes is the ratio of the
unshared neighbors between them:
dNOD.i; j / D 1  j@i \ @j jj@i [ @j j
where @i is the set of nodes directly connected
to ni . Note that there is a close relation between
this measure and the previous one, since similarly
dNOD could be rewritten as
dNOD.i; j / D 1 
P
k¤j;i
jAikCAjk j
P
k¤j;i
jAikAjk j
P
k¤j;i
jAikCAjk jC P
k¤j;i
jAikAjk j
The latter formulation of dNOD in terms of the
adjacency matrix can be straightforwardly gener-
alized for weighted graphs.
Pearson Correlation Distance (PCD)
The Pearson correlation coefficient between
two nodes is the correlation between their
corresponding rows of the adjacency matrix:
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C.i; j / D
P
k .Aik  i /.Ajk  j /
N	i	j
where N is the number of nodes, the average
i D .Pk Aik/=N and the variance 	i DpP
k .Aik  i /2=N . Then, the distance
between two nodes is computed as dPCD.i; j / D
1  C.i; j /, which lies between 0 (when the two
nodes are most similar) and 2 (when the two
nodes are most dissimilar).
ICloseness Distance (ICD)
The distance between two nodes is computed
as the inverse of the connectivity between their
common neighborhood:
dICD.i; j / D 1P
k2@i\@j
ns.k; i/ns.k; j /
where ns.k; i/ denotes the neighboring score be-
tween nodes k and i that is computed iteratively
(for complete formulation, refer to Rabbany and
Zaı¨ane (2011)).
Community Centroid
In addition to the notion of distance measure,
most of the cluster validity criteria use averaging
between the numerical data points to determine
the centroid of a cluster. The averaging is not
defined for nodes in a graph; therefore, we mod-
ify the criteria definitions to use a generalized
centroid notion, in a way that, if the centroid is
set as averaging, we would obtain the original
criteria definitions, but we could also use other
alternative notions for centroid of a group of data
points.
Averaging data points results in a point with
the least average distance to the other points.
When averaging is not possible, using medoid is
the natural option, which is perfectly compatible
with graphs. More formally, the centroid of a
community can be obtained as:
C D arg min
m2C
X
i2C
d.i;m/
Relative Validity Criteria
Here we present our generalizations of well-
known clustering validity criteria defined as qual-
ity measures for internal evaluation of clustering
results. All these criteria are originally defined
based on distances between data points, which
is in all cases the Euclidean or other inner prod-
uct norms of difference between their vectors
of attributes; refer to Vendramin et al. (2010)
for comparative analysis of these criteria in the
clustering context. We alter the formulae to use
a generalized distance, so that we can plug in
our graph distance measures. The other alteration
is generalizing the mean over data points to a
general centroid notion, which can be set as
averaging in the presence of attributes and the
medoid in our case of dealing with graphs and in
the absence of attributes.
In a nutshell, in every criterion, the average of
points in a cluster is replaced with a generalized
notion of centroid, and distances between data
points are generalized from Euclidean/norm to
a generic distance. Consider a clustering C D
fC1 [ C2 [ : : : [ Ckg of N data points, where
C denotes the centroid of data points belonging
to C . The quality of C can be measured using
one of the following criteria.
Variance Ratio Criterion (VRC)
This criterion measures the ratio of the
between-cluster/community distances to within-
cluster/community distances which could be
generalized as follows:
VRC D
kP
lD1
jCl jd.C l ; C /
kP
lD1
P
i2Cl d.i; C l/
 N  k
k  1
where C l is the centroid of the cluster/community
Cl , and C is the centroid of the entire
data/network. The original clustering formula
proposed in Calinski and Harabasz (1974) for
attribute vectors is obtained if the centroid is
fixed to averaging of vectors of attributes and
distance to (square of) Euclidean distance.
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Davies-Bouldin Index (DB)
This minimization criterion calculates the worst
case within-cluster/community to between-
cluster/community distances ratio averaged over
all clusters/communities (Davies and Bouldin
1979):
DB D 1
k
kX
lD1
max
m¤l
..d l C dm/=d.C l ; Cm//
d l D 1jCl j
X
i2Cl
d.i; C l /
Dunn Index
This criterion considers both the minimum dis-
tance between any two clusters/communities and
the length of the largest cluster/community diam-
eter (i.e., the maximum or the average distance
between all the pairs in the cluster/community)
(Dunn 1974):
Dunn D min
l¤m
f ı.Cl ; Cm/
maxp 
.Cp/
g
where ı denotes distance between two commu-
nities and 
 is the diameter of a community.
Different variations of calculating ı and 
 are
available; ı could be single, complete, or average
linkage or only the difference between the two
centroids. Moreover, 
 could be maximum or
average distance between all pairs of nodes or the
average distance of all nodes to the centroid. For
example, the single linkage for ı and maximum
distance for 
 are ı.Cl ; Cm/ D min
i2Cl ;j2Cm
d.i; j /
and 
.Cp/ D max
i;j2Cp
d.i; j /. Therefore, we have
different variations of Dunn index in our ex-
periments, each indicated by two indexes for
different methods to calculate ı (i.e., single(0),
complete(1), average(2), and centroid(3)) and dif-
ferent methods to calculate 
 (i.e., maximum(0),
average(1), average to centroid(3)).
Silhouette Width Criterion (SWC)
This criterion measures the average of silhouette
score for each data point. The silhouette score of
a point shows the goodness of the community it
belongs to by calculating the normalized
difference between the distance to its nearest
neighboring community and its own community
(Rousseeuw 1987). Taking the average one has:
SWCD 1
N
kX
lD1
X
i2Cl
min
m¤l
d.i; Cm/ d.i; Cl/
max fmin
m¤l
d.i; Cm/; d.i; Cl/g
where d.i; Cl/ is the distance of point i to
community Cl , which is originally set to
be the average distance (called SWC2) (i.e.,
1=jCl j
P
j2Cl d.i; j /) or could be the distance
to its centroid (called SWC4) (i.e., d.i; Cl/). An
alternative formula for Silhouette is proposed in
Vendramin et al. (2010):
ASWC D 1
N
kX
lD1
X
i2Cl
min
m¤l
d.i; Cm/
d.i; Cl/
PBM
This criterion is based on the within-community
distances and the maximum distance between
centroids of communities (Pakhira and Dutta
2011):
PBM D 1
k
 maxl;m d.C l ; Cm/
kP
lD1
P
i2Cl d.i; C l/
C-Index
This criterion compares the sum of the within-
community distances to the worst and best case
scenarios (Dalrymple-Alford 1970). The best
case scenario is where the within-community
distances are the shortest distances in the graph,
and the worst case scenario is where the within-
community distances are the longest distances in
the graph.
 D 1
2
kX
lD1
X
i;j2Cl
d.i; j /
CIndex D  min 
max  min 
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The min =max  is computed by summing
the m1 smallest/largest distances between every
two points, where m1 D
kP
lD1
jCl j.jCl j1/
2 .
Z-Statistics
This criterion is similar to C-Index, however, with
a different formulation (Hubert and Levin 1976):
ZIndexD   E./p
var./
E./ D 1
N
NX
iD1
NX
jD1
d.i; j /
Var./ D
 
NP
iD1
NP
jD1
d.i; j /
!2
 2 NP
iD1
 
NP
jD1
d.i; j /
!2
N.N  1/

 
NP
iD1
NP
jD1
d.i; j /
!2
N 2
C
NP
iD1
NP
jD1
d.i; j /2
N
Point Biserial (PB)
This criterion computes the correlation of the
distances between nodes and their cluster co-
membership which is dichotomous variable
(Milligan and Cooper 1985). Intuitively, nodes
that are in the same community should be
separated by shorter distances than those which
are not:
PB D M1 M0
S
r
m1m0
m2
where m is the total number of distances,
i.e., N.N  1/=2 and S is the standard
deviation of all pairwise distances, i.e.,q
1
m
P
i;j .d.i; j / 1m
P
i;j d.i; j //
2, while M1,
M0 are, respectively, the average of within and
between-community distances, and m1 and m0
represent the number of within and between
community distances. More formally:
m1 D
kX
lD1
Nl.Nl  1/
2
m0 D
kX
lD1
Nl.N Nl/
2
M1 D 1=2
kX
lD1
X
i;j2Cl
d.i; j /
M0 D 1=2
kX
lD1
X
i2Cl
j…Cl
d.i; j /
Modularity
Modularity is the well-known criterion proposed
by Newman and Girvan (2004) specifically for
the context of community mining. This criterion
considers the difference between the fraction of
edges that are within the community and the
expected such fraction if the edges were ran-
domly distributed. Let E denote the number of
edges in the network, i.e., E D 12
P
ij Aij , then
Q-modularity is defined as
Q D 1
2E
kX
lD1
X
i;j2Cl
ŒAij 
P
k Aik
P
k Akj
2E

The computational complexity of different va-
lidity criteria is provided in the previous work by
Vendramin et al. (2010).
ComparisonMethodology and
Results
In this section, we compare the proposed rela-
tive community criteria. First, we describe the
approach we have used for the comparison. Then,
we report the criteria performances in different
settings. The following procedure summarizes
our comparison approach.
The performance of a criterion could be
examined by how well it could rank different
partitionings of a given dataset. More formally,
consider we have a dataset d and a set
of m different possible partitionings, i.e.,
P.d/ D fpd1; pd2; : : : ; pdmg. Then, the
performance of criterion c on dataset d could
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D fd1; d2 : : :dng
for all dataset d 2D do
fgenerate m possible partitioningsg
P.d/ fpd1 ; pd2 : : :pdmgfcompute external scoresg
E.d/ fa.pd1 ; pd /; a.pd2 ; pd / : : :
a.pdm ; p

d
/g
for all c 2 Criteria do
fcompute internal scoresg
Ic.d/ fc.pd1/; c.pd2/ : : : c.pdm/gfcompute the correlationg
scorec.d/ correlation.E; I /
end for
end for
frank criteria based on their average scoresg
scorec  1n
Pn
dD1 scorec.d/
be determined by how much its values, Ic.d/ D
fc.pd1/; c.pd2/; : : : ; c.pdm/g, correlate with the
“goodness” of these partitionings. Assuming
that the true partitioning (i.e., ground truth)
p
d
is known for dataset d , the “goodness”
of partitioning pdi could be determined
using partitioning agreement measure a,
a.k.a. external evaluation. Hence, for dataset
d with set of possible partitionings P.d/,
the external evaluation provides E.d/ D
fa.pd1; pd /; a.pd2; pd /; : : : ; a.pdm; pd /g, where
.pd1; p

d
/ denotes the “goodness” of partitioning
pd1 comparing to the ground truth. Then, the
performance score of criterion c on dataset d
could be examined by the correlation of its
values Ic.d/ and the values obtained from the
external evaluation E.d/ on different possible
partitionings. Finally, the criteria are ranked
based on their average performance score over a
set of datasets.
External evaluation is done with an agreement
measure, which computes the agreement between
two given partitionings or between a partitioning
and the ground truth. There are several choices
for the partitioning agreement measure. The com-
monly used ones are pair counting based, such
as adjusted rank index (ARI) (Hubert and Arabie
1985) and Jaccard coefficient (Jaccard 1901), and
the information theoretic-based, such as normal-
ized mutual information (NMI) (Kvalseth 1987;
Danon et al. 2005) and the adjusted mutual in-
formation (AMI) (Vinh et al. 2010). There are
also different ways to compute the correlation
between two vectors. The classic options are the
Pearson product-moment coefficient or the Spear-
man rank correlation coefficient. The reported
results in our experiments are based on the Spear-
man correlation, since we are interested in the
correlation of rankings that a criterion provides
for different partitionings and not the actual val-
ues of that criterion. However, the reported results
mostly agree with the results obtained by using
the Pearson correlation, which are reported in the
supplementary materials available from http://cs.
ualberta.ca/rabbanyk/criteriaComparison.
Sampling the Partitioning Space
In our comparison, we generate different parti-
tionings for each dataset d to sample the space of
all possible partitionings. For doing so, given the
perfect partitioning, p
d
, we randomized different
versions of p
d
by randomly merging and splitting
communities and swapping nodes between them.
The sampling procedure is described in more
details in the supplementary materials.
Results on Real-World Datasets
We first compare performance of different criteria
on five well-known real-world benchmarks:
Karate Club (weighted) by Zachary (1977),
Sawmill Strike dataset (Nooy et al. 2004), NCAA
Football Bowl Subdivision (Girvan and Newman
2002), and Politician Books from Amazon (Krebs
2004). Table 1 shows general statistics about the
datasets and their generated samples. We can see
that the randomized samples cover the space of
partitionings according to their external index
range.
Figure 1 exemplifies how different criteria
exhibit different correlations with the external
index. It visualizes the correlation between few
selected relative indexes and an external index for
one of our datasets listed in Table 1.
Similar analysis is done for all 4 datasets  19
criteria  7 distances  4 external indexes, which
produced over 2,000 such correlations. The top-
ranked criteria based on their average perfor-
mance over these datasets are summarized in
Table 2. Based on these results, CIndex when
used with PCD distance has a higher correlation
R 1570 Relative Validity Criteria for Community Mining Algorithms
Relative Validity Criteria for Community Mining Algorithms, Table 1 Statistics for sample partitionings of each
real-world dataset. For example, for the Karate Club dataset which has 2 communities in its ground truth, we have
generated 60 different partitionings with average 3:57˙ 1:23 clusters ranging from 2 to 6 and the “goodness” of the
samples is on average 0:46˙ 0:27 in terms of their AMI agreement
Dataset K # K AMI
Strike 3 60 3.17˙12[2,5] 0.59˙0.272[0.04,1]
Polboks 3 60 3.17˙1.132[2,6] 0.44˙0.252[0.04,1]
Karate 2 60 3.57˙1.232[2,6] 0.46˙0.272[0.02,1]
Football 11 60 10.17˙4.552[4,19] 0.68˙0.162[0.4,1]
K denotes the perfect/true number of clusters
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Relative Validity Criteria for Community Mining Al-
gorithms, Fig. 1 Visualization of correlation between
an external agreement measure and some relative quality
criteria for Karate dataset. The x axis indicates different
random partitionings, and the y axis indicates the value
of the index. While, the blue/darker line represents the
value of the external index for the given partitioning and
the red/lighter line represents the value that the criterion
gives for the partitioning. Please note that the value of
criteria are not generally normalized and in the same range
as the external indexes, in this figure AMI. For the sake of
illustration, therefore, each criterion’s value is scaled to be
in the same range as of the external index. (a) CINDEX
PCD. (b) Q. (c) SWC2 NOD. (d) Dunn01 ICD
with the external index comparing to the modu-
larity Q. And this is true regardless of the choice
of AMI as the external index, since it is ranked
above Q also by ARI and NMI.
The correlation between a criterion and an
external index depends on how close the random-
ized partitionings are from the true partitioning
of the ground truth. This can be seen in Fig. 1.
For example, Dunn01 (single linkage network
diameter and average linkage within community
scores) with the ICD distance agrees strongly
with the external index in samples with higher
external index value, i.e., closer to the ground
truth, but not on further samples. On the other
hand, Q is very well matched for the samples too
far or too close to the ground truth, but is not
doing as well as others in the middle. With this
in mind, we have divided the generated clustering
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Relative Validity Criteria for CommunityMining Algorithms, Table 2 Overall ranking of criteria on the real-world
datasets, based on the average Spearman correlation of criteria with the AMI external index, AMIcorr. Ranking based
on correlation with other external indexes is also reported
Rank Criterion AMIcorr ARI Jaccard NMI
1 CIndex PCD 0:907˙ 0:058 1 1 1
2 SWC2 NOD 0:857˙ 0:031 4 4 2
3 Q 0:85˙ 0:083 2 2 3
4 CIndex ARD 0:826˙ 0:162 6 15 5
5 CIndex SPD 0:811˙ 0:126 3 10 4
6 ASWC2 NOD 0:809˙ 0:043 5 11 6
7 CIndex NOD 0:794˙ 0:096 12 3 9
8 SWC2 PCD 0:789˙ 0:103 7 7 8
9 SWC4 NOD 0:778˙ 0:075 9 5 7
10 ASWC2 PCD 0:772˙ 0:088 10 9 10
11 SWC2 SPD 0:751˙ 0:121 8 6 11
12 Dunn01 ICD 0:742˙ 0:111 18 24 12
13 ASWC2 SPD 0:733˙ 0:116 11 8 13
14 Dunn00 PCD 0:721˙ 0:1 21 30 14
15 DB ICD 0:712˙ 0:063 24 22 16
16 Dunn00 ICD 0:707˙ 0:133 28 28 15
17 Dunn03 ICD 0:703˙ 0:055 25 23 17
18 SWC4 PCD 0:7˙ 0:072 14 12 21
samples into three sets of easy, medium, and hard
samples and re-ranked the criteria in each of these
settings. Since the external index determines how
far a sample is from the optimal result, the sam-
ples are divided into three equal length intervals
according to the range of the external index.
Table 3 reports the rankings of the top criteria in
each of these three settings. We can see that these
average results support our earlier hypothesis,
i.e., when considering partitionings medium far
from the true partitioning, CIndex PCD performs
significantly better than modularity Q, while their
performances are not very different in the near-
optimal samples or the samples very far from the
ground truth. One may conclude based on this
experiment that CIndex PCD is a more accurate
evaluation criterion comparing to Q, especially
when the results might not be very accurate or
very poor.
Synthetic Benchmarks Datasets
Lastly, we compare the criteria on a larger set
of synthetic benchmarks. We have generated our
dataset using the LFR benchmarks (Lancichinetti
et al. 2008) which are the generators widely in
use for community mining evaluation. Similar to
the last experiment, Table 4 reports the ranking
of the top criteria according to their average
performance on synthesized datasets of Table 5.
Based on which, modularity Q overall outper-
forms other criteria especially in ranking poor
partitionings; while CIndex PCD performs better
in ranking finer results.
The LFR generator can generate networks
with different levels of difficulty for the parti-
tioning task, by changing how well separated the
communities are in the ground truth. To examine
the effect of this difficulty parameter, we have
ranked the criteria for different values of this
parameter. We observed that modularity Q is the
superior criterion for these synthetic benchmarks
up to some level of how mixed are the commu-
nities, but this changes in more difficult settings.
Results for other settings are available in the
supplementary materials.
Table 6 reports the overall ranking of the
criteria for a difficult set of datasets that have
high mixing parameter. We can see that in this
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Relative Validity Criteria for Community Mining Algorithms, Table 3 Difficulty analysis of the results: consid-
ering ranking for partitionings near-optimal ground truth, medium far, and very far. The reported results are based on
AMI and the Spearman correlation
Near-optimal samples
Rank Criterion AMIcorr ARI Jaccard NMI
1 Q 0:736˙ 0:266 5 5 2
2 CIndex PCD 0:72˙ 0:326 1 1 3
3 SWC2 SPD 0:718˙ 0:389 3 3 4
4 CIndex SPD 0:716˙ 0:14 4 4 1
5 SWC2 ICD 0:713˙ 0:396 2 2 5
6 ASWC2 ICD 0:687˙ 0:334 11 10 7
Medium-far samples
1 CIndex PCD 0:608˙ 0:202 8 18 1
2 CIndex NOD 0:58˙ 0:053 39 13 2
3 CIndex ARD 0:513˙ 0:313 26 62 5
4 Dunn01 ICD 0:457˙ 0:173 58 83 8
5 SWC2 NOD 0:447˙ 0:19 5 9 3
6 ASWC2 PCD 0:446˙ 0:191 7 3 9
7 SWC2 PCD 0:446˙ 0:19 6 2 10
8 Dunn03 ICD 0:439˙ 0:109 43 37 11
9 Dunn31 SPD 0:437˙ 0:177 56 47 15
10 Dunn01 SPD 0:434˙ 0:205 29 67 7
11 Q 0:409˙ 0:353 4 7 16
12 DB ICD 0:405˙ 0:072 40 38 18
Far-far samples
1 SWC2 NOD 0:634˙ 0:217 3 13 1
2 ASWC2 NOD 0:583˙ 0:191 5 21 2
3 Q 0:498˙ 0:179 4 38 5
4 CIndex PCD 0:493˙ 0:282 2 4 13
5 CIndex SPD 0:437˙ 0:291 1 11 4
6 SWC3 NOD 0:436˙ 0:344 8 2 25
setting, PB index used with PCD, NOD, SPD or
ARD distances is significantly more reliable than
modularity Q, particularly considering the much
higher variance of the latter.
In short, the relative performances of different
criteria depends on the difficulty of the network
itself, as well as how far we are sampling from
the ground truth. Altogether, choosing the right
criterion for evaluating different community
mining results depends both on the application,
i.e., how well-separated communities might
be in the given network and also on the
algorithm that produces these results, i.e., how
fine the results might be. For example, if the
problem is hard and communities are heavily
mixed, modularity Q might not distinguish the
good and bad partitionings very well. While
if we are choosing between fine and well-
separated clusterings, it indeed is the superior
criterion.
Conclusion
In this article, we generalized well-known
clustering validity criteria originally used as
quantitative measures for evaluating quality of
clusters of data points represented by attributes.
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Relative Validity Criteria for Community Mining Algorithms, Table 4 Overall ranking and difficulty analysis of
the synthetic results. Here communities are well separated with mixing parameter of 0:1. Similar to the last experiment,
the reported results are based on AMI and the Spearman correlation
Overall results
Rank Criterion AMIcorr ARI Jaccard NMI
1 Q 0:894˙ 0:018 1 2 1
2 ASWC2 NOD 0:854˙ 0:056 3 4 2
3 SWC2 NOD 0:854˙ 0:051 4 3 3
4 CIndex PCD 0:826˙ 0:07 2 1 4
5 CIndex SPD 0:746˙ 0:137 8 24 5
6 SWC2 PCD 0:743˙ 0:047 5 5 6
7 ASWC2 PCD 0:739˙ 0:048 6 6 7
8 Dunn00 PCD 0:707˙ 0:11 11 26 8
9 SWC4 NOD 0:699˙ 0:131 7 7 9
10 SWC4 ARD 0:689˙ 0:124 9 8 10
11 ASWC2 ARD 0:683˙ 0:108 15 21 11
12 ASWC2 ED 0:665˙ 0:139 10 11 12
13 SWC2 SPD 0:657˙ 0:124 14 16 13
14 ASWC2 SPD 0:651˙ 0:196 16 17 15
15 Dunn03 NOD 0:645˙ 0:156 23 33 14
Near optimal results
1 CIndex PCD 0:729˙ 0:17 1 1 1
2 Q 0:722˙ 0:111 6 5 5
3 SWC2 SPD 0:717˙ 0:185 18 18 2
4 SWC4 NOD 0:709˙ 0:201 5 6 4
5 SWC2 ICD 0:704˙ 0:216 15 15 3
6 SWC4 ARD 0:674˙ 0:183 7 7 6
7 ASWC2 NOD 0:66˙ 0:261 20 19 7
8 SWC2 NOD 0:649˙ 0:264 14 14 9
Medium far results
1 SWC2 NOD 0:455˙ 0:191 5 11 3
2 CIndex PCD 0:453˙ 0:245 1 2 5
3 Q 0:45˙ 0:236 2 9 2
4 ASWC2 NOD 0:435˙ 0:187 4 14 1
5 Dunn00 ARD 0:386˙ 0:243 119 111 7
6 Dunn00 PCD 0:38˙ 0:195 58 91 6
7 CIndex NOD 0:373˙ 0:213 7 1 14
8 Dunn01 NOD 0:358˙ 0:146 108 95 15
Far far results
1 Q 0:63˙ 0:139 1 4 2
2 ASWC2 NOD 0:596˙ 0:164 2 2 3
3 SWC2 NOD 0:57˙ 0:159 3 3 5
4 CIndex SPD 0:565˙ 0:132 4 25 1
5 CIndex PCD 0:446˙ 0:142 5 1 21
6 CIndex ARD 0:433˙ 0:25 10 106 4
7 ASWC4 NOD 0:397˙ 0:119 15 63 11
8 SWC2 PCD 0:356˙ 0:143 6 6 25
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Relative Validity Criteria for Community Mining Algorithms, Table 5 Statistics for sample partitionings of each
synthetic dataset. The benchmark generation parameters: 100 nodes with average degree 5 and maximum degree 50,
where size of each community is between 5 and 50 and mixing parameter is 0.1
Dataset K # K AMI
Network1 4 60 3:4˙ 1:172[2,6] 0:46˙ 0:232[0,1]
Network2 3 60 3:1˙ 1:272[2,7] 0:49˙ 0:222[0.13,1]
Network3 2 60 3:3˙ 1:132[2,6] 0:47˙ 0:232[0.11,1]
Network4 7 60 5:17˙ 2:492[2,12] 0:57˙ 0:22[0.18,1]
Network5 2 60 3:5˙ 1:362[2,8] 0:44˙ 0:222[0.11,1]
Network6 5 60 5:8˙ 2:552[2,12] 0:68˙ 0:22[0.27,1]
Network7 4 60 5:2˙ 2:652[2,12] 0:47˙ 0:192[0.13,1]
Network8 5 60 5:37˙ 2:042[2,10] 0:67˙ 0:212[0.32,1]
Network9 5 60 5:5˙ 2:052[2,10] 0:69˙ 0:192[0.37,1]
Network10 6 60 5:33˙ 2:512[2,11] 0:63˙ 0:192[0.24,1]
K denotes the perfect/true number of clusters
Relative Validity Criteria for Community Mining Algorithms, Table 6 Overall ranking of criteria based on AMI
and the Spearman correlation on the synthetic benchmarks with the same parameters as in Table 5 but much higher
mixing parameter, 0.7. We can see that in these settings, PB indexes outperform modularity Q
Rank Criterion AMIcorr ARI Jaccard NMI
1 PB PCD 0:454˙ 0:15 1 1 1
2 PB NOD 0:448˙ 0:146 2 2 2
3 PB SPD 0:445˙ 0:144 3 3 4
4 PB ARD 0:44˙ 0:149 4 4 5
5 VRC ICD 0:424˙ 0:117 5 5 3
6 Q 0:391˙ 0:381 17 6 12
7 CIndex ARD 0:365˙ 0:173 6 7 6
8 ASWC4 SPD 0:358˙ 0:101 12 12 7
9 DB PCD 0:358˙ 0:108 15 9 10
10 ASWC4 NOD 0:357˙ 0:114 10 10 8
The first reason of this generalization is to
adapt these criteria in the context of community
mining of interrelated data. The only commonly
used criterion to evaluate the goodness of
detected communities in a network is the
modularity Q. Providing more validity criteria
can help researchers to better evaluate and
compare community mining results in different
settings. Also, these adapted validity criteria
can be further used as objectives to design new
community mining algorithms. Our generalized
formulation is independent of any particular
distance measure unlike most of the original
clustering validity criteria that are defined based
on the Euclidean distance. The adopted versions
therefore could be used as community criteria
when plugged in with different graph distances.
In our experiments, several of these adopted
criteria exhibit high performances on ranking
different partitionings of a given dataset, which
makes them possible alternatives for the Q
modularity. However, a more careful examination
is needed as the rankings depend significantly on
the experimental settings and the criteria should
be chosen based on the application.
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Synonyms
Graph analysis; Knowledge discovery in
networks; Social network mining
Glossary
SNA Social network analysis
SN Social network
Definition
Social network analysis – a set of tools and meth-
ods that enable to analyze structures called
social networks.
Social network – set of nodes and connections
between nodes. Nodes may represent peo-
ple, organizations, departments within organi-
zations, or other social entities. Connections
reflect interactions or common activities be-
tween nodes.
Introduction
Research design for social network analysis
(SNA), as for any other type of research, is
a process during which the research question
and set of methods that enables to answer the
stated question are described. Social network
analysis is a multidisciplinary research area, and
in consequence a wide range of approaches to
analyze network data exists. Nevertheless, each
study in the field of social networks contains the
following stages: (i) selecting sample, (ii) data
collection, (iii) data preparation, (iv) choosing
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and applying the method of social network
analysis, and (v) drawing conclusions. Each of
the elements is equally important and mistakes
made during designing one of them can cause
that conclusions drawn from the study may be
invalid.
The main goal of this work is to describe each
of the enumerated above phases. This will help
researchers from different backgrounds to un-
derstand main concepts connected with research
design for social network analysis and make them
aware that none of steps can be neglected and that
each of the stages should be carefully planned and
executed.
Historical Background
The concept of social network, first coined by
J. A. Barnes in 1954, has been in a field of study
of modern sociology, anthropology, geography,
social psychology, and organizational studies for
last the few decades.
The person who built the modern social net-
work theory, and designed and conducted the
first well-known research experiments using early
concepts of social network analysis was Stan-
ley Milgram. He studied the small-world phe-
nomenon, which states that if persons x and y
do not know each other, then in order to reach
from x to y one needs to travel through a chain
consisting of at most 5 people (Pool and Kochen
1978; Travers and Milgram 1969). The theoreti-
cal model of this small-world phenomenon was
created by Pool and Kochen (1978) and served as
the basis for Milgram’s research that was purely
pictorial. Stanley Milgram conducted two experi-
ments – Kansas Study and Nebraska Study – in
which he asked many people from one city to
forward a letter to a chosen person in another
city. The only stipulation was that a sender could
only forward this letter to a person whom he
or she knew on a first-name basis. Afterward
Milgram analyzed the results of the experiment
and concluded that people in the USA create
the social network and they are connected within
this network with “six degrees of separation.”
It means that a message in such a network would
be delivered on average through the usage of five
intermediaries (Pool and Kochen 1978). Kochen
confirmed that this value is relatively stable even
if the starter selection criteria is changed (De-
genne and Forse 1999). Howard claims that six
degrees of separation may by true off-line while
less than three degrees is more likely in an online
case (Howard 2008).
Since 1967 social networks have become
one of the research areas where scientists from
different fields are looking for inspiration and
new methods of network analysis have been de-
veloped. The concept of social network has been
studied in many different contexts, e.g., corporate
partnership networks (law partnership) (Lazega
2001), scientist collaboration networks (Newman
2001; DiMicco et al. 2008), movie–actor
networks, friendship network of students (Amaral
et al. 2000), a set of business leaders who
cooperate with one another (Liben-Nowell
and Kleinberg 2003; Robins and Alexander
2004), sexual contact networks (Morris 1997),
customer networks (Yang et al. 2006; Kazienko
and Musial 2006; Golbeck and Hendler 2006),
labors market (Montgomery 1991), public health
(Cattell 2001), psychology (Pagel et al. 1987).
Recently, with the expansion of the Internet
and the increasing popularity of social and
collaborative computing, social networks have
emerged as a significant and promising field
of study within computer science (Musial and
Kazienko 2012). Social computing involves such
activities as collecting, extracting, accessing,
processing, computing, and visualizing of all
kind of social information.
The fact that social networks have been in-
vestigated in many areas, different approaches
to network analysis have been developed de-
pending on the focus and research interests of
a specific group of scientists. Nevertheless, each
of these approaches has one important element
in common – they cope with network data, i.e.,
the emphasis is put on the connections between
people rather than on individuals themselves, and
this is a very important characteristic of social
network analysis.
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Research Designs for Social Network
Analysis
This section is devoted to the research designs for
social network analysis. First the concept of SNA
is introduced and after that the goals and methods
used in the network analysis are presented and
described in details.
Social Network Analysis
In social networks some typical phenomena such
as small-world effect (Pool and Kochen 1978),
clustering (Davis 1967), both strong and weak
ties (Granovetter 1983), and many others may
be observed. Various human features, extracted
from user profiles, which can have more or less
significant influence on the process of formation
of a relationship, can be also discovered. In order
to identify these phenomena the appropriate SNA
method ought to be applied.
Social network analysis stems from traditional
social analysis used by sociologists and anthro-
pologists in the first half of the twentieth century.
After introducing mathematical interpretation of
social networks, scientists started developing so-
cial network analysis.
SNA can be defined as “the disciplined inquiry
into the patterning of relations among social
actors, as well as the patterning of relationships
among actors at different levels of analysis (such
as persons and groups)” (Breiger 2004). Another
definition of SNA was proposed by Valdis Krebs:
“Social network analysis (SNA) is the mapping
and measuring of relationships and flows be-
tween people, groups, organizations, computers,
web sites, and other information/knowledge pro-
cessing entities. The nodes in the network are the
people and groups while the links show relation-
ships or flows between the nodes. SNA provides
both a visual and a mathematical analysis of
human relationships” (Krebs 2000).
Social Network Data
Each research design for social network analysis
starts with defining what kind of data and for
what purpose will be gathered. It should be em-
phasized that the regular social data (Table 1) is
quite different than social network data (Table 2).
Research Designs for Social Network Analy-
sis, Table 1 Example of simple social data
Name Surname Gender Age Marital status
Kate Davis Female 29 Single
Frank Martin Male 37 Divorced
Jason Smith Male 56 Married
Ann Jones Female 25 Married
Carol Damon Female 43 Single
Research Designs for Social Network Analy-
sis, Table 2 Example of social network data. 0 means
that person A does not know person B , and 1 means that
person A knows person B
Name A/B Kate Frank Jason Ann Carol
Kate – 1 0 1 1
Frank 1 – 0 0 1
Jason 0 0 – 0 1
Ann 1 0 0 – 1
Carol 1 1 1 1 –
Traditional social data describes actors, whereas
social network data mainly describes connec-
tions between actors rather than actors them-
selves (Hanneman and Riddle 2005). In other
words, network data analysis puts emphasis not
on the individuals themselves, but on the rela-
tionships among people (Hanneman and Riddle
2005). Because of the fact that the social network
analysis focuses on investigation of connections,
it does not mean that SNA is not interested in
actors. After drawing conclusions network anal-
ysis may focus on actors to retrieve additional
information and to better understand the network;
however, it is not its primary goal.
Social network data can include information
about relations type and character, direction, and
weight. Also more than one type of relation be-
tween two actors can be distinguished. All of this
can serve as an input for social network analysis.
Steps in Social Network Analysis
In social network analysis, five main steps can be
distinguished:
– Selecting a sample from population
– Collecting data
– Data preparation
– Choosing and applying the method of SNA
– Drawing conclusions
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It should be noted that a specific research design
can include all these steps or just a subset of them.
Selecting a Sample from Population
In order to identify and investigate the patterns
that occur within the network, first the selection
of a group of people (or other social entities) that
are to be investigated should be done. Sometimes,
due to the research question, some network data
can be neglected. For example, if one would like
to investigate relationships between teenagers,
data about adults are not important and will not
be included in the study. Also the possibility of
analyzing every node of the network (especially
these huge and heterogeneous) is usually limited
by the available resources and because of that the
representative group of actors ought to be cho-
sen for data collection and further analysis. This
group of actors is called population (Hanneman
and Riddle 2005) or sample (Garton et al. 1997).
Selecting a proper sample is especially im-
portant when the data is collected using surveys,
questionnaires, or observations (please see the
next section). In such situation researchers have
limited capacity when it comes to collecting data
as they can conduct only certain number of inter-
views, observations, etc.
Another issue occurs when it comes to
network data generated in different device-
supported social services. These datasets, stored
in the databases, are huge and it causes a problem
with their efficient analysis. Although sometimes
it is possible to analyze the whole available
dataset, in vast majority of cases the tools and
computational power that is at the researcher
disposal are not sufficient. Thus, sampling large
online datasets, which include information about
people, is also a challenging task. One of the
approaches to sampling is a random approach
which randomly selects a group of users.
In both cases the sampling procedure should
be defined before the data collection will be per-
formed. Before the next step, data collection, will
take place, it has to be determined how and what
data will be obtained. This process is common
for all social sciences and it abstracts from the
relational nature of the analysis as at this stage
the information about social connections is not
available. In other words the sample is selected
from a given population and not from a social
network graph.
Collecting Data
The next step is data collection. As it was briefly
mentioned before, many methods of obtaining
network data such as questionnaires, interviews,
observations, and artifacts exist (Garton et al.
1997). Preparation that needs to be done prior
to employing one of these methods is very time
consuming. Moreover, it enables to gather data
about small subset of nodes – up to few hundreds.
One of the characteristics, which is perceived to
be a shortcoming of these approaches, is that
people are aware that they take part in the study
so they can be biased and give answers or behave
in a way that they think is required. These ap-
proaches were commonly used in social sciences
throughout XX century and are still very popular
especially in cases when data cannot be gathered
in more automatic way.
For the last few years, due to the rapid de-
velopment and explosion of Internet and World
Wide Web services that enable people to com-
municate, collaborate, and share interests in the
virtual world, the approach to data collection has
started changing. For the first time in history,
we have at our disposal vast amount of data
about people, their activities and interactions that
are available online. In this case the process of
collecting data is very simple, one just needs to
query database to get required data. However,
data preparation and cleansing is far more com-
plex than in the case of traditional approaches and
can be seen as data mining task. As people are not
aware of the fact that data about their behaviors
is used, they act in more natural way and this
provides information about their “real” actions
and reactions. The drawback of this approach
is that, in contrary to questionnaires and other
traditional methods where the amount of gathered
data is small, the volume of available data is
large which results in information overload. With
the development of information technologies, the
slow shift in approach to social network analysis
can be observed. The focus is changing from
investigation of small (up to few hundreds of
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nodes) samples to data that includes information
about millions of users. Nowadays, the analysis
of social networks copes with two types of data:
the one that represents regular, small communi-
ties and the one that represents online world and
online society that has been formed. One can
argue that the former one still dominates in social
sciences, while the latter one took its origins in
computer science and with time made its way to
social sciences.
Data Preparation
As it was mentioned before, network data differs
from conventional sociological data (Hanneman
and Riddle 2005). Network data in contrast to tra-
ditional data, which consists of rectangular array
of measurements, consists of a square array of
measurements. The SNA research has identified
three types of data also called units of analysis,
which should be and are investigated: relations,
ties (Garton et al. 1997), and actors. Actors are
nodes of the network that have such characteris-
tics as degree, centrality, prestige, clustering co-
efficient, and others. Relations describe connec-
tions between actors and tie is a set of different
relations that can link two actors.
Collected data has to be represented in a
way that facilitates the application of SNA
methods. A very common representation is
graph or matrix. The adjacency matrix describes
relationships that exist between actors within
the network. For example, matrix in Table 2
represents a social network that is undirected and
not weighted. This is not the only type of network
representation that can be analyzed. In general
four types of networks can be distinguished:
(i) undirected–unweighted, (ii) undirected–
weighted, (iii) directed–unweighted, and (iv)
directed–weighted. Analyst is responsible for
choosing network type that will represent the
available data. The decision made depends on the
type of data or on the type of analysis that one is
interested in.
The goal of data preparation is to represent
the collected data in a form of network, e.g.,
matrix or graph. This can be done manually by
extracting information from surveys, interviews,
and observations or in automatic manner using
data mining techniques for data cleansing. The
resulting matrix serves as an input to the next
phase of research where the appropriate method
of SNA is chosen.
Choosing and Applying the Method of SNA
Once the sample has been selected, appropriate
data gathered, and social network extracted, the
next step is to perform network analysis on the
obtained network. However, before any analysis
is done, researcher must decide which part of the
extracted network will be used. While “selecting
a sample” is concerned with choosing people
from the whole population and is common for
all social sciences, choosing one of the methods
of SNA is concerned with selecting users and
their connections from the previously extracted
social network and is typical for research where
relations are of key importance for the analysis
The most popular methods, which are
currently used to sample social network data,
are (Fig. 1):
– Full network method
– Snowball method
– Egocentric method “with alter connections”
– Egocentric method “ego-only” (Hanneman
and Riddle 2005; Garton et al. 1997)
The full network method is the most complex
one, because all members of the created network
and all their possible connections are taken into
consideration (Hanneman and Riddle 2005). To
analyze the whole network not only the complete
list of connections between people is created, but
also the links to external environment (Garton
et al. 1997). The biggest advantage of this ap-
proach is that it provides one full and integrated
view on all ties within the network. On the other
hand, it is really hard to create such description,
because it demands resources, and is time con-
suming and sometimes the required information
is not available. Additionally there is always
the possibility that some of the connections will
be missed, especially in a case of an extensive
network with many ties.
An alternative strategy, which is less complex,
is the snowball method (Hanneman and Riddle
2005). Firstly, we define a group of actors (nodes)
who describe their connections to other people.
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Methods of social network analysis. (a) Example of social
network. (b) Full network method. (c) Snow ball method.
(d) Egocentric method
Next the same task, i.e., an identification of all
outgoing connections, is done for the actors that
have been identified in the first step. This recur-
rence is executed until all ties have been defined
or we have decided to stop creating new ties due
to time limits. The biggest shortcoming of this
method is the strong possibility that not all con-
nections and not all actors, particularly isolated
ones, will be identified. Also, if social network
is not connected (i.e., in the undirected represen-
tation of network, it is not possible to reach all
nodes from every single node), then only some
parts of the structure will be analyzed, whereas
other can be neglected. One of the approaches
is to use random walks to obtain representative
group of users.
If there is no need to identify all connections
in the network, the egocentric method can be
used (Hanneman and Riddle 2005). It focuses
on a single individual rather than on groups or
pairs. In the first step, one “ego” is chosen.
The information about this ego connections is
retrieved, together with their target actors and
relationships among them. As a result, a sub-
network is created that helps to understand the
possibilities and constraints of a given individual.
In this approach, we consider the “ego” and their
alter direct connections (Hanneman and Riddle
2005). However, the “ego-only” approach can be
also exploited. In this case, we are not interested
in the connections between the various alters but
we only concentrate on a single ego and their first
level connections (Hanneman and Riddle 2005).
The decision which method to choose should
be made based on the type of analysis to be
performed. If the research interest is to investigate
the global characteristics of network, then full
method is the most appropriate, but if the goal
is to analyze local structure, e.g., local clustering
coefficient, then the egocentric approach will be
better. The characteristics that can be investigated
on the selected network are centrality, prestige,
clustering coefficient, communities detection,
density, modularity, motifs, and others (Wasser-
man and Faust 1994). Specific measures and their
analysis are described in other sections, so please
refer to Cross-References section for more detail.
Drawing Conclusions
The last step that enables to identify the exist-
ing within the particular social network patterns
is to draw the conclusion from the conducted
investigation and answer the research question.
Depending on the goal of the analysis, the results
can be interpreted only in the context of existing
dataset or generalized. In both cases the statistical
significance of the obtained results should be
investigated. The research outcomes can be com-
pared with the characteristics of existing network
models (e.g., random, small-world, or scale-free
networks) in order to better understand the phe-
nomena present in a given network.
The issue that has to be emphasized is that
collecting network data and picking the right
method of analysis is an extremely challenging
task, and it should be done very carefully.
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Retrieval Models
Benno Stein, Tim Gollub, and Maik Anderka
Bauhaus-Universita¨t Weimar, Weimar, Germany
Synonyms
Document indexing; Document model; Document
representation
Glossary
Feature A characteristic property of a docu-
ment. Usually, a document’s terms are used
as features, but virtually every measurable
document property can be chosen, such
as word classes, average sentence lengths,
principal components of term document-
occurrence matrices, or term synonyms
Information Need Specifically here, a lack of
information or knowledge that can be satisfied
by a text document
Query Specifically here, a small set of words
that expresses a user’s information need
Relevance The extent to which a document is
capable to satisfy an information need. Within
probabilistic retrieval models, relevance is
modeled as a binary random variable
Definition
Retrieval models provide the formal means to
address (information) retrieval tasks with the aid
of a computer. A retrieval task is given if an in-
formation need is to be satisfied against an infor-
mation source. More specifically, the information
need is represented as a term query provided by
a user, the information source is given in form
of a text document collection, and the solution of
the retrieval task is a subset of such documents
of the collection, which the user considers as
relevant with respect to the query. Though a
broad range of retrieval tasks can be imagined,
including all kinds of multimedia queries and
multimedia collections (consider, e.g., “query by
humming” or medical image retrieval), the term
“retrieval model” is predominantly used in the
aforementioned narrow sense. Retrieval models
in this sense are based on a linguistic theory and
can be considered as heuristics that operational-
ize the probability ranking principle (Robertson
1997): “Given a query q, the ranking of docu-
ments according to their probabilities of being
relevant to q leads to the optimum retrieval per-
formance.” The principle cannot be applied to all
kinds of retrieval tasks. In comment ranking, for
example, the differential information gain must
be considered.
Retrieval models can be classified according to
the linguistic theory they are based upon. In the
literature a distinction between empirical models,
probabilistic models, and language models is
often made, which is rooted in the query-oriented
understanding of retrieval tasks but which also
has historical reasons.
1. Empirical models, sometimes referred to as
vector space models, focus on the document
representation (Salton and McGill 1983). Both
documents and queries are considered as high-
dimensional vectors in the Euclidean space,
whereas a compatible representation is pre-
sumed: a particular document term or query
term is always associated with the same di-
mension; the term importance is specified by
a weight. Usually, the cosine of the angle
between two such vectors is used to quantify
their similarity. In particular, the concept of
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similarity is put on a level with the concept
of relevance. Empirical models can be distin-
guished with regard to the dimensions that are
considered (the features that are chosen) and
how these dimensions (features) are weighted.
2. Probabilistic models strive for an explicit
modeling of the concept of relevance.
Statistics comes into play in order to estimate
the probability of the event that a document
is relevant for a given information need.
Most probabilistic models employ conditional
probabilities to quantify document relevance
under term occurrence.
3. Language models are based on the idea
of language generation as it is used in
speech recognition systems. A language-based
retrieval model is computed individually for
each document in a collection and is usually
term-based. Given a query q, document
ranking happens according to the generation
probability of q under the language model of
the respective document.
Historical Background
Figure 1 illustrates the historical development
of well-known retrieval models. From each of
the three modeling paradigms (empirical models,
probabilistic models, language models), selected
representatives are characterized in the following
along with the respective publications.
The Boolean retrieval model uses binary term
weights, whereas a query is a Boolean expres-
sion with terms as operands. Drawbacks of the
Boolean model include its simplistic weighting
scheme, its restriction to exact matches, and the
fact that no document ranking is possible. The
Vector Space Model (VSM) and its variants con-
sider documents and queries embedded in the
Euclidean space (see above). The main problem
of these kinds of models is the term weight-
ing. Salton et al. (1975) proposed the tf  idf -
scheme, which combines the term frequency tf
(the number of term occurrences in a document)
with the inverse document frequency idf (the
inverse of the number of documents that contain
this term). The Latent Semantic Indexing (LSI)
model was developed to improve query interpre-
tation and semantic-based matching (Deerwester
et al. 1990). For example, a document d should
match a query even if the user specified valid
synonyms that do not occur literally in d . The LSI
model attempts to achieve such a smart match-
ing effects by projecting documents and queries
into a “semantic space,” which is constructed
by a singular value decomposition of the term-
document matrix. The Explicit Semantic Anal-
ysis (ESA) model was introduced to compute
the semantic relatedness of natural language texts
(Gabrilovich and Markovitch 2007). The model
represents a document d as a high-dimensional
vector whose dimensions quantify the pairwise
similarities between d and the documents of
some reference collection such as Wikipedia.
Potthast et al. (2008) demonstrated how the ESA
principles are applied to develop a very effective
cross-language retrieval approach, the so-called
CL-ESA model.
Under the Binary Independence Model (BIM),
the documents are ranked by decreasing proba-
bility of relevance (Robertson and Sparck-Jones
1976). The model is based on two assumptions
that allow for a practical estimation of the re-
quired probabilities: documents and queries are
represented under a Boolean model, and, the
terms are modeled as occurring independently of
each other. The Best Match (BM) model com-
putes the relevance of a document to a query
based on the frequencies of the query terms
appearing in the document and their inverse doc-
ument frequencies (Robertson and Walker 1994).
Three parameters tune the importance of the
three characteristics document length, document
term frequency, and query term frequency. The
Best Match model belongs to the most effective
retrieval models in the Text Retrieval Conference
(TREC) series.
The Language Modeling approach to
information retrieval was proposed by Ponte
and Croft (1998); the idea is to rank documents
by the generation probabilities for a given query
(see above). The algorithmic core of the model
is a maximum likelihood estimation of the
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Retrieval Models, Fig. 1 Historical development of retrieval models, organized according to three paradigms:
empirical models, probabilistic models, and language models
probability of a query term under a document’s
term distribution. The Latent Dirichlet Allocation
(LDA) model is a sophisticated generative
model in the context of probabilistic topic
modeling. Under this model it is assumed
that documents are composed as a mixture
of latent topics, where each topic is specified
as a probability distribution over words. The
mixture is generated by sampling from a Dirichlet
distribution.
Cross-References
Analysis and Mining of Tags, (Micro)Blogs,
and Virtual Communities
Data Mining
Distance and Similarity Measures
Eigenvalues, Singular Value
Decomposition
Microtext Processing
Mining Trends in the Blogosphere
 Social Web Search
Theory of Probability, Basics and Fundamen-
tals
Theory of Statistics, Basics, and Fundamentals
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RIF: The Rule Interchange Format
Michael Kifer
Department of Computer Science, Stony Brook
University, Stony Brook, NY, USA
Synonyms
Datalog; Logic programming; Production rules;
Rule-based systems
Glossary
Rule A statement that has a premise and a con-
clusion. It states that if the premise is true then
so must be the conclusion
Rule Head An alternative name for the conclu-
sion of a rule
Rule Body An alternative name for the premise
of a rule
Fact An type of a rule that has no premise
Production Rule A type of a rule whose head is
an action, which inserts or deletes information
Horn Rule A type of a rule whose conclusion is
a predicate statement. The body of a Horn rule
has no negated premises
Definition
Rule languages and rule-based systems have
been playing an important role in the information
technology. The applications of rule systems
include expert systems, decision-support,
deductive databases, and business rules. Most
people do not realize that even the ubiquitous
database query language SQL is also rule-based.
Although the basic idea of a rule is simple: it is
just a statement with a premise and a consequent,
there is a remarkable variety of dissimilar,
incompatible rule-based systems and languages.
With the advent of the Web and the push
towards the semantic Web, new opportunities for
rule-based applications have emerged. However,
to realize these opportunities and make effective
use of the Web as a global information system,
standards are needed so that the different applica-
tions and systems could interoperate.
To help this process along, the World Wide
Web Consortium (W3C) created a working
group chartered with the task of designing a
standardized language for exchanging rules
among different and dissimilar rule engines –
The Rule Interchange Format or RIF. After RDF
(Klyne and Carroll 2004) and OWL (Dean and
Schreiber 2004), RIF is the latest installment in
a series of semantic Web standards (to which
SPARQL was also recently added). It is a
suite of documents designed to facilitate rule
exchange among systems, especially among
Web-enabled rule engines – engines that
are aware of such semantic Web standards
as IRIs (Duerst and Suignard 2005), RDF
(Klyne and Carroll 2004), and can import and
process distributed knowledge published as Web
documents. Several key components of RIF have
become W3C recommendations in June 2010.
These documents as well as a number of related
specifications are available on the RIF working
group Web site http://www.w3.org/2005/rules/
wiki/RIF Working Group.
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Overview of RIF
RIF is called an “interchange format” to empha-
size its purpose—facilitation of inter-operation
between the different rule engines, primarily on
the Web. Given the diversity of the different uses
of the rules in the applications, RIF is not trying
to solve the universal interoperation problem,
which is believed to be impossible. Instead, it
provides a family of languages, called dialects,
with rigorously specified syntax and semantics.
The main idea behind rule exchange through
RIF is that the different systems will provide
syntactic mappings from their native languages
to appropriate RIF dialects and back. These map-
pings are required to be semantics-preserving and
thus rule sets and data could be communicated by
one system to another provided that the systems
can talk through a suitable dialect, which they
both support.
The family of RIF dialects was intended to be
extensible and uniform. Extensibility here means
that it should be possible to add new dialects
that various user groups might want to develop.
RIF uniformity means that dialects are expected
to share much of the syntactic and semantic
apparatus.
The current crop of RIF standards is focusing
on two kinds of dialects: logic-based dialects and
dialects for rules with actions. Generally, logic-
based dialects include languages that employ
some kind of a logic, such as the first-order
logic or non-first-order logics underlying the
various logic programming languages (e.g., logic
programming under the well-founded or stable
semantics (Van Gelder et al. 1991; Gelfond and
Lifschitz 1988)). Rules-with-actions dialects
include production rule systems, which are
typically based on the Rete algorithm (Forgy
1982). Currently, only two logical dialects have
reached the status of W3C recommendations: the
Core dialect (RIF-Core) and its extension, the
Basic Logic Dialect (RIF-BLD) (Boley and Kifer
2010a). The Production Rule Dialect (RIF-PRD)
(de Sainte Marie et al. 2010) is currently the only
representative of the rules-with-actions group of
dialects. Other dialects are expected to be defined
by the various user communities.
RIF-BLD is essentially a rule language that is
based on Horn rules with a number of syntactic
additions such as frames, which are modeled
after F-logic (Kifer et al. 1995). RIF-CORE is
a minimal logical dialect that is in the inter-
section of RIF-BLD and the production rules
dialect RIF-PRD. This pair of dialects is gener-
ally viewed as insufficient for many applications
and various extensions based on more advanced
semantic theories, such as the well-founded and
stable semantics (Van Gelder et al. 1991; Gelfond
and Lifschitz 1988)), are expected.
In addition, RIF includes a framework for
logic dialects, RIF-FLD (Boley and Kifer 2010b;
Kifer 2010, 2008), which provides extensive
support and guidelines for the development of
future logic RIF dialects. The anticipated exten-
sions of RIF-BLD are expected to be defined in
this framework.
Every RIF dialect has a well-defined syntax
and semantics. For human consumption and rule-
authoring, the presentation syntax is used. For
rule exchange among different engines, XML-
based syntax is used. The following is an example
of an RIF document that contains a rule and
a fact.
Document(
Base(<http://example.com/people#>)
Prefix(cpt <http://example.
com/concepts#>)
Prefix(prj <http://example.
com/projects#>)
Group (
Forall?Pers1?Pers2?Proj
(cpt:coworker(?Pers1?Pers2)
:-cpt:works(?Pers1?Pers2?Proj)
)
cpt:works(<John> <Mary> prj:RIF)
)
)
This document contains a rule that says that
people working together on a project are co-
workers. The statement below the rule is a fact
that says that Mary and John work together
on a project called RIF. The example relies
on a macrofacility called curi or compact URI
(Birbeck and McCarron 2008). A curi such
as prj:RIF stands for http://example.com/
projects#RIF. That is, prj is expanded into
a URL specified in the appropriate Prefix
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statements in the preamble to the document. The
Base statement applies to constants that have no
prefix, such as <John>, which are thought of
as having the “empty” prefix whose expansion
is given in the Base statement. Thus, <John>
expands into http://example.com/people#John.
Applications
Applications of RIF are expected to range from
question–answering and intelligent planning sys-
tems to decision support and business rules. A
typical scenarios are consumption and exchange
of rules published on the Web in the RIF format.
Such rules could be either imported into one’s
rule language in order to make desired infer-
ences or they can be sent to remote engines for
evaluation.
Cross-References
Description Logics
RDF
Reasoning
 SPARQL
Web Ontology Language (OWL)
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Role Discovery
Chi Wang and Jiawei Han
Department of Computer Science, University of
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Synonyms
Actors, Nodes; Latent relationship, Hidden role;
Role discovery, Relationship mining; Social
status, Social location, Position; Structural
measure, Link mining metric
Glossary
Position The location of an actor or class of
actors in a system of social relationships
Expectation An evaluative standard applied to
an incumbent of a position, such as rights,
duties, norms, and behavior, that a person has
to face and to fulfill
Role A set of expectations that are coupled to the
positions
Positional Sector An element of the relational
specification of a position; specified by the
relationship of a focal position to a single
counter position
Role Theory A perspective in sociology or
social psychology that considers most of
everyday activities to be the acting out of
socially defined categories (e.g., mother,
manager, teacher)
Role Discovery Extracting implicit knowledge
about roles from behavior data in a social
network
Network A graph that assigns some semantics
to the nodes and some kind of interaction to
the links
Ego Network The subgraph that represents all
of the direct relationships between a selected
entity (the ego) and others (the alters)
Definition
One of the useful applications in social networks
is to discover the role of an individual or a set
of entities. It is a data mining problem of un-
covering the hidden social roles from a network
that link people with semantic interactions. Com-
puter scientists have studied the empirical role
discovery problems in scattered context, without
any significant attempt on defining or delimiting
the concept theoretically or hypothetically. We
refer to the literature of sociology (Gross et al.
1966; Lorrain and White 1971; Everett 1985;
Coulson 2010).
A simple definition of social role is a set of
rights, duties, expectations, norms, and behavior
a person has to face and to fulfill. Substantial
debate exists in the field over the meaning of the
“role” in role theory. A role can be defined as a
social position, behavior associated with a social
position, or a typical behavior. Some theorists
have put forward the idea that roles are essentially
expectations about how an individual ought to
behave in a given situation, while others consider
it as means on how individuals actually behave
in a given social position. Others have suggested
that a role is a characteristic behavior or expected
behavior, a part to be played, or a script for
social conduct. Most authors consider the ideas
of social location, expectations, and behavior. For
instance, Gross et al. (1966) defined a role to be a
set of expectations or, in terms of their definition
of expectations, a set of evaluative standards
applied to an incumbent of a particular position.
This definition is dependent on the definition of
position as a location of an actor or class of actors
in a system of social relationships. Position has
two aspects in specification, namely, relational
and situational. In a position-centric model, the
focal position is specified by its relationship to
one or multiple counter positions. For example,
a school superintendent has relationships with
many other positions such as school board mem-
ber, principal, and teacher. Situational specifica-
tion describes the scope of the social system in
which the position to be studied. For example,
the superintendent position can be studied in a
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specific community, in the state of Illinois or in
the United States. It is necessary to specify at
which level one intends to work.
With these backgrounds, we characterize the
role discovery problem in social networks, in a
data mining point of view, as to answer the fol-
lowing two typical questions from investigators:
1. What is the role of X?
2. Who has the role R?
The first type of question asks the role of
one or multiple actors; X can be an individual
or a set of actors. An investigator can specify
several predefined roles and ask for the role
labels of X, such as to label one’s Facebook
friends as relatives, schoolmates, colleagues, or
other friends. One can also ask for finding un-
known roles based on positions with relational
and situational specifications, such as finding the
different organizational roles of every worker in
a company, with the knowledge of the existence
of a social hierarchy specified by the manager-
subordinate relationship. Note that when the role
is not predefined, the expected behavior of each
role needs to be discovered as well as the actors
who have these roles.
The second type of question asks which actors
have a certain role. The answers are often given
in a comparative sense – some actors are more
likely to have a role than others – except when the
evaluative standards are readily defined and com-
putationally easy to measure. Examples of this
kind of question include role discovery at differ-
ent levels, such as finding advisors of researchers,
parents of people, finding leaders of a commu-
nity, finding initiators of discussion topics, and
finding influencers of information diffusion in the
whole network.
Introduction
The concept of role is pivotal in the analysis
of the structures and functions of social systems
and explanation of individual behavior. Unfortu-
nately, the knowledge of people’s roles is often
hidden in the network data. The main goal of role
discovery is to recover such hidden knowledge to
facilitate social network analysis.
Researchers use different specification of roles
in the existent work on role discovery and do
not have a unified theoretical framework for it.
However, we find that most of the work can fit
in our definition. It is beneficial to categorize the
work first according to the nature of the task they
can perform.
Type 1: What is the Role of X. We consider
multiple possible roles, either predefined or
automatically discovered. The goal is to
determine the role label of a target object X,
which can be one actor or a set of actors.
The label of X can be one or multiple roles.
Representative studies are mining the roles of
email communicators (Freeman 1997; Leuski
2004; McCallum et al. 2005; Rowe et al. 2007),
inferring social hierarchy in an organization
(Memon et al. 2008; Maiya and Berger-Wolf
2009), discovering overlapping roles in synthetic
data (Wolfe and Jensen 2004), and mining
different types of relationships in online social
network (Leskovec et al. 2010; Tang et al. 2011;
Wang et al. 2012).
Type 2: Who has the Role R. It focuses on
finding actors with a certain role. The expecta-
tion of the role is however undefined or hard to
evaluate. Representative work includes ranking
hubs and authorities (Page et al. 1999; Kleinberg
1999), mining influential people in viral mar-
keting (Kempe et al. 2003; Chen et al. 2010a);
exploring community-based roles and its appli-
cation in influence maximization (Scripps et al.
2007; Hopcroft et al. 2011), inferring friendship
(Eagle et al. 2009; Crandall et al. 2010), mining
advising roles in author network (Wang et al.
2010), and detecting topic initiators on the Web
(Jin et al. 2010).
Not all of these studies state their problem as
“role discovery.” In fact, most of them do not. But
we include them because they can be regarded
as solving role discovery problems in specific
contexts and different emphases. Some of them
explicitly use the concept role, such as Leuski
(2004), Wolfe and Jensen (2004), and McCallum
et al. (2005). Some do not use the term role but
explicitly specify the role name to detect such
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as “influencers” (Kempe et al. 2003), “initiators”
(Jin et al. 2010), and “key players” (Shaparenko
et al. 2005). Some focus on the social positions
(Freeman 1997; Rowe et al. 2007; Memon et al.
2008; Maiya and Berger-Wolf 2009; Wang et al.
2010), which is a fundamental concept of social
roles. Some have an emphasis on the relationship,
which is a necessary concept of defining social
positions. Diehl et al. (2007), Eagle et al. (2009),
Crandall et al. (2010), Leskovec et al. (2010), and
Tang et al. (2011) belong to this category.
Most of the studies use heuristically defined
role concept, either explicitly or implicitly. Jin
et al. (2011) theoretically studies the axiomatic
role similarity measure based on theory from
sociology (Everett 1985).
Key Points
The role discovery problem asks two types of
questions which have slightly different emphasis:
what is the role of X and who has the role R.
The first emphasizes on differentiating the roles
of different nodes, and the second aims to find the
similar nodes that share certain roles. Both pay
major attention to the accuracy and quality of the
results, whereas the challenge for answering the
second question is sometimes the efficiency.
Historical Background
The concept of role has assumed a key position
in the fields of sociology, social psychology, and
cultural anthropology. Yet, despite its frequent
use and presumed heuristic utility since 1920s
and 1930s, the conceptualization of role is lack
of progress until 1950s. The debate has been on
whether role is a redundant concept in sociology
since then. In Coulson (2010), the criticisms are
summarized. Even without a consensus of the
exact definition of social roles, the operational
problem of role analysis has attracted a lot of
research interests. Recently, with the emergence
of large-scale social network data and analysis,
computer scientists can contribute to the empiri-
cal role discovery problem with new computing
techniques. We have seen such kind of practice
in the past decade. However, when different
computer scientists tackled with the seemingly
distinct tasks in their own context, the same term
role is used in an even more arbitrary way than
sociologists. No one has explicitly defined the
ubiquitous role discovery problem in a generic
social network, nor connected to the role theory
in sociology research community except the very
recent work by Jin et al. (2011) and Henderson
et al. (2012). We attempt to delimit the concept of
role with resort to sociology study and define the
role discovery problem toward the interest and
view of computer scientists. Our definition of
role discovery problem has a clear task-driven
flavor and captures the scattered practice by
computer scientists. More importantly, we can
categorize the existent work within our definition
and identify a broad range of tasks awaiting study.
The role discovery problem we defined here
should be distinguished from the role mining
problem in the database and security community
and the semantic role labeling problem in the
natural language processing community.
Solutions and Methodology
While role discovery can be related to various
traditional data mining tasks and techniques such
as clustering, classification, and ranking, there is
no generic solution to the role discovery problem
we defined in this essay. We describe the diverse
attempt to solving part of this problem, according
to the nature of the methodology: (1) link or con-
tent analysis via probabilistic modeling, (2) social
network analysis with structural measurement,
(3) combinatorial optimization, and (4) machine
learning to classify or rank.
Link or Content Analysis via Probabilistic
Modeling
Probabilistic modeling covers a vast body of
approaches to role discovery. Various models
based on different stochastic assumptions are
proposed for link or content analysis in social
networks. We describe one of them in detail and
review others briefly.
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A stochastic blockmodel is a model for ana-
lyzing link data characterized by block structure.
It can be used to answer the type-1 question by
partitioning nodes of the network into subgroups
called blocks (roles). The basic assumption is
that the distribution of the ties between nodes
is dependent on the blocks to which the nodes
belong (Holland et al. 1983).
Formally, let hB1; : : : ; Bt i be a partition of
the nodes into mutually exclusive and exhaustive
subsets called node blocks. Nodes in the same
nodeblock are stochastically equivalent in the
following sense. Consider a block Br and any
node j in the network. The likelihood of any
given pattern of ties with node j is the same for
all nodes in the block Br . In other words, if i
and i 0 are two nodes (excluding j ) belonging to
node block Br , any probability statement about
the links in the network can be modified by
exchanging the links between i and j and the
links between i 0 and j , without changing its prob-
ability. Stochastic equivalence is a generalization
of the algebraic notion of structural equivalence
(Lorrain and White 1971).
As an example, we show how to model a
network with n nodes and a single relation R
between them. For any two nodes i and j in the
network,
xij D

1 if iRj;
0 otherwise:
We assume the matrix X D .xij /nn is generated
by the following steps:
Step 1. Decide the number of blocks, t . In the
simplest case we can assume the number of
blocks is known. In the actual analysis, the
value of t can be varied to see how it changes
the results and selected with certain model
selection criteria (e.g., BIC).
Step 2. Sample the block-size distribution vec-
tor
 D .1; : : : ; t /
where i > 0;
P
i i D 1. The a priori
probability that a node is in block j is i . 
can be sampled from a Dirichlet distribution
or determined according to expected behavior
of the model. For example, for a 4-block
model where we wish to have approximately
the same number of nodes in each block, we
let t D 4 and i D 1=4; i D 1; 2; 3; 4. Such
assumptions do not force the node blocks to
be equally large but do keep their size similar.
Step 3. Sample the block-membership indicator-
matrix CD.cij /nt , i.e., cijD

1 if i 2 Bj
0 otherwise
with P.cij D 1j; t/ D j . Here we assume
the a priori membership of every node is
independent and identically distributed given
 and t .
Step 4. Sample the density parameters  D
.rs/tt for every pair of blocks Br and Bs .
Based on the stochastic equivalence assump-
tion, we have Prrs.xij D 1/ D rs for any
two nodes i 2 Br and j 2 Bs . rs can be
generated from a beta prior B.˛; ˇ/:
P.rs/ D K˛1rs .1  rs/ˇ1;
where K is a normalizing constant. When ˇ is
large and ˛ is small, the prior is concentrated
on low values of  . This can be used to model
the sparse interaction of a pair of blocks.
When both ˛ and ˇ are small, the prior
is “flat” (i.e., more approaching to uniform
distribution) to model the unspecified pattern.
Step 5. Sample X with a priori blocks and pair-
wise block patterns,
P.xij D 1jC ; / D
Y
1r;st

circjs
rs
Given a matrix X generated from this
Bayesian model, we can use the Bayes’ theorem
to compute the posterior probability distribution
of the block membership of each node:
P.cij D 1jX/; i D 1; : : : ; n; j D 1; : : : ; t:
This nt array of values gives the probability that
each node belongs to each block. If the data fit the
blockmodel, these probabilities should be near 0
or 1. If the posterior probabilities are not near 0
or 1, the blockmodel is not informative, and one
cannot tell which nodes go into which blocks.
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If the blockmodel cannot explain the data, the
posterior probabilities will be near their a priori
values (i.e., 1 through t ).
The parameters of the model can be estimated
with the maximum-likelihood estimation (MLE)
principle or maximum a posteriori (MAP) princi-
ple. The difference of them is MLE only fits the
data, while MAP fits both data and prior on the
parameters. When the amount of data is small,
MAP avoids overfitting. For example, if we want
to estimate the pairwise density parameter , the
MAP estimation has the form
P.jX/ D P./P.X j/
P.X/
/ P./
X
C
P.X jC ; /P.C j; t/
Since there are hidden variables C , the log like-
lihood is not easy to maximize. The MAP can be
solved by Expectation-Maximization (EM) algo-
rithm approximately.
This simple stochastic blockmodel can be gen-
eralized in many ways. First, it can be used
to analyze multiple relations instead of a single
relation, and the paired measurements of each
relation can be nonbinary and multivariate. To
achieve this we need to sample more than one
relation matrix X , from different distributions
rather than Bernoulli. Second, reciprocity can be
modeled for asymmetric relations by sampling
xij and xji together rather than separately and
encode the reciprocity in the joint probability of
them. Third, each node can have multiple roles,
and each observed relation can be associated
with multiple blocks rather than a single block.
This can be modeled by assigning each node a
subset of a set of role labels (Wolfe and Jensen
2004), or a mixed membership of these blocks
(Airoldi et al. 2008). Fourth, the number of roles
can be learned automatically instead of being
predefined or selected by model selection criteria.
For example, we can assume t is infinite, and the
role membership vectors are generated from a hi-
erarchical Dirichlet process in the nonparametric
setting.
We have discussed the stochastic blockmodel
in detail. Now we briefly review other
probabilistic models. All of them answer the
type-1 question “what is the role of X” except the
last one.
– Scalable “Social” Bayesian Network: Gold-
enberg (2007). This model considered person-
event relation instead of direct interaction
between people. A person’s participation in
any event is indicated by a binary variable. For
example, if two people coauthored a paper, the
participation indicator variables for both of
them in this “co-authoring paper” event take 1.
It is assumed the roles of people decide the
dependency structure of these variables. Such
a representation of data casts the problem
of learning interaction networks in terms of
structural learning of probabilistic graphical
models for binary variables. The goal is to
learn the underlying dependencies that trigger
events. In other words, based on known
information about simultaneous participation
of people in observed events, we can construct
a probabilistic generative model that would
describe those events. The advantage of this
representation is that the sparseness of social
network interaction is helpful to efficiently
learn the model. The problem is that the roles
are indirectly modeled and it requires further
interpretation of the structure of the learned
Bayesian network.
– Proximity-Based Interaction Model: Maiya
and Berger-Wolf (2009) proposed a proba-
bilistic generative model for weighted social
networks governed by a latent social hierarchy
among individuals. The goal is to discover the
hierarchy from observed interaction data. The
hierarchy can be regarded as a special social
organization in which each node can find its
position. The fundamental hypothesis of the
interaction generation from the hierarchy is
that for each pair of nodes, there is a probabil-
ity of interaction, and the highest rates of inter-
action are assigned between parents and their
children or between siblings. The interaction
probabilities for all other pairs of nodes either
decay with tree distance or remain constant.
Based on this hypothesis the authors defined
four specific instantiations of the model. The
weight of interaction, which can be explained
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as the frequency of social interactions, is as-
sumed to be generated from a Bernoulli dis-
tribution according to some model of them.
Given a weighted social network, they inferred
both the hierarchy and the model from which
it is generated with the maximum-likelihood
principle.
– Author-Recipient-Topic (ART) Model:
McCallum et al. (2005) argued that network
properties are not enough to discover all the
roles in a social network. As they argued,
the email messages in a corporate network
can have no obvious traffic patterns, and the
role of manager becomes obvious only when
one accounts for the language content of the
email messages. They proposed a directed
graphical model of words in a message
generated given their author and a set of
recipients. Compared to related topic model
latent Dirichlet allocation (LDA) and author-
topic (AT) model, ART considers both the
author and recipients of a message. Each
author-recipient pair has a multinomial topic
distribution. For each word in a message,
a recipient is chosen uniformly from the
observed set of recipients, a topic is chosen
from the topic distribution of this author-
recipient pair, and then the word is generated
from that topic, which is a multinomial
distribution over the vocabulary. From the
observed email messages, we can infer the
topic distribution of each author-recipient
pair, as well as the marginal distribution
conditioned on an author, or a recipient. The
topic distribution can then be used to find out
the relations between senders and receivers,
as well as the roles of each person.
– Time-Dependent Probabilistic Factor
Graph (TPFG): Wang et al. (2010) studied
the case when the role of a person can
change with time. Specifically, it designed
an undirected probabilistic graphical model
to predict the role of a researcher based on
inferred advisor-advisee relationship from the
publication network composed of authors
and papers. The number of coauthored
publications, as well as the publications
of one’s own in each year, is used to
compute a rough estimate of the likelihood
of the advising relationship between two
authors and the advising duration. The role
of a researcher has an important temporal
constraint: one cannot become an advisor
before he graduated. This constraint is
utilized in TPFG via a factor function which
connects the hidden variables representing
each author’s advisor, and they are jointly
predicted throughout the network. The
marginal probability of each variable is
used to rank the potential advisors for each
researcher.
Social Network Analysis with Structural
Measurement
In social network analysis, people have studied
numerous structural metrics. With these metrics,
social positions and roles can be inferred from the
link behavior without referring to content infor-
mation. In this subsection, we introduce several
pieces of work that are most relevant to our role
discovery problem.
– Hierarchy-Based Role: (Rowe et al. 2007)
proposed a social network analysis algorithm
to extract social hierarchy from email flows
within an organization. They used Enron
email dataset which showcased the internal
working of a real corporation over a period
between 1998 and 2002. Without taking
into account the actual contents of the email
messages, they automatically rank the major
officers, group similarly ranked and connected
users in order to accurately reproduce the
organizational structure, and understand
relationship strengths between specific sets of
users. This can be regarded as a role discovery
problem where the role is determined by the
social position in a hierarchy.
The algorithm works in two stages. In the
first stage, each email user is profiled by two
sets of statistics pertaining to the flow of
information, both volumetric and temporal.
With these individual features, users can be
measured against one another for the purpose
of ranking and grouping. In the second stage,
users are ranked by analyzing cliques and other
graph theoretical qualities of the email network.
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All the statistics are normalized and combined to
calculate an overall social score with which the
users are ultimately ranked.
Freeman (1997) also studied the hierarchy in
an organization with a procedure called canonical
analysis of asymmetry. We omit the details here.
Different with above work, Memon et al.
(2008) studied the hidden hierarchy detection
in terrorist networks which are undirected. The
links are not observed communication records but
collected from co-mentioning in news articles.
They defined the problem as a process of
comparing different centrality values of different
nodes to identify which node is more powerful,
influential, or worthy to neutralize than others.
Their analysis was based on centrality measure.
Different centrality measures can be used for
finding the hierarchical view of a network, each
associated with a particular meaning. A review of
key centrality concepts can be found in Freeman
et al. (1988).
– Community-Based Role: Roles can be
studied with the knowledge of community
and community attachment. Community-
based roles provide useful information to
analysts in areas such as anti-terrorism and
law enforcement. In searching for potential
terrorist threats, for example, analysts may
find it useful to identify suspects with certain
roles (mastermind, financier, facilitators,
military commander, etc.). They have different
interaction characteristics with communities.
Scripps et al. (2007) defined the community-
based role of a node according to the num-
ber of communities (community score) and links
incident to it (degree). Ambassadors provide con-
nections to many different communities. Big fish,
named after the clich “big fish in a small pond,”
are very important only within a community.
They have a high degree but a relatively small
community score. Contrasting with them are peo-
ple with a low degree but a high community
score. These are called bridges because they
serve as bridges between a number of commu-
nities. Finally, loners have a low relative degree
and low community score. When the commu-
nity membership is not available, it needs to
be inferred from the network in order to define
the community-based role. Moreover, overlapped
membership must be considered as a natural
requirement to measure the number of communi-
ties linked to each node. When the notion of com-
munity is well aligned with the network topology,
the authors show that the approximations become
quite reliable.
Combinatorial Optimization
In the previous sections, we have considered the
role for an individual node. Now, we consider
mining the roles of a group of nodes. Combina-
torial optimization techniques are used to find a
group of nodes that can holistically play some
important role in the whole network.
– Influence Maximization: Influence maxi-
mization, defined by Kempe et al. (2003), is
the problem of finding a small set of seed
nodes in a social network that maximizes the
spread of influence under certain influence
cascade models. It is the abstraction of word
of mouth or viral marketing: a small company
has a limited budget but wants to select a
small number of initial users in the network to
market and wishes they would influence their
friends’ friends and so on and thus affect a
large population in the social network to adopt
the application. The problem is whom to select
as the initial users so that they eventually
influence the largest number of people in the
network. These users play the role of seeds of
information propagation.
Influence maximization is formulated as a dis-
crete optimization problem. Influence is assumed
to be propagated according to a stochastic cas-
cade model, and the goal is to find k nodes such
that under the influence cascade model, the ex-
pected number of nodes activated by the k seeds
(referred to as influence spread) is the largest
possible. Kempe et al. proved that the optimiza-
tion problem is NP-hard, and Chen et al. (2010a)
proved that computing the influence spread given
a seed set is #P-hard. Kempe et al. (2003) pro-
posed a greedy approximation algorithm guaran-
teeing the influence spread is within 1  1=e  
of the optimal influence spread, where e is the
base of natural logarithm and  depends on the
accuracy of their Monte-Carlo estimate of the
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influence spread given a seed set. This algorithm
is not scalable to large networks, and several stud-
ies have been devoted to address it. ? presented a
state-of-the-art scalable algorithm under the inde-
pendent cascade model, and Chen et al. (2010b)
under the linear threshold model. However, no
algorithm has been able to beat Kempe et al.’s
greedy algorithm in terms of the optimality of the
solution.
– Community Kernel: Hopcroft et al. (2011)
defined and explored community kernel
detection problem. It is similar to Scripps
et al. (2007) in the sense of studying the
dependence of community membership and
role. The difference is that Hopcroft et al.
(2011) distinguished two roles of users in each
community. One role is named community
kernels, such as influential users on Twitter.
The other role is auxiliary communities,
such as the followers of the community
kernels on Twitter. The authors gave the
formal definition of the two types of roles
and cast the problem of finding community
kernels as combinatorial optimization. They
presented two algorithms. First algorithm
GREEDY is based on maximum cardinality
search, which is efficient but does not have
a bounded error. The second one is based on
relaxation of the combinatorial optimization
to continuous optimization. And then a
near-optimal iterative algorithm weight-
balanced algorithm (WeBA) was proposed.
WeBA also has a nice property: easy for
parallelization.
Supervised Learning of Roles
In the previous sections, most of the approaches
are unsupervised. Now we consider supervised
methods with machine learning techniques.
Learning to classify and learning to rank are
deployed, respectively, to answer type-1 and
type-2 questions.
– Learning to Classify: Leuski (2004) studied
the roles from email content collected in
a research group. He tagged the messages
with eight speech acts including plan, request
advice, request meeting, and so on. With the
standard tf-idf feature, a single support vector
machine (SVM) classifier for each speech
act is trained. Each message is predicted
to have one or more speech acts. Then, the
roles of professor, graduate student, secretary,
researcher, and programmer are distinguished
through the speech act patterns in their
incoming and outcoming emails.
Wang et al. (2012) presented a model to learn
the roles when nodes can be positioned in a
hidden hierarchy. As an example of application,
they recovered family trees of Kennedy’s and
Roosevelt’s. The model was similar to the un-
supervised model in Wang et al. (2010), but
allowed to learn feature weights from observed
labels. With that model, local features of object
attributes, interaction patterns, and rules and con-
straints for knowledge propagation can be used to
infer the hierarchical relationships. They summa-
rized the heterogeneous features in eight different
categories.
– Learning to Rank: Diehl et al. (2007)
proposed a different model for relationship
identification. The focus is to find manager-
subordinate relationship using the Enron
email corpus. Therefore, it falls into the
category of type-2 role discovery. It performs
the ranking for all the candidate relationships
in each ego network. The goal of the
learning is to find a scoring function for the
relationships that minimizes the number of
rank violations committed by the scoring
function. For every possible pairing of
relevant and irrelevant relationships in an
ego network, we desire a scoring function
that scores the relevant relationships higher
than the irrelevant relationships. A large-
margin approach is used to learn the scoring
function. Two kinds of features are used in
this work to obtain two different rankers. One
is traffic statistics and the other is message
content. It is found that content-based ranking
outperforms traffic-based ranking overall;
but for some ego networks, content-based
ranking performs worse. It is suggested that
this problem is caused by more complex
relationships (e.g., one performed similar
tasks for different individuals as performed
for the direct manager).
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Key Applications
The rich knowledge of roles can provide in-
teresting semantics of a social network and is
used to improve organizational role and structure
or utilized for economy, security, or education
purposes.
For one example, discovery of roles in
customer social network helps with viral
marketing. Word of mouth or viral marketing
differentiates itself from other marketing
strategies because it is based on trust among
one’s close social circle of families, friends, and
co-workers. People trust the information obtained
from their close social circle far more than the
information obtained from general advertisement
channels such as TV, newspaper, and online
advertisements. Role discovery helps to answer
the question whom to select as the initial users so
that they eventually influence the largest number
of people in the network.
For another example, discovery in roles in
adversary social network helps with counter
terrorism. It is critical for successful identifi-
cation who are the commanders, communicators,
etc. in the terrorist network where the roles are
mostly hidden.
For the third example, finding roles among
researchers helps the community detection in
academia. Within each community, there are
researchers of different roles such as cliquey,
bridge, and periphery. Also, communities can be
discovered more accurately when the existence of
advisor, advisee, coworker, external collaborator,
etc. is taken into consideration.
Future Directions
First, there is no generic solution to the role dis-
covery problem defined in this essay. There is a
great opportunity for one to develop a systematic
solution with some of the described methodology
as basis. Second, theoretical study of notions
in role theory is another promising direction.
For example, role similarity is studied recently
by Jin et al. (2011) with axiomatic principles.
Third, role discovery in heterogeneous network
has been largely unexplored. There is consider-
able room for advancing the technology to tackle
that challenge.
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Role Identification of Social
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Synonyms
Finding social positions; Key users
Glossary
Key Members (Users) Those who contribute to
the success and health of the community
Social Media Set of web-based technologies tar-
geted at forming and enabling a potentially
massive community of participants to produc-
tively collaborate
Categories of Social Media Blogs (e.g.,
Wordpress, Blogcatalog), Friendship Net-
works (e.g., Facebook, MySpace, LinkedIn),
Microblogging (e.g., Twitter), Media Sharing
(e.g., Flickr, YouTube), Social Bookmarking
(e.g., Del.icio.us), Social News (e.g., Digg),
Social Colaboration (e.g., Wikipedia,
Scholarpedia)
Social Networker Person building her/his posi-
tion by creating its own social networks in
a variety of social media (categories) (http://
www.wikihow.com/Be-a-Social-Networker)
Definition
The concept of “social role” has been the
subject of analysis for more than 100 years,
which underlines the importance of the problem.
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The meaning of this term is broad and definitions
largely dependent on the application. Therefore,
it is difficult to give one definition which would
widely be recognized.
Most of the definitions of roles in network
analysis have their origin mainly in sociological
and psychological research, where social roles
are treated as “cultural objects that are recog-
nized, accepted and used to accomplish prag-
matic interaction goals in a community” (Gleave
et al. 2009). Sociological research emphasizes the
importance of relations to others and expectations
for systematic behavior. So roles describe the
intersection of behavioral, meaningful and struc-
tural attributes that emerge regularly in particular
settings and institutions (Wesler et al. 2011).
In role theory, roles are defined as “those
behaviors characteristic of one or more persons
in a context” (Biddle 1986). In turn, in network
analysis: a role is identified as a position that has
a distinct pattern of relations to other positions
(Wasserman and Faust 1994). In social media, a
definition of a role that seems to be most appro-
priate treats it as a set of characteristics (relevant
metrics) that describe behavior of individuals and
their interactions between them within a social
context (Junquero-Trabado and Domingues-Sal
2012).
Introduction
A social network consists of a set of actors and a
set of relationships between them which describe
certain patterns of communication. Most current
networks are huge and difficult to analyze and
visualize. One of the methods frequently used
to analyze social networks is to extract the most
important features, namely to create a certain
abstraction, that is the transformation of a large
network to a much smaller one, so the latter is a
useful summary of the original one, still keeping
the most important characteristics. In the case
of a social network it can be achieved in two
ways. One is to find groups of actors and present
only them and relationships between them.
The other is to find actors who play similar roles
and to construct a smaller network in which the
connection between the actors would be replaced
with connections between the roles.
Work on assigning actors to roles greatly in-
tensified with the advent of the possibility of
collecting vast amounts of data capable of being
then analyzed using methods of social network
analysis. Social media, whose rapid growth can
be observed for several years provide us with new
opportunities to define and use roles.
Classifying actors by the roles they are playing
in the network can help to understand “who
is who.” This classification can be very useful,
because it gives us a comprehensive view of
the network and helps to understand how the
it is organized, and to predict how it could be-
have in the case of certain events (internal or
external).
In the beginning, the analysis of social media
(mainly Usenet – the oldest social media devel-
oped in 1979) indicated a very unbalanced partic-
ipation of users, i.e., most messages were written
by a small percentage of users. It was thought
that the identification of such popular users would
help to understand processes taking place in the
community. Many approaches, therefore, focused
on finding only leaders in the community.
Another group of similar topics is finding
influential users. Referring to the fundamental
article (Keller and Barry 2003) attempts were
made to translate influential users characteristics
(e.g., recognition, generation activity, novelty,
eloquence) described therein into SNA measures.
However, to become important or influential,
the group must have users performing different
roles (more or less important) that will support
such key users and influential users, as well as
cause the group formed around these users to be
more or less stable.
A lot of studies relate to certain social media
and attempt to define their specific roles, so
that a different set of roles is characteristic of
discussion forums, blogosphere, etc. It is based of
the assumption that different communities have
different needs and the roles that support these
needs vary greatly (Nolker and Zhou 2005). In
addition, even for the same social media, different
authors define different roles, different naming
and characteristics.
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Roles are also considered as a tool for simpli-
fying patterns of action, distinguishing between
different types of users and understanding human
behavior.
Since it was noticed that human activity is
determined and restricted by social structures
(such as social context, history of actions, struc-
ture of interactions, attributes people bring to the
interaction) (Gleave et al. 2009), the concept of
“social roles” is being broadened by a combina-
tion of social psychology, social structures and
behaviors.
Thus, a huge network can be defined as the in-
teraction of relatively small sets of roles that exist
in different proportion, making up a diversity of
role ecologies.
Characteristics of Social Media
People use various social media services for dif-
ferent reasons, in different ways, and generally
behave accordingly in each of them. For example,
they use Flickr to display photos with friends;
Twitter to show their status; Facebook to be in
touch with friends, blogs to express their opin-
ions, interests and beliefs; Delicious to bookmark
Web pages, etc. (Agarwal et al. 2012).
Members demonstrate different activity levels,
but generally only a small percentage of them are
active, participating regularly in discussions and
with a very large number of followers, as well
as the number of friends and social connections.
The rest are not very active, which confirms
the power law phenomena (Mathioudakis and
Koudas 2009).
Some people are active only in few social
media sites, while others use most of the sites.
Each social media has a different structure and a
different way to use it. However, it must be noted,
that the vast majority have the structure contain-
ing the link information and content information
(Agarwal et al. 2012) and are built around the
message thread data structure (some messages
are sent as a reply to a particular previous mes-
sage).
By combining information about the roles per-
formed by users on various social networking
sites more extensive (comprehensive) user profile
can be obtained. If the user has a similar behavior
on various social media, their behavior on other
media can predicted, without the need to analyze
them. It can be indicated what types of media will
inspire greater commitment of users and why.
Identification of the same users on different social
networking sites is not easy, and often an as-
sumption that users behave similarly performing
similar roles is used (e.g., in Agarwal et al. (2012)
they discovered that the user who is influential on
one site, has also a tendency to be influential on
the other, using similar style of speaking).
Examples of Roles Performed by
Social Networkers
A lot of the early studies on finding roles dealt
with Usenet discussion groups. After some time,
it turned out that some similar roles can be iden-
tified in other threaded discussion spaces (e.g., in
the majority) where some messages are sent as a
reply to a particular previous message, and in this
way a chain of messages is created (Wesler et al.
2007; Fisher et al. 2006).
Based on a combination of visualization of
authors posting behavior, posting behaviors of
each author’s neighbors and egocentric network
graph, three important roles were identified in
such spaces: “answer person,” “discussion per-
son” and “reply magnet.”
The primary mode of interaction for the “an-
swer person” is to provide useful answers to other
questions asked by members of the group. “Dis-
cussion people” reply to one another about the
topics introduced by the topic started by “reply
magnet.” “Discussion people” are characterized
by frequent reciprocal exchanges with a relatively
high number of other participants. This social
role is the source of most of the discussion con-
tent contributed to long threaded conversations.
“Reply magnet” is responsible for the majority
of messages that initiate long threads. The key
behavior of these individuals is creating new
threads, usually by posting quoted material from
external news sources.
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It was noted that the two roles: “answer
person” and “discussion person” are critical
for many threaded discussion media; their
presence contributes to the fact that given social
media are living: questions are asked, answers
given, there are new topics for discussion.
Thus, these roles have a positive impact on the
community. Unfortunately, negative roles, such
as “spammers” or “flammers” may appear in
community.
Analyzing Usenet from the perspective of
finding important roles for the durability of
community, two types of roles were identified:
“leaders” (spread knowledge and maintain the
cohesiveness of the group) and “motivators”
(keep conversation going) (Nolker and Zhou
2005). Both roles were defined on the basis
of their behavior, conversations and member
relationships. The third role, “chatters,” was
introduced, which refers to those who are
engaged in a single discussion but rarely get
involved in other discussions.
Defining a role only on the basis of an
individual’s behavioral patterns, other roles with
different characteristics were found (Viegas and
Smith 2004): “answer persons (pollinators),”
“debaters,” “spammers” and “conversationalists.”
For example, “pollinators” are characterized by a
high number of days active, mostly responding to
threads started by other authors with one or just
a small number of messages sent to each thread.
In turn, “debaters” with a high number of days
active, mostly respond to threads started by other
authors with large numbers of messages sent to
each thread.
Recently,many studiesconcernTwitter (mainly
due to the easy availability of data and the
possibility of analysis of the network dynamic).
In the literature, many different sets of roles
have been proposed, for example: “mainstream
news source” (spreads information through the
network); “celebrities” (public figures followed by
many persons); “opinion leaders” (spread widely
their opinions and exercise a big influence among
their persons in the network). A negative role
is performed by “social spammers” who use
social network to disseminate malware, or spread
commercial spam messages (Cha et al. 2010;
Junquero-Trabado and Domingues-Sal 2012).An-
othersetofrolesispresentedin(Fazeenetal.2011):
“leaders” (who start tweeting, but do not follow
others,buttheycanhavemanyfollowers);“lurkers”
(generally inactive, but occasionally follow some
tweets); “spammers” (the unwanted tweeters,
also called twammers), and “close associates”
(including friends, family members, relatives,
colleagues, etc.).
In Wesler et al. (2011) and Gleave et al.
(2009), roles in Wikipedia were identified (noting
that Wikipedia differs from discussion spaces in
that the primary activity of the community is the
construction of an artifact): “technical editors”
(correct small errors related to style or formatting
of articles); “vandal fighters” (revert vandalism
and sanction norm violators); “substantive ex-
perts” (improve the quality of the content of the
articles); “social networkers” (support commu-
nity aspects of Wikipedia and contribute little
to the content and form of articles directly).
As can be seen, there is quite a large flexibility
in defining sets of roles.
TheMethodology of Finding Roles
The most general approach to finding roles
consists of two main stages (Wesler et al. 2007;
Junquero-Trabado and Domingues-Sal 2012):
an in-depth understanding of the community in
order to identify roles which may be detected,
and then creation of a role with observed
characteristics and rules that will allow the
classification of individuals into the pre-defined
roles.
Social roles can be conceptualized at several
different levels of abstraction (Gleave et al. 2009;
Wesler et al. 2011). A good starting point is
to first identify roles at the level of meaningful
social action, and descend to a lower level of
abstraction to identify the key behavioral regular-
ities and distinctive positions in social networks.
Then make generalizations to abstract theoretical
categories that will make it possible to tie these
particular roles to general research objectives.
Finding roles should rely on both structural
data and detailed qualitative description of the
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context and meaning of interaction (Gleave et al.
2009). In the past, this approach was very difficult
(only one of these aspects could be taken into
consideration). Now, we have great opportunities
to find significant structural roles and understand
their meaning within the social context.
Social roles are often inherently defined in
relational terms: a role only exists in relation
to others, who are likewise enacting social roles
(Wesler et al. 2007). Therefore, it is necessary
to adopt a macro perspective that combines both
individual behavior and ecology of the entire so-
cial roles (balance and interaction of roles within
a given population Gleave et al. 2009) within a
given social space.
Methods of Finding Social Roles
There are four main approaches to identifying
social roles.
Approach Based on Equivalence Classes
It is the oldest approach to identifying roles
(Wasserman and Faust 1994). It is assumed that
a given person is a representative of a group
of people who are somehow “equivalent”; that
are similar to and different from those of the
other categories. Categories are defined in the
context of the similarity between patterns of re-
lationships among actors. Formally, these cate-
gories are presented using a family of algebraic
equivalence classes on nodes: structural, auto-
morphic and regular and their variants, and with
the use of blockmodels which are produced by
applying these reduction to social networks. The
least restrictive reduction is regular equivalence
and is best suited for the sociological concept
of the role: two nodes are said to be regularly
equivalent if they have the same profile of ties
with members of other sets of actors that are
also regularly equivalent (Hannemann and Riddle
2005; Lerner 2005). Regular equivalence can be
treated as clustering actors, according to their
social positions (Brynielsson et al. 2012).
There are many algorithms for finding
regular equivalence. All are based on searching
the neighbourhood of actors to find actors
of other types. As long as they have similar
“types” of actors at similar distances in their
k-neighbourhoods, they are regularly equivalent.
Approach Based on the Identification of
the Core/Periphery Structure
This approach is based on extracting certain areas
of varying activities and assigning roles to users
based on membership of a particular area.
The concept of the core and the periphery was
first introduced in Borgatti and Everett (1999).
In the directed graph two classes of nodes can
be distinguished: belonging to a coherent sub-
graph (the core), in which nodes are connected
to each other in some maximal way, and loosely
connected nodes (the periphery). The core should
have a lot of links with the periphery, and should
be connected with the core members much more
than with the periphery. In turn, the periphery
should indicate mainly nodes in the core, and
those in the periphery, but only to a small extent.
A core/periphery model was used in the
analysis of dynamics of community (Yahoo!)
(Backstrom et al. 2008). The concept of the core
was redefined by introducing a definition of the
k-core. Members belonging to the k-core must
have an appropriate activity (e.g., replied to and
been replied by minimum number of distinct
users) during a specified time period. People who
do not belong to the k-core are “light” users. Due
to the time they are part of, the users can further
be classified as “long-core” and “short-core.” It
was noticed, for example, that it is more likely
that the users will be long-core, if they belong
to a smaller number of groups (probably because
they can then focus on those groups, at the level
necessary to become long-term users). Moreover,
it was noticed that the core is approximately the
same size regardless of the size of the group. The
relatively simple model was proposed, which did
not take into account the quality of written posts
by Yahoo! users (they might as well be spam).
In the case of blogosphere, work on the
extracting structure similar to the core/periphery
has gone in the direction of discovery A-List
blogs, defined as “those that are most widely
read, cited in the mass media, and receive
the most inbound links from other blogs”
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(Obradovic and Baumann 2009). Blogs from
A-List are strongly connected with one another,
but poorly with the rest of blogosphere, which is
a decisive majority (long tail). Blogs from A-list
are often linked to from the long tail, often link to
each other and rarely link to the long tail. To find
blogs from the A-list, the modified definition of
the k-core as connected components that contain
only nodes of a minimum degree of k was used.
Analyzing the dynamics of social media
(Flickr, Yahoo!) it was noted (Kumar et al.
2006) that the structure of the periphery is not
homogenous and can be distinguished in the
“singletons” (nodes not linked to any other
network nodes) and “middle region” (isolated
groups who interact with one another, but not
with the network as such). These isolated groups
are in fact influential individualities that act as
“stars” combined with a varying number of
other users who, in turn, have very few other
connections. An analysis of network dynamics
shows that such “stars” may be included in the
core, or disappear as soon as they lose interest in
the group.
Approach Based on the Analysis of Basic
SNA Measures
This approach takes into consideration the funda-
mental features of users’ structural position such
as their number of neighbors and relies on vari-
ous centrality measures, i.e., local (within social
communities) or global (for the entire network)
structural features (Newman and Girvan 2004;
Zygmunt et al. 2012).
There are three traditional roles based on node
network structure: “hubs,” “brokers” (“gatekeep-
ers”) and “bridges” (“pustakers”) (Nolker and
Zhou 2005; Denning 2004). “Hub” is a person
who links to many others; “broker” is the only
connection between communities; “bridge” links
several communities. Such roles can be found
by analyzing the basic SNA centrality measures,
such as degree centrality (the number of con-
versations that a user is engaged in or the num-
ber of users that a user has conversed with);
betweenness centrality (the number of pairs of
other members who can converse with each other
directly through a user with shortest distance);
closeness centrality (average conversation dis-
tance between a user and all the others in the
community). In Goldenberg et al. (2009) “hub”
was defined as “people with both in- and out-
degrees that are larger than three standard devi-
ations above the mean.” The presence of such
roles in the community promotes the spread of
innovations such as: innovations are most likely
to spread if “hubs” adopt and recommend them;
“brokers” and “bridges” play important roles in
spreading the idea to new groups.
An analysis of the basic measures of SNA
has been used in several studies to define social
roles of “starters” and “followers” on discussion
forums and in blogosphere (Hansen et al. 2010;
Mathioudakis and Koudas 2009; Sun and Ng
2012). “Starters” receive messages mostly from
people who are well-connected to each other,
and therefore can be identified by low in-degree,
high out-degree and high clustering coefficient
in the graph. The distinction between the roles
is obtained by combining the difference between
the number of in-links and out-links of their
blogs.
In a similar way an “answer person” was iden-
tified on discussion forums (Fisher et al. 2006),
noting that it is a person who responds to many
other people, but rarely to those who provide
answers to the questions raised by the com-
munity. So it should have high out-degree and
low in-degree. For each author one-degree and
two-degree egocentric social networks were con-
structed through patterns of reply. These net-
works were then grouped (e.g., on the basis of
collective in-degree and out-degree, degree dis-
tribution coefficient across groups), and for each
distribution of the out-degree of each actor’s out-
neighbors were calculated.
Wesler et al. (2007) observed that social roles
can be described using patterned characteristics
of communication between network members,
which is called “structural signatures.” It was
hypothesized that it is possible to recognize the
roles that people play by measuring behavioral
and structural signature of their participation.
The goal is to identify general structural features
that are associated with a particular role. Ego-
centric network and visualization was used to
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identify structural attributes associated with the
role. Thus, for example, “answer persons” are
mainly connected with users with low degree,
their local networks tend to have small propor-
tions of three cycles (i.e., their neighbors are not
neighbors of each other, they seldom send multi-
ple messages to the same recipient (few intense
ties), they tend to reply to discussion threads
initiated by others, and generally contribute one
or two messages per thread. Ego network for an
“answer person” is similar to a star and differs
from ego network persons performing other two
roles (Gleave et al. 2009).
In Nolker and Zhou (2005), to define roles
a combination of SNA measures with behavior-
based measures from the information retrieval
(term frequency and inverse document frequency:
TF * IDF) was used. TF*IDF indicates the weight
of conversation relationships between members.
It was observed that betweenness plays an impor-
tant role in predicting the relationship potential
that a member has with other members. In turn,
high in-closeness indicates a member who pro-
vides consistency and high out-closeness – a
member who spreads knowledge.
Approach Based on Clustering Feature
Vectors
In this approach, each person in the network is
represented by a vector of some of the features
that represents its behavior and relationships with
the other members of the community. These fea-
tures can be for example: the number of peoples
the user knows, the number of people that know
the user, the number of reciprocal relationships
of the user, the number of messages that the
user receives, and the number of documents that
depict the user etc.
Such vectors can then be clustered so that
people with similar characteristics are placed in
one group (Maia et al. 2008; Junquero-Trabado
and Domingues-Sal 2012; Pal and Counts 2011).
Mostly well known in statistics and data min-
ing, k-means algorithm was used. The cluster is
described with the use of relevant metrics that
are important for a given role. Thus, each role
can have a different number of relevant metrics.
On Twitter, for example, the role of “celebrities”
means the most followed and mentioned persons,
most connected but generally not the most in-
fluential, so the relevant metrics for this role are
shown in the number of followers and the number
of documents depicting a given person. In turn,
the role of “information propagators” is mainly
a source of information, so the relevant metrics
are expressed in the number of followers, aver-
age and maximum information propagation, the
number of publications, the number of words in
tweets that exist in dictionary. It is the user, who
on the basis of the results of the clustering can
create a set of roles, therefore, such an approach
can be regarded as most universal and one of
the few independent of the particular application
(Junquero-Trabado and Domingues-Sal 2012).
Key Applications
• Marketing, opinion diffusion, advertising:
finding people that will ensure that informa-
tion about new product will come down to the
largest number of other people and will cause,
for example, an increase in sales.
• Recommendation systems: individuals, who
share the same social role might be expected
to share the same taste.
• Political campaign: which roles are necessary
to ensure the success of campaign.
• Detecting important members of criminal or
terrorist groups.
Future Directions
• Searching for new roles, creating a uniform
formal model describing the community, tak-
ing into account the roles and interactions
between them.
• Searching roles in several heterogeneous net-
works, trying to find roles for a user in multi-
ple, heterogeneous networks.
• Developing recommendations for the struc-
ture of the system of roles (roles ecologies)
(qualitative and quantitative) for the effective
functioning of communities.
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Role-Playing
Gaming and Virtual Worlds
Roll Call Prediction
Legislative Prediction with Political and Social
Network Analysis
Routine Discovery
Extracting Individual and Group Behavior from
Mobility Data
Ruby on Rails
Server-Side Scripting Languages
Rule-Based Systems
RIF: The Rule Interchange Format
