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Abstract
We describe linear maps from a C∗-algebra onto another one preserving different spectral quantities such
as the minimum modulus, the surjectivity modulus, and the reduced minimum modulus.
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1. Introduction
In the last few decades, there has been a considerable interest in the so-called linear preserver
problems which concern the characterization of linear or additive maps on matrix algebras or
operator algebras or more generally on Banach algebras that leave invariant a certain function,
a certain subset, or a certain relation; see for instance the survey papers [8,13,21,22,29] and the
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problem initiated by Kaplansky’s discussion in [20] that asks whether a spectrum-preserving
linear map from a semisimple unital Banach algebra A onto another one B is a Jordan isomor-
phism. This problem remains far from being solved even when A and B are C∗-algebras but
it has a positive solution when B is commutative or when A and B are either von Neumann
algebras or Banach algebras with big socles; see for instance [1,2,6,7,10–12,17,19,23,32,34].
Recently, Mbekhta described unital surjective linear maps on the algebra L(H) of all bounded
linear operators on an infinite dimensional complex Hilbert space H preserving several spectral
quantities such as the minimum, the surjectivity and the reduced minimum moduli. In [26], he
proved that a unital surjective linear map from L(H) onto itself preserves either the minimum
modulus or the surjectivity modulus if and only if it is a self-adjoint automorphism. While in [25],
he showed that a unital surjective linear map on L(H) preserves the reduced minimum modu-
lus precisely when it is either a self-adjoint automorphism or a self-adjoint anti-automorphism.
These results have been extended by the first two authors to the setting of surjective linear maps
between C∗-algebras of real rank zero preserving different spectral quantities; see [4,5].
For the nonunital case, Mbekhta closed his paper [25] with the following natural conjecture.
Conjecture. (See [25].) A surjective linear map Φ : L(H) → L(H) preserves the reduced min-
imum modulus if and only if there are unitary operators U,V ∈ L(H) such that ϕ takes either
the form ϕ(T ) = UT V (T ∈ L(H)) or ϕ(T ) = UT trV (T ∈ L(H)).
In this paper, we unify and extend all the results from [4,5,25,26] by a characterization of
(not necessarily unital) surjective linear maps between C∗-algebras A and B preserving the min-
imum, the surjectivity, the maximum, and the reduced minimum moduli. We do not impose any
condition on the C∗-algebras A and B, and also consider the nonsurjective case. One of the most
important steps in the proofs of our results is to show that the maps we are dealing with preserve
the invertibility in both directions. Thus, the obtained results not only provide a positive answer
to Mbekhta’s conjecture but are also considered as a positive answer to a version of Kaplansky’s
problem.
The contents of this paper are as follows. In Section 2, we gather some basic definitions and
preliminary properties of different spectral quantities which are needed for the proofs of our
main results stated in Section 3. In Section 4, we collect some auxiliary lemmas which are the
main ingredients for the proofs, presented in Sections 5 and 6, of our results. The last section is
devoted to some consequences of the obtained results.
2. Preliminaries
Throughout this paper, the term Banach algebra means a unital complex associative Banach
algebra, with unit 1, and a C∗-algebra means a unital (complex associative) C∗-algebra. Let A
be a Banach algebra, and Inv(A) be the group of all invertible elements of A. For an element
a in A, let σ(a), ∂σ (a) and r(a) denote the spectrum, the boundary of the spectrum and the
spectral radius of a, respectively.
2.1. Notation
Let A and B be Banach algebras. A linear map Φ : A → B is called unital if Φ(1) = 1, and
it is said to be a Jordan homomorphism if Φ(a2) = Φ(a)2 for all a ∈ A. Equivalently, the map
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b in A. It is called a Jordan isomorphism provided that it is a bijective Jordan homomorphism.
Clearly, every homomorphism and every anti-homomorphism is a Jordan homomorphism. It is
well known that if Φ : A → B is a Jordan homomorphism, then
Φ(aba) = Φ(a)Φ(b)Φ(a) (2.1)
for all a, b ∈ A. Moreover, if Φ is a Jordan isomorphism, then Φ strongly preserves invertibility,
that is
Φ
(
a−1
)= Φ(a)−1 (2.2)
for every invertible element a in A. We finally recall that if A and B are C∗-algebras, then
the map Φ is said to be self-adjoint provided that Φ(a∗) = Φ(a)∗ for all a ∈ A, and it is called
positive if Φ(a) is positive for every positive element a ∈ A. Self-adjoint Jordan homomorphisms
are called Jordan ∗-homomorphisms.
2.2. Minimum, surjectivity and maximum moduli in Banach algebras
Let X be a complex Banach space, and let L(X) be the algebra of all bounded linear operators
on X. The minimum modulus of an operator T ∈ L(X) is defined by m(T ) := inf{‖T x‖: x ∈ X,
‖x‖ = 1}, and the surjectivity modulus of T is defined by q(T ) := sup{ε  0: εBX ⊆ T (BX)},
where as usual BX denotes the closed unit ball of X. Note that m(T ) > 0 if and only if T
is injective and has closed range, and that q(T ) > 0 if and only if T is surjective. Moreover,
m(T ) = inf{‖T S‖: S ∈ L(X), ‖S‖ = 1} and q(T ) = inf{‖ST ‖: S ∈ L(X), ‖S‖ = 1}; see [28,
Theorem II.9.11]. It is also well known that, if X = H is a Hilbert space and T ∈ L(H) is a
bounded linear operator on H , then m(T ) = inf{λ: λ ∈ σ(|T |)} and q(T ) = inf{λ: λ ∈ σ(|T ∗|)},
where T ∗ is the adjoint of T and |T | := (T ∗T )1/2 is the absolute value of T . Thus, m(T ) =
q(T ∗), and m(T ) > 0 (resp. q(T ) > 0) if and only if T is left invertible (resp. right invertible).
We now translate these definitions and properties to the setting of Banach algebras. Let A
be a Banach algebra, and let a be an element of A. The minimum modulus and the surjectivity
modulus of a are defined respectively by
m(a) := m(La) = inf
{‖ax‖: x ∈ A, ‖x‖ = 1},
and
q(a) := m(Ra) = inf
{‖xa‖: x ∈ A, ‖x‖ = 1},
where La and Ra are the left and right multiplication operators by a. The maximum modulus of
a is defined by
M(a) := max{m(a),q(a)}.
Obviously, m(a) = 0 (respectively q(a) = 0) if and only if a is a left (respectively right) topo-
logical divisor of zero. Also M(a) = 0 if and only if a is a topological divisor of zero.
The following lemmas summarize some elementary properties of the quantities defined above.
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(i) If a ∈ A is an invertible element, then
M(a) = m(a) = q(a) = ∥∥a−1∥∥−1.
(ii) For every a, b ∈ A,
m(a)m(b)m(ab) ‖a‖m(b) and q(a)q(b) q(ab) q(a)‖b‖. (2.3)
(iii) For every a, b ∈ A,
∣∣m(a) − m(b)∣∣ ‖a − b‖ and ∣∣q(a) − q(b)∣∣ ‖a − b‖. (2.4)
Proof. See [28, Section II.9], and [30, Section I.5]. 
Lemma 2.2. If A is a C∗-algebra, then the following assertions hold.
(i) For every a ∈ A, m(a) = inf{λ: λ ∈ σ(|a|)} and q(a) = inf{λ: λ ∈ σ(|a∗|)}, where |a| :=
(a∗a)1/2 is the absolute value of a.
(ii) For every a ∈ A, m(a) = q(a∗).
(iii) For every a ∈ A, m(a) > 0 (respectively q(a) > 0) if and only if a is left (respectively right)
invertible.
(iv) If u and v are unitary elements in A, then m(a) = m(uav), q(a) = q(uav), and M(a) =
M(uav) for all a ∈ A.
Proof. Since any C∗-algebra can be considered as an algebra of operators on a Hilbert space,
we have m(a) = inf{λ: λ ∈ σ(|a|)} and q(a) = inf{λ: λ ∈ σ(|a∗|)} for all a ∈ A, and the first
statement is established.
The second and the third statements are immediate consequences of the first one, and the last
affirmation follows straightforwardly. 
Notice that for an element a in a Banach algebra A, the approximate point spectrum, σap(.),
the surjective spectrum, σs(.), and their intersection, σap,s(.), given by
σap(a) :=
{
λ ∈ C: m(a − λ) = 0}, (2.5)
σs(a) :=
{
λ ∈ C: q(a − λ) = 0}, (2.6)
σap,s(a) :=
{
λ ∈ C: M(a − λ) = 0} (2.7)
are closed subsets of σ(a) containing ∂σ (a).
2.3. Von Neumann regularity in Banach algebras
Let A be a Banach algebra. An element a ∈ A is called (von Neumann) regular if it has a
generalized inverse, that is, if there exists b ∈ A that satisfies a = aba and b = bab. Obviously,
if a is regular, then so are the left and right multiplication operators by a, and thus their ranges
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A such that a = aba, then a is regular and b′ = bab is a generalized inverse of a. This shows,
in particular, that the generalized inverse of a regular element a is not unique. In fact, if a = aba
and b = bab, then for every x ∈ A, the element y = b + x − baxab also satisfies a = aya and
thus yay is a generalized inverse of a. Finally, note that if a has a generalized inverse b, then
p = ab and q = ba are idempotents in A satisfying aA = pA and Aa = Aq .
Recall that the reduced minimum modulus of an operator T ∈ L(X) is given by γ (T ) =
inf{‖T (x)‖: dist(x,Ker(T )) 1} if T = 0 and γ (T ) = ∞ if T = 0. It is positive precisely when
T has closed range; see for instance [28, II.10]. The reduced minimum modulus (or the conorm)
of an element a in a Banach algebra A, is defined as the reduced minimum modulus of the left
multiplication operator by a,
γ (a) := γ (La) =
{
inf{‖ax‖: dist(x,Ker(La)) 1} if a = 0,
∞ if a = 0.
If b is a generalized inverse of a, with a = 0, then
‖b‖−1  γ (a) ‖ba‖‖ab‖‖b‖−1; (2.8)
see [14, Theorem 2]. Regular elements in C∗-algebras are studied by Harte and Mbekhta in
[14,15]. They proved that if A is C∗-algebra, then a ∈ A is regular if and only if aA is closed,
equivalently γ (a) > 0, and that
γ (a)2 = γ (a∗a)= inf{λ: λ ∈ σ (a∗a) \ {0}}= γ (a∗)2. (2.9)
Furthermore, they showed that if a is a regular element, then
γ (a) = ∥∥a†∥∥−1, (2.10)
where a† is the Moore–Penrose inverse of a, that is, the unique element b ∈ A for which a = aba,
b = bab and the associated idempotents ab and ba are self-adjoint; see [15, Theorem 2].
For an element a in a Banach algebra A, denote by reg(a) the regular set of a, that is, the set
of all λ ∈ C such that there exist a neighborhood Uλ of λ and an analytic function b : Uλ → A
such that b(μ) is a generalized inverse of a − μ for any μ ∈ Uλ. The generalized spectrum (also
called Saphar spectrum) of a is given by σg(a) := C \ reg(a), and the Kato spectrum of a is
defined as
σK(a) :=
{
λ ∈ C: lim
μ→λ γ (a − μ) = 0
}
. (2.11)
The following properties of the generalized spectrum and the Kato spectrum are well known (see
[28, Sections 12, 13], and [24,27]):
(1) 0 /∈ σg(a) if and only if a is regular and Ker(La) ⊆⋂n1 anA.
(2) 0 /∈ σK(a) if and only if aA is closed and Ker(La) ⊆⋂n1 anA.
(3) ∂σ (a) ⊆ σK(a) ⊆ σg(a) ⊆ σ(a).
(4) If A is a C∗-algebra, then σg(a∗) = σg(a), and σg(a) = σK(a) for all a ∈ A.
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In the sequel let c(.) stand for any of the spectral quantities m(.), q(.), M(.) and γ (.), and let
σc(.) denote the spectra described in term of the spectral quantity c(.) by (2.5), (2.6), (2.7) and
(2.11), respectively. A linear map Φ : A → B between two Banach algebras A and B is said to
preserve the spectral quantity c(.) if c(Φ(a)) = c(a) for all a ∈ A. The description of such maps
is the main object of this paper.
Assume that H is an infinite dimensional complex Hilbert space, and let T tr denote the trans-
pose of all operators T ∈ L(H) with respect to an arbitrary but a fixed orthonormal basis in H .
Mbekhta’s results, mentioned in the introduction, assert that every unital surjective linear map
Φ : L(H) → L(H) which preserves the spectral quantity c(.) is an isometry. It is worth recalling
that a surjective linear isometry Φ on L(H) is either
Φ(T ) = UT V (T ∈ L(H)), or Φ(T ) = UT trV (T ∈ L(H)),
for some unitary operators U,V ∈ L(H). More generally, Kadison, in his celebrated paper [18],
proved that a surjective linear map between two C∗-algebras A and B is an isometry if and only
if it is a Jordan ∗-isomorphism multiplied by a unitary element in B. Thus, Mbekhta’s conjecture
can be rephrased by saying that a surjective linear map on L(H) preserves the reduced minimum
modulus if and only if it is an isometry.
Based on the Mbekhta’s results and conjecture, the following arises in a natural way.
Conjecture. Let A and B be two C∗-algebras, and let Φ be a linear map from A onto B. If Φ
preserves the spectral quantity c(.), then Φ is an isometry.
The main results of this paper lead to a positive solution to this conjecture. Furthermore, we
describe nonsurjective unital linear maps that preserve the spectral quantity c(.).
Theorem 3.1. Let A and B be C∗-algebras. If Φ : A → B is a unital linear map such that
c(x) = c(Φ(x)) for all x ∈ A, then Φ is an isometric Jordan ∗-homomorphism.
It should be noted that not every unital isometric Jordan ∗-homomorphism preserves the
minimum or surjectivity moduli. For example, the linear map Φ : T 
→ T tr on L(H), for an
infinite dimensional complex Hilbert space H , is an isometric Jordan ∗-isomorphism and pre-
serves neither the minimum modulus nor the surjectivity modulus. But of course, this map
preserves both the maximum and the reduced minimum moduli. On the other hand, the same map
preserves all these spectral quantities when H is finite dimensional. In fact, given a unital ∗-anti-
homomorphism Φ : A → B between C∗-algebras A and B, we always have m(Φ(x)) = q(x)
and σ(x∗x) = σ(Φ(x)Φ(x)∗) for all x ∈ A, and Φ preserves both the maximum and the re-
duced minimum moduli. Moreover, if for either A or B every left invertible element is invertible,
then Φ preserves the minimum and the surjectivity moduli as well.
Note also that a unital isometric self-adjoint map between C∗-algebras can extend spectra and
preserve spectral radius but it needs not be a Jordan homomorphism. As an example one can take
the map from the algebra L∞(T) of all bounded measurable functions on the unit circle T into
L(H 2(T)) that takes each function φ to the Toeplitz operator Tφ with symbol φ. Here, H 2(T)
denotes the classical Hardy space on T.
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impose the surjectivity condition on Φ . However, if Φ is surjective then the fact that Φ is unital
is not needed, as is shown by our next result which also generalizes the main results of [25,26]
and answers positively the above conjecture.
Theorem 3.2. Let A be a semisimple Banach algebra and let B be a C∗-algebra. If Φ : A → B
is a surjective linear map for which c(x) = c(Φ(x)) for all x ∈ A, then A (for its norm and some
involution) is a C∗-algebra, and Φ is an isometric Jordan ∗-isomorphism multiplied by a unitary
element of B.
Before closing this section, we shall make a couple of comments. Assume that A and B are
two C∗-algebras, and that Φ is a Jordan ∗-isomorphism ϕ multiplied on the left by a unitary
element u of B. The map Φ can be written as a Jordan ∗-isomorphism multiplied on the right by
a unitary element of B. Indeed, we have
Φ(.) = uϕ(.) = (uϕ(.)u∗)u,
and uϕ(.)u∗ is a Jordan ∗-isomorphism.
In Theorem 3.2, the role of A or B being a C∗-algebra is symmetrical since, from Lemma 4.2,
a surjective linear map Φ : A → B between Banach algebras is bijective provided it preserves
the spectral quantity c(.).
4. Technical lemmas
In this section, we assemble some auxiliary lemmas which will be needed for the proofs of
Theorems 3.1 and 3.2. The first one, which is the key tool for our main results, characterizes
hermitian elements in a Banach algebra in terms of the minimum, surjectivity, maximum and
reduced minimum moduli. Before stating this lemma, it will be convenient to introduce some
definition and notation.
Recall that an element h of a Banach algebra A is called hermitian if it has real numerical
range, that is, if f (h) ∈ R, for all f in the Banach dual space of A with f (1) = 1 = ‖f ‖. We
shall denote by H(A) the closed real subspace of A of all hermitian elements of A. It is well
known that an element in a C∗-algebra is hermitian if and only if it is self-adjoint. By the Vidav–
Palmer theorem, a unital Banach algebra A is a C∗-algebra if and only if it is generated by its
hermitian elements, that is, if A = H(A) + iH(A). In this case, the involution is given by
(h + ik)∗ := h − ik (h, k ∈ H(A)); (4.12)
see [3, §5, §6].
Lemma 4.1. Let a be an element of a Banach algebra A. The following assertions are equivalent.
(i) a is hermitian.
(ii) ‖1 + ita‖ = 1 + ◦(t) as t → 0.
(iii) c(1 + ita) = 1 + ◦(t) as t → 0.
(iv) c(1 + ita) 1 + ◦(t) as t → 0.
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tion (ii) ⇒ (iii) is obvious since c(1 + ita) = ‖(1 + ita)−1‖−1 for sufficiently small t . While the
implication (iii) ⇒ (iv) is obviously trivial.
Now, assume that c(1 + ita) 1 + 
(t) with 
(t) = ◦(t) as t → 0. We always have
1 + ◦(t) = 1 + 
(t) c(1 + ita) ‖1 + ita‖. (4.13)
On the other hand, for sufficiently small t , we have
1 + 
(t) c(1 + ita) = ∥∥(1 + ita)−1∥∥−1. (4.14)
So,
∥∥(1 + ita)−1∥∥ 1 + δ(t) (δ(t) = ◦(t), as t → 0). (4.15)
Since 1 − ita = (1 + ita)−1(1 + t2a2), we get
∥∥1 − ita∥∥ (1 + δ(t))(1 + t2‖a‖2)= 1 + η(t) (η(t) = ◦(t), as t → 0). (4.16)
Replacing t by −t , we get
‖1 + ita‖ 1 + η(−t) = 1 + ◦(t), as t → 0. (4.17)
It follows from (4.13) and (4.17) that ‖1 + ita‖ = 1 + ◦(t), as t → 0, and so a is hermitian; as
desired. 
The next lemma shows in particular that linear maps between Banach algebras (not necessarily
semisimple) which preserve the spectral quantity c(.) are always injective. Its proof is simple and
relies on Lemma 4.1.
Lemma 4.2. Assume that d(.) denotes also any of the spectral quantities m(.), q(.), M(.) or
γ (.), and let A and B be two Banach algebras. If Φ is a linear map from A into B for which
1 c(Φ(1)) and c(Φ(x)) d(x) for all x ∈ A, then Φ is injective.
Proof. Assume that Φ(a0) = 0 for some a0 ∈ A, and let us prove that a0 = 0. For every α ∈ C,
we have 1 c(Φ(1)) = c(Φ(1 + αa0)) d(1 + αa0). Thus,
1 d(1 + ita0) and 1 d(1 − ta0)
for all t ∈ R. By Lemma 4.1, we see that both a0 and ia0 are hermitian. This shows that a0 = 0,
and implies that Φ is injective; as desired. 
The last lemma is an immediate consequence of [33, Corollary 1.4]. We give here an alter-
native elementary proof which avoids certain background from the theory of non-associative
algebras.
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bras A and B is an isometry.
Proof. The unital injective Jordan ∗-homomorphism Φ can be decomposed into a sum of a
∗-homomorphism and ∗-anti-homomorphism acting to the universal enveloping von Neumann
algebra B of B. More precisely, there is a central projection e ∈ B such that the map x 
→ eΦ(x)
is a ∗-homomorphism and x 
→ (1 − e)Φ(x) is a ∗-anti-homomorphism. Replacing the original
multiplication in B by x ∗ y := 12 (exy + (1 − e)yx) (x, y ∈ B), the map Φ becomes a unital
injective ∗-homomorphism of C∗-algebras and hence it is an isometry. 
5. Proof of Theorem 3.1
Theorem 3.1 is an immediate consequence of the following more general result together with
Lemma 4.2.
Theorem 5.1. Assume that d(.) denotes also any of the spectral quantities m(.), q(.), M(.) or
γ (.). Let A and B be two C∗-algebras and let Φ : A → B be a unital linear map such that
c(x) d(Φ(x)) for all x ∈ A. Then Φ is a Jordan ∗-homomorphism. Moreover, if Φ is injective,
then Φ is isometric.
Proof. In view of Lemma 4.3, we only need to establish the first part of the theorem.
For every self-adjoint element a ∈ A, we have
1 + ◦(t) c(1 + ita) d(Φ(1 + ita))= d(1 + itΦ(a)), as t → 0,
and Lemma 4.1 implies that Φ(a) is also self-adjoint. Therefore, given a ∈ A, and h, k ∈ H(A)
such that a = h + ik, we get
Φ
(
a∗
)= Φ(h − ik) = Φ(h) − iΦ(k) = (Φ(h) + iΦ(k))∗ = Φ(h + ik)∗ = Φ(a)∗.
This implies that Φ is a self-adjoint map. Moreover, as
∂σ
(
Φ(x)
)⊆ σd(Φ(x))⊆ σc(x) ⊆ σ(x)
for all x ∈ A, and positive elements are self-adjoint elements with nonnegative spectrum, it is
clear that Φ is positive. Hence, ‖Φ‖ = 1 by [31, Corollary 1].
Now, let a be a self-adjoint element in A and t sufficiently small such that the unitary element
u = eita ∈ A has spectrum strictly contained in the unit circle T. We have
∂σ
(
Φ(u)
)⊆ σd(Φ(u))⊆ σc(u) = σ(u)  T,
and the interior, int(σ (Φ(u))), of σ(Φ(u)) is a subset of the open unit disc D. In fact, it is
closed and open in D since int(σ (Φ(u))) = σ(Φ(u)) ∩ D, and thus either int(σ (Φ(u))) = ∅
or int(σ (Φ(u))) = D. The second possibility cannot occur since ∂σ (Φ(u))  T, and Φ(u) is
invertible. Moreover,
∥∥Φ(u)∥∥ ‖u‖ = 1,
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∥∥Φ(u)−1∥∥= d(Φ(u))−1  c(u)−1 = ‖u‖−1 = 1,
which shows that Φ(u) is unitary. Since Φ(u) = 1 + itΦ(a) − 12 t2Φ(a2) + · · · and Φ(u)∗ =
Φ(u∗) = 1 − itΦ(a) − 12 t2Φ(a2) + · · · , we have
1 = Φ(u)Φ(u)∗ = Φ(u)Φ(u∗)
=
(
1 + itΦ(a) − 1
2
t2Φ
(
a2
)+ · · ·
)(
1 − itΦ(a) − 1
2
t2Φ
(
a2
)+ · · ·
)
whence
∥∥t2(Φ(a)2 − Φ(a2))∥∥= ◦(t2).
We deduce that Φ(a)2 = Φ(a2), and hence Φ is a Jordan homomorphism. This completes the
proof. 
Note that the assumption of injectivity of Φ in Theorem 5.1 is necessary. Consider a unital
∗-homomorphism Φ : A → B between C∗-algebras A and B and note that
σ
(
Φ(x)∗Φ(x)
)= σ (Φ(x∗x))⊂ σ (x∗x)
for all x ∈ A. From this, we infer that c(x) c(Φ(x)) for all x ∈ A.
6. Proof of Theorem 3.2
Roughly speaking, Theorem 3.2 asserts that a surjective linear map Φ between two C∗-al-
gebras A and B preserving the spectral quantity c(.) is an isometric Jordan ∗-isomorphism
multiplied by a unitary element via Φ(1). An important step of the proof of this theorem is
to show that Φ(1) is invertible. Of course, the one-sided invertibility of Φ(1) is obvious when
c(.) represents either m(.) or q(.) or M(.). But this fact is not obviously seen when c(.) coincides
with γ (.), and therefore some extra efforts are needed to establish it. So, it is more convenient to
split Theorem 3.2 into two results, and prove them separately.
The first one deals with the case when c(.) represents either m(.) or q(.) or M(.), and says
little bit more than what has been stated in Theorem 3.2.
Theorem 6.1. Assume that d(.) denotes also any of the spectral quantities m(.), q(.), or M(.).
Let A be a semisimple Banach algebra and let B be a C∗-algebra. If Φ : A → B is a surjective
linear map for which d(Φ(1)) 1 and c(x) d(Φ(x)) for all x ∈ A, then A (for its norm and
some involution) is a C∗-algebra, and Φ is an isometric Jordan ∗-isomorphism multiplied by a
unitary element of B.
Proof. We first assume that d(.) = m(.), and let us prove that b := Φ(1) is invertible. We have
1m(Φ(1)) = m(b) c(1) = 1, and m(b) = 1. Thus, the ideal bB is closed and b is not a left
divisor of zero. To see that b is invertible, it suffices to show that b is not a right divisor of zero.
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such that y = Φ(x). For every α ∈ C, we have
c(1 + αx)2 m(Φ(1) + αΦ(x))2 = m(b + αy)2
= m((b + y)∗(b + y))
= m(b∗b + |α|2y∗y)
 1 − |α|2‖y‖2.
The last inequality holds because the spectral function m(.) is contractive; see (2.4). Now, we
have
c(1 + itx) (1 − t2‖y‖2)1/2 and c(1 − tx) (1 − t2‖y‖2)1/2
for all t ∈ R. By Lemma 4.1, we see that both x and ix are hermitian. This shows that x = 0, and
implies that y = Φ(x) = 0 as well. Thus b = Φ(1) is invertible; as desired.
Now, consider the unital linear map ϕ : A → B defined by
ϕ(x) := b−1Φ(x)
for all x ∈ A, and note that both Φ and ϕ are bijective; see Lemma 4.2. We have ‖b−1‖−1 =
m(b) = 1, and
m
(
ϕ(x)
)

∥∥b−1∥∥m(Φ(x))= m(Φ(x)) c(x) (6.18)
for all x ∈ A; see (2.3). Equivalently,
m(y) c
(
ϕ−1(y)
) (6.19)
for all y ∈ B. Thus,
c
(
1 + itϕ−1(y))= c(ϕ−1(1 + ity))m(1 + ity)
for all y ∈ B and t ∈ C. It follows from Lemma 4.1 that ϕ−1(y) ∈ H(A) whenever y ∈ H(B).
As B is a C∗-algebra and ϕ−1(H(B)) ⊆ H(A), we have A = H(A) + iH(A). By the Vidav–
Palmer theorem, A is a C∗-algebra for its norm and the involution given by (4.12). In view of
Theorem 5.1 and (6.19), we see that ϕ is an isometric Jordan ∗-isomorphism.
In order to conclude the proof, we need to see that b is unitary. For every x ∈ Inv(A), we
have Φ(x)−1 = ϕ(x−1)b−1. Moreover, it follows from (6.18) that ‖Φ(x)−1‖ = ‖x−1‖ for all
x ∈ Inv(A). Since ϕ is an isometry, it follows that
∥∥ϕ(x−1)b−1∥∥= ∥∥Φ(x)−1∥∥= ∥∥x−1∥∥= ∥∥ϕ(x−1)∥∥
for all x ∈ Inv(A). Thus, ‖yb−1‖ = ‖y‖ for all y ∈ Inv(B), and consequently b is unitary.
With little bit effort, the proof runs in a similar way if the spectral quantity d(.) represents
either q(.) or M(.). 
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reduced minimum modulus.
Theorem 6.2. Let A be a semisimple Banach algebra and let B be a C∗-algebra. If Φ : A → B
is a surjective linear map preserving the reduced minimum modulus, then A (for its norm and
some involution) is a C∗-algebra, and Φ is an isometric Jordan ∗-isomorphism multiplied by a
unitary element of B.
Proof. We only need to prove that b := Φ(1) is invertible as the rest of the proof goes in the
same lines as the one of Theorem 6.1. We first show that b is right invertible. Note that, since
γ (b) = γ (Φ(1)) = γ (1) = 1, the element b is regular in B and the ideals bB, Bb are both closed.
Let x ∈ A and y ∈ B such that y = Φ(x) and b∗y = 0 = y∗b. For every α ∈ C, we have
γ (1 + αx)2 = γ (Φ(1) + αΦ(x))2 = γ (b + αy)2
= γ (b∗b + |α|2y∗y),
and
lim|α|→0γ
(
b∗b + |α|2y∗y)= lim|α|→0γ (1 + αx)2 = lim|α|→0
∥∥(1 + αx)−1∥∥−2 = 1 = γ (b∗b).
By [15, Theorem 6], we see that lim|α|→0 ‖(b∗b+|α|2y∗y)† −(b∗b)†‖ = 0. Thus, for sufficiently
small α ∈ C, we have
∥∥(b∗b + |α|2y∗y)†(b∗b + |α|2y∗y)− (b∗b)†(b∗b)∥∥< 1,
and
∣∣γ (b∗b + |α|2y∗y)− 1∣∣= ∣∣γ (b∗b + |α|2y∗y)− γ (b∗b)∣∣ |α|2‖y‖2;
see [15, Theorem 5(5.2)]. In particular, for sufficiently small α ∈ C, we have
γ (1 + αx)2 = γ (b∗b + |α|2y∗y) 1 − |α|2‖y‖2.
We therefore have
γ (1 + itx) (1 − t2‖y‖2)1/2 and γ (1 − tx) (1 − t2‖y‖2)1/2
for all sufficiently small t ∈ R. By Lemma 4.1, we see that both x and ix are hermitian. This
shows that x = 0, and implies that y = Φ(x) = 0 as well. Thus b = Φ(1) is right invertible.
Similar arguments show that b is left invertible as well, and consequently b is an invertible
element of B; as desired. 
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In this section, we exemplify our main results in the case of surjective linear maps on L(H),
for an infinite dimensional complex Hilbert space H , preserving the spectral quantity c(.). We
begin with the following result which in particular solves Mbekhta’s conjecture.
Theorem 7.1. Assume that H is a Hilbert space. A linear map Φ from L(H) onto itself preserves
the reduced minimum modulus if and only if there are two unitary operators U and V such that
either Φ(T ) = UT V (T ∈ L(H)), or Φ(T ) = UT trV (T ∈ L(H)).
Proof. Obviously, the “if part” always holds. While, the “only if part” is a direct consequence of
Theorem 6.2. 
Using results about invertibility preserving linear maps on L(H), more can be obtained.
Theorem 7.2. Assume that H is a Hilbert space. For a linear map Φ from L(H) onto itself, the
following statements are equivalent.
(i) There are α,β > 0 such that βγ (T ) γ (Φ(T )) αγ (T ) for all T ∈ L(H).
(ii) There are two invertible operators A and B such that either Φ(T ) = ATB (T ∈ L(H)), or
Φ(T ) = AT trB (T ∈ L(H)).
Proof. It is easy to verify that the implication (ii) ⇒ (i) always holds.
Assume that there are α,β > 0 such that
βγ (T ) γ
(
Φ(T )
)
 αγ (T ) (7.20)
for all T ∈ L(H), and let us prove that Φ preserves invertibility in both directions. To do that,
let us first show that T0 := Φ(1) is one-sided invertible. Note that, since γ (T0)  β > 0, the
operator T0 has a closed range. To see that T0 is one-sided invertible, it suffices to show that
either Ker(T0) or Ker(T ∗0 ) is trivial. Assume for the way of contradiction that both Ker(T0) and
Ker(T ∗0 ) are nontrivial, and pick two unit vectors x ∈ Ker(T0) and y ∈ Ker(T ∗0 ). Let 
 > 0, and
note that x is orthogonal to Ker(T0 + 
y ⊗ x), where y ⊗ x is the rank one operator defined by
z 
→ 〈z, x〉y. We therefore have γ (T0 + 
y ⊗ x) ‖(T0 + 
y ⊗ x)x‖ = 
. Since Φ is surjective,
there is R ∈ L(H) such that Φ(R) = y ⊗ x. For sufficiently small 
, we have 1+ 
R is invertible
and
β
∥∥(1 + 
R)−1∥∥−1 = βγ (1 + 
R) γ (Φ(1 + 
R))= γ (T0 + 
y ⊗ x) 
.
Since the left side of the inequality tends to β as 
 goes to 0, we get a contradiction. This shows
that T0 = Φ(1) is semi-invertible; as desired.
Now, we are ready to show that T0 is invertible. Assume without loss of generality that T0
is left invertible, and let R0 be a left inverse of T0. We consider the unital linear map ϕ defined
by ϕ(T ) := R0Φ(T ) (T ∈ L(H)), and note that m(ϕ(T )) ‖R0‖m(Φ(T )) ‖R0‖γ (Φ(T ))
α‖R0‖γ (T ) for all T ∈ L(H). We therefore have σg(T ) ⊆ σap(ϕ(T )) for all T ∈ L(H), and thus
A. Bourhim et al. / Journal of Functional Analysis 258 (2010) 50–66 63r(T ) r(ϕ(T )) for all T ∈ L(H). From this, it follows that ϕ is injective. Indeed, let R ∈ L(H)
be an operator such that ϕ(R) = 0, and pick T ∈ L(H). For every λ ∈ C, we have
r(λR + T ) r(ϕ(λR + T ))= r(ϕ(T )).
As λ 
→ r(λR +T ) is a subharmonic function on C, Liouville’s theorem implies that r(R +T ) =
r(T ). Because T is an arbitrary operator in L(H), the spectral characterization of the radical,
together with the semisimplicity of L(H) imply that R = 0, and hence ϕ is injective. Thus Φ is
injective as well and is, in fact, a bijective map. Let S ∈ L(H) such that Φ(S) = 1 − T0R0, and
note that
ϕ(S) = R0Φ(S) = R0(1 − T0R0) = 0.
It follows that S = 0, and Φ(S) = Φ(0) = 1 − T0R0 = 0 which shows that T0 is right invertible.
Therefore, T0 is invertible; as desired.
Note that, since Φ is a bijective map and its inverse Φ−1 satisfies the analogous inequalities
to (7.20), we only need to show that Φ preserves the invertibility in one direction. Let T ∈ L(H)
be an invertible operator and let us show that Φ(T ) is invertible as well. Consider the linear
surjective map Ψ on L(H) defined by
Ψ (S) := Φ(T S) (S ∈ L(H)),
and note that
β
∥∥T −1∥∥−1γ (S) γ (Ψ (S)) α‖T ‖γ (S) (S ∈ L(H)).
By what has been shown above, it follows that Ψ (1) = Φ(T ) is invertible.
Finally, apply the main result of either [7] or [17] to get the desired forms of Φ . This estab-
lishes the implication (i) ⇒ (ii), and completes the proof. 
We also have the following result.
Theorem 7.3. Assume that d(.) represents either m(.) or q(.), and that H is an infinite dimen-
sional Hilbert space. For a linear map Φ from L(H) onto itself, the following statements are
equivalent.
(i) 1 d(T0) for some T0 ∈ Φ−1({1}), and d(T ) d(Φ(T )) for all T ∈ L(H).
(ii) 1 d(Φ(1)), and d(Φ(T )) d(T ) for all T ∈ L(H).
(iii) d(Φ(T )) = d(T ) for all T ∈ L(H).
(iv) There are two unitary operators U and V such that Φ(T ) = UT V (T ∈ L(H)).
Proof. In view of Theorem 6.1, we always have (ii) ⇔ (iii) ⇔ (iv). Of course, the implication
(iv) ⇒ (i) is always there.
Now, assume that 1 d(T0) for some T0 ∈ Φ−1({1}), and d(T ) d(Φ(T )) for all T ∈ L(H),
and suppose for instance that d(.) represents m(.). We have m(T0) = 1 > 0, and T0 has a left
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Ψ (T ) := Φ(T T0)
(
T ∈ L(H)).
We have
m
(
Ψ (T )
)= m(Φ(T T0))m(T T0)m(T )m(T0) = m(T )
for all T ∈ L(H). By Theorem 5.1, Ψ is a Jordan ∗-homomorphism of L(H), and the
well-known theorem of Herstein [16] tells us that Ψ is either a ∗-homomorphism or a ∗-
anti-homomorphism. In particular, Ker(Ψ ) is a closed two-sided ideal of L(H) and either
Ker(Ψ ) = {0} or Ker(Ψ ) contains all finite rank operators; see [9]. The last possibility cannot
occur since otherwise L(H)/Ker(Ψ ) will be mapped onto L(H) by either an isomorphism or
anti-isomorphism. This is a contradiction since L(H) has a big socle while L(H)/Ker(Ψ ) has a
trivial one. Thus, Ψ is either a ∗-automorphism or a ∗-anti-automorphism.
Now, it is easy to see that the injectivity of Φ follows from the injectivity of Ψ . Indeed, let
S0 ∈ L(H) such that Φ(S0) = 0 and let us show that S0 = 0. We have 0 = Φ(S0) = Ψ (S0R0),
and S0R0 = 0. Thus S0 = S0R0T0 = 0, and Φ is injective. In fact, it is bijective and its inverse
satisfies
m
(
Φ−1(1)
)= m(T0) = 1 and m(Φ−1(T ))m(T )
for all T ∈ L(H). Therefore, Theorem 6.1 applied to Φ−1 shows that there are two unitary
operators U and V such that either Φ(T ) = UT V (T ∈ L(H)), or Φ(T ) = UT trV (T ∈ L(H)).
It is easy to show that the second possibility cannot occur since the map t 
→ UT trV maps left
invertible operators into right invertible ones. 
Remark 7.4. Let S ∈ L(H) be a noninvertible isometry on H , and consider the surjective linear
maps defined on L(H) by
Φ : T 
→ T S and Ψ : T 
→ S∗T .
Of course, these maps do not have the form given in Theorem 7.3(iv) and are not even injective.
As m(T )  m(Φ(T )) and q(T )  q(Ψ (T )) for all T ∈ L(H), we see that the condition “1 
d(T0) for some T0 ∈ Φ−1({1})” in the first statement of Theorem 7.3 is necessary. Also note that,
since q(Φ(T )) q(T ) and m(Ψ (T ))m(T ) for all T ∈ L(H), the condition “1 d(Φ(1))” in
the second statement of Theorem 7.3 is necessary as well.
Similar proof to the one of Theorem 7.3 yields the following result. The details are omitted.
Theorem 7.5. Assume that H is a Hilbert space. For a linear map Φ from L(H) onto itself, the
following statements are equivalent.
(i) 1M(T0) for some T0 ∈ Φ−1({1}), and M(T )M(Φ(T )) for all T ∈ L(H).
(ii) 1M(Φ(1)), and M(Φ(T ))M(T ) for all T ∈ L(H).
(iii) M(Φ(T )) = M(T ) for all T ∈ L(H).
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Φ(T ) = UT trV (T ∈ L(H)).
Remark 7.6. Similar results to Theorem 7.2 can be obtained when replacing γ (.) by either m(.)
or q(.) or M(.). Also essential versions of the above results in the line of [4,5] can be stated.
References
[1] B. Aupetit, Spectrum-preserving linear map between Banach algebra or Jordan–Banach algebra, J. London Math.
Soc. 62 (2000) 917–924.
[2] B. Aupetit, H.T. Mouton, Spectrum preserving linear mappings in Banach algebras, Studia Math. 109 (1) (1994)
91–100.
[3] F.F. Bonsall, J. Duncan, Numerical Ranges of Operators on Normed Spaces and of Elements of Normed Algebras,
London Math. Soc. Lecture Note Ser., vol. 2, Cambridge University Press, London, New York, 1971.
[4] A. Bourhim, M. Burgos, Linear maps preserving the minimum modulus, Oper. Matrices, in press.
[5] A. Bourhim, M. Burgos, Linear maps preserving regularity in C∗-algebras, Illinois J. Math., in press.
[6] M. Brešar, A. Fošner, P. Šemrl, A note on invertibility preservers on Banach algebras, Proc. Amer. Math. Soc. 131
(2003) 3833–3837.
[7] M. Brešar, P. Šemrl, Linear maps preserving the spectral radius, J. Funct. Anal. 142 (2) (1996) 360–368.
[8] M. Brešar, P. Šemrl, Linear preservers on B(X), Banach Center Publ. 38 (1997) 49–58.
[9] J.W. Calkin, Two-sided ideals and congruences in the ring of bounded operators in Hilbert space, Ann. Math. 42 (4)
(1941) 839–873.
[10] M.D. Choi, D. Hadwin, E. Nordgren, H. Radjavi, P. Rosenthal, On positive linear maps preserving invertibility,
J. Funct. Anal. 59 (3) (1984) 462–469.
[11] J. Dieudonné, Sur une généralisation du groupe orthogonal a quatre variables, Arch. Math. 1 (1949) 282–287.
[12] A. Gleason, A characterization of maximal ideals, J. Anal. Math. 19 (1967) 171–172.
[13] A. Guterman, C.K. Li, P. Šemrl, Some general techniques on linear preserver problems, Linear Algebra Appl. 315
(2000) 61–81.
[14] R. Harte, M. Mbekhta, On generalized inverses in C∗-algebras, Studia Math. 103 (1992) 71–77.
[15] R. Harte, M. Mbekhta, Generalized inverses in C∗-algebras, II, Studia Math. 106 (1993) 129–138.
[16] I.N. Herstein, Jordan homomorphisms, Trans. Amer. Math. Soc. 81 (1956) 331–341.
[17] A. Jafarian, A.R. Sourour, Spectrum preserving linear maps, J. Funct. Anal. 66 (1986) 255–261.
[18] R.V. Kadison, Isometries of operator algebras, Ann. Math. 54 (1951) 325–338.
[19] J.P. Kahane, W. ˙Zelazko, A characterization of maximal ideals in commutative Banach algebras, Studia Math. 29
(1968) 339–343.
[20] I. Kaplansky, Algebraic and Analytic Aspect of Operator Algebras, American Mathematical Society, Providence,
RI, 1970.
[21] C.K. Li, S. Pierce, Linear preserver problems, Amer. Math. Monthly 108 (2001) 591–605.
[22] C.K. Li, N.K. Tsing, Linear preserver problems: A brief introduction and some special techniques, Linear Algebra
Appl. 162–164 (1992) 217–235.
[23] M. Marcus, R. Purves, Linear transformations on algebras of matrices: The invariance of the elementary symmetric
functions, Canad. J. Math. 11 (1959) 383–396.
[24] M. Mbekhta, Généralisation de la décomposition de Kato aux opérateurs paranormaux et spectraux, Glasg. Math.
J. 29 (1987) 129–175.
[25] M. Mbekhta, Linear maps preserving the generalized spectrum, Extracta Math. 22 (2007) 45–54.
[26] M. Mbekhta, Linear maps preserving the minimum and surjectivity moduli of operators, preprint.
[27] M. Mbekhta, A. Ouahab, Opérateur s-régulier dans un espace de Banach et théorie spectrale, Acta Sci. Math.
(Szeged) 59 (1994) 525–543.
[28] V. Müller, Spectral Theory of Linear Operators and Spectral Systems in Banach Algebras, Oper. Theory Adv. Appl.,
vol. 139, Birkhäuser Verlag, Basel, 2003.
[29] S. Pierce, et al., A survey of linear preserver problems, Linear Multilinear Algebra 33 (1992) 1–129.
[30] C.E. Rickart, General Theory of Banach Algebras, Kreiger, New York, 1974.
[31] B. Russo, H.A. Dye, A note on unitary operators in C∗-algebras, Duke Math. J. 33 (1966) 413–416.
66 A. Bourhim et al. / Journal of Functional Analysis 258 (2010) 50–66[32] A.R. Sourour, Invertibility preserving linear maps on L(X), Trans. Amer. Math. Soc. 348 (1) (1996) 13–30.
[33] J.D.M. Wright, Jordan C∗-algebras, Michigan Math. J. 24 (3) (1977) 291–302.
[34] W. ˙Zelazko, Characterization of multiplicative linear functionals in complex Banach algebras, Studia Math. 30
(1968) 83–85.
