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The evaporation of a droplet by non-uniform heating is numerically investigated in order to understand the
mechanism of the fuel-vapor jet eruption observed in the flame spread of a droplet array under microgravity
condition. The phenomenon was believed to be mainly responsible for the enhanced flame spread rate through
a droplet cloud at microgravity conditions. A modified Eulerian-Lagrangian method with a local phase change
model is utilized to describe the interfacial dynamics between liquid droplet and surrounding air. It is found
that the localized heating creates a temperature gradient along the droplet surface, induces the corresponding
surface tension gradient, and thus develops an inner flow circulation commonly referred to as the Marangoni
convection. Furthermore, the effect also produces a strong shear flow around the droplet surface, thereby
pushing the fuel vapor toward the wake region of the droplet to form a vapor jet eruption. A parametric study
clearly demonstrated that at realistic droplet combustion conditions the Marangoni effect is indeed responsible
for the observed phenomena, in contrast to the results based on constant surface tension approximation.
Nomenclature
cp specific heat
g gravitational acceleration vector
hfg latent heat of the droplet
k thermal conductivity
ṁf mass evaporation rate









l, g liqud, gas
f interface between liquid and gas
I. Introduction
U
NDERSTANDING the flame spread through liquid fuel droplets is essential for high efficiency and low emission
engines operating on spray combustion, such as diesel engines and gas turbines. To gain fundamental insights,
combustion of a single droplet has been extensively studied.1, 2 In particular, droplet combustion at microgravity condi-
tion has been actively studied in favor of the spherical symmetry for simpler analysis and interpretation.3, 4 In practical
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systems, however, flames are spread through a spray cloud, and the physical process is much more complicated due
to interactions between burning and unburned droplets that make the direct application of the single droplet analysis
invalid.
As a baseline study of spray combustion, flame spreads along droplet arrays has been studied by Reichenbach et al,5
in which a correlation between the flame propagation times for various droplet sizes and spacings with the immersion
depth. Brzustowski et al.6 measured flame transfer time of hydrocarbon droplets in free-fall experiments, and showed
that ignition delay of the droplet is much longer than flame spread over a droplet, resulting in non-uniform velocity
of flame propagation. It is known that, at normal gravity conditions, the flame spread rate decreases monotonically
with pressure and ceases to propagate beyond a certain pressure.7 Under microgravity conditions, however, Kobayashi
et al.8 showed a nonmonotonic response in that the flame spread rate reaches a minimum value at about half the
critical pressure, increases to a maximum value at above critical pressure, and then decreases again. The fuel vapor jet
from the evaporating droplet was observed by back-lit images, which contributed to increasing the flame spread rate
around the critical pressure by enhancing heat and mass transfer to the unburned droplet. A similar jet-like flow was
also observed in the flame spread over electrical wire.9 It was conjectured8 that the Marangoni effect induced by the
temperature-dependent surface tension may be responsible for the fuel vapor jet eruption behavior, but it has not been
clearly demonstrated or confirmed as of today.
Considering the difficulties in experimental measurements of detailed internal motion within the droplet, high
fidelity computational model is suggested to investigate the physical mechanism of the unusual observations. This
requires multiphase interfacial dynamics model considering detailed surface tension and phase change characteristics.
To ensure the fidelity of the simulation, the interface location is must be tracked accurately, since the surface tension
computation is directly related to the accuracy of interface geometry. Among many existing computational methods,10
an Eulerian-Lagrangian method (e.g., immersed boundary method) is selected in the present study in favor of its ex-
plicit representation and tracking of moving interface surface.11 The surface tension force on a discretized interface
can be evaluated by direct curvature computation using surface fitting. However, interpolation-based curvature com-
putation is numerically sensitive to data smoothing, and does not enforce the surface tension conservation of a droplet.
The computation of line integral form using normal and tangent vector of the interface element is much easier, and
maintains conservation without expensive curvature computation.12
For the phase change simulation, the amount of mass transfer must be computed accurately, and accurate deter-
mination of the latent heat is essential in obtaining correct interfacial condition. Juric and Tryggvason13 treated the
latent heat as a source term of energy equation implicitly using a Newton iteration technique with the mass transfer
rate treated as an unknown quantity. The method was simplified by Shin and Juric14 with explicit mass transfer com-
putation while maintaining the diffused latent heat source term. Although this approach offers a simple solution, the
accuracy tends to degrade at higher phase change rate. Alternatively, Son et al.15 solved the boiling bubbles prob-
lem using the level set method by assuming the temperature inside the bubble to be constant without the latent heat
source term. The homogeneous temperature assumption was commonly accepted for its simplicity, and was adopted
in the volume-of-fluids (VOF) method by Welch and Wilson.16 Morgan17 suggested another approach by a linear
correction of the temperature within one cell on each side of the interface. Unfortunately, all of these approaches are
not applicable to the present study in which consideration of the nonuniform temperature within the liquid phase is
essential.
The present study attempts to develop an appropriate physical model to predict the fuel vapor jet from evaporating
droplet. An Eulerian-Lagrangian method11, 18 is implemented for the interfacial dynamics including surface tension
along droplet surface and evaporation phenomena. The numerical algorithm utilizes the stationary Eulerian grids to
describe the flow field, and moving Lagrangian surface meshes to treat the phase boundaries. Temperature-dependent
surface tension model and the new local phase change model are employed. It is found that the level of temperature
gradient encountered in the experimental conditions is indeed sufficient to produce a significant effect of the Marangoni
convection and strong shear flow around the droplet, thereby leading the fuel vapor jet eruption. The finding was further
confirmed by comparing the simulation results with a constant surface tension assumption.
II. Numerical Method
The phenomena of interest are essentially multi-dimensional and unsteady, and thus a typical 1-D quasi-steady
droplet evaporation models are not adequate. In the present study, a marker-based 3-D Eulerian-Lagrangian method18
is implemented with a new local phase change model to perform the multiphase interfacial computations of an evapo-
rating droplet heated by a localized energy source.
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Figure 1: Illustration of the present Eulerian-Lagrangian methods. (a) Interface representation using moving (La-
grangian) meshes on the stationary (Eulerian) Cartesian grids. (b) Flowchart for the solution procedure. Both contin-
uous interface method (CIM) with continuous forcing in a smeared interface zone and sharp interface method (SIM)
with discrete forcing at a zero-thickness interface can be implemented. In the present research, CIM is implemented
in general, and SIM is applied on the local phase change region.
A. Multiphase modeling: Eulerian-Lagrangian method
The multiphase flow including interfacial dynamics between liquid droplet and surrounding gas is simulated by the
Eulerian-Lagrangian method18 in favor of its accurate interface representation and explicit tracking. Accurate interface
geometry is very important since it determines the accuracy of surface tension computation.
The conservation equations for mass, momentum, and energy are written in Eqs. (1)–(3), which account for the
interfacial dynamics as source terms in the governing equations; surface tension effects of fluid interfaces as a mo-
mentum forcing term Ff ; and the latent heat effects across fluid interfaces as a energy source term Qf .
∂ρ
∂t
+∇ · (ρu) = 0 (1)
∂(ρu)
∂t
+∇ · (ρuu) = −∇p+∇ · μ(∇u+∇Tu) + Ff + ρg (2)
∂(ρcpT )
∂t
+∇ · (ρcpTu) = ∇ · (k∇T ) +Qf (3)
In general, there exist discontinuities across interface between different phases. Equations (4)–(6) shows these
phase boundary conditions accounting for discontinuities in mass and heat transfer due to phase change, and pressure
and viscous stress jump in the normal direction of interface.
ṁf = ρ1(uf − u1) · n = ρ2(uf − u2) · n (4)
(p2 − p1)− n · (τ2 − τ1) · n = σκ (5)
(q1 − q2) · n = ṁfhfg (6)
In the present Eulerian-Lagrangian method, the governing equations of bulk flow variables are solved on the
stationary (Eulerian) background grid with interfacial boundary conditions. The interfaces between different phases,
liquid and gas in this study, are represented and tracked by moving (Lagrangian) surface meshes, which are established
by line-segments in two-dimensional and triangles in three-dimensional domain. The Lagrangian meshes move freely
on the Eulerian grid by the velocities at its location determined by:
∂xf
∂t
= uf (xf ) = Vfluid movement +Vphase change (7)
The overall illustration of the present Eulerian-Lagrangian method and computational process is shown in figure 1.
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B. Interfacial dynamics: continuous interface method (CIM)
In the present study, the interfacial dynamics with discontinuity and surface tension between gas and liquid is modeled
by the continuous interface method, where the material properties across interface are smoothed out by an approximate
Dirac-delta function (δh)
19 within 4 cell widths, such that a single set of equations for all fluid phases is solved in the
entire domain. The smoothed fluid properties across interface are computed by:
φ = φ2 + (φ1 − φ2)I(x) (8)




where the indicator function (I) is a discrete form of the Heaviside step function in Eq. (9). Here, φ can be ρ, ρ/μ,
ρ/cp and ρcp/k.
The surface tension force of interface between liquid and gas is incorporated into the Eulerian grids as a function




σ(Tf )κδh(x− xf )dΓ (10)
Surface tension is a given material property, which typically increases with temperature. In this study, a piecewise
linear approximation is used to compute accurate surface tension according to the temperature at each location along
interface. The line integral form is used with normal and tangential direction of interface elements instead of direct
curvature computation. This continuous interface method can be effective in modeling even highly deformable and
moving droplet surfaces.
C. Phase change modeling for evaporation
During evaporation process, the liquid is transferred to the fuel vapor, and the difference of enthalpy is used for
evaporation energy. Therefore, the critical modeling issues are (1) how to compute the mass transfer and (2) how to
treat the latent heat, since they are directly related to the vapor concentration, phase boundaries movement, and the
resulting temperature distribution.
In the present study, the mass transfer across interface is computed from interfacial boundary condition based on
the Stefan condition given by:
ṁf =

















in which the heat flux difference is determined by the temperature gradient in each phase. The discontinuous
thermal conductivity, k1 and k2, are utilized for accurate mass transfer computation even though the overall energy
equation is solved with smoothed material properties via aforementioned continuous interface method.
When the mass transfer is determined, it should be reflected in the mass conservation equation of Eq. (4) during
the computation. In the incompressible flow computation, this equation is simplified to divergence-free condition
(∇ · u = 0), and is the basis of the implemented incompressible projection method. With a phase change effect,
however, the divergence of the velocity is not zero around the interface due to mass transfer across interface. In the
present approach, the divergence of velocity is computed by using the Rankine-Hugoniot jump condition, Eq. (4), and
mass transfer, Eq. (11), yielding








In the present study, only one set of the governing equations including energy equation is solved throughout the
entire domain using the continuous interface method. However, the phase change occurs when the local interface
temperature reaches the boiling temperature. For simplicity, the boiling temperature is assumed equal to the saturation
temperature at a given ambient pressure, which is an adequate assumption in macroscopic problems. For the latent heat
implementation and evaporation computation, the energy equation is solved with a locally patched interface boundary
condition by the ghost cell methodology, which is applied only in the region where phase change occurs, as shown in
Figure 2.
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Tf = Tb; evaporation 
(solve by SIM with BC)
Figure 2: The illustration of the present local phase change model. Phase change (e.g., evaporation) computation is
applied locally by the sharp interface method (SIM) with explicit interfacial boundary condition on the region where
local interface temperature (Tf ) reaches the boiling temperature (Tb). In other regions, continuous interface method
(CIM) is implemented with smoothed material properties.
III. Results and Discussion
A. Validation of the present evaporation model: Stefan problems
As a validation of the developed method, a one dimensional two-phase Stefan problem is considered for comparison
with exact solutions. Figure 3 shows the configuration of the two-phase flow on a semi-infinite slab, where the left
wall was maintained at a constant temperature T0 with the interface location, x(t), separating the vapor and liquid
phases on the left and right sides, respectively. The initial temperature of phase 2 is at T∞, which varies in time due to
heat transfer from phase 1.
Figure 3: The numerical configuration of one-dimensional two-phase Stefan problem.
A low Jacob number (Ja = ρlcpΔT/ρvhfg) case is first validated with different thermal conductivity ratio of 0.1
to 10. The computations are started with the initial interface location at x(t) = 0.1, assuming T0 = 1 at the left end
and T∞ = −1 at the right end with the saturation temperature Tsat = 0. The theoretical temperature distribution at
the time that corresponds to the initial interface location is imposed as the initial condition of the present numerical
study. The Jacob number is 2.0 in these cases. The interface location history during phase change process is shown
in figure 4(a) for the different thermal conductivity ratio of 0.1, 1 and 10. The interface moves fast initially and slows
down as the temperature gradient becomes smaller due to the interface moving away from the hot temperature at
x = 0. The results at a low Jacob number in figure 4(a) show good agreement with the analytical solutions. Higher
Jacob number cases are also validated for faster evaporation or higher density ratio. In the droplet evaporation case
under study, the Jacob number is estimated to be approximately 200 at 1 MPa, and increases rapidly with pressure. The
small latent heat (hfg) at higher pressure causes larger amount of mass transfer with the same amount of heat transfer,
and the droplet shrinks very rapidly due to the high evaporation rate. These are more complex and computationally
demanding problems. Figure 4(b) shows that the present new phase change model works very well even at a very high
Jacob number of Ja = 1000.
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Figure 4: Comparison of the one-dimensional two-phases Stefan problem simulation with analytical solution at various
Jacob numbers and material properties. (a) Ja = 2 with thermal conductivity of 0.1, 1, and 10. Interface location
matches very well with analytical solution for various heat transfer conditions. (b) For different Jacob number cases
by changing latent heat and liquid-gas density ratio. The simulation results agree well with the analytical solution up
to Ja = 1000.
B. Droplet evaporation and fuel-vapor jet eruption by local droplet heating
A model problem to represent flame-induced droplet evaporation and fuel jet eruption is set up as shown in Figure 5.
A decane droplet is heated by a high temperature source representing a stationary flame at a constant temperature of
1500 K. The configuration is axisymmetric around the centerline, with zero gravity and at the ambient pressure of
1 MPa, well below the critical pressure of 2.1 MPa above which vapor and liquid phases become indistinguishable.
The initial temperature of droplet and air is assumed 560 K, which is 5.2 K lower than the saturation temperature of
decane at the given pressure. The amount of the fuel evaporation is computed accurately on the decane vapor-to-liquid
density ratio. Once evaporated, however, the fuel vapor is assumed to have the same density as the surrounding air for




























Figure 5: The illustration of the present droplet evaporation simulation in the axisymmetric computational domain.
The stationary flame of constant temperature is located on the left side of a decane droplet in still air. Droplet diameter
d = 1 mm, spherical flame diameter dflame = 2d, and the distance between droplet and flame s = 2d.
Figure 6 shows the temporal evolution of the evaporation rate and the aspect ratio. As heat is transferred from
the flame of the left side to decane droplet, the evaporation begins at the left side, and the droplet size decreases.
The evaporation rate increases while exhibiting a mild level of oscillation, then reaches a quasi-steady condition. The
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Figure 6: Temporal evolution of the droplet evaporation rate and the droplet aspect ratio. The droplet evaporation rate
increases with a mild level of oscillation, and it is correlated with the oscillatory patterns of the droplet deformation.
oscillatory behavior is attributed to the fluctuations in the droplet aspect ratio shown in the same plot. In this study, the
droplet is suddenly exposed to the high temperature source, causing an abrupt change in the surface tension gradient.
Consequently, the droplet is deformed to a flatter shape. This in turn shortens the distance between the droplet and
the heat source, yielding an increased evaporation rate. Upon recovery of the spherical shape by the surface tension,
the evaporation rate also decreases. Figure 6 shows that the oscillatory patterns of the droplet deformation and the
evaporation rate are correlated with each other. Therefore, although it is a physically correct result, the oscillatory
droplet deformation is a result of the specific initial condition of abrupt initial heat-up.
(a) (b)
Figure 7: The history of the interface temperature distribution and flowrates by local droplet heating. (a) Interface
temperature distribution along droplet surface. (b) The droplet internal flow rate and jet flow rate. Both of them show
the same trend since they are induced by the same Marangoni effect due to the surface tension gradient along the
droplet surface.
Figure 7(a) shows the change of interface temperature distribution along the droplet surface. Large initial tem-
perature gradient is observed in the beginning, then the temperature gradient decreases as time goes. At t = 0.1 s,
the temperature gradient disapears completely as heat is transfered and the interface temperature reaches the boiling
temperature on the whole droplet surface. These changes of the interface temperature gradient explain very well the
changes of the resulting Marangoni effect in Figure 7(b). The droplet surface movement by Marangoni effect, which
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Figure 8: Streamlines of the shear flow around the droplet and inner Marangoni convection.
is induced by temperature-dependent surface tension gradient, causes inner flow circulation, namely Marangoni con-
vection, and outer shear flow around the droplet surface. The droplet internal flow rate at the center of droplet is
investigated in order to measure the strength of the inner Marangoni convection, and the jet flow rate is measured at
x = d along the centerline for the estimation of the shear flow. Both of them increase rapidly in the beginning with
large temperature gradient, and decreases as temperature gradient disapears. The internal flow rate shows the same
trend with jet flow rate since both of them are induced by the same surface tension gradient.
Figure 8 shows that local droplet heating creates a strong inner convection flow, referred to as the Marangoni con-
vection. As heat is transferred, the Marangoni convection develops due to the surface tension gradient by temperature
difference along droplet surface.
In order to confirm that the fuel vapor jet is induced by the temperature-dependent surface tension, another case
was simulated with a constant surface tension model. Figure 9 shows the comparison of fuel-vapor concentration
between two models. In the constant surface tension model of figure 9(a), the droplet is also evaporating as heat
is transferred from the flame, but the fuel vapor is still on the flame side due to the lack of the induced shear flow.
In contrast, the temperature-dependent surface tension model yields a significant fuel vapor jet eruption as shown in
figure 9(b). Therefore, it is concluded that the surface tension variation is indeed a main cause of the experimentally
observed internal flow and fuel vapor eruption. The fuel vapor jet promotes heat and mass transfer to the neighboring
unburned droplets, and may provide an answer to the experimental observations8 at microgravity conditions that the
evaporation increases with pressure until it reaches the critical condition.
Despite the results shown in figure 9, however, the magnitude of the fuel vapor jet eruption observed in the simu-
lation is lower than that observed in the experiment.8 This is attributed to the differences in the simulation condition,
in which the pressure was intentionally kept at 1 MPa to stay away from near critical conditions. On the other hand,
the experimental study reported strong jet flow near the critical pressure. As pressure increases, the latent heat be-
come smaller and the decane droplet can be vaporized more easily. Furthermore, the actual flame is moves toward the
droplet in the experiment, whereas in the present model the heat source is fixed in space. Nevertheless, the present
study clearly demonstrates that the hypothesis of the surface tension-induced fuel vapor eruption is realistic at similar
conditions observed in the experimental studies. More detailed high-fidelity models with multi-species gas-phase flow
and extended thermodynamic properties up to near-critical pressure will be incorporated in future work.
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Figure 9: The parametric study with different surface tension models. (a) Constant surface tension model. The fuel
vapor banks up on flame side. (b) Temperature-dependent surface tension model. The fuel vapor moves to wake region
of droplet, and is erupted like jet.
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In the present study, the droplet evaporation by a localized heat source representing a neighboring flame was
simulated as an attempt to explain the mechanism of the fuel vapor jet eruption observed experimentally at micro-
gravity conditions.8 A modified Eulerian-Lagrangian method18 was implemented in order to account for the interfacial
dynamics between liquid droplet and surrounding air with a new local phase change model. The accuracy of the
developed model was validated with a test case Stefan problem. Two-dimensional axisymmetric model problem
was subsequently conducted to represent conditions encountered in the experimental studies. It was found that the
temperature difference by local droplet heating induces the corresponding surface tension gradient along the droplet
surface, which develops shear flow around the droplet and strong internal Marangoni convection. The induced shear
flow subsequently leads to a fuel vapor jet eruption by driving the evaporated fuel vapor to the wake region of the
droplet. A parametric study with constant surface tension model confirmed that the mechanism of fuel vapor jet
eruption was induced by the surface tension gradient resulting from the local heating.
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