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Abstract
A new method is used for solving nonlinear multiobjective fractional programming problems having
V -invex objective and constraint functions with respect to the same function η. In this approach, an equiv-
alent vector programming problem is constructed by a modification of the objective fractional function in
the original nonlinear multiobjective fractional problem. Furthermore, a modified Lagrange function is in-
troduced for a constructed vector optimization problem. By the help of the modified Lagrange function,
saddle point results are presented for the original nonlinear fractional programming problem with several
ratios. Finally, a Mond–Weir type dual is associated, and weak, strong and converse duality results are es-
tablished by using the introduced method with a modified function. To obtain these duality results between
the original multiobjective fractional programming problem and its original Mond–Weir duals, a modified
Mond–Weir vector dual problem with a modified objective function is constructed.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Multiobjective fractional programming problem; (Weak) Pareto optimal solution; Vector-valued modified
Lagrange function; Modified vector-valued saddle point; V -invex function with respect to η
1. Introduction
Multiobjective fractional programming problem has received of much interest in recent past
(see, for example, [1,4,5,8,9,11,12,15,17,20] and others). The reason for this interest can be seen,
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tions.
The nonlinear multiobjective fractional programming problem to be studied here is
V -minimize
f (x)
g(x)
=
(
f1(x)
g1(x)
, . . . ,
fk(x)
gk(x)
)
subject to hj (x) 0, j = 1, . . . ,m, (FP)
where fi :X → R and gi :X → R, i = 1, . . . , k, hj :X → R, j = 1, . . . ,m, are differentiable
functions on a nonempty open set X ⊂ Rn. Note here that the symbol “V -minimize” stands for
vector minimization. Throughout the paper we will call (FP) the original multiobjective program-
ming problem.
Let D := {x ∈ X: hj (x) 0, j = 1, . . . ,m} denote the set of all feasible solutions for (FP).
Further, we assume that fi(x) 0 for all x ∈ D and gi(x) > 0 for all x ∈ D.
Problems of this type are known in the area of mathematical programming as fractional
programming problems involving several ratios or multiobjective fractional programming prob-
lems. A number of different approaches (parametrization, Farkas Lemma, notion of games,
Mond–Weir type duality, or John/Kuhn–Tucker type optimality conditions) for solving fractional
programming problems involving several ratios have appeared in the literature.
Some duality results for fractional multiobjective programming problems have been proved
via Farkas Lemma by Jagannathan and Schaible [12]. A further approach, using the notion of
games along with Wolfe duality, has been presented by Chandra at el. [7]. This approach sug-
gest certain solution procedures for solving fractional programs involving several ratios in the
objective function.
One of the basic approach for solving nonlinear fractional programming problems with sev-
eral ratios is the so-called parametric approach. Dinkelbach [9] and Jagannathan [11] used a
parametric approach for solving scalar fractional program. Schaible [15] presented briefly du-
ality results and discussed solution methods. In [8], an algorithm was proposed that finds the
constrained minimum of the maximum of finitely many ratios. Crouzeix et al. have shown that
the so-called generalized fractional program can be solved by solving a minimax nonlinear para-
metric program. Bector and Chandra [4] have studied the multiobjective nonlinear programming
problem with different denominators but they have used the idea of convergence vector and have
proved the duality results under the assumption of generalized convexity in terms of efficient
points through parametric approach. Using a parametric approach Weir [20] established some
duality results be relating the properly efficient solutions of the primal and dual programs. Us-
ing a minimax parametric program, the optimality conditions and duality have been developed
under generalized convexity assumptions in [6]. In [17], the parametric approach has been used
to obtain optimality conditions and duality for nonlinear multiobjective fractional programming
problem under the assumption of a notion invexity introduced by Hanson [10]. Further, Antczak
[1] established both parametric and nonparametric sufficient optimality conditions and construct
several parametric and parameter-free duality models for the generalized fractional programming
problem involving (p, r)-invex functions.
Recently, Antczak [2] introduced a new approach for solving multiobjective programming
problem involving invex functions. In this method, he has shown that the nonlinear differentiable
multiobjective programming problem can be solved by solving an equivalent vector optimization
with modified objective function, in general, having a simpler form to solve. To prove the equiv-
alence between (weak) Pareto optimal solutions in the considered multiobjective programming
problem and (weak) Pareto optimal solutions in its associated modified vector optimization prob-
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to the same function η satisfying some additional condition.
In this paper, we introduce a new method for solving the nonlinear fractional programming
problem with several ratios (FP). We apply the results of the paper [2] to study nonconvex multi-
objective fractional programming problems. We show how one can obtain optimality conditions
in (weak) Pareto points by constructing for a considered nonlinear multiobjective fractional
programming problem an equivalent modified vector minimization problem and then using a
V -invexity concept [13]. The equivalent vector valued problem is obtained by a modification
the various ratios in the objective function in the given nonlinear multiobjective fractional pro-
gramming problem at an arbitrary but fixed feasible point x. This construction depends heavily
on results proved in this paper which connect the (weak) efficient points of the original multi-
objective fractional problem to the (weak) efficient points of the modified vector programming
problem. In this way, we obtain a vector optimization problem with the same optimality solu-
tion and the same value optimality as in the original nonlinear fractional programming problem
with several ratios. Furthermore, we introduce a definition of a modified Lagrange function in
such vector optimization problem, for which modified vector-valued saddle points results are
presented. Finally, various Mond–Weir duality theorems are proved for the considered nonlinear
multiobjective fractional programming problem. As the main tool in the derivation of these du-
ality theorems, various modified Mond–Weir duals are constructed which are Mond–Weir duals
for the modified vector optimization problem (with a modified objective function).
2. Preliminaries
For any x = (x1, x2, . . . , xn)T, y = (y1, y2, . . . , yn)T, we define:
(i) x = y if and only if xi = yi for all i = 1,2, . . . , n;
(ii) x < y if and only if xi < yi for all i = 1,2, . . . , n;
(iii) x  y if and only if xi  yi for all i = 1,2, . . . , n;
(iv) x  y if and only if x  y and x = y;
(v) x ≮ y is the negation of x < y.
Throughout the paper, we will use the same notation for row and column vectors when the
interpretation is obvious.
We define a Lagrange function for the original multiobjective fractional programming prob-
lem (FP)
L(x,λ, ξ) := λ
(
f
g
)
(x) + ξh(x).
The following definitions are used in the paper.
For such optimization problems minimization means obtaining of (weak) efficient solutions
((weak) Pareto optimal solutions) in the following sense:
Definition 1. A point x ∈ D is said to be an efficient (Pareto optimal) point for (FP) if and only
if there exists no x ∈ D such that for some s ∈ {1, . . . , k}
fs(x)
gs(x)
<
fs(x)
gs(x)
and
fi(x)
gi(x)
 fi(x)
gi(x)
for all i = 1, . . . , k, i = s.
974 T. Antczak / J. Math. Anal. Appl. 322 (2006) 971–989Definition 2. A point x ∈ D is said to be a weak efficient (weak Pareto optimal) point for (FP) if
and only if there exists no x ∈ D such that
fi(x)
gi(x)
<
fi(x)
gi(x)
for all i = 1, . . . , k.
To prove various results in the paper, we are using the following necessary optimality condi-
tions of Karush–Kuhn–Tucker type for a such multiobjective programming under some suitable
constraint qualification (CQ) (for example, the linear independence constraint qualification [3]):
Theorem 3. [19] Let x be an (weak) efficient point in (FP) and some suitable constraint qualifi-
cation (CQ) be satisfied at x. Then, there exist λ ∈ Rk and ξ ∈ Rk , such that
λ∇
(
f
g
)
(x) + ξ∇h(x) = 0, (1)
ξh(x) = 0, (2)
λ 0, ξ  0. (3)
To make things easier, we recall a definition of V -invex functions introduced by Jeyakumar
and Mond [13].
Definition 4. Let X be a nonempty open subset of Rn. A differentiable function f :X → Rk is
called a V -invex function (a strictly V -invex function) with respect to η at u ∈ X on X if, there
exist functions η :X ×X → Rn and α :X ×X → Rk+ \ {0} such that for each x ∈ X, the relation
f (x) − f (u) α(x,u)∇f (u)η(x,u) (> if x = u) (4)
holds.
If inequalities (4) are satisfied at any point u ∈ X, then f is said to be V -invex (strictly
V -invex) with respect to η on X.
Equivalently, the definition of V -invexity of f can be written in the following form:
Definition 5. A differentiable function f :X → Rk is called V -invex (strictly V -invex) with
respect to η at u ∈ X on X if, there exist functions η :X × X → Rn and αi :X × X → R+ \ {0},
i = 1, . . . , k, such that, for any x ∈ X, the relation
fi(x) − fi(u) αi(x,u)∇fi(u)η(x,u) (> if x = u) (5)
holds. Moreover, any function fi , i = 1, . . . , k, satisfying (5) is said to be αi -invex (strictly αi -
invex) with respect to η at u ∈ X on X.
If inequalities (5) are satisfied at any point u ∈ X, then fi , i = 1, . . . , k is said to be αi -invex
(strictly αi -invex) with respect to η on X.
Now, we prove the main result of this section.
Theorem 6. Let fi :X → R, i = 1, . . . , k, be a βi -invex function with respect to η at u on X, and
−gi :X → R, i = 1, . . . , k, be a βi -invex function with respect to η at u on X. Then a fractional
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g
= (f1
g1
, . . . ,
fk
gk
)
is V -invex with respect to the same function η at u on D and with
respect to the function α given by
α(x,u) := (α1(x,u), . . . , αk(x,u))=
(
β1(x,u)
g1(x)
g1(u)
, . . . , βk(x,u)
gk(x)
gk(u)
)
. (6)
Proof. We have, for i = 1, . . . , k,
fi(x)
gi(x)
− fi(u)
gi(u)
= gi(u)[fi(x) − fi(u)] − fi(u)[gi(x) − gi(u)]
gi(x)gi(u)
. (7)
By assumption, fi , i = 1, . . . , k, are βi -invex function with respect to η at u on X, and −gi ,
i = 1, . . . , k, is a βi -invex function with respect to η at u on X. Then, by Definition 5 and (7)
fi(x)
gi(x)
− fi(u)
gi(u)
 βi(x,u)gi(u)∇fi(u)η(x,u) − βi(x,u)fi(u)∇gi(u)η(x,u)
gi(x)gi(u)
. (8)
By differential calculus, we have
∇
(
fi
gi
)
(u) = gi(u)∇fi(u) − fi(u)∇gi(u)[gi(u)]2 . (9)
Then, from (8) follows
fi(x)
gi(x)
− fi(u)
gi(u)
 βi(x,u)
gi(u)
gi(x)
[
gi(u)∇fi(u) − fi(u)∇gi(u)
[gi(u)]2
]
η(x,u),
and by (9),
fi(x)
gi(x)
− fi(u)
gi(u)
 βi(x,u)
gi(u)
gi(x)
∇
(
fi
gi
)
(u)η(x,u).
If we set, for i = 1, . . . , k,
αi(x,u) = βi(x,u)gi(u)
gi(x)
> 0,
then
fi(x)
gi(x)
− fi(u)
gi(u)
 αi(x,u)∇
(
fi
gi
)
(u)η(x,u).
This means by definition that a fractional function f/g is V -invex at u on D with respect to the
same function η as the functions f and −g, and with respect to the function α given by (6). 
3. An associated vector optimization problem with a modified objective function
Let x be a feasible solution in (FP). We consider the following vector optimization program
(FPη(x)) given by
V -minimize
((
f1
g1
)
(x) + ∇
(
f1
g1
)
(x)η(x, x), . . . ,
(
fk
gk
)
(x) + ∇
(
fk
gk
)
(x)η(x, x)
)
subject to hj (x) 0, j = 1, . . . ,m,
(
FPη(x)
)
where f , g, X are defined as in (FP), and η is a vector-valued function defined as η :X × X →
Rn, αi , i = 1, . . . , k, are real-valued functions such that αi(x, x) > 0 for all x ∈ D. We will
call (FPη(x)) the modified vector optimization problem (with a modified objective function)
associated with the original multiobjective fractional programming problem (FP).
976 T. Antczak / J. Math. Anal. Appl. 322 (2006) 971–989Theorem 7. Let x be (weak) efficient in (FP) and some suitable constraint qualification [3] be
satisfied at x. Further, we assume that hj , j = 1, . . . ,m, are γj -invex at x on D with respect to
η satisfying η(x, x) = 0, and the Lagrange multiplier λ is assumed to be λ > 0 in the case when
x is efficient in (FP). Then x is (weak) efficient in (FPη(x)).
Proof. Since x is (weak) efficient in (FP) and some suitable constraints qualification is satisfied
at x then, there exist λ ∈ Rk+ \ {0} and ξ ∈ Rk+ such that, the Karush–Kuhn–Tucker necessary
optimality conditions (1)–(3) are satisfied at x. We proceed by contradiction. Suppose that x is
not weak efficient in (FPη(x)). Then, there exists x˜ feasible for (FPη(x)) (and so for (FP)) such
that
∇
(
fs
gs
)
(x)η(x˜, x) < ∇
(
fs
gs
)
(x)η(x, x) for all i = 1, . . . , k. (10)
Then, using (10) together with η(x, x) = 0, we get
∇
(
fs
gs
)
(x)η(x˜, x) < 0 for some s ∈ {1, . . . , k}. (11)
Since λ 0, by (11) we obtain
λ∇
(
f
g
)
(x)η(x˜, x) 0. (12)
From the feasibility of x˜ together with ξ ∈ Rk+ we get ξh(x˜) 0. Hence, by the Karush–Kuhn–
Tucker necessary optimality condition (2), it follows that ξh(x˜)  ξh(x). By assumption, hj ,
j = 1, . . . ,m, are γj -invex with respect to η at x on D. Thus,
ξj γj (x˜, x)∇hj (x)η(x˜, x) 0.
Since γj (x˜, x) > 0, j = 1, . . . ,m, therefore we get
ξ∇h(x)η(x˜, x) 0. (13)
Adding (12) and (13), we obtain the inequality[
λ∇
(
f
g
)
(x) + ξ∇h(x)
]
η(x˜, x) 0,
which contradicts the Karush–Kuhn–Tucker necessary optimality condition (1). Hence, x is effi-
cient in (FPη(x)).
Proof for efficiency is similar (but the Lagrange multiplier λ should be assumed to be
λ > 0). 
Theorem 8. Let x be a (weak) Pareto optimal solution in (FPη(x)). Further, we assume that f
is V -invex with respect to η and β at x on D, −g is V -invex at x on D with respect to η and β ,
and, moreover, η satisfies the following condition: η(x, x) = 0. Then x is also (weak) efficient
in (FP).
Proof. We proceed by contradiction. Let us suppose that x is not efficient in (FP). Then, there
exists x˜ feasible for (FP) such that
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fi
gi
)
(x˜)
(
fi
gi
)
(x) for all i = 1, . . . , k, (14)
(
fs
gs
)
(x˜) <
(
fs
gs
)
(x) for some s ∈ {1, . . . , k}. (15)
By assumption, f and −g are V -invex with respect to η and β at x on D. Then, by Theorem 6,
a fractional function f/g is also V -invex with respect to the same function η and with respect to
the function α given by (6). Using Definition 5 together with (14), we obtain
αi(x˜, x)∇
(
fi
gi
)
(x)η(x˜, x) 0 for all i = 1, . . . , k, (16)
and also by (15),
αs(x˜, x)∇
(
fs
gs
)
(x)η(x˜, x) < 0 for some s ∈ {1, . . . , k}. (17)
Since η(x, x) = 0 and by definition αi(x˜, x) > 0, i = 1, . . . , k, then from (16) and (17) we get
(
fi
gi
)
(x) + ∇
(
fi
gi
)
(x)η(x˜, x)
(
fi
gi
)
(x) + ∇
(
fi
gi
)
(x)η(x, x)
for all i = 1, . . . , k, (18)(
fi
gi
)
(x) + ∇
(
fs
gs
)
(x)η(x˜, x) <
(
fi
gi
)
(x) + ∇
(
fs
gs
)
(x)η(x, x)
for some s ∈ {1, . . . , k}, (19)
which is a contradiction to the efficiency of x in (FPη(x)). Thus, the theorem is proved. 
In view of Theorems 7 and 8, if we assume that the functions f and −g are V -invex with
respect to the same functions η and β at x on the set of feasible solutions D, h is also V -invex
at x on D with respect to the same function η and with respect to γ , and, moreover, η(x, x) = 0,
then a nonlinear multiobjective fractional programming problem (FP) and its associated modified
vector optimization problem (FPη(x)) are equivalent in the sense discussed above.
Now, we give an example of a nonlinear multiobjective fractional programming problem,
which we solve by using the modified objective function method proposed in this paper. There-
fore, we construct an associated equivalent vector optimization problem (FPη(x)) by modify-
ing objective fractional functions in the original multiobjective fractional programming prob-
lem (FP).
Example 9. We consider the following nonlinear multiobjective fractional programming prob-
lem:
f (x)
g(x)
=
(− ln(x + 1) − 2
x4 + x2 + x + 1 ,
− arctan(x) − 3
1 + ln(5x2 + 2x + 1)
)
→ min,
h(x) = 1 − e2x  0. (FP)
Note that the set of all feasible solutions D = {x ∈ R: x  0}, and x = 0 is a Pareto optimal
solution in the considered multiobjective fractional programming problem. It is not difficult to
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to η defined by
η(x, x) = 1
2
(x − x),
where βi , i = 1,2, are defined by
β1(x, x) = 2
(
x3 + x + 1), β2(x, x) = 2(5x2 + 2x + 1).
Also the constraint function h is γ -invex at x on D with respect to the same function η, where
γ (x, x) = 1. Using the modified objective function approach we construct, for the considered
nonlinear multiobjective fractional programming problem, the following associated vector opti-
mization problem
(−2 + x,−3 + 5x) → min,
1 − e2x  0. (FPη(x))
Note that the function η defined above satisfies the condition η(x, x) = 0 and, moreover, some
constraint qualification is fulfilled at x. Then, by Theorems 7 and 8, the considered nonlinear
multiobjective fractional programming problem (FP) and the constructed vector optimization
problem (FPη(x)) are equivalent in the sense discussed in the paper (it is not difficult to see that
x = 0 is also a Pareto optimal solution in (FPη(x)). However, the constructed vector optimiza-
tion problem (FPη(x)) is, in general, less complicated than the original nonlinear multiobjective
fractional programming problem and is easier to solve.
Remark 10. The introduced modified objective function method has the useful property from the
practical point of view. Namely, there exists, in general, more than one function η with respect
to which all functions involving in the original nonlinear multiobjective fractional programming
problem are V -invex at the given feasible solution x. In other words, there exists more than
one vector optimization problem (FPη(x)) associated with the original nonlinear multiobjective
fractional programming problem (FP). If the function η satisfies the condition η(x, x) = 0 then
every associated vector optimization problem (FPη(x)) is equivalent to the original nonlinear
multiobjective fractional programming problem (FP) in the sense discussed in the paper. Indeed,
in Example 9, it is not difficult to show that all functions involving in the original problem are
V -invex at x = 0 on D with respect to η defined by
η(x, x) = 1
k
(x − x),
where k is some positive real number not equal to 0. It is obvious that not all functions η, with
respect to which all functions constituting the original multiobjective fractional programming
problem (FP) are V -invex at the given feasible solution x, are linear. It is also not difficult to
show in Example 9 that all functions involving are V -invex at x = 0 on D with respect to η
defined by
η(x, x) = ln(x + 1) − ln(x + 1).
Remark 11. Note that if the function η :D × D → Rn (with respect to which f , g and h are
V -invex) is linear with respect to the first component and, moreover, h is a linear function,
then a nonlinear multiobjective fractional programming problem (FP) is, by using the approach
discussed in this paper, transformed to a linear vector optimization problem (FPη(x)).
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confirm the equivalence between the multiobjective fractional programming problem (FP) and
its associated vector optimization problem (FPη(x)) in the sense discussed in the paper. In the
example below, we show that in the case when this condition is not satisfied then we have no
equivalence between (FP) and (FPη(x)).
Example 13. We consider the following multiobjective programming problem:
f (x)
g(x)
=
(−x2 − x − 2
xex + 1 ,
xe−x − 2
ex arctan(x) + 1
)
→ min,
h(x) = −x  0.
Note that D = {x ∈ R: x  0}, and x = 0 is an efficient point in the considered problem. Further,
it can be proved that fi and −gi , i = 1,2, are βi -invex at x on D, respectively, with respect to η
defined by
η(x, x) = (x − 1)2 + 2,
where
β1(x, x) = ex, β2(x, x) = ex arctan(x + 1).
Also the constraint function h is γ -invex at x on D with respect to the same function η, where
γ (x, x) = 1. Using the modified objective function method, we construct, for the considered mul-
tiobjective fractional programming problem, an associated modified vector optimization problem
(FPη(x))(
(x − 1)2,4 + 3(x − 1)2)→ min,
−x  0.
It is not difficult to see that the feasible point x = 1 is Pareto optimal in the constructed associated
vector optimization problem. Thus, the considered multiobjective fractional programming prob-
lem and its associated vector optimization problem are not equivalent in the sense discussed in
the paper. This follows from the fact that the function η, with respect to which both all objective
functions f and −g, and the constraint function h are V -invex at x on D, does not satisfy the
condition η(x, x) = 0.
4. Saddle point criteria
Now, we introduce a definition of a modified Lagrange function for the constructed vector op-
timization problem (FPη(x)) associated with the original multiobjective fractional programming
problem (FP).
Definition 14. A modified Lagrange function is said to be the Lagrange function for the vector
optimization problem (FPη(x))
Lη(x,λ, ξ) := λ∇
(
f
g
)
(x)η(x, x) + ξh(x)e
:=
(
λ1∇
(
f1
g1
)
(x)η(x, x) + ξh(x), . . . , λk∇
(
fk
gk
)
(x)η(x, x) + ξh(x)
)
.
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saddle points have been introduced, such as those in [16,18] and others. Here, in the natural
way, we introduce a definition of a (Pareto) saddle point for the introduced modified Lagrange
function in the vector optimization problem (FPη(x)).
Definition 15. A point (x, λ, ξ) ∈ D × Rk+ × Rm+ is said to be a (Pareto) saddle point for the
modified Lagrange function, if
(i) Lη(x,λ, ξ) Lη(x,λ, ξ), ∀λ ∈ Rk+, ∀ξ ∈ Rm+ ,
(ii) Lη(x,λ, ξ) Lη(x,λ, ξ), ∀x ∈ D.
Theorem 16. Let f and −g be (V -invex) strictly V -invex with respect to η and β at x on D. We
also assume that η satisfies condition η(x, x) = 0 and, moreover, a suitable constraint qualifica-
tion [3] is satisfied at x. If (x, λ, ξ) is a saddle point for Lη, then x is a (weak) Pareto solution
in (FP).
Proof. We assume that (x, λ, ξ) is a saddle point for Lη. Then, by Definition 15(i), we have
λ∇
(
f
g
)
(x)η(x, x) + ξh(x) λ∇
(
f
g
)
(x)η(x, x) + ξh(x), ∀λ ∈ Rk+, ∀ξ ∈ Rm+ .
Since η(x, x) = 0, therefore,
ξh(x) ξh(x), ∀ξ ∈ Rm+ . (20)
We proceed by contradiction, that is, suppose that x is not a weak Pareto solution in (FP). Then,
there exists x˜ ∈ D such that, for i = 1, . . . , k,(
fi
gi
)
(x˜) <
(
fi
gi
)
(x). (21)
Using x ∈ D together with ξ ∈ Rm+ we obtain
ξh(x) 0. (22)
In (20), let ξ = 0,
ξh(x) 0. (23)
Hence, by (22) and (23), we get
ξh(x) = 0. (24)
Since f and −g are V -invex with respect to η and β on D then by Theorem 6 follows that f/g is
also V -invex with respect to the same function η and with respect to the function α given by (6).
Thus, from (21) it follows that, for i = 1, . . . , k,
αi(x˜, x)∇
(
fi
gi
)
(x)η(x˜, x) < 0. (25)
Since αi(x˜, x) > 0 for i = 1, . . . , k, and also λ 0, then (25) implies
λ∇
(
f
)
(x)η(x˜, x) 0. (26)g
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Lη(x˜, λ, ξ) = λ∇
(
f
g
)
(x)η(x˜, x) + ξh(x˜)e
 λ∇
(
f
g
)
(x)η(x, x) + ξh(x)e = Lη(x,λ, ξ).
This contradicts Definition 15(ii), therefore, x is a weak Pareto solution in (FP).
The proof of efficiency is similar, but the Lagrange multiplier λ should be assumed to be
λ > 0. 
Now, we prove a converse theorem, that is, a sufficient condition for a point (x, λ, ξ) ∈ D ×
Rk+ × Rm+ to be a saddle point for the modified Lagrange function Lη .
Theorem 17. Let x be a (weak) Pareto solution in (FP) and some suitable constraint qualification
(CQ) be satisfied at x. Further, we assume that h is invex at x on D with respect to η satisfying
η(x, x) = 0. Then, there exist λ ∈ Rk+ \ {0}, ξ ∈ Rm+ such that (x,λ, ξ) is a saddle point for the
modified Lagrange function in its associated modified vector optimization problem (FPη(x)).
Proof. By assumption, x is a (weak) Pareto solution in (FP). Thus, by Theorem 3, there exist
λ ∈ Rk+ \{0}, ξ ∈ Rm+ such that the Karush–Kuhn–Tucker necessary optimality conditions (1)–(3)
are fulfilled. To prove this theorem we have to show that the inequalities (i) and (ii) from Defi-
nition 15 are fulfilled. First, we establish the inequality (ii) from Definition 15. By assumption,
h is γ -invex at x on D with respect to η. Thus, by ξ ∈ Rm+ , we have that the inequality
ξh(x) − ξh(x) γ (x, x)ξ∇h(x)η(x, x) (27)
holds for all x ∈ D. Then, the Karush–Kuhn–Tucker necessary optimality condition (2) together
with the feasibility of x in (FP) implies, for all x ∈ D,
ξ∇h(x)η(x, x) 0.
Thus, by the Karush–Kuhn–Tucker optimality condition (1),
λ∇
(
f
g
)
(x)η(x, x) 0. (28)
Hence, using (28) together with the Karush–Kuhn–Tucker necessary optimality conditions we
get, for all x ∈ D,
λ∇
(
f
g
)
(x)η(x, x) + ξh(x)e ξh(x)e.
Thus, by η(x, x) = 0, we obtain
λ∇
(
f
g
)
(x)η(x, x) + ξh(x)e λ∇
(
f
g
)
(x)η(x, x) + ξh(x)e. (29)
Then, using Definition 14 together with (29), we get, for all x ∈ D,
Lη(x,λ, ξ) Lη(x,λ, ξ). (30)
Now, we prove the inequality from Definition 15(i). From the Karush–Kuhn–Tucker optimality
condition (2) and x ∈ D, it follows that, for any ξ ∈ Rm+ ,
ξh(x) ξh(x).
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λ∇
(
f
g
)
(x)η(x, x) + ξh(x)e λ∇
(
f
g
)
(x)η(x, x) + ξh(x)e
is satisfied for all λ ∈ Rk+ and ξ ∈ Rm+ . This means, by Definition 14, that
Lη(x,λ, ξ) Lη(x,λ, ξ). (31)
By inequalities (30) and (31) we conclude that (x,λ, ξ) is a saddle point for the modified La-
grange function in its associated modified vector optimization problem (FPη(x)). 
In view of Theorems 16 and 17, we see that, if we assume that f and −g are (V -invex) strictly
V -invex with respect to the same function η and β at x on D and that h is V -invex at x on D
with respect to the same function η and with respect to γ , not necessarily equal to β , then the
modified objective function method guarantees the equivalence between a (weak) Pareto solution
x in (FP) and a saddle point of the modified Lagrange function in its associated modified vector
optimization problem (FPη(x)) in the sense discussed above.
5. Duality
Now, we study the Mond–Weir type duality [14] of the original multiobjective fractional
programming problem (FP) by the help of a modified Mond–Weir dual problem, that is, the
Mond–Weir dual with a modified objective function.
We consider the Mond–Weir type dual of the primal multiobjective fractional programming
problem (VP):(
f
g
)
(y) → max
subject to λ∇
(
f
g
)
(y) + ξ∇h(y) = 0,
ξjhj (y) 0, j = 1, . . . ,m,
y ∈ X, λ 0, λe = 1, ξ  0. (MWFD)
We will call (MWFD) the original Mond–Weir dual problem of the original multiobjective frac-
tional programming problem (FP).
Let
W =
{
(y,λ, ξ) ∈ X × Rk+ × Rm+ : λ∇
(
f
g
)
(y) + ξ∇h(y) = 0,
ξjhj (y) 0, j = 1, . . . ,m, λe = 1
}
denote the set of all feasible solutions in (MWFD). Further, let Y = {y ∈ X: (y,λ, ξ) ∈ W }.
For the given feasible solution (y˜, λ˜, ξ˜ ) ∈ W we construct (FPη(y˜)) and (MWFDη(y˜)) as
follows:(
f
g
)
(y˜) + ∇
(
f
g
)
(y˜)η(x, y˜) → min
subject to hj (x) 0, j = 1, . . . ,m, x ∈ X;
(
FPη(y˜)
)
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f
g
)
(y˜) + ∇
(
f
g
)
(y˜)η(y, y˜) → max
subject to λ∇
(
f
g
)
(y˜)ηx(y, y˜) + ξ∇h(y˜) = 0,
ξjhj (y) 0, j = 1, . . . ,m,
y ∈ X, λ 0, λe = 1, ξ  0. (MWFDη(y˜))
We will call (MWFDη(y˜)) the modified Mond–Weir dual problem (that is, the Mond–Weir
dual problem with the modified objective function) at the given feasible point (y˜, λ˜, ξ˜ ).
We denote by D(y˜) and W(y˜) the sets of all feasible solutions in problems (FPη(y˜)) and
(MWFDη(y˜)), respectively. Further, let Y(y˜) = {y ∈ X: (y,λ, ξ) ∈ W(y˜)}.
Now, we prove the weak duality theorem between the modified vector optimization problem
(FPη(y˜)) (with a modified objective function) and its Mond–Weir duals (MWFDη(y˜)), that is,
a Mond–Weir dual problem with a modified objective function.
Proposition 18. Let x and (y,λ, ξ) be any feasible solutions in problems (FPη(y˜)) and
(MWFDη(y˜)), respectively. Further, we assume that the function ∇(f/g)(y˜)η(·,y˜) is V -invex
on D(y˜) ∪ Y(y˜) with respect to θ , not necessarily equal to η, and with respect to the func-
tion δ, the constraint function h is V -invex on D(y˜) ∪ Y(y˜) with respect to θ and γ . Then
∇(f/g)(y˜)η(x, y˜)≮∇(f/g)(y˜)η(y, y˜).
Proof. Let x and (y,λ, ξ) be any feasible solutions in (FPη(y˜)) and (MWFDη(y˜)), respectively.
We proceed by contradiction. Suppose that
∇
(
f
g
)
(y˜)η(x, y˜) < ∇
(
f
g
)
(y˜)η(y, y˜). (32)
By assumption, ∇(f/g)(y˜)η(·,y˜) is V -invex at y˜ on D(y˜) ∪ Y(y˜) with respect to θ , not neces-
sarily equal to η, and with respect to the function δ. Then, by Definition 4,
∇
(
f
g
)
(y˜)η(x, y˜) − ∇
(
f
g
)
(y˜)η(y, y˜) δ(x, y)∇
(
f
g
)
(y˜)ηx(y, y˜)θ(x, y).
Thus, by (32)
δ(x, y)∇
(
f
g
)
(y˜)ηx(y, y˜)θ(x, y) < 0.
By definition, δ(x, y) > 0. Hence, by λ ∈ Rk+, λ 0,
λ∇
(
f
g
)
(y˜)ηx(y, y˜)θ(x, y) 0. (33)
By assumption, the constraint function h is V -invex on D(y˜) ∪ Y(y˜) with respect to θ and γ .
Then, by Definition 4,
h(x) − h(y) γ (x, y)∇h(y)θ(x, y).
By definition, γ (x, y) > 0. Thus, from the feasibility of x and (y,λ, ξ) in (FPη(y˜)) and
(MWFDη(y˜)), respectively, we have, for any ξ ∈ Rm+,
ξ∇h(y)θ(x, y) 0. (34)
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λ∇
(
f
g
)
(y˜)ηx(y, y˜) + ξ∇h(y)
]
θ(x, y) 0
which is a contradiction to the feasibility of (y,λ, ξ) in (MWFDη(y˜)). Thus, we get the conclu-
sion of this theorem. 
Remark 19. Note that Theorem 18 can be proved under, in general, a weaker assumption of
V -invexity. Indeed, if we assume that the modified Lagrangian in the modified Mond–Weir dual
problem (MWFDη(y˜)) is V -invex then Theorem 18 is also true.
Using the result above, we establish the weak duality theorem between the original problems
(FP) and (MWFD).
Theorem 20. Let x˜ and (y˜, λ˜, ξ˜ ) be any feasible solutions in (FP) and (MWFD), respectively.
Moreover, we assume that f and g are V -invex with respect to η and β on D∪Y , and, moreover,
η(y˜, y˜) = 0. Then (f/g)(x˜)≮ (f/g)(y˜).
Proof. Let x˜ and (y˜, λ˜, ξ˜ ) be any feasible solutions in (FP) and (MWFD), respectively. We
proceed by contradiction. Suppose that(
f
g
)
(x˜) <
(
f
g
)
(y˜). (35)
By assumption, f and g are V -invex with respect to η and β on D∪Y . Then, by Theorem 6, f/g
is also V -invex on D ∪ Y with respect to the same function η and the function α given by (6).
Thus, by Definition 4,(
f
g
)
(x˜) −
(
f
g
)
(y˜) α(x˜, y˜)∇
(
f
g
)
(y˜)η(x˜, y˜).
Hence, by (35),
α(x˜, y˜)∇
(
f
g
)
(y˜)η(x˜, y˜) < 0.
By definition, α(x˜, y˜) > 0. Thus,
∇
(
f
g
)
(y˜)η(x˜, y˜) < 0. (36)
From η(y˜, y˜) = 0, we have
∇
(
f
g
)
(y˜)η(x˜, y˜) < ∇
(
f
g
)
(y˜)η(y˜, y˜).
For the given feasible solution (y˜, λ˜, ξ˜ ) ∈ W , we construct (FPη(y˜)) and (MWFDη(y˜)). It is
not difficult to show that x˜ and (y˜, λ˜, ξ˜ ) are feasible in vector optimization problems (FPη(y˜))
and (MWFDη(y˜)), respectively. Then, using the weak duality theorem between modified vector
optimization problems (FPη(y˜)) and (MWFDη(y˜)) (Proposition 18), we have
∇
(
f
g
)
(y˜)η(x˜, y˜)≮∇
(
f
g
)
(y˜)η(y˜, y˜).
This contradicts (36). Hence, the conclusion of this theorem is proved. 
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mal solution in its associated modified vector optimization problem (FPη(x)) (see Theorem 7).
Now, we prove the strong duality theorem between the modified vector optimization problems
(FPη(x)) and (MWFDη(x)), where x is a (weak) Pareto optimal point in (FPη(x)).
To prove strong duality results, we use the so-called Condition (A).
Condition (A). We denote by η(·,x) the function x → η(x, x). It will be said that η satisfies Con-
dition (A) (at the point x), when η(·, x) is a differentiable function at the point x = x with respect
to the first component and satisfies the following conditions: η(x, x) = 0 and ηx(x, x) = 1, where
ηx(x, x) denotes the derivative of η(·, x) at the point x = x.
Proposition 21 (Strong duality theorem). Let x be a (weak) Pareto optimal point in prob-
lem (FPη(x)) and a suitable constraint qualification be satisfied at x. Moreover, we assume that
the function η satisfies condition (A) at x. Then there exist λ 0, λe = 1, ξ  0 such that (x, λ, ξ)
is a (weak) maximal solution in (MWFDη(x)).
Proof. Since x is a (weak) Pareto optimal solution in problem (FPη(x)) then there exist λ 0,
λe = 1, ξ  0 such that the Karush–Kuhn–Tucker necessary optimality conditions (1)–(3) are sat-
isfied. Thus, using the Karush–Kuhn–Tucker optimality conditions together with condition (A),
we get feasibility of (x,λ, ξ) in (MWFDη(x)).
We now prove that (x,λ, ξ) is a (weak) maximum solution in (MWFDη(x)). We proceed by
contradiction. Suppose that (x,λ, ξ) is not a weak maximum solution in (MWFDη(x)). Then,
there exists (y˜, λ˜, ξ˜ ) feasible in (MWFDη(x)) such that(
f
g
)
(x) + ∇
(
f
g
)
(x)η(y˜, x) >
(
f
g
)
(x) + ∇
(
f
g
)
(x)η(x, x),
and, so
∇
(
f
g
)
(x)η(y˜, x) > ∇
(
f
g
)
(x)η(x, x).
But the inequality above contradicts weak duality between modified vector optimization prob-
lems (FPη(x)) and (MWFDη(x)) (see Theorem 20). 
Now, using the established strong duality result between the modified vector optimization
problems (FPη(x)) and (MWFDη(x)) (that is, vector optimization problems with modified ob-
jective functions), we prove the strong duality theorem between the original multiobjective
fractional optimization problem (FP) and its original Mond–Weir dual (MWFD).
Theorem 22 (Strong duality theorem). Let x be a (weak) Pareto optimal point in (FP) and a
suitable constraint qualification be satisfied at x. Further, we assume that f and −g are V -invex
at x on D ∪ Y with respect to β , h is V -invex at x on D ∪ Y with respect to η and γ , and
η satisfies condition (A). Then there exist λ  0, λe = 1, ξ  0 such that (x,λ, ξ) is a (weak)
maximum solution in (MWFD).
Proof. Since x is a (weak) Pareto optimal solution in (FP) then there exist λ 0, λe = 1, ξ  0
such that the Karush–Kuhn–Tucker optimality conditions (1)–(3) are satisfied. It is not difficult to
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ity conditions together with Condition (A) follows the feasibility of (x,λ, ξ) in (MWFDη(x)) and
also in (MWFD). By Theorem 7 follows that x is also (weak) efficient in (FPη(x)). Now, using the
strong duality theorem for modified vector optimization problems (FPη(x)) and (MWFDη(x))
(Proposition 21), it follows that (x, λ, ξ) is (weak) maximal in (MWFDη(x)). Since (x, λ, ξ) is
a (weak) maximum in (MWFDη(x)), and, moreover, by assumption h is V -invex at x on D ∪ Y
with respect to η and γ , then (x,λ, ξ) is also feasible in problem (MWFD). Thus, the conclusion
of this theorem follows by the weak duality theorem (Theorem 20). 
Now, by the help of converse duality between modified vector optimization problems (FPη(y))
and (MWFDη(y)), we prove converse duality between the original multiobjective fractional pro-
gramming problem (FP) and its original Mond–Weir dual problem (MWFD). Before doing this,
we prove the useful proposition.
Proposition 23. Let (y, λ, ξ) be a feasible point in (MWFDη(y)) such that h(y) = 0. Moreover,
we assume that the modified Lagrange function in (MWFDη(y)) is (V -invex) strictly V -invex on
Y(y) with respect to the function θ , not necessarily equal to η, and with respect to the function α.
Then (y, λ, ξ) is a (weak maximum) maximum in (MWFDη(y)).
Proof. We proceed by contradiction. Suppose that (y,λ, ξ) is not a weak maximum in
(MWFDη(y)). Then there exists (y,λ, ξ) feasible in (MWFDη(y)) such that(
f
g
)
(y) + ∇
(
f
g
)
(y)η(y, y) <
(
f
g
)
(y) + ∇
(
f
g
)
(y)η(y, y).
Thus, by λ 0,
λ∇
(
f
g
)
(y)η(y, y) λ∇
(
f
g
)
(y)η(y, y). (37)
By assumption, the modified Lagrange function in (MWFDη(y)) is V -invex on Y(y) with re-
spect to the function θ , not necessarily equal to η, and with respect to the function α. Then, by
Definition 4,
λ∇
(
f
g
)
(y)η(y, y) + ξh(y) − λ∇
(
f
g
)
(y)η(y, y) − ξh(y)
 α(y, y)
(
λ∇
(
f
g
)
(y)ηx(y, y) + ξ∇h(y)
)
θ(y, y).
Hence, using (37) together with the assumption h(y) = 0 and the feasibility of (y,λ, ξ), we
obtain the following inequality:
α(y, y)
(
λ∇
(
f
g
)
(y)ηx(y, y) + ξ∇h(y)
)
θ(y, y) 0,
which contradicts the feasibility of (y,λ, ξ) in (MWFDη(y)). 
Theorem 24. Let (y, λ, ξ) be a feasible point in (MWFD) such that h(y) = 0. Moreover, we
assume that the modified Lagrange function in (MWFDη(y)) is (V -invex) strictly V -invex on
Y(y) with respect to the function θ , not necessarily equal to η, and with respect to the function α.
If η satisfies Condition (A) at y, then (y,λ, ξ) is (weak maximum) maximum in (MWFDη(y)).
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Now, we prove converse duality between modified vector optimization problems (FPη(y)) and
(MWFDη(y)).
Proposition 25. Let (y,λ, ξ) be a (weak) maximum solution in (MWFDη(y)). Moreover, we
assume that the modified Lagrange function in (MWFDη(y)) is (V -invex) strictly V -invex at y
on D(y)∪Y(y) with respect to the function θ , not necessarily equal to η, and with respect to the
function α. Then y is (weak) Pareto optimal in (FPη(y)).
Proof. We proceed by contradiction. Suppose that (y, λ, ξ) is not a weak Pareto in (FPη(y)).
Then, there exists x feasible in (FPη(y)) such that(
f
g
)
(y) + ∇
(
f
g
)
(y)η(x, y) <
(
f
g
)
(y) + ∇
(
f
g
)
(y)η(y, y).
Hence, by λ 0,
λ∇
(
f
g
)
(y)η(x, y) λ∇
(
f
g
)
(y)η(y, y). (38)
By assumption, the modified Lagrange function in (MWFDη(y)) is V -invex at y on D(y)∪Y(y)
with respect to the function θ , not necessarily equal to η, and with respect to the function α. Then,
by Definition 4,
λ∇
(
f
g
)
(y)η(x, y) + ξh(x) − λ∇
(
f
g
)
(y)η(y, y) − ξh(y)
 α(x, y)
(
λ∇
(
f
g
)
(y)ηx(y, y) + ξ∇h(y)
)
θ(x, y).
Thus, using (38) together with the feasibility of x and (y,λ, ξ) in (FPη(y)) and (MWFDη(y)),
respectively, we obtain the inequality
α(x, y)
(
λ∇
(
f
g
)
(y)ηx(y, y) + ξ∇h(y)
)
θ(x, y) 0,
which contradicts the feasibility of (y, λ, ξ) in (MWFDη(y)). 
Now, we prove converse duality between the original multiobjective fractional programming
problem (FP) and its original Mond–Weir dual problem (MWFD).
Theorem 26 (Converse duality). Let (y, λ, ξ) be a (weak) maximum solution in (MWFD), such
that h(y) = 0. Moreover, we assume that the modified Lagrange function in (MWFDη(y)) is (V -
invex) strictly V -invex at y on D(y) ∪ Y(y) with respect to the function θ , not necessarily equal
to η and with respect to the function α. If η satisfies Condition (A) at y, then y is (weak) Pareto
optimal in (FP).
Proof. Follows by Theorem 24, Proposition 25, and Theorem 8. 
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This paper presents a modified objective function method for obtaining sufficient optimality
conditions and duality results for nonlinear multiobjective fractional programming problems. The
equivalence between multiobjective fractional programming problem and corresponding vector
minimization problem opens various possibilities of developing solution procedures for different
fractional type problems with several ratios in which objectives are strong nonlinear functions.
By using the introduced modified objective function method for solving a nonlinear multiobjec-
tive fractional programming problem, we obtain, in general, an equivalent vector optimization
problem which is simpler to solve. In the case when the function η :D × D → Rn (with respect
to which all functions involved in (FP) are V -invex at the given feasible solution x on the set
of all feasible solutions) is linear with respect to the first component and, moreover, the con-
straint function is linear, then the nonlinear multiobjective fractional programming problem (FP)
is, by using the approach discussed in this paper, transformed to a linear vector optimization
problem (FPη(x)). In this case, the computational procedures for solving a linear vector opti-
mization problem can be applied. In this way, a multiobjective fractional programming problems
with strong nonlinear objectives can be solved by using computational algorithms for linear vec-
tor optimization problems. The author plan to explore the possibilities of using computational
methods to solve modified vector optimization problem in a subsequent paper.
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