brain imaging method could be defined as any experimental technique that allows human (or animal) brain structure or function to be studied, preferably in vivo in the current context. Such a method should ideally produce accurate timing (in the case of functional imaging) and spatial localization (for both structural and functional imaging) of cerebral function, structure, or changes in these properties of the brain. The method should be minimally invasive and repeatable (to facilitate use in treatment monitoring and development of therapeutic strategies). Current structural magnetic resonance imaging (MRI) has good spatial resolution, is noninvasive, and meets the above criteria well for structural analysis. In contrast, no single technique currently in existence would meet all these criteria in the case of functional imaging, but the most common widely used methods are electroencephalography (EEG), positron emission tomography (PET), and functional magnetic resonance imaging (fMRI). Of these three methods, EEG has been available for the longest time (but arguably not so as a viable mapping method). PET has been available for the secondlongest period (in the order of four decades), and fMRI is the newest widely used technique. PET is arguably the most invasive (involving radioisotope administration) and EEG makes the closest approach to measuring neuronal activity directly (but has rather poor spatial mapping properties). As the location of cerebral activity and changes in activity associated with changes in brain state (either experimentally or illness-determined) seems to
have been the priority in most of the research to date, fMRI has emerged as the most widely used functional brain mapping method. Structural MRI (sMRI) has been a common tool for the investigation of trauma and disease-related brain changes for some considerable time, but fMRI is a more recent addition to the MRI armory of methods. It has been available for a little less than two decades, since Ogawa et al 1 first coined the term BOLD (blood oxygen level-dependent) contrast for what has become the most widely used approach in use today. At first sight, BOLD imaging has a number of shortcomings. At what is still the most common field strength in MR scanners in clinical use (1.5 Tesla), the signal changes following neural activation are only a few percent. There are also a host of artifacts that can interfere with the signal, most notably head motion. The BOLD "signal" is also not a direct readout of neuronal electrical activity, but rather a downstream consequence of this activity, dependent on the response of the circulatory system. Finally, there is still a dispute about exactly what neural changes underlie the BOLD response (for a recent viewpoint on some of these issues, see Logothetis 2 ). Despite all these apparent problems, BOLD fMRI has revolutionized the study of human brain activity. It is noninvasive (does not require administration of radioisotopes), can be performed repeatedly on the same individuals, and uses equipment that is increasingly widely available. There have been tens of thousands of papers published in which fMRI has been used to investigate a vast array of aspects of human brain function.
Brain imaging and psychiatry
When MRI technology first became available to psychiatry and neurology, one of the primary aims was to use this new technology to establish what have often been described as the "neural correlates" of various mental disorders, ie, to determine the location and magnitude of changes in brain structure or function compared with subjects from a suitable reference population. This would facilitate the identification of "biomarkers" (objective quantifiable changes in brain function) of the mental disorder in question. The longer-term aim was then to use these biomarkers to test the effects of drug treatment or behavioral therapy, ie, to use them as quantitative measures of the effectiveness of treatment in restoring "normality." As a research enterprise, the application of neuroimaging with the above aims has resulted in a very large number of studies and an impressive number of research publications in many of the major psychiatric and neuroscience journals, particularly in the case of fMRI. In 2003, barely a decade after the appearance of fMRI as a viable imaging tool, it was possible to list, in a book entitled Neuroimaging in Psychiatry 3 produced by a number of my colleagues in London as well as eminent researchers from other centers, hundreds of research papers involving MR (as well as a large number from longer established methodologies such as PET). Since 2003 the knowledge base in this area has continued to expand at an impressive rate and, reading the literature to date, one might well conclude that fMRI has had a considerable impact on our understanding of abnormalities in brain function and structure. However, one might ask a different but no less important question. Standing as we do, almost two decades after the appearance of fMRI and having (as we do) access to widely available and reasonably reliable methods of analyzing brain imaging data, has brain imaging started to make an impact on the clinical issues of interest? Has brain imaging materially altered the pressing issues of the diagnosis and treatment of brain disorders? This issue was the subject of a recent editorial in the British Journal of Psychiatry by Bullmore et al 4 : "Why psychiatry can't afford to be neurophobic." One of the issues raised in that article is "the reality of psychiatric practice in the UK, where there is currently agreed to be no clear role for neuroimaging, biomarkers or genetic testing." The main question in relation to imaging is why the large number of research studies have not been translated into clear beneficial effects in clinical practice. This is clearly a complex and multifactorial issue, but the aim of the present contribution is to examine the simple question of whether neuroimaging is asking the appropriate questions of the data to maximize its relevance to psychiatry and drug discovery and development. For an interesting discussion of the general issue of using neuroimaging to understand brain function, see ref 5. T r a n s l a t i o n a l r e s e a r c h 
Background to current approaches to MRI analysis
In order to understand how the current approaches to MRI analysis have arisen, one needs to return to the period before fMRI was widely available, and brain activation and analysis was mainly undertaken using PET. The technique, known as region of interest (ROI) analysis, was the earliest to be employed and consisted, as its name suggests, of picking, a priori, a region or regions of the brain which were proposed, on the basis of previous findings or hypotheses to respond to the experimental task being studied. Typically, data would be averaged over the ROI(s) and the change in blood flow related to task performance would be studied, preferably with reference to a control (nonresponding) region or regions. This method remains arguably the simplest and one of the most statistically powerful approaches to studying changes in brain function and structure when the areas involved are well known or strongly predicted a priori. However, universal application of this method would entail a complete knowledge of all the brain regions involved in normal brain functions of interest, and (in psychiatry) when brain function or structure is abnormal. Given that we are still far from such a state of knowledge, more exploratory approaches were, and still are, needed in many cases. Ideally, these methods needed to be able to explore activity changes at the limit of resolution of the brain images (ie, at voxel level). In the late 1980s and early 1990s, Karl Friston and his colleagues at the Hammersmith hospital in London began to develop methods for the analysis of changes in brain activation over the whole brain, an endeavor which led to the development of the package known as statistical parametric mapping (SPM-for details see http://www.fil.ion.ucl.ac.uk/spm/doc/#history). This package, freely available to researchers since 1991, has become the most widely used approach for wholebrain analysis of functional imaging data. In order to achieve a principled approach to the problem, SPM developed a sophisticated way of dealing with the obviously severe multiple comparison problem inherent in performing tens of thousands of statistical tests, one at each voxel. 6 This approach, using the statistical theory of Gaussian random fields, 7 has earned Karl Friston deserved recognition for revolutionizing the analysis of brain imaging data. With the appearance of fMRI, the SPM package was rapidly adapted to deal with the rather different characteristics of the new data sets. Somewhat later, the possibility of similarly analyzing structural changes voxel by voxel led to the development of what is now known as voxel-based morphometry or VBM. SPM was rapidly applied to large numbers of structural and functional brain imaging projects. It is the method of choice when changes need to be investigated over the whole brain, either because there is no strong prior hypothesis about the areas that need to be studied, or because the distributed nature of the expected changes makes ROI-based analysis very challenging. On a more prosaic note, it also removes much of the tedium (and potential error) of manually defining ROIs on large, high-resolution MRI data sets. Anyone who attempted to analyze structural MRI data prior to the appearance of VBM might speculate that the automated nature of this technique might have led many researchers to take this route, even when an ROI analysis might have been possible. Since the early 1990s, there have been a large number of technical developments in understanding, and dealing with, sources of error in analyzing MRI data, and many excellent packages are now available, but the main analysis approach remains a suitably corrected voxel-byvoxel exploration of whole-brain activations (or structural changes) with inferences as to which brain locations are exhibiting significant effects or changes in effect brought about by the nature of the experimental task undertaken or the membership of a particular subject group (eg, patient/control). The main approach might be termed locationist and nonconnectionist, in that it seeks to locate areas of significant response (change) but ignores, by its independent voxel-by-voxel analyses, interactions between brain regions, at least at the primary phase of analysis. Note, however, that posthoc connectivity analyses are often undertaken in the case of fMRI. Ignoring intervoxel interactions greatly simplifies the analysis, but ignores our current knowledge, suggesting that almost all significant brain activity involves network or system level behavior. It is interesting to consider the pros and cons of this piecewise approach to the analysis of brain function on the current position of brain imaging vis à vis its uses in psychiatry and drug discovery and testing. The obviously positive aspects of 15 or so years of brain imaging research using (predominantly mass-univariate) fMRI are as follows. Firstly, our knowledge of the functional neuroanatomy of the brain has been expanded considerably. Secondly, if the multiple comparison problem inherent in mass univariate analysis has been tackled in a conservative and principled fashion, the areas that we have identified should be relatively robust, as the tendency would have been to make type II rather than type I errors. On the other hand, the lack of consideration of inter-regional interactions during whole-brain activation detection will mean that we have missed some activations that might be weak but highly correlated between brain regions. In other words, we might have underreported and underdetected the distributed networks involved in many brain functions and in pathological changes in these functions. In simple terms, we have been "throwing away" useful information in the data sets during analysis. A more important consideration, central to the main theme of this article, is that, in the mass univariate analysis, there is no combination of information over the whole brain to assemble some sort of "figure of merit" indicating how well our analysis results allow us to, say, separate controls from patients, or drug responders from nonresponders. In other words, there is no indication of how well the whole-brain data would allow us to be confident that the pattern of activation was characteristic of a patient rather than a healthy subject. Instead of being able to make a prediction about an individual being healthy or not on a network-wide basis, we would instead be confined to making statements about the overall separation of groups at a particular voxel or in a particular region of interest, on the basis (typically) of a t statistic.
New developments in analyzing brain imaging data: machine learning methods
These observations on the mainstream fMRI analysis status quo have been made by a number of statisticians and neuroscientists in recent years. 8, 9 In response to the issues described above, growing interest has now come to be focused on a group of analysis techniques that have been described as "brain-reading" or "braindecoding" methods 10 that belong to a broad group of techniques known collectively as machine learning.
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The basic idea of these methods is that, instead of analyzing the brain voxel by voxel, data from groups of voxels (ROI) or indeed from the whole brain, are used to train a computer program. In one set of classification methods, the most common variant of which is called the support vector machine (SVM), the program will typically find a boundary (referred to as a hyperplane in the relevant literature because it exists in high-dimensional space) between different classes of data (eg, data from patients and data from controls either from structural images of the same fMRI experiment). Once this boundary has been located, predictions can be made for data not in the training data set. For example, having trained the program to distinguish controls from depressed patients and define the optimal hyperplane to achieve this distinction, a new subject could be classified as belonging to the "patient" or the "control" class based on the relationship of their data to the hyperplane. The specificity and sensitivity of these predictions can be examined using standardized statistical approaches. In the most common of these, the so-called "leave one out" methods, the computer program is training on all the subjects but one and tested on the remaining individual. This is repeated until all the subjects have been the "one left out." By averaging the results across all the tests it is possible to compute the sensitivity and specificity, where sensitivity here refers to the probability of correctly classifying a patient as a patient, and specificity the probability of correctly classifying a control as a control. If the data to be analyzed are obtained with a continuous rating (depression scores) rather than a classification variable (ill/not ill), then similar programs can operate on a data regression basis, learning the association between the continuous rating and brain structure or function. As well as providing information that may clearly be of value in a clinical setting in the form of classification accuracy, which communicates the level of confidence we can have in the predictions made by this type of analysis, these "braindecoding" methods can also produce maps which indicate the levels to which different brain regions are involved in the classification accuracy that has been achieved. However, here a note of caution is in order. Unlike the maps produced by the more commonly used mass-univariate methods which can be unequivocally interpreted in terms of the size of the effect (eg, difference in response between groups) at each voxel, the maps produced by the machine learning methods explicitly contain the effects of interactions between voxels or brain regions. In other words, a particular voxel could be important in distinguishing two groups either because there is a large difference in function or structure at that point or because there is a small difference that is highly correlated with those in many T r a n s l a t i o n a l r e s e a r c h other brain regions, gaining importance from these correlations. There are two main consequences arising from this. The first is that the maps may be inherently more sensitive in depicting effects than those that we may be accustomed to seeing (though this is debated and is still undergoing detailed study). The second is that, unlike univariate maps, that can be subjected to statistical thresholding at a particular P value, thresholding these multivariate maps is more challenging, and the most effective way to accomplish this is an active area of investigation. To summarize the above discussion, both the mass-univariate and multivariate "brain reading" methods of analyzing MRI data can give information about the location of disease-related changes in structure or function. The univariate methods are in fact easier to interpret, but may be less sensitive in detecting small changes to distributed systems. Few would argue, however, that if properly carried out, both approaches can potentially produce useful maps. It is valuable at this point, however, to consider the relationship between producing a reliable map and establishing a usable biomarker for a psychiatric illness. The concept of a biomarker contains within it the idea of classification. It associates a pattern of changes in brain structure or function with a particular mental state. This is in fact the core idea of the "brain-reading" methodologies, as stated above. However, without knowledge of the classification accuracy associated with the map of brain changes, the map itself has little value. In a distinction between two classes, a random allocation process would produce a classification accuracy of 50%. A useful biomarker would be a pattern of changes with a classification accuracy of such a level that its probability of arising by chance would be very small. We can carry out such a test very easily. Having determined the classification accuracy as described earlier, we the randomly allocate the data to the two classes of interest (thus achieving the null hypothesis of no difference between the classes) and repeat the "leave one out" testing. If we do this a very large number of times, we can establish how likely the classification process is to produce the original classification accuracy under the null hypothesis of no difference between the classes. In simple terms, we can see how far away from chance the classification lies. The further this is, the "cleaner" the separation between the groups achieved by the imaging "biomarker."
Machine learning in current image analysis-a change of emphasis?
Although "brain reading" using machine learning methods (often also referred to as pattern classification methods) is currently arousing a good deal of interest, their use in the investigation of brain imaging is not new. In fact, they were used as long ago as the 1990s to investigate PET data.
12, 13 However, functional and structural brain imaging research has produced a host of new and interesting analysis methods over the last two decades. The reasons why some methods become widely used whereas others do not is a topic of considerable interest. O'Toole and colleagues 8 devoted considerable space to discussing this issue and raised issues of what will move researchers out of their "comfort zone" to a new and potentially useful way of using their data. Given the availability of high-quality packages such as SPM, where mass-univariate analysis is efficiently implemented, and which are well-known and respected by neuroimagers, new methods have to be easy to use and to offer considerable added value to justify the investment in using them. Why then does the author of the current article believe that machine learning methods may be widely taken up when many other promising methods have not? In the early 2000s considerable interest in questions of face/object recognition in the visual cortex led to some fascinating experiments. Notably, a very elegant study of face and object processing in the visual cortex by Haxby and his colleagues appeared.
14 This paper did not use machine learning methods, but introduced the idea of associating brain states (recognition of different types of object) with distributed patterns of brain activity. Shortly afterwards, in 2002, Golland et al wrote a highly interesting account of the use of classifiers in brain imaging, 15 introducing the use of the SVM, and in 2003 Cox and Savoy 10 used an SVM (see above) in the same area of research as Haxby.
14 It was clear from these data that information might be available in distributed patterns of brain activity that were not accessible by considering each voxel in isolation. Moreover, this information could aid classification. This was a way, not simply of locating functional or structural changes in the brain due to illness or a change in an experimental paradigm, but of using data from many voxels to explicitly classify brain data according to the group to which they belonged. A number of groups then began to realize that these ideas were much closer to the notion of a network-level biomarker than a statistically unconnected set of results from independently analyzed brain regions. Machine learning methods were soon applied to analysis of fMRI data, 16, 17 demonstrating the power to achieve good classification accuracies based on networks located in believable brain regions. It is but a small step from this point to the idea of automated diagnosis. In the area of structural MRI, Alzheimer's disease has been one of the major targets for this latest phase of applications of machine learning. 18, 19 This is perhaps understandable, given that it gives rise to both distributed and major effects on gray matter density, making it an obvious target for a multivariate classification method. The use of fMRI for diagnostic purposes has also been investigated using SVM. 20, 21 Machine-learning based classifiers are currently achieving accuracies of T r a n s l a t i o n a l r e s e a r c h 394 Figure 1 . Data flow in a simple 2-task functional magnetic resonance imaging (fMRI) experiment (alternating blocks of each task) through traditional univariate analysis with general linear modeling (GLM) and support vector machine (SVM) analysis. The univariate approach analyses individual voxels using time points when task 1 is being performed and time points where task 2 is being performed, contrasting the two using a simple statistical test (eg, a t test) with a correction for the number of voxels analyzed. The output is a map of regions where the responses to the two tasks are significantly different. SVM-based analysis takes whole-brain volumes when task 1 is being performed and whole-brain volumes when task 2 is being performed and "trains" a computer program to associate patterns of fMRI response with each task. The outputs are a map of the regions which discriminate between the two tasks and a measure of how well the two tasks are discriminated on the basis of the whole brain data. After training, the task being performed can be predicted purely from the fMRI data. For group separation, tasks 1 and 2 can be replaced by groups 1 and 2 ( eg, patients/controls) performing a given task or structural MRI data from the two groups. 
75% to 95% using functional and structural imaging data and active research in this area is extending the armory of methods beyond categorical classification to probabilistic output using techniques such as Gaussian Process methods. 22 Other techniques of interest include singleclass SVM in which the goal is outlier or novelty detection. This method has considerable promise for detection of deviations from statistical homogeneity in clinical populations. In a recent demonstration of the possibilities for machine learning, Sato and his colleagues carried out an interesting experiment. 23 They first trained a computer program (using a technique called maximum entropy linear discriminant analysis) to recognize the association between age and brain activation changes during performance of a motor (finger-tapping task). They were then able to predict the ages of subjects not included in the training purely from their brain activation data. If one imagines the association computed in this experiment as a biomarker for age, and then extends the logic to other areas (eg, changes in depression) one can appreciate the possibilities of the method. Some of the most exciting possibilities of machine learning methods in clinical practice stem from the ideas raised in the two previous paragraphs. One is that we may be able to locate individual patients on a continuum of brain structural or functional abnormalities that are correlated with illness severity. This would be a great advance on simply categorizing an individual as belonging to the group of "controls" or the group of "patients."
We would also be able to identify patients who, on the basis of their brain structure or function, appeared to be atypical of their diagnostic group. The second is that this "continuum" or probabilistic rather than categorical approach, could be extended from diagnosis to response prediction-personalization of treatment. The probability that a given patient might be a "responder" rather than a "nonresponder" based on objective measurement of brain structure or function would be a valuable adjunct to the choice and direction of treatment. In order to make these new methods available on a wide basis, a number of groups are also actively developing toolboxes with user-friendly interfaces. Also, in order to avoid repetition of already time-consuming image processing, these toolboxes are often being designed to accept data from widely used preprocessing streams in packages such as SPM.
Conclusion
Seventeen years ago, it was felt that fMRI might revolutionize the study of human brain activity. 1, 24 Arguably, this has proved to be the case. It was also felt by many that fMRI might prove to be an invaluable clinical for the investigation and treatment of mental illness. There are many who would argue that has not proved to be the case. Kosslyn 
