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Abstract
Given an undirected graph G = (N , E) of agents N = {1, . . . , N} connected with edges in E ,
we study how to compute an optimal decision on which there is consensus among agents and that
minimizes the sum of agent-specific private convex composite functions {Φi}i∈N while respecting
privacy requirements, where Φi , ξi+fi belongs to agent-i. Assuming only agents connected by an edge
can communicate, we propose a distributed proximal gradient method DPGA for consensus optimization
over both unweighted and weighted static (undirected) communication networks. In one iteration, each
agent-i computes the prox map of ξi and gradient of fi, and this is followed by local communication
with neighboring agents. We also study its stochastic gradient variant, SDPGA, which can only access
to noisy estimates of ∇fi at each agent-i. This computational model abstracts a number of applications
in distributed sensing, machine learning and statistical inference. We show ergodic convergence in both
sub-optimality error and consensus violation for DPGA and SDPGA with rates O(1/t) and O(1/√t),
respectively.
Index Terms
linearized ADMM, distributed optimization, composite convex function, augmented Lagrangian,
first-order method.
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2I. INTRODUCTION
Let G = (N , E) denote a connected undirected graph of N computing nodes where nodes i
and j can communicate information only if (i, j) ∈ E . Each node i ∈ N , {1, . . . , N} has a
private (local) cost function Φi : Rn → R ∪ {+∞} such that
Φi(x) , ξi(x) + fi(x), (1)
where ξi is a possibly non-smooth convex function, and fi is a smooth convex function.
Assumption 1. ξi : Rn → R ∪ {+∞}, and fi : Rn → R are closed convex functions such that
fi is differentiable on an open set containing dom ξi with a Lipschitz continuous gradient ∇fi,
of which Lipschitz constant is Li; and the prox map of ξi,
proxξi(x) , argmin
y∈Rn
{
ξi(y) +
1
2
‖y − x‖2} , (2)
is efficiently computable for i ∈ N .
In this paper, we study a distributed consensus problem [1]; in particular, we consider solving a
multi-agent consensus optimization problem of minimizing the sum of privately known composite
convex functions in (1) satisfying Assumption 1:
F ∗ , min
x∈Rn
∑
i∈N
Φi(x). (3)
We consider the setting where only local information exchange is allowed, i.e., there is no central
node such that the data can be collected, and only neighboring nodes can exchange data; and we
focus on the following equivalent formulation:
min
x
{
F (x) ,
∑
i∈N
Φi(xi) : xi = xj, ∀ (i, j) ∈ E
}
. (4)
where x = [xi]i∈N ∈ Rn|N |. We call x¯ = [x¯i]i∈N , -feasible if the consensus violation satisfies
max(i,j)∈E
{ ‖x¯i − x¯j‖} ≤  and -optimal if ∣∣∑i∈N Φi(x¯i)− F ∗∣∣ ≤ .
This computational setting, i.e., decentralized consensus optimization, appears as a generic
model for various applications in signal processing, e.g., [2]–[6], machine learning, e.g., [7]–[9]
and statistical inference, e.g., [10], [11]. Clearly, (3) can also be solved in a “centralized” fashion
by communicating all the private functions Φi to a central node, and solving the overall problem
at this node. However, such an approach can be very expensive both from communication
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3and computation perspectives when compared to the distributed algorithms which are far more
scalable to increasing problem data and network sizes. In particular, suppose (Ai, bi) ∈ Rm×(n+1)
and Φi(x) = ‖Aix− bi‖2 + λ ‖x‖1 for some given λ > 0 for i ∈ N such that m  n and
N  1. Hence, (3) is a very large scale LASSO problem with distributed data. To solve (3) in a
centralized fashion, the data {(Ai, bi) : i ∈ N} needs to be communicated to the central node.
This can be prohibitively expensive, and may also violate privacy constraints – in case some node
i does not want to reveal the details of its private data. Furthermore, it requires that the central
node has large enough memory to be able to accommodate all the data. On the other hand, at the
expense of slower convergence, one can completely do away with a central node, and seek for
consensus among all the nodes on an optimal decision using “local” decisions communicated by
the neighboring nodes. These considerations in mind, we propose decentralized algorithms that
can compute solutions to (3) using only local computations without explicitly requiring the nodes
to communicate the functions {Φi : i ∈ N}; thereby, circumventing all privacy, communication
and memory issues.
The contribution of the paper can be summarized as follows: 1) we propose a proximal gradient
alternating direction method of multipliers (PG-ADMM) and its stochastic gradient variant SPG-
ADMM to solve composite convex problems; we only assume that the prox map of ξi can be
computed efficiently, while other ADMM based algorithms are efficient when either Φi = ξi + fi
or both ξi and fi have simple prox maps that can be computed efficiently; 2) we establish
that when the gradient is deterministic PG-ADMM is equivalent to primal-dual algorithms for
saddle-point problems proposed in [12], [13] – hence, SPG-ADMM extends these algorithms to
noisy gradient setting; 3) we show ergodic convergence of both (expected) suboptimality and
consensus violation bounds for PG-ADMM with the rate of O(1/t), and for SPG-ADMM with
the rate of O(1/√t); 4) we implement PG-ADMM and SPG-ADMM on consensus formulations
of (3) for unweighted and weighted static communication networks – this gives rise to two
different node-based distributed algorithms: DPGA and DPGA-W and their stochastic gradient
variants SDPGA and SDPGA-W – and we examine the effect of the underlying network topology
on their convergence rate. 5) The proposed algorithms DPGA, DPGA-W, SDPGA and SDPGA-W
are fully distributed, i.e., the agents are not required to know any global parameters depending
on the entire network topology, e.g., the second smallest eigenvalue of the Laplacian; instead,
we only assume that agents know who their neighbors are. Using only local communication,
our node-based distributed algorithms require less communication burden and memory storage
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4TABLE I: Comparison of our method with the previous work
Reference assumption on Φi operation / iter.
iter # for iter # for comm. steps Single Loop
-feas. -opt. -opt. (simple)
Duchi et al. (2012) [14] convex, Lipschitz cont. subgrad., projection unknown O(1/2) O(1/2) yes
Nedic & Ozdaglar (2009) [15] convex subgrad. O(1) O(1/2) O(1/2) yes
Wei & Ozdaglar (2012) [16] strictly convex proxΦi unknown O(1/) O(1/) yes
Makhdoumi & Ozdaglar (2014) [17] convex proxΦi O(1/) O(1/) O(1/) yes
Wei & Ozdaglar (2013) [18] convex proxΦi O(1/) O(1/) O(1/) yes
Jakovetic et al. (2014) [19] (D-NC) smooth convex ∇Φi O(1/
√
) O(1/√) O(log(1/)/√) no
bounded ∇Φi
Chen & Ozdaglar (2012) [20] composite convex Φi = ξ + fi proxξ, ∇fi O(1/
√
) O(1/√) O(1/) no
bounded ∇γi
Shi et al. (2015) [21] (PG-EXTRA) composite convex Φi = ξi + fi proxξi , ∇γi O(1/2) O(1/2) KKT O(1/2) yes
Aybat et al. (2015) [22] (DFAL) composite convex Φi = ξi + fi proxξi , ∇fi O(1/) O(1/) O(1/) no
Our work (DPGA, DPGA-W) composite convex Φi = ξi + fi proxξi , ∇fi O(1/) O(1/) O(1/) yes
compared to edge-based distributed algorithms. 6) Proposed algorithms consist of a single loop,
i.e., there are no outer and inner iteration loops; therefore, they are easy and practical to be
implemented over distributed networks.
To sum up, there are many practical problems where one can compute the prox map for ξi
efficiently; however, computing the prox map for Φi = ξi + fi is not easy. The methods proposed
in this paper can compute an -optimal -feasible solution in O(−1) iterations without assuming
bounded ∇fi for any i ∈ N ; each iteration of these methods requires computing proxξi and
∇fi for i ∈ N , and one or two communication rounds among the neighbors – hence, O(−1)
communications per node in total.
A. Notation
Throughout the paper, ‖·‖ denotes the Euclidean or the spectral norm depending on its argument,
i.e., for a matrix A, ‖A‖ = σmax(A). Let d ∈ Z+. 1d ∈ Rd is the vector of all ones. Let Sd
denote the set of symmetric matrices in Rd×d, ⊗ denotes the Kronecker product, and Id is the
d × d identity matrix. Given a graph G = (N , E), Ω ∈ R|N |×|N | denotes the graph Laplacian.
Given a positive definite matrix Q ∈ Sn, i.e., Q  0, define ‖v‖Q ,
√
v>Qv for all v ∈ Rn.
B. Related work
A number of different distributed algorithms have been proposed to solve (4) – see Table I that
displays some recent work. Duchi et al. [14] proposed a dual averaging algorithm to solve (3) in
a distributed fashion over G when each Φi is convex. This algorithm computes -optimal solution
in O(1/2) iterations; however, they do not provide any guarantees on the consensus violation
max{‖x¯i − x¯j‖2 : (i, j) ∈ E}. Nedic´ and Ozdaglar [15] developed a subgradient method with
constant step size c > 0 for distributed minimization of (3) where the network topology is
time-varying. Setting the subgradient stepsize c = O() in their method guarantees to compute a
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5solution x¯ = [x¯i]i∈N such that its consensus violation max{‖x¯i − x¯j‖2 : (i, j) ∈ E} ≤  within
O(1) iterations; and its suboptimality is bounded from above as ∑i∈N Φi(x¯i)− F ∗ ≤  within
O(1/2) iterations; however, since the step size is constant, neither suboptimality nor consensus
errors are guaranteed to decrease further. Although these algorithms are for more general problems
and assume mere convexity on each Φi, this generality comes at the cost of O(1/2) complexity
bounds, and they also tend to be very slow in practice. On the other extreme, under much
stronger conditions: assuming each Φi is smooth and has bounded gradients, Jakovetic et al. [19]
developed a fast distributed gradient method D-NC with O(log(1/)/√) convergence rate in
communication rounds. For the quadratic loss, which is one of the most commonly used loss
functions, bounded gradient assumption does not hold. In terms of distributed applicability, D-NC
requires all the nodes N to agree on a doubly stochastic weight matrix W ∈ R|N |×|N |; it also
assumes that the second largest eigenvalue of W ∈ R|N |×|N | is known globally among all the
nodes – this is not attainable for very large scale fully distributed networks. D-NC is a two-loop
algorithm: for each outer loop k, each node computes their gradients once, and it is followed by
O(log(k)) communication rounds. In the rest, we briefly discuss those algorithms that balance
the trade-off between the iteration complexity and the required assumptions on {Φi}i∈N .
Wei & Ozdaglar [16], [18], and recently Makhdoumi & Ozdaglar [17] proposed distributed
ADMM algorithms that can compute an -optimal and -feasible solution in O(1/) prox map
evaluations for each Φi. These algorithms have superior iteration complexity compared to the
subgradient methods discussed above. That said, there are many practical problems where one
can compute proxξi efficiently; but, computing the prox map for Φi = ξi + fi is not easy -see
Section IV for an example. One can overcome this limitation of ADMM by locally splitting
variables, i.e., setting Φi(xi, yi) , ξi(xi)+fi(yi), and adding a constraint xi = yi in (4). However,
this approach more than doubles local memory requirement; and in order for ADMM to be
efficient, the prox maps for both ξi and fi still must be simple.
When node functions Φi are composite convex, i.e., Φi = ξ+fi, assuming that the non-smooth
term ξ is the same at all nodes, and ∇fi is bounded for all i ∈ N , Chen & Ozdaglar [20]
proposed an inexact proximal-gradient method, which exploits the function structure, for distributed
minimization of (3) over a time-varying network topology. Their method also consists of two
loops; it can compute -feasible and -optimal solution in T = O(1/√) iterations which require
k communication rounds with neighbors during the k-th iteration for each 1 ≤ k ≤ T – hence,
leading to
∑T
k=1 k = O(−1) communications per node in total. Note that there are also many
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6practical problems where nodes in the network have different non-smooth components in their
objective and/or have different preference when choosing non-smooth regularizers. In contrast,
our methods allow node specific non-smooth functions ξi, do not assume bounded ∇fi for any
i ∈ N , and are still able to compute an -optimal -feasible solution in O(−1) iterations.
Recently, Shi et al. [21] and Aybat et al. [22] proposed proximal gradient based distributed
algorithms that can solve (3) over a static connected network when Φi = ξi + fi as in (1).
In [21], the proximal gradient exact first-order algorithm (PG-EXTRA) is proposed; PG-EXTRA
is an extension of the algorithm EXTRA [23] to handle the non-smooth terms {ξi}i∈N . They
showed O(1/t) convergence for the ergodic average of squared residuals for the consensus
and KKT violations. That said, we consider their rate result as O(1/√t) because their result
on consensus violation, 1
t
∑t
k=1
∥∥Uxk∥∥2 = O(1/t), only guarantees ‖U x¯t‖ = O(1/√t), where
xk = [xki ]i∈N ∈ Rn|N | denotes PG-EXTRA iterate at iteration k ≥ 1, x¯t ,
∑t
k=1 x
k/t denotes
their ergodic average, and U ∈ Rn|N |×n|N | such that null space of U only contains 1 ∈ Rn|N |, i.e.,
Ux = 0 implies x1 = . . . = xN . PG-EXTRA is a node-based distributed algorithm, and each node
i ∈ N stores four different copies of local variable xi at each iteration k, say xk+3/2i , xk+1i , xk+1/2i
and xki , and requires two rounds of local communications to be able to compute next iterates –
one can reduce the information exchange to one round per iteration at the expense of increasing
the storage at node i from 4n to (4 + di)n. In terms of applicability, PG-EXTRA requires all
the nodes N to agree on two symmetric mixing matrices: W, W˜ ∈ R|N |×|N | such that W˜  0
and W+I
2
 W˜  W – see Assumption 1 in [21]. The gradient stepsize, c, is the same for
all nodes, and should satisfy c < σmin(W˜ )/Lmax. If W , W˜ are chosen such that W  0 (this
requires coordination among all the agents), and W˜ = W+I
2
, then c can be chosen c ∈ (0, 1
Lmax
),
which is independent of the global topology, and only depends on Lmax , maxi∈N Li – some
max-consensus algorithm is needed to compute Lmax, and this may not be feasible for very large
scale fully distributed networks.
Aybat et al. [22] proposed a distributed first-order augmented Lagrangian (DFAL) algorithm
to solve (3), where each Φi is a composite convex function as in (1). Assuming ξi is bounded
below by a norm, i.e., ξi(.) ≥ ‖.‖, and it has a uniformly bounded subdifferential for each
i ∈ N , they showed that any limit point of DFAL iterates is optimal; and for any  > 0, an
-optimal and -feasible solution can be computed within O(log(−1)) DFAL iterations, which
require O(σ1.5max(Ω)
dmin
−1) gradient computations and communications per node in total, where dmin
is the degree of the smallest degree node. Based on our tests and the results reported in [22]
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7the algorithm DFAL performs very well in practice; however, due to its double-loop structure,
distributed implementation requires a more complex network protocol. Specifically, checking the
subgradient stopping criterion for inner iterations requires evaluating a logical conjunction over
G, which may not be easy for large networks.
Table II summarizes the storage and communication requirements for the algorithms discussed
above. We will illustrate their practical performance in Section IV. After we started writing this
paper, we became aware of other recent work [2], [24]–[26] for solving (3) over a connected
graph G. These methods are very closely related to our proximal gradient ADMM (PG-ADMM),
and are based on linearized ADMM method. Suppose Φi(x) = ξi(x) + fi(Aix). When compared
to our smooth convexity assumption on {fi}i∈N , Chang et al. [2] showed the convergence of
their distributed method under a far more stringent assumption: fi is strongly convex with a
Lipschitz continuous gradient for i ∈ N . Moreover, under this stronger assumption, they were
able to show linear convergence rate only when the non-smooth terms are absent, i.e., ξi ≡ 0,
and Ai has full column rank for all i ∈ N . Finally, their distributed algorithm requires the global
knowledge of σmin(Ω + 2W ) of the graph G, where W is the adjacency matrix. On the other
hand, the algorithms we propose in this paper are fully distributed, i.e., the agents do not require
the knowledge of some global parameters depending on the entire network topology; instead,
we only assume that agents know who their neighbors are. Ling et al. [25] were able to show
the convergence of their distributed method without strong convexity when penalty parameter
is chosen sufficiently large; however, no rate has been shown for this setting – again, as in [2]
determining whether the parameter is large enough requires the global knowledge of σmin(Ω).
The algorithm in [25] is similar to our DPGA algorithm, and in contrast to sublinear rate result
shown in this manuscript for the convex setting, Ling et al. were able to establish a rate result
only under strong convexity assumption. Bianchi et al. [24] also proposed a distributed algorithm
based on linearized ADMM for solving (3), where each node computes proximal gradient steps;
the authors proved its convergence and also showed almost sure convergence for its randomized
version, where a random set of agents become active and compute their proximal gradient steps
and broadcast the recently updated local variables to their neighbors. However, no rate has
been shown for neither the deterministic nor the randomized versions. The methods in [24] run
on edge-based formulations of the decentralized problem; consequently, information exchange,
computational effort and memory requirement are far more expensive than node-based algorithms
proposed in this paper. While we are finalizing our paper, we become aware of the work [26],
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8where the authors also develop a distributed algorithm based on linearized ADMM for solving (3)
over both random and static networks and they attain similar rate results to ours. For the static
network setting, their algorithm achieves O(1/t) rate using deterministic gradient and O(1/√t)
rate using the stochastic gradient; however, in contrast to our results, these rates are established
assuming bounded domain for all ξi (for both deterministic and stochastic gradient settings);
explicit bounds for suboptimality and infeasibility are not separately provided; and when the
gradient is noisy, their algorithm does not have a compact characterization using only primal
local decisions (see Theorem 4.2 and Algorithm 1 in [26]) – even if the network is static, in case
the gradient is noisy, one needs to use Algorithm 1 which requires updating edge-variables and
explicitly computing the dual variables, while our algorithm SDPGA using stochastic gradient is
in a compact form updating only primal node-variables, does not explicitly compute the dual
iterates and still achieves O(1/√t) rate without assuming compact domain for any ξi.
The focus of our paper is on synchronous computation over undirected static communication
topology; that said, there has been work considering more general settings, e.g., see [27], [28]
for distributed optimization on directed graphs, and [29] for computation over random networks.
TABLE II: Comparison on data amount stored and communicated per node per communication round
DPGA DPGA-W ADMM SADMM DFAL PG-EXTRA
Storage 3n 3n 3n 7n 4n 4n or (4 + di)n
Communication n 2n 2n 4n n 2n or (n)
To sum up, unlike two-loop methods, e.g., [19], [20], [22], DPGA algorithms proposed here
have only single-loop, and they are very easy to implement - see Fig. 1 and Fig. 2. These
surprisingly simple algorithms can compute an -feasible and -optimal solution to (3) within
O(1/) communication rounds among neighboring nodes for all  > 0 (this is the best rate known
for our setting) under much weaker assumptions on ξi and fi compared to DFAL and with much
simpler set of instructions compared to all the algorithms discussed above. To the best of our
knowledge, in terms of storage and communication requirements per communication round, and
convergence rate in terms of communication rounds, DPGA achieves the best guarantees known
in the literature for problem (3) when Φi is as in (1) for i ∈ N .
II. PROXIMAL GRADIENT ADMM AND ITS CONNECTIONS
Let N = {1, . . . , N}, and {Φi}i∈N be a collection of composite convex functions satisfying
Assumption 1. Let g : Rny → R ∪ {+∞} be a possibly non-smooth convex function, and
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9f : Rnx → R denote f(x) = ∑i∈N fi(xi), where nx , ∑i∈N ni and x = [xi]i∈N ∈ Rnx . We
adopt the notation x = [xi]i∈N = (xi;x−i) ∈ Rnx with xi ∈ Rni and x−i = [xj]j∈N\{i} ∈ Rnx−ni
to denote a vector where xi and x−i are treated as variable and parameter sub-vectors of x,
respectively; and ∇xif(x) ∈ Rni denotes the sub-vector of ∇f(x) ∈ Rnx corresponding to
components of xi ∈ Rni . In this section we consider the following problem:
min
x,y
F (x, y) , g(y) +
N∑
i=1
Φi(xi) s.t. Aixi +Biy = bi : λi, i ∈ N , (5)
where Ai ∈ Rmi×ni , Bi ∈ Rmi×ny , bi ∈ Rmi for all i ∈ N , and λi ∈ Rmi denotes the dual
variable corresponding to the i-th constraint. We assume that {ξi}i∈N and g have easy prox maps.
Given {γi}i∈N ⊂ R+, define the augmented Lagrangian function as
Lγ(x, y, λ) = g(y) +
N∑
i=1
ξi(xi) + φγ(x, y, λ),
where λ = [λi]i∈N , and φγ denotes the smooth part of the augmented Lagrangian, i.e.,
φγ(x, y, λ) =
N∑
i=1
fi(xi) +
N∑
i=1
λ>i (Aixi +Biy − bi) +
1
2
N∑
i=1
γi ‖Aixi +Biy − bi‖2.
Note setting γi = 0 for all i ∈ N , Lγ becomes the standard Lagrangian function L(x, y, λ).
Consider the algorithm PG-ADMM stated below for solving (5): for k ≥ 0 compute
xk+1i , proxciξi
(
xki − ci∇xiφγ(xki , yk, λk)
)
, i ∈ N (6a)
yk+1 , argmin
y
Lγ(xk+1, y, λk) (6b)
λk+1i , λki + γi (Aixk+1i +Biyk+1 − bi), i ∈ N (6c)
where ci > 0 is the gradient step size for i ∈ N , which should be related to Li and ‖Ai‖. In
Section II-A, we study the convergence properties of (6) given a deterministic first-order oracle
which returns ∇fi; and we also consider the effect of using stochastic first-order oracle, which
returns noisy observations of ∇fi, on the convergence rate.
Definition 1. Given f : Rn → R ∪ {+∞} such that dom f is open, and ∇f exists on dom f .
G : Rn×Ξ→ Rn is called a stochastic first-order oracle (SFO) for ∇f if there exists σ ∈ [0,+∞)
such that for all x ∈ dom f , Eν
[
G(x, ν)
]
= ∇f(x), and Eν
[ ‖G(x, ν)−∇f(x)‖2 ] ≤ σ2,
where ν ∈ Ξ is a random variable following a certain distribution.
Definition 2. Let Gi denote an SFO for ∇fi for i ∈ N with common parameter σ. Let G¯i be
an SFO for ∇xiφγ defined as G¯i(xi, νi;x−i, y, λ) = Gi(xi, νi) + ATi (λi + γi(Aixi +Biy − bi)).
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Assumption 2. {νki ∈ Ξ : i ∈ N , k ∈ Z+} is a set of i.i.d. random variables.
Under Assumption 2, consider the algorithm SPG-ADMM stated below for solving (5):
xk+1i , proxcki ξi
(
xki − cki G¯i(xki , νki ;xk−i, yk, λk)
)
, i ∈ N , (6b), (6c) (7)
for k ≥ 0, where cki > 0 is the stochastic-gradient step size for i ∈ N at the k-th iteration.
Remark 1. In the extreme case that ξi = 0 for i ∈ N and |N | = 1, PG-ADMM (6) and
SPG-ADMM (7) reduce to G-ADMM and SG-ADMM that take gradient steps for xi-subproblems
and have been studied in [30] and [31]. Specifically, [31] proves the O(1/t) convergence rate of
G-ADMM and O(1/
√
t) convergence rate of SG-ADMM. Our PG-ADMM and SPG-ADMM can
be viewed as extensions of G-ADMM and SG-ADMM where general ξi’s are allowed. Our proofs
of convergence rate results for PG-ADMM and SPG-ADMM in Section II-A are inspired by [31].
Preliminaries and Simple Identities: In our analysis, we used two well-known identities frequently:
(v2 − v1)>Q(v3 − v1) = 1
2
(‖v2 − v1‖2Q + ‖v3 − v1‖2Q − ‖v2 − v3‖2Q) , (8)
(v1 − v2)>Q(v3 − v4) = 1
2
(‖v1 − v4‖2Q − ‖v1 − v3‖2Q)+ 12 (‖v2 − v3‖2Q − ‖v2 − v4‖2Q) . (9)
For simplicity, we adopted the following notation to denote the stacked vectors or tuples:
x = [x>1 , . . . , x
>
N ]
>, xk = [xk1
>
, . . . , xkN
>
]>, and x∗ = [x∗1
>, . . . , x∗N
>]>. Let u = [x>y>]>,
λ = [λ>1 . . . λ
>
N ]
>, and w = [u>λ>]>; and let uk, u∗, λk, λ∗, wk, w∗ be defined similarly. For
the sake of simplifying the notational burden, we also adopted (x, y, λ) , [x>, y>, λ>]>. Let
m ,
∑
i∈N mi, nx ,
∑
i∈N ni, and F : Rnx+ny → R∪ {+∞} such that F denotes the objective
function of problem (5), i.e., F (u) , g(y) +
∑N
i=1 Φi(xi).
Definition 3. We denote the set of optimal primal-dual pairs for (5) as χ∗, i.e., w∗ = (x∗, y∗, λ∗) ∈
χ∗ if and only if w∗ is a saddle point of the Lagrangian function L corresponding to (5). Moreover,
for i ∈ N , define χ∗i as the projection of χ∗ onto xi-coordinate.
We analyze SPG-ADMM, stated in (7), under Assumptions 2 and 3; and specialize these results
for PG-ADMM stated in (6). The following assumption is made in the rest of the discussions.
Assumption 3. The optimal primal-dual pair set χ∗ for (5) is non-empty, i.e., there exists
(x∗, y∗, λ∗) ∈ χ∗ such that L(x, y, λ∗) ≥ L(x∗, y∗, λ∗) ≥ L(x∗, y∗, λ) for all x, y, λ.
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According to the first-order optimality conditions for (5), solving (5) is equivalent to finding
(x∗, y∗, λ∗) ∈ χ∗ such that the following holds:
−A>i λ∗i −∇fi(x∗i ) ∈ ∂ξi(x∗i ), i ∈ N ,
−∑Ni=1B>i λ∗i ∈ ∂g(y∗),
Aix
∗
i +Biy
∗ − bi = 0, i ∈ N .
(10)
A. Convergence Rate of PG-ADMM and SPG-ADMM
Note PG-ADMM and SPG-ADMM produce the same iterate sequence with probability 1 when
σ = 0 in Definition 2. Therefore, we will first analyze SPG-ADMM, and then derive the bounds
for PG-ADMM by sharpening the SPG-ADMM bounds for the case σ = 0. After some constant
terms are discarded, SPG-ADMM for solving (5) can be stated as: for k ≥ 0,
xk+1i , proxcki ξi
(
xki − cki
[
Gi(x
k
i , ν
k
i ) + γiA
>
i
(
Aix
k
i +Biy
k − bi + 1
γi
λki
)])
, i ∈ N , (11a)
yk+1 , argmin
y
g(y) + 12
N∑
i=1
γi
∥∥∥∥Aixk+1i +Biy − bi + 1γiλki
∥∥∥∥2 , (11b)
λk+1i , λki + γi
(
Aix
k+1
i +Biy
k+1 − bi
)
, i ∈ N . (11c)
The first-order optimality conditions for (11a)-(11b) are given respectively as follows
∂ξi(x
k+1
i ) 3
1
cki
(
xki − xk+1i
)− [Gi(xki , νki ) +A>i (λki + γi (Aixki +Biyk − bi))] , i ∈ N (12a)
∂g(yk+1) 3 −
N∑
i=1
B>i
(
λki + γi
(
Aix
k+1
i +Biy
k+1 − bi
))
. (12b)
Since ξi and g are convex, using the subgradients above with (11c), we have
ξi(xi)− ξi(xk+1i ) ≥
(
xi − xk+1i
)> [ 1
cki
(
xki − xk+1i
)
−
(
Gi(x
k
i , ν
k
i ) +A
>
i λ
k+1
i + γiA
>
i
(
Ai(x
k
i − xk+1i ) +Bi(yk − yk+1)
))]
, (13)
g(y)− g(yk+1) ≥ − (y − yk+1)> N∑
i=1
B>i λ
k+1
i . (14)
for any xi ∈ Rni and y ∈ Rny .
Definition 4. For some given {cki }k≥0 ⊂ R++, let Qki , Ini − γickiA>i Ai, and δki , Gi(xki , νki )−
∇ifi(xki ) denote the error in the noisy gradient generated by SFO for i ∈ N . Define D ,
maxi∈N supxi,x′i∈dom(ξi) ‖xi − x′i‖ and D∗(x) , maxi∈N supx′i∈χ∗i ‖x′i − xi‖ for x ∈ Rnx .
We analyze the convergence of SPG-ADMM when either D < +∞ or D∗(x0) <∞.
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Lemma 2. Starting from given w0 such that −∑Ni=1 B>i λ0i ∈ ∂g(y0), Let {wk}k≥1 be the
SPG-ADMM iterate sequence generated as in (11a)-(11c). If {cki }k≥0 is chosen such that cki ≤(
Li + γi ‖Ai‖2 + 1(δki )(1 +
√
k)
)−1
for all i ∈ N and k ≥ 0, then for any λ and u∗ = (x∗, y∗) ∈
χ∗, the following inequality holds for all k ≥ 0,
F (u∗)− F (uk+1)+
N∑
i=1
〈
λi, bi −Aixk+1i −Biyk+1
〉
+
1
2
N∑
i=1
[
1
cki
∥∥x∗i − xki ∥∥2Qki − 1cki ∥∥x∗i − xk+1i ∥∥2Qki + γi ∥∥Bi(yk − y∗)∥∥2 − γi ∥∥Bi(yk+1 − y∗)∥∥2
+
1
γi
∥∥λi − λki ∥∥2 − 1γi ∥∥λi − λk+1i ∥∥2 + 2(x∗i − xki )>δki +
∥∥δki ∥∥2
1 +
√
k
]
≥ 1
2
N∑
i=1
[∥∥xk+1i − xki ∥∥2Q¯ki + γi ∥∥Bi(yk+1 − yk)∥∥2 + 1γi ∥∥λk+1i − λki ∥∥2
]
, (15)
where 1(δki ) is 1 if
∥∥δki ∥∥ > 0, and equal to 0 otherwise, i.e., when δki = 0; and Q¯ki ,
1
cki
Qki −
(
Li + 1(δ
k
i )(1 +
√
k)
)
for k ≥ 0 and i ∈ N .
Proof. Note that (13) implies
ξi(xi)− ξi(xk+1i )
≥ 1
cki
(
xi − xk+1i
)>
Qki
(
xki − xk+1i
)− (xi − xk+1i )> (Gi(xki , νki ) +A>i λk+1i + γiA>i Bi(yk − yk+1))
=
1
2cki
∥∥xi − xk+1i ∥∥2Qki + 12cki ∥∥xki − xk+1i ∥∥2Qki − 12cki ∥∥xi − xki ∥∥2Qki − (xi − xk+1i )> (∇fi(xki ) + δki )
− (xi − xk+1i )>A>i λk+1i − γi (Aixi −Aixk+1i )> (Biyk −Biyk+1) , (16)
where the equality follows from identity (8) with Q = Qki , and from the definition of δ
k
i .
Since each fi is convex with Lipschitz continuous ∇fi for all xi ∈ dom ξi, we have 0 ≤
fi(xi)− fi(xki )−∇fi(xki )>(xi − xki ) ≤ Li2
∥∥xi − xki ∥∥2; hence(
xi − xk+1i
)>
∇fi(xki ) =
(
xi − xki
)>∇fi(xki ) + (xki − xk+1i )>∇fi(xki )
≤ fi(xi)− fi(xki ) + fi(xki )− fi(xk+1i ) +
Li
2
∥∥xki − xk+1i ∥∥2
= fi(xi)− fi(xk+1i ) +
Li
2
∥∥xki − xk+1i ∥∥2 . (17)
Moreover, it also trivially follows from the definition of 1(δki ) that
(
xi − xk+1i
)>
δki ≤
(
xi − xki
)>
δki +
1
2(1 +
√
k)
∥∥δki ∥∥2 + 1(δki )(1 +√k)2 ∥∥xki − xk+1i ∥∥2 . (18)
Finally, applying identity (9) with Q = Imi , v1 = Aixi − bi, v2 = Aixk+1i − bi, v3 = −Biyk+1,
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and v4 = −Biyk, we have(
Aixi −Aixk+1i
)> (
Biy
k −Biyk+1
)
(19)
=
1
2
(‖Aixi +Biyk − bi‖2 − ‖Aixi +Biyk+1 − bi‖2)+ 1
2
(‖Aixk+1i +Biyk+1 − bi‖2 − ‖Aixk+1i +Biyk − bi‖2) ,
=
1
2
(‖Aixi +Biyk − bi‖2 − ‖Aixi +Biyk+1 − bi‖2)− 1
2
(∥∥Bi(yk − yk+1)∥∥2 + 2
γi
(λk+1i − λki )>Bi(yk − yk+1)
)
.
Therefore, using (17), (18) and (19) within (16), it follows that
ξi(xi)− ξi(xk+1i ) + fi(xi)− fi(xk+1i ) +
(
xi − xk+1i
)>
A>i λ
k+1
i + (xi − xki )>δki +
∥∥δki ∥∥2
2(1 +
√
k)
(20)
≥ 1
2cki
∥∥xi − xk+1i ∥∥2Qki − 12cki ∥∥xi − xki ∥∥2Qki + 12cki ∥∥xki − xk+1i ∥∥2Qki − Li + 1(δ
k
i )(1 +
√
k)
2
∥∥xki − xk+1i ∥∥2
+
γi
2
‖Aixi +Biyk+1 − bi‖2 − γi
2
‖Aixi +Biyk − bi‖2 + γi
2
∥∥Bi(yk − yk+1)∥∥2 + (λk+1i − λki )>Bi(yk − yk+1),
Since 0 < cki ≤
(
Li + γiσ
2
max(Ai) + 1(δ
k
i )(1 +
√
k)
)−1, by definition Q¯ki  0 for all k ≥ 0
and i ∈ N . Moreover, for all k ≥ 0, we have ∑Ni=1 〈Bi(yk − yk+1), λk+1i − λki 〉 ≥ 0 since
−∑Ni=1B>i λki ∈ ∂g(yk). Therefore, setting u = u∗, combining (11c) and (14) with the inequality
in (20), and using the definition of Q¯ki implies that for any λ ∈ Rm,
F (u∗)− F (uk+1)
+
N∑
i=1
(x∗i − xk+1i )>A>i λk+1i + (y∗ − yk+1)>
N∑
i=1
B>i λ
k+1
i +
N∑
i=1
(λi − λk+1i )>(bi −Aixk+1i −Biyk+1)
+
1
2
N∑
i=1
[
− 2
γi
(
λi − λk+1i
)> (
λki − λk+1i
)
+
1
cki
∥∥x∗i − xki ∥∥2Qki − 1cki ∥∥x∗i − xk+1i ∥∥2Qki
+ γi
∥∥Aix∗i +Biyk − bi∥∥2 − γi ∥∥Aix∗i +Biyk+1 − bi∥∥2 + 2(x∗i − xki )>δki + ∥∥δki ∥∥2
1 +
√
k
]
≥ 1
2
N∑
i=1
[∥∥xk+1i − xki ∥∥2Q¯ki + γi ∥∥Bi(yk+1 − yk)∥∥2
]
. (21)
Using (8) with Q = Imi , we have
1
2γi
∥∥∥λk+1i − λki ∥∥∥2 − 1γi (λi − λk+1i )> (λki − λk+1i ) = 12γi
(∥∥λi − λki ∥∥2 − ∥∥λi − λk+1i ∥∥2) .
Thus, adding
∑N
i=1
1
2γi
∥∥λk+1i − λki ∥∥2 to both side of (21), and using the above equality, we obtain
the desired inequality in (15). Indeed, since u∗ is a solution to (5), Aix∗i +Biy
∗ = bi for i ∈ N .
Hence, for any λ and wˆ
N∑
i=1
λ>i (bi −Aixˆi −Biyˆ) =
N∑
i=1
(x∗i − xˆi)>A>i λˆi + (y∗ − yˆ)>
N∑
i=1
B>i λˆi +
N∑
i=1
(λi − λˆi)>(bi −Aixˆi −Biyˆ).
We use the above equality with wˆ = wk+1 to simplify (21).
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Theorem 3. Under Assumptions 1, 2 and 3, let {wk}k≥1 be the SPG-ADMM iterate sequence
generated as in (11a)-(11c) starting from given w0 = (x0, y0, λ0) as in Lemma 2. Define u¯t =
(x¯t, y¯t) as x¯t = 1
t
∑t
k=1 x
k, and y¯t = 1
t
∑t
k=1 y
k for t ≥ 1. Fix arbitrary λ and u∗ = (x∗, y∗) ∈ χ∗.
Suppose σ > 0 and D <∞. For i ∈ N , when {cki }k≥0 is chosen such that 1cki =
1
ci
+
√
k and
ci = (Li + γi ‖Ai‖2 + 1)−1, then the following bounds hold for D¯ = D and for all t ≥ 1:
E
[
F
(
u¯t
)− F (u∗) + N∑
i=1
λ>i
(
Aix¯
t
i +Biy¯
t − bi
) ]
(22)
≤ N(D¯
2 + 2σ2)
2
√
t
+
1
2t
N∑
i=1
(
1
γi
∥∥λi − λ0i∥∥2 + 1ci ∥∥x∗i − x0i∥∥2I−γiciA>i Ai
)
+
1
2t
∥∥y∗ − y0∥∥2∑N
i=1 γiB
>
i Bi
.
Suppose σ = 0, i.e., Gi(xi) = ∇fi(xi) w.p.1 for any xi and i ∈ N . When cki = ci for all k ≥ 0
for some ci ∈ (0, 1Li+γi‖Ai‖2 ], the following bound holds w.p.1 for all t ≥ 1,
F
(
u¯t
)− F (u∗) + N∑
i=1
λ>i
(
Aix¯
t
i +Biy¯
t − bi
)
(23)
≤ 1
2t
N∑
i=1
( 1
γi
∥∥λi − λ0i∥∥2 + 1ci ∥∥x∗i − x0i∥∥2In−γiciA>i Ai
)
+
1
2t
∥∥y∗ − y0∥∥2∑N
i=1 γiB
>
i Bi
.
Proof. Invoking the convexity of F (·) justifies the first inequality below:
F (u¯t)− F (u∗) +
∑
i∈N
λ>i
(
Aix¯
t
i +Biy¯
t − bi
)
≤ −1
t
t−1∑
k=0
[
F (u∗)− F (uk+1) +
N∑
i=1
λ>i
(
bi −Aixk+1i −Biyk+1
)]
≤ 1
2t
t−1∑
k=0
N∑
i=1
[
1
γi
∥∥λi − λki ∥∥2 − 1γi ∥∥λi − λk+1i ∥∥2 + 1cki ∥∥x∗i − xki ∥∥2Qki − 1cki ∥∥x∗i − xk+1i ∥∥2Qki
+γi
∥∥Bi(yk − y∗)∥∥2 − γi ∥∥Bi(yk+1 − y∗)∥∥2 + 2(x∗i − xki )>δki + ∥∥δki ∥∥2
1 +
√
k
]
, Γt,
where the second inequality follows from Lemma 2 and the fact that Q¯ki  0 for k ≥ 0.
First, consider the PG-ADMM iterate sequence generated using Gi(xki , ν
k
i ) = ∇fi(xki ), i.e.,
δki = 0 for all i ∈ N and k ≥ 0. In this setting, according to Lemma 2, we are allowed to fix
a constant step size ci for each i ∈ N . Indeed, cki = ci ,
(
Li + γi ‖Ai‖2
)−1
for k ≥ 1. Hence,
one obtains the desired result in (23) by showing
Γt ≤ 1
2t
N∑
i=1
(
1
γi
∥∥λi − λ0i∥∥2 + 1ci ∥∥x∗i − x0i∥∥2I−γiciA>i Ai + γi ∥∥y∗ − y0∥∥2B>i Bi
)
,
which follows from dropping the non-positive terms after the telescoping sum in the definition
of Γt is evaluated, and using the fact that Aix∗i +Biy
∗ = bi for all i ∈ N .
Next, consider the SPG-ADMM iterate sequence for which δki > 0 with probability 1 for all i ∈
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N and k ≥ 0. In this case, according to Lemma 2, if one sets cki =
(
Li + γi ‖Ai‖2 + 1 +
√
k
)−1
for all i ∈ N and k ≥ 0, then F (u¯t) − F (u∗) + ∑
i∈N
λ>i (Aix¯
t
i +Biy¯
t − bi) ≤ Γt holds for all
t ≥ 1. Moreover, we also have
1
2t
t−1∑
k=0
N∑
i=1
1
cki
∥∥x∗i − xki ∥∥2Qki − 1cki ∥∥x∗i − xk+1i ∥∥2Qki
=
1
2t
[
N∑
i=1
(
1
c0i
∥∥x∗i − x0i∥∥2I−γic0iA>i Ai − 1ct−1i
∥∥x∗i − xti∥∥2I−γict−1i A>i Ai +
t−2∑
k=0
(√
k + 1−
√
k
)∥∥x∗i − xk+1i ∥∥2
)]
≤ ND
2
2
√
t
+
1
2t
N∑
i=1
1
c0i
∥∥x∗i − x0i∥∥2I−γic0iA>i Ai . (24)
Hence, it follows that
Γt ≤ND
2
2
√
t
+
1
2t
N∑
i=1
(
1
γi
∥∥λi − λ0i∥∥2 + 1c0i ∥∥x∗i − x0i∥∥2I−γic0iA>i Ai + γi ∥∥y∗ − y0∥∥2B>i Bi
)
+
1
2t
N∑
i=1
t−1∑
k=0
(
2(xi − xki )>δki +
∥∥δki ∥∥2
1 +
√
k
)
. (25)
Let ν` = [ν`i ]i∈N for ` ≥ 0. Note from (7) it follows that (xk, yk, λk) are random variables
depending only on Υk , {ν`}k−1`=0 for all k ≥ 1; hence, Eνk [δki |Υk] = 0 and Eνk
[∥∥δki ∥∥2 |Υk] ≤ σ2
because δki , Gi(xki , νki )−∇ifi(xki ). Therefore, for all k ≥ 0, we have
EΥk+1
[
(xki )
>δki
]
= EΥk
[
Eνk
[
(xki )
>δki |Υk
]]
= EΥk
[
(xki )
>Eνk [δki |Υk]
]
= 0,
EΥk+1
[∥∥δki ∥∥2] = EΥk [Eνk [∥∥δki ∥∥2 |Υk]] ≤ σ2.
We obtain the desired result by taking the expectation of both sides in (25) and using the inequality∑t−1
k=0
1
1+
√
k
≤ ∫ t−1
0
1
1+
√
s
ds ≤ √t.
Corollary 4. Suppose σ > 0 and D = ∞. Assume that D∗(x0) < ∞. For any t ≥ 1, let
{cki }0≤k≤t be chosen such that 1cki =
1
ci
+
√
t and ci = (Li + γi ‖Ai‖2 + 1)−1 for i ∈ N , then (22)
holds for D¯ = D∗(x0).
Now we are ready to prove the O(1/t) and O(1/
√
t) convergence rates of PG-ADMM stated
in (6) and SPG-ADMM stated in (7) in an ergodic sense for solving (5).
Theorem 5. Under the same settings of Theorem 3, fix an arbitrary point (u∗, λ∗1, . . . , λ∗N) ∈ χ∗.
Suppose σ = 0, i.e., Gi(xi) = ∇fi(xi) w.p.1 for any xi and i ∈ N . When cki = ci for all k ≥ 0
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for some ci ∈
(
0, 1
Li+γi‖Ai‖2
)
, the following bounds hold for all t ≥ 1:
|F (u¯t)− F (u∗)| ≤ C(c1, . . . , cN )/t, and
N∑
i=1
‖λ∗i ‖
∥∥Aix¯ti +Biy¯t − bi∥∥ ≤ C(c1, . . . , cN )/t,
where C(c1, . . . , cN) ,
N∑
i=1
(
1
γi
(
4‖λ∗i ‖2 + ‖λ0i ‖2
)
+ 1
2ci
‖x∗i − x0i ‖2Qi
)
+ 1
2
‖y∗ − y0‖2∑N
i=1 γiB
>
i Bi
.
and Qi , I−ciγiA>i Ai. Moreover, both {wk}k≥0 and {w¯k}k≥0 converge to a primal-dual optimal
point if B , [Bi]i∈N , formed by vertically concatinating {Bi}i∈N , has full column rank.
Suppose σ > 0. Fix ci = (Li + γi ‖Ai‖2 + 1)−1 for i ∈ N and set C , C(c1, . . . , cN). Let
C ′ , N(D2/2 +σ2), and D , maxi∈N supx,x′∈dom(ξi) ‖x− x′‖. When {cki }k sequence is chosen
as cki =
(
1
ci
+
√
k
)−1
for i ∈ N , the following bounds hold for all t ≥ 1:
E[|F (u¯t)− F (u∗)|] ≤ C
′
√
t
+
C
t
, and
N∑
i=1
‖λ∗i ‖E
[ ∥∥Aix¯ti +Biy¯t − bi∥∥ ] ≤ C ′√
t
+
C
t
.
Proof. Suppose σ = 0. Consider Q¯ki defined in Lemma 2; since c
k
i = ci ∈ (0, (Li + γi ‖Ai‖2)−1),
we have Q¯i , Q¯ki = 1ciQi − Li  0 for k ≥ 0 and i ∈ N . For i ∈ N , let aki , 1ci
∥∥xki − x∗i∥∥2Qi +
γi
∥∥Bi(yk − y∗)∥∥2+ 1γi ∥∥λki − λ∗i∥∥2 and bki , ∥∥xk+1i − xki ∥∥2Q¯i+γi ∥∥Bi(yk+1 − yk)∥∥2+ 1γi ∥∥λk+1i − λki ∥∥2;
define ak ,
∑N
i=1 a
k
i and b
k ,
∑N
i=1 b
k
i for k ≥ 0. Hence, Lemma 2 implies that ak+1 + bk ≤ ak
for k ≥ 0, where we used F (u∗) ≤ F (uk+1)+∑Ni=1 〈λ∗i , Aixk+1i +Biyk+1 − bi〉 because
L(xk+1, yk+1, λ∗) ≥ L(x∗, y∗, λ∗). Therefore, limk ak exists and
∑∞
k=0 b
k <∞, which implies that
{aki }k≥0 is bounded for all i. Moreover Qi  0 implies that {λki }, {xki } and {Biyk} are all bounded
sequences for i ∈ N . If B has full column rank, {yk} is bounded. Hence, there exists {kn}n≥0 such
that limn λkni , λ¯, limn xkni , x¯ for all i and limn ykn , y¯ exist. Moreover, since
∑∞
k=1 b
k <∞,
we have
∑∞
k=1 b
k
i < ∞ for i ∈ N ; thus, limk
∥∥xk+1i − xki ∥∥ = limk ∥∥λk+1i − λki ∥∥ = 0 for all i,
and limk
∥∥yk+1 − yk∥∥ = 0. This implies that limn λkn±1i = λ¯, limn xkn±1i = x¯ for i ∈ N and
limn y
kn±1 = y¯. Note Aix¯i + By¯ − bi = limnAixkni + Bykn − bi = 1γi limn λ
kn
i − λkn−1i = 0.
Now, consider the subsequential limit of both sides of the relations in (12) along kn. Since g
and ξi for all i are proper, closed convex functions, it follows from Theorem 24.4 in [32] that
0 ∈ ∂ξi(x¯i) + ∇fi(x¯i) + A>i λ¯ for all i, and 0 ∈ ∂g(y¯) +
∑N
i=1B
>
i λ¯. Thus w¯ = (x¯, y¯, λ¯) is a
primal-dual point for (5). Now define rki , 1γi
∥∥λ¯i − λki ∥∥2 + 1ci ∥∥x¯i − xki ∥∥2Qi + γi ∥∥Bi(yk − y¯)∥∥2
and rk =
∑N
i=1 r
k
i for k ≥ 0. Thus limk rk = limn rkn = 0 and we have limxki = x¯ (since Q¯  0)
and limλki = λ¯ for all i, and limk y
k = y¯.
In the rest, we prove the rate result. Since any (u∗, λ∗) ∈ χ∗ is a saddle point of L, it satisfies
L(u, λ∗) ≥ L(u∗, λ∗) for any u = (x, y), which can be easily checked using the optimality
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condition (10). Thus, setting u = u¯t = (x¯t, y¯t) and using the fact that Aix∗i + Biy
∗ = bi for
i ∈ N we obtain
F (u¯t)− F (u∗) +
N∑
i=1
2 ‖λ∗i ‖
∥∥Aix¯ti +Biy¯t − bi∥∥ ≥ F (u¯t)− F (u∗) + N∑
i=1
λ∗i
> (Aix¯ti +Biy¯t − bi) ≥ 0. (26)
Let ρi , 2‖λ∗i ‖ and τ¯i , Aix¯ti + Biy¯t − bi for i = 1, 2, . . . , N . Note (23) holds for any λ =
[λi]i∈N ; hence, by setting λi = ρiτ¯i/ ‖τ¯i‖ in (23), noting that ‖λi‖ = ρi, and using ‖λi − λ0i ‖2 /2 ≤
‖λi‖2 + ‖λ0i ‖2, we obtain F (u¯t) − F (u∗) +
N∑
i=1
ρi ‖Aix¯ti +Biy¯t − bi‖ ≤ C(c1, . . . , cN)/t. From
(26) and the above inequality, it follows that
−
N∑
i=1
‖λ∗i ‖‖τ¯i‖ ≤ F (u¯t)− F (u∗) ≤ C(c1, . . . , cN )/t−
N∑
i=1
ρi‖τ¯i‖.
Hence, since ρi , 2 ‖λ∗i ‖, it follows that
∑N
i=1 ‖λ∗i ‖‖τ¯i‖ ≤ C(c1,...,cN )t . Therefore, one can conclude
that max{|F (u¯t)− F (u∗)|, ∑Ni=1 ‖λ∗i ‖‖Aix¯ti +Biy¯t − bi‖} ≤ C(c1,...,cN )t .
Using similar arguments as above one can show O(1/√t) rate for the SPG-ADMM. Indeed,
observe that (22) holds for any λ = [λi]i∈N ; hence, in (22) by setting λi = ρiτ¯i/ ‖τ¯i‖ as a random
vector, noting that E[‖λi‖] = ρi, and using ‖λi − λ0i ‖2 /2 ≤ ‖λi‖2 + ‖λ0i ‖2, we obtain the desired
results similarly as above.
B. Connections to the existing work
There is a strong connection between PG-ADMM and the primal-dual algorithms (PDA)
in [12], [13] proposed for solving saddle point problems. Let Φ = ξ+ f as in (1) such that ∇f is
Lipschitz with constant L; after fixing stepsize c > 0 and penalty parameter γ > 0, implementing
PG-ADMM on minx,y{Φ(x) + g(y) : Ax− y = 0} generates the following iterate sequence:
xk+1 ← proxcξ
(
xk − c
[
∇f(xk) +A>(λk + γ (Axk − yk))]), (27a)
yk+1 ← argmin g(y) + γ2
∥∥Axk+1 − y + γ−1λk∥∥2 , (27b)
λk+1 ← λk + γ (Axk+1 − yk+1). (27c)
For PG-ADMM iterate sequence, the suboptimality and infeasibility converges to 0 in the
ergodic sense for any γ > 0 when 1
c
≥ L + γ ‖A‖2. Note (27a) can be rewritten as xk+1 =
proxcξ(x
k − c[∇f(xk) + A>(2λk − λk−1)]). Let g∗ denote the convex conjugate of g; using
Moreau proximal decomposition on y-updates in (27b), we get
yk+1 = Axk+1 + γ−1λk − 1
γ
proxγg∗(λ
k + γAxk+1). (28)
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Combining (28) and (27c) shows λk+1 = proxγg∗(λk + γAxk+1). Thus, (27) can be written as
xk+1 ← proxcξ
(
xk − c[∇f(xk) +A>(2λk − λk−1)]), (29a)
λk+1 ← proxγg∗(λk + γAxk+1). (29b)
The iterative scheme in (29) is the same as the PDA proposed in [13], where Condat only
considered the convergence of the algorithm, and no iteration complexity was given in [13]. The
scheme in (29) is also a variant of PDA iterations in [12]. In particular, PG-ADMM as written
in (29) generates the same iterate sequence as (xk+1, λk+1) = PDc,γ(xk, λk, xk+1, 2λk − λk−1)
in [12] when the Bregman functions Dx and Dλ chosen as 12 ‖·‖2. Moreover, one can easily
prove that Theorem 1 in [12] is still true for this variant of PDA for any c, γ > 0 such that
(1
c
− L) 1
γ
≥ ‖A‖2. It is worth emphasizing that this equivalence is no longer true on problems
minx,y{Φ(x) + g(y) : Ax + By = b} with a general B, instead of B = −Iny . Note that
PG-ADMM is more general than PDAs in [12], [13] in the sense that it can also deal with noisy
gradients while PDAs cannot.
III. PROXIMAL GRADIENT METHODS FOR DISTRIBUTED OPTIMIZATION
In this section, we provide consensus formulations of the decentralized optimization problem
in (4) for unweighted and weighted static (undirected) communication networks; and these
formulations are special cases of (5). Hence, we develop two different distributed algorithms
based on PG-ADMM in (6), one for each formulation; and finally we derive the customized
convergence bounds showing the effect of network topology for each implementation. Similarly,
one can also implement SPG-ADMM in (7) on the two different decentralized formulations of (4)
to obtain the stochastic gradient variants of these distributed algorithms based on SPG-ADMM.
The error bounds for these stochastic variants can be driven as we obtain the bounds for the
deterministic versions using Theorem 3. Due to space considerations, we skip their proofs and
only state the error bounds for these variants using stochastic gradients as corollaries of the
deterministic error bound results shown in Theorem 7 and Theorem 8.
In the rest of this paper, we adopt the following notation. Let G = (N , E) be a connected
graph, where N , {1, . . . , N} denotes the set of computing nodes, and E ⊂ N × N denote
the set of (undirected) edges. Without loss of generality, assume that edges in E are oriented,
i.e., (i, j) ∈ E implies that i < j. Let Ni , {j ∈ N : (i, j) ∈ E or (j, i) ∈ E} denote the set of
neighboring nodes of i ∈ N , and di , |Ni| denote the degree of node i ∈ N . Let Ω ∈ R|N |×|N |
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denote the Laplacian, and M ∈ R|E|×|N | denote the oriented edge-node incidence matrix, i.e., for
e = (i, j) ∈ E and k ∈ N , Mek equals to 1 if k = i, to −1 if k = j, and to 0, otherwise.
Remark 6. Note that Ω = M>M . Let ψmax , ψ1 ≥ ψ2 ≥ . . . ≥ ψN be the eigenvalues of
Ω. Since we assumed that G is connected, we have ψN−1 > ψN = 0. Hence, rank(M) =
rank(Ω) = N − 1. Moreover, (M ⊗ In)>(M ⊗ In) = Ω⊗ In; and from the structure of Ω⊗ In,
it follows that {ψi}Ni=1 are also the eigenvalues of Ω ⊗ In, each with algebraic multiplicity n.
Thus, R , rank(M ⊗ In) = n(N − 1). Let M ⊗ In = UΣV > denote the reduced singular value
decomposition (SVD) of M ⊗ In, where U = [u1 . . . uR] ∈ Rn|E|×R, V = [v1 . . . vR] ∈ Rn|N |×R,
Σ = diag(σ), and σ ∈ RR++. Note that σmax(M ⊗ In) = max{σr : r = 1, . . . , R} =
√
ψ1, and
σmin(M ⊗ In) = min{σr : r = 1, . . . , R} =
√
ψN−1.
A. DPGA Algorithm
Using M ∈ R|E|×|N |, (4) can be equivalently written as
min
x∈Rn|N|
{
F (x) ,
∑
i∈N
Φi(xi) : (M ⊗ In)x = 0
}
, (30)
where x> = [x>1 , . . . , x
>
N ]
> and Φi is defined in (1). For each (i, j) ∈ E , define new set of primal
variables yij ∈ Rn, and let y = [yij](i,j)∈E ∈ Rn|E|. Now consider the following reformulation:
min
y, {xi}i∈N
{∑
i∈N
Φi(xi) : xi − yij = 0 : αij , xj − yij = 0 : βij , ∀(i, j) ∈ E
}
, (31)
where αij ∈ Rn and βij ∈ Rn denote the Lagrange multiplier vectors corresponding to the
primal constraints xi − yij = 0, and xj − yij = 0 in (31). Define α = [αij](i,j)∈E ∈ Rn|E|, and
β = [βij](i,j)∈E ∈ Rn|E|. Note (31) is a special case of (5) with g(y) = 0, and one can employ
PG-ADMM or SPG-ADMM to solve (31).
Next, we focus on the implementation details of PG-ADMM. Indeed, it can be easily observed
that Ai of (5) takes the following form for (31): Ai = (1di ⊗ In) ∈ Rndi×n. Furthermore, it can
also be easily observed that
∑N
i=1 γiB
>
i Bi in Theorem 3 is equal to diag([γi + γj](i,j)∈E)⊗ In ∈
Rn|E|×n|E| for (31), and B = [Bi]i∈N , obtained by vertically concatenating {Bi}i∈N , has full
column rank. For all i ∈ N , we set the stepsize ci according to Theorems 3 and 5, i.e.,
0 < ci ≤ 1/(Li + γi ‖Ai‖2). Hence, for the formulation (31), this corresponds to setting
ci ≤ 1/(Li + γidi) since σmax(Ai) =
√
di for i ∈ N . For the convergence of {xk}k≥0 to a unique
limit point, strict inequality is required when choosing ci for i ∈ N .
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Let {x0i }i∈N denote the set of initial primal iterates. The smooth part of the augmented
Lagrangian φγ corresponding to the formulation (31) can be written as
φγ(x,y, α, β) =
∑
i∈N
fi(xi) +
∑
(i,j)∈E
(
α>ij(xi − yij) + β>ij(xj − yij)
)
+
∑
(i,j)∈E
(γi
2
‖xi − yij‖2 + γj
2
‖xj − yij‖2
)
for node-specific penalty parameters {γi}i∈N ⊂ R++; hence, ∇xiφγ can be computed as
∇xiφγ(xk, yk, αk, βk) = ∇f(xki ) +
∑
j:(i,j)∈E
(
αkij + γi(x
k
i − ykij)
)
+
∑
j:(j,i)∈E
(
βkji + γi(x
k
i − ykji)
)
(32)
for k ≥ 0 and the steps of PG-ADMM in (6) take the following form:
xk+1j = proxcjξj
(
xkj − cj∇xjφγ(xk, yk, αk, βk)
)
, j ∈ N , (33a)
yk+1ij = argmin
yij
{
− (αkij + βkij)> yij + γi2 ∥∥xk+1i − yij∥∥2 + γj2 ∥∥xk+1j − yij∥∥2} , (i, j) ∈ E , (33b)
αk+1ij = α
k
ij + γi
(
xk+1i − yk+1ij
)
, (i, j) ∈ E , (33c)
βk+1ij = β
k
ij + γj
(
xk+1j − yk+1ij
)
, (i, j) ∈ E . (33d)
For k ≥ 0, (33b) can be solved in closed form:
(γi + γj) y
k+1
ij = α
k
ij + β
k
ij + γix
k+1
i + γjx
k+1
j . (34)
Summing (33c) and (33d), and using (34), we get for k ≥ 0
αk+1ij + β
k+1
ij = α
k
ij + β
k
ij + γix
k+1
i + γjx
k+1
j − (γi + γj)yk+1ij = 0.
Hence, for each (i, j) ∈ E , we have αkij + βkij = 0 for k ≥ 1. Suppose we initialize α0 = β0 , 0,
i.e., α0ij = β
0
ij = 0 for all (i, j) ∈ E , and y0ij , (γix0i + γjx0j)/(γi + γj) for (i, j) ∈ E . Therefore,
using (34), we can conclude that for each (i, j) ∈ E , ykij = (γixki + γjxkj )/(γi + γj) for all k ≥ 0.
Hence, αkij =
γiγj
γi+γj
∑k
`=1
(
x`i − x`j
)
, and βkij =
γiγj
γi+γj
∑k
`=1
(
x`j − x`i
)
for all k ≥ 1. Therefore,
combining these recursions, (32) can be computed for all k ≥ 0 as
∇xiφγ(xk, yk, αk, βk) = ∇f(xki ) +
∑
j∈Ni
γiγj
γi + γj
[
(xki − xkj ) +
k∑
`=1
(x`i − x`j)
]
. (35)
Hence, ∇xjφγ in step (33a) can be written in a compact form. Define Γ ∈ R|N |×|N |: for i ∈ N
Γij , 0, j 6∈ Ni ∪ {i}, Γij , − γiγj
γi + γj
, j ∈ Ni, Γii ,
∑
j∈Ni
γiγj
γi + γj
; (36)
and set ski ,
∑
j∈Ni∪{i} Γijx
k
j for k ≥ 0; and let pki ,
∑k
`=1 s
k
i for k ≥ 1 and p0i = 0. This
initialization and (35) together imply that ∇xiφγ(xk, zk, λk) = ∇fi(xki ) + pki + ski for k ≥ 0.
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Therefore, the steps in (33a)-(33d) can be simplified as shown in Figure 1 below. The algorithm
works in a distributed fashion: each node i ∈ N i) sends γi to and receives γj from all its
neighbors j ∈ Ni once at the beginning – hence, Γij for j ∈ Ni ∪{i} can be computed; ii) stores
three variables in Rn: xki , ski and pki ; iii) computes the proximal step; iv) broadcasts the updated
variable xk+1i to all j ∈ Ni, and then updates sk+1i ; iv) each node updates pk+1i , and then repeats.
Algorithm DPGA ( x0, {γi}i∈N )
Initialization: ci < (Li + γidi)−1, s0i =
∑
j∈Ni∪{i} Γijx
0
j , p
0
i = 0, i ∈ N
Step k: (k ≥ 0) For i ∈ N compute
1. xk+1i = proxciξi
(
xki − ci
(∇fi(xki ) + pki + ski )), i ∈ N
2. sk+1i =
∑
j∈Ni∪{i} Γijx
k+1
j , i ∈ N
3. pk+1i = p
k
i + s
k+1
i , i ∈ N
Fig. 1: Distributed Proximal Gradient Algorithm (DPGA)
1) Error Bounds for DPGA & Effect of Topology: In this section, we examine the effect of
network topology on the convergence rate of DPGA, which is nothing but PG-ADMM customized
to the decentralized formulation in (31) as discussed in Section III-A. To obtain simple O(1)
constants in the error bounds, we set α0ij = β
0
ij = 0 for all (i, j) ∈ E .
Theorem 7. Suppose a solution to (3), x∗ ∈ Rn, exists and ri(∩i∈N dom ξi) 6= ∅. Given arbitrary
{x0i , γi}i∈N , the DPGA iterate sequence {xk}k≥1, generated as shown in Figure 1, converges to
an optimal solution to (4). Moreover, the average sequence {x¯t}t≥1, defined as x¯ti = (
∑t
k=1 x
k
i )/t
for i ∈ N and t ≥ 1, satisfies the following bounds for all t ≥ 1,
−1
t
(
2 ‖Q‖
σmin(Ω)
∑
i∈N
κ2i +
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
)
≤ F (x¯t)− F ∗ ≤ 1
t
(∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
)
,
 ∑
(i,j)∈E
∥∥x¯ti − x¯tj∥∥2

1
2
≤ 1
t
[
‖Q‖
(∑
i∈N
κ2i
σmin(Ω)
+ 1
)
+
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
]
,
when the step-size ci ≤ (Li + γidi)−1 for i ∈ N , where κi > 0 denotes a bound on the elements
of ∂Φi(x∗), i.e., if q ∈ ∂Φi(x∗), then ‖q‖ ≤ κi, for each i ∈ N , and Q , diag([ 1γi + 1γj ](i,j)∈E).
Proof. x∗ is an optimal solution to (3) if and only if x∗ ∈ Rn|N | such that x∗i = x∗ for i ∈ N
is optimal to (30); hence, (x∗,y∗) is optimal to (31) for y∗ ∈ Rn|E| such that y∗ij = x∗ for all
(i, j) ∈ E . The formulation (30), equivalent to (31), can be written as
min
x
{F (x) ,
∑
i∈N
Φi(xi) : xi − xj = 0 : θij , (i, j) ∈ E}, (37)
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where θij ∈ Rn denotes the dual variable corresponding to the primal constraint xi − xj = 0.
Since ri
(⋂
i∈N dom ξi
) 6= ∅, Assumption 1 implies the Slater’s condition for both (37) and (31);
hence, dual optimal solutions to (37) and (31) exist. Let θ∗ , [θ∗ij](i,j)∈E and (α∗, β∗) denote
some dual solutions to (37) and (31), respectively. Note (31) is a special case of (5), and (31)
satisfies Assumption 3; moreover, {xk}k≥1 generated by DPGA in Fig. 1 is the same as with
the sequence produced by PG-ADMM applied to (31). Thus, convergence of the DPGA iterate
sequence {xk}k≥0 to an optimal solution follows from Theorem 5 when ci < (Li + γidi)−1
for i ∈ N ; moreover, the bound (23) given in Theorem 3 is valid for the DPGA iterates {xk}
whenever ci ≤ (Li + γidi)−1 for i ∈ N . In the rest, we analyze the error bounds.
From the optimality conditions for (37), θ∗ is an optimal dual solution to (37) if and only if
0 ∈ ∂Φi(x∗) +
∑
j:(i,j)∈E
θ∗ij −
∑
j:(j,i)∈E
θ∗ji, ∀ i ∈ N , (38)
i.e., −(M ⊗ In)>θ∗ ∈ ∂F (x∗) such that x∗i = x∗ for i ∈ N . Similarly, according to first order
optimality conditions for (31), α∗ ∈ Rn|E| and β∗ ∈ Rn|E| are dual optimals to (31) if and only if
0 ∈ ∂Φi(x∗) +
∑
j:(i,j)∈E
α∗ij +
∑
j:(j,i)∈E
β∗ji, ∀ i ∈ N ,
and α∗ij +β
∗
ij = 0 for all (i, j) ∈ E . Therefore, given an optimal dual solution to (37), say θ∗, one
can construct a dual optimal solution (α∗, β∗) to (31) by simply setting α∗ = θ∗ and β∗ = −θ∗.
In the rest of the proof, we fix (x∗,y∗, α∗, β∗) as a primal-dual optimal solution to (31) such
that x∗i = x
∗ for i ∈ N , y∗ij = x∗, α∗ij = θ∗ij and β∗ij = −θ∗ij for all (i, j) ∈ E , where θ∗ is some
dual optimal solution to (37).
For i ∈ N , ci = 1/(Li + γidi + ϑi) for some ϑi ≥ 0, and Ai = (1di ⊗ In) ∈ Rndi×n;
hence, A>i Ai = diIn and
1
ci
‖x0i − x∗‖In−γiciA>i Ai = (Li + ϑi) ‖x
0
i − x∗‖2. Also
∑N
i=1 γiB
>
i Bi =
diag([γi + γj](i,j)∈E)⊗ In; and since we initialize y0 such that y0ij = (γix0i + γjx0j)/(γi + γj) and
y∗ij = x
∗ for all (i, j) ∈ E , it trivially follows from the convexity of ‖·‖2 that
∥∥y∗ − y0∥∥2∑N
i=1 γiB
>
i Bi
≤
∑
(i,j)∈E
(
γi
∥∥x∗ − x0i∥∥2 + γj ∥∥x∗ − x0j∥∥2) = ∑
i∈N
diγi
∥∥x∗ − x0i∥∥2 .
Recall that we initialize α0 = β0 = 0. Furthermore, Theorem 3 holds for all α = [αij](i,j)∈E ∈
Rn|E| and β = [βij](i,j)∈E ∈ Rn|E|, where αij, βij ∈ Rn for (i, j) ∈ E . Hence, given θ = [θij](i,j)∈E
for some θij ∈ Rn for all (i, j) ∈ E , we set αij = θij and βij = −θij for all (i, j) ∈ E , and invoke
Theorem 3 for this specific choice of α = θ and β = −θ to obtain the following inequality,
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customized for (31): for all θ and t ≥ 1,
F (x¯t)− F ∗ + θT(M ⊗ In)x¯t = F (x¯t)− F ∗ +
∑
(i,j)∈E
αTij(x¯
t
i − y¯tij) + βTij(x¯tj − y¯tij),
≤ 1
2t
[∑
i∈N
( 1
γi
∑
j∈Oi
‖θij‖2
)
+
∑
i∈N
(Li + ϑi)
∥∥x∗ − x0i∥∥2 + ∥∥y∗ − y0∥∥2∑N
i=1 γiB
>
i Bi
]
,
≤ 1
2t
( ∑
(i,j)∈E
( 1
γi
+
1
γj
)
‖θij‖2 +
∑
i∈N
1
ci
∥∥x∗ − x0i∥∥2 ). (39)
Hence, setting θ = 0 in (39) leads to
F (x¯t)− F ∗ ≤ 1
t
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2 . (40)
From convexity of Φi, (38) and the fact that (M ⊗ In)x∗ = 0, it follows that
0 ≤ F (x¯t)− F ∗ + θ∗>(M ⊗ In)(x¯t − x∗) = F (x¯t)− F ∗ + θ∗>(M ⊗ In)x¯t. (41)
Adding θ∗>(M ⊗ In)x¯t to both sides, and invoking (39) for θ such that θij = 2θ∗ij for (i, j) ∈ E ,
we get
θ∗T(M ⊗ In)x¯t ≤ F (x¯t)− F ∗ + (2θ∗)T(M ⊗ In)x¯t ≤ 1
t
(
2 ‖θ∗‖2Q +
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
)
. (42)
Invoking (39) once again for θ = θ∗ + (M ⊗ In)x¯t/ ‖(M ⊗ In)x¯t‖ and using (41), we get
 ∑
(i,j)∈E
∥∥x¯ti − x¯tj∥∥2

1
2
=
∥∥(M ⊗ In)x¯t∥∥ ≤ F (x¯t)− F ∗ + θ∗T(M ⊗ In)x¯t + ∥∥(M ⊗ In)x¯t∥∥ ,
≤ 1
2t
(∥∥∥∥θ∗ + (M ⊗ In)x¯t‖(M ⊗ In)x¯t‖
∥∥∥∥2
Q
+
∑
i∈N
1
ci
∥∥x∗i − x0i∥∥2
)
,
≤ 1
t
(
σmax(Q) + ‖θ∗‖2Q +
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
)
, (43)
where the last inequality follows from ‖a+ b‖2Q ≤ 2 ‖a‖2Q + 2 ‖b‖2Q. Next, by appropriately
choosing a dual optimal (37), we bound ‖θ∗‖Q, which appears in (42) and (43).
According to Remark 6, since (M ⊗ In)>θ∗ lies in the row space, there exists {λr}Rr=1 such
that −(M ⊗ In)>θ∗ =
∑R
r=1 λrvr. Following [17], choose θ¯ , −
∑R
r=1 urλr/σr = U diag(λ/σ),
where diag(λ/σ) ∈ RR×R is a diagonal matrix with its r-th diagonal entry is λr/σr for r =
1, . . . , R. Hence, θ¯ ∈ Rn|E| satisfies −(M ⊗ In)Tθ¯ = V ΣUTU diag(λ/σ) = −(M ⊗ In)Tθ∗;
therefore, −(M ⊗ In)Tθ¯ ∈ ∂F (x∗) as well. Recall that the optimality conditions stated in (38)
can be written more compactly as 0 ∈ ∂F (x∗) + (M ⊗ In)>θ∗; hence, θ¯ is an optimal dual
solution to (37) as well. Finally, using the local bounds κi on the subdifferential of Φi at x∗ ∈ Rn,
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we can bound
∥∥θ¯∥∥ from above as follows:
∥∥θ¯∥∥2 = R∑
r=1
λ2r
σ2r
≤ 1
ψN−1
R∑
r=1
λ2r =
1
σmin(Ω)
∥∥(M ⊗ In)>θ∗∥∥2 .
Hence,
∥∥θ¯∥∥2
Q
≤ σmax(Q)
σmin(Ω)
∑
i∈N κ
2
i . Thus, using this bound within (42) and (43), and combining
the resulting inequalities together with (40) and (41) implies the desired bounds.
Suppose x0i = x
0, ci = (Li + γdi)−1 and γi = γ for i ∈ N for some x0 ∈ Rn and γ > 0.
The bounds in Theorem 7 can be simplified further. Indeed, observe that
∑
i∈N
1
2ci
‖x∗ − x0i ‖2 =
(γ|E|+∑i∈N Li/2) ‖x∗ − x0‖2. Therefore, for all t ≥ 1,
max
{
|F (x¯t)− F ∗|,
( ∑
(i,j)∈E
∥∥x¯ti − x¯tj∥∥2 ) 12} ≤ 1t
[
4
γ
(∑
i∈N
κ2i
σmin(Ω)
+ 1
)
+
(
γ|E|+
∑
i∈N
Li
2
)∥∥x∗ − x0∥∥2] .
Note that γ∗ = 2‖x0−x∗‖
√(∑
i∈N
κ2i
σmin(Ω)
+ 1
)
/|E| is an optimal choice for constant penalty.
B. DPGA-W Algorithm for weighted communication networks
A formulation for weighted networks that is suitable for implementing PG-ADMM in (6) or
SPG-ADMM in (7) follows from [17] using communication matrices. In particular, W ∈ R|N |×|N |
is called a communication matrix if for all i ∈ N , Wij = 0 for all j 6∈ Ni ∪ {i}, Wij < 0 for
all i ∈ Ni, and Wii = −
∑
j∈NiWij . It is easy to show that for x = [xi]i∈N ∈ Rn|N | satisfying
(W ⊗ In) x = 0, we have xi = x¯ for all i ∈ N for some x¯ ∈ Rn. Therefore, given W with
properties above, (4) can be equivalently written as
min
x∈Rn|N|
{
F (x) ,
∑
i∈N
Φi(xi) : (W ⊗ In)x = 0
}
, (44)
where Φi is defined in (1). Note that the Laplacian Ω of the graph G is also a communication
matrix, and can also be used to model unweighted networks. In the rest of this section, assume
that (3) has a solution, and (44) satisfies Assumption 3.
For each i ∈ N , define new set of primal variables yij ∈ Rn for j ∈ Ni ∪ {i}, and form
yi , [yij]j∈Ni∪{i} ∈ R(di+1)n. Let Yi , {yi :
∑
j∈Ni∪{i} yij = 0} for i ∈ N , and define
g(y) ,
∑
i∈N 1Yi(yi), where 1Yi denotes the indicator function of the set Yi, i.e., 1Yi(yi) is
equal to 0 if yi ∈ Yi, and to +∞ otherwise, where yT = [yT1 , . . . ,yTN ]. Hence, consider the
following equivalent formulation proposed in [17]:
min
y,{xi}i∈N
g(y) +
∑
i∈N
Φi(xi) s.t. Wijxj − yij = 0 : λij , ∀ j ∈ Ni ∪ {i}, ∀ i ∈ N , (45)
where λij ∈ Rn denotes the Lagrange multiplier corresponding to the primal constraint Wijxj −
yij = 0 in (45). Define λi = [λij]j∈Ni∪{i} ∈ R(di+1)n, and λ = [λi]i∈N ∈ Rn(2|E|+|N |).
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Clearly (45) is a special case of (5), and one can employ PG-ADMM or SPG-ADMM to solve
(45). In the rest, we focus on the implementation details of PG-ADMM. Indeed, it can be easily
observed that Ai of (5) takes the following form for (45): Ai = (ωi ⊗ In) ∈ Rn(di+1)×n, where
ωi ∈ Rdi+1 is obtained from the i-th column of W after 0 entries are removed without changing
the order of non-zero entries. Furthermore, for the constraint matrix in (45), ‖y∗ − y0‖2∑N
i=1 γiB
>
i Bi
in Theorem 3 is equal to
∑
i∈N γi
∑
j∈Ni∪{i}(y
0
ji− y∗ji)2, and B = [Bi]i∈N , obtained by vertically
concatenating {Bi}i∈N , has full column rank. For all i ∈ N , we set the stepsize ci according to
Theorems 3 and 5. Since σmax(Ai) = ‖ωi‖ for i ∈ N for the formulation (45), this corresponds
to setting ci ≤ 1/(Li + γi ‖ωi‖2).
The smooth part of the augmented Lagrangian φγ for the formulation (45) can be written as
φγ(x,y, λ) =
∑
i∈N
fi(xi) + ∑
j∈Ni∪{i}
λ>ij(Wijxj − yij) +
∑
j∈Ni∪{i}
γj
2
‖Wijxj − yij‖2
 ,
for node-specific penalty parameters {γi}i∈N ⊂ R++; hence, ∇xjφγ can be computed as
∇xjφγ(xk,yk, λk) = ∇f(xkj ) +
∑
i∈Nj∪{j}
Wij
[
λkij + γj(Wijx
k
j − ykij)
]
and the steps of PG-ADMM in (6) take the following form:
xk+1j = proxcjξj
(
xkj − cj∇xjφγ(xk,yk, λk)
)
, j ∈ N , (46a)
yk+1i = argmin
yi
 ∑
j∈Ni∪{i}
γj
2
∥∥∥∥Wijxk+1j − yij + 1γj λkij
∥∥∥∥2 : ∑
j∈Ni∪{i}
yij = 0
 , i ∈ N , (46b)
λk+1ij = λ
k
ij + γj
(
Wijx
k+1
j − yk+1ij
)
, j ∈ Ni ∪ {i}, i ∈ N . (46c)
Except for x-step in (46a), the y-step in (46b) and λ-step in (46c) are exactly the same as those
in [17] when for all i ∈ N , γi = γ for some γ > 0. Instead of taking proximal gradient step, xk+1j
is computed in [17] by solving minxj∈Rn Φj(xj) +
γ
2
∑
i∈Nj∪{j}
∥∥∥Wijxj − ykij + λkijγ ∥∥∥2, which is
equivalent to computing proxξj+fj . Note that even if both ξj and fj have simple prox maps, the
prox map of the sum is not necessarily simple and it can be impractical to compute.
Since y-step and λ-step are the same as those in [17], the results of this paragraph directly
follow from Section III of [17]. Let {x0i }i∈N denote the set of initial primal iterates. For k ≥ 0,
let pk+1i be the optimal Lagrange multiplier corresponding to yi ∈ Yi constraint in (46b); hence,
yk+1ij = Wijx
k+1
j +
1
γj
(λkij − pk+1i ). On the other hand, combining this equality with (46c), we
conclude that λk+1ij = p
k+1
i for all k ≥ 0. Moreover, since yk+1i ∈ Yi, the optimal dual pk+1i can
be computed using the recursion: pk+1i = p
k
i + (
∑
j∈Ni∪{i}
1
γj
)−1
∑
j∈Ni∪{i}Wijx
k+1
j for k ≥ 0.
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Suppose that we initialize λ0ij = p
0
i for all j ∈ Ni ∪ {i} for some given p0i for all i ∈ N . Finally,
by defining s0i = 0 and s
k
i , (
∑
j∈Ni∪{i}
1
γj
)−1
∑
j∈Ni∪{i}Wijx
k
j for k ≥ 1, and initializing
y0ij , Wijx0j for all j ∈ Ni∪{i} and i ∈ N , the computation of ∇xjφγ in (46a) can be simplified.
Indeed, for any j ∈ N , λkij + γj(Wijxkj − ykij) = 2pki − pk−1i for all i ∈ Nj ∪ {j}; hence,
∇xjφγ(xk,yk, λk)−∇fj(xkj ) =
∑
i∈Nj∪{j}
Wij
(
λkij + γj(Wijx
k
j − ykij)
)
=
∑
i∈Nj∪{j}
Wij
(
pki + s
k
i
)
.
holds for k ≥ 0. Note that this is true for k = 0 because of how we initialize λ0 and y0. Therefore,
the steps in (46a)-(46c) can be simplified as shown in Figure 2 below.
Algorithm DPGA-W ( x0,p0, {γi}i∈N )
Initialization: ci < (Li + γi ‖ωi‖2)−1, s0i = 0, i ∈ N
Step k: (k ≥ 0) For i ∈ N compute
1. xk+1i = proxciξi
(
xki − ci
(
∇fi(xki ) +
∑
j∈Ni∪{i}Wij(p
k
j + s
k
j )
))
, i ∈ N
2. sk+1i = (
∑
j∈Ni∪{i}
1
γj
)−1
∑
j∈Ni∪{i}Wijx
k+1
j , i ∈ N
3. pk+1i = p
k
i + s
k+1
i , i ∈ N
Fig. 2: Distributed Proximal Gradient Algorithm for Weighted Networks (DPGA-W)
As in DPGA, to be able compute ski updates DPGA-W requires each node i ∈ N to send γi to
and receive γj from all its neighbors j ∈ Ni once at the beginning. Moreover, stepsize ci depends
on ωi, which is formed by the weights Wji assigned to i by all its neighbors j ∈ Ni; therefore,
assigned weights are exchanged among neighbors once at the beginning as well. Note that while
DPGA-W can be applied to more general weighted communication networks, it requires each
node to communicate two times with its neighbors per iteration, in contract to one time for
DPGA.
1) Error Bounds for DPGA-W & Effect of Network Topology: In this section, we examine the
effect of network topology on the convergence rate of DPGA-W, which is nothing but PG-ADMM
customized to the decentralized formulation in (45) as discussed in Section III-B. To obtain
simple O(1) constants in the error bounds, we set p0i = 0 for all i ∈ N .
Theorem 8. Suppose a solution to (3), x∗ ∈ Rn, exists and ri(∩i∈N dom ξi) 6= ∅. Given arbitrary
{x0i , γi}i∈N , let p0i = 0 for all i ∈ N , and {xk}k≥1 be the DPGA-W iterate sequence, generated
as shown in Figure 2, converges to an optimal solution to (4). Moreover, the average sequence
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{x¯t}t≥1 satisfies the following bounds for all t ≥ 1,
−1
t
(
2τmax
σ2min(W )
∑
i∈N
κ2i +
∑
i∈N
1
2ci
∥∥x0i − x∗∥∥2
)
≤ F (x¯t)− F ∗ ≤ 1
t
(∑
i∈N
1
2ci
∥∥x0i − x∗∥∥2
)
,
∥∥(Ω⊗ In)x¯t∥∥ ≤ 1
t
(
τmax
(∑
i∈N
κ2i
σ2min(W )
+ 1
)
+
∑
i∈N
1
2ci
∥∥x0i − x∗∥∥2
)
,
where κi > 0 denotes an upper bound on the elements of ∂Φi(x∗), i.e., if q ∈ ∂Φi(x∗), then
‖q‖ ≤ κi, for each i ∈ N , and τmax , maxi∈N
∑
j∈Ni
1
γj
.
Proof. x∗ ∈ Rn is an optimal solution to (3) if and only if x∗ ∈ Rn|N | such that x∗i = x∗ for
all i ∈ N is optimal to (44); hence, (x∗,y∗) is optimal to (45) for y∗ ∈ Rn(2|E|+|N |) such that
y∗ij = Wijx
∗ for all j ∈ Ni ∪ {i} for i ∈ N . (44), equivalent to (45), can be written as
min
x
∑
i∈N
Φi(xi) :
∑
j∈Ni∪{i}
Wijxj = 0 : pi ∀i ∈ N
 , (47)
where pi ∈ Rn denotes the dual variable corresponding to the primal constraint for i ∈ N . Since
ri(
⋂
i∈N dom ξi) 6= ∅, Assumption 1 implies the Slater’s condition for both (47) and (45); hence,
dual optimal solutions to (47) and (45) exist. Let p∗ , [p∗i ]i∈N ∈ Rn|N | and λ∗ ∈ Rn(2|E|+|N |)
denote some dual solutions to (47) and (45), respectively. Note (45) is a special case of (5), and
(45) satisfies Assumption 3; moreover, {xk}k≥1 generated by DPGA-W in Fig. 2 is the same
as with the sequence produced by PG-ADMM applied to (45). Note B = [Bi]i∈N , obtained
by vertically concatenating {Bi}i∈N , has full column rank, and −
∑N
i=1B
>
i λ
0
i ∈ ∂g(y0) since
λ0ij = p
0
i = 0 for j ∈ Ni ∪ {i} and i ∈ N . Thus, convergence of the DPGA-W iterate sequence
{xk}k≥0 follows from Theorem 5 when ci < (Li + γi ‖ωi‖2)−1 for i ∈ N ; moreover, the bound
(23) given in Theorem 3 is valid for the DPGA-W iterates {xk} whenever ci ≤ (Li + γi ‖ωi‖2)−1
for i ∈ N . In the rest, we analyze the error bounds.
From the optimality conditions for (47), p∗ is an optimal dual solution to (47) if and only if
0 ∈ ∂Φj(x∗) +
∑
i∈Nj∪{j}
Wijp
∗
i , ∀ j ∈ N , (48)
i.e., −(W ⊗ In)>p∗ ∈ ∂F (x∗) such that x∗i = x∗ for i ∈ N . Moreover, from the first-order
optimality conditions for (45), λ∗ is dual optimal to (45) if and only if there exists some p = [pi]i∈N
such that λ∗ij = pi for all j ∈ Ni ∪ {i} and i ∈ N , and 0 ∈ ∂Φj(x∗) +
∑
i∈Nj∪{j}Wijλ
∗
ij for all
j ∈ N . Therefore, given an optimal dual solution to (47), say p∗ , one can construct a dual
optimal λ∗ to (45) by simply setting λ∗ij = p
∗
i for all j ∈ Ni ∪ {i} and i ∈ N . In the rest, we fix
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(x∗,y∗, λ∗) as a primal-dual optimal solution to (45) such that x∗i = x
∗ for i ∈ N , y∗ij = Wijx∗
and λ∗ij = p
∗
i for j ∈ Ni ∪ {i} and i ∈ N , where p∗ is some dual optimal solution to (47).
For i ∈ N , ci = 1/(Li+γi ‖ωi‖2+ϑi) for some ϑi ≥ 0, and Ai = (ωi⊗In) ∈ Rn(di+1)×n; hence,
A>i Ai = ‖ωi‖2 In and 1ci ‖x0i − x∗‖In−γiciA>i Ai = (Li+ϑi) ‖x
0
i − x∗‖2. Moreover, since we initial-
ize y0 such that y0ij = Wijx
0
j , and y
∗
ij = Wijx
∗, for all j ∈ Ni∪{i} and i ∈ N , it trivially follows
that ‖y∗ − y0‖2∑N
i=1 γiB
>
i Bi
=
∑
i∈N γi
∑
j∈Ni∪{i}W
2
ji ‖x∗ − x0i ‖2 =
∑
i∈N γi ‖ωi‖2 ‖x0i − x∗‖2.
Furthermore, Theorem 3 holds for all λ = [λi]i∈N ∈ Rn(2|E|+|N |), where λi = [λij]j∈Ni∪{i} ∈
Rn(di+1) for i ∈ N . Hence, given p> = [p>1 , . . . , p>N ]> for some pi ∈ Rn for all i ∈ N , we set
λij = pi for all j ∈ Ni ∪ {i} and i ∈ N , and invoke Theorem 3 for this specific choice of λ to
obtain the following inequality, by customizing (23) for (45), for all t ≥ 1:
F (x¯t)− F ∗ + p>(W ⊗ In)x¯t = F (x¯t)− F ∗ +
∑
i∈N
∑
j∈Ni∪{i}
p>i (Wij x¯
t
j − y¯tij)
≤ 1
2t
∑
i∈N
[
τi ‖pi‖2 + 1
ci
∥∥x0i − x∗∥∥2 ], (49)
where τi ,
∑
j∈Ni∪{i}
1
γj
for i ∈ N , and the above inequality follows from the facts that∑
j∈Ni∪{i} y¯
t
ij = 0 and ci = (Li + γi ‖ωi‖2 + ϑi)−1. Hence, setting p = 0 in (49) leads to
F (x¯t)− F ∗ ≤ 1
t
∑
i∈N
1
2ci
∥∥x0i − x∗∥∥2 . (50)
From the convexity of Φi, (48) and the fact (W ⊗ In)x∗ = 0, it follows that
0 ≤ F (x¯t)− F ∗ + p∗T(W ⊗ In)(x¯t − x∗) = F (x¯t)− F ∗ + p∗T(W ⊗ In)x¯t. (51)
Adding the last term to both sides, and invoking (49) for p such that pi = 2p∗i for i ∈ N , we get
p∗T(W ⊗ In)x¯t ≤ F (x¯t)− F ∗ + (2p∗)T(W ⊗ In)x¯t ≤ 1
t
(
2τmax ‖p∗‖2 +
∑
i∈N
1
2ci
∥∥x0i − x∗∥∥2
)
, (52)
where τmax , maxi∈N τi. Invoking (49) once again for p = p∗ + (W ⊗ In)x¯t/ ‖(W ⊗ In)x¯t‖
and using (51), we get
∥∥(W ⊗ In)x¯t∥∥ ≤ F (x¯t)− F ∗ + p∗T(W ⊗ In)x¯t + ∥∥(W ⊗ In)x¯t∥∥
≤ 1
2t
∑
i∈N
τi
∥∥∥∥∥p∗i +
∑
j∈Ni∪{i}Wij x¯
t
j
‖(W ⊗ In)x¯t‖
∥∥∥∥∥
2
+
1
ci
∥∥x0i − x∗∥∥2

≤ 1
t
(
τmax(1 + ‖p∗‖2) +
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
)
, (53)
where the last inequality follows from ‖a+ b‖2 ≤ 2 ‖a‖2 + 2 ‖b‖2.
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Next, appropriately choosing a dual optimal to (47), we bound ‖p∗‖, which appears in (52) and
(53). From the definition of W ∈ RN×N , we have rank(W ) = N−1 and W  0 – it is diagonally
dominant. Let {ψ¯i}Ni=1 denote the eigenvalues of W such that ψ¯1 ≥ . . . ψ¯N−1 > ψ¯N = 0. Suppose
V¯ Σ¯V¯ > represent the eigenvalue decomposition of (W ⊗ In), where V¯ = [v¯1 . . . v¯R] ∈ Rn|N |×R,
Σ¯ = diag(σ¯), and R , rank(W ⊗ In) = n(N − 1). Note that max{σ¯r : r = 1, . . . , R} = ψ¯1,
and min{σ¯r : r = 1, . . . , R} = ψ¯N−1 > 0. Since (W ⊗ In)Tp∗ is in the row space of
(W ⊗ In), there exists {λr}Rr=1 such that −(W ⊗ In)Tp∗ =
∑R
r=1 λrv¯r. Following [17], choose
p¯ ,
∑R
r=1 v¯rλr/σ¯r = V diag(λ/σ¯), where diag(λ/σ¯) ∈ RR×R is a diagonal matrix with its
r-th diagonal entry is λr/σ¯r for r = 1, . . . , R. Hence, p¯ ∈ Rn|N | satisfies −(W ⊗ In)Tp¯ =
V Σ¯V TV diag(λ/σ¯) = −(W ⊗ In)Tp∗; therefore, −(W ⊗ In)Tp¯ ∈ ∂F (x∗) as well. Using the
local bounds κi on the subdifferential of each Φi at x∗ ∈ Rn, we can bound ‖p¯‖ from above:
‖p¯‖2 =
R∑
r=1
(
λr
σ¯r
)2
≤ 1
ψ¯2N−1
R∑
r=1
λ2r =
1
σ2min(W )
∥∥(W ⊗ In)>p∗∥∥2 .
Hence, we can conclude that
‖p¯‖2 ≤ 1
σ2min(W )
∑
i∈N
κ2i . (54)
Using (54) within (52) and (53), and combining the resulting inequalities together with (51) and
(50) implies the desired bounds.
Suppose W = Ω. When x0i = x
0, ci = (Li + γ ‖ωi‖2)−1 and γi = γ for i ∈ N for some
x0 ∈ Rn and γ > 0, the bounds in Theorem 8 can be simplified. Observe ∑i∈N 1ci ‖x∗ − x0‖2 =
(γ ‖Ω‖2F +
∑
i∈N Li) ‖x0 − x∗‖2, and τmax = (dmax + 1)/γ. Therefore, for t ≥ 1,
max
{|F (x¯t)− F ∗|, ∥∥(Ω⊗ In)x¯t∥∥} ≤ 1
2t
[4(dmax + 1)
γ
(∑
i∈N
κ2i
σ2min(Ω)
+ 1
)
+
(
γ ‖Ω‖2F +
∑
i∈N
Li
)∥∥x∗ − x0∥∥2 ].
C. Stochastic gradient variants of DPGA and DPGA-W
Using Theorem 3, one can provide error bounds for the stochastic gradient variants of DPGA
and DPGA-W as corollaries of Theorem 7 and Theorem 8. Both SDPGA and SDPGA-W employ
SFO Gi defined in Definition 2 for i ∈ N instead of accessing to ∇fi. Due to space constraints,
we only provide the result for SDPGA, that said the bounds for SDPGA-W immediately follows
from the same arguments. In Fig. 1 simply replace ∇fi(xki ) with Gi(xki , νki ) and set the stepsize
at the k-th iteration as cki = (Li+γidi+1+
√
k)−1. Then under Assumption 2, slightly modifying
the proof of Theorem 7 by invoking the result of Theorem 3 for the case σ > 0, we immediately
obtain the bounds for SDPGA in Corollary 9.
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Corollary 9. Suppose a solution to (3), x∗ ∈ Rn, exists, ri(∩i∈N dom ξi) 6= ∅, and D ,
maxi∈N supx,x′∈dom(ξi) ‖x− x′‖ < +∞. Given arbitrary {x0i , γi}i∈N , when {cki }k≥0 is chosen
such that 1
cki
= 1
ci
+
√
k and ci = (Li + γi ‖Ai‖2 + 1)−1, the SDPGA average sequence {x¯t}t≥1
satisfies the following bounds for D¯ = D and all t ≥ 1,
E
[|F (x¯t)− F ∗|] ≤ 1
t
(
2 ‖Q‖
σmin(Ω)
∑
i∈N
κ2i +
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
)
+
N
2
√
t
(D¯2 + 2σ2), (55a)
E
( ∑
(i,j)∈E
∥∥x¯ti − x¯tj∥∥2 ) 12
 ≤ 1
t
[
‖Q‖
(∑
i∈N
κ2i
σmin(Ω)
+ 1
)
+
∑
i∈N
1
2ci
∥∥x∗ − x0i∥∥2
]
+
N
2
√
t
(D¯2 + 2σ2), (55b)
where κi > 0 denotes a bound on the elements of ∂Φi(x∗), i.e., if q ∈ ∂Φi(x∗), then ‖q‖ ≤ κi,
for each i ∈ N , and Q , diag([ 1
γi
+ 1
γj
](i,j)∈E).
Note that even if D =∞, one can still achieve O(1/√t) rate in case D∗(x0) <∞ by using
constant stepsize. Indeed, as in Corollary 4, for any t ≥ 1, let {cki }0≤k≤t be chosen such that
1
cki
= 1
ci
+
√
t and ci = (Li + γidi + 1)−1 for i ∈ N , (55) holds for D¯ = D∗(x0).
D. Adaptive step-size strategy
One important property of DPGA methods is their ability to adopt an adaptive step-size
sequence for each node. Note Li, Lipschitz constants of ∇fi, may not be known in advance
or may be too large for certain nodes – leading to very small steps since ci = O(L−1i ), i.e.,
ci ≤ (Li + γidi)−1 for DPGA and ci ≤ (Li + γi ‖ωi‖2)−1 for DPGA-W – see Fig. 1 and Fig. 2.
On the other hand, it is elementary to check that all the proofs given above still go through if
node i ∈ N uses the step size cki ≤ (Lki + γidi)−1 for DPGA and cki ≤ (Lki + γi ‖ωi‖2)−1 for
DPGA-W at the k-th iteration such that the following inequality holds:
fi(x
k+1
i ) ≤ fi(xki ) +
〈∇fi(xki ),∆ki 〉+ Lki2 ∥∥∆ki ∥∥2 , (56)
where ∆ki , xk+1i − xki and xk+1i is computed using cki instead of ci. Clearly, Lki ≤ Li. Since this
condition can be checked locally, one can possibly take longer steps compared to ci and still has
a convergence guarantee. In contrast, distributed algorithms that use constant step size c > 0 for
all nodes, e.g., PG-EXTRA [21], cannot take advantage of this trick. We adopted the following
rule in our numerical tests: let υ > 1, for k ≥ 1 we set Lki = Lk−1i υ`k−1 where `k ≥ 0 is the
smallest integer such that (56) holds, and L0i = Li for i ∈ N . Note that (56) is usually called
the descent lemma. In proximal gradient methods and ADMM, it is now a common practice to
perform backtracking on Lki such that (56) holds. For more details on adaptive step size using
backtracking, we refer the interested readers to [33] and [34].
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IV. NUMERICAL RESULTS
We compared DPGA with PG-EXTRA, distributed ADMM and its variant proposed in [21],
[17] and [22], respectively, on the sparse group LASSO problem with Huber loss:
min
x∈Rn
∑
i∈N
[
β1 ‖x‖1 + β2 ‖x‖Gi + hδ (Aix− bi)
]
, (57)
where β1, β2 > 0, for each i ∈ N , Ai ∈ Rmi×n, bi ∈ Rmi , and ‖x‖Gi ,
∑K
k=1
∥∥xgi(k)∥∥2 denotes
the group norm with respect to the partition Gi of [1, n] , {1, · · · , n}, i.e., Gi = {gi(k)}Kk=1
such that
⋃K
k=1 gi(k) = [1, n], and gi(j)∩ gi(k) = ∅ for all j 6= k; and hδ denotes the Huber loss
function, i.e., for any m ≥ 1 let hδ : Rm → R such that hδ(y) , max{z>y− 12 ‖z‖2 : ‖z‖∞ ≤ δ}.
In this case, fi(x) , hδ (Aix− bi) and ξi(x) , β1 ‖x‖1 + β2 ‖x‖Gi .
Next, we briefly describe the competitive algorithms: PG-EXTRA [21], the distributed ADMM
algorithm in [17]; and a more efficient variant of the ADMM that exploits the problem structure
in (57). Recall that Ω ∈ RN×N denotes the Laplacian of the graph G = (N , E).
A. Distributed ADMM Algorithms and PG-EXTRA
As discussed in Section III-B, (4) can be equivalently written as in (45). Makhdoumi &
Ozdaglar [17] establish that when an ADMM algorithm with penalty parameter γ > 0 is
implemented on (45), the subproblems can be simplified as shown in Figure 3. It is shown
in [17] that suboptimality and consensus violation converge to 0 with a rate O(1/k), and in each
iteration every node communicates 2n scalars, i.e., xi ∈ Rn and pi + si ∈ Rn. Moreover, each
node stores 3n scalars at each iteration, i.e., xi, si, pi ∈ Rn. Note that ADMM in Fig. 3 is a
special case of DPGA-W in Fig. 2. Indeed, DPGA-W iterations reduces to ADMM when γi = γ
for all i ∈ N for some γ > 0, and when we set ξi ← Φi and fi ← 0 in DPGA-W, i.e., when we
treat Φi = ξi + fi as the non-smooth component in DPGA-W.
Algorithm ADMM ( γ,x0 )
Initialization: ci = (γ ‖ωi‖2)−1, p0i = 0, i ∈ N
Step k: (k ≥ 0) For i ∈ N compute
1. xk+1i = proxci(ξi+fi)
(
xki − ci
∑
j∈Ni∪{i}Wij
(
pkj + s
k
j
))
.
2. sk+1i = γ
∑
j∈Ni∪{i}Wijx
k+1
j /(di + 1)
3. pk+1i = p
k
i + s
k+1
i
Fig. 3: ADMM algorithm
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From now on, we refer to this algorithm that directly works with Φi = ξi + fi as ADMM–
see Fig. 3. Computing proxΦi for each i ∈ N is the computational bottleneck in each iteration
of ADMM. Note that computing proxΦi for (57) is almost as hard as solving the problem. To
deal with this issue, Aybat et al. [22] considered the following reformulation:
min
xi,yi∈Rn,
zi,z˜i∈Zi
∑
i∈N
ξi(xi) + fi(yi) :
Wijxj = zij , Wijyj = z˜ij , j ∈ Ni ∪ {i}, i ∈ N
xi = qi, yi = qi, i ∈ N ,

where Zi , {zi = [zij]j∈Ni∪{i} :
∑
j∈Ni∪{i} zij = 0}, and proposed a split ADMM algorithm
(SADMM). Steps of SADMM can be derived by minimizing the augmented Lagrangian alter-
natingly in (x,y), and in (z, z˜,q) while fixing the other. As in [17], computing (z, z˜,q) can
be avoided by exploiting the structure of optimality conditions. Convergence of SADMM with
O(1/k) rate follows immediately from the results on the convergence of ADMM [35]. In each
iteration of SADMM, every node communicates 4n scalars, i.e., xi ∈ Rn, yi ∈ Rn, pi + si ∈ Rn
and p˜i + s˜i ∈ Rn. Moreover, each node stores 7n scalars, i.e., xi, yi, si, s˜i, pi, p˜i, ri ∈ Rn.
Given two doubly stochastic, symmetric mixing matrices, W = [Wij], W˜ = [W˜ij] ∈ R|N |×|N |
satisfying Assumption 1 in [21], Shi et al. show that PG-EXTRA, displayed in Fig. 4, can
solve (3) with Φi = ξi + fi as in (1) (ξi and fi convex and ∇fi is Lipchitz continuous with
constant Li) in a distributed fashion with O(1/k) rates on sub-optimality and consensus violation
in terms of squared residuals of KKT violation and consensus violation, respectively. In our
experiments, the mixing matrices are chosen as W , I − Ω
dmax+1
and W˜ , I+W
2
= I − Ω
2(dmax+1)
(see Section 2.3 in [23]). According to [21], x∗ = [x∗i ]i∈N is an optimal solution to (4) with
Φi = ξi + fi as in (1) if and only if there exist q∗ ∈ Rn|N | and g∗ = [g∗i ]i∈N ∈ Rn|N | such
that q∗ = (U ⊗ In)p for some p ∈ Rn|N | and g∗i ∈ ∂ξi(x∗i ) satisfying (U ⊗ In)x∗ = 0 and
(U⊗In)q∗+c(g∗+∇f(x∗)) = 0, where c > 0 is the given step size parameter, U , (W˜−W )1/2,
and ∇f(x) , [∇fi(xi)]i∈N ∈ Rn|N | for any x = [xi]i∈N . Assumption 1 in [21] implies that null
space of U only contains 1 ∈ R|N |; therefore, (U ⊗ In)x = 0 implies x1 = . . . = xN .
Let {xk} be the PG-EXTRA iterate sequence generated as in Fig. 4, and sequence {qk} be
defined as qk =
∑k
t=0(U ⊗ In)xt. According to Theorem 1 and Theorem 2 in [21], when the
step size c ∈
(
0, 2λmin(W˜ )
Lmax
)
, where Lmax = maxi∈N Li, then {xk} satisfies
1
t
t∑
k=0
∥∥(U ⊗ In)qk + c(∇f(xk) + gk+1)∥∥2W˜ = O(1t
)
,
1
t
t∑
k=0
∥∥(U ⊗ In)xk∥∥2 = O(1
t
)
, (58)
where gk+1i ∈ ∂ξi(xk+1i ). As also pointed out in the introduction, we consider this rate result as
O(1/√t) because (58) can only guarantee ‖(U ⊗ In)x¯t‖ = O(1/
√
t), where x¯t ,
∑t
k=1 x
k/t.
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On the other hand, according to Theorems 7 and 8, DPGA and DPGA-W iterate sequences
satisfy (
∑
(ij)∈E ‖x¯ti − x¯ti‖2)1/2 = O(1/t) and ‖(W ⊗ In)x¯t‖ = O(1/t), respectively.
Adopting mixing matrices (W, W˜ ) to be able to set the stepsize c > 0 independent of the
global topology of G = (N , E) may still require certain parameters, determined by the global
topology of G, to be in the common knowledge of all nodes N . In particular, W = I− Ω
2dmax
 0
and W˜ = I+W
2
 1
2
I; hence, c can be chosen c ∈ (0, 1
Lmax
), which is independent of the global
topology, and only depends on Lmax; however, all the nodes need to know dmax, and Lmax which
can be computed using some max-consensus algorithm. This assumption may not be attainable
for very large scale fully distributed networks, and computing parameters such as Lmax and dmax
may violate the privacy requirements of the nodes. Also note that since the stepsize c > 0 is
the same for all nodes, PG-EXTRA cannot take advantage of the adaptive step size strategy
discussed in Section III-D.
Algorithm PG-EXTRA
(
c,x0,W, W˜
)
Step 0: all nodes i ∈ N do
1. x1/2i =
∑
j∈Ni∪{i}Wijx
0
j − c∇fi(x0i )
2. x1i = proxcξi(x
1/2
i )
Step k: (k ≥ 1) all nodes i ∈ N do
1. xk+1+1/2i =
∑
j∈Ni∪{i}Wijx
k+1
j −
∑
j∈Ni∪{i} W˜ijx
k
j + x
k+1/2
i − c[∇fi(xk+1i )−∇fi(xki )]
2. xk+2i = proxcξi(x
k+1+1/2
i )
Fig. 4: Proximal Gradient Exact First-order Algorithm (PG-EXTRA)
B. Implementation details and numerical results
In Lemma 10, we show that proxξi can be computed in closed form. On the other hand, when
ADMM, and SADMM are implemented on (57), one needs to compute proxΦi and proxfi ,
respectively; and these proximal operations do not assume closed form solutions. To be fair, we
computed them using an efficient interior point solver MOSEK (ver. 7.1.0.12).
Lemma 10. Let ξ(x) = β1‖x‖1 + β2‖x‖G. For t > 0 and x¯ ∈ Rn, xp = proxtξ(x¯) is given by
xpg(k) = η
′
g(k) max
{
1− tβ2‖ηg(k)‖2 , 0
}
for 1 ≤ k ≤ K, where η′ = sgn(x¯)max{|x¯| − tβ1, 0}.
Proof. This result is shown in [22].
In our experiments, the network was either a star tree or a clique with either 5 or 10 nodes.
The remaining problem parameters defining {ξi, fi}i∈N were set as follows. We set β1 = β2 = 1N ,
δ = 1, and K = 10. Let n = Kng for ng ∈ {100, 300}, i.e., n ∈ {1000, 3000}. We generated
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TABLE III: Comparison of DPGA, PG-EXTRA, ADMM, and SADMM (Termination time T=1800 sec)
Size Alg. Rel. Suboptimality Consensus Violation (V) Walltime (sec.) # of communication rounds Solved?
Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2
SDPT3 0 0 0 0 26 74 N/A N/A
FISTA 1E-3 N/A 0 N/A 10 N/A 2173 N/A
N = 5 DPGA (CS) 1E-3, 1E-3 1E-3, 1E-3 9E-5, 2E-5 9E-5, 1E-5 27, 28 28, 30 7596, 7597 7829, 7804 yes
ng = 100 DPGA (AS) 1E-3, 1E-3 1E-3, 1E-3 4E-5, 4E-5 4E-5, 3E-5 11, 11 11, 11 2926, 2906 3021, 2976 yes
PG-EXTRA 1E-3, 1E-3 1E-3, 1E-3 6E-8, 2E-8 5E-8, 2E-8 43, 46 46, 49 25246, 25244 25948, 25946 yes
ADMM 4E-5, 3E-5 3E-5, 3E-5 1E-4, 1E-4 1E-4, 1E-4 996, 712 987, 709 618, 442 638, 458 yes
SADMM 1E-4, 2E-4 1E-4, 2E-4 1E-4, 1E-4 1E-4, 1E-4 655, 713 668, 741 1984, 2188 2020, 2268 yes
SDPT3 0 0 0 0 26 82 N/A N/A
FISTA 1E-3 N/A 0 N/A 10 N/A 2173 N/A
N = 10 DPGA (CS) 4E-4, 1E-3 4E-4, 1E-3 1E-4, 2E-5 1E-4, 2E-5 90, 84 94, 88 15479, 12281 15717, 12622 yes
ng = 100 DPGA (AS) 1E-3, 1E-3 1E-3, 1E-3 3E-5, 3E-5 3E-5, 3E-5 30, 34 32, 34 4834, 4790 5015, 4926 yes
PG-EXTRA 1E-3, 1E-3 1E-3, 1E-3 8E-8, 1E-8 6E-8, 9E-9 123, 150 131, 158 43346, 43340 44628, 44624 yes
ADMM 9E-3, 2E-2 8E-3, 2E-2 6E-4, 2E-4 6E-4, 2E-4 T, T T, T 696, 690 734, 726 no
SADMM 2E-4, 7E-3 2E-4, 7E-3 1E-4, 7E-4 1E-4, 7E-4 T, T T, T 3368, 3460 3404, 3452 no
SDPT3 0 0 0 0 691 1381 N/A N/A
FISTA 1E-3 N/A 0 N/A 253 N/A 8663 N/A
N = 5 DPGA (CS) 1E-3, 1E-3 1E-3, 1E-3 7E-5, 8E-6 7E-5, 9E-6 131, 137 136, 141 11274, 11336 11419, 11482 yes
ng = 300 DPGA (AS) 1E-3, 1E-3 1E-3, 1E-3 3E-5, 2E-5 3E-5, 3E-5 65, 66 62, 63 4268, 4242 4064, 4028 yes
PG-EXTRA 1E-3, 1E-3 1E-3, 1E-3 5E-8, 2E-8 5E-8, 2E-8 181, 190 186, 197 32644, 32642 33018, 33016 yes
ADMM 4E-2, 9E-4 4E-2, 8E-4 4E-3, 1E-3 5E-3, 1E-3 T, T T, T 230, 244 228, 242 no
SADMM 5E-3, 2E-2 5E-3, 2E-2 2E-3, 3E-3 2E-3, 3E-3 T, T T, T 1080, 1108 1080, 1100 no
SDPT3 0 0 0 0 706 1463 N/A N/A
FISTA 1E-3 N/A 0 N/A 253 N/A 8663 N/A
N = 10 DPGA (CS) 9E-4, 1E-3 9E-4, 1E-3 7E-5, 7E-6 7E-5, 7E-6 246, 286 255, 294 18874, 18673 19124, 18831 yes
ng = 300 DPGA (AS) 1E-3, 1E-3 1E-3, 1E-3 2E-5, 2E-5 2E-5, 2E-5 113, 123 111, 122 7128, 7066 6716, 6641 yes
PG-EXTRA 1E-3, 1E-3 1E-3, 1E-3 5E-8, 8E-9 6E-8, 8E-9 351, 424 361, 435 56492, 56488 56934, 56930 yes
ADMM 5E-2, 7E-2 5E-2, 7E-2 6E-3, 6E-3 6E-3, 6E-3 T, T T, T 236, 246 232, 242 no
SADMM 5E-2, 6E-1 5E-2, 7E-1 4E-3, 2E-2 4E-3, 2E-2 T, T T, T 1020, 1060 1020, 1064 no
partitions {Gi}i∈N in two different ways. For test problems in CASE 1, we created a single
partition G = {g(k)}Kk=1 by generating K groups uniformly at random such that |g(k)| = ng for
all k; and set Gi = G for all i ∈ N , i.e., ξi(x) , β1 ‖x‖1 + β2 ‖x‖G for all i ∈ N . For the test
problems in CASE 2, we created a different partition Gi for each node i, in the same manner as
in Case 1. For all i ∈ N , mi = n2N , Rmi 3 bi = Aix¯ for x¯j = (−1)je−(j−1)/ng for j ∈ [1, n], and
Ai ∈ Rmi×n is set as Ai = 0.5piiA¯i, where the elements of A¯i ∈ Rmi×n are i.i.d. with standard
Gaussian, and {pii}i∈N are i.i.d. Bernoulli random variables with success probability 12 . Our
choice of {Ai}i∈N leads to a significant deviation among {Li}, i.e., maxi∈N Li/mini∈N Li ≈ 4
since Li = ‖Ai‖2. This type of setting is expected to adversely affect constant step algorithms,
e.g., c = O(1/Lmax) for PG-EXTRA. For all the algorithms, we initialize the iterate sequence
from the origin. For ADMM methods, the penalty parameter was chosen specifically for each
problem setup by searching for the best penalty over a line segment where the total number of
ADMM iterations to terminate exhibits a convex behavior – similar to Section 4.2.1 in [36].
We solved the distributed optimization problem (4) using DPGA, PG-EXTRA, ADMM, and
SADMM for both cases, on both star trees, and cliques, and for N ∈ {5, 10} and ng ∈ {100, 300}.
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For each problem setting, we randomly generated 5 instances. Note that for Case 1,
∑
i∈N ξi(x) =
‖x‖1 + ‖x‖G and its prox map can be computed efficiently, while for Case 2,
∑
i∈N ξi(x) does
not assume a simple prox map. Therefore, for Case 1 we were also able to use FISTA [33], [37],
[38] to solve the central problem (57) by exploiting the result of Lemma 10. All the algorithms
are terminated when the relative suboptimality, |F k − F ∗|/|F ∗|, is less than 10−3, and consensus
violation, Vk, is less than 10−4, where F k equals
∑
i∈N Φi(x
k
i ) for DPGA, PG-EXTRA and
ADMM, and to
∑
i∈N
Φi
(
xki +y
k
i
2
)
for SADMM; Vk equals to max(ij)∈E
∥∥xki − xkj∥∥2 /√n for DPGA,
PG-EXTRA, and ADMM, and to max{max(ij)∈E
∥∥xki − xkj∥∥2 , maxi∈N ∥∥xki − yki ∥∥2}/√n for
SADMM. If the stopping criteria are not satisfied in T = 1800 seconds (30 min.), we terminated
the algorithm and report the statistics corresponding to the iterate at the termination.
We solved the central problem (57) with SDPT3 and FISTA for benchmarking. We run DPGA
on the decentralized problem both with constant step and adaptive step rules - see Section III-D.
In Table III, ’(CS)’ and ’(AS)’ stand for constant step and adaptive step rules, respectively. We
used PG-EXTRA, ADMM, and SADMM with suggested parameters. For the results separated
by comma, the left and right ones are for the star tree and clique, respectively. Table III displays
the means over 5 replications for each case. Table III shows that DPGA and PG-EXTRA finish
the jobs much faster than ADMM and SADMM – as expected due to not so simple proxΦi
and proxfi operations required for ADMM and SADMM, respectively. PG-EXTRA runs slower
than DPGA, mainly because it uses a stepsize that is the same for all the nodes. Moreover,
adaptive step-size strategy worked very well in our tests, and it lead to speedup for DPGA by a
factor of at least 2 when compared to constant step-size strategy. It is worth mentioning that
run-times reported do not include the effect of communication. However, in real life, transmitting
information also takes time. The number of communication rounds per iteration are 1 for DPGA,
2 for PG-EXTRA, 2 for ADMM, and 4 for SADMM - see Table II. Thus, we expect the result
to be more in favor of DPGA as the communication time is also taken into consideration when
implemented in real networks.
C. Numerical Tests on the Effect of Network Topology and Noisy Gradients
In this section, we study the effect of network topology on the convergence of DPGA – we
used constant step version, i.e., DPGA (CS). In the experiment, we have three types of network
topologies, circle, small-world and complete graph. Circle is constructed by forming a cycle
connecting all the nodes; the small-world networks are constructed by adding random edges
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after forming a cycle [25]. Both the problem setting and the stopping criteria are the same
with those in CASE 1 of Section IV-B. According to discussion at the end of Section III-A1,
γ∗ = O(
√
|N |
|E| σmin(Ω)) minimizes the error bounds; hence, the penalty parameter γ was chosen as√
c|N |
|E|mini∈N di , where c is set to 2.6. This empirical rule has worked fairly well in our tests.
(a) Relative suboptimality, N = 10 (b) Infeasibility, N = 10
(c) Relative suboptimality, N = 100 (d) Infeasibility, N = 100
Fig. 5: The effect of increasing connectivity
In Fig. 5a and 5b we display the topology effect on convergence of relative optimality and
consensus violation when N = 10; and in Fig. 5c and 5d for networks with N = 100. In all
these figures, we also plot the theoretical error bounds for the circle network in both Fig 5a and
Fig. 5b – to avoid crowding the figures, we only show the curve for the circle network as it is
the loosest one among the others. In Fig. 5b and Fig. 5d, we observe that as more edges are
added to the network, the convergence rate improves as expected – improvement in consensus
violation is more noticeable than that in suboptimality.
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Fig. 6a and 6b compare convergence rates of DPGA as |E|/|N |, the density of edges in the
network changes. We tested with 2 and 3 average number of edges per node for small-world
networks with N = 10 and N = 50. It is worth noting that the network size has more impact on
convergence rate than average edge density, i.e., the smaller the network faster the convergence
is. On the other hand, for fixed size network, higher the density faster the convergence is.
(a) Relative sub-optimality (b) Infeasibility
Fig. 6: The effect of connectivity vs network size
Finally, we compared DPGA with SDPGA when the noise variance σ ∈ {0.01, 0.1, 1} on a
random small-world network with N = 10 and |E| = 20. Although DPGA is clearly faster than
SDPGA, it turns out that the theoretical O(1/√t) rate for SDPA is not tight and empirically
SDPA performs much better even though diminishing stepsize of O(1/√k) is used.
(a) Relative sub-optimality (b) Infeasibility
Fig. 7: The effect of connectivity vs network size
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V. CONCLUSION
In this paper, we studied distributed proximal gradient ADMM and its stochastic counterpart for
distributed minimization of composite convex functions over connected networks. The convergence
rates of these methods were analyzed. Comparing with existing works, the advantages of our
methods are as follows: DPGA, DPGA-W, SDPGA and SDPGA-W are fully distributed, i.e., the
agents are not required to know any global parameters depending on the entire network topology,
e.g., the second smallest eigenvalue of the Laplacian; instead, we only assume that agents know
who their neighbors are. Using only local communication, our node-based distributed algorithms
require less communication burden and memory storage compared to edge-based distributed
algorithms. The proposed algorithms consist of a single loop, i.e., there are no outer and inner
iteration loops; therefore, they are easy and practical to be implemented over distributed networks.
To sum up, there are many practical problems where one can compute the prox map for ξi
efficiently; however, computing the prox map for Φi = ξi + fi is not easy. The methods proposed
in this paper can compute an -optimal -feasible solution in O(−1) iterations without assuming
bounded ∇fi for any i ∈ N , where each iteration requires computing proxξi and ∇fi for i ∈ N ,
and one or two communication rounds among the neighbors – hence, O(−1) communications
per node in total.
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