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Abstract
In this paper we discuss the Mather problem for stationary Lagrangians, that is La-
grangians L : Rn×Rn×Ω→ R, where Ω is a compact metric space on which Rn acts through
an action which leaves L invariant. This setting allow us to generalize the standard Mather
problem for quasi-periodic and almost-periodic Lagrangians. Our main result is the existence
of stationary Mather measures invariant under the Euler-Lagrange flow which are supported
in a graph. We also obtain several estimates for viscosity solutions of Hamilton-Jacobi equa-
tions for the discounted cost infinite horizon problem.
1 Introduction
Let M be a complete compact manifold, and L : TM → R a C3 Lagrangian, fiberwise strictly
convex and coercive. A probability measure on TM is called holonomic if∫
TM
v ·Dϕdµ = 0,
for all ϕ ∈ C1(M). A central result in Aubry-Mather theory [Mn96] (see also [FS04]), is the
fact that any holonomic probability measure µ on TM which minimizes the action
∫
TM
Ldµ is
supported on a Lipschitz graph and is invariant under the Euler-Lagrange flow. Certain results
in Aubry-Mather theory have been extended for non-compact manifolds, see for instance [FM07]
or [Mad06], but as far as the authors know, there is in the literature no satisfactory construction
of Mather measures for general non-compact manifolds.
In this paper, rather than considering Lagrangians on the tangent bundle of compact manifolds,
such as in the original paper of Mather [Mat91], we consider Lagrangians defined on Rn×Rn×Ω,
where Ω is a suitable compact metric space on which Rn acts trough an action τx. The main result
of this paper is Theorem 16, in which we establish the existence of stationary Mather measures
invariant under the Euler-Lagrange flow.
Stationary ergodic problems were considered in [LS03] in the context of homogenization of ran-
dom stationary ergodic Hamilton-Jacobi equations. The authors (in particular DG) are thankful
to several enlightening discussions with P. Souganidis on this issue. Generalized Mather measures
for stationary ergodic problems were also considered in the homogenization setting in [GV07].
The stationary ergodic setting was consider in [?] where the construction of critical (or criti-
cal approximate) viscosity solutions of Hamilton-Jacobi equations is carried out in detail for the
one-dimensional case.
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A simple example (taken from [LS03]) which illustrates the main difficulties in the stationary
setting is the Lagrangian
L =
|v|2
2
− cos(x+ ω1)− cos(
√
2x+ ω2).
Consider ω ∈ R2/Z2 ≡ T2 as a fixed parameter. It would be natural, as in Mather’s problem, to
look for probability measures µ on Rn × Rn which minimize the action∫
Rn×Rn
Ldµ (1)
under the holonomy constraint ∫
Rn×Rn
v ·Dxϕdµ = 0,
for all ϕ of class C1, bounded with bounded derivatives. This problem can be solved explicitly,
and in fact we have the following two cases: if there exists a solution x¯ to the overdetermined
system
x¯+ ω1 = 2pin,
√
2x¯+ ω2 = 2pin,
for some n ∈ Z, the Mather measure on R × R is simply µ0 = δx¯(x)δ0(v); otherwise there does
not exist a Mather measure since L > −1 for all (x, v), and the infimum in (1) is easily shown to
be -1.
To overcome these issues, which are due to the lack of compactness of Rn, we will instead
define stationary Mather measures as measures on (v, ω) ∈ Rn × Ω, which minimize the action
and satisfy a suitable holonomy condition. It turns out that if Ω is compact and the Lagrangian
satisfies certain stationarity hypothesis this is the natural way to generalize Mather measures.
Before proceeding, we must make precise our framework.
Let Ω be a compact metric space, and let L = L(x, v, ω) : Rn × Rn × Ω→ R be a continuous
Lagrangian, C3 in the first two coordinates. The Lagrangian L is also required to be strictly
convex and superlinear on the velocity v, and nonnegative. In our setting, this last condition can
be achieved without changing of the nature the problem by adding a constant to L. We assume
further that
L(x+ y, v, ω)− L(x, v, ω) ≤ |y| (C + CL(x, v, ω)) . (2)
We suppose that there exists an action τ : Ω × Rn → Ω which is continuous, satisfies the
semigroup property
τx+yω = τxτyω and τ0(·) = Id.
Since Ω is compact and the action is continuous, the action is uniformly transitive1 in the following
sense:
∀ε > 0, ∃M > 0, ∀ω1, ω2 ∈ Ω, ∃z ∈ Rn, such that |z| < M , and d(τzω1, ω2) < ε.
A first example of such an action is the following: we take Ω = Td, the d-dimensional torus,
let n < d and we will construct an action τ : Rn × Td → Td. To start with, we identify the torus
T
d with its universal covering Rd, and consider a constant coefficient d × n matrix A. Assume
that {Ax : x ∈ Rn} is dense in Tn. Then we define
τxω = ω +Ax.
A second example is the following. We take Ω to be the space of all sequences ω = (ωk) on
T
1, endowed with the following metric:
d(ω, ω˜) =
∞∑
k=1
2−k|ωk − ω˜k|.
1The authors are grateful to Albert Fathi that pointed out to us that uniform transitivity holds under the
compactness assumption.
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It is simple to verify that with this distance the space Ω is compact. A sequence λ of real numbers
is called irrational if for any N the vector (λ1, . . . , λN ) is is linearly independent over the integers.
Let λ¯ be an irrational sequence. Define the following action from R into Ω by
τxω = ω + xλ¯.
This action is also uniformly transitive.
A function ϕ : Rn × Rn × Ω→ R, is stationary if
ϕ(x + y, v, ω) = ϕ(x, v, τy(ω)), ∀x, y ∈ Rn, ω ∈ Ω.
We assume that the Lagrangian L is stationary.
Denote
C1s (R
n × Ω) = {ϕ : Rn × Ω→ R, stationary, C1 in the first variable, continuous in
ω, and such that Dxϕ(0, ω) is continuous in ω},
with an analogous definition for C1s (R
n × Rn × Ω).
If the action is given as in the first example by τxω = ω +Ax, given ψ : T
d → R, the function
ϕ(x, ω) = ψ(ω + Ax) is stationary, and, furthermore, ϕ ∈ C1s if ψ is C1. In the second example
we can construct an example of a stationary function in the following way: let ψk : T → R be a
sequence of periodic functions uniformly bounded in k. Let
ϕ(x, ω) =
∑
k
ψk(ωk + λ¯kx)2
−k 1
1 + |λ¯k|
Furthermore, if ψk is C
1 and its derivatives are uniformly bounded in k, ϕ ∈ C1s .
To motivate the stationary Mather problem, let x(t) be a globally Lipschitz trajectory on Rn.
Let ω0 ∈ Ω is an arbitrary point. Consider ergodic averages to define an occupation measure µ
on Rn × Ω corresponding to x(·) in the following way
lim
T→∞
1
T
∫ T
0
φ(x, x˙, ω0)dt = lim
T→∞
1
T
∫ T
0
φ(0, x˙, τxω0)dt ≡
∫
Rn×Ω
φ(0, v, ω)dµ,
where the limit is taken trough an appropriate sequence. Of course, the measure µ could depend
on the point ω0 or the sequence through which the limit is taken. Nevertheless, such probabilities
µ, satisfy an integral constraint, the holonomy condition:∫
Rn×Ω
v ·Dxϕ(0, ω)dµ = 0, (3)
for any stationary function ϕ ∈ C1s (Rn × Ω).
The stationary Mather problem can be formulated as follows: minimize∫
Rn×Ω
L(0, v, ω)dµ(v, ω),
over all probability measures that satisfy the holonomy constraint (3). A minimizing measure for
this problem is called a stationary Mather measure. A similar problem arises also in [GV07] for
the homogenization of Hamilton-Jacobi equations.
Let γ : Rn → R be a positive function such that
lim
|v|→∞
|v|
γ(v)
= 0, and lim
|v|→∞
L(0, v, ω)
γ(v)
= +∞, (4)
3
where the last limit is uniform in ω ∈ Ω by compactness. We denote by C0γ(Rn×Ω) the set of the
continuous functions φ with
‖φ‖γ = sup
Rn×Ω
|φ(v, ω)|
γ(v)
<∞, lim
|v|→∞
|φ(v, ω)|
γ(v)
→ 0.
We will need also to consider the discounted Mather problem, see [Gom08] for a discussion of
related generalizations of Mather’s problem. For that, let α be a positive number. Consider the
operator A : C1s (R
n × Ω)→ C0γ(Rn × Ω) given by
ϕ→ Avϕ(ω) = v ·Dxϕ(0, ω)− αϕ(0, ω).
The discounted stationary Mather problem consists in minimizing∫
Rn×Ω
L(0, v, ω)dµ(v, ω)
over all probability measures that satisfy the discounted holonomy constraint∫
Rn×Ω
Avϕ(ω)dµ(v, ω) = −α
∫
Ω
ϕ(0, ω)dν(ω), (5)
for all ϕ ∈ C1s (Rn ×Ω). A minimizing probability measure for this problem is called a discounted
stationary Mather measure. The measure ν is called the trace of µ. If α = 0 we call these measures
stationary Mather measures.
The main result of this paper is the construction of stationary Mather measures invariant
under the Euler-Lagrange flow. Usually, this flow is defined in Rn × Rn. However, since the
stationary Mather measures are measures on Rn × Ω we must now discuss the natural extension
of the Euler-Lagrange flow to this space.
Given a stationary vector fieldW : Rn×Rn×Ω→ Rn×Rn, let Φ = (Φ1,Φ2) : R×Rn×Rn×Ω→
R
n × Rn be its flow. We define the flow Ψ : R× Rn × Ω→ Rn × Ω induced by W in Rn × Ω as
Ψ(t, v, ω) = (Φ2(t, 0, v, ω), τΦ1(t,0,v,ω)ω).
We denote by C1b (R
n × Ω) the set of bounded continuous functions φ(v, ω) in Rn × Ω such that
Dvφ(v, ω) is also continuous and bounded. A measure µ is invariant under the flow Ψ if,∫
Rn×Ω
φ(Ψ(t, v, ω))dµ(v, ω) =
∫
Rn×Ω
φ(v, ω)dµ(v, ω),
for all φ ∈ C1b (Rn × Ω) and for all t ∈ R.
Let µ be a measure in Rn × Ω and W : Rn × Rn × Ω → Rn × Rn be a stationary vector field
in Rn × Rn. Then µ is invariant under the flow induced by W in Rn × Ω, if and only if,∫
Rn×Ω
∇φˆ(0, v, ω) ·W (0, v, ω)dµ(v, ω) = 0, (6)
(where the gradient in the previous formula is taken both in x and v) for all φˆ ∈ Cˆ0γ(Rn×Rn×Ω).
A proof for this classical fact for the case of vector fields on a manifold M can be found, for
instance, in [BG08]. The proof in our setting follows exactly along the same lines and we will omit
it.
In this paper we will need to consider the discounted Lagrangian Lα ≡ e−αtL(x, v). The
corresponding Euler-Lagrange equation is
d
dt
DvL(x, v, ω) = DxL(x, v, ω) + αDvL, (7)
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for each ω ∈ Ω. For α = 0 we obtain the usual Euler-Lagrange equations. We have a ω-parametric
Lagrangian vector field WLα , that is given by:
WLα =
{
XLα(x, v, ω) = v
Y Lα(x, v, ω) = (D2vvL)
−1(DxL+ αDvL−DxvLv).
We say that a measure µ in Rn × Ω is invariant under the Euler-Lagrange flow if it is invariant
under the flow Ψα induced by WLα in Rn × Ω.
The outline of this paper is as follows: in section 2 we describe briefly the duality theory for
the stationary Mather problem and its connections with viscosity solutions of Hamilton-Jacobi
equations. The proofs of some the results, since they are standard, are outlined for completeness
in appendix A. In section 3 we make some formal computations in the spirit of [EG01]. These
computations suggest that for certain discounted stationary Mather measures one may be able to
extend the regularity results in [EG01]. Holonomic discounted stationary Mather measures are
constructed in section 4. Using these measures we obtain regularity results for viscosity solutions
in section 5. These imply that the discounted stationary Mather measures are supported in
a (partially) Lipschitz graph whose Lipschitz constant is independent of the discount factor α.
Finally in the last section we construct stationary Mather measures invariant under the Euler-
Lagrange flow.
2 Duality and viscosity solutions
The stationary Mather problem is an infinite dimensional linear programming problem. As usual
in these problems (see [Gom08], for instance), the duality theory plays an important role and will
be developed in this section.
Theorem 1. Let ν be a probability measure on Ω and α ≥ 0. Define
Hα = inf
∫
Rn×Ω
L(0, v, ω)dµ(v, ω), (8)
where the infimum is taken over all probability measures on Rn ×Ω which satisfy the discounted
holonomy condition (5). Let
H(ϕ, x, ω) = sup
v∈Rn
(−Av(ϕ)(x, ω) − L(x, v, ω)) = H(x,Dxϕ(x, ω), ω) + αϕ(x, ω),
with H(x, p, ω) = supv∈Rn(−p · v − L(x, v, ω)).
Then, the infimum in (8) is achieved at some probability measure µ satisfying (5) and further-
more
Hα = − inf
ϕ∈C1s
sup
Ω
{
−α
∫
Ω
ϕdν +H(ϕ, 0, ω)
}
. (9)
The proof of this Theorem is similar to analogous results in [Gom08], for instance. For com-
pleteness, however, we present the proof in the Appendix A.
In this paper we will need to consider viscosity solutions to the equation
Hα(u, 0, ω) ≡ H(0, Dxuα(0, ω), ω) + αuα(0, ω) = 0. (10)
As in the standard Mather problem, viscosity solutions yield important information concerning
the value of the variational problem (8), and help characterize the support of the measure.
Before we proceed, we make some remarks concerning the regularization by convolution of
stationary functions.
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Remark 1. To approximate a stationary function u : Rn×Ω→ R by smooth stationary functions
we are going to use a convolution with a standard mollifier ηε : Rn → R, that is, η compactly
supported, ηε(x) = 1
ε
η(x
ε
), and
∫
Rn
η(x)dx = 1. We define the convolution between u and ηε by
uε(x, ω) =
∫
Rn
u(x, τyω)η
ε(y)dy.
Observe that, uε ∈ C1s . Moreover, we have
∂uε
∂x
(x, ω) · v = −
∫
Rn
u(x, τyω)Dyη
ε(y) · v dy.
We consider two different types of viscosity solutions for H(u, 0, ω) = λ. Firstly recall the
usual definition of viscosity solution: a function u : Rn ×Ω→ R, continuous in x (not necessarily
C1) for each ω ∈ Ω, is a viscosity solution in x of H(u, x, ω) = λ if for each ω0 ∈ Ω, any C1
function ψ : Rn → R and any x0 ∈ Rn such that u(x, ω0)−ψ(x) has a strict local minimum (resp.
maximum) at x0 with u(x0, ω0)− ψ(x0) = 0 we have
H(ψ, x0, ω0) ≥ λ (resp. ≤ λ).
For our purposes we need a modified version of viscosity solution: a stationary (not necessarily
C1) function u : Rn ×Ω→ R, continuous in Ω, is a viscosity solution in ω of H(u, 0, ω) = λ if for
any ϕ ∈ C1s (Rn×Ω) and any point ω0 ∈ Ω such that u(0, ω)−ϕ(0, ω) has a local minimum (resp.
maximum) at ω0 with u(0, ω0)− ϕ(0, ω0) = 0 we have
H(ϕ, 0, ω0) ≥ λ (resp. ≤ λ).
Proposition 2. Suppose that u : Rn × Ω → R is a viscosity solution in x of H(u, 0, ω) = λ and
assume furthermore that u is stationary and continuous in Ω. Then u is also a viscosity solution
in ω of H(u, 0, ω) = λ.
Proof. Let u : Rn × Ω → R be a viscosity solution in x of H(u, 0, ω) = λ. Consider an arbitrary
function ϕ ∈ C1s (Rn×Ω) and a point ω0 ∈ Ω such that u(0, ω)−ϕ(0, ω) has a local minimum (resp.
maximum) and u(0, ω0) − ϕ(0, ω0) = 0. Define ψ(x) = ϕ(x, ω0). We claim that u(x, ω0) − ψ(x)
has a local minimum (resp. maximum) in x0 = 0 ∈ Rn. In fact,
u(x, ω0)− ψ(x) = u(x, ω0)− ϕ(x, ω0) = u(0, τxω0)− ϕ(0, τxω0)
≥ u(0, ω0)− ϕ(0, ω0) = u(0, ω0)− ψ(0), (resp. ≤ .)
Then, because u is a viscosity solution in x we have
H(ψ, 0, ω0) = H(ϕ, 0, ω0) ≥ λ (resp. ≤ λ).
Consider the infinite horizon optimal control problem
uα(x, ω) = inf
x(0)=x
∫ +∞
0
e−αtL(x(t), x˙(t), ω)dt, (11)
where the infimum is taken over all globally Lipschitz trajectories with initial condition x(0) = x.
Then uα : R
n × Ω→ R satisfies the dynamic programing principle
uα(x, ω) = inf
x(0)=x
(∫ T
0
e−αtL(x(t), x˙(t), ω)dt+ e−αTuα(x(T ), ω)
)
, (12)
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among all globally Lipschitz trajectories with initial condition x(0) = x. It is standard, see
[BCD97], that the function uα is a viscosity solution of H(ϕ, 0, ω) = 0 in x. Furthermore, the
optimal trajectories are solutions to the discounted Euler-Lagrange equations (7). Finally, for
0 < t < T we have additionally that Dxuα(x(t)) exists and
x˙(t) = −DpH(Dxuα(x(t)), x(t)).
The next proposition is also a well known result, see, for instance, [BCD97] for similar results:
Proposition 3. For each ω fixed, let uα(x, ω) be a viscosity solution (in x) of
Hα(u, x, ω) = H(x,Dxuα(x, ω), ω) + αuα(x, ω) = 0. (13)
Then αuα is uniformly bounded and uα is uniformly Lipschitz in x, as α→ 0.
Using standard techniques we can establish the following proposition, whose proof is presented
in appendix B:
Proposition 4. Let uα : R
n×Ω→ R be a solution of (13). Then uα is a viscosity solution (in ω)
of H(ϕ, 0, ω) = 0, and uα(0, ω) is Lipschitz in ω with Lipschitz constant (in ω) bounded by K/α,
where K is independent of α, for all α ≥ 0.
Proposition 5. Let uα be a viscosity solution in ω of (13) Then
inf
ϕ∈C1s
sup
ω∈Ω
{
−α
∫
Ω
ϕ(0, ω)dν(ω) +Hα(ϕ, 0, ω)
}
= −α
∫
Ω
uα(0, ω)dν(ω).
Proof. Consider a viscosity solution uα of (13). Then for any ϕ ∈ C1s there exists a point ωϕ of
minimum for uα(0, ω)− ϕ(0, ω). Consider ϕ′(x, ω) = ϕ(x, ω) + (uα − ϕ)(0, ωϕ). Then uα(0, ω)−
ϕ′(0, ω) has a minimum equal to 0 in ωϕ.
Since uα is a viscosity solution we have Hα(ϕ′, 0, ωϕ) ≥ 0 or equivalently
Hα(ϕ, 0, ωϕ) + α(uα − ϕ)(0, ωϕ) ≥ 0.
Therefore
−α
∫
Ω
ϕ(0, ω)dν +Hα(ϕ, 0, ωϕ) + α(uα − ϕ)(0, ωϕ) ≥ −α
∫
Ω
ϕ(0, ω)dν,
which implies
sup
ω∈Ω
−α
∫
Ω
ϕ(0, ω)dν +Hα(ϕ, 0, ω) ≥ −α
∫
Ω
ϕ(0, ω)dν + α(uα − ϕ)(0, ωϕ),
and so
sup
ω∈Ω
−α
∫
Ω
ϕ(0, ω)dν +Hα(ϕ, 0, ω) ≥ −α
∫
Ω
uα(0, ω)dν,
which finally yields
inf
ϕ∈C1s
sup
ω∈Ω
{
−α
∫
Ω
ϕ(0, ω)dν(ω) +Hα(ϕ, 0, ω)
}
≥ −α
∫
Ω
uα(0, ω)dν.
In order to get the other inequality we use the functions uε = uα∗ηε. Then Hα(uε, 0, ω) ≤ o(1)
owing to the convexity of the Hamiltonian and the uniform Lipschitz estimates on uα, we have
inf
ϕ∈C1s
sup
ω∈Ω
{
−α
∫
Ω
ϕ(0, ω)dν(ω) +Hα(ϕ, 0, ω)
}
≤ o(1)− α
∫
Ω
uε(0, ω)dν.
Then, the inequality desired is obtained by sending ε to 0, and ends the proof.
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Corollary 6. We have
H¯α = α
∫
Ω
uα(0, ω)dν
where uα is the unique viscosity solution of H(0, Dxuα(0, ω), ω) + αuα(0, ω) = 0.
Proof. In fact, if we apply Proposition 5 we have the formula
inf
ϕ∈C1s
sup
ω∈Ω
{
−α
∫
Ω
ϕ(0, ω)dν(ω) +Hα(ϕ, 0, ω)
}
= −α
∫
Ω
uα(0, ω)dν(ω).
Remembering that H¯α = − infϕ∈C1s supω∈Ω−α
∫
Ω
ϕ(0, ω)dν(ω) +Hα(ϕ, 0, ω), we get
H¯α = α
∫
Ω
uα(0, ω)dν.
We state next, without proof, a partial converse to Proposition 2. The proof is rather technical
and, in this paper, its only a application is in Remark 2.
Proposition 7. Suppose that,
(a) There exists δ > 0 such that, for all x 6= 0 with |x| < δ, τx(·) : Ω → Ω does not have fixed
points.
(b) For each ω0 ∈ Ω, there exists δ > 0 and a set Σδ(ω0) ∋ ω0, such that, for all x 6= 0 with
|x| < δ, and ω1, ω2 ∈ Σδ(ω0), if τx(ω1) = ω2 then ω1 = ω2.
(c) The set
Uδ(ω0) = {τx(ω)| ω ∈ Σδ(ω0), |x| < δ/2} (14)
is an open neighborhood of ω0.
If u : Rn × Ω→ R is a viscosity solution in ω of H(u, 0, ω) = λ then u is also a viscosity solution
in x of Hα(u, 0, ω) = λ.
Remark 2. Note that in some cases Hα(u, ω) = λ does not admit viscosity solutions in ω,
as pointed out in [LS03]. In their example Ω = T2, L = L(x, v, ω) : R × R × T2 → R is
the Lagrangian given by L(x, v, ω) = 12v
2 + cos(ω1 + x) + cos(ω2 +
√
2x), with the associated
Hamiltonian H(x, p, ω) = 12p
2 − cos(ω1 + x) − cos(ω2 +
√
2x), and the action τ : R× T2 → T2 is
given by τx(ω1, ω2) = (ω1 + x, ω2 +
√
2x).
In this case the viscosity solutions in x are unbounded. So, if there where a viscosity solution in
ω, then it would be a solution in x by Proposition 7. By compactness, any stationary continuous
function is bounded, which would be a contradiction.
3 Some formal computations
In this section we adapt the formal computations in [EG01] to motivate the regularity results in
the following sections. Consider the periodic case of a C2 Lagrangian L : T × R → R, given by
L(x, v) = 12v
2−V (x), and the associated Hamiltonian H(x, p) = 12p2+V (x). The stationary case
follows along the same lines, as we will see in later sections.
Let u be a solution to the discounted Hamilton-Jacobi equation 12u
2
x + V (x) + αu = 0. Let
µα be a discounted Mather measure with trace θα and such that the projection of µα in the x
coordinated is denoted by θ, that is,∫
T×R
ϕ(x)dµα =
∫
T
ϕ(x)dθ.
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Note that θ in general does not agree with θα. In this section we assume that µα has the special
property that θα = θ. Under this assumption µα is holonomic, that is∫
T×R
vϕx(x)dµα = 0,
for all C1 periodic function ϕ(x).
We will first show that µα almost every (x, v) ∈ T × R, we have v = −ux(x). To see this we
will argue by contradiction. In this case if v 6= −ux(x), there would exist a set of positive measure
µα in which
L(x, v) + vux > −H(ux, x).
Since L(x, v) + vux ≥ −H(ux, x), integrating with respect to µα yields∫
T×R
Ldµα +
∫
T×R
vuxdµα > α
∫
T×R
udµα.
This would yield ∫
T×R
Ldµα > α
∫
T
udθα,
which contradicts the optimality condition.
Therefore the holonomy constraint can be written as∫
R
(uxϕx + αϕ)dθ(x) = α
∫
R
ϕdθα(x).
By differentiating twice the Hamilton-Jacobi equation we have ux(uxx)x+u
2
xx+V
′′(x)+αuxx =
0. Integrating with respect to µα yields∫
R
(ux(uxx)x + u
2
xx + V
′′(x) + αuxx)dµα = 0,
or, equivalently, ∫
R
ux(uxx)xdθ(x) +
∫
R
u2xx + αuxxdθ(x) = −
∫
R
V ′′(x)dθ(x).
Since the trace of µα, θα is equal to its projection θ(x), then the measure µα is holonomic and so∫
R
ux(uxx)xdθ(x) = 0.
Using −αuxx ≤ 12u2xx + 12α2 we get,∫
R
u2xxdθ(x) = −
∫
R
V ′′(x)dθ(x) −
∫
R
αuxxdθ(x)
≤ −
∫
R
V ′′(x)dθ(x) +
∫
R
1
2
u2xx +
1
2
α2dθ(x),
which yields a L2(θ) bound for uxx:∫
R
u2xxdθ(x) ≤
∫
R
α2 − 2V ′′(x)dθ(x).
In order to derive L∞ estimates to uxx we proceed as follows: first we multiply the second derivative
of the Hamilton-Jacobi equation by a function Ψ′(uxx),∫
R
ux(uxx)xΨ
′(uxx)dθ(x) +
∫
R
[
u2xx + αuxx + V
′′(x)
]
Ψ′(uxx)dθ(x) = 0.
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Let Ψ : R→ R be such that
Ψ′(x) =
{
1 if x ≤ −λ
0 otherwise,
where λ > 0 is fixed. Choose Φ(x) = Ψ′(x) (actually one should to use a C∞ approximation
of Ψ′(x)). Observe that (uxx)xΦ(uxx) = Ψ(uxx)x and so
∫
R
ux(uxx)xΨ
′(uxx)dθ(x) = 0. Define
A = {x|uxx ≤ −λ}. Thus,
0 =
∫
R
(
u2xx + V
′′(x) + αuxx
)
Φ(uxx)dθ(x)
=
∫
A
(
u2xx + V
′′(x) + αuxx
)
dθ(x).
Since uxx ≤ −λ, and using αuxx ≤ − 12u2xx − 12α2, one can show that, 0 ≥ (λ
2
2 − 12α2 + c)θ(A),
where, |V ′′| ≤ c. Since λ is arbitrary , we get θ(A) = 0. Thus, there exists λ > 0, such that,
uxx > −λ, θ-a.e.
The solutions of αu+ 12u
2
x+V (x) = 0 are semi-concave (this is a standard result, see [BCD97]
or the survey paper [BG08]), so we get that there exists β > 0 such that uxx < β, and so, for
some C > 0, |uxx| < C, θ almost everywhere.
4 Holonomic discounted stationary Mather measures
Motivated by the formal computations in the previous section, we will now establish the existence
of holonomic discounted stationary Mather measures. In the paper [FCG08], these measures were
called invariant, we did not keep this name here to avoid confusion with invariance with respect
to Euler- Lagrange equations.
Given a probability measure ν, and a corresponding discounted stationary Mather measure µ
with trace ν, we say that µ is a holonomic discounted stationary Mather measure if∫
Rn×Ω
ϕ(0, ω)dµ(v, ω) =
∫
Ω
ϕ(0, ω)dν(ω),
for all ϕ ∈ C1s (Rn × Ω). In particular, µ satisfies the undiscounted holonomy constraint.
Theorem 8. There exists a holonomic discounted stationary Mather measure.
Proof. Fix ω ∈ Ω. Consider a sequence Tn → ∞ and a sequence xn(t) of minimizing trajectories
for the dynamic programing principle (12), that is,
uα(0, ω) =
∫ Tn
0
e−αtL(xn(t), x˙n(t), ω)dt+ e
−αTnuα(xn(Tn), ω).
Because uα is Lipschitz and
x˙n = −DpH(Dxuα(xn(t)), xn(t))
the |x˙n| is uniformly bounded.
Define a probability measure µ by
∫
Rn×Ω
φ(v, ω)dµ(v, ω) = lim
n→∞
1
Tn
∫ Tn
0
φ(x˙n, τxn(t)ω)dt,
for any φ ∈ C0γ(Rn × Ω), where the limit is taken through an appropriate subsequence. This
sublimit exists and is a probability measure because Ω is compact and |x˙n| is uniformly bounded.
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Let ϕ ∈ C1s . Observe that ddtϕ(xn(t), ω) = x˙n(t)·Dxϕ(0, τxn(t)ω). So, if φ(v, ω) = v ·Dxϕ(0, ω),
then ∫
Rn×Ω
φ(v, ω)dµ(v, ω) = lim
n→∞
1
Tn
∫ Tn
0
x˙n(t) ·Dxϕ(0, τxn(t)ω)dt
= lim
n→∞
1
Tn
∫ Tn
0
d
dt
ϕ(xn(t), ω)dt = lim
n→∞
ϕ(xn(Tn))− ϕ(xn(0))
Tn
= 0.
Since Avϕ = v ·Dxϕ(0, ω)− αϕ(0, ω),∫
Rn×Ω
Avϕdµ =
∫
Rn×Ω
v ·Dxϕ(0, ω)− αϕ(0, ω)dµ(v, ω)
= lim
n→∞
1
Tn
∫ Tn
0
x˙n(t) ·Dxϕ(0, τxn(t)ω)− αϕ(0, τxn(t)ω)dt
= −α lim
Tn→∞
1
Tn
∫ Tn
0
ϕ(0, τxn(t)ω)dt = −α
∫
Ω
ϕ(0, ω)dν(ω),
where ν is given by, ∫
Ω
g(ω)dν(ω) = lim
n→∞
1
Tn
∫ Tn
0
g(τxn(t)ω)dt,
for all continuous function g : Ω→ R. In particular, ∫
Rn×Ω
ϕ(0, ω)dµ(v, ω) =
∫
Ω
ϕ(0, ω)dν(ω).
We must to prove that µ is minimizing. To do so, fix first n and consider a partition {0 =
t0, t1, ..., tN−1 = Tn} of [0, Tn], where ti+1 = ti + h, and h = Tn/N . The restriction of xn(t) to
each sub-interval is minimizing, i.e.,
uα(xn(ti), ω) =
∫ ti+1
ti
e−α(t−ti)L(xn(t), x˙n(t), ω)dt+ e
−αhuα(xn(ti+1), ω).
We have,
i=N−1∑
i=0
uα(xn(ti), ω)− e−αhuα(xn(ti+1), ω) =
=
i=N−1∑
i=0
uα(xn(ti), ω)− uα(xn(ti+1), ω) + (1− e−αh)uα(xn(ti+1), ω) =
= uα(xn(0), ω)− uα(xn(T ), ω) + α(1 − e
−αh
αh
)
i=N−1∑
i=0
huα(xn(ti+1), ω).
Sending h→ 0 we get
lim
h→0
i=N−1∑
i=0
uα(xn(ti), ω)−e−αhuα(xn(ti+1), ω) = uα(xn(0), ω)−uα(xn(Tn), ω)+α
∫ Tn
0
uα(0, τxn(t)ω)dt.
On the other hand, we have
lim
h→0
i=N−1∑
i=0
∫ ti+1
ti
e−α(t−ti)L(xn(t), x˙n(t), ω)dt =
∫ Tn
0
L(xn(t), x˙n(t), ω)dt.
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Thus,
α
∫
uα(0, ω)dν =
lim
n→∞
1
Tn
{
uα(xn(0), ω)− uα(xn(Tn), ω) + α
∫ Tn
0
uα(0, τxn(t)ω)dt
}
= lim
n→∞
1
Tn
∫ Tn
0
L(xn(t), x˙n(t), ω)dt =
∫
Rn×Ω
L(0, v, ω)dµ(v, ω).
By Corollary 6 we have H¯α = α
∫
uα(0, ω)dν. Thus µ is minimizing.
We should note here that the Theorem does not assert uniqueness. Furthermore the measure
µ may depend on the choice of ω ∈ Ω or in the particular sequence we choose to extract the weak
limits. For our purposes, however, existence is sufficient.
Theorem 9. Let µα be a holonomic discounted Mather measure as constructed in theorem 8.
Then µα is invariant under the discounted Euler-Lagrange flow.
Proof. It suffices to prove that for any bounded function φ(x, v, ω) ∈ C1s (Rn × Rn × ω) we have∫
Rn×Ω
WLα∇x,vφ(0, v, ω)dµα = 0.
This follows, from the identity
φ(xn(Tn), x˙n(Tn), ω)− φ(xn(0), x˙n(0), ω) =
∫ Tn
0
d
dt
φ(xn(t), z˙n(t), ω)
=
∫ Tn
0
XLα
∂φ
∂x
+ Y Lα
∂φ
∂v
,
dividing by Tn and letting n→∞.
5 Graph property, regularity and stationary Mather mea-
sures
In this section establish that the discounted Mather measures are supported in a graph of a
(partially) Lipschitz function. As we are using similar techniques to [EG01] (see also [BG08]) we
will present in this section the main differences and technical points and postpone to Appendix
C the detailed proofs. We will the discounted Mather measures to construct a stationary Mather
measure invariant under the Euler-Lagrange flow.
We assume that
L(x+ y, v, ω)− L(x, v, ω) ≤ (c+ cL)|y|
Lemma 10. Let uα be the viscosity solution of H(0, Dxuα(0, ω), ω) + αuα(0, ω) = 0 given by
Proposition 4. Then
lim
α→0
αuα(0, ω)
does not depend on ω.
Proof. We know that αuα is uniformly bounded, so αuα(0, ω)→ ξ(ω) pointwise for some function.
On the other hand, fixed ω0 ∈ Ω we know that uα(y, ω0) is uniformly Lipschitz in x, uniformly as
α→ 0, that is,
|uα(x1, ω0)− uα(x2, ω0)| < C|x1 − x2|.
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Thus, if |y| < R then,
lim
α→0
|αuα(y, ω0)− αuα(0, ω0)| < lim
α→0
αC|y| = 0,
that is, limα→0 αuα(0, τyω0) = limα→0 αuα(0, ω0) for |y| < R.
From Proposition 4 we know that uα(0, ω) is Lipschitz in ω with Lipschitz constant K/α, that
is,
|uα(0, ω1)− uα(0, ω2)| < K
α
d(ω1, ω2).
Consider ε > 0 and y ∈ Rn, such that d(τyω0, ω1) < ε. Observe that,
|αuα(0, ω0)− αuα(0, ω1)| ≤
≤ |αuα(0, ω0)− αuα(0, τyω0)|+ |αuα(0, τyω0)− αuα(0, ω1)| ≤
≤ |αuα(0, ω0)− αuα(0, τyω0)|+ αK
α
d(τyω0, ω1).
Sending α → 0, and then ε → 0 we get limα→0 αuα(0, ω0) = limα→0 αuα(0, ω1). Thus, ξ(ω) is
constant.
Lemma 11. Let uα be the viscosity solution of H(0, Dxuα(0, ω), ω) + αuα(0, ω) = 0 given by
Proposition 4. Then
lim
α→0
αuα(0, ω) = H,
where
H = inf
∫
Rn×Ω
Ldµ,
and the infimum is taken over all stationary holonomic measures.
Proof. Denote by H˜ the limit as α→ 0 of αuα, which is constant by the previous lemma. Let µα
be a holonomic discounted stationary Mather measure. Then, because µα is holonomic we have
H ≤ lim
α→0
∫
Rn×Ω
Ldµα = lim
α→0
α
∫
Rn×Ω
uαdµα = H˜.
Let µ be a stationary Mather measure. Then, because µ is a discounted holonomic measure with
trace µ we have
H =
∫
Rn×Ω
Ldµ ≥ α
∫
Rn×Ω
uαdµ→ H˜,
as α→ 0. This shows that H˜ = H .
Lemma 12. Let µα be a sequence of discounted stationary Mather measures with trace να.
Suppose that µα → µ when α→ 0, then µ is a stationary Mather measure.
Proof. First we must to prove that µ is a holonomic probability measure. In fact, for any ϕ ∈ C1s ,∫
Rn×Ω
v ·Dxϕ(0, ω)dµα = α
∫
Rn×Ω
ϕ(0, ω)dµα − α
∫
Ω
ϕ(0, ω)dνα → 0,
when α→ 0.
Using Corollary 6 we get∫
Rn×Ω
Ldµ = lim
α→0
∫
Rn×Ω
Ldµα = lim
α→0
H¯α = lim
α→0
∫
Ω
αuα(0, ω)dνα(ω) = H¯.
Thus µ is a Mather measure.
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Theorem 13. Let µα be a discounted Mather measure with trace να (or if α = 0 a stationary
Mather measure). Then µα is supported in a graph, that is, there exists a measurable function
Vα : Ω→ Rn such that,
suppµα = {(v, ω) ∈ Rn × Ω|v = Vα(ω)}.
Proof. As in [BG08], for instance, we just observe that the result follows from the fact that the
Lagrangian is strictly convex in v, whereas the discounted holonomy constraint is linear in v.
Since the holonomic discounted measures are also holonomic, the same techniques in [EG01]
(see also [BG08]) can be adapted to establish the following regularity result:
Theorem 14. Let µα be a holonomic discounted Mather measure. If uα is a viscosity solution
of (10), then for each y ∈ R,
|Dxuα(y, ω)−Dxuα(0, ω)| ≤ C|y|,
θ almost everywhere and uniformly in α.
The proof of this theorem since it follows (almost) exactly the same steps as in [EG01] (see
also [BG08]) and is presented for completeness in appendix C. The only difference is the term αu
in the Hamilton-Jacobi equation, which can be controlled, as discussed in section 3, because we
are using holonomic discounted measures. As a corollaries to the previous Theorem we have
Corollary 15. Let µα be a holonomic discounted Mather measure. Then, there exists a function
Vα : Ω → Rn, such that suppµα = {(v, ω) ∈ Rn × Ω|v = Vα(ω)}. Furthermore, Vα is partially
Lipschitz in the following sense:
|Vα(τyω)− Vα(ω)| ≤ C|y|,
for all ω in the support of µα, and C is uniformly bounded as α→ 0.
Finally, our last result concerns the existence of stationary Mather measures invariant under
the Euler-Lagrange flow.
Theorem 16. There exists a stationary Mather measure µ which is invariant under the Euler-
Lagrange flow. Furthermore µ is supported on a graph.
Proof. Let µα be holonomic discounted Mather measures as constructed in theorem 8. Consider
a weak limit µ. By lemma 12, µ is a stationary Mather measure. Because for any φ(x, v) we have∫
Rn×Ω
WL0∇x,vφ(0, v, ω)dµα = α
∫
Rn×Ω
(D2vvL)
−1DvLDvφ(0, v, ω)dµα.
we conclude that ∫
Rn×Ω
WL0∇x,vφ(0, v, ω)dµ = 0.
The graph property of stationary Mather measures follows from theorem 13.
A Proof of Theorem 1
In this appendix we present the proof of Theorem 1, as well as some background material.
Let γ be as in (4). Let M be the set of weighted Radon measures on Ω× Rn, i.e.,
M = {signed measures on Rn × Ω with
∫
Rn×Ω
γd|µ| <∞}.
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Note that M is the dual of the set C0γ(Rn × Ω).
We introduce the following sets
M1 = {µ ∈ M| µ is a positive probability measure},
and
M2 = {µ ∈ M|
∫
Rn×Ω
v ·Dxϕ(0, ω)dµ(v, ω) = 0, for all ϕ ∈ C1s (Rn × Ω)}.
Using this notation the Mather problem can be reformulated as
min
M1∩M2
∫
Rn×Ω
L(0, v, ω)dµ(v, ω).
Consider the following subset of functions φ : Rn × Ω→ R,
C = cl{φ | φ(v, ω) = v ·Dxϕ(0, ω), for some ϕ ∈ C1s (Rn × Ω)}.
Observe that C is a closed convex set.
For φ ∈ C0γ let
h(φ) = sup
Rn×Ω
(−φ(v, ω)− L(0, v, ω)). (15)
Since h is the supremum of linear functions, it is a convex function on C0γ . As we will see bellow
in Lemma 18, h is a continuous function.
For φ ∈ C0γ , let
g(φ) =
{
0 if φ ∈ C
−∞ otherwise. (16)
As C is a closed convex set we have that g is a concave and upper semicontinuous function.
Therefore its Legendre-Fenchel transform is given by
g∗(µ) = inf
φ∈C0γ(R
n×Ω)
(
−
∫
Rn×Ω
φdµ− g(φ)
)
. (17)
Since h is a convex and lower semicontinuous function, its Legendre-Fenchel transform is given by
h∗(µ) = sup
φ∈C0γ(R
n×Ω)
(
−
∫
Rn×Ω
φdµ− h(φ)
)
. (18)
Proposition 17. Let g and h defined as in (15) and (16). Then
h∗(µ) =
{∫
Rn×Ω L(0, v, ω)dµ(v, ω) if µ ∈M1
+∞ otherwise,
and
g∗(µ) =
{
0 if µ ∈M2
−∞ otherwise.
Proof. First we assume that µ ∈ M1. As h is a convex function, its Legendre transform is given
by (18). Using the definition of h, equation (15), we get
h∗(µ) = sup
φ∈C0γ(R
n×Ω)
(
−
∫
Rn×Ω
φdµ− sup
Rn×Ω
(−φ(v, ω)− L(0, v, ω))
)
.
Consider the family of compact subsets of Rn × Ω given by
Kn = {(v, ω) ∈ Rn × Ω | |v| ≤ n},
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and let ηn : R
n × Ω → R be a continuous function such that 0 ≤ ηn ≤ 1, ηn = 1 in Kn, and
supp ηn ⊂ Kn+1. Then define
Ln = L(0, v, ω) · ηn(v, ω).
Observe that the sequence Ln is increasing and pointwise convergent to L(0, v, ω).
Is easy to see that Ln ∈ C0γ(Rn × Ω). Furthermore, for fixed n, one can write any function
φ ∈ C0γ(Rn × Ω) as φ = −Ln + ψ where ψ ∈ C0γ(Rn × Ω). From this observation we get
h∗(µ) = sup
ψ∈C0γ(R
n×Ω)
(
−
∫
Rn×Ω
(−Ln + ψ)dµ− sup
Rn×Ω
(−(−Ln + ψ)− L)
)
= sup
ψ∈C0γ(R
n×Ω)
(∫
Rn×Ω
Lndµ−
∫
Rn×Ω
ψdµ− sup
Rn×Ω
(Ln − L− ψ)
)
=
∫
Rn×Ω
Lndµ+ sup
ψ∈C0γ(R
n×Ω)
∫
Rn×Ω
(
−ψ − sup
Rn×Ω
(Ln − L− ψ)
)
dµ. (19)
If we take ψ = 0 in (19) we have
h∗(µ) ≥
∫
Rn×Ω
Lndµ+
∫
Rn×Ω
(
− sup
Rn×Ω
(Ln − L)
)
dµ ≥
∫
Rn×Ω
Lndµ.
Thus using the monotone convergence theorem we get
h∗(µ) ≥
∫
Rn×Ω
Ldµ.
In order to get the other inequality we can rewrite (19) as follows
h∗(µ) =
∫
Rn×Ω
Lndµ+ sup
ψ∈C0γ
∫
Rn×Ω
(
(S − ψ − S)− sup
Rn×Ω
(S − ψ)
)
dµ
=
∫
Rn×Ω
Lndµ+ sup
ψ∈C0γ
∫
Rn×Ω
(
(S − ψ)− sup
Rn×Ω
(S − ψ)
)
dµ−
∫
Rn×Ω
Sdµ,
where S = Ln−L. Since µ ∈M1, we have
∫
Rn×Ω
(
(S − ψ)− sup
Rn×Ω(S − ψ)
)
dµ ≤ 0. Therefore
h∗(µ) ≤
∫
Rn×Ω
Lndµ−
∫
Rn×Ω
Sdµ =
∫
Rn×Ω
Ldµ.
If µ 6∈ M1, we have two possibilities. First, if µ 6≥ 0 then we can find a positive function
ψ ∈ C0γ(Rn × Ω) such that
∫
ψdµ < 0. Define ψn = nψ ∈ C0γ(Rn × Ω), then
h∗(µ) ≥
(
−
∫
Rn×Ω
ψndµ− sup
Rn×Ω
(−ψn − L)
)
= n
(∫
Rn×Ω
−ψdµ+ inf
Rn×Ω
(ψ +
1
n
L)
)
→ +∞,
when n→∞.
On the other hand, if µ ≥ 0 but ∫ dµ 6= 1 we take φ = k ∈ R, then
h∗(µ) ≥
(
−
∫
Rn×Ω
kdµ− sup
Rn×Ω
(−k − L)
)
= k
(
1−
∫
Rn×Ω
dµ
)
+ inf
Rn×Ω
L→ +∞
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when k → ±∞, because L ≥ 0.
Now we compute the Legendre transform of g. As g is concave we compute its Legendre-
Fenchel transform using (17). First we suppose µ ∈M2. In this case we have two possibilities, if
φ ∈ C then
−
∫
Rn×Ω
φdµ− g(φ) = 0,
else if, φ 6∈ C then
−
∫
Rn×Ω
φdµ− g(φ) = −
∫
Rn×Ω
φdµ− (−∞) = +∞
thus g∗(µ) = 0.
Otherwise, if µ 6∈ M2 there exists φ(v, ω) = v ·Dxϕ(0, ω) ∈ C such that
∫
Rn×Ω φdµ > 0. Define
φλ = λv ·Dxϕ(0, ω) ∈ C then
g∗(µ) ≤
(
−
∫
Rn×Ω
φλdµ− g(φλ)
)
= −λ
∫
Rn×Ω
φdµ→ −∞
when λ→ +∞.
Remark 3. Observe that
min
M1∩M2
∫
Rn×Ω
L(0, v, ω)dµ(v, ω) = min
M
(h∗(µ)− g∗(µ)).
In fact,
h∗(µ)− g∗(µ) =


∫
L(0, v, ω)dµ(v, ω)− 0 if µ ∈M1 ∩M2∫
L(0, v, ω)dµ(v, ω)− (−∞) if µ ∈M1 andµ 6∈ M2
+∞− (0) if µ 6∈ M1 andµ ∈M2
+∞− (−∞) if µ 6∈ M1 andµ 6∈ M2.
Lemma 18. The function
h(φ) = sup
Rn×Ω
(φ(v, ω) − L(0, v, ω))
is continuous.
Proof. Let φ0 be an arbitrary, but fixed, function in C
0
γ(R
n×Ω). Suppose φn → φ0, that is ‖φn−
φ0‖γ → 0. Let Bε(φ0) =
{
φ ∈ C0γ(Rn × Ω) | ‖φn − φ‖γ < ε
}
be the ball of radius ε centered in φ0.
Take φ ∈ Bε(φ0). Since, lim|v|→∞ |v|γ(v) = 0, lim|v|→∞ L(0,v,ω)γ(v) = +∞ and lim|v|→∞ |φ0(v,ω)|γ(v) → 0
uniformly on ω ∈ Ω, given δ,M > 0, there exists R > 0 such that

γ(v)
|v| >
1
δ
if |v| > R
|φ0(v,ω)
γ(v) | < δ if |v| > R
L(0,v,ω)
γ(v) > M if |v| > R.
Then, for |v| > R,
−φ(v, ω)− L(0, v, ω) =
{−φ(v, ω) + φ0(v, ω)
γ(v)
+
−φ0(v, ω)
γ(v)
− L(0, v, ω)
γ(v)
}
γ(v) <
<
γ(v)
|v| (ε+ δ −M)|v| → −∞
when |v| → +∞.
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As
‖φn − φ0‖γ = sup
Rn×Ω
|(φn − φ0)(v, ω)|
γ(v)
→ 0
we have that, for n big enough, we can choose R in such way that
h(φ) = sup
{|v|≤R}×Ω
(−φ(v, ω)− L(0, v, ω)),
and
h(φn) = sup
{|v|≤R}×Ω
(−φn(v, ω)− L(0, v, ω)).
Since the convergence −φn − L(0, v, ω) → −φ0 − L(0, v, ω) is uniform on the compact {|v| ≤
R} × Ω, we have
lim
n→∞
h(φn) = lim
n→∞
sup
{|v|≤R}×Ω
(−φn(v, ω)− L(0, v, ω)) =
= sup
{|v|≤R}×Ω
lim
n→∞
(−φn(v, ω)− L(0, v, ω)) = h(φ0).
Thus the lemma is proved.
The last ingredient of the duality is the Legendre-Fenchel-Rockafellar Theorem, see for instance
[Vil03].
Theorem 19. (Legendre-Fenchel-Rockafellar) Let E be a locally convex Hausdorff topological
vectorial space over R with dual E∗. Suppose that h : E → (−∞,+∞] is convex and lower
semicontinuous and g : E∗ → [−∞,+∞) is concave and upper semicontinuous. Then
min
E∗
(h∗ − g∗) = sup
E
(g − h),
provided that h or g is continuous at some point where both functions are finite. It is part of the
theorem that the left hand side is a minimum.
Lemma 20. Define the functional, S(φ) = g(φ) − h(φ). Then S is uniformly continuous in the
interior of C.
Proof. In fact, given ε > 0, if ‖φ1 − φ2‖γ < ε, that is, −εγ(v) < φ1(v, w) − φ2(v, w) < εγ(v), for
all (v, w), then
|S(φ1)− S(φ2)| < {inf γ(v)} ε.
In particular
sup
φ∈C
g(φ)− h(φ) = sup
φ=v·Dxϕ(0,ω)
ϕ∈C1s
g(φ)− h(φ).
B Proof of Proposition 4
Proof of Proposition 4. We must to prove that the function uα is stationary. Since L ≥ 0, uα
is well defined as an infimum. On the other hand the stationarity is an easy consequence of
the correspondence between the set of all globally Lipschitz trajectories with initial condition
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x(0) = x and the set of all globally Lipschitz trajectories with initial condition y(0) = 0, given by,
{x(t)} → {y(t) = x(t)− x}. In fact,
uα(0, τxω) = inf
y(0)=0
∫ +∞
0
e−αtL(y(t), y˙(t), τxω)dt
= inf
x(0)=x
∫ +∞
0
e−αtL((x(t) − x) + x, x˙(t), ω)dt = uα(x, ω).
In order to prove that uα is a viscosity solution in ω, let ϕ : R
n × Ω → R be a stationary
function such that uα(0, ω) − ϕ(0, ω) has a local minimum (resp. maximum) in ωϕ ∈ Ω and
uα(0, ωϕ)− ϕ(0, ωϕ) = 0.
Consider a trajectory satisfying x(0) = 0 such that x(t) is a finite time minimizing, globally
Lipschitz trajectory, for the dynamic programing principle (12), that is,
uα(0, ωϕ) =
∫ T
0
e−αtL(x(t), x˙(t), ωϕ)dt+ e
−αTuα(x(T ), ωϕ), (20)
for T small enough.
Suppose that H(ϕ, ωϕ) < 0, by continuity there is a neighborhood B of ωϕ in Ω and δ > 0
such that H(ϕ, ω) < −δ for all ω ∈ B. Since H(ϕ, ω) = H(0, Dxϕ(0, ω), ω) + αϕ(0, ω) we have
−vDxϕ(0, ω) − L(0, v, ω) + αϕ(0, ω) < −δ, for all ω ∈ B and v ∈ Rn. If we choose v = x˙(t) and
ω = τx(t)ωϕ then
x˙(t)Dxϕ(0, τx(t)ωϕ) + L(x(t), x˙(t), ωϕ)− αϕ(x(t), ωϕ) > δ,
for 0 < t < T .
Integrating this expression and using d
dt
ϕ(x(t), ω) = x˙(t)Dxϕ(0, τx(t)ω) we get,
ϕ(0, τx(T )ωϕ)− ϕ(0, ωϕ) +
∫ T
0
L(x(t), x˙(t), ωϕ)dt− α
∫ T
0
ϕ(x(t), ωϕ)dt > δT.
Since uα(0, ω) ≥ ϕ(0, ω) in B and uα(0, ωϕ) = ϕ(0, ωϕ), we have
uα(0, τx(T )ωϕ)− uα(0, ωϕ) +
∫ T
0
L(x(t), x˙(t), ωϕ)dt− α
∫ T
0
ϕ(x(t), ωϕ)dt > δT.
Using (20) in the last inequality we get,
(1− e−αT )uα(0, τx(T )ωϕ) +
∫ T
0
(1 − e−αt)L(x(t), x˙(t), ωϕ)dt− α
∫ T
0
ϕ(x(t), ωϕ)dt > δT.
Writing
uα(0, τx(T )ωϕ) +
T
(1− e−αT )
1
T
∫ T
0
(1− e−αt)L(x(t), x˙(t), ωϕ)dt−
α
T
(1 − e−αT )
1
T
∫ T
0
ϕ(x(t), ωϕ)dt > δ
T
1− e−αT
and using lim
T→0
T
1− e−αT =
1
α
, we get
uα(0, ωϕ)− ϕ(0, ωϕ) > δ
α
contradicting uα(0, ωϕ) = ϕ(0, ωϕ).
The proof for the maximum case is analogous and so the theorem is proved.
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C Proof of Theorem 14
In this last appendix we give a proof of Theorem 14. Before that we need to establish some
additional results. We note here that we will be using the techniques in [EG01] (see also [BG08])
adapted to the stationary setting.
Remark 4. Let uα be a viscosity solution in ω of (10), then, because it is also a viscosity solution
in x (Proposition 2) and it is Lipschitz, Dxuα(0, τyω) is defined Lebesgue almost everywhere and
H(y,Dxuα(y, ω), ω) + αuα(y, ω) = 0,
for Lebesgue almost everywhere y ∈ Rn.
For any probability measure µ, we can define a new measure of probability µ˜ in Rn ×Ω given
by, ∫
Rn×Ω
ψ(p, ω)dµ˜(p, ω) =
∫
Rn×Ω
ψ(−DvL(0, v, ω), ω)dµ(v, ω).
In this case, the integral holonomy constraint can be rewritten as∫
Rn×Ω
DpH(0, p, ω) ·Dxϕ(0, ω)dµ˜(p, ω) = 0,
∀ϕ ∈ C1s (Rn × Ω).
Theorem 21. Let µα be a holonomic discounted stationary Mather measure. Denote the projec-
tion in the coordinate ω of µα by θα, that is∫
Ω
ϕ(ω)dθα =
∫
Rn×Ω
ϕ(ω)dµα.
If uα is a viscosity solution of (10), then Dxuα(0, ω) exists θα-a.e, and µ˜α-a.e, p = −Dxuα(0, ω).
Proof. By the strict uniform continuity of H there exists γ > 0 such that for any p, q, y ∈ Rn and
ω ∈ Ω we have
H(0, p, τyω) ≥ H(0, q, τyω) +DpH(0, q, τyω)(p− q) + γ
2
|p− q|2.
Let uε = u ∗ η, by Remark 4, for almost every ω and y, let p = Dxuα(0, τyω) and q = Dxuεα(0, ω).
Then
H(0, Dxuα(0, τyω), τyω) ≥ H(0, Dxuεα(0, ω), τyω)
+DpH(0, Dxu
ε
α(0, ω), τyω)(Dxuα(0, τyω)−Dxuεα(0, ω)) +
γ
2
|Dxuα(0, τyω)−Dxuεα(0, ω)|2.
Multiplying by ηε(y) and integrating we get∫
Rn
H(0, Dxu
ε
α(0, ω), τyω)η
ε(y)dy +
∫
Rn
γ
2
|Dxuα(0, τyω)−Dxuεα(0, ω)|2ηε(y)dy
≤
∫
Rn
H(0, Dxuα(0, τyω), τyω)η
ε(y)dy
+
∫
Rn
DpH(0, Dxu
ε
α(0, ω), τyω) [Dxu
ε
α(0, ω)−Dxuα(0, τyω)] ηε(y)dy.
Remark 4 implies that, H(y,Dxuα(y, ω), ω) = −αuα(y, ω) almost everywhere y. Thus∫
Rn
H(0, Dxu
ε
α(0, τyω), τyω)η
ε(y)dy + βε(ω) ≤ −αuεα(0, ω) + oω(ε) (21)
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where
βε(ω) =
∫
Rn
γ
4
|Dxuα(0, τyω)−Dxuεα(0, τyω)|2ηε(y)dy.
On the other hand, the convexity of H , implies that,∫
Rn×Ω
γ
2
|Dxuεα(0, ω)− p|2dµ˜α(p, ω)
≤
∫
Rn×Ω
[H(0, Dxu
ε
α(0, ω), ω)−H(0, p, ω)−DpH(0, p, ω)(Dxuεα(0, ω)− p)] dµ˜α(p, ω)
=
∫
Rn×Ω
H(0, Dxu
ε
α(0, ω), ω)dµ˜α(p, ω)
−
∫
Rn×Ω
[H(0, p, ω) +DpH(0, p, ω)Dxu
ε
α(0, ω)−DpH(0, p, ω)p] dµ˜α(p, ω)
=
∫
Rn×Ω
H(0, Dxu
ε
α(0, ω), ω) + L(0,−DpH(0, p, ω), ω)dµ˜α(p, ω)
=
∫
Rn×Ω
H(0, Dxu
ε
α(0, ω), ω)dµ˜α(p, ω) + H¯α. (22)
Integrating (21) with respect to µ˜ and adding (22), we get∫
Rn×Ω
γ
2
|Dxuεα(0, ω)− p|2dµ˜α(p, ω) +
∫
Ω
βε(ω)dθ(ω) < o(ε).
So, θα almost everywhere we have Dxuα(0, ω) = lim
ε→0
Dxu
ε
α(0, ω), in particular p = Dxuα(0, ω) in
the support of µ˜.
Theorem 22. Let µα be a holonomic Mather measure for the discounted stationary Mather
problem. If uα is a viscosity solution of (10), then for each h ∈ R,
|uα(h, ω)− 2uα(0, ω) + uα(−h, ω)| ≤ C|h|2,
θ almost everywhere.
Proof. If h 6= 0 then we define,
u˜α(x, ω) = uα(x + h, ω) and uˆα(x, ω) = uα(x− h, ω),
and u˜εα(x, ω) and uˆ
ε
α(x, ω), the corresponding smoothings (see Remark 1).
Remember that
H(h,Dxu˜
ε
α(0, ω), ω) + αu˜
ε
α(0, ω) ≤ cε,
and
H(−h,Dxuˆεα(0, ω), ω) + αuˆεα(0, ω) ≤ cε.
Thus,
H(0,Dxu˜
ε
α(0, ω), ω)− 2H(0, Dxuα(0, ω), ω) +H(0, Dxuˆεα(0, ω), ω)
=H(0, Dxu˜
ε
α(0, ω), ω)−H(h,Dxu˜εα(0, ω), ω) +H(h,Dxu˜εα(0, ω), ω) + αu˜εα(0, ω)
− αu˜εα(0, ω) + 2αuα(0, ω)− αuˆεα(0, ω)
+ αuˆεα(0, ω) +H(−h,Dxuˆεα(0, ω), ω)−H(−h,Dxuˆεα(0, ω), ω) +H(0, Dxuˆεα(0, ω), ω)
≤2cε− α (u˜εα(0, ω)− 2uα(0, ω) + uˆεα(0, ω))
− (DxH(0, Dxu˜εα(0, ω), ω)−DxH(0, Dxuˆεα(0, ω), ω))h+O(|h|2). (23)
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On the other hand the convexity of H implies that
H(0, Dxu˜
ε
α(0, ω), ω) ≥H(0, Dxuα(0, ω), ω)
+DpH(0, Dxuα(0, ω), ω)(Dxu˜
ε
α(0, ω)−Dxuα(0, ω))
+
γ
2
|Dxu˜εα(0, ω)−Dxuα(0, ω)|2,
and
H(0, Dxuˆ
ε
α(0, ω), ω) ≥H(0, Dxuα(0, ω), ω)
+DpH(0, Dxuα(0, ω), ω)(Dxuˆ
ε
α(0, ω)−Dxuα(0, ω))
+
γ
2
|Dxuˆεα(0, ω)−Dxuα(0, ω)|2.
Adding these two formulas we obtain the following inequality:
γ
2
(|Dxu˜εα(0, ω)−Dxuα(0, ω)|2 + |Dxuˆεα(0, ω)−Dxuα(0, ω)|2)
+DpH(0, Dxuα(0, ω), ω)(Dxu˜
ε
α(0, ω)− 2Dxuα(0, ω) +Dxuˆεα(0, ω))
≤ (H(0, Dxu˜εα(0, ω), ω)− 2H(0, Dxuα(0, ω), ω) +H(0, Dxuˆεα(0, ω), ω)) .
By (23) we have,
γ
2
(|Dxu˜εα(0, ω)−Dxuα(0, ω)|2 + |Dxuˆεα(0, ω)−Dxuα(0, ω)|2)
+DpH(0, Dxuα(0, ω), ω)(Dxu˜
ε
α(0, ω)− 2Dxuα(0, ω) +Dxuˆεα(0, ω))
≤ 2cε− α (u˜εα(0, ω)− 2uα(0, ω) + uˆεα(0, ω))
− (DxH(0, Dxu˜εα(0, ω), ω)−DxH(0, Dxuˆεα(0, ω), ω))h+O(|h|2).
Or equivalently,
γ
2
(|Dxu˜εα(0, ω)−Dxuα(0, ω)|2 + |Dxuˆεα(0, ω)−Dxuα(0, ω)|2)
+DpH(0, Dxuα(0, ω), ω)(Dxu˜
ε
α(0, ω)− 2Dxuα(0, ω) +Dxuˆεα(0, ω))
+ α (u˜εα(0, ω)− 2uα(0, ω) + uˆεα(0, ω))
≤ 2cε− (DxH(0, Dxu˜εα(0, ω), ω)−DxH(0, Dxuˆεα(0, ω), ω)) (h) +O(|h|2). (24)
Define, βε(x, ω) = u˜εα(x, ω)− 2uα(x, ω) + uˆεα(x, ω), so (24) can be rewritten as
γ
2
(|Dxu˜εα(0, ω)−Dxuα(0, ω)|2 + |Dxuˆεα(0, ω)−Dxuα(0, ω)|2)
+DpH(0, Dxuα(0, ω), ω)Dxβ
ε(0, ω) + αβε(0, ω)
≤ 2cε− (DxH(0, Dxu˜εα(0, ω), ω)−DxH(0, Dxuˆεα(0, ω), ω)) (h) +O(|h|2) (25)
Applying the inequality
‖ (DxH(0, Dxu˜εα(0, ω), ω)−DxH(0, Dxuˆεα(0, ω), ω))h‖
≤‖D2pxH(0, Dxu˜εα(0, ω), ω)‖ · |Dxu˜εα(0, ω)−Dxuˆεα(0, ω)| · |h|
≤γ
4
|Dxu˜εα(0, ω)−Dxuˆεα(0, ω)|2 +
1
γ
|Dxu˜εα(0, ω)−Dxuˆεα(0, ω)|2 · |h|2
≤γ
4
(|Dxu˜εα(0, ω)−Dxuα(0, ω)|2 + |Dxuˆεα(0, ω)−Dxuα(0, ω)|2)
+
1
γ
|Dxu˜εα(0, ω)−Dxuˆεα(0, ω)|2 · |h|2,
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to (25) we get,
γ
4
(|Dxu˜εα(0, ω)−Dxuα(0, ω)|2 + |Dxuˆεα(0, ω)−Dxuα(0, ω)|2)
+DpH(0, Dxuα(0, ω), ω)Dxβ
ε(0, ω) + αβε(0, ω) ≤ 2C(ε+ |h|2). (26)
Consider a function Ψ : R→ R, such that Φ(s) = Ψ′(s) ≥ 0. We can multiply (26) by Φ
(
βε(0,ω)
|h|2
)
and integrate with respect to θ,∫
Ω
γ
4
(|Dxu˜εα(0, ω)−Dxuα(0, ω)|2 + |Dxuˆεα(0, ω)−Dxuα(0, ω)|2)Φ
(
βε(0, ω)
|h|2
)
dθ
+
∫
Ω
DpH(0, Dxuα(0, ω), ω)Dxβ
ε(0, ω)Φ
(
βε(0, ω)
|h|2
)
dθ
+
∫
Ω
αβε(0, ω)Φ
(
βε(0, ω)
|h|2
)
dθ ≤ 2C(ε+ |h|2)
∫
Ω
Φ
(
βε(0, ω)
|h|2
)
dθ. (27)
We have
|h|2
∫
Ω
DpH(0, Dxuα(0, ω), ω)
1
|h|2Dxβ
ε(0, ω)Φ
(
βε(0, ω)
|h|2
)
dθ
=
∫
Ω
DpH(0, Dxuα(0, ω), ω)DxΨ
(
βε
|h|2
)
(0, ω)dθ = 0.
Thus, (27) can be restated as,∫
Ω
|Dxu˜εα(0, ω)−Dxuˆεα(0, ω)|2Φ
(
βε(0, ω)
|h|2
)
dθ
+
∫
Ω
αβε(0, ω)Φ
(
βε(0, ω)
|h|2
)
dθ ≤ 2C(ε+ |h|2)
∫
Ω
Φ
(
βε(0, ω)
|h|2
)
dθ. (28)
Define, Aλ = {ω|β
ε(0,ω)
|h|2 ≤ −λ}, and consider the function Ψ defined by
Ψ(s) =
{
s if s ≤ −λ,
1 otherwise.
Fix a positive constant γ such that the functions u¯α(x, ω) = u˜α(x, ω)− γ2 |x|2 and u¯εα(x, ω) =
u˜εα(x, ω)− γ2 |x|2 are concave. Observe that a point ω is in Aλ only if
u¯εα(h, ω)− 2u¯α(0, ω) + u¯εα(−h, ω) ≤ −(λ+ γ)|h|2.
Define F ε(t) = u¯εα(t
h
|h| , ω). Since F
ε is concave and (F ε)′′ ≤ 0 we have
u¯εα(h, ω)− 2u¯εα(0, ω) + u¯εα(−h, ω) ≥ (Dxu¯εα(h, ω)−Dxu¯εα(−h, ω))h.
Subtracting this inequalities we get,
(λ+ γ)|h|2 ≤ 2|u¯εα(0, ω)− u¯α(0, ω)|+ |Dxu¯εα(h, ω)−Dxu¯εα(−h, ω)| |h|.
Since uα is stationary and uniformly Lipschitz continuous we have |u¯εα(0, ω)− u¯α(0, ω)| ≤ Cε.
thus we can choose ε in such way that
|Dxu¯εα(h, ω)−Dxu¯εα(−h, ω)| ≥ (
λ
2
+ γ)|h|
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and
|Dxuεα(h, ω)−Dxuεα(−h, ω)| ≥ (
λ
2
+ γ)|h|.
Using this estimates in (6) we get
(
λ
2
+ γ)2|h|2θ(Aλ)− αλ|h|2θ(Aλ) ≤ 2C(ε+ |h|2)θ(Aλ).
Observe that, if θ(Aλ) > 0 then the left hand side of this inequality converges to +∞ when
λ→ +∞, so there exists a value λ0 such that θ(Aλ) = 0, that is, −λ0|h|2 ≤ u˜εα(x, ω)−2uα(x, ω)+
uˆεα(x, ω), θ almost everywhere. The upper bound comes from the semiconcavity of uα. Thus there
exists C > 0 such that |uα(h, ω) − 2uα(0, ω) + uα(−h, ω)| ≤ C|h|2, θ almost everywhere, which
completes the proof of the theorem.
Proof of Theorem 14. Let θ be the projection of µα. By Theorem 21, Dxuα(0, ω) exists θ-a.e. On
the other hand, fixed ω ∈ supp θ, Dxuα(y, ω) exists Lebesgue almost everywhere.
We claim that
|uα(y, ω)− uα(0, ω) + uα(−y, ω)| ≤ C|y|2.
This claim is a consequence of Theorem 22, by choosing h = y and of the semi-concavity of uα.
In fact, we have
− C|h|2 ≤ uα(y, ω)− 2uα(0, ω) + uα(−y, ω) ≤ C|h|2, (29)
uα(y, ω)− uα(0, ω)−Dxuα(0, ω)y ≤ C|y|2, (30)
and
uα(−y, ω)− uα(0, ω) +Dxuα(0, ω)y ≤ C|y|2. (31)
The claim is obtained from (30) and from the difference between (29) and (31).
Let z ∈ R be a point such that |z| ≤ 2|y|. The semi-concavity of uα implies that,
uα(z, ω) ≤ uα(y, ω) +Dxuα(y, ω)(z − y) + C|z − y|2. (32)
Using, uα(z, ω) = uα(0, ω)+Dxuα(0, ω)z+o(|z|2) and uα(y, ω) = uα(0, ω)+Dxuα(0, ω)y+o(|y|2)
in (4) we get
(Dxuα(0, ω)−Dxuα(y, ω))(z − y) ≤ C|y|2. (33)
If we take z = y + |y| Dxuα(0,ω)−Dxuα(y,ω)|Dxuα(0,ω)−Dxuα(y,ω)| then we obtain |Dxuα(y, ω)−Dxuα(0, ω)| ≤ C|y|.
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