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Abstract
Let the viscosity ε → 0 for the 2D steady Navier-Stokes equations in
the region 0 ≤ x ≤ L and 0 ≤ y < ∞ with no slip boundary conditions
at y = 0. For L << 1, we justify the validity of the steady Prandtl
layer expansion for scaled Prandtl layers, including the celebrated Blasius
boundary layer. Our uniform estimates in ε are achieved through a fixed-
point scheme:
[u0, v0]
DNS
−1
−→ v
L−1
−→ [u0, v0]
for solving the Navier-Stokes equations, where [u0, v0] are the tangential
and normal velocities at x = 0, DNS stands for ∂x of the vorticity equation
for the normal velocity v, and L the compatibility ODE for [u0, v0] at
x = 0.
1 Introduction and Notation
We consider the steady, incompressible Navier-Stokes equations on the two-
dimensional domain, (x, Y ) ∈ Ω = (0, L) × (0,∞). Denoting the velocity
UNS := (UNS , V NS), the equations read:
UNS · ∇UNS +∇PNS = ε∆UNS
∇ ·UNS = 0
}
in Ω (1)
The system above is taken with the no-slip boundary condition on {Y = 0}:
[UNS , V NS ]|Y=0 = [0, 0]. (2)
In this article, we fix an outer Euler shear flow of the form [u0e(Y ), 0, 0], (sat-
isfying generic smoothness and decay assumptions). A fundamental question is
to describe the asymptotic behavior of solutions to (1) as the viscosity vanishes,
that is as ε → 0. Generically, there is a mismatch of the tangential velocity at
the boundary {Y = 0} of the viscous flows, (2), and inviscid flows. Thus, one
cannot expect [UNS , V NS ]→ [u0e, 0] in a sufficiently strong norm (for instance,
L∞).
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To rectify this mismatch, it was proposed in 1904 by Ludwig Prandtl that
there exists a thin fluid layer of size
√
ε near the boundary Y = 0 that bridges
the velocity of UNS |Y=0 = 0 with the nonzero Eulerian velocity. This layer is
known as the Prandtl boundary layer.
In this article, we address Prandtl’s classical setup. We work with the scaled
boundary layer variable:
y =
Y√
ε
, (3)
Consider the scaled Navier-Stokes velocities:
Uε(x, y) = UNS(x, Y ), V ε =
V NS(x, Y )√
ε
, P ε(x, y) = PNS(x, Y ). (4)
Equation (1) now becomes:
UεUεx + V
εUεy + P
ε
x = ∆εU
ε
UεV εx + V
εV εy +
P εy
ε
= ∆εV
ε
Uεx + V
ε
y = 0
(5)
We expand the solution in ε as:
Uε = u0e + u
0
p +
n∑
i=1
√
ε
i
(uie + u
i
p) + ε
N0u(ε) := us + ε
N0u(ε),
V ε = v0p + v
1
e +
n−1∑
i=1
√
ε
i
(vip + v
i+1
e ) +
√
ε
n
vnp + ε
N0v(ε) := vs + ε
N0v(ε),
P ε = P 0e + P
0
p +
n∑
i=1
√
ε
i
(P ie + P
i
p) + ε
N0P (ε) := Ps + ε
N0P (ε),
(6)
where the coefficients are independent of ε. Here [uie, v
i
e] are Euler correctors,
and [uip, v
i
p] are Prandtl correctors. These are constructed in the Appendix,
culminating in Theorem 59. For our analysis, we will take n = 4 and N0 = 1+.
Let us also introduce the following notation:
u¯ip := u
i
p − uip|y=0, v¯ip := vip − v1p|y=0, v¯ie := vie − vie|Y=0. (7)
The profile u¯0p, v¯
0
p from (7) is classically known as the “boundary layer”; one
sees from (6) that it is the leading order approximation to the Navier-Stokes
velocity, Uε. We will sometimes use the notation u‖ := u¯0p, and v‖ := v¯
0
p. The
final layer,
[u(ε), v(ε), P (ε)] = [u(ε), P (ε)].
are called the “remainders” and importantly, they depend on ε. Controlling the
remainders uniformly in ε is the fundamental challenge in order to establish the
validity of (6), and the centerpiece of our article.
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Thanks to the elliptic feature of the steady Navier-Stokes equations, the
set-up of our program is to assume the remainders [u(ε), v(ε)] are bounded in
a suitable sense at the boundaries {x = 0} and {x = L} and to prove that
they remain bounded for x ∈ [0, L]. It is important to note that there are no
natural boundary conditions for the Navier-Stokes equations in a channel at
{x = 0}, {x = L}, and thus part of the mathematical challenge is to impose
boundary conditions for [u(ε), v(ε)] which ensure its solvability for x ∈ [0, L].
We begin by briefly discussing the approximations, [us, vs]. The particular
equations satisfied by each term in [us, vs] is derived and analyzed in Appendices
A - C, culminating in Theorem 59. We are prescribed the shear Euler flow, u0e.
The profiles [uip, v
i
p] are Prandtl boundary layers. Importantly, these layers are
rapidly decaying functions of the boundary layer variable, y. At the leading
order, [u0p, v
0
p] solve the nonlinear Prandtl equation:
u¯0pu
0
px + v¯
0
pu
0
py − u0pyy + P 0px = 0,
u0px + v
0
py = 0, P
0
py = 0, u
0
p|x=0 = U0P , u0p|y=0 = −u0e|Y=0.
(8)
Soon after Prandtl’s seminal 1904 paper, Blasius discovered the celebrated
self-similar solution to (8) (with zero pressure). This solution reads
[u¯0p, v¯
0
p] =
[
f ′(η),
1√
x+ x0
{ηf ′(η)− f(η)}
]
, where η =
y√
x+ x0
, (9)
where f satisfies
ff ′′ + f ′′′ = 0, f ′(0) = 0, f ′(∞) = 1, f(η)
η
n→∞−−−−→ 1. (10)
Here, x0 > 0 is a free parameter. It is well known that f
′′(η) has a Gaussian
tail, and that the following hold:
0 ≤ f ′ ≤ 1, f ′′(η) ≥ 0, f ′′(0) > 0, f ′′′(η) < 0.
Such a Blasius profile has been confirmed by experiments with remarkable
accuracy as the main validation of the Prandtl theory (see [Sch00] for instance).
These profiles are also canonical from a mathematical standpoint in the follow-
ing sense: the work, [Ser66], has proven that when x gets large (downstream),
solutions to the Prandtl equation, (8), converge to an appropriately renormal-
ized Blasius profile. Therefore, validating the expansions (6) for the Blasius
profile is the main objective and motivation in our study.
It is well known that the Prandtl equations (8) admit the two parameter
scaling invariance:
[u¯λ,σ, v¯λ,σ] = [
λ2
σ
u¯0p(σx, λy), λv¯
0
p(σx, λy)], (11)
meaning that if [u¯0p, v¯
0
p] solve (8), then so do [u¯
λ,σ, v¯λ,σ] (with appropriately
modified initial data).
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Typically in boundary layer analyses, the central mathematical analysis con-
cerns the linearized Navier-Stokes operator. Such an operator has coefficients
[us, vs], which are the approximate Navier-Stokes solutions defined as in (6).
The unknown that this operator acts on is the “remainders”, [u(ε), v(ε), P (ε)].
In vorticity formulation, the operator reads
−R[q(ε)]− u(ε)yyy + 2εv(ε)xyy + ε2v(ε)xxx + vs∆εu(ε) − u(ε)∆εvs
= εN0{u(ε)∆εv(ε) − v(ε)∆εv(ε)}+ FR,
(12)
Here, ∆ε := ∂yy + ε∂xx, FR is a forcing term defined in (188), and where we
have defined the Rayleigh operator
R[q(ε)] = ∂y{u2s∂yq(ε)}+ ε∂x{u2sq(ε)x }, q(ε) :=
v(ε)
us
. (13)
The boundary condition we take are the following
v(ε)x |x=L = aε1(y), v(ε)xx |x=0 = aε2(y), v(ε)xxx = aε3(y)
v(ε)|x=0 = v0(y), v0y + u0 = h(y) ∈ C∞(ey), h(0) = 0,
v(ε)|y=0 = v(ε)y |y=0 = u(ε)|y=0 = 0, v(ε)y |y↑∞ = 0,
(14)
Here, the aεi (y) are prescribed boundary data which we assume satisfy
‖∂jyaεi{
1
ε
1
2
〈y〉〈Y 〉m}‖ ≤ o(1) for j = 0, ..., 4, and m large, (15)
which is a quantitative statement that the expansion (6) is valid at {x = 0} and
{x = L}.
We are now able to state our main result, so long as we remain vague re-
garding the norm ‖ · ‖X that appears below. A discussion of this norm will be
in Subsection 1.2.
Theorem 1 (Main Theorem) Assume boundary data are prescribed as in
Theorem 59, (14), and satisfying (15). Assume 0 < σ << 1 in (11). Then
let 0 < ε << L << 1. Take N0 = 1+ and n = 4 in (6). Then all terms in the
expansion (6) exist and are regular, ‖us, vs‖∞ . 1. The remainders, [u(ε), v(ε)]
exists uniquely in the space X and satisfy
‖u(ε)‖X . 1. (16)
The Navier-Stokes solutions satisfy
‖UNS − u0e − u0p‖∞ .
√
ε and ‖V NS −√εv0p −
√
εv1e‖∞ . ε. (17)
Upon establishing the uniform bound (16), the result (17) follows from the
following inequalities: ‖v(ε)‖∞ . ε− 12 ‖u(ε)‖X , and ‖u(ε)‖∞ . ‖u(ε)‖X . These
are established in Lemmas 7, 35 together with the definitions in (21).
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Our main result thus ensures a local in space (L << 1) validity for the
Prandtl expansion, (6). This marks an important first step to study the opti-
mal bound for supL. Such a study (in progress, [Iy18]) would address the phe-
nomenon of “boundary layer detachment” (which would correspond to supL <
∞) versus global in x validity (in the sense of [Iy16]).
Regarding our scaling, (11), it is important to note that λ can be arbitrary.
This covers rich structures in the Prandtl equation. In particular, when λ2 = σ,
the scaling of λ → 0 is equivalent to letting x0 → ∞ in (9). Letting ηλ denote
the rescaled self-similar variable, one has by definition
ηλ :=
λy√
λ2x+ x0
=
y√
x+ λ−2x0
.
For this reason, we interpret our main theorem as being asymptotic, that is for
large values of x0: in the particular case of λ = σ
2, setting σ small is equivalent
to taking x0 large. Moreover, in light of [Ser66], general solutions to the Prandtl
equation converge to the Blasius profile as x0 → ∞. We thus expect that the
validity of (6) holds for generic Prandtl data without rescaling, for x0 >> 1.
Furthermore, we remark the L may not necessarily need to be small in this case.
1.1 Notation
Before we state the main ideas of the proof, we will discuss our notation. Since
we use the L2 norm extensively in the analysis, we use ‖·‖ to denote the L2 norm.
It will be clear from context whether we mean L2(R+) or L
2(Ω). When there
is a potential confusion (for example, when changing coordinates), we will take
care to specify with respect to which variable the L2 norm is being taken (for
instance, L2y means with respect to dy, whereas L
2
Y will mean with respect to
dY ). Similarly, when there is potential confusion, we will distinguish L2 norms
along a one-dimensional surface (say {x = 0}) by ‖ · ‖x=0. Analogously, we will
often use inner products (·, ·) to denote the L2 inner product. When unspecified,
it will be clear from context if we mean L2(R+) or L
2(Ω). When there is
potential confusion, we will distinguish inner products on a one-dimensional
surface (say {x = 0}) by writing (·, ·)x=0. Given a weight function w, we use
the notation ‖·‖L2(w) := ‖·w‖, and L2(w) to refer to the corresponding weighted
L2 space.
We will often use scaled differential operators
∇ε := (∂x,
√
ε∂y), ∆ε := ∂yy + ε∂xx.
Define also the integration operator, Ix[g] :=
∫ x
0 g(x
′) dx′. For functions w :
R+ → R, we distinguish between w′ which means differentiation with respect
to its argument versus wy which refers to differentiation with respect to y.
Regarding unknowns, the central object of study in our paper are the re-
mainders, [u(ε), v(ε)]. By a standard homogenization argument (see subsection
A.4), we may move the inhomogeneous boundary terms aεi to the forcing and
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consider the homogeneous problem. Specifically, we homogenize v(ε) to v using
the following:
v˜ := v0 + x{aε1 − Laε2 −
L2
2
aε3}+ x2
aε2
2
+ x3
aε3
6
=: v0 + aε(x, y),
v := vε − v˜ = vε − v0 − aε, u := uε +
∫ x
0
v˜y = u
ε + xv0 + Ix[a
ε].
(18)
We call the new unknowns [u, v] (= u), and these are actually the objects we
will analyze throughout the paper.
When we write a . b, we mean there exists a number C < ∞ such that
a ≤ Cb, where C is independent of small L, ε but could depend on [us, vs]. We
write oL(1) to refer to a constant that is bounded by some unspecified, perhaps
small, power of L: that is, a = oL(1) if |a| ≤ CLδ for some δ > 0.
We will, at various times, require localizations. All such localizations will be
defined in terms of the following fixed C∞ cutoff function:
χ(y) :=
{
1 on y ∈ [0, 1)
0 on y ∈ (2,∞) χ
′(y) ≤ 0 for all y > 0. (19)
We will use ‖ · ‖loc to mean localized L2 norms. More specifically we take
for concreteness ‖ · ‖loc := ‖ · χ( y10 )‖. We adopt the notation that 〈a〉 = 1 + a.
Define the weight
w0 := 〈y〉〈Y 〉m, for m sufficiently large, universal number. (20)
We will define now the key norms that appear throughout our analysis:
Definition 2 Given a weight function w = w(y), define:
‖v‖Xw := ε−
3
16 ||||v||||w + |||q|||w,
‖v‖Yw := ||||v||||w +
√
ε|||q|||w,
[u0, v0]B := ‖u0‖+ ‖u0y‖+ ‖u0yyw‖ + ‖u0yyyw‖ + ‖q0y‖+ ‖
q0
y
‖
+ ‖√usq0yyw0‖+ ‖q0y‖y=0 + ‖v0yyyw0‖+ ‖v0yyyyw0‖,
‖u‖X (= ‖v, u0, v0‖X ) := [u0, v0]B + ε 14 ‖v‖X1 + ε
1
4 ‖v‖Yw0 ,
|||q|||w := ‖∇εqx · usw‖ + ‖√us{qyyy, qxyy,
√
εqxxy, εqxxx}w‖ + |q|∂,2,w
||||v||||w := ‖{vyyyy,
√
εvxyyy, εvxxyy, ε
3
2 vxxxy, ε
2vxxxx}w‖ + |v|∂,3,w
|q|∂,2,w := ‖usqxyw‖x=0 + ‖qxyw‖y=0 + ‖
√
εusqxxw‖x=L + ‖qyyw‖y=0
|v|∂,3,w := ‖ε 32√usvxxxw‖x=0 + ‖
√
εusvxyyw‖x=0 + ‖εusvxxyw‖x=L.
(21)
Note above that we identify the vector u with the triple (v, u0, v0). We will use
the above set of norms with either the choice w = 1 or w = w0 (see (20). We
also define now the space X :
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Definition 3 The space X is defined via
X :=
{
(v, u0, v0) ∈ L2(Ω)× L2(R+)× L2(R+) : ‖v, u0, v0‖X <∞,
v|y=0 = vy|y=0 = vx|x=L = vxx|x=0 = vxxx|x=L = v|y=∞ = 0,
v0(0) = v0y(0) = ∂
k
yv(∞) = 0 for k ≥ 1, u0 + v0y = h(y), u0(0) = 0.
}
(22)
1.2 Overview of Proof
Let us first recap the ideas introduced in [GN14], which treated the case when
the boundary {y = 0} was moving with velocity ub > 0. First, let us extract:
Leading order operators in (12) = −R[q]− uyyy. (23)
Due to the nonzero velocity at the {y = 0} boundary, the quantity u¯|y=0 > 0.
A central idea introduced by [GN14] is the coercivity of R[q] over ‖∇εq‖.This
coercivity relied on the fact that q = vus = 1 /∈ Ker(R), thanks to the non-zero
boundary velocity of u¯|y=0. Extensive efforts without success have been made to
extracting coercivity from R[q] in the present, motionless boundary, case. How-
ever, it appears that this procedure interacts poorly with the operator ∂yyyu,
producing singularities too severe to handle. In fact, the natural multiplier for
the Rayleigh operator is q itself, which produces (R[q], q) = ‖usqy‖2. However,
due to the degeneracy of us at y = 0 (which is notably absent when us|y=0 > 0
as in [GN14]) this is too weak of a contribution to control the interaction term
(uyy, qy).
Our main idea is based on the observation that the x derivative of (23)
produces, at leading order:
−∂xR[q] + vyyyy. (24)
Unlike (23), these two operators enjoy better interaction properties. To see this
on a preliminary level, consider the interaction between vyyyy and the multiplier
−qxx (ignoring boundary contributions at x = 0, x = L):
(vyyyy,−qxx) ∼− (vyyyx, qxy)
∼− (usqyyyx + 3usyqyyx + 3usyyqyx + usyyyqx, qxy)
∼‖√usqyyx‖2 + 3
2
‖√usyqxy‖2y=0, (25)
which is a crucial favorable boundary contribution at {y = 0} as usy|y=0 ∼
u¯0py > 0.
To this end, we split the equation (12) into two pieces that are linked to-
gether. First, we study the boundary trace, [u0, v0] = [u, v]|x=0. By evaluating
the vorticity equation (12) at {x = 0} and using the relation (14), we obtain
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the following system for v0:
Lv0 = F(v) + F aR +Q+H,
Lv0 := v0yyyy − ∂y{u2sq0y} − {vsv0yyy − v0yvsyy}+ εusxxv0 + εvsxxv0y,
F(v) := −2εususxqx|x=0 − 2εvxyy|x=0 − ε2vxxx|x=0 − εvsuxx|x=0,
v0(0) = 0, v0y(0) = 0, ∂
k
yv
0(∞) = 0 for k ≥ 1,
v0y + u
0 = h(y).
(26)
The F aR + Q+H terms above contain contributions of h(y), quadratic nonlin-
earities in v0, and pure forcing terms. We refrain from discussing these terms
further in the introduction; the full equations are specified in (189). The im-
portant point is that the forcing term F(v) in (26) depends on (derivatives of
v)|x=0.
Second, we take ∂x of (12) (call this “DNS” for Derivative Navier-Stokes) to
obtain:
DNS(v) := −∂xR[q] + ∆2εv + J(v) = −Bv0 + εN0N + F(q)
v|x=0 = vx|x=L = vxx|x=0 = vxxx = 0.
v|y=0 = v|y=0 = 0.
(27)
Here, the εN0N +F(q) terms are quadratic and forcing terms which shall remain
unspecified for the moment. Note the change in notation as we have dropped
the superscript ε, and homogenized the boundary conditions on the sides {x =
0}, {x = L}. Above, Bv0 is the result of homogenizing the boundary condition
v|x=0 = v0 as well as using u = u0 − Ix[vy]. The operators J,Bv0 are defined:
J(v) := −vsxIx[vyyy]− vsvyyy − εvsxvxy (28)
− εvsvxxy + vy∆εvs + Ix[vy]∆εvsx,
Bv0 := v
0
yyyy − 2∂y{ususxq0y}+ [v0yyy∂x{(x+ 1)vs}
− v0y∂x{(x+ 1)vsyy}]− εv0y∂x{(x+ 1)vsxx}. (29)
Thus, the approach we take is to analyze (26) in order to control the bound-
ary trace [u0, v0] in terms of v, and subsequently analyze 27) to control v in
terms of the boundary trace, [u0, v0]. We may schematize this procedure via:
[u0, v0]
DNS−1−−−−→ v L−1−−−→ [u0, v0]. (30)
We then recover a solution to the original Navier-Stokes equation (NS) via
a fixed point of (30). This structure of analysis gives rise to a linked set of
inequalities which we summarize here:
[u0, v0]2B . ε‖v‖2Yw0 + ε
1
2+
3−
16 ‖v‖2X1 +Data
‖v‖2X1 . ε−
1
2 [u0, v0]2B +Data
‖v‖2Yw0 . ‖v‖
2
X1 + [u
0, v0]2B +Data.

 . (31)
8
Above w0 is the specific weight given in (20). It is clear that the above scheme
of estimates closes to yield control over ‖u‖X .
As shown in Section 5 that B(v0) (Lemma 33), F(v) (Lemma 34) and the
nonlinearity (Lemma 35) can be controlled with a small constant. We therefore
turn our attention to the following two linear problems.
Section 2: Study of linear problem Lv0 = F
Let us turn now to the system, (26). The main estimate we prove is:
[u0, v0]B . ‖F(v)w0‖+ Data. (32)
Upon recalling the terms in F(v) shown in (26) and analyzing the resulting
expressions, such an estimate produces the first bound shown in (31).
By evaluating the vorticity equation, (12) at {x = 0}, one obtains a com-
patibility equation that must be satisfied by the tuple, [u0, v0]. However, it is
important to realize that we have the freedom to prescribe the relationship be-
tween these two boundary data. We do so by selecting u0+ v0y = h(y) as shown
in (14). This boundary condition is natural from the setup of our program, since
both u0 and v0y should be individually bounded in Sobolev norms. The selection
of this boundary condition results in a fourth order equation v0yyyy − ∂y{u2sq0y},
which enjoys similar favorable properties to DNS and similar corresponding
quotient estimates as in (25).
Estimate (32) is obtained in two steps. The first step is to apply the multi-
plier q0 = vus , and the second is to apply the multiplier vyyyyw
2
0. The multiplier
q0 is the delicate step in which the interaction between the ∂4y operator and the
Rayleigh term −∂y{u2s∂yq0} must be understood. The key estimate we prove in
this direction is the positivity
(∂4yv
0 − ∂y{u2sq0y}, q0) & ‖
√
usq
0
yy‖2 + ‖usq0y‖2 + ‖q0y‖2y=0.
It is for this lower bound that we require the assumption that σ << 1 in (11).
Once this is established, the remaining terms may be treated perturbatively.
Overall, the upshot of the selection of boundary condition (14) is to capitalize
on similar favorable structures to the DNS analysis.
Section 3 and 4: Study of linear problem DNS(v) = F
We now turn our attention to (27). The goal is to establish control over the
norms ‖ · ‖Yw0 , ‖ · ‖Y1 , ‖ · ‖X1 . Consulting (21), the basic building blocks of
these norms are the fourth and third order norms, |||| · ||||w, ||| · |||w. Hence,
our discussion will be centered on the control of |||| · ||||w, ||| · |||w. Let us also
emphasize that we require L << 1 to establish these controls and ultimately
solve the DNS equation.
Based on the crucial quotient estimate, (25), we perform a cascade of five
estimates which culminate in the following:
||||v||||21 . ε
3
8 |||q|||21 + Data,
|||q|||21 . ||||v||||21 + Data.
(33)
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Let us discuss the important features of the above scheme. The top (fourth
order) bound in (33) consists of two estimates, first using the multiplier ε2vxxxx
and second using the multiplier εusvxxyy. These estimates are possible due to
carefully designed boundary conditions at x = 0 and x = L for v (see (27)).
Our central observation at this level is that the εusvxxyy estimate is essentially
standalone at the top order, up to |||q|||, thanks to the crucial weight us.
The bottom (third order) bound in (33) consists of three delicate estimates,
using the multipliers successively qx, qxx, qyy. First, we emphasize that the mul-
tipliers at this stage are derivatives of the quotient, q. This is because the main
coercivity is extracted from the Rayleigh operator, R[q]. The key feature we
capitalize on in this scheme is that the estimates using multipler qx, qyy are
standalone up to oL(1) contributions. It is important to note that since q =
v
us
,
despite the presence of
√
us weight in |||q|||w (see (21)), this is still significantly
stronger at {y = 0} to |||q|||w. In turn, to facilitate estimates near {y = 0}, we
establish careful embedding estimates in (3.2).
The weighted analog of the scheme (33) is, for any given w(y) (satisfying
reasonable hypotheses):
||||v||||2w . ε
3
8 |||q|||21 + ε|||q|||2w +
√
ε|||q|||w|||q|||wy + Data,
|||q|||2w . oL(1)||||v||||2w + oL(1)‖qxx‖2wy + Data.
(34)
Apart from the key elements discussed above in the unweighted case, the
new features here is a gain of ε when going from ||||v||||w to |||q|||w. This crucial
gain of ε is what ultimately enables us to relate the weighted estimate for ‖v‖Yw
back to the ‖v‖X1 unweighted norm.
As a final remark, we note that the Appendix of this paper contains the
construction of the profiles, [us, vs], culminating in Theorem 59. We wish to
emphasize that our techniques provide regularity and decay estimates which, to
our knowledge, were unknown even for the classical Prandtl equation, (8).
1.3 Other Works
Let us now place this result in the context of the existing literature. To organize
the discussion, we will focus on the setting of stationary flows in dimension 2.
This setting in particular occupies a fundamental role in the theory, as it was the
setting in which Prandtl first formulated and introduced the idea of boundary
layers for Navier-Stokes flows in his seminal 1904 paper, [Pr1905].
In this context, one fundamental problem is to establish the validity of the
expansions (6). This was first achieved under the assumption of a moving bound-
ary in [GN14] for x ∈ [0, L], for L sufficiently small. The method of [GN14]
is to establish a positivity estimate to control ||∇εv||L2 , which crucially used
the assumed motion of the boundary. Several generalizations were obtained in
[Iy15], [Iy16], [Iy17]. First, [Iy15] considered flows over a rotating disk, in which
geometric effects were seen, [Iy16] considered flows globally in the tangential
variable, and [Iy17] considered outer Euler flows that are non-shear. All of
these works are under the crucial assumption of a moving boundary.
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The classical setting of a motionless boundary with the no-slip condition
is treated by the present work, the recent work [GI18], as well as the exciting
result of [GVM18]. First, let us emphasize that the work [GI18] requires an
external forcing. Second, it is our understanding that our present work is mu-
tually exclusive with the work of [GVM18]. Our work here, and main concern,
treats the classical self-similar Blasius solution which appears to not be cov-
ered by [GVM18]. On the other hand, our result does not cover a pure shear
boundary layer of the form (U0(y), 0) since such shears are not a solution to the
homogeneous Prandtl equation.
A related question is that of wellposedness of the Prandtl equation (the
equation for u¯0p, as defined in (7)). This investigation was by Oleinik in [OS99],
[Ol67]. In the 2D, stationary setting, it is shown that under local monotonicity
assumptions, solutions exist in [0, L]. In the case where the pressure gradient is
favorable, it is shown that L can be taken arbitrarily large. The recent work of
[DM15] addresses the related issue of blowup of the Prandtl equation under the
assumption of an unfavorable pressure gradient. The regularity results obtained
in the present paper can be viewed as an extension of Oleinik’s local-in-x result:
assuming strong decay at y →∞, we can obtain enhanced regularity of Oleinik’s
solutions.
For unsteady flows, expansions of the form (6) have been verified in the
analyticity framework: [SC98], [SC98], in the Gevrey setting: [GVMM16], for
the initial vorticity distribution assumed away from the boundary: [Mae14].
The reader should also see [As91], [BT13], [Kel08], [LMN08], [LXY17], [MT08],
[TW02] for related results. There have also been several works ([GGN15a],
[GGN15b], [GGN15c], [GN11], [GrNg17a], [GrNg17b], [GrNg18]) establishing
generic invalidity of expansions of the type (6) in Sobolev spaces in the unsteady
setting.
In the unsteady setting, there is again the related matter of wellposedness
of the Prandtl equation. This was also initiated by Oleinik, who under the
monotonicity assumption, ∂yU(t = 0) > 0, obtained global-in-time regular so-
lutions on [0, L] × R+ for L small, and local-in-time solutions on [0, L] × R+
for arbitrarily large by finite L. Global-in-time weak solutions were obtained
by [XZ04] for arbitrary L under the monotonicity assumption and a favorable
pressure gradient of the Euler flow: ∂xP
E(t, x) ≤ 0 for t ≥ 0.
The works mentioned above use the Crocco transform, which is available
in the monotonic setting. Still assuming monotonicity, local wellposedness was
proven in [AWXY15] and [MW15] without using the Crocco transform, and in
[KMVW14] for multiple monotonicity regions. [MW15] introduced a good un-
known which enjoys a crucial cancellation, whereas [AWXY15] performed energy
estimates on a transformed quantity together with a Nash-Moser iteration.
When the assumption of monotonicity is removed, the wellposedness results
are largely in the analytic or Gevrey setting. The reader should consult [SC98]
- [SC98], [KV13], [LCS03], [IV16], and [GVM13] for some results in this direc-
tion. In the Sobolev setting without monotonicity, the equations are linearly
and nonlinearly ill-posed (see [GVD10] and [GVN12]). A finite-time blowup
result was obtained in [EE97] when the outer Euler flow is taken to be zero, in
11
[KVW15] for a particular, periodic outer Euler flow, and in [HH03] for both the
inviscid and viscous Prandtl equations.
The above discussion is not comprehensive; we refer the reader to the review
articles, [E00], [GJT16] and references therein for a more thorough review of
the wellposedness theory.
2 L−1 and Boundary Estimates for [u0, v0]
2.1 Setup and Basic Inequalities
The system we analyze in this section is that for [u0, v0]. Recall (189) and the
definition of w0, (20). We thus consider
Lv0 = F ∈ L2(w0),
Lv0 := v0yyyy − {usv0yy − usyyv0} − {vsv0yyy − v0yvsyy}
+ εusxxv
0 + εvsxxv
0
y ,
v0(0) = v0y(0) = 0, ∂
k
yv
0(∞) = 0 for k ≥ 1.
(35)
Above, we take F as an abstract forcing term. We also write L as shown in (26).
Define the unknown q0 = v
0
us
, which satisfies the boundary condition q0(0) = 0.
We now introduce norms in which we control [u0, v0] (recall the definition
(20)):
[[q0]] := ‖√usq0yy‖+ ‖usq0y‖+ ‖√usyq0y‖y=0, (36)
[[[v0]]] := ‖usv0yyw0‖+ ‖v0yyyyw0‖+ ‖
√
usv
0
yyyw0‖. (37)
We also now define the [·]B norms in which we control the solution:
[u0, v0]B := ‖u0‖+ ‖u0y‖+ ‖u0yyw0‖+ ‖u0yyyw0‖+ ‖q0y‖+ ‖
q0
y
‖ (38)
+ ‖√usq0yyw0‖+ ‖q0y‖y=0 + ‖v0yyyw0‖+ ‖v0yyyyw0‖.
We also define the space B via
B = {[u0, v0] ∈ L2 × L2( 1〈y〉 ) : u
0 + v0y = h(y), [u
0, v0]B <∞} (39)
The main result of Section 2 is
Proposition 4 There exists a unique solution v0 (and thus u0 according to
(14)) to (35) such that [u0, v0] ∈ B, and the following estimate holds
[u0, v0]2B . |(F, q0)|+ ‖Fw0‖2. (40)
The first task is to generate inequalities relating the norms (36), (37), and
(38) to various other quantities that will arise in the analysis.
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Lemma 5 For any 0 < σ << 1 in (11),
‖q0y‖ . σ2/3λ−2[[q0]], (41)
|q0| ≤ σ2/3λ−2〈y〉1/2[[q0]]. (42)
Proof. Fix a δ << 1 to be selected later. We split at scale λy = δ via
‖q0y‖ ≤‖q0yχ(
λy
δ
)‖ + ‖q0y{1− χ(
λy
δ
)}‖
=‖q0yχ(
λy
δ
)‖ + ‖ 1
us
usq
0
y{1− χ(
λy
δ
)}‖
.‖q0yχ(
λy
δ
)‖ + σ
λ2δ
‖usq0y‖.
Above, we have used that us &
λ2δ
σ when λy ≥ δ by (11).
It thus remains to examine the localized contribution, for which we integrate
by parts:
‖q0yχ(
λy
δ
)‖2 =(∂y{y}q0y, q0yχ(
λy
δ
)2)
=− (2yq0y, q0yyχ(
λ
δ
y)2)− (2yq0y, q0y
λ
δ
χ′(
λ
δ
y)χ(
λ
δ
y)) (43)
.
√
σδ
λ2
‖q0yχ(
λy
δ
)‖‖√usq0yy‖+
σ2
λ4δ2
‖usq0y‖2
≤1
2
‖q0yχ(
λy
δ
)‖2 +O(1)
{σδ
λ4
‖√usq0yy‖2 +
σ2
λ4δ2
‖usq0y‖2
}
.
Above, for the first term from (43), we used that in the support of the cut-off
χ(λδ y), one has y ≤ λδ , so recalling (11) we obtain
yχ(
λ
δ
y) ≤ √y
√
δ
λ
χ(
λ
δ
y) ≤
√
σ
λ
3
2
√
us
√
δ√
λ
.
For the second term from (43), we have used
y
λ
δ
χ′(
λ
δ
y) ∼ 1 and u2sχ′(
λ
δ
y) &
λ4δ2
σ2
χ′(
λ
δ
y).
In summary, we have
‖q0y‖ . o(1)‖q0y‖+
√
σδ
λ2
‖√usq0yy‖+
σ
λ2δ
‖usq0y‖.
We optimize above using δ = σ1/3 which gives:
‖q0y‖ . σ2/3λ−2[[q0]]. (44)
To conclude the proof, the q0 bound, (42), follows via integration
q0 =
∫ y
0
q0y ≤
√
y‖q0y‖ ≤
√
yσ2/3λ−2[[q0]].
13
Lemma 6 The following estimates hold
‖v0yyyw0‖ . σ1/3λ−1[[[q0]]], (45)
‖v0y‖ . (σ−1/3λ1/2 + 1)[[q0]] (46)
‖v0yy‖ . (λ
3
2 σ−
1
3 + λσ−
1
3 + 1)[[q0]]. (47)
Proof. Proof of (45): We again fix scale λy ≥ δ and λy ≤ δ by introducing the
cutoff χ(λδ y):
‖v0yyyw0‖ ≤‖v0yyyw0χ(
λ
δ
y)‖+ ‖v0yyyw0{1− χ(
λ
δ
y)}‖
=‖v0yyyw0χ(
λ
δ
y)‖+ ‖ 1√
us
√
usv
0
yyyw0{1− χ(
λ
δ
y)}‖
≤‖v0yyyw0χ(
λ
δ
y)‖+
√
σ
λ
√
δ
‖√usv0yyyw0{1− χ(
λ
δ
y)}‖
.‖v0yyyχ(
λ
δ
y)‖+
√
σ
λ
√
δ
‖√usv0yyyw0{1− χ(
λ
δ
y)}‖.
Above, we have used that us &
λ2
σ λy &
λ2
σ δ on the region where λy ≥ δ. We
have also used for the localized term that w0 . 1 on the support of χ(
λ
δ y).
For the first integral above, we integrate by parts
(∂y{y}|v0yyy|2, χ(
λ
δ
y)2)
=− (2yv0yyy, v0yyyyχ(
λ
δ
y)2)− (y|v0yyy|2,
λ
δ
χ′(
λ
δ
y)χ(
λ
δ
y)) (48)
.
δ
λ
‖v0yyyχ(
λ
δ
y)‖‖v0yyyy‖+
σ
λ2δ
‖√usv0yyy‖2.
In the first term of (48), we have used that y ≤ δλ on the support of the cut-off
function. For the second term, we have used that |y λδ | . 1 on the support of
χ′(λδ y). Moreover, we have used by (11) that us &
λ2δ
σ when λy ≥ δ. We thus
take δ =
√
λ. We now optimize the constant δλ +
√
σ
λ
√
δ
with a choice of δ = σ1/3
Proof of (46): We have, upon recalling (42) and (11),
‖v0y‖ =‖{usq0}y‖ ≤ ‖usyq0‖+ ‖usq0y‖
≤‖usy√y‖∞σ2/3λ−2[[q0]] + [[q0]]
.(
λ3
σ
λ−1/2σ2/3λ−2 + 1)[[q0]]
.(σ−1/3λ1/2 + 1)[[q0]].
Proof of (47) We have, upon recalling (42) and (11),
‖v0yy‖ ≤‖usyyq0‖+ 2‖usyq0y‖+ ‖usq0yy‖
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.‖usyy√y‖∞σ2/3λ−2[[q0]] + ‖usy‖∞σ2/3λ−2[[q0]] + [[q0]]
.
(λ4
σ
λ−1/2σ2/3λ−2 +
λ3
σ
σ2/3λ−2 + 1
)
[[q0]]
=(λ
3
2 σ−
1
3 + λσ−
1
3 + 1)[[q0]].
We will also need the following embedding results for later use:
Lemma 7 The following inequality is valid
ε
1
4 ‖v0‖∞ ≤ Cλ,σ[u0, v0]B. (49)
Proof. We compute by Sobolev interpolation and Hardy’s inequality (as v0(0) =
0),
‖v0‖∞ ≤‖v
0
y
‖ 12 ‖yv0y‖
1
2 . ‖v0y‖
1
2 ‖yv0y‖
1
2 . ‖v0y‖
1
2 ‖y2v0yy‖
1
2
.ε−
1
4 ‖v0y‖
1
2 ‖〈y〉〈Y 〉v0yy‖
1
2 . ε−
1
4 [u0, v0]B.
For later use, we shall record the following:
Corollary 8 For a constant C = Cλ,σ depending on the parameters (λ, σ),
[u0, v0]B ≤ Cλ,σ
(
[[q0]] + [[[q0]]]
)
. (50)
2.2 Estimates for [[q0]] and [[[q0]]]
Define the following:
a0 :=
3
2
usyvs − 3
2
usvsy, a1 :=
1
2
usyvsyy − 1
2
usyyyvs. (51)
Lemma 9 The following estimates are valid
‖usyyyy〈y〉‖1 . λ4σ−1, (52)
‖a0‖∞ + ‖a1〈y〉‖1 . λ4σ−1. (53)
Proof. We decompose the profiles
us = u‖ + u¯
0
e +
√
εue +
√
εup,
vs = v‖ + v¯1e +
√
εvp +
√
εve.
(54)
The chief properties are that ue, ve and up decay rapidly in their arguments,
whereas vp is bounded.
Using the decompositions (54), we have
‖usyyyy〈y〉‖2 ≤‖u‖yyyy〈y〉‖1 + ‖ε2u¯0eY Y Y Y 〈y〉‖1
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+ ‖ε5/2ueY Y Y Y 〈y〉‖1 + ‖
√
εupyyyy〈y〉‖1
.λ4σ−1 +
√
ε.
Above, we have used the scaling
‖u‖yyyy〈y〉‖1 =‖∂4y{
λ2
σ
up(σx, λy)}〈y〉‖1
=
λ6
σ
λ−2 =
λ4
σ
.
Recall the definition of a1 in (51). Recall further the expansions given in
(54).
‖vsusyyy〈y〉‖ =‖[v‖ + v¯1e +
√
εvp +
√
εve]
× [u‖yyy + ε3/2u¯0eY Y Y + ε2ueY Y Y +
√
εupyyy]〈y〉‖1
≤‖v‖u‖yyy〈y〉‖1 + ‖ε3/2v¯1e u¯0eY Y Y 〈y〉‖1 +
√
ε
.λ4σ−1 +
√
ε.
Note above that
‖v¯1eu‖yyy〈y〉‖ ≤‖v¯1eu‖yyy〈y〉χ(Y )‖1 + ‖v¯1eu‖yyy〈y〉{1− χ(Y )}‖1
.
√
ε‖u‖yyy〈y〉2‖1 + ε∞,
since v¯1e .
√
ε for Y . 1 while u‖yy . ε∞ for Y & 1.
Next,
‖usyvsyy〈y〉‖1 =‖[u‖y +
√
εu¯0eY + εueY +
√
εupy]
× [v‖yy + εv¯1eY Y +
√
εvpyyy + ε
3/2veY Y ]〈y〉‖1
.‖u‖yv‖yy〈y〉‖1 + ‖ε3/2u¯0eY v¯1eY Y 〈y〉‖1 +
√
ε
.λ4σ−1 +
√
ε.
The above computations account for all of the terms in a1.
We move now to the pointwise bound of a0, from whose definition we obtain
|a0| .|usyvs|+ |usvsy |
.|[u‖y +
√
εu¯0eY + εueY +
√
εupy]| × |[v‖ + v¯1e +
√
εvp +
√
εve]|
.|u‖y||v‖ + v¯1e |+
√
ε
.λ4σ−1 + |u‖yv¯1e |χ(Y ) + |u‖y v¯1e |{1− χ(Y )}
.λ4σ−1 +
√
ε+ ε∞.
We will use these estimates to prove the following lemma.
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Lemma 10 Let v0 be a solution to (35). Let σ << 1 in (11). Then the
following estimate holds
[[q0]]2 . |(F, q0)|. (55)
Proof. We use the expression in (26). First,
(v0yyyy − {u2sq0y}y, q0) =(usq0yy, q0yy) + (u2sq0y , q0y) + (usyq0y, q0y)y=0
− 2(usyyq0y, q0y) +
1
2
(usyyyyq
0, q0) (56)
&[[q0]]2.
Above, we have used (11), (41) and (42) paired with (52) and (53) to estimate
the last two terms by
|(56.4)|+ |(56.5)| . λ
4
σ
(σ
2
3 λ−2[[q0]])2 = σ
1
3 [[q0]]2 = o(1)[[q0]]2,
upon invoking the assumption that σ << 1.
To prove the identity (56) we record
(v0yyyy, q
0) =− (v0yyy, q0y)
=(v0yy, q
0
yy) + (v
0
yy , q
0
y)y=0
=(∂yy{usq0}, q0yy) + (2usyq0y, q0y)y=0
=(usq
0
yy + 2usyq
0
y + usyyq
0, q0yy) + (2usyq
0
y, q
0
y)y=0
=(usq
0
yy, q
0
yy)− (usyyq0y, q0y)− (usyq0y , q0y)y=0
− (usyyq0y, q0y)− (usyyyq0, q0y) + (2usyq0y, q0y)y=0
=(usq
0
yy, q
0
yy) + (usyq
0
y , q
0
y)y=0 − (2usyyq0y, q0y) +
1
2
(usyyyyq
0, q0).
For the next term from (26), we record the integration by parts identity and
estimate due to (41), (42), and (53)
| − ({vsv0yyy − v0yvsyy}, q0)| =|(a0q0y, q0y) + (a1q0, q0)| (57)
.λ4σ−1(λ−2σ
2
3 [[q0]])2
=σ
1
3 [[q0]]2 = o(1)[[q0]]2,
upon invoking the assumption that σ << 1.
To prove the equality in (57), we record the following integrations by parts:
−(vsv0yyy, q0) =(vsyv0yy, q0) + (vsv0yy, q0y)
=(vsy [usq
0
yy + 2usyq
0
y + usyyq
0], q0)
+ (vs[usq
0
yy + 2usyq
0
y + usyyq
0], q0y)
=− ((vsyus)yq0y, q0)− (usvsyq0y, q0y)− ((usyvsy)yq0, q0)
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+ (vsyusyyq
0, q0)− 1
2
((usvs)yq
0
y, q
0
y) + 2(usyvsq
0
y , q
0
y)
− 1
2
((usyyvs)yq
0, q0)
=
1
2
((vsyus)yyq
0, q0)− (usvsyq0y , q0y)− ((usyvsy)yq0, q0)
+ (vsyusyyq
0, q0)− 1
2
((usvs)yq
0
y, q
0
y) + 2(usyvsq
0
y , q
0
y)
− 1
2
((usyyvs)yq
0, q0)
=
1
2
({usvsyyy − vsusyyy}q0, q0) + 3
2
({usyvs − vsyus}q0y, q0y) (58)
We record the second integration by parts:
(vsyyv
0
y, q
0) =(vsyyusyq
0, q0) + (vsyyusq
0
y , q
0)
=(vsyyusyq
0, q0)− 1
2
(∂y{usvsyy}q0, q0). (59)
Combining (58) and (59) with the definition of a0, a1 given in (51) proves the
equality in (57).
We now treat the final two terms in (26). First, we insert (42) to obtain
|(εusxxusq0, q0)| ≤(εuipxxusq0, q0) + (ε3/2uiexxusq0, q0)
.(‖εuipxx〈y〉‖1 + ε3/2‖uiexx〈y〉‖1)[[q0]]2
.
√
ε[[q0]]2.
A similar estimate is available for the final term upon integrating by parts:
(εvsxxv
0
y, q
0) =(εvsxxusyq
0, q0) + (εvsxxusq
0
y , q
0)
=(εvsxxusyq
0, q0)− (ε
2
∂y{vsxxus}q0, q0).
The right-hand side clearly contributes |(F, q0)|. This completes the proof.
Lemma 11 Let v0 be a solution to (35). Then the following estimate holds
[[[q0]]]2 . [[q0]]2 + ‖Fw0‖2. (60)
Proof. We take the inner product of v0yyyyw
2
0 with (35). Clearly, the v
0
yyyy term
in L produces coercivity over ‖v0yyyyw0‖2.
According to (35), the next term from L is
−(usv0yy, v0yyyyw20) =(usw20v0yyy, v0yyy) + ({usw20}yv0yy, v0yyy)
=(usw
2
0v
0
yyy, v
0
yyy) + (usyw
2
0v
0
yy, v
0
yyy) + (us{w20}yv0yy, v0yyy)
=(usw
2
0v
0
yyy, v
0
yyy) + (usyw
2
0v
0
yy, v
0
yyy)−
1
2
(usy{w20}yv0yy, v0yy)
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− 1
2
(us{w20}yyv0yy, v0yy)
&‖√usv0yyyw0‖2 − ‖usyw0‖∞‖v0yy‖‖v0yyyw0‖
− ‖usy{w20}y‖∞‖v0yy‖2 − ‖us‖∞‖{w20}yyv0yy‖2
&‖√usv0yyyw0‖2 − ‖usyw0‖∞‖v0yy‖‖v0yyyw0‖
− ‖usy{w20}y‖∞‖v0yy‖2 − o(1)‖v0yyw0‖2 − [[q0]]2.
The next term from L in (35) is usyyv0, which we combine with εusxxv0 (the
sixth term in L in (35)) to produce v0∆εus. We treat this via:
(v0∆εus, v
0
yyyyw
2
0) =(∆εususq
0, v0yyyyw
2
0)
=(usyyusq
0, v0yyyyw
2
0) + (εusxxusq
0, v0yyyyw
2
0)
≤‖∆εusw0
√
〈y〉‖1[[q0]]‖v0yyyyw0‖
.[[q0]]‖v0yyyyw0‖.
Next, we integrate by parts, using that vsy |y=0 = 0, to obtain
−(vsv0yyy, v0yyyyw20) =
1
2
(∂y{vsw20}v0yyy, v0yyy)
=− 1
2
(∂yy{vsw20}v0yyy, v0yy)−
1
2
(∂y{vsw20}v0yyyy, v0yy)
.‖∂yy{vsw20}‖∞‖v0yyy‖‖v0yy‖+ ‖v0yyyyw0‖‖v0yy‖‖vsyw0 + vsw0y‖∞
.o(1)[[[q0]]]2 + [[q0]]2.
Next, we arrive at
|(vsyyv0y, v0yyyyw20)| ≤(‖vsyyusq0yw0‖+ ‖vsyyusyq0w0‖)‖v0yyyyw0‖
≤(‖vsyyw0‖∞‖usq0y‖+ ‖q0〈y〉−
1
2 ‖∞‖vsyyusyw0‖)‖v0yyyyw‖
.[[q0]][[[q0]]].
Next, we arrive at
|(εvsxxv0y, v0yyyw20)| =|(εvsxx{usq0y + usyq0}, v0yyyw20)|
≤(√ε‖√εw0vsxx‖∞‖usq0y‖+ ε
1−
2 ‖vsxxusyw0y‖∞[[q0]])‖v0yyyw0‖
The remaining step is to estimate ‖usv0yyw0‖ by using (35). Indeed, upon
rearranging,
‖usv0yyw0‖ ≤‖v0yyyyw0‖+ ‖Fw0‖+ ‖usyyw0〈y〉‖‖
v0
〈y〉‖+ ‖vsv
0
yyyw0‖
+ ‖vsyyw0‖∞‖v0y‖+ ‖εusxxw0〈y〉‖∞‖
v0
〈y〉‖+ ‖εvsxxw0‖∞‖v
0
y‖
.‖v0yyyyw0‖+ ‖v0yyyw0‖+ ‖Fw0‖+ [[q0]]
.o(1)[[[q0]]] + ‖Fw0‖+ [[q0]].
To conclude the proof, the right-hand side clearly contributes |(F, v0yyyyw20)| .
‖Fw0‖‖v0yyyyw0‖.
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2.3 Existence and Uniqueness
We now establish existence and uniqueness for the system (35). First, consider
the operator:
L0v0 = F, v0(0) = v0y(0) = ∂kyv0(∞) = 0 for k ≥ 1,
L0 := v0yyyy − u∞‖ v0yy.
(61)
Lemma 12 Assume F ∈ C∞0 . There exists a unique solution v0 to the problem
(61). Moreover, v0 is given by the expression v0 = C1 + C2e
−√u∞
‖
y
+ up[F ],
where up[F ] is the particular solution defined below.
Proof. The characteristic equation is r4−u∞‖ r2 = 0. The roots thus correspond
to the basis solutions {v01 , v02 , v03 , v04} := {1, y, ery, e−ry} where r =
√
u∞‖ .
W(y) =


1 y ery e−ry
0 1 rery −re−ry
0 0 r2ery r2e−ry
0 0 r3ery −r3e−ry

 W1(y) =


0 y ery e−ry
0 1 rery −re−ry
0 0 r2ery r2e−ry
F 0 r3ery −r3e−ry


W2(y) =


1 0 ery e−ry
0 0 rery −re−ry
0 0 r2ery r2e−ry
0 F r3ery −r3e−ry

 W3(y) =


1 y 0 e−ry
0 1 0 −re−ry
0 0 0 r2e−ry
0 0 F −r3e−ry


W4(y) =


1 y ery 0
0 1 rery 0
0 0 r2ery 0
0 0 r3ery F


Let W (y) = |W| and Wi(y) = |Wi|. Define
ci[F ](y) = −
∫ ∞
y
Wi(z)
W (z)
dz
As F has compact support, it is clear that ci and its derivatives decay rapidly
at y = ∞. The full solution is thus given by v0 = C1 + C2e−ry + up[F ], where
up[F ] is the particular solution up[F ] :=
∑
ci[F ]v
0
i . We achieve the boundary
conditions by solving C1+C2+up[F ](0) = 0 and C1− rC2+∂yup[F ](0) = 0.
We now quantify the space in which v0 lives. To do so, define
‖v0‖T := ‖v0yyyy‖+ ‖v0yyy‖+ ‖v0yy‖+ ‖v0y‖+ ‖
v0
y
‖,
‖v0‖Ts := ‖v0yyyyesy‖+ ‖v0yyyesy‖+ ‖v0yyesy‖+ ‖v0y‖,
‖v0‖T˜ := ‖v0yyy‖+ ‖v0yy‖+ ‖v0y‖+ ‖
v0
y
‖
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Lemma 13 Let F ∈ C∞0 . Then v0 ∈ T, Ts and the following estimate is valid
‖v0‖T . ‖Fw0‖, and ‖v0‖Ts . ‖Fesy‖,
for 0 < s < r.
Proof. We square and integrate the equation ‖L0v0‖2 = ‖F‖2. It is immediate
to see that
‖L0v0‖2 = ‖v0yyyy‖2 + 2u∞‖ ‖v0yyy‖2 + |u∞‖ |2‖v0yy‖2.
Next, one takes inner product with v0 to obtain control over ‖v0y‖2, whereas
on the right hand side one uses Hardy inequality via |(F, v0)| . ‖F 〈y〉‖‖v0y‖.
We may repeat the first step with weights esy, and all integrations by parts are
justified since s < r.
We now remove the compact support assumption on F .
Lemma 14 Let F ∈ L2(w0). Then there exists a solution v0 ∈ T satisfying
‖v0‖T . ‖Fw0‖. Let F ∈ L2(esy). Then v0 ∈ Ts satisfying the estimate
‖v0‖Ts . ‖Fesy‖.
Proof. This follows from a straightforward density argument.
The final step is to add on the perturbations from L to L0. To do so, write
L = L0 +K, where
K = (us − u∞s )v0yy − usyyv0 − vsv0yyy − vsyyv0y − εusxxv0 + εvsxxv0y
Lemma 15 Let F ∈ L2(w0). Assume the operator L satisfies the a-priori bound
‖Lv0‖ & ‖v0‖T . Then there exists a unique solution v0 ∈ T which satisfies the
bound ‖v0‖T . ‖Fw0‖.
Proof. We note first that L−10 K is a compact operator on T˜ . Indeed, letting
v0 ∈ T˜ , we see that Kv0 ∈ L2esy for some 0 < s. Thus, we may apply L−10
which brings L−10 Kv0 into Ts, which is compactly embedded in T˜ . We thus
apply the Fredholm alternative so that we must rule out nontrivial solutions
to the homogeneous problem L0v0 = −Kv0. Since v0 ∈ T˜ , we bootstrap to
conclude v0 ∈ Ts. We may subsequently apply the assumed a-priori bound on
L to conclude that v0 = 0 is the only solution.
Proof of Proposition 4. Estimate (40) is obtained by combining (50) with
(55) and (60). Together with Lemma 15 (whose hypotheses are verified by
estimate (40)), this concludes the proof of the proposition.
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3 Formulation of DNS
3.1 Solvability of DNS
The main object of study in this section, motivated by (193), will be the follow-
ing system:
− ∂xR[q] + ∆2εv + J(v) = F
vxxx|x=L = vx|x=L = 0 and v|x=0 = vxx|x=0 = 0,
v|y=0 = vy|y=0 = 0.
(62)
The above F serves as an abstract forcing for this section.
Recall that q = vus from (13). Define:
u˜ := u− u0 =
∫ x
0
−vy(x′, y) dx′ := Ix[−vy]. (63)
We will record now identities regarding the boundary conditions for q:
qx|x=L = −usx
us
q|x=L, qxx|x=0 = −2usx
us
qx|x=0. (64)
Define our ambient function space via:
H40 := {v ∈ H4 : (62) is satisfied.}
We want to establish existence for v as a solution to the system (62). We will
define now several function spaces which will enable us to state the existence
theorem.
Definition 16 (Function Spaces) Fix any weight, w(y) ∈ C∞(R+).
‖v‖L2(w) := ‖v · w‖, ‖v‖H˙kε (w) := ‖∇
k
εv‖L2(w), ‖v‖Hkε (w) := sup
0≤j≤k
‖v‖H˙jε(w),
‖v‖H˙4
ε,d
(w) = ‖{vyyyy, εvxxyy, ε
3
2 vxxxy, ε
2vxxxx} · w‖ + ‖√us
√
εvxyyy · w‖,
‖v‖H4
ε,d
(w) = ‖v‖H˙4
ε,d
(w) + ‖v‖H3ε (w).
We adopt the convention that ‖v‖H0ε (w) := ‖
√
εv · w‖, and that when w is
left unspecified, w = 1. The relevant class of test functions is C∞V := {φ ∈
C∞ : φ(0) = 0 and ∂xφ = 0 in a neighborhood of x = 0, and are compactly
supported in y}. The following spaces are defined: H2ε (w) := C∞V
‖·‖H2ε (w) , and
Xw := {v ∈ H4ε : ‖v‖Xw <∞}.
We now define notation for several operators:
J0(v) := ∂x(−[us − us(∞)]vyy + usyyv) + ε∂x(−[us − us(∞)]vxx
+ usxxv) + vs(Ix[−vyyy]− εvxy)− Ix[−vy]∆εvs (65)
DN (v) := ∆2εv − us(∞)χ(
y
N
)∆εvx, D(v) := D∞(v). (66)
We now prove the following result:
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Proposition 17 Let F ∈ L2(w0). Assume the a-priori estimate:
‖v‖X1 . Cε‖F‖ for solutions v ∈ X1 to (68) (67)
Then there exists a unique solution v ∈ X1 to the problem:
∆2εv − ∂xR[q] + J(v) = F,
vx|x=L = vxxx|x=L = 0, v|x=0 = vxx|x=0 = 0,
v|y=0 = vy|y=0 = 0, v|y→∞ = 0.
(68)
Moreover, for any w satisfying |∂kyw| . |w|, this v satisfies the following esti-
mates:
‖{εvxxyy, ε 32 vxxxy, ε2vxxxx}w‖2 − ε|||q|||2w . |(F, ε2vxxxxw)|, (69)
‖{√εvxyyy, εvxxyy, ε 32 vxxxy}√usw‖2 − ε|||q|||21 (70)
− |||q|||2√εw . |(f, εusvxxyyw)|.
The first step is to invert the highest-order operator, ∆2ε. In so doing, the
first point is the existence of a finite-energy solution:
Lemma 18 Given F ∈ L2, there exists a unique H4ε solution to ∆2εv = F with
boundary conditions from (68).
Proof. Fix fm ∈ C∞C such that ‖F − fm‖ L
2−−→ 0. Let f˜m denote the even
extension over x = L, which satisfies f˜m(0) = f˜m(2L) = 0. We may now
expand f˜m periodically in a Fourier sine series: f¯m =
∑
n sin(n
pi
2Lx). Since f¯
is even across x = L, only the n-odd coefficients remain. We now solve the
equation ∆2εv¯
m = f¯m on H. Thus:
f¯m =
∑
n odd
fmn (y) sin(n
π
2L
x), v¯m =
∑
n odd
vmn (y) sin(n
π
2L
x).
We thus obtain the following ODEs:
(vmn )
′′′′ + 2εn2(vmn )
′′ + ε2n4(vmn ) = f
m
n for n 6= 0 and n odd. (71)
Note that fmn=0 = 0 since f¯
m is odd. For each fixed n, we solve the above ODE
using Lax Milgram. Precisely, define the bilinear form:
Bn[v, φ] := (v
′′, φ′′) + 2ε(nv′, nφ′) + ε2(n2v, n2φ) : H2y ×H2y → R.
First, for n 6= 0, Bn is coercive over H2y since Bn[v, v] = |v′′| + 2εn2|v′|2 +
ε2n2|v|2. Similarly, Bn is bounded on H2y × H2y . Summing in n yields the
estimate ‖v¯m‖H2ε . ‖f¯m‖.
We now estimate ‖vmxyyy‖. Integration by parts in y and appealing to the
trace theorem in R+ produces:
n2‖(vmn )yyy‖2 =(n2vnyy, vnyyyy) + (n
1
2 vnyyy(0), n
3
2 vnyy(0))
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≤‖n2vnyy‖‖vnyyyy‖+ |n
1
2 vnyyy(0)||n
3
2 vnyy(0)|
≤‖n2vnyy‖‖vnyyyy‖+ ‖nvnyyy‖
1
2 ‖vnyyyy‖
1
2 ‖n2vnyy‖
1
2 ‖nvnyyy‖
1
2 .
Taking summation over n gives and applying Young’s inequality for products
with exponents 14 +
1
(4/3) = 1:
‖vmxyyy‖2 .‖vmxxyy‖‖vmyyyy‖+ ‖vmxyyy‖
1
2 ‖vmyyyy‖
1
2 ‖vmxxyy‖
1
2 ‖vmxyyy‖
1
2
.‖vmxxyy‖‖vmyyyy‖+ κ(‖vmxyyy‖
1
2 )4 +Nκ(‖vmyyyy‖
1
2 ‖vmxxyy‖
1
2 ‖vmxyyy‖
1
2 )
4
3 .
Multiplying by vmxxxx produces the bound: ‖εvmxxyy, ε
3
2 vmxxxy, ε
2vmxxxx‖2 .
‖f¯m‖2. We use the equation to estimate ‖vmyyyy‖. This then concludes the full
H4ε bound.
That v¯m is in C∞(H) follows by multiplying (71) by factors of nj , summing
in n, and using that fm is smooth to ensure summability of the right-hand side∑
n n
2j‖fmn ‖2 <∞.
That vm(0) = vmxx(0) = 0 is guaranteed by the fact that v
m is a Fourier
sine series and vmx (L) = v
m
xxx(L) = 0 is guaranteed by the fact that only odd n
coefficients are nonzero.
We turn now to the estimate (69). Integrating by parts produces:
(∆2εv
m, ε2vmxxxxw
2) = ‖{εvmxxyy, 2ε
3
2 vmxxxy, ε
2vmxxxx}w‖2
− 4‖εvmxxy
√
(|wy |2 + wwyy)‖2 + ‖εvmxx
√
(∂yy{wwyy}+ ∂yy{|wy|2})‖2
− 2‖ε 32 vmxxx
√
(|wy|2 + wwyy)‖2.
On the right-hand side, we have (fm, ε2vmxxxxw
2). As fm → f in L2, and
vmxxxx ⇀ vxxxx weakly in L
2, we may pass to the limit in the inner product.
From here, (69) follows immediately.
We turn now to (70): We integrate by parts the ∆2ε terms:
(∆2εv
m, εvmxxyyusw
2) =− (εvmxyyw2, ∂x{usvmyyyy}) + 2‖εvmxxyy
√
usw‖2
− (ε3vmxxxw2, ∂x{usvmxxyy})
=− (εusvmxyy, vmxyyyyw2)− (εusxvmxyy, vmyyyyw2)
+ 2‖εvmxxyy
√
usw‖2 − (ε3usxvmxxx, vmxxyyw2)
− (ε3usvmxxx, vmxxxyyw2)
=‖√εvmxyyyw
√
us‖2 + (εvmxyyy, vmxyy∂y{w2us})
+ (εvmyyy, v
m
xyyyw
2usx) + (εv
m
yyy, v
m
xyy∂y{w2usx})
+ 2‖εvmxxyy
√
usw‖2 + (ε3usxvmxxy, vmxxxyw2)
+ (2ε3usxv
m
xxy, v
m
xxxwwy) + (ε
3usxyv
m
xxy, v
m
xxxw
2)
+ ‖ε 32√usvmxxxyw‖2 + (ε3usyvmxxx, vmxxxyw2)
+ (2ε3usv
m
xxx, v
m
xxxywwy)
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&|√us{
√
εvmxyyy, 2εv
m
xxyy, ε
3
2 vmxxxy}w‖2 − ε|||qm|||21
− |||qm|||2√εw
We have used the bound |wy| . |w| and Young’s inequality for products to
perform the above estimate. We again pass to the limit as m→∞ in the same
manner as for (69).
Lemma 19 Let F ∈ L2(〈y〉m) for some 1 ≤ m < ∞. Then ‖v‖H4
d
(〈y〉m) ≤
Cε‖F‖L2(〈y〉m). In particular, in the case when F ∈ L2∩L2(w0), v = (∆2ε)−1F ∈
X1 ∩ Yw0 .
Proof. This follows from standard polynomial-type weighted estimates, and we
omit the proof.
We will now study the perturbation in two steps.
Lemma 20 The map D−1 : L2 → H4 is well-defined.
Proof. Consider the map DN (v) = F ∈ L2. By calling v0 = ∆2εv, we may
rewrite the equation as v0 + χN (y)us(∞)∆ε∆−2ε v0 = F . We will study this as
an equality in L2, and it is clear that χN (y)us(∞)∆ε∆−2ε is a compact opera-
tor on L2 due to the cutoff function. Therefore, by the Fredholm alternative,
to establish solvability of DN , we must prove uniqueness of the homogeneous
solution. This follows by performing an energy estimate:
(∆2εv, vxx)− us(∞)(χN (y)∆εvx, vxx) = (F, vxx)
The Bilaplacian term produces the quantities −‖vxyy, 2√εvxxy, εvxxx‖2.
Next, assuming N = ε∞, we have:
−us(∞)(χN∆εvx, vxx) =−
us(∞)
2
[|vxy(0)√χN |2 + |
√
εvxx(L)
√
χN |2
+
1
N
(vxy, vxxχ
′
N ).
Thus, the operator is coercive over the quantities ‖vxyy, 2√εvxxy, εvxxx‖2 +
[|vxy(0)√χN |2 + |
√
εvxx(L)
√
χN |2. By Poincare inequalities this implies that
v = 0 if F = 0. Passing to the limit as N ↑ ∞, we find that D is invertible from
H4 → L2.
Proof of Proposition 17. We will now consider the full equation (68), which
may be written as D(v) + J0(v) = F ∈ L2. Again, standard arguments show
that χNJ
0 ◦ D−1 is a compact operator on L2 or L2(eY ). By the Fredholm
alternative, it suffices to show uniqueness for the homogeneous solution to (68).
For this, we apply the assumed a-priori estimate, (67) to conclude.
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3.2 Basic Estimates
First, we urge the reader to recall the definitions in (21). For the weight, w, we
will take
w = either 1 or w0, (72)
where w0 is defined in (20). For both of these choices, the following elementary
inequalities hold:
|wy | .
√
ε|w| + 1, |wy | . |w|. (73)
Lemma 21 (Hardy-type inequalities) Let f satisfy f |y=0 = 0 and f |y→∞ =
0. Then:
‖f
y
w‖ . ‖fyw‖ + ‖
√
εfw‖. (74)
Proof. The case of w = 1 follows from the standard Hardy inequality. We thus
consider w = w0. We integrate by parts in y in the following manner:
‖f
y
w0‖2 =(∂y{y}f, f〈Y 〉2m)
=2m(fy, f〈Y 〉2m−1√ε)− 2(fy, fy〈Y 〉2m)
.‖f〈Y 〉m‖
[
‖√εfy〈Y 〉m−1‖+ ‖fyy〈Y 〉m‖
]
.
Lemma 22 Let v ∈ H40 , let q = vus , and let w satisfy |wy | . |w|.
1. The following Poincare type inequalities hold:
‖∂jy∂j2x vw‖ . L‖∂jy∂j2+1y vw‖ for j2 = 0, 1, 2, 3, (75)
‖uks∂jyqw‖ . L‖uks∂jyqxw‖ for k = 0, 1, (76)
‖√εqxw‖ . L‖
√
εqxxw‖. (77)
2. The following quantities are controlled by the triple norm:
‖{qyy, qxy,
√
εqxx} · w‖ + ‖∇εq · w‖ + ‖qx
y
w‖
+ ‖{vyyy, vxyy,
√
εvxxy, εvxxx} · w‖
+ ‖{vyy, vxy,
√
εvxx} · w‖ + ‖∇εv · w‖
. |||q|||w.
(78)
3. The following quantities can be controlled with a pre-factor of oL(1):
‖vyy · w‖ + ‖
√
ε{qx, vx} · w‖ ≤ L|||q|||w,
‖qyyw‖ .
√
L|||q|||w .
(79)
26
4. Fix any δ > 0. The following interpolation estimate holds:
‖∇εqx · w‖ ≤ δ|||q|||w +Nδ‖us∇εqx · w‖. (80)
We will often (for the sake of concreteness) apply the above interpolation
with the following choices of δ:
‖∇εqxw‖ . Lα2 |||q|||w + L−α‖us∇εqxw‖. (81)
5. The following boundary estimates are valid:
‖qxw‖x=L + ‖
√
εqx · w‖x=0 + ‖vyy · w‖x=L (82)
+ ‖√εqxxw‖x=0 + ‖ε√usqxxw‖x=L + ‖qxyw‖x=L .
√
L|||q|||w
‖ε 14 qxx · w‖x=0 + ‖ε 14 qx〈y〉w‖x=0 . |||q|||1 +
ε
1
4
L
|||q|||w (83)
‖√usqxyy · w‖x=L .
√
L|||q|||w. (84)
Proof. Step 1: Proof of (75) - (77): Fix a function u˜s that is a function of y
only, and such that C0u˜s ≤ us ≤ C1u˜s for all (x, y) ∈ Ω. For any function g
satisfying g|x=0 = 0 or g|x=L, a Poincare inequality gives:
‖usgw‖ . ‖u˜sgw‖ . L‖u˜sgxw‖ . L‖usgxw‖.
We will apply the above with g = ∂jyq, ∂
j1
y ∂
j2
y v for j2 = 0, 1, 2, 3. We turn now
to the following Poincare-type inequality in the x-direction:
‖√εqx · w‖ =‖
√
ε
(
qx(L) +
∫ x
L
qxx
)
· w‖
=‖√εusx
us
q|L(y) · w‖ + ‖
√
ε
∫ x
L
qxx dx
′ · w‖
=‖√εusx
us
∫ L
0
qx dx
′ · w‖+ ‖√ε
∫ x
L
qxx dx
′ · w‖
.oL(1)‖
√
εqx · w‖ + L‖
√
εqxx · w‖.
(85)
By absorbing the ‖√εqx·w‖ to the left-hand side, we obtain the desired estimate.
Step 2: Proof of (78): We will work systematically through (78). Let us
start with the ∇2εq terms. For this, let ξ > 0 a free parameter, and we will
compute the localized quantity:
‖qyywχ(y
ξ
)‖2 =(∂y{y}, q2yyw2χ(
y
ξ
)2)
=− (2yqyy, qyyyw2χ(y
ξ
)2)− (yq2yy, 2wwyχ(
y
ξ
)2)
− (yq2yy, w2
1
ξ
χ′(
y
ξ
))
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≤L‖√usqxyywχ(y
ξ
)‖‖√usqyyyw‖
+ L2‖√usqxyy‖2 sup
y≤ξ
|wwy |+ L
2
ξ
‖√usqxyyw‖2
≤(L + L
2
ξ
)|||q|||2w .
We have used (76). Inserting this below gives:
‖qyy · w‖ ≤ ‖qyy · w[1− χ(y
ξ
)]‖+ ‖qyy · wχ(y
ξ
)‖
≤ L√
ξ
‖√usqxyyw‖+ ( L√
ξ
+
√
L)|||q|||2w
≤
√
L|||q|||2w for ξ = L. (86)
A similar bound can be performed for the remaining components of ∇2εq.
However, we must forego the pre-factor of oL(1) for these terms. Let g be generic
for now. For the far-field component, estimate ‖g · w[1 − χ(yξ )]‖ ≤ 1ξ ‖usgw‖.
For the localized component:
‖g · wχ(y
ξ
)‖2 =− (y, ∂y{g2w2χ(y
ξ
)})
=− (2yg, gyw2χ(y
ξ
))− (2yg2, wwyχ(y
ξ
)
− (yg2, w2χ′(y
ξ
)ξ−1)
.
√
ξO(
√
LHS)‖usgyw‖ + sup
y≤ξ
|wwy |
√
ξ‖g‖2
+ ξ−1‖usgw‖2.
Accumulating these estimates gives:
‖gw‖ ≤ ξ‖usgyw‖2 + ξ−1‖usgw‖2 + sup
y≤ξ
|wwy |
√
ξ‖g‖2. (87)
We will apply the above computation to g = qxy and g =
√
εqxx and take ξ = 1.
Next, applying (74) with f = qx gives:
‖qx
y
w‖ . ‖qxyw‖ + ‖
√
εqxw‖. (88)
Upon using (77), this concludes all of the q terms from (78).
We now move to v terms from (78), for which we expand:
vx = usqx + usxq, vy = usqy + usyq,
vxy = usxyq + usxqy + usyqx + usqxy,
vyy = usyyq + 2usyqy + usqyy,
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vxx = usxxq + 2usxqx + usqxx,
vyyy = usqyyy + usyyyq + 3usyyqy + 3usyqyy
vxyy = usqxyy + usxyyq + usyyqx + usxqyy + 2usxyqy + 2usyqxy
vxxy = usqxxy + usxxyq + usxxqy + usyqxx + 2usxyqx + 2usxqxy
vxxx = usxxxq + usqxxx + 3usxxqx + 3usxqxx.
We turn to the third order terms for v, starting with vyyy. We have already
established the required estimates for usqyyy, qy, qyy, and so we must estimate
using Hardy’s inequality:
‖usyyyq‖ ≤‖uipyyyq‖+ ‖ε2uieY Y Y q‖
≤‖uipyyyy‖∞‖q〈y〉−1‖+ ε
3
2 ‖uieY Y Y ‖∞‖
√
εqx‖
.‖qy‖+ ε 32 ‖
√
εqx‖.
The same argument is performed for the remaining quantities from∇3v. The
quantities in ∇2v and ∇v follow immediately upon using (62) and Poincare’s
inequality. This concludes the proof of (78).
Step 3: Proof of (79): The qyy estimate follows from taking ξ = 1 in (86).
For vyy, we use (75) and (78) which shows that ‖vxyyw‖ . |||q|||w . Both qx and
vx follow from (75) - (77).
Step 4: Proof of (80), (81): This follows immediately from (87) upon select-
ing g = qxy or g =
√
εqxx.
Step 5: Proof of (82) The estimate for qx|x=L is obtained by appealing to
the boundary condition, (64):
‖qxw‖x=L =‖usx
us
qw‖x=L ≤
√
L‖[∂x{usx
us
}q + usx
us
qx]w‖
.
√
L‖(∂x{usx
us
}+ usx
us
)〈y〉‖∞‖ qx〈y〉w‖.
For qx|x=0, we use Fundamental Theorem of Calculus:
‖qxw‖x=0 =‖qx(L, ·)w +
∫ 0
L
qxxw‖ ≤ ‖qxw‖x=L +
√
L‖qxxw‖.
Next, |vyyw(L, ·)| ≤
√
L‖vxyyw‖ by using v|x=0 = 0. We now move to
the qxx terms from (82) for which we recall (64). From here, |√εqxxw(0, ·)| =
2|√εusxus qx(0, ·)|. From here, the result follows from the qx estimate. At x = L,
we use Fundamental theorem of calculus to write:
‖ε√usqxx‖x=L ≤ ‖ε√usqxxw‖x=0 +
√
L‖ε√usqxxxw‖.
We now compute using (64):
‖qxy · w‖x=L =|∂y{usx
us
q} · w|x=L
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≤‖∂y{usx
us
}q · w‖x=L + ‖usx
us
qy · w‖x=L.
The latter term is estimated using q|x=0 = 0 so by Fundamental Theorem of
Calculus is majorized by
√
L‖qxyw‖. The former term requires a decomposition,
upon which we use that q|x=0 = 0 and Hardy’s inequality for the localized and
Prandtl component, and the extra
√
ε for the Euler component coupled with
the Poincare inequality in (77) for the qx term:
‖∂y{usx
us
}qwχ‖x=L + ‖∂y{
u0px
us
}qw[1 − χ]‖x=L + ‖∂y{
√
εu1ex
us
}qw[1− χ]‖x=L
.
√
L‖qx
y
‖+
√
L‖∂y{
u0px
us
}[1− χ]y‖∞‖qx
y
‖+ ‖∂y{u1ex}‖∞
√
L‖√εqx‖.
This concludes the treatment of (82).
Step 6: Proof of (83)
Using (64):
‖ε 14 qxxw‖x=0 =‖2ε 14 usx
us
qxw[χ + (1− χ)]‖x=0
.‖usx〈y〉‖∞‖ε 14 qx〈y〉w‖x=0.
We use the cutoff function χ( x10L ), which satisfies |∂xχ( x10L )| . 1L , and use
the standard Trace inequality to estimate:
‖ε 14 qx〈y〉w‖x=0 = ‖ε
1
4
qx
〈y〉χ(
x
L
)w‖x=0 . ‖qx
y
w‖ 12 ‖√εqxxw‖ 12 + ε
1
4
L
‖ qx〈y〉w‖.
To conclude, we apply the Hardy inequality in (74).
Step 7: Proof of (84) Again using (64), the fact that q|x=0 = 0, and the
Fundamental Theorem of Calculus:
‖√us∂yy{usx
us
q}w‖x=L =‖√us[usx
us
qyy + 2∂y{usx
us
}qy + (usx
us
)yyq]w‖x=L
.
√
L‖√usqxyyw‖+
√
L‖qxy‖+
√
L‖(usx
us
)yyy‖∞‖ q
y
‖.
We must now collect some blow-up rates near y = 0 of various quantities
according to the H40 norm. We emphasize that these are qualitative estimates
(and thus, any ε dependence on the right-hand side is acceptable):
Lemma 23 Let v ∈ H40 . Then the following are valid for j = 0, 1, 2 and k =
0, 1, 2, 3:
sup
y0≤1
[
‖∇kv‖y=y0 + ‖∇jq‖y=y0 +
√
y0‖∇3q‖y=y0
]
≤ Cε, (89)
for some constant Cε <∞ that may depend poorly on small ε.
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Proof. First, that supy |∇kv|L2x < ∞, for k = 0, 1, 2, 3, follows immediately
from ‖v‖H4 <∞. We now use the elementary formula 1a+b = 1a − ba+b to write:
q =
v
us
=
v
usy(0)y + [us − usy(0)y] =
1
usy(0)
v
y
− vus − usy(0)y
yusy(0)us
.
Using the estimates us & y as y ↓ 0 and |us − usy(0)y| . y2 as y ↓ 0, it
is easy to see that the second quotient above is bounded and in fact C∞. We
may thus limit our study to q0 :=
v
y . We let k1 + k2 = 3 and differentiate the
formula:
q0(x, y) =
1
y
∫ y
0
vy(x, y
′) dy′ =
∫ 1
0
vy(x, ty) dt,
where we changed variables via ty = y′, to obtain:
√
y0∂
k1
x ∂
k2
x q0(x, y0) =
∫ 1
0
∂k1x ∂
k2
y vy(x, ty0)t
k2
√
y0 dt.
We take L2x and use Cauchy-Schwartz in y to majorize:
√
y0‖∂k1x ∂k2y q0‖y=y0 ≤(
∫ 1
0
‖∂k1x ∂k2+1y v‖2y=ty0y0t2k2 dt)
1
2
≤(
∫ 1
0
‖∂k1x ∂k2+1y v‖2y=ty0y0 dt)
1
2
≤(
∫ y0
0
‖∇4v‖2) 12
This establishes the ∇3q estimate. For ∇2q, a similar calculation produces:
‖∂j1x ∂j2y q0‖y=y0 =‖
∫ 1
0
∂j1x ∂
j2+1
y v(x, ty0)t
j2 dt‖y=y0
≤
∫ 1
0
‖∇3v‖y=ty0tj2 dt
≤
(∫ y
0
‖∇3v‖2y=s
sj2
yj2
ds
y
) 1
2
≤
(1
y
∫ y
0
‖∇3v‖2y=s ds
) 1
2
≤
(1
y
y sup
s.1
‖∇3v‖y=s
) 1
2
.
Squaring yields:
|∇2q0(y)|2L2x ≤
1
y
∫ y
0
|∇3v(·, s)|2L2x ds :=
1
y
∫ y
0
F (s) ds,
where F (s) := |∇3v(·, s)|2L2x ∈ L
1. Thus, we may conclude by the Lebesgue
Differentiation Theorem.
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Corollary 24 Let v ∈ H40 . The trace ∇2q|y=0 is well defined as an element of
L2x, and moreover the following continuity is satisfied: ∇2q(·, y) y↓0−−→ ∇2q(·, 0)
in L2(0, L).
Proof. (∇2q|y=0)2 is realized as the boundary trace of a W 1,1 function |∇2q|2.
Indeed, this follows from estimating the product ∇2q · ∂y∇2q ∈ L1:
‖∇2q · ∂y∇2q‖1 ≤ ‖∇2q‖L2xL∞y ‖∇3q‖L2xL1y <∞,
The continuity statement in the lemma is a consequence of the above estimate
and the Lebesgue Differentiation Theorem.
Corollary 25 Let v ∈ H40 . Then all quantities appearing in ‖ · ‖X1 are finite.
Proof. All ∇3q terms, upon taking | · |L2x scale like y−1/2, and so clearly
‖√us∇3q‖ < ∞. The second derivatives, upon taking | · |L2x are bounded, and
so clearly ‖∇2q‖ < ∞. The boundary terms are well-defined from the above
corollary.
4 a-priori Estimates for DNS
4.1 Quotient Estimates
Lemma 26 Let v be a solution to (62), let w satisfy |∂kyw| . w.
‖√us{qxyy,
√
εqxxy, εqxxx} · w‖2 + ‖usqxy · w‖2x=0 + ‖qxy · w‖2y=0
+ ‖√εusqxx · w‖2x=L
≤oL(1)
[
|||q|||2w + ||||v||||2w
]
+ L−
1
8 ‖∇εqx · usw‖2 + L 18 ‖qxxwy‖2
+ |(F, qxxw2)|
(90)
Proof. We will compute (Equation (62), qxxw
2).
Step 1: Rayleigh Terms
(−∂xR[q], qxxw2) &‖usqxyw‖2x=0 + ‖us
√
εqxxw‖2x=0 − L|||v|||2w
+ L
1
8 ‖qxxwy‖2 + L− 18 ‖us∇εqxw‖2. (91)
We first integrate by parts in y, distribute the ∂x, and then integrate by
parts in x:
(−∂xy{u2sqy}, qxxw2) =(∂x{u2sqy}, qxxyw2) + (∂x{u2sqy}, qxx2wwy)
=(2ususxqy, qxxyw
2) + (u2sqxy, qxxyw
2)
+ (4ususxqy, qxxwwy) + (2u
2
sqxy, qxxwwy)
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=− (2ususx, q2xyw2)− (2∂x{ususx}qy, qxyw2)
− (ususx, q2xyw2) + (4ususxqy, qxxwwy)
+ (2u2sqxy, qxxwwy) + 2(ususxqy, qxyw
2)x=L
+
1
2
‖usqxyw‖2x=L −
1
2
‖usqxyw‖2x=0. (92)
The term (92.8) is a favorable contribution. The cross terms, (92.{4, 5}), are
the most dangerous terms:
|(92.{4, 5})| . ‖usqxy · w‖‖usqxxwy‖ . L− 18 ‖usqxyw‖2 + L 18 ‖usqxxwy‖2,
|(92.{1, 2, 3})| . ‖usqxy · w‖2,
|(92.6)|+ |(92.7)| . oL(1)‖usqxy · w‖2
To estimate (92.2) we have used (75) because q|x=0 = 0. For the two boundary
terms, (92.{6,7}), we have used (82).
We will move to the next Rayleigh term, which upon expanding reads:
−(ε∂xx{u2sqx}, qxxw2) = −ε(u2sqxxx + 4ususxqxx + 2[ususxx + u2sx]qx, qxxw2).
(93)
We integrate the first term by parts in x:
(93.1) =(εususxqxx, qxxw
2)− 1
2
‖√εusqxxw‖2x=L +
1
2
‖√εusqxxw‖2x=0
.− ‖√εusqxxw‖2x=L + ‖
√
εusqxxw‖2,
where we appeal to (82). The remaining two terms in (93) are also directly
majorized by ‖√εusqxxw‖2 upon using (82) and the Fundamental Theorem of
Calculus.
Step 2: ∆2ε Terms
(∆2εv, qxxw
2) .− ‖√us{qxyy,
√
εqxxy, εqxxx}w‖2 − |qxyw(·, 0)|2
+ oL(1)|||q|||2w +
√
L||||v||||2w + L−
1
8 ‖us∇εqxw‖2 (94)
− L2‖qxxwy‖2.
We now treat the contributions arising from ∆2εv, starting with ∂
4
y
1:
(vyyyy, qxxw
2) =− (vyyy, qxxyw2)− 2(vyyy, qxxwwy)
=(vxyyy, qxyw
2)− (vyyy, qxyw2)x=L
+ 2(vyy, qxxywwy) + (vyy, qxx(w
2)yy)
=− (vxyy, qxyyw2)− 2(vxyy, qxywwy)− (vxyy, qxyw2)y=0
1Note that all integrations by parts are justified rigorously by Lemma 23 and its corollaries.
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− (vyyy, qxyw2)x=L − 2(vxyy, qxywwy)
+ 2(vyy, qxywwy)x=L + (vyy, qxx(w
2)yy). (95)
The main terms are (95.1) and (95.3), so we begin with these. First, an
expansion of:
vxyy = usqxyy + usxyyq + usyyqx + usxqyy + 2usxyqy + 2usyqxy,
shows:
(95.1) = −([usqxyy + usxyyq + usyyqx + usxqyy
+ 2usxyqy + 2usyqxy], qxyyw
2).
First, (95.1.1) is a favorable contribution to the left-hand side. We estimate
immediately using Poincare estimate (75), |(95.1.4)| . L|||q|||2w. Using the
Hardy inequality in (78), the fact that q|y=0 = qx|y=0 = 0, and the interpolation
inequality (81) with appropriate selections of α:
|(95.1.3)| .‖usyy〈y〉‖∞
∥∥∥qx
y
w
∥∥∥‖√usqxyyw‖
.{‖qxyw‖ + L‖
√
εqxxw‖}‖√usqxyyw‖
.L
1
64 |||q|||2w + L−
1
8 ‖us∇εqxw‖2.
Let us explain the computation above, as it is will be used repeatedly. We
simply apply (81) twice with different choices of α:
‖qxyw‖ |||q|||w .{L 164 |||q|||w + L− 132 ‖usqxyw‖}|||q|||w
.L
1
64 |||q||2w + L−
1
32 {L− 332 ‖usqxyw‖2 + L 332 ‖√usqxyyw‖2}
.L
1
64 |||q|||2w + L−
1
8 ‖usqxyw‖2.
(96)
For (95.1.2) we may first use Poincare in x as q|x=0 = 0 to majorize in the
same way as above.
Integration by parts in y and use of the assumption that |wy | . |w| yields:
(95.1.5) =(2usxyyqxy, qyw
2) + (2usxyqxy, qyyw
2)
+ (4usxyqxy, qywwy) + (2usxyqy, qxyw
2)y=0
.‖qxy, qyy · w‖2 + L‖qxyw‖2 + L‖qxyw‖2y=0.
We use above that qyy comes with a factor of
√
L according to estimate (79).
Integrate by parts in y:
(95.1.6) =(q2xy, usyyw
2) + (q2xy, usy2wwy) + (q
2
xy, usyw
2)y=0
≤C‖√usqxy · w‖2 + C‖qxy · √wwy‖2.+ |
√
|usy|qxyw|2L2(y=0)
≤L 116 |||q|||2w + L−
1
8 ‖us∇εqxw‖2 + ‖√usyqxyw‖2y=0 (97)
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Above, we have used |wy | . |w| and the interpolation inequality (81). Let us
emphasize the {y = 0} boundary term from (95.1.6) arises with a pre-factor of
+1, which is of bad sign. We postpone the estimation of this boundary term
until (99).
We move to (95.3) for which an expansion shows:
(95.3) =− ({usqxyy + usxyyq + usyyqx + usxqyy
+ 2usxyqy + 2usyqxy}, qxyw2)y=0
≤− (2− C0L)‖
√
u¯yqxy‖2y=0,
for some C0 < ∞, independent of small L, ε. Let us provide some details
regarding the above estimate. For (95.3.1), we use (89) and the fact that |us| . y
near y = 0 to conclude that (95.3.1) vanishes. Using that q|y=0 = 0 shows that
(95.{2, 3}) vanishes. Using (89) together with |usx| . y for y ∼ 0 shows that
(95.4) vanishes. This leaves only (95.3.5) and (95.3.6). The main favorable term
is (95.3.6). For this, we have used that:
usy|y=0 =u¯|y=0 +
n∑
i=1
√
ε
n+1
uieY |Y=0 +
n∑
i=1
√
ε
n
uipy|y=0
≥(1− C1ε)u¯y|y=0, (98)
for some C1 < ∞ independent of L, ε. Note that u¯y|y=0 is bounded below
according to the first line of (265), which ensures that (95.3.6) is, in fact, a fa-
vorable contribution. For (95.3.5), we use that q|x=0 = 0 to invoke the Poincare
inequality:
|(95.3.5)| ≤L‖usxy
u¯y
‖y=0‖
√
u¯yqxyw‖y=0‖
√
u¯yqxyw‖y=0.
This concludes the estimate of (95.3).
We apply the same calculation as in (98) to conclude:
(95.3) + (97.3) ≤ −(2− C0L)‖
√
u¯yqxy‖2y=0 + (1 + C1ε)‖
√
u¯yqxy‖2y=0 (99)
≤ −1
2
‖√u¯yqxy‖2y=0.
Using (64) and the Fundamental Theorem of Calculus to integrate from
x = 0 produces the identity:
(95.4) =(vyyy, ∂y{usx
us
q}w2)x=L
=(vxyyy, ∂y{usx
us
q}w2) + (vyyy, ∂xy{usx
us
q}w2)
=− (vxyy, ∂yy{usx
us
q}w2)− (vxyy, ∂y{usx
us
q}2wwy)
− (vxyy, usx
us
qyw
2)y=0 + (vyyy, ∂xy{usx
us
q}w2)
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For the first term, we distribute the ∂yy and subsequently use (88), Poincare
in x, and (79) to obtain:
|(95.4.1)| =| − (vxyy, [∂yy{usx
us
}q + 2∂y{usx
us
}qy + usx
us
qyy]w
2)|
.‖vxyyw‖
[
‖∂yy{usx
us
}y‖∞‖ q
y
w‖ + L‖∂y{usx
us
}‖∞‖qxyw‖
+ ‖usx
us
‖∞‖qyyw‖
]
.‖vxyyw
[
‖qyw‖2 + ‖
√
εqw‖+ L‖qxyw‖ + ‖qyyw‖
]
.oL(1)|||q|||2w.
For the second term, we again distribute the ∂y and use that |wy| . |w|:
|(95.4.2)| ≤|(vxyy, ∂y{usx
us
}q2wwy)|+ |(vxyy, usx
us
qy2wwy)|
.L‖∂y{usx
us
}y‖∞‖vxyyw‖qx
y
w‖ + L‖usx
us
‖∞‖vxyyw‖‖qxyw‖
.L‖∂y{usx
us
}y‖∞‖vxyyw‖{‖qyw‖
+ L‖√εqw‖}+ ‖usx
us
‖∞‖vxyyw‖‖qxyw‖
.L|||q|||2w.
For the third term, we expand the expression for vxyy via:
(95.4.3) = −(usqxyy + usxqyy + 2usxyqy + 2usyqxy
+ usxyyq + usyyqx,
usx
us
qyw
2)y=0.
(95.4.3.1) and (95.4.3.2) vanish by combining (89) with |∂jxus| . y for y small,
and (95.4.3.5), (95.4.3.6) vanish by using that q|y=0 = qx|y=0 = 0. This then
leaves:
|(95.4.3.3)|+ |(95.4.3.4)| . L‖qxyw‖2y=0 . L|||q|||2w,
where we have used the Poincare inequality, which is available as q|x=0 = 0.
For the fourth term, we use the interpolation inequality, (81), and then
Young’s inequality for products to establish:
|(95.4.4)| .‖vyyyw‖‖qxyw‖ . ‖vyyy‖(δ|||q|||w +Nδ‖us∇εqxw‖2)
.oL(1)|||q|||2w + L−
1
8 ‖us∇εqxw‖2.
We now move to (95.6). Again using (64) and that v|x=0 = q|x=0 = 0:
(95.6) =− 2(vyy, ∂y{usx
us
q}wwy)x=L
36
.L‖vxyyw‖‖∂xy{usx
us
q}w‖ . L|||q|||2w.
For (95.{2, 5}) we use |wy| . |w| and the interpolation inequality (81), whereas
for (95.7) we use Poincare in x, (77), and the assumption that |(w2)yy| . |w′|2:
|(95.{2, 5})| ≤ L 116 |||q|||2w + L−
1
8 ‖us∇εqxw‖2,
|(95.7)| . L2‖vxyyw‖‖qxxwy‖.
This concludes the treatment of ∂4y contributions.
We now move to contributions from 2ε∂xxyy. We first integrate by parts in y,
second expand the expression for vxxy, and third perform a further y-integration
by parts for the 2usyqxx contribution. This produces:
(2εvxxyy, qxxw
2) =(−2εvxxy, qxxyw2)− 4(εvxxy, qxxwwy)
=(−2ε[usxxyq + 2usxyqx + usxxqy + usqxxy + 2usxqxy
+ 2usyqxx], qxxyw
2)− 4(εvxxy, qxxwwy)
=− (2ε[usxxyq + 2usxyqx + usxxqy + usqxxy
+ 2usxqxy], qxxyw
2) + (εusyy, q
2
xxw
2)
+ (2εusy, q
2
xxwwy)− (4εvxxy, qxxwwy) (100)
Term (100.4) contributes favorably. Terms (100.{1, 2}) are estimated through
the weighted Hardy’s inequality (88), terms (100.{3,5}) are estimated via Poincare’s
inequality (75) and Cauchy-Schwartz, and terms (100.{6,7,8}) are estimated
through the use of the assumption that |wy| . |w|:
|(100.{1, 2})| ≤ √ε‖{usxy, usxxy}〈y〉‖∞‖q, qx
y
w‖‖√us
√
εqxxyw‖,
|(100.{3, 5})| ≤ √ε‖qxyw‖‖√us
√
εqxxyw‖
|(100.{6, 7, 8})| . L− 110 ‖√εqxxw‖2 + oL(1)‖
√
εvxxyw‖2
. L−
1
8 ‖us∇εqw‖2 + oL(1)|||q|||2w .
We next get to the contributions from ε2vxxxx. We first integrate by parts
in x, use that vxxx|x=L = 0, and then expand ∂3xv in terms of q to obtain:
(ε2vxxxx, qxxw
2) =− (ε2[usxxxq + 3usxxqx + 3usxqxx
+ usqxxx], qxxxw
2)− (ε2vxxx, qxxw2)x=0. (101)
We first estimate the first three terms with the use of (82) - (83):
|(101.1, 2, 3)| ≤ L‖√usεqxxx · w‖2 +
√
εL‖√εqxx · w‖2.
For the boundary term, (101.5), we use the identity (64) to simplify and (82)
to estimate:
(101.5) =(2ε2vxxx,
usx
us
qxw
2)x=0
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.‖ε 32 vxxx · w
(usx
us
)
‖x=0‖
√
εqx · w‖x=0
.‖ε 32 vxxx · w(usx
us
)‖x=0
√
L|||q|||w
.
√
L||||v||||w |||q|||w.
Note we have invoked the fourth-order norm, ||||v||||w , due to the boundary
contribution at {x = 0}.
Step 3: J(v) Terms
|(J, qxxw2)| .oL(1)|||q|||2w + L−
1
8 ‖us∇εqw‖2 + L‖qxxwy‖2. (102)
Recalling the definition of J in (28), we expand (J, qxxw
2) via:
(−εvsxvxy − vsvyyy − εvsvyxx
+∆εvsvy − vsxIx[vyyy] + ∆εvsxIx[vy], qxxw2) (103)
An integration by parts first in x and then in y shows:
(103.5) =(vsxxIx[vyyy], qxw
2) + (vsxvyyy, qxw
2)− (vsxIx[vyyy], qw2)x=L
=− (vsxxyIx[vyy], qxw2)− (vsxxIx[vyy], qxyw2)− (vsxxIx[vyy], qx2wwy)
+ (vsxyvyy, qw
2) + (vsxvyy, qyw
2) + (vsxvyy, qx2wwy)
+ (Ix[vyy], ∂y{vsxqw2})x=L
.L[|||q|||2w + ‖qxx · wy‖2]
We have used the Hardy inequality (88) and Poincare in x, (77).
The estimates for (103.2) follow along the same lines. Again, integration by
parts in y then in x and an appeal to the boundary condition (64) produces the
identity:
(103.2) =− (vsxyvyy, qxw2)− (vsxvyy, qxyw2)− (vsxvyy, qx2wwy)
− (vsyvxyy, qxw2)− (vsvxyy, qxyw2)− (vsvxyy, qx2wwy)
+ (vyyw
2, ∂y{vs(usx
us
)q})x=L + (vyyvs, usx
us
q2wwy)x=L
.oL(1)|||q|||2w + L−
1
8 ‖us∇εqx · w‖2 + L2‖qxx · wy‖2.
The above estimate relies on the Hardy type inequality (88) for (103.3.{1,4}),
the interpolation inequality (80) for (103.2.5), and Poincare in x as v|x=0 = 0
for the boundary terms (103.2.{7,8}).
Next, we trivially obtain:
|(103.1)| . √ε‖vxyw‖‖
√
εqxxw‖ .
√
ε|||q|||2w
|(103.3)| . ‖√εvxxyw‖‖
√
εusqxxw‖ . L− 18 ‖us∇εqw‖2 + oL(1)|||q|||2w.
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For (103.4), we integrate by parts in x and appeal to the boundary condition
(64) and v|x=0 = 0:
(103.4) =− (∆εvsxvy, qxw2)− (∆εvsvxy, qxw2)− (∆εvsvy, usx
us
qw2)x=L
≤L‖∆εvsxy‖∞‖vxyw‖‖qx
y
w‖ + ‖∆εvs〈y〉‖∞‖vxyw‖‖qx
y
w‖
+ L‖usx
us
〈y〉‖∞‖∆εvs‖∞‖vxyw‖qx
y
w‖
.oL(1)|||q|||2w + L−
1
8 ‖us∇εqxw‖2.
Above we have used the Hardy type inequality (88), and the interpolation in-
equality (81) to conclude.
Finally, for the final term (103.6) we first split the coefficient via:
(103.6) =(∆εv
0
pxIx[vy], qxxw
2) +
n∑
i=1
(
√
ε
i
∆εv
i
pxIx[vy], qxxw
2)
+
n∑
i=1
(
√
ε
i+2
∆viexIx[vy], qxxw
2).
The higher order contributions are easily estimated using the extra power of√
ε by:
|(103.6.2)|+ |(103.6.3)| . L‖vyw‖‖
√
εqxxw‖ . L|||q|||2w.
For the leading order Prandtl contribution, we integrate by parts in x, use
that Ix|x=0 = 0, and estimate the resulting quantity using the rapid decay of
v0p:
(103.6.1) =− (∆εv0pxxIx[vy], qxw2)− (∆εv0pxvy, qxw2)
+ (∆εv
0
px
usx
us
q, Ix[vy ]w
2)x=L
.L|||q|||21
This concludes the treatment of the J(v) contributions.
We estimate directly: |(F, qxxw2)| is placed on the right-hand side of the
desired estimate. This concludes the proof.
Lemma 27 Let v be a solution to (62). Let w satisfy |∂kyw| . |w|:
‖qyy · w‖2y=0 + ‖
√
us{qyyy,
√
εqxyy, εqxxy} · w‖2 (104)
.
√
L|||q|||2w + |(F, qyyw2)|.
Proof. We will compute the inner-product (Equation(62), qyyw
2).
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Step 1: Estimate of Rayleigh Terms
(−∂xR[q], qyyw2) . −‖usqyyw‖2x=L + L|||q|||2w. (105)
First, we will expand the term:
∂xy{u2sqy} = u2sqxyy + 2ususxqyy + 2ususyqxy + 2[ususxy + usxusy]qy,
and upon doing so we will integrate by parts the highest order contribution,
that is (u2sqxyy, qyyw
2) in x:
(−∂xy{u2sqy}, qyyw2) =− (2usxusyqy, qyyw2)− (2ususxyqy, qyyw2)
− (2ususxqyyw2, qyy)− (2ususyqxy, qyyw2)
+ (ususxqyyw
2, qyy)− (u
2
s
2
qyyw
2, qyy)x=L
.L2|||q|||2w − ‖usqyyw‖2x=L.
Second, we expand the term:
∂xx{u2sqx} = u2sqxxx + 4ususxqxx + [2ususxx + 2u2sx]qx.
We subsequently use Poincare inequalities, (75):
(−ε∂xx{u2sqx}, qyyw2) =− (ε[(u2s)xxqx + 2∂x{u2s}qxx + u2sqxxx], qyyw2)
.L|||q|||2w.
Step 2: Estimate of ∆2ε Terms
(∆2εv, qyyw
2) . −‖√us{qyyy,
√
εqxyy, εqxxy}w‖2 − ‖qyyw‖2y=0 + L|||q|||2w
(106)
We begin with ∂yyyy. First, we integrate by parts in y, and then we expand
the term vyyy:
(vyyyy, qyyw
2) =− (vyyy, qyyyw2)− 2(vyyy, qyywwy)− (vyyy, qyyw2)y=0
=− ([usqyyy + 3usyyqy + usyyyq + 3usyqyy], qyyyw2)
− 2(vyyy, qyywwy)− (vyyy, qyyw2)y=0. (107)
We first handle the important boundary contribution from above. We inte-
grate by parts, expand the boundary term to obtain:
(107.{4 + 6}) =(3
2
usyyqyyw
2, qyy) + (
3
2
usyqyyw
2, qyy)y=0
− (3usyqyyw2, qyy)y=0 + (3q2yy, usywwy)
≤− 3
2
‖qyy · w‖2y=0 +
√
L|||q|||2w.
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Above, we have used |wy| . |w|, and the estimate (79) to estimate the qyy term.
We emphasize the importance of the precise prefactors of −3 and + 32 in the
above boundary terms, which enable us to generate the required positivity.
The first term, (107.1) is a favorable contribution which contributes ‖√usqyyyw‖2.
The third term is controlled by the Hardy-type inequality, (88):
|(107.3)| ≤ ‖usyy〈y〉‖∞
∥∥∥q
y
w
∥∥∥‖√usqyyyw‖ . L|||q|||2w.
The second term, (107.2), is controlled via an integration by parts in y,
Poincare in x, (75) which is available since q|x=0 = 0, and finally (79) to estimate
the qyy contribution:
(107.2) =(3usyyyqy + 3usyyqyy, qyyw
2) + 6(usyyqy, qyywwy)
+ 3(usyyqy, qyyw
2)y=0
.‖qyyw‖2 + L‖qxy‖y=0‖qyy‖y=0 . L|||q|||2w.
This concludes the contributions of ∂4y .
We next move to 2ε∂xxyy. We integrate by parts the following term upon
using that vx|x=L = 0 and q|x=0 = 0:
(2εvxxyy, qyyw
2) =− (2εvxyy, qxyyw2)
=− (2ε∂xyy{usq}, qxyyw2)
=− (2ε
[
usxyyq + 2usxyqy + usxqyy
+ usyyqx + 2usyqxy + usqxyy], qxyyw
2). (108)
While (108.6) is a favorable contribution, straightforward computations us-
ing the Poincare inequalities, (75), show that
|(108.1)|+ |(108.3)|+ |(108.4)| . L√ε|||q|||2w.
We must treat (108.{2, 5}) via integration by parts in y because their co-
efficients do not vanish as y ↓ 0. For (108.2), integrate by parts in y, and use
|wy| . |w| to obtain:
(108.2) =(4εqxy, ∂y{usxyqyw2}) + (4εqxy, usxyqyw2)y=0
=(4εusxyyqy, qyw
2) + (4εqxy, usxyqyyw
2)
+ (8εqxy, usxyqywwy) + (4εqxy, usxyqyw
2)y=0
.ε|||v|||2w + εL‖qxyw‖2 + Lε‖qxy‖2y=0.
For (108.5), integration by parts in y produces the expression
(108.5) =(2εqxy∂y{usyw2}, qxy) + (2εqxy, qxyusyw2)y=0 . ε|||q|||2w .
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We next move to ε2vxxxx. For this, we integrate by parts twice in x, use
the boundary conditions vxxx|x=L = 0 and qyy|x=0 = 0 from (64), subsequently
integrate by parts in y, and finally expand the term vxxy. We show this below:
(ε2vxxxx, qyyw
2) =(ε2vxx, qxxyyw
2)− (ε2vxx, qxyy)x=L
=− (ε2vxxy, qxxyw2)− 2(ε2vxx, qxxywwy)− (ε2vxx, qxyy)x=L
=(−ε2[usxxyq + 2usxyqx + usyqxx + usqxxy
+ usxxqy + 2usxqxy], qxxyw
2)− (ε2vxx, qxxy2wwy)
+ (ε2vxx, ∂yy{usx
us
q}w2)x=L. (109)
The term (109.4) is favorable. The terms with coefficients that vanish as
y ↓ 0 are (109.5) and (109.6), and so these may be estimated directly via
|(109.5)|+ |(109.6)| . Lε 32 |||v|||2w .
The remaining interior terms require integration by parts in y:
(109.1) =(ε2qxx, usxxyyqw
2) + (ε2qxx, usxxyqyw
2)
+ (ε2qxx, usxxyq2wwy)
.ε
3
2 |||v|||2w.
Above, we have used the weighted Hardy inequality from (88). Next, in a
similar fashion:
(109.2) =(2ε2qxx, usxyyqxw
2) + (2ε2qxx, usxyqxyw
2)
+ (4ε2qxx, usxyqxwwy)
.ε
3
2 |||q|||2w .
We have used (88) for the qx term appearing in (109.2.1), (109.2.3). The
term (109.3) can be handled analogously using that qxx|y=0 = 0:
(109.3) =
ε2
2
(usyyqxx, qxxw
2) + (ε2usyqxx, qxxwwy) . ε‖
√
εqxxw‖2.
Next, we use that |wy| . |w| and split the term (109.7) into y ≤ 1 and y ≥ 1.
On the y ≤ 1 piece, we use |w| . 1, whereas in the far-field piece we use that
|wy| . |w|:
|(109.7)| .|(ε2vxx, qxxywwyχ(y))|+ |(ε2vxx, qxxywwy [1− χ(y)])|
.ε‖√εvxx
y
‖‖√us
√
εqxxy‖+ ε‖
√
εvxxw‖‖√us
√
εqxxyw‖.
For the boundary term we distribute the ∂yy and estimate using the Funda-
mental Theorem of Calculus since both vxx|x=0 = q|x=0 = 0:
|(109.8)| =(ε2vxx, [∂yy{usx
us
}q + 2∂y{usx
us
}qy + usx
us
qyy]w
2)x=L
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=(ε2vxxx, [∂yy{usx
us
}q + 2∂y{usx
us
}qy + usx
us
qyy]w
2)
+ (ε2vxx, ∂x[∂yy{usx
us
}q + 2∂y{usx
us
}qy + usx
us
qyy]w
2)
.
√
ε‖ 1√
us
εvxxxw‖‖
√
ε
√
us{q + qy + qyy + qx + qxy + qxyy}w‖
.
√
ε|||q|||2w.
Above, we have expanded:
‖ 1√
us
εvxxxw‖ =‖ 1√
us
ε∂xxx{usq}w‖
≤‖ 1√
us
ε{usxxxq + 3usxxqx + 3usxqxx + usqxxx}‖
≤|||q|||w,
where we have used that |∂jxus| . y near {y = 0}.
Step 3: J(v) Terms
|(J, qyyw2)| . L|||q|||2w,1.
Recalling (28), we expand and estimate immediately
(−vsvyyy − εvsxvxy − εvsvxxy
+∆εvsvy − vsxIx[vyyy] + Ix[vy], qyyw2) . L|||q|||2w,1.
The forcing term clearly contributes |(F, qyyw2)| to the right-hand side,
which concludes the proof.
Lemma 28 Let v be a solution to (62). Let w satisfy |∂kyw| . |w|, |(w2)yy| .
|wy|2 and |wy | . |w|. Then:
‖∇εqx · usw‖2 . L 12 {|||q|||2w + ||||q||||2w}+ L‖qxxwy‖2 + |(F, qxw2)|. (110)
Proof. We compute the following inner product: (Equation (62), qxw(y)
2).
Step 1: Rayleigh Terms Estimates
(−∂xR[q], qxw2) & ‖usqxyw‖2 − L‖qxxw′‖2 − L|||q|||2w. (111)
First, integrate by parts in y and expand via the product rule:
(−∂xy{u2sqy}, qxw2) =(∂x{u2sqy}, qxyw2) + (∂x{u2sqy}, qx2wwy)
=‖usqxyw‖2 + (2ususxqy, qxyw2) + (4ususxqy, qxwwy)
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+ 2(u2sqxy, qxwwy). (112)
The second and third terms are majorized by L‖usqxyw‖2+L2‖usqxyw‖‖qxwy‖
upon using Poincare in x as in (75). For the fourth, integrate by parts in y to
produce:
−(qx, qx[2ususywwy + u2s(wwy)y ]) ≤ L‖usyy‖∞‖
qx
y
w‖‖qxxw′‖+ L2‖qxxw′‖2
In the above estimate, we have used Poincare in x, (75), Hardy in y, and the
estimate that |(w2)yy| . |wy |2.
The second Rayleigh contribution is as follows, upon integrating by parts in
x and then expanding:
(−ε∂xx{u2sqx}, qxw2) =(ε∂x{u2sqx}, qxxw2)− (εqx, ∂x{u2sqx}w2)|x=Lx=0
=‖√εusqxxw‖2 + (2εususxqx, qxxw2)
− (εqx, ∂x{u2sqx}w2)|x=Lx=0
=‖√εusqxxw‖2 + (2εususxqx, qxxw2)
− (εu2sqx, qxxw2)|x=Lx=0 − 2|
√
εususxqxw|x=Lx=0 |2 (113)
&‖√εusqxxw‖2 − L|||v|||2w,
where we have used (75) - (77). The boundary terms follow from (82).
Step 2: Estimate for ∆2ε terms
|(∆2εv, qxw2)| .
√
L[|||q|||2w + ||||v||||2w ] + L‖qxxwy‖2. (114)
We begin with the ∂4y contribution. A series of integration by parts in y
gives:
(vyyyy, qxw
2) =(vyy , qxyyw
2) + (vyy, qxy2wwy)
+ (vyy, qxy2wwy)− (vy, qxy2(wwy)y)
− (vy, qx2(wwy)yy) + (vyy, qxyw2)y=0
− (vyyy, qxw2)y=0. (115)
Specifically, we have integrated by parts twice in y, expanded the resulting
quantity, ∂yy{qxw2} = qxyyw2 + 4qxywwy + qx∂yy{w2}, and further integrated
by parts the final term in y.
We will first treat the boundary terms from (115). First, (115.7) = 0 due to
the boundary condition qx|y=0 = 0 coupled with the asymptotic estimate (89)
for vyyy. Next, an expansion shows:
(115.6) = ([usyyq + 2usyqy + usqyy], qxyw
2)y=0.
The first term vanishes as q|y=0 = 0, whereas the third term vanishes according
to the asymptotics in (89). The only contribution is thus the middle term for
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which we use that q|x=0 = 0 to estimate |(qy, qxy)|y=0| ≤ L‖qxy‖2y=0, which is
an acceptable contribution to the right-hand side of (114) due to the inclusion
‖qxy‖y=0 in |||q|||w.
We now turn to the bulk terms from (115). An expansion shows
(115.1) = ([usyyq + 2usyqy + usqyy], qxyyw
2).
For the first term, we estimate via Hardy in y, (74), and Poincare in x:
|(115.1.1)| ≤‖usyy〈y〉‖∞‖ q
y
w‖‖√usqxyyw‖
.{‖qyw‖+ ‖
√
εqw‖}‖√usqxyyw‖
.L{‖qxyw‖ + ‖
√
εqxw‖}‖√usqxyyw‖.
The middle term requires an integration by parts in y via:
(115.1.2) =− (2qxy, ∂y{usyqyw2})− (2qxy, usyqyw2)y=0
=− (2usyyqxy, qyw2)− (2qxy, usyqyyw2)
− (4usyqxy, qy2wwy)− (2qxy, qyusyw2)y=0
.L‖qxy · w‖2 + ‖qxy · w‖‖qyy · w‖
+ L‖qxy · √wwy‖2 + L‖qxy · w‖2y=0
.
√
L|||q|||2w.
Above, we have used (75) for the qy terms, the assumption that |wy| . |w|, and
most importantly the estimate (79) to obtain
√
L control of ‖qyyw‖. The final
term can be estimated via Poincare in x: |(115.1.3)| . L‖√usqxyyw‖2.
We continue with the bulk contributions from (115), for which straightfor-
ward bounds using (75) and the inequalities |wy | . |w|, (w2)yy . |wy|2 show:
|(115.2, 3)| ≤ L‖vxyyw‖‖√usqxy · w‖,
|(115.4)| ≤ L‖vxyw‖‖qxyw‖,
|(115.5)| ≤ L2‖vxyw‖‖qxxwy‖,
all of which are acceptable contributions to the right-hand side of (114). This
concludes our treatment of (115).
We move on to contributions from εvxxyy. We begin with one integration
by parts in y and an expansion of vxxy = ∂xxy{usq}:
(2εvxxyy, qxw
2) =(−2εvxxy, qxyw2)− (4εvxxy, qxwwy)− (2εvxxy, qxw2)y=0
=− (2ε[usxxyq + usyqxx + 2usxyqx + usxxqy
+ usqxxy + 2usxqxy], qxyw
2)− (4εqx, vxxywwy). (116)
We have used (89) to conclude that the {y = 0} boundary contribution vanishes.
It is straightforward to estimate using (77) and that |wy| . |w|:
|(116.1)|+ ...+ |(116.6)| . √ε|||q|||2w
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|(116.7)| . L‖√εvxxyw‖‖
√
εqxxw‖.
We now move to ∂4x contributions, for which an integration by parts in x
and expansion gives:
(ε2vxxxx, qxw
2) =− (ε2vxxx, qxxw2)− (ε2vxxx, qxw2)x=0
=− (ε2[usxxxq + 3usxxqx + 3usxqxx + usqxxx], qxxw2)
− (ε2vxxx, qxw2)x=0
.
√
ε|||q|||2w + ‖ε
3
2 vxxx‖x=0‖
√
εqxw‖x=0
.
√
ε|||q|||2w +
√
L||||v||||w |||q|||w, (117)
where we have used estimate (82) for the qx|x=0 boundary term.
Step 3: J(v) Terms
|(J, qxw2)| .
√
L|||q|||w + L2‖qxxwy‖2.
Recalling the definition of J in (28), we have
(−εvsxvxy − vsvyyy − εvsvyxx +∆εvsvy (118)
− vsxIx[vyyy] + ∆εvsxIx[vy ], qxw2).
We first record the elementary inequality which will be in repeated use:
‖Ix[f ]‖ ≤
√
L‖Ix[f ]‖L∞x L2y ≤ L‖f‖. (119)
We integrate by parts in y:
(118.5) =(Ix[vyy]vsxy, qxw
2) + (Ix[vyy]vsx, qxyw
2) + (Ix[vyy]vsx, qx2wwy).
Using (119), we immediately estimate (118.5.{2, 3}). The first term, (118.5.1),
is controlled upon using that ‖vsxyy‖∞ < ∞ and an appeal to the Hardy in-
equality, (88):
|(118.5.1)| . L‖vsxy〈y〉‖∞‖vyyw‖‖ qx〈y〉w‖,
|(118.5.2)| . L‖vyyw‖‖qxyw‖,
|(118.5.3)| . L2‖vyyw‖qxxwy‖.
Integration by parts in y for the term (118.2) produces:
(118.2) = (vyyvsy, qxw
2) + (vyyvs, qxyw
2) + 2(vyyvs, qxwwy)
From here an analogous set of estimates to (118.5) produces the desired estimate
upon using one further Poincare inequality, ‖vyyw‖ ≤ L‖vxyyw‖, which is valid
as v|x=0 = 0. Direct Poincare inequality in x using (75) yields |(118.1)| +
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|(118.3)| . L|||q|||2w. Terms (118.4) and (118.6) are estimated identically so we
focus on (118.4). We estimate the ∆ε term using (88) and Poincare in x as
v|x=0 = 0:
|(118.4)| ≤‖∆εvsy‖∞‖vyw‖‖qx
y
w‖
.L‖vxyw‖{‖qxyw‖ + ‖
√
εqxw‖}
.L|||q|||21.
This concludes the terms in J .
We put directly the contribution |(F, qxw2)| on the right-hand side of the
desired estimate, which concludes the proof.
4.2 Trace Estimates
For the first fourth order bound, we will perform a weighted estimate for a
weight w(y). Let us make the following definition:
B¯(w) := ‖√εusvxyy · w‖2x=0 + ‖εusvxxy · w‖2x=L. (120)
Lemma 29 Let v be a solution to (62). Then the following estimate is valid:
B¯(w) + ‖{√εvxyyy, εvxxyy, ε 32 vxxxy}√usw‖2
.
√
ε|||q|||21 + |||q|||2√εw + |||q|||√εw|||q|||wy + |(F, εusvxxyyw2)|.
(121)
Proof. We compute the inner-product (Equation (62), εvxxyyusw
2).
Step 1: Rayleigh Terms
The main estimate in this step is:
(−∂xR[q], εvxxyyw2) & ‖
√
εusvxyyw‖2x=0 + ‖εusvxxyw‖2x=L
− |||q|||2√εw −
√
ε|||q|||21. (122)
A series of integration by parts shows:
(−∂xy{usvy}, εvxxyyw2us)
=− (ε[usxvyy + usyvxy + usxyvy + usvxyy], vxxyyw2us)
=(εvxyy, ∂x{ususxvyy}w2) + (εvxxy, ∂y{ususyvxyw2})
+ (εvxyyw
2, ∂x{ususxyvy}) + (εususxvxyy, vxyyw2)
+
1
2
‖√εvxyywus‖2x=0
&‖√εvxyywus‖2x=0 − |||q|||2√εw.
Again, we expand and perform a series of integrations by parts which pro-
duces:
−(ε∂xx{usvx}, εvxxyyusw2)
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=− (ε2[usvxxx + 2usxvxx + usxxvx], vxxyyusw2)
=(ε2vxxy, ∂y{u2svxxxw2}) + (2ε2vxyyw2, ∂x{ususxvxx})
+ (ε2vxxy, ∂y{usxxusvxw2})
=(ε2vxxy, ∂y{u2sw2}vxxx) + (ε2vxxy, u2svxxxyw2)
+ 2(ε2vxyyw
2, ∂x{ususxvxx}) + (ε2vxxy, ∂y{usxxusvxw2}). (123)
First, let us deal with (123.1), which produces the “main commutator” term.
Using (171):
|∇us| ≤ |∇uPs |+
√
ε, (124)
and so:
|(123.1)| .‖√εvxxy
√
εw‖‖εvxxxwy‖+
√
ε‖√εvxxy‖εvxxx‖
+
√
ε‖√εvxxy
√
εw‖εvxxx
√
εw‖
.|||q|||√εw|||q|||wy +
√
ε|||q|||21 +
√
ε|||q|||2√εw.
The term (123.2) produces a positive boundary contribution via integration
by parts in x:
(123.2) =
1
2
‖εusvxxyw‖2x=L − (ususxε2vxxy, vxxyw2)
&‖εusvxxyw‖2x=L − |||q|||2√εw
We estimate (123.3) directly:
|(123.3)| . ‖vxyy
√
εw‖‖εvxxx
√
εw‖ . |||q|||2√εw.
Finally, for (123.4), we distribute the ∂y:
|(123.4)| =|(ε2vxxy, usxxyusvxw2 + usxxusyvxw2 + usxxusvxyw2
+ usxxusvx2wwy)|
.‖√εvxxy
√
εw‖{‖√εvx
√
εw‖ + ‖vxy
√
εw‖}
We now have the lower order Rayleigh contributions. Here, the main mecha-
nism is the pointwise inequality, (124). We simply expand the product, integrate
by parts once, expand further the resulting expression, and estimate using this
pointwise inequality:
(∂xy{usyv}, εvxxyyusw2) =([usxyyv + usxyvy + usyyvx + usyvxy], εvxxyyusw2)
=− (εvxyyw2, ∂x{ususxyyv})− (εvxyyw2, ∂x{ususxyvy})
− (εvxxy, ∂y{usyyusvxw2})− (εvxxy, ∂y{usyusvxyw2})
=− (εusxusxyyvxyy, vw2)− (εususxxyyvxyy, vw2)
− (εususxyyvx, vxyyw2)− (εusxusxyvy, vxyyw2)
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− (εususxxyvxyy, vyw2)− (εususxyvxyy, vxyw2)
− (εususyyvxxy, vxw2)− (εususyyvxy, vxxyw2)
− (εusyyusyvxxy, vxw2)− (2εusyyusvx, vxxywwy)
− (εususyyvxxy, vxyw2)− (εususyvxxy, vxyyw2)
− (εu2syvxxy, vxyw2)− (2εususyvxxy, vxywwy)
.
√
ε|||q|||21 +
√
ε|||q|||2√εw.
Above, we have used that |wy | . |w|. We have the final lower-order Rayleigh
terms, for which a nearly identical argument to above is carried out:
(ε∂xx{usxv}, εvxxyyusw2) =(ε2[usxxxv + 2usxxvx + usxvxx], vxxyyusw2)
=− (ε2vxyy, ∂x{usxxxusv}w2)− (2ε2vxxy, ∂y{usxxvxusw2})
− (ε2vxyy, ∂x{usxusvxx}w2)
=− (ε2usxxxxusvxyy, vw2)− (ε2usxxxusvxyy, vxw2)
− (ε2usxxxusxvxyy, vw2)− (2ε2ususxxyvxxy, vxw2)
− (2ε2ususxxvxy, vxxy)− (4ε2ususxxvx, vxxywwy)
− (2ε2usxxusyvxxy, vxw2)− (ε2usxxusvxyy, vxxw2)
− (ε2usxusvxyy, vxxxw2)− (ε2u2sxvxyy, vxxw2)
.
√
ε|||q|||21 +
√
ε|||q|||2√εw.
Step 2: Estimate of ∆2ε Terms
This is done in (70).
Step 3: Estimate of J(v) Terms
|(J, εvxxyyusw2)| . o(1)LHS(121) + |||q|||2√εw (125)
Recalling the definition of J from (28), we expand
(−vsvyyy − εvsvyxx − εvsxvxy − vy∆εvs (126)
− vsxIx[vyyy] + Ix[vy]∆εvsx, εvxxyyusw2)
Straightforward estimates give:
|(126.2)| . ‖√εvyxx
√
εw‖‖εvxxyyusw‖ . |||q|||√εw × LHS(121),
|(126.3)| . √ε‖vxy
√
εw‖‖εvxxyyusw‖ .
√
ε|||q|||√εw × LHS(121),
which upon using Young’s inequality for products is clear acceptable to the
right-hand side of (125).
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We now turn to (126.1) for which we integrate by parts in x, and subse-
quently integrate by parts the middle term in y thanks to the boundary condi-
tion v|y=0 = vy|y=0 = 0:
(126.1) =(vsxvyyy, εvxyyusw
2) + (vsvxyyy, εvxyyusw
2) + (vsvyyy, εvxyyusxw
2)
=(vsxvyyy, εvxyyw
2)− 1
2
(vsyvxyy, εvxyyusw
2)− 1
2
(vsvxyy, εvxyyusyw
2)
− (vsvxyy, εvxyyuswwy) + (vsvyyy, εvxyyusxw2)
.|||q|||2√εw.
We next move to (126.4) for which we integrate by parts in x using that
v|x=0 = 0 and vx|x=L = 0:
(126.4) =(vxy∆εvs, εvxyyusw
2) + (vy∆εvsx, εvxyyusw
2) + (vy∆εvs, εvxyyusxw
2)
.‖∆εvs +∆εvsx‖∞|||q|||2√εw.
Next, we move to (126.5) for which we integrate by parts in x and use that
Ix[f ]|x=0 = 0 by definition:
(126.5) =(vsxxIx[vyyy], εvxyyusw
2) + (vsxvyyy, εvxyyusw
2)
+ (vsxIx[vyyy], εvxyyusxw
2)
.|||q|||2√εw.
Lastly, we move to (126.6), for which we again integrate by parts in x and
subsequently use the Poincare inequality in x, (75), to produce:
(126.6) =− (vy∆εvsx, εvxyyusw2)− (Ix[vy]∆εvsxx, εvxyyusw2)
− (Ix[vy]∆εvsx, εvxyyusxw2)
.‖∂jx∆εvs‖∞|||q|||2√εw.
This concludes the estimation of the J(v) terms.
To conclude the proof, we simply put the forcing term, |(F, εusvxxyyw2)| to
the right-hand side of the desired estimate.
Lemma 30 Let ζ > 0 be arbitrary. Let v be a solution to (62), and suppose
|∂kyw| . |w|. Then:
‖ε 32√usvxxx · w‖2x=0 + ‖{εvxxyy, ε
3
2 vxxxy, ε
2vxxxx} · w‖2 (127)
.
1
ζ
B¯(1) + B¯(w) +
(
ζ3 +
√
ε
)
|||q|||21 + |||q|||2√εw
+ |||q|||√εw|||q|||wy + |(F, ε2vxxxxw2)|,
where B¯ has been defined in (120).
Proof. We will compute the inner-product (Equation (62), ε2vxxxxw
2).
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Step 1: Estimate of Rayleigh Terms
The main estimate of this step is:
(−∂xR[q], ε2vxxxxw2) &‖√usε 32 vxxxw‖2x=0 − (B¯(w) + ζ−1B¯(1)) (128)
+ (ζ3 +
√
ε)|||q|||21 + |||q|||2√εw − o(1)LHS(127)
− |||q|||√εw|||q|||wy .
First, we will extract the positive terms:
(−ε∂x{usvxx}, ε2vxxxxw2) =(ε3usxxvxx, vxxxw2) + 3
2
‖ε 32
√
|usx|vxxxw‖2
+
1
2
‖√usε 32 vxxxw‖2x=0 (129)
&
1
2
‖√usε 32 vxxxw‖2x=0 − ‖εvxxx ·
√
εw‖2.
The lower order Rayleigh term is treated as follows, using the Poincare
inequality paired with vx|x=L = 0:
|(ε3∂x{usxxv}, vxxxxw2)| . ‖ε2vxxxx · w‖‖
√
εvx ·
√
εw‖
. L× LHS(127) + L|||q|||2√εw.
The next Rayleigh contributions are of the following form:
−(∂x{usvyy} · ε2vxxxxw2) = −(ε2[usxvyy + usvxyy], vxxxxw2). (130)
For the first term from (130), we integrate by parts in x with no boundary
contributions according to (62):
(130.1) =(ε2usxxvyy, vxxxw
2) + (ε2usxvxyy, vxxxw
2)
.‖εvxxx ·
√
εw‖‖vxyy
√
εw‖.
For the latter term, we require a localization. Recall the definition of (19)
and define:
χ≤ζ(y) := χ(
y
ζ
), χζ≤y≤1(y) := χ(y)− χ(
y
ζ
), χ≥1(y) := 1− χ(y).
We then decompose:
(130.2) = −(ε2usvxyy, vxxxxw2[χ≤ζ(y) + χζ≤y≤1(y) + χ≥1(y)]).
Using that us(0) = 0 and |∂yus| . 1 gives that |us| . y . ζ in the support
of χ≤ζ , and so we estimate with Young’s inequality for products:
|(ε2usvxyy, vxxxxw2χ≤ζ)| . ζ‖wχ≤ζ‖∞‖vxyy‖‖ε2vxxxx · w‖
≤ o(1) ‖ε2vxxxx · w‖2︸ ︷︷ ︸
O(LHS)
+Nζ3|||q|||21, (131)
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for some large number N . Both of these contributions are acceptable to the
right-hand side of (128).
Let now φ = χζ≤y≤1 or χy≥1. We integrate by parts the term in (130.2),
and use that vxxx|x=L = 0 to produce only boundary contributions at {x = 0}:
−(ε2usvxyy, vxxxxw2φ) =(ε2usvxxyy, vxxxw2φ) + (ε2usxvxyy, vxxxw2φ)
+ (ε2usvxyy, vxxxw
2φ)x=0. (132)
We estimate:
|(132.2)| . ‖vxyy
√
εw‖‖ε 32 vxxxw‖,
|(132.3)| . 1√
ζ
‖ε 32√usvxxx‖x=0‖us
√
εvxyy‖x=0
+ ‖ε 32√usvxxxw‖x=0‖us
√
εvxyyw‖x=0
≤ N
ζ
B¯(1)2 + o(1)LHS(127) +NB¯(w)2,
for a potentially large constant N . Above for (132.3), we have split into two
cases:
|(ε2usvxyy, vxxxw2χζ≤y≤1)x=0|
=|(ε2usvxyy, vxxxw2
√
us√
us
χζ≤y≤1)x=0|
≤ 1√
ζ
‖
√
ζ√
us
χζ≤y≤1‖∞‖ε
3
2
√
usvxxx‖x=0‖us
√
εvxyy‖x=0,
(133)
whereas in the φ = χ≥1 case, we use that us & 1. For the highest order term,
(132.1), we integrate by parts in y to get:
(132.1) =− (ε2usyvxxy, vxxxw2φ)− (ε2usvxxy, vxxxyw2φ)
− 2(ε2usvxxy, vxxxwwyφ)− (ε2usvxxy, vxxxw2φy).
First, we estimate the lower order terms:
|(132.1.1)| ≤ √ε‖uPsyw2‖∞‖
√
εvxxy‖‖εvxxx‖
+
√
ε‖uEsY ‖∞‖
√
εvxxy
√
εw‖‖εvxxx
√
εw‖,
|(132.1.3)| . ‖√εvxxy
√
εw‖‖εvxxxwy‖ . |||q|||√εw|||q|||wy ,
|(132.1.4)| . ‖us∂yφw2‖∞
√
ε‖√εvxxy‖‖εvxxx‖.
For (132.1.1), we split usy = u
P
sy +
√
εuEsY according to (171). We highlight
above that (132.2.3) is an acceptable term into the right-hand side of (128). For
the term (132.1.4), we use that the following quantity is bounded independent
of ζ:
‖us∂yφ‖∞ =‖us∂y{χζ≤y≤1 + χy≥1}‖∞
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=‖us∂y{χ(y)− χ(y
ζ
) + 1− χ(y)}‖∞
=‖ − us 1
ζ
χ′(
y
ζ
)‖∞ . 1.
The highest order term, (132.1.2), we integrate by parts in x to produce:
(132.1.2) =
1
2
(ε2usxvxxy, vxxyw
2φ)− 1
2
‖ε√usvxxyw
√
φ‖2x=L
.‖√εvxxy
√
εw‖2 + 1
ζ
B¯(1) + B¯(w).
This concludes the treatment of (132). Piecing together (132) and (131), we
complete the estimate of (130.2). Summarizing the above estimates:
|(130.2)| .ζ3|||q|||21 +
√
ε|||q|||21 + |||q|||2√εw +
1
ζ
B¯(1) + B¯(w)
+ |||q|||√εw|||q|||wy + o(1)LHS(127).
Above, we have performed a splitting identical to (133) to estimate the
boundary term. For the next Rayleigh contribution, we integrate by parts in x
and expand:
(∂x{usyyv}, ε2vxxxxw2) =− (ε2vxxxw2, usxxyyv)− (2ε2vxxxw2, usxyyvx) (134)
− (ε2vxxxw2, usyyvxx)− (ε2vxxxw2, usyyvx)x=0.
Upon using the decomposition (133) to write:
∂jxusyy = ∂
j
xu
P
syy + ε∂
j
xu
E
sY Y , (135)
we estimate:
|(134.{1, 2, 3})| ≤ √ε|||q|||21 + ε|||q|||2√εw.
Next, again using (135):
|(134.4)| .‖uPsyyw〈y〉‖∞‖ε
1
4 vx〈y〉−1‖x=0‖ε 32 vxxxw‖x=0ε1/4
+ ε‖ε 32 vxxxw‖x=0‖
√
εvx
√
εw‖x=0
.ε
1
4 |||q|||w||||v||||w + ε||||v||||w|||q|||1,
Step 2: ∆2ε Terms
This is done in (69).
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Step 3: J(v) Terms
|(J, ε2vxxxxw2)| . |||q|||2√εw + ε|||q|||21.
Recalling the definition of J from (28), we expand We expand:
(J, ε2vxxxxw
2)
= −(ε3vsxvxy, vxxxxw2)− (vsvyyy, ε2vxxxxw2)
− (ε3vsvxxy, vxxxxw2) + (ε2vy, vxxxx∆εvsw2)
− (vsxIx[vyyy], ε2vxxxxw2) + (∆εvsxIx[vy], ε2vxxxxw2). (136)
Next, we integrate by parts in x, and there are no boundary contributions
at x = 0 due to Ix[f ]|x=0 = 0 by definition:
(136.5) = −(vsxxIx[vyyy], ε2vxxxw2)− (vsxvyyy, ε2vxxxw2)
. ‖vyyy
√
εw‖‖εvxxx
√
εw‖ . |||q|||2√εw.
Similarly, an integration by parts in x produces:
(136.6) =− (∆εvsxxIx[vy] + ∆εvsxvy, ε2vxxxw2) . L‖vxy
√
εw‖‖εvxxx
√
εw‖.
For (136.1), we perform Young’s inequality for products:
|(136.1)| . √ε‖ε2vxxxx · w‖‖vxy ·
√
εw‖ . δ‖ε2vxxxxw‖2 +Nδε‖vxy
√
εw‖2.
We will now integrate by parts in x to produce:
(136.2) =(ε2vsxvyyy, vxxxw
2) + (ε2vsvxyyy, vxxxw
2).
The first term can be majorized by ‖vyyy√εw‖‖εvxxx√εw‖, which is clearly
admissible. For the latter term, we integrate by parts in y:
(136.2.2) =− (ε2vsyvxyy, vxxxw2)− (ε2vsvxyy, vxxxyw2)− 2(ε2vsvxyy, vxxxwwy).
The first and third are evidently majorized by ‖vxyy√εw‖‖εvxxx√εw‖ upon
using |wy | . |w|. The middle term can be majorized ‖vxyy√εw‖‖ε 32 vxxxyw‖
upon which we use Young’s inequality for products. This concludes the bound
for (136.2).
Next, for (136.3), an integration by parts first in x, using that vxx|x=0 =
vxxx|x=L = 0, and then in y for the highest order term produces:
(136.3) =(ε3vsxvxxy, vxxxw
2) + (ε3vsvxxxy, vxxxw
2)
=(ε3vsxvxxy, vxxxw
2)− 1
2
(ε3vsyvxxx, vxxxw
2)− (ε3vsvxxx, vxxxwwy)
.‖√εvxxy ·
√
εw‖2 + ‖εvxxx ·
√
εw‖2 . |||q|||2√εw.
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Finally, for (136.4), we again integrate by parts in x using that vy|x=0 =
vxxx|x=L = 0, and use that:
∆εvs = ∆εv
P
s + ε∆v
E
s , (137)
we estimate
(136.4) =− (ε2vxy,∆εvsvxxxw2)− (ε2vy ,∆εvsxvxxxw2)
.ε‖∆εvPs w2‖∞‖εvxxx‖‖vxy‖+
√
ε‖∆vEs ‖∞‖εvxxx
√
εw‖‖vxy
√
εw‖
.ε|||q|||21 +
√
ε|||q|||2√εw.
This concludes the treatment of J(v) terms.
To conclude the proof, we simply place |(F, ε2vxxxxw2)| to the right-hand
side of the desired estimate.
Lemma 31 Let v be a solution (62). Then the following estimate holds:
‖vyyyyw‖2 .RHS of Estimates (110), (90), (104), (127), (121)
+ oL(1)
[
‖{vsx · u0yy − u0∆εvsx}w‖
]
Proof. We use the equation (62) to write the identity:
vyyyy =− 2εvxxyy − ε2vxxxx − ∂y{u2s∂yq} − ε∂x{u2s∂xq}
+ vy∆εvs − u∆εvsx − vsx∆εu+ vs∆εvy.
(138)
We will place each term in L2(w). It is easy to see that all of the terms aside
from (138.6) and (138.7)[∂yy] are controlled by the left-hand sides of estimates
(110), (90), (104), (127), (121), whereas (138.6) and (138.7)[∂yy] are clearly
controlled by the u0 terms appearing in the desired estimate.
5 Solution to DNS and NS
The aim in this section is to bring together the estimates of the prior sec-
tions.Recall our ultimate aim is the nonlinear problem defined by (189) and
(193). Motivated by these, we define the problem of interest in this section:
− ∂xR[q] + ∆2εv + J(v) (139)
= −B(v0)(v¯0)− εN0N (u¯0, v¯0, v¯) + F(q)(u¯0, v¯0, v¯),
Lv0 = F(v)(v¯) +Q(u¯0, v¯0, v¯) +H+ F aR. (140)
Recall the definition of F(q) from (193). While ∂xFR, ∂xb(u)(a
ε), and the h-
dependent terms are pure forcing terms, H [aε] is linear. We thus take H [aε] =
H [aε][v¯, u¯0, v¯0].
We build the following linear combinations:
BX1 := (B(v0), qx + qxx + qyy
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+ ε−
3
8 ε2vxxxx + ε
− 38 ε−
1
8 εusvxxyy), (141)
BYw := (B(v0), {εqx + εqxx + εqyy + ε2vxxxx + εusvxxyy}w2
+ {ε2vxxxx + ε− 18 εusvxxyy}). (142)
The quantities NX1 ,NYw are defined as above, with εN0N (u¯0, v¯0, v¯) taking the
place of B(v0). Similarly, the quantities FX1 ,FYw are defined as above, with
F(q) taking the place of B(v0). As a notational point, we will sometimes need
to think of FX1 ,FYw as a bilinear term. In this case, we introduce the notation
FX1(F(q)(v¯, u¯0, v¯0), q) (and same with FYw , and FB below).
We also define the quantities:
BB := |(F(v)(v¯), q0)|+ ‖F(v)(v¯)w0‖2,
NB := |(Q(u¯0, v¯0, v¯) +H, q0)|+ ‖{Q(u¯0, v¯0, v¯) +H}w0‖2,
FB := |(F aR, q0)|+ ‖F aRw0‖2.
(143)
One sees from the specification of F aR in (189) that F
a
R is a pure forcing term.
The purpose of all of these definitions is:
Lemma 32 Let v be a solution to (139) and [u0, v0] a solution to (140), and
u ∈ X as in (21). Then the following estimates are valid:
‖v‖2X1 . BX1 +NX1 + FX1 ,
[u0, v0]2B . BB +NB + FB,
‖v‖2Yw0 . ‖v‖
2
X1 + BYw0 +NYw0 + Fw0 ,
(144)
Proof. The [u0, v0]B bound follows immediately from (40) upon selecting the
forcing according to the right-hand side of (140).
Next, we take the combination ε
1
8 (121) + (127) and (90) + (104) + (110) for
L << 1 and w = 1, which produces
||||v||||21 . ε
3
8 |||q|||21 + |(F, ε2vxxxx + ε−
1
8 εvxxyy)|,
|||q|||21 . oL(1)|||q|||21 + oL(1)||||v||||21 + |(F, qyy + qxx + qx)|.
From here, we conclude the X1 estimate.
Next, we take the combination ε
1
8 (121) + (127) and (90) + (104) + (110) for
L << 1 and w = w0, which produces
||||v||||2w . ε
3
8 |||q|||21 + |||q|||2√εw + |||q|||2wy
+ |(F, ε2vxxxxw2 + εvxxyyusw2 + ε− 18 εusvxxyy)|,
|||q|||2w . oL(1)||||v||||2w + oL(1)‖qxx‖2wy + |(F, [qxx + qyy + qx]w2)|
From here, using the inequality |w0y| . 1 +√ε|w0|, we conclude the Yw0 esti-
mate.
Our aim now is to estimate each of the quantities appearing on the right-
hand sides of (144). We do this in a sequence of lemmas.
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Lemma 33 Let u ∈ X as in (21). Let C(h) denote a constant that is O(‖h‖CM0 (ey))
for a large M0. Then for BX1 ,BYw0 defined as in (141), (142), the following
estimates are valid
|BX1 | ≤ o(1)‖v‖2X1 + Cε−
1
2 [u¯0, v¯0]2B, (145)
|BYw0 | ≤ o(1)‖v‖2Yw0 + [u¯
0, v¯0]2B. (146)
Proof. Recall the specification of B(v0)(v¯
0) given in (29). Recall also the
specification of the norms (21) and (38). The inequality (78) will be in constant
use throughout the proof of this lemma.
Step 1: qxx Multiplier
|(B(v0), qxxw2)| .
{
ε−1/2[u¯0, v¯0]2B + o(1)|||q|||2 if w = 1
ε−1[u¯0, v¯0]2B + o(1)|||q|||2w if w = w0
. (147)
Recall the specification of B(v0) given in (29). We compute
(v¯0yyyy, qxxw
2) =(v¯0yyyy, qxxw
2χ(y)) + (v¯0yyyy, qxxw
2{1− χ(y)}). (148)
For ease of notation, denote χC(y) := 1 − χ(y). For the localized quantity, we
estimate
(148.1) =(v¯0yyyy, qxw
2χ)|x=L − (v¯0yyyy, qxw2χ)x=0
=− (v¯0yyyy,
usx
us
qw2χ)|x=L − (v¯0yyyy, qxw2χ)x=0
.
√
L‖v¯0yyyyw0‖‖qxy‖+ ‖v¯0yyyyw0‖
(
‖qxχ‖1/2‖qxx‖1/2
)
.
√
L‖v¯0yyyyw0‖‖qxy‖+ ε−
1
4 ‖v¯0yyyyw0‖‖
qx
y
‖1/2‖√εqxx‖1/2
.ε−
1
4 [u¯0, v¯0]B|||q|||1,
where we have used q2x|x=0 = q2x|x=L + 2IL[qxqxx], and (21), (38), and (78).
For the far field quantity, we integrate by parts to produce
(148.2) =− (v¯0yyy, qxxyw2χC))− (v¯0yyy, qxx2wwyχC)
− (v¯0yyy, qxxw2(χC)′)
=− (v¯0yyy, qxyw2χC)x=0 + (v¯0yyy, qxyw2χC)x=L
− (v¯0yyy, qxx2wwyχC)− (v¯0yyy, qxxw2(χC))
=− (v¯0yyy, qxyw2χC)x=0 − (v¯0yyy, ∂y{
usx
us
q}w2χC)x=L
− (v¯0yyy, qxx2wwyχC)− (v¯0yyy, qxxw2(χC)′)
=− (v¯0yyy, qxyw2χC)x=0 − (v¯0yyy, ∂y{
usx
us
q}w2χC)x=L
− (v¯0yyy, qxx2wwyχC)− (v¯0yyy, qxw2(χC)′)x=L
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+ (v¯0yyy, qxw
2(χC)′)x=0
.‖v¯0yyyw0‖‖usqxyw‖x=0 +
√
L‖v¯0yyyw0‖‖qxyw‖
+ ‖v¯0yyyw0‖‖qxxwy‖+ ε−1/4‖v¯0yyyw0‖‖qxy‖1/2‖
√
εqxx‖1/2
.[u¯0, v¯0]B
(
ε−
1
2 |||q|||wy + ε−
1
4 |||q|||w
)
.
Above, we have used that | 1us |χC . 1u¯0pχ
C . 1. We have also used the same
estimates as in (148.1) for |(v¯0yyy, qxw2(χC)′)x=L − (v¯0yyy, qxw2(χC)′)x=0|.
We next compute
−2(∂y{ususxq¯0y}, qxxw2) =2(ususxq¯0y, qxxyw2) + 4(ususxq¯0y , qxxwwy)
=− 2(∂x{ususx}q¯0y, qxyw2) + 2(ususxq¯0y, qxyw2)x=L
− 2(ususxq¯0y , qxyw2)x=0 + 4(ususxq¯0y, qxxwwy)
=− 2(∂x{ususx}q¯0y, qxyw2)− 2(ususxq¯0y, ∂y{
usx
us
q}w2)x=L
− 2(ususxq¯0y , qxyw2)x=0 + 4(ususxq¯0y, qxxwwy)
.
√
L‖usq¯0yw0‖‖qxyw‖ + L‖
√
usq¯
0
yw0‖‖qxyw‖
+ ‖usq¯0y‖‖usqxyw‖x=0 +
√
L‖usq¯0y‖‖qxxwy‖
.[u¯0, v¯0]B
(
|||q|||w + ε−1/2|||q|||wy
)
We compute
(∂x{(x+ 1)vs}v¯0yyy − ∂x{(x+ 1)vsyy}v¯0y, qxxw2)
=− (∂x{(x+ 1)vs}v¯0yy − ∂x{(x+ 1)vsy}v¯0y, qxxyw2 + 2qxxwwy)
=(∂xx{(x+ 1)vs}v¯0yy − ∂xx{(x+ 1)vsy}v¯0y, qxyw2)− (∂x{(x+ 1)vs}v¯0yy
− ∂x{(x+ 1)vsy}v¯0y, qxyw2)x=L + (∂x{(x+ 1)vs}v¯0yy
− ∂x{(x+ 1)vsy}v¯0y, qxyw2)x=0 − (∂x{(x+ 1)vs}v¯0yy − ∂x{(x+ 1)vsy}v¯0y, 2qxxwwy).
(149)
Above, we have used the identity
∂x{(x+ 1)vs}v¯0yyy − ∂x{(x+ 1)vsyy}v¯0y = ∂y{∂x{(x+ 1)vs}v¯0yy − ∂x{(x+ 1)vsy}v¯0y}.
We estimate the first term in the w = 1 case:
|(149.1)| ≤‖(x+ 1)vsxx + 2vsx‖∞‖v¯0yy‖qxy‖+ ‖(x+ 1)usxxx + 2usxx‖∞‖v¯0y‖‖qxy‖
.[u¯0, v¯0]B |||q|||1
We next expand
(149.2) =(∂x{(x+ 1)vs}v¯0yy − ∂x{(x+ 1)vsy}v¯0y, ∂y{
usx
us
q}w2)x=L
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=(∂x{(x+ 1)vs}v¯0yy − ∂x{(x+ 1)vsy}v¯0y, ∂y{
usx
us
}qw2)x=L
+ (∂x{(x+ 1)vs}v¯0yy − ∂x{(x+ 1)vsy}v¯0y,
usx
us
qyw
2)x=L
Thus, in the w = 1 case, we estimate
‖(x+ 1)vsx + vs‖∞‖y∂y{usx
us
}+ usx
us
‖∞‖v¯0yy‖‖qxy‖
√
L
+ ‖(x+ 1)usxx + usx‖∞‖y∂y{usx
us
}+ usx
us
‖∞‖v¯0y‖‖qxy‖
√
L
.[u¯0, v¯0]B |||q|||.
We next continue with w = 1 to estimate
|(149.3)| .‖ (x+ 1)vsx + vs
us
‖∞‖v¯0yy‖‖usqxy‖x=0 + ‖
vsy + (x + 1)vsxy
us
‖∞‖v¯0y‖‖usqxy‖x=0
.[u¯0, v¯0]B |||q|||1
This concludes the w = 1 case, and we move on to the w = w0 case. We
first record using (6), the following estimate
‖∂kxvsw0‖∞ . ‖∂kx{v0p + v1e}〈y〉〈Y 〉m‖∞ +O(1) . ε−
1
2 . (150)
We begin with the following, using (150):
|(149.1)| .‖∂xx{(x+ 1)vs}w0‖∞‖v¯0yy‖‖qxyw0‖+ ‖∂xx{(x+ 1)vsy}w0‖∞‖v¯0y‖‖qxyw‖
.ε−1/2‖v¯0yy‖qxyw0‖+ ‖v¯0y‖‖qxyw‖
.ε−1/2[u¯0, v¯0]B |||q|||w.
We move to the (149.2) for which
|(149.2)| .‖(x+ 1)vsx + vs‖∞‖w0y∂y{usx
us
}+ wusx
us
‖∞‖v¯0yy‖‖qxyw0‖
√
L
+ ‖(x+ 1)usxx + usx‖∞‖w0y∂y{usx
us
}+ w0 usx
us
‖∞‖v¯0y‖‖qxy‖
√
L
.
√
L[u¯0, v¯0]B|||q|||w
Next, again recalling (150),
|(149.3)| .‖∂x{(x+ 1)vs}
us
w0‖∞‖v¯0yy‖‖usqxyw0‖x=0
+ ‖∂x{(x+ 1)vsy}
us
w0‖∞‖v¯0y‖‖usqxyw0‖x=0
.ε−1/2[u¯0, v¯0]B|||q|||w0 .
Last, again using (150),
|(149.4)| .ε−1/2‖∂x{(x+ 1)vs}wy‖∞‖v¯0yy‖
√
εqxxw‖
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+ ε−1/2‖∂x{(x+ 1)vsy}wy‖∞‖v¯0y‖‖
√
εqxxw‖
.ε−1/2[u¯0, v¯0]B|||q|||w .
Finally, upon using again (150),
|(εv¯0y∂x{(x+ 1)vsxx}, qxxw2)| .
√
L‖v¯0y‖‖
√
εqxxw‖
.
√
L[u¯0, v¯0]B|||q|||w.
This concludes the B(v0) terms for this multiplier.
Step 2: qyy Multiplier
|(B(v0), qyyw2)| . o(1)|||q|||2w,1 +
√
L[u¯0, v¯0]2B . (151)
Recall again the specification of B(v0) given in (29). We begin with
|(v¯0yyyy, qyyw2)| ≤
√
L‖v¯0yyyyw‖‖qyyw‖.
Second,
− 2(∂y{ususxq¯0y}, qyyw2)
=− 2(∂y{ususx}q¯0y, qyyw2)− 2(ususxq¯0yy, qyyw2)
.L‖usq¯0y‖‖qyyw‖ + L‖usq¯0yy‖‖qyyw‖
.[u¯0, v¯0]|||q|||w.
Next,
|(∂x{(x+ 1)vs}v¯0yyy − ∂x{(x+ 1)vsyy}v¯0y, qyyw2)|
.
√
L[‖v¯0yyyw0‖+ ‖v¯0y‖]‖qyyw‖
.
√
L[u¯0, v¯0]B|||q|||w , (152)
Finally,
|(ε∂x{(x+ 1)vsxx}v¯0y, qyyw2)| .
√
L
√
ε‖v¯0y‖‖qyyw‖,
using the bound
‖εy{vsxxxx+ vsxx}‖ .
√
ε.
Step 3: qx Multiplier
|(B(v0), qxw2)| .L2‖qxxwy‖2
+ oL(1)|||q|||2w + oL(1)
{
[u¯0, v¯0]2B if w = 1,
ε−1[u¯0, v¯0]2B if w = w0
. (153)
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Recall again the specification of B(v0) given in (29). We begin with (letting
w be either w0 or 1 for this calculation)
|(v¯0yyyy, qxw2)| =| − (v¯0yyy, qxyw2)− 2(v¯0yyy, qxwwy)|
.
√
L‖v¯0yyyw0‖‖qxyw‖ +
√
L‖v¯0yyyw‖{
√
L‖√εqxxw‖ + ‖qx
y
w‖},
where we have used that |wy| . √ε|w|+ 1, which is true for both choices of w.
Next,
(∂x{(x+ 1)vs}v¯0yyy − ∂x{(x+ 1)vsyy}v¯0y, qxw2)
=(∂x{(x+ 1)vsy}v¯0y − ∂x{(x+ 1)vs}v¯0yy, qxyw2 + 2qxwwy) (154)
We must now distinguish the weights for w = 1 and w = w0. In the case w = 1,
we majorize the above quantity by
|(154)| .
(
‖vsy + (x+ 1)vsxy‖∞‖v¯0y‖+ ‖vs + (x+ 1)vsx‖∞‖v¯0yy‖
)
‖qxy‖
.[u¯0, v¯0]B |||q|||.
In the case of w = w0,
|(154)| .[‖{(x+ 1)vsxy + vsy}wy‖∞‖v¯0y‖+ ‖{vs + (x+ 1)vsx}wy‖∞‖v¯0yy‖]
× [‖qxyw‖ + ε−1/2L‖
√
εqxxw‖]
.ε−1/2L[u¯0, v¯0]B|||q|||w
Next,
(∂y{ususxq¯0y}, qxw2) =− (ususxq¯0y, qxyw2)− (ususxq¯0y , qx2wwy).
We again distinguish between the case of w = 1 and w = w0. In the w = 1 case,
we estimate by
√
L‖q¯0yus‖‖qxy‖ .
√
L[u¯0, v¯0]B|||q|||1.
whereas in the w = w0 case, we majorize by
√
L‖q¯0yus‖‖qxyw‖ +
√
L‖usq¯0y‖{L‖
√
εqxxw‖ + ‖ qx〈y〉w‖}
.(
√
L+ L3/2 +
√
L)[u¯0, v¯0]|||q|||w
We move to the final term. In the case w = 1,
|(εv¯0y∂x{(x+ 1)vsxx}, qx)| .
√
ε‖q¯xy‖‖v0y‖ .
√
ε[u¯0, v¯0]B|||q|||1
upon using that |√εy∂x{(x+ 1)vsxx}| . 1. In the case w = w0,
|(εv¯0y∂x{(x+ 1)vsxx}, qx)| . ‖
qx
y
w‖‖v¯0y‖ . [u¯0, v¯0]B|||q|||w .
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upon using that |εyw0∂x{(x+1)vsxx}| . 1. For these profile estimates, we have
used (265).
Step 4: εvxxyyus Multiplier
|(B(v0), εusvxxyyw2)| ≤ C
√
ε[u¯0, v¯0]2B + o(1)
√
ε|||q|||2√εw. (155)
Recall again the specification of B(v0) given in (29). We compute
(v¯0yyyy, εusvxxyyw
2)
=− (v¯0yyyy, εusxvxyyw2)− (v¯0yyyy, εusvxyyw2)x=0
≤
√
L
√
ε‖v¯0yyyyw‖‖vxyy
√
εw‖+√ε‖v¯0yyyyw‖‖usvxyy
√
εw‖x=0
.
√
L
√
ε[u¯0, v¯0]B|||q|||√εw +
√
ε[u¯0, v¯0]B||||v||||w
Next,
(∂x{(x+ 1)vs}v¯0yyy − ∂x{(x+ 1)vsyy}v¯0y, εusvxxyyw2)
=− (∂x{(x+ 1)vs}v¯0yyy − ∂x{(x+ 1)vsyy}v¯0y, εusvxyyw2)x=0
− (∂x{(x+ 1)vs}v¯0yyy − ∂x{(x+ 1)vsyy}v¯0y, εusxvxyyw2)
− (∂xx{(x+ 1)vs}v¯0yyy − ∂xx{(x+ 1)vsyy}v¯0y, εusvxyyw2). (156)
First,
|(156.1)| .(√ε‖√usv¯0yyyw0‖+
√
ε‖v¯0y‖)‖
√
εusvxyyw‖x=0
.
√
ε[u¯0, v¯0]B||||v||||w +
√
ε[u¯0, v¯0]B||||v||||w .
Next,
|(156.2)|+ |(156.3)| .
√
L
√
ε(‖usv¯0yyyw0‖+ ‖v¯0y‖)‖vxyy
√
εw‖
(−2∂y{ususxq¯0y}, εusvxxyyw2)
=(2∂y{ususxq¯0y}, εusxvxyyw2) + (2∂y{(ususx)xq¯0y}, εusvxyyw2)
+ 2(∂y{ususxq¯0y}, εusvxyyw2)x=0
=(2∂y{ususx}q¯0y, εusxvxyyw2) + (2ususxq¯0yy, εusxvxyyw2)
+ (2{(ususx)xyq¯0y , εusvxyyw2) + (2(ususx)xq¯0yy, εusvxyyw2)
+ 2(∂y{ususx}q¯0y, εusvxyyw2)x=0 + 2(ususxq¯0yy, εusvxyyw2)x=0 (157)
We begin with the first two terms. Since usx decays at y =∞,
|(157.1)| . √ε
√
L‖usq¯0y‖‖vxyy
√
εw‖,
|(157.2)| . √ε
√
L‖√usq¯0yy‖‖vxyy
√
εw‖,
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Next, we estimate the third and fourth terms
|(157.3)|+ |(157.4)| . √ε
√
L(‖usq¯0y‖+ ‖usq¯0yy‖)‖vxyy
√
εw‖,
The last two terms follow very similarly from the first two, yielding
|(157.5)| . √ε‖usq¯0y‖‖
√
εusvxyyw‖x=0,
|(157.6)| . √ε‖√usq¯0yy‖‖
√
εusvxyyw‖x=0
We finally move to
(ε∂x{(x+ 1)vsxx}v¯0y, εusvxxyyw2)
=− (ε∂xx{(x+ 1)vsxx}v¯0y, εusvxyyw2)− (ε∂x{(x+ 1)vsxx}v¯0y, εusxvxyyw2)
− (ε∂x{(x+ 1)vsxx}v¯0y, εusvxyyw2)x=0
.ε
√
L‖v¯0y‖‖
√
εusvxyyw‖x=0 +
√
Lε‖v¯0y‖‖
√
εvxyyw‖
+ ε‖v¯0y‖‖
√
εusvxyyw‖x=0
Step 5: ε2vxxxx Multiplier
|(B(v0), ε2vxxxxw2)| ≤ Cε[u¯0, v¯0]2B + ε|||q|||2√εw. (158)
This follows in the same manner is the previous multiplier. Putting together
estimates (147), (151), (153), (155), (158) according to the linear combinations
in (141) and (142) gives the desired bound and completes the proof of the lemma.
Lemma 34 Let u ∈ X as in (21). For BB defined as in (143), the following
estimates are valid
|BB| . ε‖v¯‖2Yw0 + ε
1
2+
3−
16 ‖v¯‖2X1 (159)
Proof. We estimate each term in F(v)(v¯) which we write here for convenience:
F(v) := −2εususxq¯x|x=0 − 2εv¯xyy|x=0 − ε2v¯xxx|x=0 + εvsv¯xy|x=0. (160)
Starting with the higher order terms,
‖ε2v¯xxxw‖x=0 ≤‖ε2v¯xxxw{1 − χ}‖x=0 + ‖ε2v¯xxxwχ‖x=0
≤√ε‖ε 32usv¯xxxw‖x=0 + ε 12 ‖εv¯xxx‖ 12 ‖ε2v¯xxxx‖ 12
.
√
ε‖v¯‖Yw + ε
1
2+
3
32 ‖v¯‖X1 .
The identical argument is performed for (160.2).
For the fourth term, we expand v¯xy|x=0 = usq¯xy|x=0 + usy q¯x|x=0, perform a
Hardy type inequality for the q¯x term, and use (83) to obtain
‖εvsv¯xyw‖x=0 ≤‖εvsusq¯xyw‖x=0 + ‖εvsusy q¯xw‖x=0
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≤√ε‖v¯‖Yw + ε‖vsusyq¯xχ‖x=0
≤√ε‖v¯‖Yw + ε
3
4 ‖ε 14 q¯x〈y〉‖x=0
≤√ε‖v¯‖Yw + ε
3
4 ‖v¯‖X1 .
To estimate the first term from (160), we split into Euler and Prandtl:
‖εususxq¯xw‖x=0 ≤‖εusuPsxq¯xw‖x=0 + ε
3
2 ‖usuEsxq¯xw‖x=0
≤‖uPsxw〈y〉‖∞ε‖
q¯x
〈y〉‖x=0 +
√
ε[‖√εq¯x
√
εw‖ + ‖√εq¯xx
√
εw‖]
.ε
3
4 ‖v¯‖X1 +
√
ε‖v¯‖Yw .
We have thus established:
‖F(v)w0‖ .
√
ε‖v¯‖Yw0 + ε
1
2+
3
32 ‖v¯‖X1 .
This concludes the proof.
Lemma 35 Let u ∈ X as in (21). The following estimates are valid
|NX1 | . εN0−1[u¯0, v¯0]B‖v¯‖X1‖v‖X1 + εN0−
3
4 ‖v¯‖X1‖v¯‖X1‖v‖X1 , (161)
+ εN0−1[u¯0, v¯0]2B‖v‖X1 ,
|NYw | . εN0−1[u¯0, v¯0]B‖v¯‖Yw‖v‖Yw + εN0−
3
4 ‖v¯‖X1‖v¯‖Yw‖v‖Yw (162)
+ εN0−1[u¯0, v¯0]2B‖v‖X1 ,
|NB| . εN0−1[u¯0, v¯0]4 + C(h, aε2) + εN0−1‖v¯‖2Yw . (163)
Proof. Proof of (161) - (162): We begin with the immediate estimates:
|NX1 | . ε−
1
2 ‖N‖‖v‖X1 |NYw | . ‖Nw‖‖v‖Yw .
First, recall the specification of N = Q11 + Q12 + Q22 given in (193). We
now establish the following bound:
‖N · w‖ . {ε−1/2[u¯0, v¯0]B + ε− 14 ‖v¯‖X1}|||q¯|||w.
To establish this, we go term by term through Q11:
‖v¯y∆εv¯w‖ ≤ ‖v¯y‖∞‖∆εv¯w‖
‖Ix[v¯y]∆εv¯xw‖ ≤ ‖v¯y‖∞‖∆εv¯xw‖
‖v¯xIx[v¯yyy]w‖ ≤ ε− 14 ‖ε 14 v¯x‖L2xL∞y ‖v¯yyyw‖
‖v¯v¯yyyw‖ ≤ ε− 14 ‖ε 14 v¯‖L2xL∞y ‖v¯yyyw‖
‖εv¯xv¯xyw‖ ≤
√
ε‖√εv¯x‖∞‖v¯xyw‖
‖v¯∆εv¯yw‖ ≤ ε− 14 ‖ε 14 v¯‖∞‖∆εv¯yw‖
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‖u¯0∆εv¯xw‖ ≤ |u¯0|∞‖∆εv¯xw‖ . [u¯0, v¯0]B|||q¯|||w,
‖u¯0yyv¯xw‖ ≤ ‖u¯0yy〈y〉‖L∞x L2y‖v¯x〈y〉−1w‖L2xL∞y . [u¯0, v¯0]B|||q¯|||w.
Above, we have used the following interpolation:
‖v¯x〈y〉− 12w‖L2xL∞y ≤‖v¯x〈y〉−1w‖
1
2 ‖v¯xyw‖ 12 ,
and the weighted Hardy’s inequality, (88). The result follows upon remarking
the following basic fact. For any function g(x, y) such that gx=0 OR x=L = 0 and
g|y=∞ = 0: |g|2 ≤ ‖gx‖‖gy‖ + ‖g‖‖gxy‖. This immediately gives: ‖ε 14 v‖∞ +
‖v〈y〉−1/2‖∞ + ‖∇εv‖∞ . |||q|||1. A basic interpolation also gives ‖ε 14 v¯x‖L∞y ≤
‖√εvx‖
1
2
L2y
‖vxy‖
1
2
L2y
.
We treat now the quantity ‖Q12w‖
‖vyv0yyw‖ ≤ ‖vxyw‖‖v0yy‖∞ . [u0, v0]B|||q|||w ,
‖v0y∆εvw‖ ≤ ‖v0y‖∞‖∆εvw‖ . [u0, v0]B|||q|||w ,
‖xv0∆εvxw‖ . ‖v0‖∞‖∆εvxw‖ . ε− 12 [u0, v0]B|||q|||w
‖xvxv0yyw‖ . ε−1/2‖
√
εvxxw‖‖v0yy‖∞ . ε−1/2[u0, v0]B|||q|||w ,
‖vv0yyyw‖ ≤ ε−
1
4 ‖ε 14 v‖L2xL∞y ‖v0yyyw‖ . ε−
1
4 [u0, v0]B|||q|||w,
‖v0∆εvyw‖ ≤ ‖v0‖∞‖∆εvyw‖ . ε− 12 [u0, v0]B|||q|||w.
To conclude, we note that the Q22 terms have already been treated in Lem-
mas 10 and 11.
Proof of (163) Recall the specification of Q from (35). We begin with the
multiplier of q0. First,
εN0(v0v0yyy − v0yv0yy, q0) =εN0(usq0∂yyy{usq0} − ∂y{usq0}∂yy{usq0}, q0)
=εN0(u2sq
0q0yyy − u2sq0yq0yy, q0) + J2.
Here,
J2 :=εN0(usq0[usyyyq0 + 3usyyq0y + 3usyq0yy]
− usyq0[usyyq0 + 2usyq0y + usq0yyy]− usq0y[usyyq0 + 2usyq0y ], q0)
Thus, J2 contains harmless commutator terms which are easily seen to be size
εN0 [[[q0]]][[q0]]2 upon using (42), (45), and the rapid decay of ∂kyus (k ≥ 1)
which is present in each term above. We estimate
εN0 |(u2sq0q0yyy, q0)| .εN0 [[q0]]2(u2s|q0yyy|, 〈y〉)|
.εN0−(
1
2+)(q0yyy〈y〉Y
1+
2 , 〈y〉− 1+2 )[[q0]]2
.εN0−(
1
2+)‖q0yyy〈y〉Y
1+
2 ‖[[q0]]2
.εN0−(
1
2+)[[[q0]]][[q0]]2.
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Next, recalling (49)
εN0 |(u2sq0yq0yy, q0)| .εN0‖q0‖∞‖
√
usq
0
y‖‖usq0yy‖
.εN0−
1
2Cσ,λ[[q
0]]3.
The next nonlinear terms are
εN0+1(u0vxx|x=0 + v0vxy|x=0, q0)
.εN0+1‖u0‖∞‖vxx|x=0〈y〉‖‖q0y‖+ εN0+1‖v0‖∞‖vxy|x=0w‖‖q0y‖
.εN0+1[u0, v0]2B‖aε2〈y〉‖+ εN0+
1
4 (
√
ε‖v0‖∞)‖vxyw‖ 12 ‖
√
εvxxyw‖ 12 ‖q0y‖
.εN0+1[u0, v0]2B‖aε2〈y〉‖+ εN0−
1
4 [u0, v0]2B‖v‖Yw .
To conclude, we treat the contribution of the h terms:
|(εN0{hv0yy − v0hyy}, q0)|
.εN0‖h〈y〉‖∞‖v0yy‖‖q0y‖+ εN0‖hyyy2‖∞‖v0y‖‖q0y‖
.εN0{‖h〈y〉‖∞ + ‖hyyy2‖∞}[u0, v0]2B.
Next,
|(H, q0)| .[[q0]]‖H〈y〉1/2‖1
.‖{h′′′ − vsh′′ − h∆εus}〈y〉1/2‖1[u0, v0]2B .
We now move to the contribution of ‖Qw0‖. We estimate the first term
directly upon using (49):
‖εN0v0v0yyyw0‖ ≤εN0−
1
2 ‖√εv0‖∞‖v0yyyw‖ . εN0−
1
2 [u0, v0]2B.
For the second nonlinearity, we have
‖εN0∂y{usq0}∂yy{usq0}w0‖
=‖εN0
(
ususyyq
0q0y + 2ususy|q0y|2 + u2sq0yq0yy + usyusyy|q0|2
+ 2u2syq
0q0y + ususyq
0q0yy
)
w0‖
≤εN0‖{ususyyq0q0y + 2ususy|q0y|2 + u2sq0yq0yy + usyusyy|q0|2
+ 2u2syq
0q0y + ususyq
0q0yy}w‖
.εN0−1[u0, v0]2B.
Above, we have used
‖u2sq0yq0yyw‖ .‖q0y〈y〉‖∞‖q0yy
w
〈y〉‖ . ε
−1‖ε〈y〉q0y‖∞[u0, v0]B . ε−1[u0, v0]2B.
We next move to
‖εN0+1u0vxx|x=0w0‖+ εN0+1‖v0vxy|x=0w0‖
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.εN0+1
(
‖u0‖∞‖vxx|x=0w‖+ ‖v0‖∞‖vxyw‖x=0
)
.εN0+1[u0, v0]2B‖aε2w‖+ εN0+
1
4 ‖√εv0‖∞‖vxyw‖ 12 ‖
√
εvxxyw‖ 12
.εN0+1[u0, v0]2B‖aε2w‖+ εN0−
1
4 [u0, v0]2B‖v‖Yw .
To conclude, we estimate the contributions of h, starting with
‖εN0{hv0yy − v0hyy}w0‖ .εN0‖hw‖∞‖v0yy‖+ εN0‖
v0
y
‖∞‖hyyyw‖2
.εN0 [[q0]][[[q0]]]C(h) . εN0 [u0, v0]4B + C(h).
We next move to the H terms:
‖Hw0‖ ≤‖[−h′′′ + vsh′′ − h∆εvs]w‖ ≤ C(h).
The remaining terms from the right-hand sides of (144) are the F terms, for
which we estimate
Lemma 36 Let u ∈ X as in (21). Assume (15) and h ∈ C∞(ey) as in (14).
Let n > 1 + 2N0 in Theorem 59. Then the forcing terms satisfy
ε
1
2 |FX1 |+ |FB|+ ε
1
2 |FYw0 | ≤ o(1) + o(1)‖u‖2X + o(1)‖u¯‖2X . (164)
Proof. Recalling the definition of F(q), F
a
R from (189), (193):
F(q) = ∂xFR + ∂xb(u)(a
ε) +H [aε](v¯, u¯0, v¯0) + {vsxhyy − h∆εvsx},
F aR = FR|x=0 + b(u)(aε).
Examining the definition of FX1 ,FYw0 ,FB, we may estimate
ε
1
2
(
FX1(∂xFR, q) + FYw0 (∂xFR, q)
)
.ε
1
2 ‖ 1√
ε
∂xFRw0‖[‖v‖Yw0 + ‖v‖X1 ]
.o(1) + o(1)‖u‖2X ,
upon recalling (266). Next,
FB(FR|x=0, q) ≤|(FR, q0)|+ ‖FRw0‖2
.‖FRw0‖‖q0y‖+ ‖FRw0‖2
≤o(1) + o(1)[u0, v0]2B
≤o(1) + o(1)‖u‖2X .
Repeating the above estimates for the ∂xb(u)(a
ε), b(u)(a
ε) terms, we obtain
that these contributions to (164) are bounded by
C‖ 1√
ε
∂xb(u)(a
ε)‖2 + ‖b(u)(aε)w0‖2 + o(1)‖u‖2X . o(1) + o(1)‖u‖2X ,
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upon invoking assumption (15) and consulting the definitions (191).
A similar computation, consulting the definition of H [aε](u¯0, v¯0, v¯) given in
(193), produces a bound
‖H [aε](u¯0, v¯0, v¯)w0√
ε
‖ ≤o(1) + o(1)
(
[u¯0, v¯0]B + ‖v¯‖X1 + ‖v¯‖Yw0
)
,
upon invoking again assumption (15). A similar estimate holds for the h terms
in F(q) using (14). This thus concludes the proof of (164).
We are now ready to insert all of these estimates into (144), which gives the
following
Proposition 37 For σ << 1 then L << 1, solutions to (139), (140) satisfy
the following set of estimates:
‖v‖2X1 . o(1)‖v‖2X1 + ε−
1
2 [u¯0, v¯0]2B
+ εN0−1
(
‖v¯‖4X1 + [u¯0, v¯0]4B
)
+ C(h) + FX1
[u0, v0]2B . ε‖v¯‖2Yw0 + ε
1
2+
3−
16 ‖v¯‖2X1
+ εN0−1[u¯0, v¯0]4B + C(h, a
ε
2) + FB
‖v‖2Yw0 . ‖v‖
2
X1 + [u¯
0, v¯0]2B
+ εN0−1
(
‖v¯‖4X1 + ‖v¯‖4Yw0 + [u¯
0, v¯0]4B
)
+ C(h) + FYw0 .
(165)
Above, C(h) = O(‖h‖CM0(ey)) for a large M0.
From here, we may immediately prove the main result:
Proof of Theorem 1. We apply a standard contraction mapping theorem
to the map Ψ which sends [v¯, u¯0, v¯0] to [v, u0, v0] via the equations (139) ,
(140). Such a map is well-defined according to Proposition 4 and Proposition
17. The estimates (165) together with the forcing estimates in (164) produce
the following inequality
‖u‖2X ≤ o(1)‖u‖2X + ‖u¯‖2X + ‖u¯‖4X + o(1). (166)
By repeating the above analysis for differences u1 − u2, and u¯1 − u¯2, (166)
shows that Ψ is a contraction map, and thus has a fixed point. Clearly, from
(139) and (140), such a fixed point solves the nonlinear equations (189) and
(193). The homogenization procedure to derive these two systems (see Subsec-
tion A.4) ensures that this is equivalent to solving:
∂xLHS Equation (12) = ∂xRHS Equation (12), and
LHS Equation (12)|x=0 = RHS Equation (12)|x=0.
Thus, such a fixed point solves (12) itself.
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Appendix
A Derivation of Equations
We will assume the expansions:
Uε = u˜ns + ε
N0u, V ε = v˜ns + ε
N0v, P ε = P˜ns + ε
N0P. (167)
We will denote the partial expansions:
uis =
i∑
j=0
√
ε
j
uje +
i−1∑
j=0
√
ε
j
ujp, u˜
i
s = u
i
s +
√
ε
i
uip, (168)
vis =
i∑
j=1
√
ε
j−1
vje +
i−1∑
j=0
√
ε
j
vjp, v˜
i
s = v
i
s +
√
ε
i
vip, (169)
P is =
i∑
j=0
√
ε
j
P je , P˜
i
s = P
i
s +
√
ε
i
{
P ip +
√
εP i,ap
}
. (170)
We will also define uE,is =
∑i
j=0
√
ε
j
uje to be the “Euler” components of the
partial sum. Similar notation will be used for uP,is , v
E,i
s , v
P,i
s . The following will
also be convenient:
uEs :=
n∑
i=0
√
ε
i
uie, v
E
s :=
n∑
i=1
√
ε
i−1
vie,
uPs :=
n∑
i=0
√
ε
i
uip, v
P
s :=
n∑
i=0
√
ε
i
vip,
us = u
P
s + u
E
s , vs = v
P
s + v
E
s .
(171)
The P i,ap terms are “auxiliary Pressures” in the same sense as those introduced in
[GN14] and [Iy15] and are for convenience. We will also introduce the notation:
u¯ip := u
i
p − uip|y=0, v¯ip := vip − vip(x, 0), v¯ie = vie − vie|Y=0. (172)
A.1 i = 0
We first record the properties of the leading order (i = 0) layers. For the outer
Euler flow, we will take a shear flow, [u0e(Y ), 0, 0]. The derivatives of u
0
e decay
rapidly in Y and that is bounded below, |u0e| & 1.
For the leading order Prandtl boundary layer, the equations are:
u¯0pu
0
px + v¯
0
pu
0
py − u0pyy + P 0px = 0,
u0px + v
0
py = 0, P
0
py = 0, u
0
p|x=0 = U0P , u0p|y=0 = −u0e|Y=0.
}
(173)
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It is convenient to state results in terms of the quantity u¯0p, whose initial
data is simply U¯0P := u
0
e(0) + U
0
P . Our starting point is the following result of
Oleinik in [OS99], P. 21, Theorem 2.1.1:
Theorem 38 (Oleinik) Assume boundary data is prescribed satisfying U0P ∈
C∞ and exponentially decaying |∂jy{U¯0P − u0e(0)}| for j ≥ 0 satisfying:
U¯0P > 0 for y > 0, ∂yU¯
0
P (0) > 0, ∂
2
yU¯
0
P ∼ y2 near y = 0 (174)
Then for some L > 0, there exists a solution, [u¯0p, v¯
0
p] to (173) satisfying, for
some y0,m0 > 0,
sup
x∈(0,L)
sup
y∈(0,y0)
|u¯0p, v¯0p, ∂yu¯0p, ∂yyu¯0p, ∂xu¯0p| . 1, (175)
sup
x∈(0,L)
sup
y∈(0,y0)
∂yu¯
0
p > m0 > 0. (176)
By evaluating the system (173) and ∂y of (173) at {y = 0} we conclude:
u¯0pyy|y=0 = u¯0pyyy|y=0 = 0.
A.2 1 ≤ i ≤ n− 1
We now list the equations to be satisfied by the i’th layers, starting with the
i’th Euler layer:
u0e∂xu
i
e + ∂Y u
0
ev
i
e + ∂xP
i
e =: f
i
E,1,
u0e∂xv
i
e + ∂Y P
i
e =: f
i
E,2,
∂xu
i
e + ∂Y v
i
e = 0,
vie|Y=0 = −v0p|y=0, vie|x=0,L = V iE,{0,L} uie|x=0 = U iE.


(177)
For the i’th Prandtl layer:
u¯∂xu
i
p + u
i
p∂xu¯+ ∂yu¯[v
i
p − vip|y=0] + v¯∂yuip + ∂xP ip − ∂yyuip := f (i),
∂xu
i
p + ∂yv
i
p = 0, ∂yP
i
p = 0
uip|y=0 = −uie|y=0, [uip, vip]y→∞ = 0, vip|x=0 = prescribed initial data.


(178)
The relevant definitions of the above forcing terms are given below. Note
that as a matter of convention, summations that end with a negative number
are empty sums.
Definition 39 (Forcing Terms)
− f iE,1 := ui−1ex
i−2∑
j=1
√
ε
j−1{uje + ujp(x,∞) + ui−1e
i−2∑
j=1
√
ε
j−1
ujex
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+
√
ε
i−2
[{ui−1e + ui−1p (x,∞)}ui−1ex + vi−1e ui−1eY ]
+ ui−1eY
i−2∑
j=1
√
ε
j−1
vje + v
i−1
e
i−2∑
j=1
√
ε
j−1
ujeY −
√
ε∆ui−1e − gu,iext,e
− f iE,2 := vi−1eY
i−2∑
j=1
√
ε
j−1
vje + v
i−1
e
i−2∑
j=1
√
ε
j−1
vjeY +
√
ε
i−2
[vi−1e v
i−1
eY + u
i−1
e v
i−1
ex ]
+ {ui−1e + ui−1p (x,∞)}
i−2∑
j=1
√
ε
j−1
vjex + v
i−1
ex
i−2∑
j=1
√
ε
j−1{uje + ujp(x,∞)}
− √ε∆vi−1e − gv,iext,e,
− f (i) := √εui−1pxx + ε−
1
2 {vie − vie(x, 0)}u0py + ε−
1
2 {u0e − u0e(0)}ui−1px + ε−
1
2 {uP,i−1sx
− u¯0sx}ui−1p + ε−
1
2 {uE,i−1sx − u¯0sx}{ui−1p − ui−1p (x,∞)} + ε−
1
2 vi−1p {u¯i−1sy
− u0py}+ ui−1px
i−1∑
j=1
√
ε
j−1
(uje + u
j
p) + ε
− 12 (vi−1s − v1s)ui−1py + ε−
1
2 (v1e
− v1e(x, 0))ui−1py +
√
εuieY
i−1∑
j=0
√
ε
j
vjp + v
i
e
i−1∑
j=1
√
ε
j−1
ujpy + u
i
ex
i−1∑
j=0
√
ε
j{ujp
− ujp(x,∞)} + uie
i−1∑
j=0
√
ε
j
ujpx +
∫ ∞
y
∂x{
√
ε
2
uie
i−1∑
j=0
√
ε
j
vjpx +
√
εviex
×
i−1∑
j=0
√
ε
j{ujp − ujp(x,∞)} +
√
ε
2
vieY
i−1∑
j=0
√
ε
j
vjp +
√
εvie
i−1∑
j=0
√
ε
j
vjpy
+
√
εvi−1s v
i−1
py +
√
εvi−1sy v
i−1
p +
√
εvE,i−1sx {ui−1p − ui−1p (x,∞)}
+
√
εvP,i−1sx u
i−1
p +
√
εui−1s v
i−1
px +
√
ε∆εv
i−1
p +
√
ε
i{ui−1p vi−1px + vi−1p vi−1py }} dz
− gu,iext,p +
∫ ∞
y
∂x{
√
ε
2
gv,iext,p} dz.
For i = 1 only, we make the following modifications. The aim is to retain only
the required order
√
ε terms into f (1). f (2) will then be adjusted by including
the superfluous terms. Moreover, f (1) will contain the important gu,1ext,p external
forcing term. Specifically, define:
f (1) :=gu,1ext,p − u0pu1ex|Y=0 − u0pxu1e|Y=0
− u¯0eY (0)yu0px − v0pu0eY − v1eY (0)yu0py.
(179)
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A.3 i = n
For the final Prandtl layer, we must enforce the boundary condition vnp |y=0 = 0.
Define the quantities [up, vp, Pp] to solve
u¯∂xup + up∂xu¯+ ∂yu¯vp + v¯∂yup + ∂xPp − ∂yyup := f (n),
∂xup + ∂yvp = 0, ∂yP
i
p = 0
[up, vp]|y=0 = [−une , 0]|y=0, up|y→∞ = 0 vp|x=0 = V nP .

 (180)
Note the change in boundary condition of vp|y=0 = 0 which contrasts the
i = 1, .., n− 1 case. This implies that vp =
∫ y
0
upx dy
′. For this reason, we must
cut-off the Prandtl layers:
unp := χ(
√
εy)up +
√
εχ′(
√
εy)
∫ y
0
up(x, y
′) dy′,
vnp := χ(
√
εy)vp.
Here En is the error contributed by the cut-off:
E(n) := u¯∂xunp + unp∂xu¯+ v¯∂yunp + vnp ∂yu¯− unpyy − f (n).
Computing explicitly:
E(n) :=(1 − χ)f (n) + u¯√εχ′(√εy)vp(x, y) + u¯x
√
εχ′
∫ y
0
up
+ v¯
√
εχ′up + εv¯χ′′
∫ y
0
up +
√
εχ′up
+ ε
3
2χ′′′
∫ y
0
up + 2εχ
′′up +
√
εχ′upy. (181)
We will now define the contributions into the next order, which will serve as
the forcing for the remainder term:
f(n+1) :=
√
ε
n
[
εunpxx + v
n
p {u¯nsy − u0py}+ {u0e − u0e(0)}unpx
+ unpx
n∑
j=1
√
ε
j
(uje + u
j
p) + {unsx − u¯0sx}unp + (vns − v1s)unpy
+ {v1e − v1e(x, 0)}unpy
]
+
√
ε
nE(n) +√εn+2∆une
+
√
ε
n
unex
n−1∑
j=1
√
ε
j
uje +
√
ε
n
une
n−1∑
j=1
√
ε
j
ujex +
√
ε
2n
[uneu
n
ex (182)
+ vne u
n
eY ] +
√
ε
n+1
uneY
n−1∑
j=1
√
ε
j−1
vje +
√
ε
n−1
vne
n−1∑
j=1
√
ε
j+1
ujeY ..
g(n+1) :=
√
ε
n
[
vns ∂yv
n
p + ∂yv
n
s v
n
p + ∂xv
n
s u
n
p + u
n
s ∂xv
n
p −∆εvnp
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+
√
ε
n
(
unp∂xv
n
p + v
n
p ∂yv
n
p
)]
+ (
√
ε)n∂Y v
n
e
n−1∑
j=1
(
√
ε)j−1vje
+
√
ε
n−1
vne
i−1∑
j=1
√
ε
j
∂Y v
j
e +
√
ε
2n−1
[vne v
n
eY + u
n
e∂xv
n
e ] (183)
+
√
ε
n
une
n−1∑
j=1
(
√
ε)j−1∂xvje +
√
ε
n−1
∂xv
n
e
n−1∑
j=0
√
ε
j
uje +
√
ε
n+1
∆vne .
A.4 Remainder System
A straightforward linearization yields:
−∆εu(ε) + Su + ∂xP (ε) = ε−N0 f(n+1) − εN0{u(ε)u(ε)x + v(ε)u(ε)y }
−∆εv(ε) + Sv + ∂y
ε
P (ε) = ε−N0g(n+1) − εN0{u(ε)v(ε)x + v(ε)v(ε)y }
∂xu
(ε) + ∂yv
(ε) = 0.

 (184)
Denote:
us := u˜
n
s , vs := v˜
n
s . (185)
Here we have defined:
Su = us∂xu
(ε) + usxu
(ε) + vs∂yu
(ε) + usyv
(ε), (186)
Sv = us∂xv
(ε) + vsxu
(ε) + vs∂yv
(ε) + vsyv
(ε). (187)
Let us discuss now the boundary conditions. We take
uε|x=0 := u0(unknown),
vε|x=0 := v0(unknown),
vε|y=0 = vεy|y=0 = 0,
vεx|x=L := aε1(y), vεxx|x=0 := aε2(y), vεxxx|x=L := aε3(y).
Going to the vorticity formulation of (184) yields the system (12), with
FR := ε
−N0(∂yf(n+1) − ε∂xg(n+1)). (188)
In Section 2, our main object of analysis with the vorticity equation evaluated
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at the {x = 0} boundary, (12)|x=0, which reads:
Lv0 = F(v) + F aR +Q(u0, v0, v) +H,
Lv0 := v0yyyy − {usv0yy − usyyv0} − {vsv0yyy − v0yvsyy}
+ εusxxv
0 + εvsxxv
0
y ,
Q(u0, v0, v) := εN0
[
v0yv
0
yy − v0v0yyy + εu0vxx|x=0 + εv0vxy|x=0
+ hv0yy − v0hyy
]
H := [−hyyy + vshyy − h∆εus],
F(v)(v) := εusvxx|x=0 − 2εvxyy|x=0 − ε2vxxx|x=0 + εvsvxy|x=0,
F aR := FR|x=0 + εusaεxx|x=0 − 2εaεxyy|x=0 − ε2aεxxx|x=0 + εvsaεxy|x=0
:= FR|x=0 + b(u)(aε)|x=0.
(189)
We homogenize the vε via (18). Define the quotients:
qε :=
vε
us
, q˜ :=
v˜
us
, q :=
v
us
, q0 :=
v0
us|x=0 .
The ∂x of vorticity equation (DNS) satisfied by [u
ε, vε] is as follows
− ∂xR[q(ε)] + ∆2εv(ε) + ∂x{vs∆εu(ε) − u(ε)∆εvs}
= εN0∂x{vε∆εuε − uε∆εvε}+ ∂xFR,
v(ε)|x=0 = v0, v(ε)xx |x=0 = a(ε)2 , v(ε)x |x=L = a(ε)1 , v(ε)xxx|x=L = a(ε)3 ,
v(ε)|y=0 = v(ε)y |y=0 = 0,
(190)
We now homogenize equation (190) by writing it in terms of [u, v]. First,
the linear contributions are given in terms of the following
b(u)(v˜) = −R[v˜] + Ix[v˜yyyy] + 2εv˜xyy + ε2v˜xxx − εv˜xy (191)
+ vsIx[v˜yyy]−∆εvsIx[v˜y ],
We now arrive at the nonlinearity. For this, we will use (18) to write
∂x{vε∆εuε − uε∆εvε} =εN0(Q11 +Q12 +Q13 +Q22 +Q23 +Q33),
where the quadratic terms are
Q11 :=vy∆εv − u∆εvx + vx∆εu− v∆εvy,
Q12 :=vyv
0
yy + v
0
y∆εv − xv0∆εvx − xvxv0yy − vv0yyy − v0∆εvy,
Q22 :=v
0
yv
0
yy − v0v0yyy,
and the linear terms are
Q13 :=vy∆εa
ε + aεy∆εv − u∆εaεx + Ix[aε]∆εvx − v∆εaεy − aε∆εvy
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Q23 :=v
0
y∆εa
ε + aεyv
0
yy − xv0∆εaεx − v0∆εaεy − aεv0yyy
and the forcing term is
Q33 := a
ε
y∆εa
ε + Ix[a
ε]∆εa
ε
x − aε∆εIx[aε]− aε∆εaεy.
The last step is to use the identity (recalling (191), (14), and (29)):
∂xb(u)(v
0) + {vsxu0yy − u0∆εvsx} = Bv0 + {vsxhyy − h∆εvsx}, (192)
Piecing together the preceding, we arrive at the homogenized system
− ∂xR[q] + ∆2εv + J(v) +Bv0 = εN0N + F(q),
N := Q11 +Q12 +Q22,
F(q) := ∂xFR + ∂xb(u)(a
ε) +H [aε](v, u0, u0) + {vsxhyy − h∆εvsx},
H [aε](v, u0, v0) := Q13(u, v) +Q23(v
0) +Q33(a
ε),
(193)
where we have defined J,Bv0 in (28) and (29).
B Prandtl Layers
B.1 Formulation of D-Prandtl System
In this subsection, we will analyze the linearized Prandtl equations, (180). We
will rename the unknowns up = u
i
p and vp = v¯
i
p, and the linearized quantities
u¯ = u¯0p, v¯ = v¯
0
p. The equation then reads:
u¯∂xup + up∂xu¯+ v¯∂yup + vp∂yu¯− ∂yyup = f,
up|y=0 = −φ(x, 0), vp|y=0 = 0, vp|x=0 = v¯ip|x=0(y).
(194)
We homogenize the system so that u|y=0 = 0 via:
u = up − up(x, 0)ψ(y), v = vp + φx(x)Iψ(y), Iψ(y) :=
∫ ∞
y
ψ(θ) dθ. (195)
Here, we select ψ to be a C∞ function satisfying the following:
ψ(0) = 1,
∫ ∞
0
ψ = 0, ψ decays as y ↑ ∞. (196)
The unknowns [u, v] satisfy the system:
u¯∂xu+ u∂xu¯+ v¯∂yu+ v∂y u¯− ∂yyu = f +G =: g1,
ux + vy = 0,
u|y=0 = 0, v|y=0 = 0, v|x=0 = v¯ip|x=0 − φx(0)Iψ(y) =: V¯0(y).
−G = u¯ψφx + u¯xψφ+ v¯ψ′φ+ u¯yφxIψ − ψ′′φ.
(197)
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By applying ∂y, we obtain the system:
−u¯vyy + vu¯yy − uv¯yy + v¯uyy − uyyy = ∂yg1, (198)
and in the q formulation:
− ∂xy{u¯2qy}+ ∂4yv + Λ+ U = ∂xyg1,
q|y=0 = 0, q|x=0 = 1
u¯
|x=0(y)V¯0(y) := f0(y).
(199)
We have defined:
Λ := v¯xyyIx[vy] + v¯yyvy − v¯xIx[vyyy]− v¯vyyy,
U := −v¯xyyu0 + v¯xu0yy.
We record here the identity:
∂xy{u¯2qy} =2u¯xu¯yqy + 2u¯u¯xyqy + 2u¯u¯yqxy + 2u¯u¯xqyy + u¯2qxyy. (200)
We will approximate the system (197) by introducing the parameter θ > 0.
First, define the profile:
u¯(θ) := u¯+ θ, v¯(θ) = v¯.
It is clear that ∂xu¯
(θ) + ∂y v¯
(θ) = 0. Define now the solution [u(θ), v(θ)] to the
following system:
u¯(θ)u(θ)x + u¯
(θ)
x u
(θ) + v¯(θ)u(θ)y + u¯
(θ)
y v
(θ) − ∂yyu(θ) = g1,
∂xu
(θ) + ∂yv
(θ) = 0,
u(θ)|y=0 = θ, v(θ)|y=0 = 0, v(θ)|x=0 = V¯0(y).
(201)
We may also define the corresponding quotient:
q(θ) =
v(θ)
u¯(θ)
, (202)
which satisfies the following
− ∂xy{|u¯(θ)|2∂yq(θ)}+ ∂4yv(θ) + Λθ[v(θ)] + Uθ[u0,(θ)] = ∂xyg1,
q(θ)|y=0 = ∂yq(θ)|y=0 = 0,
q(θ)|x=0 = fθ0 (y) :=
1
u¯θ
|x=0(y)V¯0(y),
(203)
where u0,(θ) := u(θ)|x=0, and Λθ, Uθ are:
Λθ := v¯
(θ)
xyyIx[v
(θ)
y ] + v¯
(θ)
yy v
(θ)
y − v¯(θ)x Ix[v(θ)yyy]− v¯(θ)v(θ)yyy,
Uθ := −v¯θxyyu0,θ + v¯(θ)x u0,θyy .
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Remark 40 (Notation) We will drop the superscript (θ) from here on out. It
will be understood that we are dealing with the system in (203) for θ > 0, and
all estimates stated will be independent of the parameter θ.
Our aim now is to derive compatibility conditions for the initial data. By
computing ∂x of (197) and evaluating at y = 0, we obtain the condition:
vyyy|y=0 = ∂xg1|y=0 on (0, L).
We therefore assume the compatibility condition:
vyyy|x=0,y=0(= v¯ipyyy|x=0(0)) = ∂xg1|x=0,y=0. (204)
Note that all compatibility conditions are placed on v¯ip|x=0. This is because
these compatibility conditions occur at y = 0, for which v¯ip|x=0 = V¯0 (recall the
definition of V¯0 in (197)). We also require the second-order compatibility which
can be obtained as follows. Taking ∂x of (198):
−∂x{−u¯vyy + vu¯yy + v¯uyy − uv¯yy}+ ∂4yv = ∂xyg1.
Evaluating at y = 0 gives the identity:
∂4yv|y=0 = ∂xyg1|y=0 on (0, L).
We thus assume the compatibility at x = 0, y = 0:
∂4yv|x=0(y = 0)(= (v¯ip|x=0)′′′′(0)) = ∂xyg1|y=0(x = 0). (205)
Starting from the q formulation in (199), we will further distribute on the
Rayleigh term:
−∂y{u¯2qxy} − ∂y{2u¯u¯xqy}+ ∂y∂x{v¯uy − uv¯y}+ ∂y∂3yv = ∂y∂xg1.
We now compute at {x = 0}:
u¯2qxy =−
∫ ∞
y
∂y{u¯2qxy} dy′
=
∫ ∞
y
∂y
{
∂xg1 − ∂3yv + 2u¯u¯xqy − v¯xu0y + v¯vyy − vy v¯y + u0v¯xy
}
dy′
=− {∂xg1 − ∂3yv + 2u¯u¯xqy − v¯xu0y + v¯vyy − vy v¯y + u0v¯xy}. (206)
It is clear that all quantities are vanishing at y = 0. We thus have that:
u¯qxy|x=0 ∈ L2.
A computation of ∂y shows:
∂xyg1 + ∂
4
yv + ∂y{2u¯xu¯qy − v¯xu0y + v¯vyy − vy v¯y + u0v¯yy}|y=0
= ∂xyg1(0, 0) + ∂
4
yv|x=0(y = 0) = 0.
Thus qxy itself is in L
2. Using this we may easily bootstrap to higher order in ∂y
compatibility conditions for v0 which we refrain from writing. These conditions
in turn assure that:
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Lemma 41 Assume the compatibility conditions on V0 given in (204) and (205).
Assume also higher-order compatibility conditions on V0 at y = 0 which we do
not explicitly specify. Assume exponential decay on ∂kyV0 for k ≥ 1. Then there
exist functions fk(y) ∈ L2w(R+) ∩ C∞(R+) for exponential weight w such that
∂kxqy|x=0 = fk(y) ∈ L2w(R+) for k ≥ 1. (207)
Moreover, fk depend only on the given profile V0 and the forcing term g1.
Our task now is to establish criteria on the initial data, v¯ip|x=0 so that uip|x=0
can be bounded. We evaluate the velocity equation (194) at x = 0 to obtain
the equation:
L1v‖u
0 = f − r(y), u0(0) = −uie|x=0(0). (208)
To invert this for u0, we assume:
u‖y|x=0(0)uie|x=0(0)−
∫ ∞
0
u‖e
− ∫ y
1
v‖{f(y)− r(y)} dy = 0, (209)
where r(y) := v¯ipu‖y − u‖v¯ipy.
Lemma 42 Assume the integral condition, (262) is satisfied by the initial data
v¯ip|x=0. Then the solution u0 to (208) exists and satisfies:
|∂kyu0eMy|∞ ≤ CK,M (v0, g1) for k ≥ 1, (210)
u0(0) = −uie|x=0(0) and lim
y↑∞
u0 = 0. (211)
Proof. First, we compute the Wronskian of u‖ and u˜s:
W = u‖u˜sy − u˜su‖y = u‖(1)2 exp
[ ∫ y
1
v‖
]
.
Next, we express the solution to (208) in the following manner:
u0 =− uie|x=0(0)
u˜s
u˜s(0)
+ c1u‖ − 1
us(1)2
u˜s
∫ y
0
u‖e−
∫
z
1
v‖{f(z)− r(z)} dz
+
1
us(1)2
us
∫ y
0
u˜se
− ∫ z
1
v‖{f(z)− r(z)} dz. (212)
We now compute:
u˜s(0) = −us(1)
2
u‖y(0)
e
∫ 0
1
v‖ .
Using this, we now evaluate at y =∞ and observe that the terms with a u˜s
prefactor vanish according to the integral condition, (262).
u‖y(0)
us(1)2
uie|x=0(0)e−
∫ 0
1
v‖ − 1
us(1)2
∫ ∞
0
u‖e−
∫
y
1
v‖{f − r(y)} dy = 0.
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This proves that u0 as defined in (212) is bounded as y ↑ ∞. We next notice
that the derivative of
∫ y
0 u‖e
− ∫∞
1
v‖{f − r(z)} is the integrand itself, which
decays fast enough to eliminate u˜s at ∞. Therefore we also see that ∂kyu0 for
k ≥ 1 decays rapidly.
Finally, we need to ensure that u0 → 0 as y ↑ ∞. It is clear that L1v‖u0 = 0,
and so we are free to modify u0 by factors of u‖. Thus we modify (212) by
subtracting off a factor of cu‖, for c appropriately selected so as to ensure
u0(∞) = 0.
Remark 43 Note that the conditions (262) and compatibility conditions at
{y = 0} together define a large class of data. For instance, we could select
v¯ip
u‖
|x=0 to be an increasing function and specify the higher order derivatives,
∂ky v¯
i
p(0) as in (204) and (205).
Summarizing the above,
Lemma 44 Assume smooth data, v¯ip|x=0, are prescribed that satisfies the com-
patibility conditions (204), (205), as well as higher order compatibility condi-
tions. Assume also that v¯ip|x=0 satisfies the integral condition (262). Let q = vu¯0p
solve (199) and u0 be constructed from v via (208). Then [u = u0 − ∫ x0 vy, v]
solve (197). Further, let [u¯ip, v¯
i
p] be reconstructed from [u, v] using (195). Then
[u¯ip, v¯
i
p] are solutions to (194).
B.2 Linearized Prandtl Estimates
Let χ denote the cut-off function from (19). Fix w = eNy for some large N .
Denote by q(k) := ∂kxq. We will now define several norms:
‖q‖X := sup
0≤x0≤L
[
‖u¯qxy‖x=x0 + ‖qyyywχ‖x=x0
]
+ ‖√u¯qxyyw‖+ ‖vyyyyw‖,
‖q‖E := sup
0≤x0≤L
‖u¯qxy‖x=x0 + ‖
√
u¯qxyy‖
‖q‖H := sup
0≤x0≤L
‖qyyyw{1− χ}‖x=x0 + ‖vyyyyw{1− χ}‖+ ‖qxyyw{1− χ}‖
‖q‖Xk := ‖q(k)‖X , ‖q‖Ek := ‖q(k)‖E , ‖q‖Hk := ‖q(k)‖H,
‖q‖X〈k〉 =
k∑
i=0
‖q‖Xi .
(213)
Remark 45 (Notation) The notation pk will denote an inhomogeneous poly-
nomial of one variable of unspecified power in the quantity ‖q¯‖Xk . Similarly.
p〈k〉 will denote such a polynomial in the quantity ‖q¯‖X〈k〉 . In general, we will
suppress those constants which depend on ‖q¯‖X〈k〉 , and only display those which
depend on ‖q¯‖X〈k+1〉 .
79
Lemma 46 The following inequalities are valid:
‖q(k)xy ‖+ ‖{q(k)y , q(k)yy }w‖+ ‖q(k)〈y〉−1‖ ≤ oL(1)(1 + ‖q‖Xk)
‖v(k)〈y〉−1‖+ ‖{v(k)y , v(k)yy , v(k)yyy, v(k)xy }w‖ ≤ oL(1)(1 + ‖q‖Xk)
‖q(k)xy w‖ + ‖v(k)xyyw‖ . 1 + ‖q‖Xk
‖q(k)‖∞ + ‖v(k)y ‖∞ + ‖q(k)y ‖∞,≥1 . 1 + oL(1)p(‖q‖X〈k〉)
‖v(k)yy , v(k)yyy‖∞ ≤ 1 + oL(1)‖q‖X〈k+1〉 .
Proof. The first step is to obtain control over ‖q(k)xy ‖ via interpolation.
‖q(k)xy {1− χ(
y
δ
)}‖ ≤ δ−1‖u¯q(k)xy ‖ ≤ Lδ−1 sup
x
|u¯q(k)xy | ≤ Lδ−1‖q‖Xk .
Near the {y = 0} boundary, one interpolates:
|(χ(y
δ
)∂y{y}, |q(k)xy |2)| .‖χyq(k)xyy‖2 + (
y
δ
χ′(
y
δ
), |q(k)xy |2)
.δ‖q(k)‖2X + L2δ−2‖q(k)‖2X .
Optimizing
√
δ+Lδ−1, one obtains δ = L2/3. Thus, ‖q(k)xy ‖ . L1/3‖q‖Xk . From
here, a basic Poincare inequality gives:
‖q(k)y ‖ = ‖q(k)y |x=0 +
∫ x
0
q(k)xy ‖ .
√
L|q(k)y |x=0‖+ L‖q(k)xy ‖
From here, Hardy inequality gives immediately ‖q(k)〈y〉−1‖ ≤ ‖q(k)y ‖.
The next step is to establish the uniform bound via straightforward Sobolev
embedding:
|q(k)|2 . sup
x
|q(k)y 〈y〉‖2 . |q(k)y |x=0〈y〉‖2 + L‖q(k)xy 〈y〉‖2 . 1 + oL(1)‖q‖Xk .
A Hardy computation gives:
‖q(k)xy w{1− χ}‖ .‖q(k)xy ‖2,loc + ‖q(k)xyyw{1− χ}‖ . ‖q‖Xk .
We record the following expansions which follow from the product rule upon
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recalling that v = u¯q:
|v(k)| .
k∑
j=0
|u¯jq(k−j)|
|v(k)y | .
k∑
j=0
|u¯jyq(k−j)|+ |u¯jq(k−j)y |
|v(k)yy | .
k∑
j=0
|u¯jyyq(k−j)|+ |u¯jyq(k−j)y |+ |u¯jq(k−j)yy |
|v(k)yyy| .
k∑
j=0
|u¯jyyyq(k−j)|+ |u¯jyyq(k−j)y |+ |u¯jyq(k−j)yy |+ |u¯jq(k−j)yyy |
|v(k)xy | .
k∑
j=0
|v¯jyyq(k−j)|+ |u¯jyq(k−j)x |+ |v¯jyq(k−j)y |+ |u¯jq(k−j)xy |
|v(k)xyy| .
k∑
j=0
|v¯jyyyq(k−j)|+ |u¯jyyq(k−j)x |+ |v¯jyyq(k−j)y |+ |u¯jyq(k−j)xy |
+ |v¯jyq(k−j)yy |+ |u¯jq(k−j)xyy |.
(214)
We will restrict to k = 0 for the remainder of the proof, as the argument
works for general k in a straightforward way. From (214), ‖vy‖ follows obviously.
Next,
‖vyy‖ .‖u¯yyq‖+ ‖u¯yqy‖+ ‖u¯qyy‖ .
√
L+ oL(1)‖q‖X . (215)
From here, ‖vyyy‖loc can be interpolated in the following way:
(vyyy, vyyyχ(
y
δ
)) = (∂y{y}χ(y
δ
), |vyyy|2)
=− (yχ(y
δ
)vyyy, ∂
k−1
x vyyyy)− (yδ−1χ′(
y
δ
), |vyyy|2)
.δ2‖vyyyy‖2 + ‖ψδvyyy‖2.
For the far-field component, we may majorize via:
|(vyyy, vyyy{1− χ(y
δ
)})| . ‖ψδvyyy‖2.
Here ψδ = 1− χ(10yδ ), the key point being that both {1− χ(yδ )} and χ′(yδ ) are
supported in the region where ψδ = 1. To estimate this term, we may integrate
by parts:
(ψvyyy, vyyy) =− (ψvyy, vyyyy)− (δ−1ψ′vyy, vyyy)
=− (ψvyy, vyyyy) + (δ−2ψ
′′
2
, |vyy|2)
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.δ2‖vyyyy‖2 +Nδ‖vyy‖2.
Thus,
‖vyyy‖ ≤δ‖vyyyy‖+Nδ‖vyy‖. (216)
We combine the above with (215) to select δ = L0+ to achieve control over
‖∂jyv(k)‖ for j = 1, 2, 3. From here, we can obtain:
‖qyy‖loc ≃ ‖
∫ y
0
vyyy dy
′‖loc ≤ o(1)‖vyyy‖.
Away from the {y = 0} boundary, we estimate trivially:
‖qyy{1− χ(y
δ
)}w‖ . ‖u¯qyyw{1− χ(y
δ
)}‖2
.
√
L‖u¯qyyw‖x=0 + L‖
√
u¯qxyyw‖.
From here, obtaining ‖qyw‖ follows from Hardy. We now turn our attention to
the weighted estimates for vy, vyy, vxy, vxyy, which follow from (214), whereas
for vyyy, we use the Prandtl equation to produce the identity:
vyyy =u¯yyyq + 3u¯yyqy + 3u¯yqyy + u¯qyyy
=
(
− u¯v¯yy + v¯u¯yy
)
q + 3u¯yyqy + 3u¯yqyy + u¯qyyy
The uniform estimates subsequently follow from straightforward Sobolev em-
beddings.
Lemma 47 (∂kx Energy Estimate) Assume q solves (199)
‖q‖2Ek .|u¯∂kxqxy|x=0‖2 + oL(1)p〈k+1〉(1 + ‖q‖2X〈k〉)
+ oL(1)C(u
0) + oL(1)‖∂k+1x ∂xyg1〈y〉‖2.
(217)
Proof. For this estimate, we work with the k+1 times x-differentiated version
of (203), which we record below:
−∂k+1x ∂y{u¯2qy}+ vk+1yyyy + ∂k+1x Jb(v) + ∂k+1x Ub = ∂k+2x ∂yg1. (218)
We will take inner product of the above equation against ∂k+1x q and then
integrate over x ∈ [0, x0], where 0 < x0 < L. We start with the Rayleigh term:
−
∫ x0
0
(∂k+1x ∂xy{u¯2qy}, ∂k+1x q) =
∫ x0
0
(∂k+2x {u¯2qy}, ∂k+1x qy)
=
k+2∑
j=0
∑
j1+j2=j
∫ x0
0
(∂j1x u¯∂
j2
x u¯∂
k+2−j
x qy, ∂
k+1
x qy). (219)
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The j = 0 case corresponds to:∫ x0
0
∂x
2
(u¯2∂k+1x qy, ∂
k+1
x qy)−
∫ x0
0
(u¯u¯x∂
k+1
x qy, ∂
k+1
x qy).
By splitting into 1 ≤ j ≤ k+22 and k+22 ≤ j ≤ k + 2 cases, the remaining terms
in (219) can be majorized by:
|(219)[j 6= 0]| .
∥∥∥∂〈k+12 〉x u¯
u¯
∥∥∥2
∞
‖u¯∂〈k+1〉x qy‖2
+
∥∥∥∂〈 k+22 〉x u¯
u¯
∥∥∥
∞
‖∂〈
k+2
2 〉
x qy‖‖∂k+2x u¯‖∞‖u¯∂k+1x qy‖
.oL(1)p(‖qs‖X〈k〉)‖q‖2X〈k〉 .
Summarizing:
sup
x0≤L
∫ x0
0
(∂x∂
k
x∂xy{u¯2qy}, ∂x∂kxq)
& sup |u¯∂kxqxy‖2 − C(q0)− oL(1)p(‖qs‖X〈k〉)‖q‖2X〈k〉 .
We now move to ∂4y term:∫ x0
0
(∂k+1x vyyyy, ∂
k+1
x q) = −
∫ x0
0
(∂k+1x vyyy, ∂
k+1
x qy)
=
∫ x0
0
(∂k+1x vyy, ∂
k+1
x qyy) +
∫ x0
0
∂k+1x vyy∂
k+1
x qy(0)
=
∫ x0
0
(∂k+1x [u¯qyy + 2u¯yqy + u¯yyq], ∂
k+1
x qyy). (220)
We have above used that qy|y=0 = 0, which is due to the fact that b > 0. First,
we will focus on (220.1), which is:
(220.1) &
∫ x0
0
(u¯∂k+1x qyy, ∂
k+1
x qyy)
−
∥∥∥∂〈k+1〉x u¯
u¯
∥∥∥
∞
‖√u¯∂〈k〉x qyy‖‖
√
u¯∂kxqxyy‖
&‖√u¯∂kxqxyy‖2 − (1 + oL(1)pk+1)‖q‖Xk(1 + oL(1)‖q‖X〈k〉).
Next, for (220.2):
(220.2) =
∫ x0
0
(2u¯y∂
k+1
x qy, ∂
k+1
x qyy) +
∑
1≤j≤ k+12
∫ x0
0
(∂jxu¯y∂
k+1−j
x qy, ∂
k+1
x qyy)
+
∑
k+1
2 ≤j≤k+1
∫ x0
0
(∂jxu¯y∂
k+1−j
x qy, ∂
k+1
x qyy).
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First, integration by parts gives:
(220.2.1) =−
∫ x0
0
(u¯yy∂
k+1
x qy, ∂
k+1
x qy)−
∫ x0
0
u¯y(0)|∂k+1x qy(0)|2
=O(‖u¯yy‖∞‖∂kxqxy‖2)−
∫ x0
0
u¯y(0)|∂k+1x qy(0)|2
=oL(1)‖q‖2Xk .
We again note that qy(0) = 0 due to b > 0, so that the boundary term vanishes.
We treat:
(220.2.2) =−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯yy∂
k+1−j
x qy)−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯y∂
k+1−j
x qyy)
−
∫ x0
0
∂jxu¯y∂
k−j+1
x qy∂
k+1
x qy(0)
=−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯yy∂
k+1−j
x qy)−
∫ x0
0
(∂k+1x qy, ∂
j
xu¯y∂
k+1−j
x qyy)
.‖∂〈
k+1
2 〉
x u¯yy‖∞‖∂〈k〉x qy‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2 〉
x u¯y‖∞‖∂〈k〉x qyy‖‖∂k+1x qy‖
.oL(1)p〈k〉(‖q‖2X〈k〉 + 1).
A similar integration by parts produces
(220.2.3) .‖∂〈
k+1
2 〉
x qy‖‖∂〈k+1〉x u¯yy‖∞‖∂kxqxy‖
+ ‖∂〈
k+1
2 〉
x qyy‖‖∂〈k+1〉x u¯y‖∞‖∂kxqxy‖
.oL(1)p〈k+1〉(‖q‖2X〈k〉 + 1).
Next, we move to:
(220.3) =
k+1∑
j=0
∫ x0
0
(∂jxu¯yy∂
k+1−j
x q, ∂
k+1
x qyy).
We must split the above term into several cases. First, let us handle the
j = 0 case for which (175) gives us the required bound:
|(220.3)[j = 0]| .‖ 1
u¯
u¯yy〈y〉‖∞‖∂kxqxy‖‖
√
u¯∂kxqxyy‖
.oL(1)‖q‖2Xk .
We now handle the case of 1 ≤ j ≤ k/2, which requires a localization using
χ as defined in (19):
|(220.3)[1− χ]| .‖∂ k2x v¯yyy‖L∞x L2y‖∂〈k〉x q‖L2xL∞y ‖q‖Xk
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.oL(1)p〈k〉‖q‖2X〈k〉 .
For the localized component, we integrate by parts in y:
(220.3)[χ] =
k+1∑
j=0
∫ x0
0
(∂kxqyχ
′, ∂jxu¯yy∂
k+1−j
x q) +
k+1∑
j=0
∫ x0
0
(∂kxqyχ, ∂
j
xu¯yyy∂
k+1−j
x q)
+
k+1∑
j=0
∫ x0
0
〈∂kxqyχ, ∂jxu¯yy∂k+1−jx qy〉 (221)
.‖∂k−1x qxy‖‖∂
k
2
x v¯yyy‖‖∂〈k〉x q‖L∞loc + ‖∂k−1x qxy‖‖∂
k
2
x v¯yyyy‖‖∂〈k〉x q‖L∞loc
+ ‖∂k−1x qxy‖‖∂
k
2
x v¯yyy‖∞‖∂〈k〉x qxy‖
.oL(1)p〈k〉‖q‖2X〈k〉 .
We now treat the case in which k/2 ≤ j ≤ k, which still requires localization
|(220.3)[χ≥1]| .‖∂kxqxyy
√
u¯‖‖∂ k2x q‖L2xL∞y ‖∂〈k−1〉x v¯yyy‖L∞x L2y
.oL(1)p〈k〉‖q‖2X〈k〉 .
Finally, we deal with the case when y . 1 for k/2 ≤ j ≤ k, which again
requires integration by parts in y as in (221):
|(221[j ≥ k/2])| .‖∂k−1x qxy‖‖∂〈k−1〉x v¯yyy‖‖∂
k
2
x q‖L∞
loc
+ ‖∂k−1x qxy‖‖∂〈k−1〉x v¯yyyy‖‖∂
k
2
x q‖L∞
loc
+ ‖∂k−1x qxy‖‖∂〈k−1〉x v¯yyy‖∞‖∂〈k/2〉x qxy‖
.oL(1)p〈k〉(1 + ‖q‖2X〈k〉).
We now move to the Λ terms:∫ x0
0
(∂k+1x {v¯xyyIx[vy]}, ∂k+1x q)
.‖∂〈k2 〉x v¯xyy〈y〉‖∞‖∂〈k+1〉x Ix[vy]‖‖∂k+1x qy‖
+ ‖∂〈k+1〉x v¯xyy‖‖∂〈
k+1
2 〉
x Ix[vy ]〈y〉‖∞‖∂k+1x qy‖.
∫ x0
0
(∂jxv¯yy∂
k+1−j
x vy, ∂
k+1
x q)
.‖∂〈
k+1
2 〉
x v¯yy〈y〉‖∞‖∂〈k+1〉x vy‖‖∂k+1x qy‖
+ ‖∂〈k+1〉x v¯yy‖‖∂〈
k+1
2 〉
x vy〈y〉‖∞‖∂k+1x qy‖.
∫ x0
0
(∂jxv¯x∂
k+1−j
x Ix[∂
3
yv], ∂
k+1
x q)
=−
∫ x0
0
(∂jxv¯xy∂
k+1−j
x Ix[∂
2
yv], ∂
k+1
x q)
−
∫ x0
0
(∂jxv¯x∂
k+1−j
x Ix[∂
2
yv], ∂
k+1
x qy)
.‖∂〈
k+1
2 〉
x v¯xy〈y〉‖∞‖∂〈k+1〉x Ix[vyy]‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2 〉
x v¯x‖∞‖∂〈k+1〉x Ix[vyy]‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2 〉
x Ix[vyy]〈y〉‖∞‖∂〈k+1〉x v¯xy‖‖∂k+1x qy‖
+ ‖∂〈k+1〉x v¯xy‖‖∂〈
k+1
2 〉
x Ix[vyy]〈y〉‖∞‖∂k+1x qy‖.
∫ x0
0
(∂jxv¯∂
k+1−j
x vyyy, ∂
k+1
x q)
=−
∫ x0
0
(∂k+1−jx vyy∂
j
xv¯y, ∂
k+1
x q)−
∫ x0
0
(∂k+1−jx vyy∂
j
xv¯, ∂
k+1
x qy)
.‖∂〈
k+1
2 〉
x v¯y〈y〉‖∞‖∂〈k+1〉x vyy‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2 〉
x v¯‖∞‖∂〈k+1〉x vyy‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2 〉
x vyy〈y〉‖∞‖∂〈k+1〉x v¯y‖‖∂k+1x qy‖
+ ‖∂〈
k+1
2 〉
x v¯‖∞‖∂〈k+1〉x vyy‖‖∂kxqxy‖.
Summarizing the Λ contributions:
sup
x0≤L
∫ x0
0
(∂x∂
k
xΛ, ∂x∂
k
xq) . oL(1)p〈k+1〉(1 + ‖q‖2X〈k〉).
Finally, we have the u0 contributions:∫ x0
0
(∂k+1x U, ∂
k
xqx) =
∫ x0
0
(u0∂k+1x v¯xyy − u0yy∂k+1x v¯x, ∂kxqx)
. oL(1)‖u0, u0yy · 〈y〉‖∞‖∂k+1x v¯xyy‖‖∂kxqxy‖
. oL(1)p〈k+1〉.
Lemma 48 (∂kx ∂
4
y Estimate) Assume v is a solution to (197). Then the fol-
lowing estimate holds:
‖∂kxvyyyy‖2,loc .‖q‖E〈k〉 + oL(1)p〈k+1〉(1 + ‖q‖X〈k〉)
+ oL(1)C(u
0) + ‖∂xy∂kxg1‖2,loc.
(222)
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Proof. We apply ∂kx to the equation to obtain the following pointwise inequality:
|v(k)yyyy| .|u¯j1 u¯j2q(k−j)xyy |+ |u¯j1x u¯j2y qk−jy |+ |u¯j1 u¯j2xyqk−jy |+ |u¯j1 u¯j2y qk−jxy |
+ |u¯j1 u¯j2x q(k−j)yy |+ |v¯jxyyIx[v(k−j)y ]|+ |v¯jyyv(k−j)y |+ |vjsxIx[v(k−j)yyy ]|
+ |v¯jv(k−j)yyy |+ |v(k)sxyyu0|+ |v(k)sx u0yy|+ |∂xygk1 |.
(223)
Placing the terms on the right-hand side above in L2loc gives the desired
result:
‖(223.1)‖ . ‖v¯〈k−1〉y , v¯〈k−1〉yy ‖2∞‖u¯q〈k〉xyy‖,
‖(223.2)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞‖q〈k〉y ‖
‖(223.3)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞‖q〈k〉y ‖
‖(223.4)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞‖q〈k〉xy ‖
‖(223.5)‖ . ‖v¯〈k−1〉y ‖∞‖v¯〈k〉y ‖∞‖q〈k〉yy ‖
‖(223.6, 7)‖ . ‖v¯〈k+1〉yy ‖‖v〈k〉y ‖∞
‖(223.8, 9)‖ . ‖v¯〈k+1〉‖∞‖v〈k〉yyy‖
‖(223.10, 11)‖ . ‖u0, u0yy〈y〉2‖∞‖v¯k+1yy ‖
We now move to a ‖ · ‖Hk estimate, for which we first recall the definition in
(213).
Lemma 49 (Weighted ∂kxH
4) Assume q solves (199). Then the following es-
timate is valid:
‖q‖2Hk .‖∂kx∂xyg1 · wχ‖2 + Ck(q0) + oL(1)C(u0)
+ oL(1)p〈k+1〉
(
1 + ‖q‖2X〈k〉
)
.
(224)
Proof. We take ∂kx of equation (203), which produces:
− ∂xy{u¯2q(k)y }+ v(k)yyyy + ∂xy{
k∑
j=1
∑
j1+j2=j
cj1,j2,j∂
j1
x u¯∂
j2
x u¯q
(k−j)
y }
+ ∂kxΛ(v) + ∂
k
xU = ∂
k
x∂xyg1
(225)
We start with the “main terms”, (225.1) and (225.2). We fix x = x0, square
the equation, take L2(x = x0), and expand to produce the identity:
‖[∂xy{u¯2q(k)y } − v(k)yyyy] · w{1− χ}‖2x=x0
= ‖v(k)yyyy{1− χ}w‖2x=x0 + ‖[u¯2q(k)xyy + 2u¯u¯xq(k)yy + 2u¯yu¯xq(k)y
+ 2u¯u¯xyq
(k)
y + 2u¯u¯yq
(k)
xy ]w{1− χ}‖2x=x0 − (2v(k)yyyy, [u¯2q(k)xyy + 2u¯u¯xq(k)yy
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+ 2u¯yu¯xq
(k)
y + 2u¯u¯xyq
(k)
y + 2u¯u¯yq
(k)
xy ]w
2{1− χ}2)x=x0 (226)
& ‖v(k)yyyy{1− χ}w‖2x=x0 + ‖[u¯2q(k)xyy{1− χ}w‖2x=x0 −
11∑
l=3
|(226.l)|
All terms are estimated in a straightforward manner except for (226.7), so we
begin with:
|(226.3)| . ‖u¯x‖2∞‖q(k)yy · w‖2x=x0
|(226.4)| . ‖u¯y‖2∞‖v¯y‖2∞‖q(k)y w‖2x=x0
|(226.5)| . ‖u¯v¯yy‖2∞‖q(k)y w‖2x=x0 ,
|(226.6)| . ‖u¯u¯yw‖2∞‖q(k)xy ‖2x=x0 ,
(226.8)| . ‖u¯x‖∞|v(k)yyyyw{1− χ}‖x=x0‖q(k)yy w{1− χ}‖x=x0
(226.9)| . ‖u¯yv¯y‖∞|q(k)y w{1− χ}‖x=x0‖v(k)yyyyw{1− χ}‖x=x0,
(226.10)| . ‖u¯v¯yy‖∞|q(k)y w{1− χ}‖x=x0‖v(k)yyyyw{1− χ}‖x=x0
(226.11)| . ‖u¯u¯yw‖∞‖q(k)xy ‖x=x0‖v(k)yyyyw{1− χ}‖x=x0.
Upon integrating in x, we may summarize the above estimates via:
|(226.3)|+ ...+ |(226.6)|+ |(226.8)|+ ...+ |(226.11)|
. oL(1)p(‖q¯‖X〈1〉)(1 + ‖q‖Xk).
We thus move to (226.7) for which we integrate by parts once in y, expand:
v(k)yyy :=∂
k
x{u¯q}yyy = ∂kx{u¯yyyq + 3u¯yyqy + 3u¯yqyy + u¯qyyy}
=
k∑
j=0
cj∂
j
xu¯yyy∂
k−j
x q + 3cj∂
j
xu¯yy∂
k−j
x qy + 3cj∂
j
xu¯y∂
k−j
x qyy + cj∂
j
xu¯∂
k−j
x qyyy.
First, upon integrating by parts once in y (ignoring commutator terms, which
are dealt with in (227)), let us highlight the main positive contribution from the
last term above, for j = 0:
2(u¯∂kxqyyy, u¯
2q(k)xyyy{1− χ}2w2)x=x0 = (2u¯3q(k)yyy, q(k)xyyy{1− χ}2w2)x=x0
=∂x‖|u¯| 32 q(k)yyy{1− χ}w‖2x=x0 − 3(u¯2u¯xq(k)yyy, q(k)yyy{1− χ}2w2)x=x0 .
Hence:
−2(v(k)yyyy,u¯2q(k)xyyw2{1− χ}2)x=x0
=∂x‖q(k)yyy|u¯|
3
2w{1− χ}‖2x=x0 − 3(|q(k)yyy|2, u¯2u¯xw2{1− χ}2)x=x0
− (qkxyy, ∂y{[u¯jyyyq(k−j) + 3u¯jyyqk−jy + 3u¯jyqk−jyy ]
× u¯2w2{1− χ}2}+ (2v(k)yyy, q(k)xyy∂y{u¯2w2{1− χ}2})x=x0
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+
k∑
j=1
cj(∂
j
xu¯∂
k−j
x qyyy, u¯
2q(k)xyyyw
2{1− χ}2)x=x0 (227)
First, we estimate:
|(227.2)| . ‖|u¯| 32 q(k)yyyw{1− χ}‖2x=x0
Next,
(227.3) =− (q(k)xyyu¯jyyyy, q(k−j)u¯2w2{1− χ}2)x=x0 − (q(k)xyyu¯jyyy, q(k−j)u¯u¯yw2{1− χ}2)x=x0
− (q(k)xyyu¯jyyy, q(k−j)y u¯2w2{1− χ}2)x=x0 − (q(k)xyyu¯jyyy, q(k−j)u¯22wwy{1− χ}2)x=x0
− (q(k)xyyu¯jyyy, q(k−j)u¯2w2{1− χ}χ′)x=x0 .
We will estimate each term above with the help of the Prandtl identities, which
follow from (173), for u¯:
|u¯jyyy| . |∂jx{u¯v¯yy + v¯u¯yy}|,
|u¯jyyyy| . |∂jx{u¯yv¯yy + u¯v¯yyy + v¯yu¯yy + u¯v¯v¯yy + v¯2u¯yy}|
(228)
Inserting this expansion into (227.3.1) gives:
|(227.3.1.1)| .|(q(k)xyy, q〈k〉u¯2w2{1− χ}2u¯〈k〉y v¯〈k〉yy )x=x0 |
.‖q(k)xyy{1− χ}w‖x=x0‖q〈k〉‖∞‖v¯〈k−1〉yy ‖∞‖v¯〈k〉yy w{1− χ}‖x=x0,
|(227.3.1.2)| .|(q(k)xyy, q〈k〉u¯2w2{1− χ}2∂〈k〉x u¯∂〈k〉x v¯yyy)|
.‖q(k)xyy{1− χ}w‖x=x0‖q〈k〉‖∞‖∂〈k−1〉x v¯y‖∞‖∂〈k〉x v¯yyy{1− χ}w‖x=x0,
|(227.3.1.3)| .|(q(k)xyy, q〈k〉∂〈k〉x v¯y∂〈k〉x u¯yy{1− χ}2w2u¯2)|
.‖q(k)xyy{1− χ}w‖x=x0‖q〈k〉‖∞‖∂〈k−1〉x v¯yyy〈y〉2‖∞|∂〈k〉x v¯yw{1 − χ}‖x=x0,
(227.3.1.4) .|(q(k)xyy, q〈k〉u¯2w2{1− χ}2∂〈k−1〉x v¯y∂〈k〉x v¯∂〈k〉x v¯yy)|
.‖q(k)xyy{1− χ}w‖x=x0‖q〈k〉‖∞‖∂〈k〉x v¯‖∞‖∂〈k−1〉x v¯y‖∞‖∂〈k〉x v¯yyww{1 − χ}‖x=x0,
|(227.3.1.5)| .|(q(k)xyy, q〈k〉∂〈k〉x v¯∂〈k〉x v¯∂〈k−1〉x v¯yyyu¯2{1− χ}2w2)|
.‖q(k)xyy{1− χ}w‖x=x0‖q〈k〉‖∞‖∂〈k〉x v¯‖2∞‖∂〈k−1〉x v¯yyy{1− χ}w‖x=x0
We now move to:
|(227.3.2)| .|(q(k)xyy, q〈k〉w2u¯u¯y{1− χ}2[u¯〈k〉v¯〈k〉yy + v〈k〉s u¯〈k〉yy ])|
.‖q(k)xyyw{1− χ}‖x=x0‖q〈k〉‖∞
[
‖v¯〈k−1〉y ‖∞‖v¯〈k〉yy w{1− χ}‖x=x0
+ ‖v¯〈k〉‖∞‖u¯〈k〉yy w{1− χ}‖
]
‖x=x0‖u¯y〈y〉‖∞
|(227.3.3)| .|(q(k)xyy, q〈k〉y w2u¯2{1− χ}2[u¯〈k〉v¯〈k〉yy + v¯〈k〉u¯〈k〉yy ])|
.‖q(k)xyyw{1− χ}‖x=x0‖q〈k〉y w{1− χ}‖x=x0
[
‖u¯〈k〉v¯〈k〉yy ‖∞ + ‖v¯〈k〉u¯〈k〉yy ‖∞
]
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|(227.3.4)| .|(q(k)xyy, q〈k〉w2{1− χ}2u¯2[u¯〈k〉v¯〈k〉yy + v¯〈k〉u¯〈k〉yy ])|
.‖q(k)xyyw{1− χ}‖x=x0‖q〈k〉‖∞
[
‖v¯〈k〉yy w{1− χ}‖x=x0‖v¯〈k−1〉y ‖∞ + ‖v¯〈k〉‖∞×
‖v¯〈k−1〉yyy w{1− χ}‖x=x0
]
|(227.3.5)| .|(q(k)xyy, q〈k〉{1− χ}{1− χ}′[u¯〈k〉v¯〈k〉yy + v¯〈k〉u¯〈k〉yy ])|
.‖q(k)xyy‖loc‖q〈k〉‖∞,loc
[
‖v¯〈k−1〉y ‖∞,loc‖v¯〈k〉yy ‖loc
+ ‖v¯〈k〉‖loc‖v¯〈k−1〉yyy ‖∞,loc
]
.
We now move to:
|(227.4)| .|(q(k)xyyu¯jyyy, q(k−j)y u¯2w2{1− χ}2)|+ |(q(k)xyyujsyy, q(k−j)yy u¯2w2{1− χ}2)|
+ |(q(k)xyy, u¯jyyq(k−j)y u¯u¯yw2{1− χ}2)|+ |(q(k)xyy, u¯jyyq(k−j)y u¯2wwy{1− χ}2)|
+ |(q(k)xyy, u¯jyyq(k−j)y u¯2w2{1− χ}{1− χ}′)|
We proceed to estimate each of these terms, with the use of the identities (228):
|(227.4.1)| .|(q(k)xyy, q〈k〉y u¯2w2{1− χ}2[u¯〈k〉v¯〈k〉yy + v¯〈k〉u¯〈k〉yy ])|
.‖q(k)xyyw{1− χ}‖x=x0|q〈k〉y w{1− χ}‖x=x0
[
‖v¯〈k−1〉y ‖∞‖v¯〈k−1〉yy ‖∞
+ ‖v¯〈k〉‖∞‖v¯〈k−1〉yy ‖∞
]
|(227.4.2)| .‖q(k)xyyw{1− χ}‖x=x0|q〈k〉{1− χ}w〈y〉−1‖x=x0‖v¯〈k−1〉yyy 〈y〉‖∞
|(227.4.3)| .‖q(k)xyyw{1− χ}‖x=x0|q〈k〉{1− χ}w〈y〉−2‖x=x0‖v¯〈k−1〉yyy ‖∞‖u¯y〈y〉2‖∞
|(227.4.4)| .‖q(k)xyyw{1− χ}‖x=x0‖v¯〈k−1〉yyy ‖∞|q〈k〉y w{1− χ}‖x=x0
|(227.4.5)| .‖q(k)xyy‖x=x0,loc‖q〈k〉y ‖x=x0,loc‖v¯〈k−1〉yyy ‖∞,loc.
We now move to:
(227.5) .(q(k)xyy, u¯
j
yyq
k−j
yy u¯
2w2{1− χ}2) + (q(k)xyy, u¯jyqk−jyyy u¯2w2{1− χ}2)
+ |(q(k)xyy, u¯jyqk−jyy u¯u¯yw2{1− χ}2) + (q(k)xyy, u¯jyqk−jyy u¯2wwy{1− χ}2)
+ (q(k)xyy, u¯
j
yq
k−j
yy u¯
2w2{1− χ}χ′)
.‖q(k)xyyw{1 − χ}‖|q〈k〉yy w{1− χ}‖x=x0‖v¯〈k−1〉yy ‖∞
+ ‖q(k)xyyw{1− χ}‖|q〈k〉yyyw{1− χ}‖x=x0‖v¯〈k−1〉yy ‖∞
+ ‖q(k)xyyw{1− χ}‖x=x0‖q〈k〉yy w{1− χ}‖x=x0‖v¯〈k−1〉yy ‖∞‖u¯y‖∞
+ ‖q(k)xyyw{1− χ}‖x=x0‖q〈k〉yy w{1− χ}‖x=x0‖v¯〈k−1〉yy ‖∞
+ ‖q(k)xyy‖x=x0,loc‖q〈k〉‖x=x0,loc‖v¯〈k−1〉yy ‖∞,loc.
Next,
|(227.6)| .|(v(k)yyy, q(k)xyy{u¯u¯yw2{1− χ}2 + u¯2wwy{1− χ}2 + u¯2w2{1− χ}χ′})|
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.‖q(k)xyyw{1− χ}‖x=x0‖v(k)yyyw{1− χ}‖x=x0‖u¯y‖∞
+ ‖q(k)xyyw{1− χ}‖x=x0‖v(k)yyyw{1− χ}‖x=x0
+ ‖q(k)xyyw|x=x0,loc‖v(k)yyy{1− χ}|x=x0,loc.
To conclude, we have
(227.7) =−
k∑
j=1
(q(k)xyy, ∂y{u¯2∂jxu¯∂k−jx qyyyw2{1− χ}2})x=x0
.‖q(k)xyyw{1− χ}‖x=x0‖v¯〈k−1〉yy ‖∞‖q〈k−1〉yyyy {1− χ}w‖x=x0 ,
all of which are acceptable contributions due to the cut-off {1− χ}.
This now concludes our treatment (227) and consequently (226). We now
move to the remaining terms from (225), starting with the Rayleigh commutator
term, (225.3):
‖∂xy{∂j1x u¯∂j2x u¯∂k−jx qy}w{1− χ}(x)‖2x=x0
. ‖
[
∂〈k+1〉x u¯y∂
〈k〉
x u¯∂
〈k−1〉
x qy + ∂
〈k+1〉
x u¯∂
〈k〉
x u¯y∂
〈k−1〉
x qy
+ ∂〈k〉x u¯∂
〈k〉
x u¯∂
〈k−1〉
x qyy + ∂
〈k〉
x u¯∂
〈k〉
x u¯y∂
〈k〉
x qy
+ |∂〈k〉x u¯|2∂〈k〉x qyy
]
w{1 − χ}(x)‖2x=x0
. ‖∂〈k−1〉x v¯y‖∞‖∂〈k〉x v¯yyw{1 − χ}‖∞‖∂〈k−1〉x qyw{1− χ}‖2x=x0
+ ‖∂〈k−1〉x v¯yy‖2∞‖∂〈k〉x v¯y‖2∞‖∂〈k−1〉x qyw{1− χ}‖2x=x0
+ ‖∂〈k−1〉x v¯y‖2∞‖∂〈k−1〉x qyyw{1− χ}‖2x=x0
+ ‖∂〈k−1〉x v¯y‖∞‖∂〈k−1〉x v¯yy‖2∞‖∂〈k〉x qyw{1− χ}‖2x=x0
+ ‖∂〈k−1〉x v¯y‖2∞|∂〈k〉x qyyw{1− χ}‖2x=x0
We now move to the Λ terms:
∂kxΛ =
k∑
j=0
v¯jxyyIx[v
(k−j)
y ] + v¯
j
yyv
(k−j)
y − v¯jxIx[v(k−j)yyy ]− v¯jv(k−j)yyy
We estimate directly:
‖v¯jxyyIx[v(k−j)y ]w{1− χ}(x)‖2x=x0 . ‖v¯〈k〉xyyw{1− χ}(x)‖2x=x0‖v〈k〉y ‖2∞
‖v¯jyyv(k−j)y w{1− χ}(x)‖2x=x0 . ‖v¯〈k〉xyyw{1− χ}(x)‖2x=x0‖v〈k〉y ‖2∞
‖|v¯jxIx[v(k−j)yyy {1− χ}w(x)‖2x=x0 . ‖v¯〈k+1〉‖∞‖v〈k〉yyyw{1− χ}(x)‖2x=x0
‖v¯j |v(k−j)yyy {1− χ}w(x)‖2x=x0 . ‖v¯〈k+1〉‖∞‖v〈k〉yyyw{1− χ}(x)‖2x=x0 .
Upon integrating in x, the above terms are majorized by oL(1)p(‖q¯‖X〈k+1〉)(1+
‖q‖Xk). We now move to the U(u0) terms:∫
|∂kxU(u0)|2w2{1− χ}2 ≤
∫ [
|v¯kxyy|2|u0|2 + |v¯kx|2|u0yy|2
]
w2{1− χ}2
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≤‖u0‖2∞‖v¯kxyyw{1− χ}‖2x=x0 + ‖u0yyw{1− χ}‖2‖v¯kx‖2∞.
Integrating, the above is majorized by C(u0)oL(1)p(‖q¯‖X〈k+1〉). Similarly,
the g contributions are clearly estimated via |∂xygk1{1− χ}w‖2.
Proposition 50 For k ≥ 0, and let q solve (199). Then:
‖q‖Xk . C(q0) + ‖∂kx∂xyg1w‖2 + oL(1)‖∂kx∂x∂xyg1〈y〉‖2 + oL(1)C(u0). (229)
Proof. We add together (217), a small multiple of (222) and (224). On the
left-hand side, this produces sup[|q(k)yyyw{1−χ}|2+ |u¯q(k)xy |2]+‖v(k)yyyyw{1−χ}‖2+
‖v(k)yyyy‖loc + ‖q(k)xyyw{1 − χ}‖2 + ‖q(k)xyy
√
u¯‖2, which can clearly be combined
to majorize ‖q(k)‖X . On the right-hand side ‖∂xy∂kxg1w{1 − χ}‖2 + C(q0) +
oL(1)C(u
0)+oL(1)p(‖qs‖X〈k+1〉)(C(q0)+‖q(k)‖2X)+o(1)‖q(k)‖E+oL(1)‖∂xxy∂kxg1〈y〉‖2+
|u¯qkxy(0, ·)|2. Of these, the o(1)‖q(k)‖E term is absorbed to the left-hand side.
The oL(1)p(‖q¯‖X〈k+1〉)‖q‖2X term is also absorbed to the left-hand side. Finally,
the initial value |u¯q(k)xy (0, ·)|2 is obtained through (207).
We can upgrade to higher y regularity by using the equation. In this direc-
tion, we establish the following lemma:
Lemma 51 Let q solve (199). Then the following inequality is valid:
‖∂5yv‖+ ‖∂6yv‖ . ‖q‖X〈1〉 + C(u0). (230)
Proof. We begin with the following identity
u¯v(1)yyyy =u¯∂yy∂xy{u¯qy}
=∂yy{u¯∂xy{u¯qy}} − u¯yy∂xy{u¯qy} − 2u¯y∂xyy{u¯qy}
=∂yy∂xy{u¯2qy} − ∂yy{u¯xyu¯qy} − ∂yy{u¯x∂y{u¯qy}}
− ∂yy{u¯y∂x{u¯qy}} − u¯yy∂xy{u¯qy} − 2u¯y∂xyy{u¯qy}
=∂yy
{
vyyyy + Λ(v) + U(u
0)− ∂xyg1
}
− ∂yy{u¯xyu¯qy}
− ∂yy{u¯x∂y{u¯qy}} − ∂yy{u¯y∂x{u¯qy}} − u¯yy∂xy{u¯qy}
− 2u¯y∂xyy{u¯qy}. (231)
We rearrange the above to solve for ∂6yv. We thus estimate each of the other
terms in (231). We clearly have
‖u¯v(1)yyyy‖+ ‖u¯qyyy‖+ ‖q(1)yy ‖+ ‖q(1)yyy‖+ ‖u¯qxy‖ . ‖q‖X〈1〉 .
This accounts for all of the q terms from (231),and since u0, g1 are arbitrarily
regular, it remains to estimate ∂yyΛ(v). An examination of the terms in Λ(v)
shows that we must estimate the latter two, higher order terms, as the former
two will be controlled by ‖q‖X .
‖∂yyΛ(v)‖ =‖∂yy{v¯xyyIx[vy] + v¯yyvy − v¯xIx[vyyy]− v¯vyyy}‖
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.‖q‖X + ‖v¯xIx[∂5yv]‖+ ‖v¯∂5yv‖
.‖q‖X + o(1)‖∂6yv‖.
Above, we have used the integration by parts inequality
‖v¯∂5yv‖2 =(v¯∂5yv, v¯∂5yv) = −2(v¯y∂5yv, v¯∂4yv)− (v¯∂6yv, v¯∂4yv)
.‖v¯y‖∞‖v¯∂5yv‖∂4yv‖+ ‖v¯‖2∞‖∂6yv‖‖∂4yv‖
.o(1)‖v¯∂5yv‖2 + o(1)‖∂6yv‖2 + ‖∂4yv‖2. (232)
Summarizing, we have thus obtained
‖∂6yv‖ . ‖q‖X〈1〉 + o(1)‖∂6yv‖+ C(u0),
which proves the lemma upon pairing with (232).
It is clear that we can upgrade to higher y regularity by iterating the above.
B.3 Passing to the limit
We must now pass to the limit as θ ↓ 0.
Proposition 52 Let the forcing g1 satisfy:
‖∂kx∂xyg1w‖ + ‖(〈y〉∂x)∂kx∂xyg1‖ <∞.
for all k = 0, ..., k0. Let the following initial data be prescribed:
q|x=0 := f0(y),
satisfying suitable compatibility conditions as detailed in (207) and the integral
condition, (262). Then there exists a unique solution to the equation (199)
satisfying the estimate:
‖q‖Xk . 1 for k ≤ k0 − 3.
Moreover q achieves the initial data f0 at {x = 0}. The pair u = u0−
∫ x
0 vy, v =
u¯q satisfy the original Prandtl equation (197).
Proof. First, for each θ > 0, a standard Galerkin method produces global
solutions to (201), according to [GN14]. Second, we will denote the following
notation: Let f0 be the prescribed value for q|x=0. Take f (θ)0 = f0 for all θ > 0.
Define now:
f
(θ)
k := ∂
k
xq
(θ)|x=0 for b ≥ 0 for k = 1, ..., k0.
For θ > 0, and k = 1, ..., k0, the functions f
(θ)
k are obtained by evaluating the
equation (203) at x = 0, as the equation continues to hold up to the initial
hypersurface, {x = 0}. The compatibility conditions used to produce (207) en-
sure that |f (θ)k |2 are uniformly bounded in θ for each k. Therefore, the constant
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C(q0) in (229) is uniform in b, and we may obtain the following, uniform in b,
estimate ‖q(θ)‖X〈k0〉 . 1.
It thus remains to pass to the limit in X〈k0〉 for some large k0. It is more
convenient to work with L2xy norms, so we will define the following norm:
‖q‖X˜ := ‖u¯qxy‖+ ‖qyyyw{1− χ}‖+ ‖
√
u¯qxyyw‖+ ‖vyyyyw‖,
‖q‖X˜k := ‖∂kxq‖X˜ .
Instead of passing to weak limits, we now want to translate the uniform bound
above into strong convergence of lower order norms (up to passing to a further
subsequence) using compactness. To do so, we will define the lower order norms:
‖q‖Yl :=
3∑
j=1
‖∂lx∂jyvw˜‖L2 + ‖∂lxv〈y〉−1‖L2 for w˜ = e(N−)y.
Due to the disparity of the weight e(N−)y in Yl norms with w = eNy in
the X, X˜ norms and the presence of ∂4y in X˜, standard compactness arguments
show X˜k0 →֒→֒ Yk0−2. Thus, we have the strong convergence of a further b-
subsequence:
q(θ) → q strongly in Yk0−2. (233)
Standard Sobolev embedding shows Yk0−2 ⊂ L∞ for k0 sufficiently large. This
then implies uniform convergence of ∂
〈k0−3〉
x ∂
〈2〉
y q(θ) → ∂〈k0−3〉x ∂〈2〉y q in Ω.
We must check two things. First, the equation (199) is satisfied pointwise
by q. To see this, testing (203) we obtain on the left-hand side:
(∂x{u¯(θ)q(θ)y }, φy) + (v(θ)yy , φyy) + (v¯(θ)xyy, Ix[v(θ)y ]) + (v¯(θ)yy , v(θ)y )
+ (Ix[v
(θ)
yy ], ∂y{v¯(θ)x φ}) + (v(θ)yy , ∂y{v¯φ})− (v(θ)sxyy , u0,θ) + (v¯(θ)x , u0,θyy ).
(234)
It is obvious that we can pass to the limit in the first six integrals using the
convergence in (233). For the u0,θ terms, we recall the equation (208):
Lv¯(θ)u
0,θ = ∂yg1|x=0 + u¯θV¯ 0yy − u¯(θ)yy V¯ 0
This gives estimates ‖∂Ky u0,θ〈y〉M‖∞ . 1 uniformly in θ by (210). Next, by
considering differences, we may write:
Lv¯(θ)
(
u0,θ − u0
)
= θV¯ 0yy − Lv¯(θ)−v¯(0)u0.
The right-hand side, when placed in W k,∞(〈y〉M ) is o(θ). Thus, again by (210)
we obtain that |∂Ky {u0,θ − u0}〈y〉M | . o(θ). From here, it is clear that we can
pass to the limit as θ → 0 in the final two integrals of (234).
Second by Sobolev embedding: ‖∂kxq|x=0 − f (θ)k ‖∞ → 0. This implies for
k = 0 that q|x=0 is the prescribed value of f0. For values of k ≤ k0 − 3, this
implies that the equation (199) holds up to the initial hypersurface {x = 0}
∂kxq|x=0 can be computed by evaluating the equation at x = 0.
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B.4 Final Layer
Recall w0 = 〈y〉〈Y 〉m and the definition of FR, ∂xFR from (188).
Lemma 53
‖FR|x=0w0‖+ ‖∂xFR w0√
ε
‖ . √εn−1−2N0 . (235)
Proof. We recall the specification of the forcing terms f(n+1) and g(n+1) given in
(182) - (183). We are interested in the quantities ‖∂yf(n+1)−ε∂xg(n+1)(0, ·)‖, ‖∂yf(n+1)−
ε∂xg
(n+1)w0(0, ·)‖, and ‖∂xyf(n+1)−ε∂xxg(n+1)‖, ‖∂xyf(n+1)−ε∂xxg(n+1)w0‖ and
subsequently scale by ε−N0 . It is straightforward to see it suffices to compute
the latter two quantities, as the {x = 0} boundary terms follow in an identical
manner.
To do this, we will first extract the model behavior of many terms from f(n+1)
and g(n+1). Define three functions: ϕ which satisfies rapid decay: |∇Kϕ| .
e−My for arbitrary large M and any K ≥ 0, ω(y) which is supported in y ∈
[0, 1√
ε
), and whose derivatives can be written as ϕ. Third, a function φ(Y ) is a
rapidly decaying function of Y . We then see:
(182.{1, ..., 7}) = √εn[√εϕ(y) +√εφ(Y )ω(y)],
(182.8) =
√
ε
n+1
ω(y)φ(Y ),
(182.{9, ..., 14}) = √εn+1φ(Y )
We estimate immediately upon paying
√
ε
− 12 when changing from L2 in y
coordinates to L2 in Y coordinates:
‖∂y{(182)}(1 + w0)‖ .
√
ε
n
.
We now move to g(n+1). The first seven terms are supported in Y . 1 due
to the presence of unp , v
n
p and therefore unaffected by the weight 〈Y 〉m. Upon
changing variables to L2Y and losing a factor of ε
1
4 from the Jacobian, these
terms are easily majorized by:
‖ε∂x(183).{1, ..., 7} · w0‖ .
√
ε
n+ 12
The Euler terms in (183) are of the form
√
ε
n
φ(Y ) after applying ∂2x, and
therefore are majorized by:
‖ε∂x(183.{8, ..., 13})‖ . ‖ε
√
ε
n
φ(Y )〈y〉〈Y 〉m‖ . √εn.
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C Euler Layers
C.1 Elliptic Estimates
Our starting point is the system (177). Going to vorticity yields the system we
will analyze:
u0e∆v
i
e + u
0
eY Y v
i
e = F
(i) := ∂Y f
i
E,1 − ∂xf iE,2,
vie|Y=0 = −vi−1p |y=0, vie|x=0,L = V iE,{0,L}, uie|x=0 = U iE,0.
(236)
The data for uie|x=0 is required because uie = uie|x=0 −
∫ x
0 v
i
eY will be recovered
through the divergence free condition upon constructing vie.
We will quantify the decay rates as Y ↑ ∞ for the quantities V iE,0,L and F (i).
Definition 54 In the case of i = 1, define wm1 = Y
m1 if v1e |x=0 ∼ Y −m1 or
wm1 = e
m1Y if v1e |x=0 ∼ e−m1Y as Y ↑ ∞. This now fixes whether or not wm
will refer to polynomial or exponential growth rates. For other layers, we will
assume:
V iE,{0,L} ∼ w−1mi for mi >> m1
F (i) ∼ w−1li for some li >> 0.
(237)
Finally, let m′i := min{mi, li}.
Define:
S(x, Y ) = (1− x
L
)
Vi,0(Y )
vi−1p (0, 0)
vi−1p (x, 0) +
x
L
Vi,L(Y )
vi−1p (L, 0)
vi−1p (x, 0), (238)
and consider the new unknown:
v¯ := vie − S,
which satisfies the Dirichlet problem:
−u0e∆v¯ + u0eY Y v¯ = F (i) +∆S, v¯|∂Ω = 0. (239)
From here, we have for any m < m′i − n0 for some fixed n0, perhaps large,
||v · wm||H1 . 1. (240)
To go to higher-order estimates, we must invoke that the data are well-
prepared in the following sense: taking two ∂2Y to the system yields:
∂2Y v
i
e(0, Y ) = ∂
2
Y Vi,0(Y ), (241)
∂2Y v
i
e(L, Y ) = ∂
2
Y Vi,L(Y ), (242)
∂2Y v
i
e(x, 0) =
1
u0e(0)
{
vi−1pxx(x, 0) + u
0
eY Y (0)v
i−1
p (x, 0) + F
(i)(x, 0)
}
. (243)
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Our assumption on the data, which are compatibility conditions, ensure:
∂2Y Vi,0(0) =
1
u0e(0)
{
vi−1pxx(0, 0) + u
0
eY Y (0)v
i−1
p (0, 0) + F
(i)(0, 0)
}
, (244)
∂2Y Vi,0(L) =
1
u0e(0)
{
vi−1pxx(L, 0) + u
0
eY Y (0)v
i−1
p (L, 0) + F
(i)(L, 0)
}
. (245)
It is natural at this point to introduce the following definition:
Definition 55 (Well-Prepared Boundary Data) Consider the corner (0, 0).
There exists a value of
(
∂2Y v
i
e|Y=0
)
|x=0 which is obtained by evaluating (243) at
x = 0. There exists a value of
(
∂2Y v
i
e|x=0
)
|Y=0 which is obtained by evaluating
(241) at Y = 0. These two values should coincide. The analogous statement
should also hold for the corner (L, 0). In this case, we say that the boundary
data are “well-prepared to order 2”. The data are “well-prepared to order 2k”
if we can repeat the procedure for ∂2kY .
We thus have the following system:
−u0e∆v1eY Y + u0eY Y v1eY Y + ∂4Y u0ev1e + 2∂3Y u0ev1eY
− 2u0eY∆v1eY − u0eY Y∆vie = ∂Y Y F (i). (246)
We can define another homogenization in the same way:
S(2)(x, Y ) = (1 − x
L
)
V ′′i,0(Y )
∂2Y v
i
e(x, 0)
∂2Y v
i−1
p (x, 0) +
x
L
V ′′i,L(Y )
∂2Y v
i−1
p (L, 0)
∂2Y v
i−1
p (x, 0),
(247)
which is smooth and rapidly decaying by the assumption that the data are well-
prepared. Let us consider the system for v¯ := v1eY Y −B(2). The first step is to
rewrite:
viexx = −vieY Y +
u0eY Y
u0e
vie + F
i,
= −v¯ + S(2) + F i. (248)
We can now rewrite the system (246) in terms of v¯:
−u0e∆v¯ + u0eY Y v¯ + ∂4Y u0ev1e + 2∂3Y u0ev1eY
− 2u0eY [∂Y {v¯ + S2}+ ∂Y {v¯ + S2 + F i}]
− u0eY Y
[
F i
]
= u0e∆S2 + u
0
eY Y S2 + ∂Y Y F
i. (249)
Obtaining estimates for v¯ yields for any m < m′i − n0:
||v¯ · wm||H1 . 1. (250)
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Translating to the original unknown gives:
||vieY Y , v1eY Y x, vieY Y Y · wM ||L2 . 1. (251)
Using the equation and Hardy in Y , we can obtain:
||viexx, viexxx, v1exY , viexxY · wM ||L2 . 1. (252)
Thus, we have the full H3 estimate. u1e can be recovered through the diver-
gence free condition:
uie(x, Y ) := u
i
e(0, Y )−
∫ x
0
∂Y v
i
e(x
′, Y ) dx′. (253)
The compatibility conditions can be assumed to arbitrary order by iterating
this process, and thus we can obtain:
Proposition 56 There exists a unique solution vie satisfying (236). With u
i
e
defined through (253), the tuple [uie, v
i
e] satisfy the system (177). For any k ≥ 0
and M ≤ m′i − n0 for some fixed value n0 > 0:
||{uie, vie}wM ||Hk ≤ Ck,M . (254)
Proof. The existence follows from Lax-Milgram, whereas the estimates follow
from continuing the procedure resulting in (251) - (252).
Corollary 57 Assume mi >> m1 for i = 2, ..., n. Then:
‖{uie, vie}wm12 ‖Hk . 1. (255)
Proof. This follows from two points. First, for the i = 1 case, the forcing
is absent and therefore the parameter l1 can be taken arbitrarily large. In
particular this implies that m′1 = m1. Second, a subsequent application of the
above proposition shows that the i-th layer quantities decay like m1 − n0. An
examination of the forcing terms f iE,1, f
i
E,2 shows that these quantities decay
as w−1m1−n0 . Thus, for i ≥ 2, we can take the parameter li = m1 − n0 = m′i.
Therefore, if m1 is sufficiently large,
m1
2 << m1 − 10n0.
Recall the definition of mi from Definition 54. The main estimate here is:
Lemma 58 Let vie be a solution to (236). For any m
′ < mi, ‖viex(0, ·)wm′‖∞ .
1.
Proof. We first homogenize vie by introducing v¯e := v
i
e−b. Recall the definition
of χ in (19). We will localize using 1 − χ( YN ) for some large, fixed N > 1. A
direct computation produces the following:
∆({1− χ(Y
N
)}v¯e) ={1− χ(Y
N
)}u
0
eY Y
u0e
v1e − {1− χ(
Y
N
)}∆b
+ 2∂Y {1− χ( Y
N
)}v¯eY + ∂Y Y {1− χ( Y
N
)}v¯e := R.
98
Let w = w−1m′ . Now we define the quotient q
δ =
{1−χ( Y
N
)}v¯e
w(Y )+δ , which satisfies:
∆qδ + 2
wY
w + δ
qδY︸ ︷︷ ︸
:=Tδ
+
wY Y
w + δ
qδ =
R
w + δ
. (256)
Case 1: wmi are polynomials in Y
The following inequalities hold, independent of small δ:
| R
w + δ
| . 1, (257)
| wY Y
w + δ
{1− χ( Y
N
)}| ≤ o(1). (258)
The inequality, (258), holds because |wY Y | . Y −2|w| for polynomial decay, so
by taking N large, we can majorize the desired quantity by o(1). To apply the
maximum principle to qδ, we introduce the following barrier, for m large and
fixed and for f = f(x) satisfying f ′′(x) < −1:
qδ− := q
δ − f(mx)
[
sup | R
w + δ
|+ sup |wY Y
w
qδ|
]
,
qδ+ := q
δ − f(mx)
[
sup | R
w + δ
|+ sup |wY Y
w
qδ|
]
Immediate computations gives Tδ[qδ−] ≥ 0 and Tδ[gδ+] ≤ 0. Applying the
maximum principle to both qδ−, q
δ
+ gives:
‖qδ‖∞ . sup | R
w + δ
|+ sup |wY Y
w
qδ|.
Applying (257) and (258) gives:
‖qδ‖∞ . 1,
uniformly in δ > 0. Due to the cutoff {1− χ( YN )}, all quantities are supported
away from Y = 0, we may differentiate the equation, (256), in Y to obtain the
new system:
∆qδY + 2
wY
w + δ
qδY Y + [
wY Y
w + δ
+ 2∂Y { wY
w + δ
}]qδY = ∂Y {
R
w + δ
} − ∂Y { wY Y
w + δ
}qδ.
Clearly, we may repeat the above argument for the unknown qδY . Bootstrap-
ping further to qδY Y and using the equation, we establish:
‖qδxx‖∞ . 1.
For each fixed Y , qδx(x∗, y) = 0 for some x∗ = x∗(Y ) ∈ [0, L] since qδ(0, Y ) =
qδ(L, Y ) = 0. Thus, using the Fundamental Theorem of Calculus ‖qδx‖∞ . 1.
Finally, we use the pointwise in Y equality:
|qδx − qx| = δ|
χv¯ex
w(w + δ)
| → 0 as δ ↓ 0, pw in Y.
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Thus, for each fixed Y , there exists a δ∗ = δ∗(Y ) > 0 such that for 0 <
δ < δ∗(Y ), |qδx − qx| ≤ 1/2. Thus, |qx(Y )| . 1. This is true for all Y . Thus,
‖qx‖∞ . 1.
Case 2: wmi are exponential in Y
In this case, we start with (256), and perform Hk energy estimates. We
replace (257) and (258) with:
‖ R
w + δ
〈Y 〉M‖ <∞ for large M. (259)
From here, straightforward energy estimates show ‖qδ‖Hk . 1 for any k.
This is achieved by repeatedly differentiating in Y and using that the cutoff
{1 − χ( YN )} localizes away from the boundary {Y = 0}. We thus conclude‖qδxx‖∞ . ‖qδ‖H4 . 1 using Sobolev embedding. The proof then concludes as
in the polynomial case.
The following proposition summarizes the profile constructions from the Ap-
pendix:
Theorem 59 Assume the shear flow u0e(Y ) ∈ C∞, whose derivatives decay
rapidly. Assume (174) regarding u¯0p|x=0, and the conditions
v¯ipyyy|x=0(0) = ∂xg1|x=0,y=0, (260)
v¯ip|′′′′x=0(0) = ∂xyg1|y=0(x = 0), (261)
u¯0py|x=0(0)uie|x=0(0)−
∫ ∞
0
u¯0pe
− ∫ y
1
v¯0p{f (i)(y)− r(i)(y)} dy = 0, (262)
where r(i)(y) := v¯ipu¯
0
py − u¯0pv¯ipy. We assume also standard higher order versions
of the parabolic compatibility conditions (260), (261). Let vie|x=0, vie|x=L, uie|x=0
be prescribed smooth and rapidly decaying Euler data. We assume on the data
standard elliptic compatibility conditions at the corners (0, 0) and (L, 0) obtained
by evaluating the equation at the corners. In addition, assume
v1e |x=0 ∼ Y −m1 or e−m1Y for some 0 < m1 <∞, (263)
‖∂kY {vie|x=0 − vie|x=L}〈Y 〉M‖∞ . L (264)
Then all profiles in [us, vs] exist and are smooth on Ω. The following estimates
hold:
u¯0p > 0, u¯
0
py|y=0 > 0, u¯0pyy|y=0 = u¯0pyyy|y=0 = 0
‖∇K{u0p, v0p}eMy‖∞ . 1 for any K ≥ 0,
‖uip‖∞ + ‖∇KuipeMy‖∞ + ‖∇JvipeMy‖∞ . 1 for any K ≥ 1,M ≥ 0,
‖∇K{u1e, v1e}wm1‖∞ . 1 for some fixed m1 > 1
‖∇K{uie, vie}wmi‖∞ . 1 for some fixed mi > 1,
(265)
where wmi ∼ emiY or (1 + Y )mi .
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In addition the following estimate on the remainder forcing holds:
‖FR|x=0w0‖+ ‖∂xFR w0√
ε
‖ . √εn−1−2N0 , (266)
where FR has been defined in (188).
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