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Мета даного дисертацiйного дослiдження полягає в детальному роз-
глядi, розробцi та удосконаленнi систем автоматичної комп’ютерної дiа-
гностики раку легень використовуючи методи штучного iнтелекту, зокрема
застосовуючи та удосконалюючи останнi досягнення в областi глибинного
навчання.
Для дiагностування раку легенiв в сучасних медичних закладах вико-
ристовують комп’ютерну томографiю, що представляє собою тривимiрне
зображення легенiв пацiєнта, отримане за допомогою рентгенiвського про-
меню, що пошарово та поступово проходить через тканини людського тiла
в рiзних напрямках, з рiзних кутiв та положень. Такий вид зображень вико-
ристовується в роботi для аналiзу присутностi пухлини в легенях за допо-
могою згорткових нейронних мереж. Однак, такi особливi данi накладають
свої складностi в розробцi систем медичного комп’ютерного дiагностуван-
ня, оскiльки при роботi з ними необхiдно враховувати їхню тривимiрну
природу та вiдповiднi просторовi зв’язки. Тому, в дисертацiйному дослi-
дженнi розглядається три основнi пiдходи для роботи з такими даними:
1. Використання двовимiрної згорткової нейронної мережi. Для ко-
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жного шару КТ знiмка застосовується згорткова нейронна мережа.
Виходи мережi для кожного шару знiмку об’єднуються та фiналь-
ний висновок робиться на основi правил навчання за набором зраз-
кiв.
2. Використання тривимiрних згорткових нейронних мереж, якi вра-
ховують тривимiрну природу вхiдних даних та можуть вiднайти ко-
риснi патерни використовуючи всi три просторовi вiсi. Часто, такi
системи роздiляють задачу на декiлька етапiв, кожен з яких вико-
ристовує тривимiрну згорткову нейронну мережу налаштовану пiд
конкретну пiдзадачу.
3. Використання комбiнованої структури двовимiрної згорткової та ре-
курентної нейронних мереж. В такому пiдходi двовимiрну згортко-
ву нейронну мережу використовують для представлення вхiдних
даних в менш мiрному просторi шляхом навчання многовиду мен-
шої розмiрностi. Завдяки цьому на кожному шарi КТ зображен-
ня будуть видiлятися тiльки найбiльш важливi високорiвневi озна-
ки. Отриманi ознаки обробляються двонаправленою рекурентною
нейронною мережею з вентильним вузлом (англ. bidirectional gated
recurrent neural network), яка навчається складним нелiнiйним фун-
кцiям, що описують просторовi залежностi та вплив мiж ними. Ви-
хiд рекурентної мережi повертає ймовiрнiсть наявностi пухлини на
знiмку.
В рамках даного дисертацiйного дослiдження проводиться аналiз та ви-
конується експерименти для кожного пiдходу, а отриманi результати порiв-
нюються з роботами iнших авторiв. Експерименти показують, що найбiльш
точними є системи побудованi iз декiлькох тривимiрних згорткових ней-
ронних мереж (одна мережа сегментує потенцiйнi проблемнi регiони, iнша
класифiкує присутнiсть в таких регiонах пухлини). Однак, такi системи
мають дуже великi обчислювальнi вимоги, через те що використовують
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операцiю тривимiрної згортки, вимоги до обчислювальної потужностi якої
ростуть кубiчно зi збiльшенням розмiрностi вхiдного зображення. В тако-
му випадку, запропонована архiтектура рекурентної згорткової нейронної
мережi дозволяє отримати точнiсть роботи системи на достатньо високому
рiвнi, в той же час використовуючи значно менш вимогливу до обчислю-
вальних потужностей та пам’ятi операцiю двовимiрної згортки.
Наукова новизна отриманих результатiв дисертацiї полягає в запро-
понованому здобувачем методi побудови комбiнованої структури системи
комп’ютерної дiагностики, що полягає в поєднаннi двовимiрної згорткової
та двонаправленої рекурентної нейронної мережi LSTM. На вiдмiну вiд iн-
ших рiшень, така система враховує просторовi зв’язки мiж рiзними шарами
знiмку комп’ютерної томографiї шляхом використання двонаправленої ре-
курентної нейронної мережi, на входi якої використовують високорiвневi
ознаки сформованi за допомогою двовимiрної згорткової нейронної мере-
жi. Високорiвневi ознаки будуються для кожного шару знiмку пацiєнта.
За результатами експериментiв така архiтектура нейронної мережi змогла
досягти значення AUC ROC на рiвнi 83%, що трохи нижче у порiвнянi з
системами тривимiрних згорткових нейронних мереж, що показують зна-
чення AUC ROC на рiвнi 90-95%. Однак, отриманi результати є найвищими
результатами для рекурентних нейронних мереж, що застосовуються для
побудови систем комп’ютерної дiагностики раку легенiв. Також, запропо-
нована архiтектура має вищу швидкодiю, що досягається шляхом викори-
стання операцiї двовимiрної згортки замiсть операцiї тривимiрної згортки,
вимоги якої до обчислювальної потужностi та пам’ятi ростуть квадратично
з розмiром вхiдних даних, а не кубiчно.
Для ефективного навчання комбiнованої структури згорткової рекурен-
тної нейронної мережi був запропонований механiзм м’якої уваги, що надав
можливiсть нейроннiй мережi отримати iнформацiю про локацiю пухлини
пiд час навчання. Згiдно проведених експериментiв, такий пiдхiд допомiг
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покращити показники метрики AUC ROC бiльш нiж на 8%.
Практичне значення отриманих результатiв полягає в розширенi та
удосконаленi iснуючих методiв побудови систем комп’ютерної дiагности-
ки. Запропонована комбiнована структура згорткової нейронної мережi та
двонаправленої рекурентної мережi дозволяє отримати достатньо високу
точнiсть роботи системи та пiдвищує точнiсть роботи системи у порiвня-
нi з використанням звичайних рекурентних нейронних мереж. Також, така
система вiдзначається використанням меншої кiлькостi ресурсiв чим у три-
вимiрної згорткової нейронної мережi. Проведенi експерименти та аналiз
iснуючих методiв систем комп’ютерної дiагностики дозволив сформулюва-
ти необхiднi вимоги та пiдходи, якi потрiбно використовувати в залежно-
стi вiд прiоритету швидкодiї чи точностi роботи системи. Запропонований
механiзм м’якої уваги дозволяє значно пiдвищити ефективнiсть навчання
комбiнованих архiтектур згорткових рекурентних нейронних мереж.
Результати дисертацiйного дослiдження впроваджено в НДР за темою
“Розроблення та дослiдження методiв обробки, розпiзнавання, захисту та
зберiгання медичних зображень в розподiлених комп’ютерних системах”
за номером держ реєстрацiї 0117U004267 (тема №2021п, код КВНТД I.1
01.05.02). Також, основнi результати роботи викладенi в 6 друкованих на-
укових роботах, з них двоє статей в наукових фахових виданнях України,
2 опублiковано в iноземних журналах, що iндексується в Googel Scholar та
iнших базах даних, 1-а стаття у виданнi, що входить до Web of Science Core
Collection та SCOPUS. Також опублiковано одну роботу в тезах доповiдей
мiжнародної наукової конференцiї.
Ключовi слова: глибинне навчання, згорткова нейронна мережа, реку-
рентна нейронна мережа, механiзм уваги, тривимiрна згортка, система ав-
томатичної медичної комп’ютерної дiагностики раку легенiв.
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ABSTRACT
Chapaliuk B. V. Computer-aided diagnostic systems with artificial in-
telligence methods usage. –– Qualification scientific work in the form of
manuscript.
Thesis for doctor of philosophy degree in speciality 122 –– Computer sci-
ence. –– National Technical University of Ukraine “Igor Sikorsky Kyiv Poly-
technic Institute”, Kyiv, 2020.
The primary purpose of the thesis research is to consider and analyse,
develop, and improve computer-aided detection systems for lung cancer using
artificial intelligence methods. In particular, work examines, applies, and
improves the latest achievements in the field of deep learning.
The modern medicine practice recommends using low-dose computed to-
mography (also called CT scan) of the human chest to investigate lung cancer
presence. CT scan represents a three-dimensional image of the patient’s lungs
obtained by the X-ray that gradually passes through the human body’s tis-
sue, layer by layer, in different directions, angles, and positions. Such images
are usually used for computer-aided lung cancer detection systems based on
convolution neural networks. However, such special data impose additional
difficulties in building and implementing computer-aided diagnosis systems
because implementation should consider the three-dimensional nature of the
data and related spatial dependencies. That’s why thesis research considers
three main approaches for working with such data types:
1. The first approach uses a two-dimensional convolution neural network.
In this approach, the convolution neural network is applied for each
layer in the CT scan, and network outputs are combined by predefined
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rules. The final inference is based on the rules of multiple-instance
learning.
2. The second approach uses three-dimensional convolution neural net-
works that take into account the three-dimensional data nature, which
can learn the pattern among all three dimensions. Often, systems that
use 3D convolutional neural networks divide the problem into several
stages. In this case, each step was responsible and configured for a
specific subtask.
3. The third approach uses a combined structure of convolution and re-
current neural networks. In this case, the convolution neural network
is used to represent input data in the lower dimensional space by
learning the manifold in the lower dimensional space. Due to this,
each processed CT scan layer represents only the most useful high-
level features. These high-level features are examined and combined
by the bidirectional gated recurrent neural network that learned com-
plex patterns. The patterns describe dependencies and spatial re-
lationships that can be used to diagnose lung cancer. The output
of recurrent neural networks returns the probability of lung cancer
presence on the CT scan.
In the scope of the dissertation research, each approach is investigated
and analysed in detail. For each approach, experiments were created for the
approach checking, compared to the results of works with other authors. The
experiment results show the most precise inference has the systems based on
the several three-dimensional neural networks (one network segments poten-
tially dangerous pulmonary nodules; meanwhile, the second network classifies
the presence of cancer in the segmented regions). However, such neural net-
works have huge computational power and memory requirements. The reason
is the usage of three-dimensional convolution operation, in which computa-
tion power requirements grow cubically when the input image dimension
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increases. Conversely, the proposed structure of the convolution and recur-
rent neural network show results that are precise enough and meanwhile, use
a much less computationally and memory demanding operation: the two-
dimensional convolution operation.
The scientific novelty of the thesis results is the creation of the meth-
ods to build a combined structure of the two-dimensional convolutional neural
network and bidirectional recurrent neural network LSTM. Unlike other solu-
tions, such a system takes into account spatial relationships between different
CT scan layers by using bidirectional recurrent neural networks. The input of
the recurrent neural network consists of the high-level features retrieved from
the two-dimensional convolution neural network. The high-level features are
built for each layer. The experiment results show that such a neural net-
work achieves 83% of AUC ROC metric. That number is lower than the
number three-dimensional neural networks show, which can reach 90–95%
of AUC ROC metric. Nevertheless, obtained results are the highest results
that were achieved for recurrent neural networks used for lung cancer de-
tection systems. Also, the proposed neural network architecture has higher
performance characteristics, which is achieved by using a two-dimensional
convolution operation instead of a three-dimensional convolution.
In addition, the soft-attention mechanism was proposed to improve the
learning process effectiveness of the combined structure of convolutional and
recurrent neural networks. The proposed mechanism of explicit attention
gives the neural network information about the cancer location during the
training process. Per the experiments, the proposed mechanism improved
the AUC ROC metrics value by more than 8%.
The practical significance of the obtained results is the ability to ex-
tend and improve existing methods of building computer-aided lung cancer
diagnosis systems. The proposed combined structure of the convolutional and
bidirectional recurrent neural networks allows for achieving a high enough
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precision level of system work and increasing system precision compared to
the simple recurrent neural network usage. Also, the proposed architecture
uses much less memory and has lower computation requirements than three-
dimensional neural networks. Conducted experiments and analysis of existing
methods for building computer-aided lung cancer detection systems enable
formulating requirements and approaches that should be used depending on
the priority of the performance or precision. The proposed soft attention
mechanism makes the learning of the convolutional recurrent neural network
more effective.
The results of the dissertation research were captured in the scientific
research work “Development and Study of Methods of Medical Images Pro-
cessing, Recognition, Protection and Storing in Distributed Computer Sys-
tems”(Ref. No. 2021p, Reg. No. 0117U004267). Also, the main results
were published in six scientific work print pieces; two of the papers were ar-
ticles in Ukrainian scientific professional publications, two papers were in a
foreign scientific journals that are indexed in Google Scholar and other scien-
tific databases, and another paper was in a magazine indexed in the Web Of
Science Core Collection and Scopus. In addition, there is an article published
in international conference thesis collection.
Key words : deep learning, convolution neural network, recurrent neu-





1. B. V. Chapaliuk and Y. P. Zaychenko, “Автоматична медична дiагности-
ка на базi зображень комп’ютерної томографiї,” in System Analysis and
Information Technology (SAIT). Kyiv: ESC IASA NTUU Igor Sikorsky
Kyiv Polytechnic Institute, 2018, p. 155.
2. Bohdan V. Chapaliuk and Yuriy P. Zaychenko, “Огляд методiв сегментацiї
медичних зображень,” Системнi дослiдження та iнформацiйнi техно-
логiї, no. 1, pp. 72–81, 2018.
3. B. Chapaliuk and Y. Zaychenko, “Deep learning approach in computer-
aided detection system for lung cancer,” in 2018 IEEE First International
Conference on System Analysis Intelligent Computing (SAIC), Oct 2018,
pp. 1–4.
4. B. Chapaliuk and Y. Zaychenko, “End-to-end deep learning strategies
for computer-aided lung cancer detection systems,” SCIREA Journal of
Mathematics, vol. 4, no. 5, pp. 140–155, 2019.
5. B. V. Chapaliuk and Y. P. Zaychenko, “Використання рекурентних ней-
ронних мереж для автоматичної дiагностики раку легенiв,” Системнi
дослiдження та iнформацiйнi технологiї, no. 3, pp. 33–40, 2019.
6. B. Chapaliuk, “Overview of the three-dimensional convolutional neural
networks usage in medical computer-aided diagnosis systems,” American




Роздiл 1. Огляд iснуючих рiшень. Структура та методи си-
стем комп’ютерної дiагностики 20
1.1. Системи комп’ютерної дiагностики . . . . . . . . . . . . . . . 22
1.2. Багато-атласнi методи сегментацiї медичних зображень . . . 24
1.2.1. Не параметричнi багато-атласнi методи . . . . . . . . 26
1.2.2. Параметричнi або ймовiрнiснi багато-атласнi методи . 36
1.3. Методи глибинного навчання для сегментацiї та класифiкацiї 36
1.4. Пiдсумки та постановка задачi дослiдження . . . . . . . . . 46
Роздiл 2. Тривимiрнi нейроннi мережi для автоматичної дi-
агностики раку легенiв 50
2.1. Згорткова нейронна мережа та її тривимiрна версiя . . . . . 51
2.1.1. Операцiя згортки. Використання операцiї згортки для
обробки зображень . . . . . . . . . . . . . . . . . . . . 52
2.1.2. Властивостi тривимiрної згорткової нейронної мережi 56
2.1.3. Операцiя субдискретизацiї. Її властивостi та викори-
стання . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.1.4. Навчання та регуляризацiя тривимiрних згорткових
нейронних мереж . . . . . . . . . . . . . . . . . . . . . 62
2.2. Використання тривимiрної згорткової нейронної мережi для
дiагностування раку легенiв . . . . . . . . . . . . . . . . . . . 70
2.3. Висновки до роздiлу . . . . . . . . . . . . . . . . . . . . . . . 78
Роздiл 3. Рекурентнi нейроннi мережi для дiагностування
раку легенiв 79
12
3.1. Рекурентнi нейроннi мережi . . . . . . . . . . . . . . . . . . . 80
3.2. Двонаправленi рекурентнi нейроннi мережi . . . . . . . . . . 86
3.3. Рекурентнi нейроннi мережi з вентильним вузлом . . . . . . 88
3.4. Механiзм уваги в задачах комп’ютерного зору . . . . . . . . 92
3.5. Застосування рекурентної згорткової нейронної мережi з ме-
ханiзмом уваги для дiагностики раку легенiв . . . . . . . . . 97
3.6. Висновки до роздiлу . . . . . . . . . . . . . . . . . . . . . . . 101
Роздiл 4. Експериментальнi дослiдження архiтектур нейрон-
них мереж для обробки КТ зображень легенiв 102
4.1. Дiагностика раку легенiв. Опис даних . . . . . . . . . . . . . 102
4.2. Попередня обробка КТ зображень . . . . . . . . . . . . . . . 107
4.3. Збiльшення даних . . . . . . . . . . . . . . . . . . . . . . . . 110
4.4. Двовимiрна згортка та навчання за набором зразкiв . . . . . 111
4.5. Рекурентна нейронна мережа з механiзмом уваги . . . . . . 115
4.6. Одноетапнi тривимiрнi згортковi нейроннi мережi . . . . . . 116
4.7. Пiдсумки отриманих результатiв . . . . . . . . . . . . . . . . 118
Висновки 122
Список використаних джерел 126
13
ВСТУП
Обґрунтування вибору теми дослiдження. Медична дiагностика
та медицина в цiлому є одними iз найбiльш складних та важливих галу-
зей людства. Накопичення медичних знань про органiзм людини, патологiї,
симптоми та ознаки рiзних захворювань, можливiсть швидкої та автомати-
чної обробки такої iнформацiї є надважливими завданнями, вирiшуючи якi,
можливо врятувати велику кiлькiсть життiв. Це є причиною того, чому ба-
гато науковцiв та iнженерiв вкладають багато зусиль, намагаючись покра-
щити та пришвидшити медичне обслуговування та дiагностування шляхом
розробки рiзноманiтних автоматизованих комп’ютерних систем. Активний
розвиток таких систем дозволяє пришвидшити та спростити дiагностику
серйозних захворювань. Завдяки цьому у лiкарiв з’явиться можливiсть дi-
агностувати захворювання на бiльш раннiй стадiї, що в складних випадках
може грати суттєву роль в процесi лiкування пацiєнта. Як вiдомо, навiть
однаковi хвороби можуть протiкати по рiзному у рiзних людей i можуть ма-
ти рiзнi наслiдки. Тому, персоналiзована медицина може значно покращити
медичне обслуговування для кожної людини, а також зменшити кiлькiсть
помилок в лiкуваннi та дiагностуваннi.
В рамках даної роботи розглядається проблема побудови системи авто-
матичної дiагностики раку легенiв. Рак легенiв є однiєю iз найбiльш роз-
повсюджених причин смертi пацiєнтiв, що мають проблеми з онкологiєю.
Причиною цьому є агресивнiсть та складнiсть протiкання хвороби, вияв-
лення патологiй на пiзнiх стадiях. Вiдповiдно до даних Всесвiтньої Орга-
нiзацiї Охорони Здоров’я (англ. World Health Organization), протягом 2012
року було зафiксовано близько 1.8 мiльйонiв нових випадкiв раку легенiв
та близько 1.6 мiльйонiв випадкiв смертей пов’язаних з ним. Саме через
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велику кiлькiсть летальних випадкiв у пацiєнтiв рак легенiв вважається
одним iз найбiльш агресивних видiв ракових захворювань. Протягом п’яти
рокiв пiсля дiагностування раку легенiв, виживає тiльки 10-15% пацiєн-
тiв. Але, якщо рак вдається дiагностувати на раннiх стадiях, то протягом
десяти рокiв виживає близько 75% вiдсоткiв пацiєнтiв [1].
З плином часу сумна статистика захворюваностi раку легенiв тiльки по-
гiршується. Згiдно з оновленими даними вiд Всесвiтньої Органiзацiї Охоро-
ни Здоров’я [2], за 2018 рiк по всьому свiтi було зареєстровано 2.09 мiльйо-
нiв випадкiв захворюваностi на рак легенiв, з який 1.76 мiльйона випадкiв
були смертельними. Для порiвняння, кiлькiсть зареєстрованих випадкiв ра-
ку молочної залози також складало близько 2.09 мiльйонiв. Однак, з них
смертельними виявилися тiльки 627 000 випадкiв, що значно менше у по-
рiвняннi з раком легенiв. В Українi статистика захворюваностi раку легенiв
теж не втiшна. Так, згiдно даних мiнiстерства охорони здоров’я України
[3] на територiї держави фiксується близько 13 тисяч нових випадкiв раку
легенiв на рiк, бiльшiсть яких пов’язаних з шкiдливими звичками, як-от
палiння.
Iснує два основних види раку легенiв [4]: рак легенiв центральної фор-
ми, що розвивається в центральних бронхах та рак легенiв периферичної
форми, що локалiзується в бронхiолах та в паренхiмi легень (легенева тка-
нина, альвеоли). Рак легенiв центральної форми зазвичай дiагностується
на раннiх стадiях, через те що симптоматика проявляється ще на раннiй
стадiї. Бiльш небезпечним вважається рак легенiв периферичної форми,
оскiльки така форма захворювання може довгий час протiкати без спе-
цифiчних симптомiв. Тому, основним способом боротьби з раком легенiв є
перiодична дiагностика шляхом виконання флюорографiї або комп’ютерної
томографiї. Важливо, щоб такi перевiрки проводилися регулярно та ана-
лiзувалися разом з минулими знiмками. В такому випадку розробка авто-
матичних систем дiагностики раку легенiв може допомогти пришвидшити,
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полегшити, стандартизувати та здешевити процес знаходження патологiй.
Така система має вмiти не тiльки дiагностувати проблему, а й локалiзу-
вати пухлину на знiмку для пояснення причин висновкiв такої системи. В
такому випадку система зможе допомогти лiкарям робити бiльш якiсну та
швидку дiагностику.
В останнi роки технологiї штучного iнтелекту здiйснили серйозний про-
рив в таких областях як комп’ютерне бачення, обробка текстової iнформа-
цiї, розпiзнавання мови та iнших. Це стало можливим завдяки використа-
ння глибинних нейронних мереж та методiв глибинного навчання. Подiбнi
ж методи можливо використати для автоматизацiї та покращення роботи
систем медичної дiагностики, в тому числi у областi дiагностування раку
легенiв.
Таким чином, iснує велика потреба у автоматизацiї, стандартизацiї,
пришвидшеннi та пiдвищеннi якостi дiагностики раку легенiв шляхом ство-
рення автоматизованих систем асистування лiкарям. Це зумовлює актуаль-
нiсть розробки нових методiв штучного iнтелекту для систем автоматичної
дiагностики раку легенiв.
Мета i завдання дослiдження. Метою дослiдження є детальний
розгляд, розробка та удосконалення систем автоматичної комп’ютерної дi-
агностики раку легенiв на основi методiв штучного iнтелекту, зокрема ви-
користовуючи останнi досягнення в областi глибинного навчання.
Для досягнення поставленої мети, були поставленi наступнi завдання
дослiдження:
— Дослiдити та виконати аналiз iснуючих методiв побудови систем
автоматичного комп’ютерного дiагностування.
— Дослiдити iснуючу структуру систем автоматичної дiагностики ра-
ку легенiв.
— Дослiдити архiтектури та види глибинних нейронних мереж якi ви-
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користовуються для роботи з медичними зображеннями.
— Дослiдити, розробити або модифiкувати iснуючi архiтектури згор-
ткових нейронних мереж для задач сегментацiї та класифiкацiї.
— Розробити власну систему автоматичного комп’ютерного дiагносту-
вання раку легенiв.
— Виконати експериментальнi дослiдження розроблених моделей i ме-
тодiв для визначення їх ефективностi.
Об’єкт дослiдження - процеси дiагностики раку легенiв.
Предмет дослiдження - моделi та методи побудови структур
згорткових та рекурентних нейронних мереж для автоматичної системи
комп’ютерної дiагностики раку легенiв.
Методи дослiдження. Методи статистичної обробки експеримен-
тальних даних, теорiя штучних нейронних мереж та глибинного навчання,
методи сегментацiї, методи обробки зображень. Данi методи були вибранi
для виконання поставлених цiлей з огляду на те, що вони є найбiльш попу-
лярними та добре себе зарекомендували в системах комп’ютерної медичної
дiагностики. Також, методи глибинного навчання показують найбiльш ба-
гатообiцяючi результати в задачах пов’язаних з обробкою зображень.
В процесi дослiдження використовувалися фреймворки машинного на-
вчання keras та tensorflow, мова програмування python.
Наукова новизна отриманих результатiв. Наукова новизна отри-
маних результатiв полягає в:
— Вперше розроблена нова структура автоматичної системи дiагно-
стики раку легень на основi згорткових нейронних мереж, яка на
вiдмiну вiд iснуючих систем дає можливiсть обробляти тривимiр-
нi данi, враховувати тривимiрну структуру знiмкiв рентгенiвської
комп’ютерної томографiї легенiв пацiєнта i забезпечує значне пiд-
вищення точностi дiагностики.
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— Запропоновано метод побудови комбiнованої структури системи ав-
томатичної дiагностики, що полягає в iнтеграцiї двовимiрної згор-
ткової та рекурентної нейронних мереж LSTM. На вiдмiну вiд вi-
домих рiшень, запропонована система враховує просторовi зв’язки
мiж рiзними шарами знiмка комп’ютерної томографiї шляхом вико-
ристання рекурентної нейронної мережi, на входi якої використову-
ються ознаки високого рiвня, сформованi за допомогою двовимiрної
згорткової нейронної мережi; при цьому ознаки високого рiвня бу-
дуються для кожного шару знiмка пацiєнта. Запропонований пiдхiд
дав можливiсть суттєво пiдвищити швидкодiю дiагностичної систе-
ми.
— Запропоновано механiзм м’якої уваги для комбiнованої структури
згорткової та рекурентної нейронних мереж, який на вiдмiну вiд
вiдомих пiдходiв дає можливiсть використати анотовану iнформа-
цiю про локацiю злоякiсних утворень наявних у вибiрках даних. З
використанням запропонованого механiзму уваги, нейронна мережа
пiд час навчання напряму отримує iнформацiю про локацiю утво-
рень, що мають бути видiленi на конкретному шарi знiмка пацiєнта.
Такий пiдхiд дозволив значно пiдвищити точнiсть роботи дiагности-
чної системи в цiлому.
Практичне значення отриманих результатiв. Отриманi резуль-
тати експериментальних дослiджень розширюють та удосконалюють ме-
тоди аналiзу даних для систем комп’ютерної дiагностики. Запропонована
комбiнована структура згорткової нейронної мережi та двонапрямної реку-
рентної мережi дають можливiсть отримати високу точнiсть функцiонува-
ння системи та пiдвищують точнiсть роботи системи порiвняно з викори-
станням звичайних рекурентних нейронних мереж. Також, запропонована
система має перевагу стосовно використання меншого об’єму обчислюваль-
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них ресурсiв нiж тривимiрнi згортковi нейроннi мережi. Проведенi експери-
менти та аналiз iснуючих методiв систем комп’ютерної дiагностики дозво-
лив сформулювати необхiднi вимоги та пiдходи, якi потрiбно використову-
вати залежно вiд прiоритету – швидкодiї чи точностi функцiонування си-
стеми. Запропонований механiзм м’якої уваги дозволяє значно пiдвищити
ефективнiсть навчання комбiнованих архiтектур згорткових рекурентних
нейронних мереж, що дає можливiсть значно пiдвищити точнiсть дiагно-
стики.
Теоретичнi i практичнi результати роботи кориснi для застосування у
навчальному процесi технiчних унiверситетiв, зокрема, вони можуть бути
використанi в курсах «розпiзнавання образiв», «теорiя прийняття рiшень».
Особистий внесок здобувача. Усi основнi результати дисертацiй-
ного дослiдження, представленi до захисту, одержанi автором особисто.
У публiкацiях у спiвавторствi, здобувачевi належить: виконання адаптацiї
двовимiрних згорткових нейронних мереж до тривимiрних вхiдних даних
шляхом застосування тривимiрної операцiї згортки та побудова система
автоматичної дiагностики раку легенiв на основi адаптованих нейронних
мереж [5]; розробка комбiнованої структури рекурентної та двовимiрної
згорткової нейронних мереж з покращеним механiзмом уваги [6]; аналiз
та порiвняння результатiв отриманих здобувачем та iншими авторами при
розробцi систем автоматичної дiагностики раку легенiв [7]. В роботi [8]
здобувачем була проведено дослiдження та аналiз систем автоматичної ме-
дичної дiагностики, що використовувалися перед набуттям популярностi
методiв глибинного навчання та порiвняння їхнiх переваг i недолiкiв iз су-
часними пiдходами.
Апробацiя матерiалiв дисертацiї. Основнi положення та отри-
манi науковi результати, що викладенi в данiй дисертацiйнiй роботi,
пройшли апробацiю на рiзних науково-технiчних конференцiях: мiжна-
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роднiй науково-технiчнiй конференцiї “System Analysis and Information
Technnology 2018” (SAIT 2018), IEEE конференцiї “Системний аналiз та
iнтелектуальнi обчислення 2018” (SAIC 2018).
Результати роботи впроваджувалися в НДР за темою “Розроблення та
дослiдження методiв обробки, розпiзнавання, захисту та зберiгання меди-
чних зображень в розподiлених комп’ютерних системах” за номером держ-
реєстрацiї 0117U004267 (тема №2021п, код КВНТД I.1 01.05.02) та викону-
валась в 2017-2019 роках в НТУУ КПI iм. Сiкорського на кафедрi прикла-
дної математики.
Публiкацiї. Основнi результати роботи викладенi в 6 друкованих на-
укових роботах, з них двоє статей в наукових фахових виданнях України,
2 опублiковано в iноземних журналах, що iндексується в Googel Scholar та
iнших базах даних, 1-а стаття у виданнi, що входить до Web of Science Core
Collection та SCOPUS. Також опублiковано одну роботу в тезах доповiдей
мiжнародної наукової конференцiї.x
Структура та обсяг дисертацiї. Дисертацiї складається зi вступу,
4 роздiлiв, висновкiв та списку використаних джерел (123 найменування).
Загальний обсяг дисертацiйної роботи складає 139 сторiнок.
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РОЗДIЛ 1
ОГЛЯД IСНУЮЧИХ РIШЕНЬ. СТРУКТУРА ТА МЕТОДИ
СИСТЕМ КОМП’ЮТЕРНОЇ ДIАГНОСТИКИ
Розвиток та застосування цифрових технологiй в сучасному свiтi має
масштабний характер, що призводить до тенденцiї перенесення всiєї iн-
формацiї на цифровi носiї. Така сама тенденцiя вiдчувається i в медичнiй
сферi. В розвинутих країнах лiкарнi будують свої власнi бази даних ме-
дичної iнформацiї пацiєнтiв, вiдомi як системи електронних медичних за-
писiв (англ. electronic health records). Наприклад, США почала розвивати
систему електронних медичних записiв ще з 2009 року i на даний момент
всi основнi компанiї, що надають медичнi послуги, використовують подiбнi
цифровi системи [9]. В Українi систему електронних медичних записiв тiль-
ки починають впроваджувати на державному рiвнi. Але, сучасна цифрова
дiагностика давно доступна у приватних клiнiках.
Доступнiсть даних у цифровому виглядi дозволяють будувати сучаснi
складнi медичнi системи, що обробляють доступну iнформацiю та допома-
гають, або спрощують дiагностику захворювань. В данiй роботi розгляда-
ється можливостi цифрової дiагностики, що виконується на основi зобра-
жень комп’ютерної томографiї та використовує сучаснi методи штучного
iнтелекту, зокрема пiдходи глибинного навчання.
Аналiз цифрових зображень внутрiшнiх органiв людини є надзвичайно
складною задачею. Основною причиною цього є те, що анатомiчнi об’єкти
органiзму мають велику варiацiю в формi та зовнiшньому виглядi через
велику кiлькiсть факторiв:
— Шуми та артефакти сенсора. Як i будь-який фiзичний сенсор,
медичне обладнання генерує шум та артефакти через природу
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сенсора та спосiб формування знiмку. Наприклад, високодозова
комп’ютерна томографiя (КТ) отримує зображення з значно мен-
шою кiлькiстю артефактiв, нiж низькодозова КТ. Однак, низькодо-
зовi КТ знiмки мають прiоритет при проведеннi дослiджень через
їх менший негативний вплив на органiзм людини.
— Рiзна форма тiла пацiєнтiв. Кожна людина має власну форму тi-
ла. Людина може бути повною, худою, високою та iнше. Всi цi фа-
ктори впливають на форму внутрiшнiх органiв, та вносять певну
варiативнiсть при проведенi автоматичної дiагностики.
— Доступнiсть зображення тiльки частини тiла людини. Доза ра-
дiацiї є суттєвим аргументом при проведенi дiагностики людини
шляхом рентгенiвського випромiнювання. Щоб зменшити дозу ра-
дiацiї, яку отримує людина при обстеженнях, зазвичай призначаю-
ться знiмки локальної частини тiла. В таких випадках ми втрачаємо
глобальну iнформацiю про внутрiшнiй стан органiзму людини, що
може бути важливим при виявленi патологiй та дiагностуваннi.
— Схожi властивостi тканини органiв людини. Всi людськi органи
складаються з певного м’якого матерiалу. Однак, в деяких випад-
ках властивостi тканини рiзних органiв можуть бути подiбними, що
ускладнює їхнiй аналiз на зображенi КТ.
У цьому роздiлi буде розглянута iнформацiя про структуру та типи
комп’ютерних систем медичної дiагностики, а також методи, що використо-
вуються для обробки та аналiзу складних медичних даних. Будуть розгля-
нутi багато-атласнi методи сегментацiї медичних зображень, що розбива-
ють задачу сегментацiї на декiлька етапiв для спрощення роботи системи.
Також, ми розглянемо сучаснi методи глибинного навчання, що можуть
використовуватися як частина багато-атласних методiв, або замiняти пов-
нiстю всi етапи однiєю моделлю. В кiнцi роздiлу буде описано переваги i
недолiки iснуючих систем та постановка задачi дисертацiйної роботи.
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1.1. Системи комп’ютерної дiагностики
Пiд системами комп’ютерної дiагностики розумiють такi системи, що
допомагають та асистують лiкарям при iнтерпретацiї медичних зображень
для дiагностування захворювань у пацiєнтiв. Зазвичай, як медичнi зо-
браження можуть використовуватися рентгенiвськi знiмки, рентгенiвська
комп’ютерна томографiя, магнiтно-резонансна томографiя та зображення
отриманi ультразвуковою дiагностикою, що надають iнформацiю про вну-
трiшню структуру органiв людини та використовуються для визначення
патологiй в органiзмi пацiєнта. Системи комп’ютерної дiагностики подiля-
ються на два основнi типи [10]:
1. Системи комп’ютерної дiагностики, що детектують та помiчають
областi на медичному зображенi. Такi областi вiдображають потен-
цiйну аномалiю, що може бути причиною захворювання. Основною
задачею такої системи є зменшення навантаження на рентгенолога
шляхом автоматичної детекцiї необхiдних областей, а також дода-
ванням опису знайденої аномалiї.
2. Системи комп’ютерної дiагностики, для яких основною метою є дi-
агностування захворювання використовуючи наявнi медичнi зобра-
ження пацiєнта. Цiллю таких систем є повнiстю автоматична дiагно-
стика захворювань, що в iдеальному випадку немає вимагати втру-
чання лiкаря. На практицi результати дiагностування таких систем
все ще вимагають валiдацiю зi сторони експерта, тому часто такi
системи надають додаткову iнформацiю про причини прийнятого
рiшення, наприклад iнформацiю про локацiю виявленої аномалiї.
Комп’ютернi системи дiагностики є важливою частиною сучасної меди-
цини та використовуються для зменшення навантаження на лiкарiв, при-
швидшення та покращення якостi дiагностування захворювань у пацiєнтiв.
В деяких випадках, швидкiсть дiагностування патологiй в органiзмi люди-
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ни може врятувати життя пацiєнта, оскiльки надасть можливiсть лiкарям
вчасно призначити та виконати необхiднi процедури. Однак, такi системи
є дуже складними для побудови та реалiзацiї через непросту структуру
та внутрiшню будову органiзму людини. Проблема розробки такої систе-
ми ускладнюється ще бiльше через вiдсутнiсть великої кiлькостi даних,
що особливо важливо для систем на базi машинного навчання. Тому, ча-
сто пайплайн системи комп’ютерної дiагностики складається iз декiлькох
основних етапiв [11, 12]:
1. Етап попередньої обробки медичного зображення. Даний етап за-
лежить вiд типу даних та обладнання, що використовується для
отримання медичного зображення. Основною метою даного етапу є
видалити дефекти, що пов’язанi з процесом отримання таких зобра-
жень. Прикладом крокiв попередньої обробки може бути видалення
шумiв, покращення контрастностi зображення, вiдфiльтровування
непотрiбних елементiв та конвертування зображення в зручний для
наступних алгоритмiв формат.
2. Етап сегментацiї зображення. Мета даного етапу полягає у видiлен-
нi регiону або органу який необхiдно аналiзувати з помiж iнших
органiв та тканин для зменшення вимог до обчислювальної поту-
жностi на наступних етапах. Метод сегментацiї залежить вiд типу
зображення та медичного домену. Наприклад, для системи дiагно-
стики раку легенiв на даному етапi виконуватиметься процедура
видiлення легенiв з помiж iнших тканин, таких як кiстки, судини
та iншi.
3. Етап видiлення областей iнтересу (англ. region of interest). Мета цьо-
го етапу полягає в детектуваннi аномальних областей сегментовано-
го органу. Часто знайденi регiони аналiзуються на набiр спецiальних
морфологiчних характеристик, що можуть бути корисним для дiа-
гностування того чи iншого захворювання. Часто, така iнформацiя
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надається кiнцевому користувачевi такої системи.
4. Етап класифiкацiї. Даний етап виконує iндивiдуальний аналiз видi-
лених областей iнтересу, та повертає ймовiрнiсть присутностi ознак
захворювання на зображенi.
В бiльш раннiх пiдходах створення систем комп’ютерної дiагностики
етап класифiкацiї не виконувався, оскiльки загальна точнiсть видiлення
аномалiй на медичному зображеннi була не високою, а визначення фiналь-
ного дiагнозу покладалося на експерта. Експерт проглядав всi видiленнi
системою областi, а також шукав можливi областi, що такий алгоритм мiг
пропустити. В бiльш сучасних системах, що базуються на методах глибин-
ного навчання, точнiсть роботи системи є значно вищою, тому науковцi та
iнженери почали реалiзовувати бiльш просунутi системи, якi виконують
фiнальний етап класифiкацiї та роблять фiнальний висновок про прису-
тнiсть захворювання.
В наступних пiдроздiлах розглянемо популярнi протягом останнiх 15-ти
рокiв методи сегментацiї та видiлення областей iнтересу, що використову-
валися в системах комп’ютерної дiагностики. Так, в 2000-х роках найбiльш
популярними методами сегментацiї зображення були багато-атласнi мето-
ди, що могли використовуватися як для другого, так i для третього етапiв.
Також, будуть розглянути методи сегментацiї та класифiкацiї, що є най-
бiльш популярними в останнi роки та використовують методи машинного
навчання.
1.2. Багато-атласнi методи сегментацiї медичних зображень
Пiд багато-атласними методами зазвичай розумiють пiдходи, в межах
яких автоматична сегментацiя анатомiчної структури на зображенi вiдбу-
вається шляхом розповсюдження набору мiток з вiдомого набору зобра-
жень атласiв на координати схожих структур нового зображення. Процес
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розповсюдження мiток з набору зображень на структури в новому зобра-
женi називають процесом реєстрацiї зображення. Зазвичай, зображення
атласи створюються за допомогою спецiалiзованого iнтерактивного про-
грамного забезпечення, використовуючи яке, експерти створюють анотацiї
в ручному режимi [13, 14]. Зазвичай такими експертами виступають меди-
чнi працiвники або рентгенологи, робота яких є дорогою.
Багато-атласнi методи подiляють на два основнi типи - ймовiрнiснi або
параметричнi методи та непараметричнi методи. Пiд параметричними ме-
тодами розумiють алгоритми, якi моделюють ймовiрнiсне представлення
анотованих зображень атласiв, або iншими словами будують ймовiрнiсну
модель розподiлу зображень атласiв [15, 16]. Пiд непараметричними ме-
тодами зазвичай розумiють алгоритми, що використовують наявний на-
бiр зображень атласiв напряму використовуючи неймовiрнiснi алгоритми
[14, 17]. Тi методи, якi використовують декiлька атласiв i називають багато-
атласними методами, через те, що при своїй роботi вони використовують
вибiрку з багатьох еталонних зображень.
Перед початком активного розвитку методiв глибинного навчання, що
використовують глибиннi нейроннi мережi для моделювання ймовiрнiсного
розподiлу зображень атласiв, найбiльш популярними та точними вважали-
ся не параметричнi багато-атласнi методи [18]. В той час iснуючi ймовiр-
нiснi моделi будували достатньо слабку ймовiрнiсну модель набору зобра-
жень атласiв, тодi як не параметричнi методи дозволяли використовувати
та вибирати найбiльш вiдповiдну до цiльового зображення пiдмножину зо-
бражень атласiв. На той момент вважалося, що за рахунок використання
цiлого набору найбiльш вiдповiдних зображень можна досягти значно кра-
щої роботи моделi за рахунок бiльшої варiативностi. Але серйозним недолi-
ком такого пiдходу є значнi вимоги до обчислювальної потужностi системи.
Тож, для побудови систем автоматичної сегментацiї медичних зображень
використовували ймовiрнiснi методи у випадку коли була бiльш важлива
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швидкодiя, а непараметричнi методи коли прiоритетом було точнiсть та ко-
ректнiсть роботи. Розглянемо багато-атласнi непараметричнi методи бiльш
детально.
1.2.1. Не параметричнi багато-атласнi методи. Формально, ме-
тою не параметричного багато-атласного методу є сегментацiя цiльово-
го медичного зображення T використовуючи набiр зображень атласiв
A1, ..., Am та їхнi вiдповiднi мiтки L1, ..., Lm. Значення мiток може при-
ймати значення 1 або 0 в залежностi вiд того чи воксель (чи пiксель у
випадку двовимiрного зображення) x належить до заданої структури чи
нi. Щоб досягнути цього, багато-атласнi методи включають в себе наступнi
три основнi етапи:
1. Вибiр зображення атласу.
2. Реєстрацiя зображення.
3. Злиття мiтки.
Також, в бiльш сучасних алгоритмах можуть використовуватися певнi
додатковi етапи. Наприклад, пайплайн багато-атласного методу можуть
складатися з етапу онлайн навчання [19, 20, 21, 22] та крокiв пост обробки
результатiв [23, 24, 25, 26].
1.2.1.1. Етап вибору зображення атласу. В рамках етапу вибору
зображень атласiв (англ. atlas selection), багато-атласний алгоритм пiдби-
рає пiдмножину зображень атласiв, що найбiльш анатомiчно схожi до цi-
льового об’єкта ST в наборi зображень атласiв 1 . . .m. Тобто, ми вибираємо
об’єкт, який ми намагаємося знайти в цiльовому зображенi, та вибираємо
певну кiлькiсть зображень атласiв iз наявного набору даних, який мiстять
цей об’єкт в схожiй формi як на цiльовому зображенi. В рамках цiєї про-
цедури не використовуються всi наявнi зображення атласи по декiльком
причинам:
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— Багато систем автоматичної дiагностики мають специфiчнi вимо-
ги до швидкодiї та обчислюваних ресурсiв, що обумовлює шукати
шляхи до бiльш ефективної роботи системи. Для деяких медичних
систем швидкодiя грає надважливу роль, через те що в деяких ви-
падках результати дiагностики мають приходити в найкоротшi тер-
мiни для оперативного втручання i запобiгання смертi пацiєнта.
— Виключаючи зображення атласи, якi не є релевантними для сегмен-
тацiї необхiдного об’єкта на цiльовому зображенi, пiдвищується за-
гальна коректнiсть та точнiсть роботи системи. Справа в тому, що
додатковi нерелевантнi зображення будуть мати негативний вплив
на знаходження об’єкту, оскiльки будуть змiщувати та спотворюва-
ти об’єкт, який необхiдно виявити на зображенi.
Коли тiльки почали свiй розвиток непараметричнi багато-атласнi ме-
тоди, пiдмножина зображень атласiв вибиралася випадковим чином [17].
При такому виборi зображень атласiв, коректнiсть та точнiсть роботи всiє
системи зростала при збiльшеннi кiлькостi зображень в пiдмножинi. Але
покращення вiдбувалося до певної межi та при додаваннi завеликої кiль-
костi зображень, коректнiсть та точнiсть роботи системи починала падати
через присутнiсть невiдповiдних кандидатiв. При використаннi декiлькох
випадкових зображень система працювала краще через те, що поєднан-
ня декiлькох репрезентативних зображень допомагало нiвелювати помил-
ки або неточностi в одному iндивiдуальному зображенi атласi. Ця iдея є
фундаментальною для багато-атласних методiв.
Випадковий пiдбiр зображень атласiв має суттєвий недолiк - є доста-
тньо висока ймовiрнiсть, що випадково вибранi зображення атласи, або
деякi з них, не будуть репрезентативними для об’єкта цiльового зображе-
ння атласу. Щоб такої проблеми не було, потрiбно вiдфiльтровувати всi
зображення атласи, що мiстять не вiдповiднi анатомiчнi характеристики.
Тому, основна задача яку вирiшує етап вибору зображень атласiв полягає
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в визначенi та розробцi функцiї, що найкраще вiдображає подiбнiсть мiж
вибраним атласом Ai та цiльовим зображенням T . Таку функцiю в алгори-
тмах багато-атласних методiв називають метрикою подiбностi мiж двома
атласами. В залежностi вiд поставленої задачi та даними, для яких розро-
блюється алгоритм, метрикою подiбностi можуть бути вибрана iнтенсив-
нiсть значень вокселiв зображення (або пiкселiв, якщо працюють з двови-
мiрними даними) або функцiя нормалiзованої взаємної iнформацiї (англ.
normalizaed mutual information) [27], функцiя консистентностi реєстрацiї
(англ. registration consistency)[28], взаємокореляцiйна функцiя значень iн-
тенсивностi (англ. cross-correlation of intensity) вокселiв, або пiкселiв, якщо
система працює з двовимiрними даними [29].
В бiльш нових роботах були запропонованi бiльш просунутi технiки ви-
бору зображень атласiв. Наприклад, робота [24] змогла пiдвищити коре-
ктнiсть та точнiсть роботи системи використавши алгоритм кластериза-
цiї. В рамках роботи автори запропонували визначити вектор узгоджено-
стi мiж двома атласами та застосувати алгоритм кластеризацiї методом k-
середнiх до заданого вектору. Крiм того, застосувався параметр ранжуван-
ня, що оцiнює суму рiзницi квадратiв мiж середнiми значеннями отриманих
кластерiв. Цей параметр ранжування використовувався до результуючих
кластерiв, отриманих алгоритмом кластеризацiї. Такий пiдхiд допомiг пiд-
вищити коректнiсть та точнiсть роботи системи у порiвнянi iз пiдходами,
описаними вище.
З iншого боку, етап вибору атласiв може бути розглянутий у вигля-
дi алгоритму навчання з вчителем. В такому випадку ми зможемо краще
утилiзувати наявнi анотованi зображення шляхом вивчення бiльш скла-
дних ознак для вибору найбiльш схожих зображень атласiв, особливо коли
в доступi наявний великий набiр даних. Прикладом такого пiдходу може
служити алгоритм, описаний в роботi [30]. Дана робота описує алгоритм
пiд назвою “Neighborhood Approximation Forest”, що базувався на розповсю-
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дженому алгоритмi навчання з вчителем “random forest tree”. Цей алгоритм
навчався складним зовнiшнiм ознакам, що могли вiдзначати найменшу вiд-
стань мiж цiльовим зображенням та найближчими сусiдами атласами. Iн-
ший алгоритм, що використовував схожi метрики подiбностi цiльового зо-
браження та атласу, є метод опорних векторiв, що на той момент також
змiг значно покращили роботи цього етапу [31].
Загалом, етап вибору зображень атласiв є одним iз найважливiших ета-
пiв, вiд якого залежить якiсть зображень атласiв асоцiйованих з цiльо-
вiм зображенням. А вже вiд якостi вибраних зображень атласiв залежить
фiнальна коректнiсть роботи всiєї системи. Для реалiзацiї етапу вибору
атласiв можна використовувати простi методи, такi як вибiр зображень
атласiв на основi метрики подiбностi мiж цiльовим зображенням та ано-
тованим зображенням iз навчальної вибiрки. Однак, сучаснi методи для
реалiзацiї цього етапу починають використовувати алгоритми машинного
навчання, якi дозволяють вивчити бiльш складну функцiю подiбностi мiж
двома атласами. Вибiр коректного пiдходу i алгоритму для вибору зобра-
жень атласiв залежить вiд багатьох факторiв, в тому числi вiд того, який
алгоритм реєстрацiї зображення буде використовуватися, функцiональнi
та не функцiональнi вимоги до побудови системи, такi як швидкодiя, коре-
ктнiсть роботи системи, приватнiсть даних, можливiсть аудиту системи та
iнше. В наступному пiдроздiлi розглянемо приклади алгоритмiв реєстрацiї
зображень, що можуть бути використаннi в рамках пайплайну системи.
1.2.1.2. Етап реєстрацiї зображення. Другим основним етапом
роботи багато-атласного методу є етап реєстрацiї зображення (англ. image
registration). Пiд реєстрацiєю зображення розумiється задача встановлен-
ня просторової вiдповiдностi мiж цiльовим зображенням та набором зо-
бражень атласiв, вибраних на попередньому етапi. Iншими словами, етап
реєстрацiї зображення пов’язує всi можливi значення пiкселiв зображень
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атласiв з вiдповiдним пiкселем на цiльовому зображенi, для якого викону-
ється сегментацiя.
Бiльш формально [32], вiдповiднiсть набору зображень атласiв A з цi-
льовим зображенням T може бути описано наступним чином:
Li = max
φ
{sim(T, φ(Ai)− λreg(φ))}, (1.1)
де операцiя sim є метрикою подiбностi мiж двома зображеннями, опе-
рацiя reg є параметром регуляризацiї, що контролює гнучкiсть процесу
трансформацiї за допомогою константи λ, Ai - вибране зображення атлас,
φ - просторова трансформацiя, за допомогою якої мiтки на зображеннях
атласах встановлюються у вiдповiднiсть з цiльовим зображенням.
Отриману мапу мiток буде використано на етапi з’єднання мiток вiд-
повiдно до розрахованої трансформацiї. Бiльш формально форму, в якiй
буде використана мапа мiток можна описати формулою:
Ã ≡ φ(Li) (1.2)
Детальний огляд iснуючих просторових трансформацiй, що використо-
вуються на етапi реєстрацiї зображень, функцiй подiбностi та регуляри-
зацiї можуть бути знайденi в [33]. Широкий огляд та порiвняння методiв
реєстрацiї зображень на публiчно доступних наборах даних може бути зна-
йдено в [34].
Вiдповiдно до роботи [33], розрiзняють два види методiв реєстрацiї зо-




Зазвичай, багато-атласнi методи для кожного зображення атласу та цi-
льового зображення розраховується одна функцiя реєстрацiї. Використан-
ня набору зображень атласiв дозволяє покращити коректнiсть та точнiсть
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роботи алгоритму реєстрацiї.
В пiдсумку, етап реєстрацiї зображення можна описати як етап, що
використовує алгоритм побудови карти вiдповiдностi мiж зображеннями
атласами та цiльовим зображенням, на якому виконується задача сегмен-
тацiї. Також, створюється карта вiдповiдностi мiж вокселями (або пiксе-
лями у випаду двовимiрного зображення) на зображеннях атласах та цi-
льовим зображенням T . Останнiм часом, найбiльш популярними методами
реєстрацiї зображення стають пiдходи, що базуються на моделi деформацiї
та методах машинного навчання.
1.2.1.3. Етап злиття мiток. Останнiм основним етапом пайплайну
багато-атласних методiв є етап злиття мiток (англ. label fusion). В рам-
ках цього етапу виконується операцiя сегментацiї цiльового зображення, в
результатi чого буде отримана маска, яка позначатиме якi анатомiчнi стру-
ктури знаходяться на цiльовому зображенi. Щоб описати цей етап бiльш
формально [32], припустимо, що пiсля етапу реєстрацiї зображення кожен
iз зображень атласiв Ãi та вiдповiдних карт мiток L̃i вже зареєстрованi
до цiльового зображення T . Результат сегментацiї кожного вокселя x на
цiльовому зображенi T (або пiкселя, якщо алгоритм працює з двовимiрни-
ми даними) розраховується шляхом поєднання мiток на вiдповiднiй локацiї
вокселя Li(x) на зображеннi атласi. Самi першi алгоритми, що використо-
вувалися для поєднання мiток називалися методом вибору кращого зобра-
ження атласу [35] та правило голосування бiльшостi (англ. majority voting
rule) [17, 36]. В результатi, процес злиття мiток та отримання мiток на
цiльовому зображенi можна описати наступною формулою:







де δ представляє функцiю, що повертає 1 якщо аргумент позитивний
та 0 в iншому випадку, ST є пiдмножиною iндексiв вибраних зображень
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атласiв на першому етапi.
Не дивлячись на те, що правило голосування бiльшостi є дуже простим
алгоритмом, за допомогою нього можна досягти значно вищої коректно-
стi роботи системи нiж при використаннi методiв з одним зображенням
атласом на етапi реєстрацiї зображення [15]. Однак, в реальний додатках,
що працюють в реальному свiтi, деяка кореляцiя в патернах помилок може
iснувати, що призводить до погiршення роботи системи. Тому, використову-
ють бiльш надiйнi алгоритми поєднання мiток для компенсацiї зазначеної
вище проблеми.
Вiдповiдно до статтi [32], iснують три основних категорiї методiв поєд-
нання мiток, що використовуються в сучасних багато-атласних методах:
— зваженi методи голосування
— ймовiрнiснi методи
— методи машинного навчання
Розглянемо кожен iз методiв бiльш детально.
Методи зваженого голосування. Основною iдеєю методiв зважено-
го голосування є використання вагових коефiцiєнтiв для оцiнки важливостi
кожного з атласiв та вибору найкращого з них. Вибiр вiдбувається на пiд-
множинi зображень атласiв, що були отриманi пiсля першого етапу. Ваговi
коефiцiєнти вiдображають мiру вiдповiдностi мiж зображенням атласом
та цiльовим зображенням. Така мiра може визначатися як глобально так
i локально, тому методи зваженого голосування роздiляють на два типи
[37, 38]:
— Методи, що розраховують ваговi коефiцiєнти використовуючи ко-
жне зображення атлас окремо
— Методи, що розраховують ваговi коефiцiєнти використовуючи всi
атласи шляхом мiнiмiзацiї кореляцiї патернiв помилки помiж пара-
ми зображень атласiв.
В алгоритмi локального визначення мiри вiдповiдностi кожне зображе-
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ння атлас розглядається окремо вiдповiдно до вагових коефiцiєнтiв. В тако-
му випадку, ваговi коефiцiєнти вiдображають локальну важливiсть зобра-
ження атласу, та розраховують функцiю вiдповiдностi мiж локальними па-
тчами зображення. Зазвичай в якостi метрики подiбностi можуть викори-
стовуватися взаємокореляцiйна функцiя (англ. cross-correlation), функцiя
взаємної iнформацiї (англ. mutual information), сума квадрату рiзниць [37]
або функцiя емпiричного вимiрювання (англ. empirical measurement)[39].
Наприклад, метрика подiбностi мiж локальними патчами цiльового зобра-





(T (Y )− Ai(y))2
 , (1.4)
де γ є параметром нормалiзацiї, Nx визначає значення просторового сусiд-
ства, що визначає патчi зображення центрованих в точцi околу x.
В результатi, результуюча мiтка буде визначатися наступною форму-
лою:







де ωi(x) представляє ваговий коефiцiєнт, що визначає важливiсть i-го зо-
браження атласу при оцiнюваннi цiльової мiтки в локацiї x, δ визначає
функцiю, що повертає 1 якщо аргумент позитивний, та 0 в iншому випад-
ку; ST визначає пiдмножину iндексiв зображень атласiв, що були вибранi
на першому етапi пайплайну багато-атласного методу.
Iснує декiлька стратегiй для визначення вiдповiдностi мiж цiльовим зо-
браженням та атласом: визначати вiдповiднiсть один до одного, або визна-
чати як один до багатьох. Стратегiя вiдповiдностi один до багатьох вважа-
ється кращою, через бiльшу надiйнiсть такої системи та можливiсть отри-
мати вищу коректнiсть та точнiсть роботи системи. Ще одною причиною
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є те, що мiтки зображення атласу розглядається в просторовому сусiдствi
(англ. spatial neighbourhood) [40].
Отже, для стратегiї один до багатьох [32], розрахунок цiльових мiток
може визначатися наступною формулою:





ωi(x, y)δ(Li(y) = l)
 , (1.6)
де ωi(x, y) є ваговим коефiцiєнтом, що описує прогнозовану коректнiсть
сегментацiї для операцiї прив’язування мiтки зображення атласу в точцi
околу y ∈ N ′x до цiльової мiтки в точцi околу x, N
′
x є мiрою просторового
сусiдства для пошуку потенцiйних зображень атласiв; δ визначає функцiю,
що повертає 1 якщо аргумент позитивний, та 0 в iншому випадку; ST визна-
чає пiдмножину iндексiв зображень атласiв, що були вибранi на першому
етапi пайплайну багато-атласного методу.
Стратегiя зваження кожного зображення атласу iндивiдуально працює
добре коли характеристики анатомiчного зображення рiвномiрно розпо-
дiленi мiж всiма зображеннями атласами. Однак, при розробцi додаткiв
для реального свiту це припущення не працює. На реальних зображен-
нях присутнiсть деяких анатомiчних характеристик та ознак може бути
завищеною, що спричинить схильнiсть системи вiдмiчати бiльше занадто
присутнi характеристики. Для боротьби з цiєю проблемою використовую-
ться методи, що працюють вiдразу з декiлькома зображеннями атласами
(в англiйськiй термiнологiю такий пiдхiд часто називають joint weighting
strategy) [41].
Основна iдея пiдходу, що використовує декiлька зображень атласiв, по-
лягає в мiнiмiзацiї кореляцiї мiж зображеннями атласами пiд час етапу
вибору вагових коефiцiєнтiв. Такий пiдхiд дозволяє не закрiпляти хара-
ктеристики, що найбiльш представленi в наборi даних.
Ймовiрнiснi пiдходи. Ймовiрнiснi пiдходи використовують правило
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Беєсiвських ймовiрностей для вибору найкращих мiток для цiльового зо-
браження. Для ймовiрнiсних пiдходiв iснує два основнi сiмейства алгори-
тмiв:
— STAPLE алгоритм [42, 43], що безпосередньо оцiнює показники па-
раметрiв вагових коефiцiєнтiв, що найкраще вiдповiдають ймовiр-
нiснiй оцiнцi значень цiльових мiток.
— Генеративнi ймовiрнiснi моделi, що розглядають правило зваженого
голосування з точки зору Баєсiвського пiдходу [44].
Пiдходи на базi машинного навчання. Для вирiшення етапу поєд-
нання мiток також можна використовувати методи машинного навчання.
Звичайно, машинне навчання теж можна вiднести до ймовiрнiсних методiв,
однак, через те що це окреме специфiчне направлення, його виокремлю-
ють в окремий клас задач. Зазвичай, для вирiшення проблеми поєднання
мiток використовують пiдходи навчання з вчителем, якi оцiнюють взає-
мозв’язки мiж ознаками, що ми маємо на цiльовому зображенi, та анатомi-
чними ознаками, що ми маємо в зображеннях атласах [44]. Для досягнення
оптимальної коректностi роботи системи набiр зображень атласiв разом з
вiдповiдними мiтками використовують для навчання системи. Цiль навча-
ння полягає в знайденi вiдповiдностi мiж анатомiчними структурами на
вибраних зображеннях атласах, та тим що знаходиться на цiльовому зо-
браженнi. Така задача вирiшується подiбно до задачi класифiкацiї. Такий
пiдхiд дозволяє вивчити доволi складнi функцiї, якi допомагають достатньо
швидко та без проблем визначити всi необхiднi структури на цiльовому зо-
браженнi. Однак, як буде показано в наступних пiдроздiлах, ймовiрнiснi
багато-атласнi методи iз поєднанням пiдходiв глибинного навчання дозво-
ляють замiнити всi етапи непараметричних багато-атласних методiв однiєю
складною ймовiрнiсною моделлю та отримати значно кращi результати.
Загалом, непараметричнi методи на сьогоднiшнiй день втрачають свою
популярнiсть i починають замiнюватися ймовiрнiсними методами на основi
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глибинного навчання. Як було показано в цьому роздiлi, навiть у своєму
класичному виглядi непараметричнi методи на певних своїх етапах почали
використовувати ймовiрнiснi моделi для виявлення бiльш складних патер-
нiв в даних [45].
1.2.2. Параметричнi або ймовiрнiснi багато-атласнi методи.
Як можна побачити iз попередньої секцiї, непараметричнi методи часто
покладаються на певнi доволi обмеженнi припущення, що є специфiчни-
ми для конкретного домену чи типу медичної дiагностики. Такi системи
одночасно працюють з декiлькома зображеннями в пам’ятi, що негативно
впливає на швидкодiю системи та вимагає наявнiсть доволi великих обчи-
слювальних потужностей. Як противагу цьому, iснує iнший клас методiв,
що називають параметричними або ймовiрнiсними багато-атласними мето-
дами [46].
Методи глибинного навчання теж можна вiднести до ймовiрнiсних
багато-атласних методiв, але зазвичай цi методи видiляють в окрему ка-
тегорiю, оскiльки вони мають свою специфiку та пiдходи. В цiй дисерта-
цiйнiй роботi методи глибинного навчання також видiленi в окрему групу
та розглядаються в окремiй секцiї.
1.3. Методи глибинного навчання для сегментацiї та
класифiкацiї
Поява методiв глибинного навчання мотивувалася безпораднiстю кла-
сичних методiв машинного навчання в класичних завданнях штучного iнте-
лекту, такi як розпiзнавання мови, розпiзнавання об’єктiв на зображеннях.
Класичнi алгоритми машинного навчання мали проблеми з експоненцiаль-
ним зростанням складностi узагальнення моделi до нових прикладiв при
роботi з даними високої розмiрностi. Також, були проблеми з масштабу-
ванням таких алгоритмiв до бiльшої кiлькостi даних, що на практицi не
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дозволяло використовувати всi наявнi цифровi данi, яких з кожним роком
ставало все бiльше [47]. А деякi алгоритми базувалися на пiдходi локаль-
ного збiжностi патернiв, що не працювали на дiйсно складних задачах, якi
вимагають розумiння загального контексту [48].
Враховуючи проблеми з класичними алгоритмами машинного навчання
описанi вище, до популяризацiї та значного прогресу в застосуваннi мето-
дiв глибинного навчання, вважалося, що непараметричнi методи працюють
значно краще. Однак, такi пiдходи до сегментацiї медичного зображення
працювали добре до тих пiр, поки припущення про розподiл даних та глад-
кiсть функцiї виконувалися. Але в багатомiрному просторi, в який неодмiн-
но попадаєш коли працюєш алгоритмом машинного навчання з медичними
даними, функцiя може бути значно складнiшою та в рiзних локальних ре-
гiонах поводитися абсолютно по-рiзному. Якщо говорити специфiчно про
непараметричнi багато-атласнi методи, то навiть масштабованiсть до бiль-
шої кiлькостi даних для такого класу методiв є проблемою. Основна при-
чина полягає в тому, що такий метод виконує етап реєстрацiї зображення
використовуючи попередньо вибраний набiр зображень атласiв, якi необхi-
дно тримати в пам’ятi. Проблеми постають тодi, коли для представлення
складної функцiї знаходження патернiв не достатньо враховувати тiльки
вiдiбранi зображення на етапi селекцiї. Або тодi, коли таку кiлькiсть даних
неможливо вмiстити в пам’ять обчислювальної машини.
Ще одна проблема полягає в тому, що класичнi методи машинного на-
вчання часто покладаються на доволi жорсткi та специфiчнi до домену та
задачi припущення, враховуючи як необхiдно формувати вибiрку для на-
вчання моделi. Однак, зазвичай при побудовi складної системи медичної дi-
агностики такi припущення зробити доволi складно, через складнiсть стру-
ктури зображення та ознак якi можуть використовуватися для алгоритму
машинного навчання. Бiльше того, в задачах аналiзу медичних даних зав-
жди iснує суттєва невизначенiсть в дiагностуваннi, яку часто досить важко
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формалiзувати i необхiдна система, яка самостiйно могла б знайти необхi-
дну складну структуру чи змоделювати розподiл таких даних [49].
Описанi вище проблеми можливо вирiшити за допомогою методiв гли-
бинного навчання, якi дозволяють моделювати складнi функцiї та без про-
блем масштабуються до великої кiлькостi даних [47].
Вперше ефективнiсть глибинного навчання була показана на змаганнi
по класифiкацiї об’єктiв на зображеннях з набору даних ImageNet. Осо-
бливiсть цього набору даних полягає в тому, що необхiдно навчити модель
класифiкувати бiльш нiж 1000 рiзних об’єктiв, маючи в наборi близько 14
мiльйонiв зображень [50]. Але автори роботи [51] показали, що глибинна
згорткова нейронна мережа може досягнути значно кращого результату за
iснуючi класичнi методи, причому результат коректностi (англ. accuracy)
роботи моделi показував результати вищi на приблизно 8%. Такий величе-
зний успiх привернув увагу дослiдникiв з рiзних доменiв i показав, що гли-
биннi моделi показують значно вищi результати за класичнi методи. Тому,
з цього часу глибинне навчання почало свiй активний розвиток, а науков-
цi, що розробляють системи автоматичної дiагностики, почали використо-
вувати методи глибинного навчання i в сферi розробки систем медичної
дiагностики. Як показують практичнi результати, методи глибинного на-
вчання проявляють себе значно краще за класичнi багато-атласнi пiдходи
в бiомедичнiй сферi [52, 53].
Зазвичай для вирiшення задач медичних додаткiв потрiбно вирiшувати
не тiльки задачу класифiкацiї, а й надавати iнформацiю про розташуван-
ня пiдозрiлої областi, тобто мiтки класу повиннi бути пов’язанi з кожним
пiкселем зображення, так само як це робиться в класичних алгоритмах
багато-атласних методiв. Такi задачу називають задачею сегментацiї i ви-
рiшується спецiальним класом згорткових нейронних мереж, якi будуть
розглянути далi.
Однiєю iз найбiльш популярних архiтектур для сегментацiї медичних
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зображень є архiтектура U-Net [54], що використовує так звану повну згор-
ткову нейронну мережу [55] (див. рис. 1.1).
Рис. 1.1. Архiтектура повної згорткової нейронної мережi U-Net, зображе-
ння взято з [54]
Архiтектура згорткової нейронної мережi U-Net складається з двох ча-
стин [54]:
1. Перша частина вiдповiдає звичайнiй класичнiй згортковiй нейрон-
нiй мережi, що може складатися з набору декiлькох операцiй згор-
ток 3× 3 та операцiї субдискретизацiї за максимальним значенням
(англ. max pooling) розмiром 2× 2. Як функцiя активацiї зазвичай
використовується ReLu. Таких блокiв нейронна мережа може мiсти-
ти декiлька. Зазвичай кiлькiсть каналiв ознак згорткової нейрон-
ної мережi (англ. channels) подвоюється з кожним блоком. Приклад
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першої частини згорткової нейронної мережi U-Net можна побачити
на лiвiй частини рис. 1.1.
2. Друга частина складається з послiдовних операцiй оберненої згор-
тки (англ. transposed convolution), що вiдновлюють вихiдний роз-
мiр зображення, яке бути представляти собою фiнальне зображення
атлас iснуючих структур на вхiдному зображеннi. Для цього вико-
ристовується операцiя оберненої згортки, що зменшує кiлькiсть ка-
налiв ознак (англ. channels) вдвiчi. Далi, виконуються двi звичайнi
операцiї згортки. Такi блоки повторюється стiльки ж раз, скiльки
вони є в першiй частинi нейронної мережi. Ще однiєю особливiстю
архiтектури U-Net є те, що кожен блок другою половини використо-
вує ознаки отриманi на тому ж рiвнi в першiй половинi нейронної
мережi. Такий пiдхiд нiвелює проблему втрати iнформацiї при вико-
наннi операцiї оберненої згортки. В кiнцi другої половини нейронної
мережi використовується операцiя згортки 1× 1, що дозволяє виве-
сти маску сегментацiї для вхiдного зображення.
Така архiтектура згорткової нейронної мережi доказала свою дiєвiсть i
дозволила досягти високих результатiв при сегментацiї зображень, навiть
якщо в наборi даних присутня доволi мала кiлькiсть даних. Так, в роботi
[54] така архiтектура змогла досягти високих результатiв сегментацiї клi-
тин на зображеннях елеронного мiкроскопа.
Згорткова нейронна мережа U-Net може використовуватися не тiльки
для двовимiрних даних. Бiльшiсть даних в медичнiй дiагностицi мають
тривимiрну природу. Тому для роботи з тривимiрними даними була приду-
мана адаптацiя архiтектури U-Net. Така архiтектура згорткової нейронної
мережi отримала назву V-Net [53]. Тривимiрна згорткова нейронна мережа
V-Net була використана для сегментацiї зображень магнiтно-резонансної
терапiї (англ. magnetic resonance imaging), намагаючись вирiшити пробле-
му дiагностики раку простати. Архiтектура представленої мережi повто-
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рює всi архiтектурнi особливостi згорткової нейронної мережi U-Net, але
при цьому замiсть двовимiрних версiй операцiй згортки та оберненої згор-
тки використовуються їх аналоги для тривимiрного простору. Перевагою
такої архiтектури є врахування тривимiрної природи вхiдних даних.
Ще одним важливим етапом систем комп’ютерної дiагностики є етап
класифiкацiї, на якому будується модель, що визначає ймовiрнiсть захво-
рювання пацiєнта на основi отриманих регiонiв iнтересу. Однiєю з попу-
лярних архiтектур, що мала великий вплив на дослiдження в областi кла-
сифiкацiї зображень (та iдеї цiєї мережi використовують для покращен-
ня роботи нейронних мереж для сегментацiї) та дозволила будувати ще
бiльш глибокi штучнi нейроннi мережi, була архiтектура згорткової ней-
ронної мережi пiд назвою ResNet [56]. Автори цiєї архiтектури звернули
увагу на те, що в змаганнях на наборi даних ImageNet станом на 2015 рiк
вже намагались використовувати глибокi нейроннi мережi з 16 або навiть
30 шарами. Та сама тенденцiя йшла i в iнших складних нетривiальних за-
дачах комп’ютерного зору. На той момент вже навчилися справлятися iз
проблемами градiєнтного затухання та градiєнтного вибуху шляхом нор-
малiзованої iнiцiалiзацiї вагових коефiцiєнтiв згорткової нейронної мережi
та нормалiзацiї виходiв прихованих шарiв. Такi пiдходи вже активно вико-
ристовувалися в AlexNet [51]. Використовуючи їх можна було досягти гар-
них результатiв в доволi глибоких нейронних мережах з кiлькiстю шарiв
бiльше 10, що навчалися вiд початку до кiнця стохастичним градiєнтним
спуском (англ. stochastic gradient descent) та алгоритмом оберненого роз-
повсюдження помилки (англ. backpropagation). Однак, якщо спробувати
збiльшити кiлькiсть шарiв згорткової нейронної мережi ще бiльше, ска-
жiмо до 50, чи 100, спостерiгалася сильна деградацiя коректностi роботи
моделi. Така деградацiя метрик за спостереженням авторiв вiдбувалася не
через перенавчання, тому що помилка збiльшувалася i на тренувальнiй ви-
бiрцi. Проблеми з затуханням чи вибухом градiєнтного спуску теж не було.
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Тож проблема полягала в складностi навчання такої моделi.
Для вирiшення проблеми деградацiї нейронної мережi зi збiльшенням
кiлькостi шарiв, автори [56] запропонували ввести так званi залишковi бло-
ки (англ. residual blocks). Автори зробили припущення та пiдтвердили екс-
периментально, що алгоритму оптимiзацiї значно простiше оптимiзувати
залишкове вiдображення, що має iнформацiю з попереднiх етапiв, нiж на-
вчити звичайне вiдображення що немає таких зв’язкiв. Також в роботi [57]
була показана структура залишкового блоку, яка була найбiльш оптималь-
ною для нейронних мереж з великою кiлькiстю прихованих шарiв. На ри-
сунку 1.2 показано, як виглядають залишковi блоки в типовiй архiтектурi
згорткової нейронної мережi.
Рис. 1.2. Приклад залишкових блокiв (англ. residual blocks), за допомогою
яких був зроблений прорив в навчаннi дуже глибоких нейронних мереж
(розмiром 100, 150 шарiв i бiльше). Зображення взято з [57]
Формально, один залишковий блок в архiтектурi ResNet задається на-
ступною формулою:
yl = h(xl) + F (xl,ΩL), (1.7)
xl+1 = f(y1), (1.8)
де xl та xl+1 є входом та виходом для l-го залишкового блоку вiдповiдно;
F - залишкова функцiя, що вiдображає нелiнiйнiсть праворуч вiд сiрих
стрiлок на рисунку 1.2; h(xl) - тотожне вiдображення, що пов’язує вхiд та
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вихiд залишкового блоку (стрiлки в сiрiй зонi на рис. 1.2); f - функцiя
активацiї, яка зазвичай має вигляд ReLU.
Саме такий залишковий блок за словами авторiв [57] дозволив навчати
дуже глибокi нейроннi мережi уникаючи деградацiї. Найбiльша згорткова
нейронна мережа яку тренували автори мала цiлих 100 шарiв i показувала
покращення в коректностi роботи на тестовiй вибiрцi. Згiдно результатами
дослiджень, залишковий блок, показаний праворуч на рисунку 1.2 є бiльш
ефективним. Згорткову нейронну мережу з таким залишковим блоком зго-
дом почали називати ResNetv2.
Ще одним цiкавим досягненням такої архiтектури було зменшення ви-
мог до обчислювальної потужностi у порiвняннi з класичними архiтекту-
рами. Наприклад [56], VGG-19 вимагає швидкодiю системи на рiвнi 19.6 мi-
льярдiв FLOPs, тодi як звичайна згорткова нейронна мережа архiтектури
ResNet першої версiї з 34 згортковими шарами вимагає систему зi швидко-
дiєю 3.6 мiльярдiв FLOPs. Як можна побачити по цифрам рiзниця є сут-
тєвою, тому на одному й тому ж обладнанi нейронну мережу архiтектури
ResNet можна навчити значно бiльшого розмiру, чим якби слiдувати бiльш
класичнiй архiтектурi VGG. Ця властивiсть є особливо корисною для по-
будови систем автоматичної дiагностики, оскiльки медичнi данi зазвичай
мають велику розмiрнiсть. Тому, така архiтектура активно використову-
ються i в побудовi нейронних мереж для медичних додаткiв. Наприклад,
робота [58] використовувала принципи ResNet для вирiшення проблеми се-
гментацiї нирок на КТ знiмку. Однак, архiтектура ResNet все ще не була
оптимальною з точки зору обчислювальної потужностi та при збiльшеннi
кiлькостi шарiв вимагала значно бiльшої кiлькостi ресурсiв. Тому згодом
появилися бiльш просунутi та ефективнiшi блоки згорткових нейронних
мереж, що дозволили отримати ще кращi результати за рахунок бiльш ефе-
ктивних розрахункiв та меншим ростом вимог до обчислювальної потужно-
стi зi збiльшенням кiлькостi шарiв. Такими архiтектурами були Inception
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[59, 60, 61], DenseNet [62], Xception [63].
Пiдходи глибинного навчання можна використати до медичних даних
iншим чином, особливо до даних якi представленi в тривимiрному або на-
вiть в чотирьох вимiрному форматi. Проблема в тому, що медичнi данi
мають дуже високу роздiльну здатнiсть i чим бiльш сучасне та точне обла-
днання, тим бiльшу розмiрнiсть будуть мати данi. Це зумовлює проблему
прокляття розмiрностi (англ. curse of dimensionality) для нейронних мереж,
оскiльки їм доводиться працювати в просторi високої розмiрностi. Одним
iз способiв боротьби з цим є використання алгоритмiв навчання многовиду
(англ. manifold learning). Навчання таких моделей можливо завдяки припу-
щенню, що бiльшiсть точок розподiлу концентровано знаходяться в однiй iз
областей, тобто бiльшiсть даних лежать в областi менш мiрного многовиду
[47].
Представлене припущення можливо не є завжди правдивим або кори-
сним, але на практицi для задач розпiзнавання образiв воно є як мiнiмум
приблизно вiрним [47]. Для прикладу можна взяти будь-яке медичне зо-
браження, що може представляти знiмок внутрiшнiх органiв людини для
дiагностики певного захворювання. Нехай значення кожного пiкселя зобра-
ження змiнюється в дiапазонi вiд 0 . . . 255. Нехай нам потрiбно згенерувати
таке зображення випадковим чином щоб отримати зображення внутрiшнiх
органiв людини в цiлому. Ймовiрнiсть того, що при такiй випадковiй ге-
нерацiї ми отримаємо зображення внутрiшнiх органiв людини фактично
дорiвнює нулю. Для формування такого зображення нам не потрiбно ви-
користовувати всi можливi варiацiї поєднання пiкселiв один з одним. Для
вирiшення такої задачi нам необхiдно тiльки дiзнатися приблизнi послiдов-
ностi поєднання iнтенсивностей пiкселiв, що будуть утворювати зображен-
ня внутрiшнiх органiв пацiєнта. Тобто множина необхiдний варiацiй поєд-
нання пiкселiв медичного зображення точно менше нiж загальна кiлькiсть
можливих комбiнацiй поєднання пiкселiв зображення. Виходячи з цього
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можна припустити, що точно можна знайти якийсь менш мiрний много-
вид, в рамках якого можна буде описати всi данi i при цьому спростити та
пришвидшити навчання нейронної мережi.
Для навчання менш мiрного многовиду класично застосовуються пiдхо-
ди навчання представлень (англ. representation learning). Класичними ней-
ронними мережами в такому випадку можуть вважатися сiмейство нейрон-
них мереж автокодувальникiв (англ. autoencoders) [47]. Автокодувальники
можуть бути використаннi для знаходження такого менш мiрного много-
виду, що може найкращим чином описати наявнi данi в просторi значно
меншої розмiрностi. Отриманi точки в такому просторi малої розмiрностi
можна потiм використовувати як вхiд до стандартних архiтектур нейрон-
них мереж, наприклад тих що розглядалися вище. Також, таке зменшене
представлення можна спробувати використати i в класичних непараметри-
чних мульти-атласних алгоритмах.
Прикладом такого застосування пiдходiв глибинного навчання можна
побачити в роботi [64], де намагалися вирiшити проблему детектування ба-
гатьох органiв людини використовуючи доступнi чотиривимiрнi данi пацi-
єнтiв. Автори використали навчання без вчителя для створення вiдображе-
ння ознак в менш вимiрному просторi. Як основну модель для побудови та-
ких ознак використали архiтектуру автокодувальника пiд назвою "stacked
sparse autoencoder". Отриманi ознаки використовували як вхiднi данi для
бiльш класичного алгоритму, а саме ймовiрнiсних групових методiв. Вико-
ристовуючи такий метод автори змогли досягти гарних результатiв роботи
системи навiть з невеликою кiлькiстю анотованих даних.
Автори роботи [65] розширили пiдхiд, що був використаний в попере-
днiй роботi. Автори використали схожу архiтектуру автоенкодера як части-
ну багато-атласних методiв сегментацiї та методiв деформацiйних моделей.
В роботi до навченого автоенкодера були доданi вихiднi класифiкацiйнi
шари поверх частини кодера та навчено в стилi навчання з вчителем ви-
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користовуючи наявний анотований набiр даних. Результати показали, що
такий пiдхiд показує значно кращi результати чим класичнi методи, що
використовують ручнi заданi ознаки. Безперечною перевагою використа-
ння пiдходiв на основi автокодувальникiв є можливiсть використовувати
неанотованi данi.
1.4. Пiдсумки та постановка задачi дослiдження
Системи комп’ютерної дiагностики допомагають пiдвищити якiсть та
швидкiсть дiагностування пацiєнтiв, працюючи iз складними медичними
зображеннями для знаходження патологiй. Стандартний пайплайн такої
системи складається з етапiв попередньої обробки зображення, сегментацiї
областi або органу, що аналiзується, знаходження та аналiзу регiонiв iнте-
ресу. В 2000-х роках для виконання сегментацiї та видiлення регiонiв iнте-
ресу на медичному зображенi найбiльш популярними були непараметричнi
багато-атласнi методи сегментацiї, що складалися з великої кiлькостi ета-
пiв та вимагали збереження всiх зображень-прикладiв в пам’ятi. Основни-
ми недолiками таких методiв була їх повiльна робота через використання
доволi складних та дорогих операцiй реєстрацiї зображення та об’єднання
мiток, високi вимоги до пам’ятi, складнiсть масштабування такої системи
та невисока точнiсть роботи.
З часом методи глибинного навчання почали активно розвиватися та
показувати значно кращi результати за класичнi алгоритми в рiзних за-
дачах та доменах [51, 66, 67]. Тому, методи глибинного навчання почали
активно використовувати на рiзних етапах багато-атласних методiв [45], що
дозволяло пiдвищити точнiсть роботи та швидкодiю таких систем. З часом,
почали використовувати глибиннi нейроннi мережi, що повнiстю замiняють
всi етапи та показували значно вищi та кращi результати, а також значно
вищу швидкодiю на тестовому етапi [54]. Також, точнiсть роботи сучасних
47
систем комп’ютерної дiагностики дозволяє додати етап класифiкацiї, що
повертає ймовiрнiсть присутностi хвороби на знiмку, де для класифiкацiї
також використовують методи глибинного навчання на основi отриманих
регiонiв iнтересу.
Основний успiх методiв глибинного навчання полягав у використаннi
згорткових нейронних мереж у задачах комп’ютерного зору. Iдея згортко-
вих нейронних мереж не є новою та була запропонована Ян ЛеКуном ще в
далекому 1998 роцi [68]. Однак, на той момент згортковi нейроннi мережi
не показували значно кращi результати через вiдсутнiсть великої вибiрки
для навчання, достатньо потужних комп’ютерiв та графiчних процесорiв
для проведення необхiдних обчислень. Основою для прогресу в 2012 роцi
стало поєднання багатьох факторiв, таких як:
— Наявнiсть великої навчальної вибiрки для навчання нейронної мере-
жi. На той момент використовувався набiр даних ImageNet LSVRC-
2012, який мiстив близько 1.2 мiльйона розмiчених зображень з
бiльш нiж 1 000 категорiй у тренувальнiй вибiрцi.
— Використання функцiї активацiї ReLu (rectified linear unit) замiсть
бiльш традицiйних та розповсюджених функцiй активацiй, таких
як сигмоїда та гiперболiчний тангенс. Емпiричнi результати експе-
риментiв показують, що функцiя активацiї ReLu пiдвищує ефектив-
нiсть навчання нейронної мережi. [69].
— Нейронна мережа навчалася з використанням графiчних прискорю-
вачiв (GPU), тобто нейронна мережа була розпаралелена на двох
графiчних прискорювачах з доступним об’ємом пам’ятi 3 гiгабай-
ти. Ранiше графiчнi процесори не використовувалися при навчаннi
нейронних мереж.
— Була використана технiка нормалiзацiї локального виходу шару
нейронної мережi, щоб запобiгти проблемi градiєнтного вибуху або
затухання.
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— Використовувалися просунутi технiки регуляризацiї нейронної ме-
режi для запобiгання її перенавчання, а саме такi технiки як "збiль-
шення даних"(Data augmentation) та Dropout.
— Нейронна мережа була навчена вiд початку до кiнця використову-
ючи iснуючу вибiрку з анотованими зображеннями та пiдхiд навча-
ння з вчителем. Тобто мережа була навчана вiд початку до кiнця
за допомогою градiєнтного спуску та алгоритму оберненого розпо-
всюдження помилки (англ. backpropagation). Попереднє пошарове
навчання нейронної мережi за допомогою навчання без вчителя не
використовувалося. В оригiнальнiй статтi автори зазначають, що
можливо з використанням попереднього пошарового навчання коре-
ктнiсть (англ. accuracy) моделi була б вищою, але вiдмова вiд цього
дозволила спростити та прискорити навчання за рахунок розпара-
лелення операцiй.
Описанi вище пiдходи навчання глибоких згорткових нейронних мереж
почали використовуватися в бiльш пiзнiх дослiдженнях та довели свою
ефективнiсть. На даний момент бiльшiсть сучасних задач класифiкацiї та
сегментацiї медичних зображень вирiшуються за допомогою глибоких згор-
ткових нейронних мереж, що навчаються вiд початку до кiнця градiєнтним
спуском та алгоритмом оберненого розповсюдження помилки для розра-
хунку градiєнтiв кожного шару.
Однак, системи комп’ютерної дiагностики на базi згорткових нейронних
мереж в контекстi побудови систем комп’ютерної дiагностики для аналiзу
медичних зображень мають свої недолiки. Так, глибиннi згортковi нейрон-
нi мережi вимагають великої кiлькостi даних для навчання та мають про-
блеми з перенавчанням, особливо на невеликих вибiрках. Нейронна мере-
жа є структурою типу чорного ящика, тому роботу такої системи важко
iнтерпретувати, що зменшує довiру лiкарiв до таких систем. У розгляну-
тих пiдходах та архiтектурах згорткових нейронних мереж вимоги до ви-
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користання пам’ятi залишаються доволi високими, що ускладнює задачу
навчання та використання таких систем на зображеннях з високою роз-
дiльною здатнiстю. Бiльшiсть медичних зображень являються собою данi
високого розширення та мають тривимiрну природу (наприклад зображен-
ня комп’ютерної томографiї), однак iснуючи пiдходи з двовимiрними згор-
тковими нейронними мережами не враховують це, що негативним чином
впливає на точнiсть роботи таких систем.
Враховуючи недолiки та переваги iснуючих систем комп’ютерної дiагно-
стики, метою дослiдження проведеного в рамках цiєї дисертацiйної роботи
є удосконалення iснуючих систем комп’ютерної дiагностики на базi методiв
глибинного навчання, шляхом розробки системи комп’ютерної дiагности-
ки раку легенiв з використанням знiмкiв комп’ютерної томографiї легенiв
пацiєнтiв. Для досягнення мети необхiдно розв’язати наступнi завдання:
1. Розробити або модифiкувати iснуючi архiтектури згорткових ней-
ронних мереж для вирiшення задач сегментацiї та класифiкацiї. Та-
ка архiтектура має враховувати тривимiрну природу КТ знiмкiв ле-
генiв пацiєнтiв.
2. Розробити та використати механiзми для пiдвищення ефективностi
навчання розроблених моделей.
3. Розробити власну систему комп’ютерного дiагностування раку леге-
нiв на основi розроблених архiтектур згорткових нейронних мереж.
4. Виконати експериментальнi дослiдження розроблених моделей i ме-
тодiв для визначення їх ефективностi.




ТРИВИМIРНI НЕЙРОННI МЕРЕЖI ДЛЯ АВТОМАТИЧНОЇ
ДIАГНОСТИКИ РАКУ ЛЕГЕНIВ
В останнi роки було досягнуто суттєвого прогресу в задачах
комп’ютерного зору [51], що спричинило хвилю популярностi та розповсю-
дження пiдходiв глибинного навчання серед науковцiв та iнженерiв. Осно-
вою прогресу стало використання двовимiрних згорткових нейронних ме-
реж з великою кiлькiстю шарiв [70]. Популяризацiя згорткових нейронних
мереж в задачах комп’ютерного зору привернула увагу i вчених, що за-
ймаються розробкою систем автоматичної дiагностики раку легенiв. Як
було показано в роздiлi 1.3, згортковi мережi почали активно використо-
вуватися в рамках систем комп’ютерної дiагностики, iнколи показуючи ре-
зультати коректностi (англ. accuracy) роботи системи на рiвнi середньо-
статистичного квалiфiкованого рентгенолога. Однак, робота з медичними
зображеннями досi вважається великим викликом через складнiсть та роз-
мiрнiсть даних в медичнiй сферi, вiдсутностi великої кiлькостi анотованих
даних. Часто, медичнi данi мають тривимiрну природу, що ускладнює ро-
боту з ними. Наприклад в роботi [71] автори працюють з вiдео ендоскопiї,
а робота [72] працює з КТ зображеннями грудної клiтки пацiєнтiв, намага-
ючись детектувати рак легенiв.
В рамках дисертацiйної роботи було проведено дослiдження роботи три-
вимiрних згорткових нейронних мереж з КТ зображеннями легенiв пацiєн-
тiв (див. роздiл 4.1) для дiагностування раку легенiв на знiмку. Такi данi
мають тривимiрну природу, тому двовимiрнi згортковi нейроннi мережi
працюють погано (див. роздiл 4.4), через те що вони втрачають iнформа-
цiю про просторовий зв’язок мiж рiзними шарами знiмку. Щоб мати мо-
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жливiсть враховувати цю iнформацiю, було прийнято рiшення використати
тривимiрну згортку, що не дає можливiсть використовувати всю доступну
iнформацiю на КТ зображенi легенiв пацiєнта. В цьому роздiлi ми детально
розглянемо операцiю тривимiрної згортки та рiзницю мiж тривимiрною та
двомiрною згортками. Також, розглянемо яким чином будується архiтекту-
ра тривимiрної нейронної мережi та з якими складностями зустрiчаються
при розробцi архiтектури нейронної мережi.
2.1. Згорткова нейронна мережа та її тривимiрна версiя
Згортковi нейроннi мережi [70] у класичному їхньому виглядi представ-
ляють собою спецiалiзований вид штучних нейронних мереж, що викори-
стовують операцiю згортки замiсть добутку матриць на хоча б одному
з шарiв. Такi нейроннi мережi використовуються для роботи з даними,
що мають вiдому сiтчасту топологiю та набули популярностi в задачах
комп’ютерного зору при роботi з двовимiрними зображеннями. Також, такi
нейроннi мережi можуть бути застосованi i для роботи iз часовими послi-
довностями, що в такому випадку розглядаються як одномiрна сiтка, яка
формується шляхом вибору точок з часової послiдовностi в межах певного
часового iнтервалу [47].
Класичний згортковий шар складається з трьох основних етапiв [70].
Перший етап представляє собою афiнне перетворення у виглядi операцiї
згортки. На другому етапi, отриманi вихiднi значення з афiнного перетво-
рення трансформуються через нелiнiйну функцiю активацiї, яка в бiльшо-
стi згорткових нейронних мережах має вигляд ReLu. Iнколи цей етап ще
називають етапом детектора. На останньому третьому етапi виконується
операцiя субдискретизацiї даних (англ. pooling) для модифiкацiї та змен-
шення розмiрностi вхiдних даних. У випадку тривимiрної згорткової ней-
ронної мережi всi етапи зберiгаються у такiй самiй послiдовностi, тiльки
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кожна операцiя на кожному iз етапiв адаптується до роботи з тривимiр-
ними даними. Пiсля набору послiдовних згорткових шарiв класична згор-
ткова нейронна мережа використовує так званий повнозв’язний шар, що
представляю собою багатошаровий перцептрон. Тобто, можна представи-
ти згортковi шари такою собi функцiєю витягування високорiвневих ознак
з вхiдних даних для класичного багатошарового нейронну. Або ж, можна
сказати, що згортковi нейроннi мережi знаходять менш мiрний многовид,
що описує вихiднi данi в просторi меншої розмiрностi. В наступних пiд-
роздiлах розглянемо бiльш детально операцiю згортки та субдискретизацiї
для двовимiрних та тривимiрних згорткових нейронних мереж.
2.1.1. Операцiя згортки. Використання операцiї згортки для
обробки зображень. Будь-яка згорткова нейронна мережа в своїй осно-
вi використовує математичну операцiю згортки для обробки вхiдного си-
гналу на етапi детектування. Математично, операцiю згортки для непе-
рервних величин задають наступною формулою:
s(t) =
∫
x(a)ω(t− a)da = (x ∗ a)(t), (2.1)
де x - вхiднi данi, якi необхiдно обробити за допомогою операцiї згортки; ω
- ядро операцiї згортки, представляє собою матрицю вагових коефiцiєнтiв;
t - поточний момент часу; a - час, який iснують данi.
Для дискретних величин операцiя згортки може бути записана насту-
пним чином:




В термiнологiї згорткової нейронної мережi, пiд x розумiють вхiднi данi
згорткового шару, ω позначає ядро згортки (англ. kernel). Вихiднi значення
операцiї згортки iнколи можуть називати картою ознак (англ. features map)
[47]. Цiль навчання згорткової нейронної мережi полягає в знаходженнi
таких значень вагових коефiцiєнтiв в ядрi операцiї згортки, щоб отримати
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набiр найбiльш релевантних ознак, що будуть представляти вихiднi данi в
просторi меншої розмiрностi.
Згортковi нейроннi мережi можуть працювати iз двовимiрними зобра-
женнями, якi у випадку чорно-бiлого зображення представляють собою
двовимiрну дискретну величину. Тому, операцiю згортки для двомiрного
чорно-бiлого зображення можна записати наступним чином:





I(m,n)K(i−m, j − n), (2.3)
де I - це вхiдне двовимiрне зображення, K - функцiя ядра згортки, m та
n - розмiрнiсть вхiдного зображення.
Потрiбно пам’ятати, що в бiльшостi фреймворкiв машинного навчання,
таких як tensorflow чи pytorch, операцiя згортки реалiзується як взаємо-
кореляцiйна функцiя (англ. cross-correlation). Взаємокореляцiйна функцiя
виконує тi самi розрахунки що й операцiя згортки, але без транспонування
матрицi в кiнцi. Вважається, що в бiльшостi випадкiв операцiя транспорту-
вання не впливає на збiжнiсть всiєї згорткової нейронної мережi [73, 74, 75].
В такому випадку записаний вище вираз згортки для двовимiрних дискре-
тних даних матиме наступний вигляд:





I(i+m, j + n)K(m,n) (2.4)
Однак, багато вхiдних даних формують не чорно-бiлими, а кольорови-
ми зображеннями. Частiше всього кольорове зображення представляється
в пам’ятi у виглядi тривимiрного масиву, кожен вимiр якого характеризує
iнтенсивнiсть червоного, зеленого та синього кольорiв в кожному з пiксе-
лiв. Представлення зображень у виглядi червоного, зеленого та синього
кольорiв називають кольоровою моделлю RGB. Також, згорткова нейрон-
на мережа має цiлий набiр ядер у вихiдному каналi, кожен з яких дивиться
на свiй специфiчний патерн та виконується паралельно. Нехай маємо чоти-
ривимiрний масив K з елементами Ki,j,k,l, що представляють собою ваговi
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коефiцiєнти мiж значенням у вихiдному каналi i та вхiдним каналом j та
змiщенням в k рядкiв та l колонок мiж вихiдними та вхiдними значеннями.
Також, нехай вхiднi значення I складаються з елементiв Ii,j,k, що представ-
ляють вхiднi значення з каналу i в рядку j та колонцi k. Нехай результат
виконання згортки складається з значень S, що мають такий самий фор-
мат що i вхiднi данi I, та який формуються шляхом застосування операцiї
перехресної ентропiї iз ядромK по вхiдним даним I. В такому випадку опе-






де сума по l,m, n вiдбувається по всiм значенням всiх каналiв вхiдного
зображення.
Приклад виконання операцiї згортки по багатоканальному входу та
одноканальним виходом можна побачити на рисунку 2.1.
Рис. 2.1. Операцiя двовимiрної згортки для вхiдних даних з кiлькiстю ка-
налiв бiльше одинцi.
Як видно iз зображення 2.1 та виразу 2.5, вхiднi данi двовимiрної згор-
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ткової нейронної мережi можуть бути багатомiрними. В такому випадку
всi значення зi всiх каналiв поелементно перемножуються iз значеннями в
ядрi операцiї згортки, та потiм сумуються. Тож на виходi отримується дво-
вимiрний масив з розмiрнiстю трохи меншою за розмiрнiсть одного каналу.
Така поведiнка двовимiрної згортки є цiлком прийнятною для кольорових
зображень, оскiльки значення вектору iнтенсивностi кольорiв не є зале-
жними мiж собою i представляють собою одну сутнiсть.
Однак поведiнка двовимiрної згортки не є прийнятною для роботи з
тривимiрними зображеннями, де значення по третiй просторовiй осi мi-
стять в собi важливу iнформацiю для роботи класифiкатора. В КТ зобра-
женнях легенiв пацiєнта завдяки третiй вiсi можна сформувати уявлення
про морфологiю легеневого утворення. Iнформацiя про морфологiю таких
утворень є важливою частиною дiагностування раку легенiв [76]. Застосу-
вання двовимiрної операцiї згортки як частини згорткової нейронної мере-
жi не дає високих результатiв через те, що двовимiрна згортка перетворює
тривимiрне вхiдне зображення в двовимiрнi данi та втрачає всю просторову
iнформацiю, яка була доступна за рахунок третьої осi. Щоб зберегти iнфор-
мацiю по всiм просторовим напрямам та мати можливiсть використовувати
розповсюдження тривимiрних даних вздовж всiх шарiв згорткової нейрон-
ної мережi, необхiдно замiнити операцiю двовимiрної згортки на операцiю
тривимiрної згортки. Як показано на рисунку 2.2, в такому разi вся про-
сторова iнформацiя буде збережена i ми вздовж всiєї згорткової нейронної
мережi працюватимем з тривимiрним представленням.
Тривимiрна операцiя згортки досягається шляхом застосування триви-
мiрного ядра до куба вхiдного тривимiрного зображення. Формально, ре-
зультат операцiї тривимiрної згортки в позицiї x, y, z на i-му каналi вхiдно-
го зображення можна описати наступною формулою (формула наводиться
у виглядi, який використовують сучаснi фреймворки машинного навчання,
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Рис. 2.2. Операцiя тривимiрної згортки.











де p, q, r - координати тривимiрного ядра операцiї згортки; K - ядро три-
вимiрної операцiї згортки; I - тривимiрнi вхiднi данi на l каналi.
Тривимiрна операцiя згортки, подiбно до двовимiрної згортки, застосо-
вує одне й теж тривимiрне ядро по кожним локальним значенням вхiдних
даних, якi мають форму кубу. Також, операцiя може застосовуватися з рi-
зними ваговими коефiцiєнтами паралельно, формуючи набiр карт ознак в
кожному каналi у виглядi куба вагових коефiцiєнтiв.
2.1.2. Властивостi тривимiрної згорткової нейронної мережi.
Основнi базовi властивостi тривимiрних згорткових нейронних мереж спiв-
падають з властивостями двовимiрних мереж. Однак, такi згортковi ней-
роннi мережi додають ще одну просторову вiсь, яка дозволяє працювати та
врахувати додатковi просторовi залежностi для тривимiрних даних, та до-
датковi просторово-часовi ознаки для дiагностики вiдео [71]. До основних
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властивостей згорткової нейронної мережi можна вiднести [47]:
1. Розрiдженнi ваговi коефiцiєнти (англ. sparse weights). В традицiй-
них нейронних мережах використовується повнозв’язнi зв’язки мiж
шарами. Однак, такий пiдхiд вимагає поєднувати кожне значення
вхiдного шару з кожним значенням вихiдного шару, що позначає-
ться на кiлькостi пам’ятi, яку використовує така нейронна мережа,
та на швидкiсть роботи. Згортковi нейроннi мережi не вимагають
з’єднання мiж кожним вхiдним та вихiдним значеннями. Це досяга-
ється шляхом використання ядра операцiї згортки значно меншого
розмiру, нiж вхiдне зображення. Для операцiї згортки цiлком до-
статньо мати можливiсть працювати з певним локальним регiоном
на зображеннi. Цiкаво, що бiльш глибиннi шари згорткової нейрон-
ної мережi можуть не напряму взаємодiяти з бiльшою частиною
вхiдного зображення через отриманi в певному локальному регiонi
ознаки на попереднiх шарах мережi. Така властивiсть глибинних
згорткових мереж дозволяє навчити бiльш високорiвневi абстракцiї
на основi бiльш простих низькорiвневих абстракцiях. Для прикладу,
подiбну властивiсть можна побачити на рисунку 2.3.
2. Спiльне використання вагових коефiцiєнтiв (англ. parameters shari-
ng). Пiд спiльним використанням вагових коефiцiєнтiв зазвичай ро-
зумiється можливiсть використання одних i тих же вагових коефiцi-
єнтiв в бiльш нiж однiй функцiї в моделi. В традицiйних нейронних
мережах такого немає, оскiльки матриця вагових коефiцiєнтiв вико-
ристовується тiльки одного разу при розрахунку вихiдних значень
для наступного шару. На противагу цьому, згортковi нейроннi мере-
жi використовують одну й ту саму матрицю ядра операцiї згортки
для кожної з локальних частин вхiдних даних, тим самим повторно
використовуючи однi й тi ж самi ваговi коефiцiєнти для розрахунку
кожного вихiдного значення. Така особливiсть згорткових нейрон-
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Рис. 2.3. Приклад розподiлення та перевикористання навчених ознак в де-
кiлькох шарах згорткової нейронної мережi. Бiльш глибокi шари згортко-
вої нейронної мережi неявно використовують низькорiвневу iнформацiю,
що була отримана на бiльш раннiх шарах мережi. Зображення взято з [47].
них мереж означає, що замiсть того щоб знаходити набiр вагових ко-
ефiцiєнтiв для кожної з локацiй на вхiдному зображеннi, навчається
тiльки один такий набiр. Завдяки цьому значно зменшується вико-
ристання пам’ятi та пiдвищується статистична ефективнiсть такої
нейронної мережi. Також в переваги можна додати й те, що таким
чином проблема перенавчання трохи зменшується.
3. Еквiварiантнiсть представлення (англ. equivariant representation).
Пiд властивiстю еквiварiантностi в згорткових нейронних мережах
розумiють те, що при певнiй змiнi вхiдних значень вихiднi значення
будуть змiненi вiдповiдним чином, тобто симетрично. Тобто, фун-
кцiю f(x) називають еквiварiантною до функцiї g якщо виконується
рiвнiсть f(g(x)) = g(f(x)). З точки зору обробки часових рядiв, та-
ка властивiсть означає, що операцiя згортки повертає певного виду
хронологiю, що показує в який момент та якi ознаки були отрима-
нi на входi. Якшо одна й та сам подiя буде проявлятися пiзнiше в
часi, то вона матиме точно таке саме представлення, що мало ра-
нiше. Для тривимiрних медичних даних, такi як КТ зображення
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легенiв пацiєнта, тривимiрна згорткова операцiя буде показувати
де певна ознака знаходиться на вхiдному зображеннi. Також, якщо
певний об’єкт був значно збiльшений у розмiрах (наприклад, нове
КТ зображення пацiєнта вiдображає збiльшення пухлини в легенях
пацiєнта), то такий об’єкт буде представлено вiдповiдним чином i
пiсля виконання операцiї згортки.
Описаннi вище операцiї згортки показують, чому згортковi нейроннi ме-
режi зiграли настiльки важливу роль в iсторiї глибинного навчання. Згор-
тковi нейроннi мережi були першими робочими глибинними нейронними
мережами, що були навченi з використанням алгоритму розповсюджен-
ня помилки, тодi як загальнi нейроннi мережi прямого розповсюдження
розглядалися як неуспiшнi та не показували гарних результатiв [47]. Такi
результати були досягнутi в тому числi через описанi властивостi операцiї
згортки, що дозволило будувати бiльш обчислювано та статистично ефе-
ктивнi моделi, якi значно легше навчити у порiвнянi з класичним багатоша-
ровим перцептроном. Ще однiєю особливiстю таких мереж є те, що навiть
враховуючи вiдсутнiсть повнозв’язних зв’язкiв на кожному з шарiв, така
нейронна мережа може вивчити високорiвневi ознаки базуючись на еле-
ментарних низькорiвневих ознаках, отриманих на попереднiх бiльш раннiх
шарах. Наприклад, на зображенi 2.4 показується ознаки, якi шукає навчена
на ImageNet згорткова нейронна мережа на рiзних рiвнях архiтектури.
На бiльш низькорiвневих шарах мережа дивиться на певнi елементарнi
простi структури та контури, тодi як вже на бiльш високорiвневих шарах
вже промальовуються цiлком впiзнаванi об’єкти, якi може класифiкувати
дана нейронна мережа. Таким чином, згортковi шари нейронної мережi
представляють такий собi витягач високорiвневих ознак для класичного
багатошарового перцептрона. Iншими словами, представляє вхiднi данi у
виглядi многовиду меншої розмiрностi.
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Рис. 2.4. Згорткова нейронна мережа навчається все бiльш високорiвневим
ознакам та патернам на бiльш глибоких шарах. Зображення показує вiзу-
алiзацiю ознак GoogLeNet [59], навченої на ImageNet. Зображення взято з
[78].
2.1.3. Операцiя субдискретизацiї. Її властивостi та використа-
ння. Операцiя субдискретизацiї (англ. pooling) є функцiєю, яка викори-
стовується в кiнцi шару класичної згорткової нейронної мережi. Задача та-
кої функцiї полягає в зменшенi розмiрностi вхiдної карти ознак, отриманої
пiсля застосування нелiнiйної функцiї активацiї. Це досягається шляхом
збору та агрегацiї сумарних статистик найближчих сусiднiх значень. Ста-
тистика може використовуватися рiзна, вибiр залежить вiд конкретного
домену та може пiдбиратися експериментальним чином. Наприклад, ро-
бота що вперше описала згортковi нейроннi мережi в поточному їхньому
виглядi [68], використовувала середнє значення найближчих значень ви-
хiдних карт ознак. На даний момент в сучасних архiтектурах згорткових
нейронних мереж найбiльш популярною є функцiя субдискретизацiї за ма-
ксимальним значенням (англ. max pooling) [79]. Операцiя субдискретизацiї
за максимальним значенням розраховує максимальне значення в рамках
певного прямокутника на картi ознак, що була отримана пiсля застосува-
ння нелiнiйної функцiї активацiї на етапi детектора. Така функцiя дискре-
тизацiї показує себе добре на бiльшостi даних.
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Операцiя субдискретизацiї грає важливу роль в досягненнi властиво-
стi iнварiантностi до невеликих змiн в згорткових нейронних мережах. Пiд
iнварiантнiстю моделi розумiють властивiсть системи не змiнювати свiй
стан при невеликих змiнах у вхiдних значеннях. Властивiсть локальної iн-
варiантностi є важливою характеристикою в моделях, де прiоритетнiше
перевiрити наявнiсть певної ознаки, нiж її точна локацiя. Наприклад, при
дiагностицi раку легенiв нам бiльш важливо сам факт наявностi пухлини,
нiж її наявнiсть. Конкретна локацiя пухлини може бути приблизною та
необхiдна тiльки для надання рентгенологу додаткової iнформацiї про те,
що в певному регiонi знiмку знаходиться пухлина. Можливiсть не змiнно-
стi локацiї навiть при невеликих модифiкацiї цього регiону також є цiлком
припустимою [47].
Операцiя субдискретизацiї пiдсумовує iнформацiю всiх ближнiх точок
на картi ознак, отриману пiсля етапу детектування згорткового шару. Така
властивiсть субдискретизацiї дозволяє використовувати субдискретизацiю
значно менше разiв, чим наприклад етап детектування. Також, розмiрнiсть
даних зменшується при проведенi такої операцiї, що є важливим чинником
при роботi iз зображеннями високої роздiльностi, з якими в основному не-
обхiдно працювати в рамках медичних додаткiв. Такi характеристики i ре-
зультати роботи субдискретизацiї допомагають покращити обчислювальну
ефективнiсть згорткової нейронної мережi. Однак, в рамках операцiї су-
бдискретизацiї втрачається доволi велика кiлькiсть iнформацiї, яка могла
би бути корисною для покращення коректностi роботи згорткової нейронної
мережi. Тому, сучаснi архiтектури згорткових нейронних мереж намагаю-
ться використовувати як можна меншу кiлькiсть шарiв субдискретизацiї
або взагалi вiдмовитися вiд них та використовувати операцiю глобальної
субдискретизацiї.
Операцiя глобальної субдискретизацiї полягає у виконаннi функцiї су-
бдискретизацiї по всiй картi ознак замiсть використання локального па-
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тчу зображення [80]. Потiм, отриманий вектор подається на вхiд softmax
функцiї для визначення ймовiрностi належностi вхiдних даних до одного
з класiв. Таким способом можливо уникнути використання повнозв’язного
шару згорткової нейронної мережi, що вирiшить проблему перенавчання
на цьому шарi, оскiльки на етапi глобальної субдискретизацiї немає пара-
метрiв, якi могли б бути оновленнi на етапi навчання. Також, в порiвняннi
з багатозв’язним шаром, глобальна субдискретизацiя є бiльш природною
структурою для згорткової нейронної мережi. Операцiя глобальної субдис-
кретизацiї встановлює вiдповiднiсть мiж картами ознак i категорiями, якi
ми маємо вiднайти на зображенi.
2.1.4. Навчання та регуляризацiя тривимiрних згорткових
нейронних мереж. Навчання тривимiрних згорткових нейронних ме-
реж вiдбувається таким же чином як i для двовимiрних згорткових нейрон-
них мереж — за допомогою звичайних технiк навчання з вчителем без по-
переднього пошарового навчання шарiв згорткової нейронної мережi. Для
навчання використовується навчальна вибiрка, екземпляр кожної з якої
представляє собою iнформацiю про вхiдне тривимiрне зображення та асо-
цiйовану мiтку з ним. Тривимiрна згорткова нейронна мережа є повнiстю
диференцiйованою моделлю та навчається за допомогою алгоритму гра-
дiєнтного спуску (англ. gradient descent) та зворотнього розповсюдження
помилки (англ. backpropagation) для розрахунку значень градiєнтiв для ко-
жного з шарiв. Основна вiдмiннiсть та складнiсть тривимiрних згорткових
нейронних мереж полягає у тому, що така нейронна мережа має значно
бiльшу кiлькiсть параметрiв чим аналогiчного розмiру двовимiрна згор-
ткова нейронна мережа. Вимоги до обчислювального кластеру та пам’ятi
ростуть кубiчно iз збiльшенням роздiльної здатностi вхiдного зображення.
Наприклад для КТ зображень легенiв пацiєнта, що використовувалися в
цiй роботi (див. роздiл 4.1), потрiбно значно зменшувати роздiльну зда-
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тнiсть КТ знiмку, щоб мати можливiсть вмiстити хоча б один тренуваль-
ний приклад в пам’ять комп’ютера з бiльш-менш глибинною тривимiрною
згортковою нейронною мережею.
Присутнiсть значно бiльшої кiлькостi параметрiв робить тривимiрну
згорткову нейронну мережу складнiшою для навчання через те, що така
мережа ще бiльше схильна до перенавчання, особливо коли використову-
ється невеликий за розмiром набiр даних. Також, проблеми градiєнтного
затухання та вибуху присутнi так само i при навчаннi тривимiрної нейрон-
ної мережi, що вимагає використання додаткових технiк для покращення
навчання.
Проблема затухання градiєнту полягає в тому, що градiєнти можуть
ставати все меншини i меншими з тим як алгоритм оберненого розповсю-
дження помилки проходить вiд високорiвневих шарiв до бiльш низько-
рiвневих. В результатi такої поведiнки градiєнтний спуск при оновленнi
вагових коефiцiєнтiв фактично не змiнює їх або взагалi залишає незмiнни-
ми, що призводить до незбiжностi нейронної мережi. На противагу постiй-
ному зменшенню градiєнту може вiдбуватися i обернений процес, коли з
кожним шаром градiєнт може ставати все бiльшим та бiльшим, поки ваго-
вi коефiцiєнти певних шарiв не будуть оновленi на величезне значення, що
призведе то розходження алгоритму. Таку проблему називають проблемою
градiєнтного вибуху. В перше певнi причини такої нестабiльної поведiнки
градiєнтiв пiд час навчання було описано в роботi [81], де пропонувалося
при використаннi сигмоїдної функцiї активацiї використовувати спецiальну
технiку iнiцiалiзацiї вагових коефiцiєнтiв. На даний момент для зменшення
проблеми нестабiльностi градiєнтiв рекомендується використовувати фун-
кцiю активацiї Relu (або будь-яку її модифiкацiю) та спецiальну страте-
гiю iнiцiалiзацiї вагових коефiцiєнтiв, яку називають He initialization [82].
Однак такi пiдходи повнiстю не вирiшують проблему i в сучасних згортко-
вих нейронних мережах, тому використовуються бiльш просунутi технiки
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для нормалiзацiї виходiв з промiжних шарiв згорткової нейронної мере-
жi, якi в цiлому застосовуються i для тривимiрних згорткових нейронних
мереж також.
Для пiдвищення стабiльностi градiєнтiв пiд час навчання нейронної ме-
режi в 2015 роцi був запропонований метод нормалiзацiї по мiнi-групам.
(англ. batch normalization) [83]. Така технiка полягає у використаннi опера-
цiї нормалiзацiї перед або пiсля функцiї активацiї на кожному прихованому
шарi згорткової нейронної мережi. Мета нормалiзацiї по мiнi-групам поля-
гає у центруваннi середнього значення та нормалiзацiї вхiдних даних, пiсля
чого вихiднi значення масштабуються та змiщуються. Масштабування та
змiщення вiдбувається за рахунок двох нових векторiв, оптимальнi значе-
ння яких знаходяться протягом навчання нейронної мережi. Тобто, норма-
лiзацiя по мiнi-групам дає можливiсть мережi знайти найбiльш оптималь-
нi параметри масштабування та середнього значення для вхiдних значень
кожного з шарiв. Пiд час навчання операцiя нормалiзацiї по мiнi-групам
прогнозує середнє значення та дисперсiю кожного вихiдного значення. Та-
ка статистика вираховується по мiнi групам, на якi роздiлена навчальна
вибiрка. Метод також можна застосовувати i при навчаннi вiдразу на всiх
даних, але зазвичай це не є практично, якщо розмiр тренувального набору
та розмiрнiсть даних є дуже великими.
Для прогнозування дисперсiї та середнього значення виходу, метод нор-
малiзацiї за мiнi-групами розраховує середнє значення та середнє квадра-
тичне вiдхилення по мiнi-групах доступних на етапi навчання. Розрахунки





















z(i) = γ ⊗ x̂(i) + β, (2.10)
де µB вектор середнiх значень, розрахований для всiх екземплярiв в мiнi-
групi B (одне середнє значення для кожного екземпляру); σB представляє
вектор середньо-квадратичного вiдхилення, так само розрахований для ко-
жного з екземплярiв в мiнi-групi B; mB представляє кiлькiсть прикладiв
в мiнi-групi B; x̂(i) представляє вектор нормалiзованих та вiдцентрованих
за середнiм значенням екземплярiв в мiнi-групi B; γ - вектор параметрiв
масштабування для кожного iз вхiдних екземплярiв в мiнi-групi B. Вектор
задається для кожного шару мережi в якому використовується нормуван-
ня за мiнi-групою; ⊗ - операцiя поелементного перемноження матриць; β
- вектор вихiдних значень змiщень для кожного iз вхiдних екземплярiв в
мiнi-групi B; ε - дуже мале число, що протидiє дiленню на нуль; z(i) - ви-
хiднi значення отриманнi пiсля застосування нормування за мiнi-групою.
Вихiдне значення представляє собою масштабовану та змiщену версiю зна-
чень вхiдних екземплярiв.
В загальному випадку, нормалiзацiя за мiнi-групою може бути засто-
сована до будь-яких вхiдних значень в нейроннiй мережi та в оригiналь-
нiй роботi застосовувалося до операцiї згортки в нейроннiй мережi та до
застосування нелiнiйної функцiї активацiї. Застосування нормалiзацiї за
мiнi-групою в загальному випадку може бути записано наступним чином
[83]:
out = σ(BN(WI)), (2.11)
де BN трансформацiя застосовується iндивiдуально до кожного просторо-
вої вiсi WI, з iндивiдуальною парою параметрiв γ(k) та β(k).
В рiвняннi 2.11 вiдсутнiй параметр змiщення b, тому що його вплив
нiвелюється при нормуваннi за мiнi-групою. При застосуваннi до операцiї
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згортки, нормалiзацiя застосовується спiльно до всiх вхiдних значень та у
всiх локацiях двовимiрних даних, що знаходяться в мiнi-групi. Алгоритм
застосовується таким чином для гарантування того, що рiзнi елементи в
рiзних локацiях карти ознак нормалiзувалися однаково i тим самим забез-
печується збереження еквiварiантностi згортки. Такий пiдхiд добре заре-
комендував себе та допомiг досягти значного прогресу в вирiшенi задачi
класифiкацiї на наборi даних ImageNet. Емпiричнi експерименти показа-
ли, що така нормалiзацiя змогла значно зменшити проблему градiєнтного
затухання та вибуху при навчаннi глибинних нейронних мереж. Як бонус,
нормалiзацiя за мiнi-групою має невеликий ефект регуляризацiї та робить
нейронну мережу менш чутливою до способу iнiцiалiзацiї вагових коефiцi-
єнтiв. Цей пiдхiд став де факто стандартом при навчаннi як двовимiрних
згорткових нейронних мереж, так i тривимiрних згорткових нейронних ме-
реж [72].
Використання нормалiзацiї по мiнi-групам допомагає пришвидшити збi-
жнiсть глибоких нейронних мереж, але в деяких випадках цього є недоста-
тньо. Для побудови систем медичної дiагностики зазвичай доступно доволi
обмежена кiлькiсть даних, тому глибиннi нейроннi мережi повиннi могти
навчатися навiть на зовсiм невеликих вибiрках. Тому, для пришвидшен-
ня навчання мережi та можливостi отримати достатнiй рiвень коректностi
роботи на малiй вибiрцi використовують технiку навчання перенесенням
(англ. transfer learning).
Суть методу навчання за перенесенням полягає в тому, що нейронна ме-
режа попередньо навчається на iснуючому великому наборi даних на схо-
жiй задачi. Наприклад, якщо необхiдно вирiшувати задачу класифiкацiї по
двовимiрним зображенням, часто попередньо навчають глибоку нейронну
мережу на наборi даних ImageNet. Далi, навчена нейронна мережа заморо-
жує всi згортковi шари, або тiльки низькорiвневi, та замiнює повнозв’язний
шар на повнiстю новий з заново iнiцiалiзованими ваговими коефiцiєнтами.
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В такому режимi нейронна мережа навчається на доступному наборi даних
для задачi, що вирiшується. Замороженi шари згорткової нейронної мережi
не приймають участi при навчаннi. Вибiр заморожувати всi згортковi ша-
ри, або тiльки їх частину, залежить вiд того, як багато даних доступно для
навчання у вибiрцi, що використовується для нової задачi. Такий спосiб
добре зарекомендував себе та пришвидшує навчання глибинних згортко-
вих нейронних мереж. Це обумовлюється властивiстю згорткових мереж
навчатися ознакам в iєрархiчному порядку (див. рис. 2.4). Для бiльшостi
задач, що працюють iз зображеннями, низькорiвневi ознаки є однаковi, а
ознаки високого рiвня вiдрiзняються в залежностi вiд типу об’єктiв, що
класифiкуються мережею. Для не глибинних нейронних мереж такий пiд-
хiд працювати не буде.
Для тривимiрних згорткових нейронних мереж знайти попередньо на-
вчену мережу на схожих задачах неможливо. Причиною цьому є те, що
вони є не надто розповсюдженi, тож у вiдкритому доступi є невелика кiль-
кiсть попередньо навчених нейронних мереж. Наприклад, iснує попередньо
навчена тривимiрна згорткова нейронна мережа C3D [84] та I3D [85]. Оби-
двi моделi навченнi на наборах даних для задачi класифiкацiї вiдео. Такi
попередньо навченнi моделi будуть корисними для медичних додаткiв, що
також працюють з вiдео, наприклад з вiдео ендоскопiї [71]. Однак такi ней-
роннi мережi не дадуть результату якщо повторно використати їх ваговi
коефiцiєнти для задач класифiкацiї тривимiрних зображень, таких як кла-
сифiкацiї раку легенiв на КТ знiмках пацiєнту. Причина цьому є те, що
вiдео та тривимiрнi данi мають рiзну природу i тому мають рiзнi низько-
рiвневi ознаки. В такому випадку нейронна мережа навчається з нуля.
Нейронна мережа з великою кiлькiстю параметрiв та глибинною стру-
ктурою має тенденцiю перенавчатися, особливо на малiй вибiрцi даних.
Один iз способiв боротьби з цiєю проблемою є збiльшення кiлькостi екзем-
плярiв в наборi даних. Однак, в медичний сферi часто немає можливостi
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отримати бiльше даних у зв’язку з складнiстю проведення дiагностики та
доступу до приватних даних пацiєнтiв. Тому, одним iз способiв “вiртуаль-
но” збiльшити набiр даних є використання технiки збiльшення даних (англ.
data augmentation). Суть цього пiдходу полягає у тому, що iснуючи данi
певним чином випадково трансформуються пiд час навчання моделi та ви-
користовуються поряд з iншими реальними екземплярами в тренувальнiй
вибiрцi. Iснує три основнi пiдходи для використання технiки збiльшення
даних:
1. Генерацiя розширеного набору та збiльшення даних через застосу-
вання набору заданих трансформацiй. В цьому випадку фiзично
збiльшується кiлькiсть даних, але по факту новi згенерованi данi
є просто певною трансформацiєю iснуючих зображень. На кожнiй
епосi навчання нейронна мережа має iнформацiю про всi данi, як
i оригiнальнi, так i трансформованi. Цей пiдхiд використовується
не дуже часто, через те що вiн не допомагає значно покращити
узагальненiсть моделi. Причина цього полягає в тому, що нейронна
мережа може помiтити те, що деякi данi є просто трансформацiєю
iнших та не враховувати їх.
2. Змiнювати та трансформувати навчальну вибiрку прямо пiд час
навчання. Трансформованi данi в цьому випадку будуть замiняти
оригiнальнi. Цей пiдхiд збiльшення даних є найбiльш популярним
i розповсюдженим, часто використовується за замовчуванням в су-
часних фреймворках машинного навчання. Такий пiдхiд веде до
кращої узагальненостi моделi, хоч i може зменшувати коректнiсть
роботи моделi на тренувальнiй вибiрцi.
3. Поєднує два попереднiх пiдходи. Попередня генерацiя, трансфор-
мацiя та збереження цих даних в iснуючу тренувальну вибiрку з
оригiнальними даними. Також, пiд час навчання деякi оригiналь-
нi данi можуть бути замiненi випадковою трансформацiєю. Такий
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пiдхiд теж часто використовується, особливо для задач де важко i
дуже дорого збирати реальну iнформацiю. Наприклад, для генера-
цiї додаткових даних можуть використовуватися симулятори, як це
може робиться для задач автономного керування автомобiля.
Види трансформацiй, що можуть використовуватися, залежать вiд виду
та природи даних, домену та задачi яку ми вирiшуємо. Використання пiд-
ходу збiльшення даних в данiй роботi для КТ зображень легенiв пацiєнтiв
можна знайти в роздiлi 4.3.
Ще одним способом боротьби з перенавчанням згорткових нейронних
мереж, як двовимiрних так i тривимiрних, є використання методiв регуля-
ризацiї, що зменшують складнiсть моделi шляхом додавання штрафного
значення Ω(W ) до функцiї втрат L:
L(W,x, y) = L(W,x, y) + λΩ(W ), (2.12)
де L - функцiя втрат;W - ваговi коефiцiєнти моделi; x - вхiднi значення, що
передавалися пiд час навчання; y - очiкуванi результати; λ - гiперпараметр,
що дозволяє регулювати силу штрафу, що застосовується до моделi; Ω(W )
- функцiя, що застосовується для розрахунку штрафу для моделi.
Найбiльш розповсюдженими значеннями Ω(W ) є l2 та l1 норми, тому
такi види називають l2 та l1 регуляризацiєю вiдповiдно. Значення регу-
ляризацiї додається до функцiї втрат тiльки пiд час процесу навчання.
l2 регуляризацiя допомагає нейроннiй мережi краще узагальнювати данi
шляхом дотримання як можна менших значень вагових коефiцiєнтiв. l2













Особливiстю l1 регуляризацiї є зменшення впливу вагових коефiцiєн-
тiв для тих ознак, що є найменш важливими для прийняття фiнального
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рiшення моделлю. l1 регуляризацiя може бути записана наступним чином:




Ще одним популярним методом регуляризацiї, що є специфiчним саме
для роботи з глибинними нейронними мережами i може бути адаптований
до тривимiрної згорткової нейронної мережi, є метод дропаут або метод
виключення [86, 87]. Даний метод довiв свою ефективнiсть в задачах ре-
гуляризацiї глибинних нейронних мереж покращуючи роботу навiть тих
мереж, що вже показують коректнiсть роботи на рiвнi 95%. В основi дро-
паута лежить дуже проста проста iдея - пiд час навчання нейронної ме-
режi кожен нейрон може бути тимчасово виключений та проiгнорований
протягом всiєї тренувальної епохи [88]. Наступної епохи ранiше виключенi
нейрони можуть стати активними, тодi як iншi нейроннi будуть вибранi
для iгнорування. Виключеними можуть бути будь-якi нейрони окрiм вихi-
дних. Нейрони виключаються випадковим чином. Кiлькiсть нейронiв, що
будуть виключатися пiд час навчання задається гiперпараметром p без-
посередньо перед навчанням, а оптимальне значення пiдбирається пiд час
пошуку гiперпараметрiв мережi. Для згорткових нейронних мереж зазви-
чай рiвень нейронiв, що iгноруються на тренувальному етапi вибирається
рiвним 40-50%, але в залежностi вiд задачi i набору даних значення можуть
варiюватися. Пiсля навчання нейронна мережа не використовує дропаут та
працює зi всiма нейронами. Але, ваговi коефiцiєнти вхiдних значень мас-
штабуються на значення 1− p для нормалiзацiї очiкуваного виходу.
2.2. Використання тривимiрної згорткової нейронної мережi
для дiагностування раку легенiв
Тривимiрнi згортковi нейроннi мережi є досить популярними та вико-
ристовуються як i для обробки вiдео, так i для даних, що мають триви-
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мiрну природу. Для задачi дiагностування раку легенiв, використовуються
зображення комп’ютерної томографiї (КТ) грудної клiтки людини (див.
роздiл 4.1), що отримується таким чином, щоб зображення мiстило знiмок
легенiв пацiєнта. По сутi, КТ зображення представляє собою тривимiрне
вiдображення легенiв пацiєнта, разом з iншими частинами тiла людини, та-
кi як судини чи кiстки. Для отримання тривимiрного зображення необхiдно
поєднати разом всi шари КТ, що були отриманi пiд час сканування грудної
клiтки людини. Таке тривимiрне зображення можна використовувати як
вхiд для тривимiрної згорткової нейронної мережi.
Зазвичай тривимiрне зображення, отримане за допомогою
комп’ютерної томографiї, мiстить в собi iнформацiю не тiльки про
тканини людських легенiв. Таке зображення також мiстить вiдображення
кiсткової тканини, судин якi знаходяться в груднiй клiтцi людини. Тому,
перед використанням згорткової нейронної мережi зазвичай виконуються
кроки по попереднiй обробцi зображення, якi видаляють вiдображення,
що не вiдносяться до легенiв. Кроки попередньої обробки даних, що
використовувалися в данiй роботi детально описуються в роздiлi 4.2. Така
попередня обробка допомагає пришвидшити та спростити навчання ней-
ронної мережi, дозволяючи отримати кращу коректнiсть (англ. accuracy)
роботи нейронної мережi. Якщо для навчання доступна велика кiлькiсть
даних для тренування тривимiрної нейронної мережi та доступна доста-
тньо велика обчислювальна потужнiсть для побудови великої нейронної
мережi, то можливо навчити мережу без попередньої обробки. В такий
ситуацiї, нейронна мережа може знайти та навчитися бiльш складним
патернам.
Для роботи iз тривимiрним зображенням легенiв пацiєнта, отриманим
за допомогою КТ та попередньої обробки, можна використовувати рiзнi
стратегiї та види тривимiрних згорткових нейронних мереж. Найбiльш про-
ста стратегiя складається всього з одного етапу, в рамках якого вибрана
72
тривимiрна згорткова нейронна мережа виконує задачу класифiкацiї при-
сутностi раку на зображеннi. В такому пайплайнi можна використати такi
згортковi нейроннi мережi як C3D [89] або 3D DenseNet [90]. В рамках ди-
сертацiйної роботи були навчанi цi нейроннi мережi на задачi класифiкацiї
раку легенiв та було отримано результат коректностi роботи цих нейрон-
них мереж на рiвнi 63% та 70% вiдповiдно. Самi нейроннi мережi навчалися
на тривимiрному зображенi, що було зменшено в цiлях економiї пам’ятi та
можливостi помiстити тривимiрнi згортковi нейроннi мережi в пам’ятi гра-
фiчного процесору. Прикладом навченої 3D DenseNet архiтектури моделi
можна побачити на рисунку 2.5. Бiльш детальна iнформацiя про навчання




































Рис. 2.5. Тривимiрна версiя архiтектури DenseNet.
З отриманих результатiв стає очевидно, що на наявному наборi даних
одноетапна тривимiрна згорткова нейронна мережа не показує дуже гар-
них результатiв. Однiєю з причин таких невисоких результатiв може бути в
тому, що при подачi на вхiд нейронної мережi подавалася значно зменшене
в розмiрах тривимiрне зображення. При збiльшеннi розмiрностi вхiдного
зображення нейроннiй мережi буде доступно бiльше iнформацiї, яка мо-
гла бути нiвельована в зображенi меншої розмiрностi. Така додаткова iн-
формацiя може допомогти моделi навчитися бiльш складним ознакам, що
пiдвищило б коректнiсть роботи моделi. Також, причина такої низької коре-
ктностi роботи навчених тривимiрних згорткових нейронних мереж може
полягати в тому, що наявна тренувальна вибiрка недостатньо велика для
того, щоб побудованi мережi могли вивчити бiльш складнi ознаки та вра-
ховувати бiльше iнформацiї про природу злоякiсних утворень в зображенi
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легенiв. Для того, щоб побудована система могла використовувати бiльше
iнформацiї та показувала кращi результати, потрiбно роздiлити задачу на
два бiльш простих етапи. Як показано в роботах [72] та [91], роздiлення си-
стеми дiагностики раку на два бiльш простi етапи дає значне пiдвищення
коректностi дiагностики та навiть дозволяє отримати коректнiсть роботи
системи на рiвнi середньостатистичного квалiфiкованого рентгенолога.
Головною iдею двоетапного пiдходу побудови систем автоматичного дi-
агностування раку полягає в тому, що задача дiагностування раку легенiв
може бути роздiлена на декiлька пiдзадач: сегментацiя та класифiкацiя
(див. рис. 2.6).
Рис. 2.6. Злiва: Етап сегментацiї. На правiй частинi: етап класифiкацiї. По-
будована двоетапна система в [72]. Зображення взятi з оригiнальної статтi.
На першому етапi вирiшується задача сегментацiї, в рамках якої ней-
ронна мережа буде видiляти пiдозрiлi регiони iз легеневими утвореннями,
що ймовiрно мiстять пухлину. Далi, система вибирає m регiонiв, якi най-
бiльш ймовiрно мiстять ракову пухлину та передає нейроннiй мережi, що
буде виконувати задачу класифiкацiї. На другому етапi виконується задача
класифiкацiї, яка робить фiнальний висновок про те, чи присутнiй рак на
74
КТ зображенi пацiєнту чи нi, а також, в якому конкретно iз вибраних ре-
гiонiв. Одна iз проблем побудови цього етапу полягає в тому, що нейронна
мережа отримує на вхiд п’ять рiзних зображень, на яких потенцiйно може
бути злоякiсне утворення, але в той же час, ми маємо тiльки одну мiтку про
присутнiсть раку для всього тривимiрного зображення. Тому, для навча-
ння нейронної мережi в цьому мiсцi застосовується припущення навчання
за набором зразкiв (англ. multiple instance learning). Припущення говорить
про те, що якщо у всьому наборi зразкiв присутнiй хоча б один позитив-
ний приклад, то тодi весь набiр даних вважається позитивним. Весь набiр
зразкiв вважається негативним, якщо весь набiр є негативним (напр. якщо
мiтка в тренувальному наборi даних говорить про те, що на даному знiмку
КТ вiдсутнi рак легенiв).
Однiєю з переваг у двоетапному пiдходi для дiагностування раку ле-
генiв є можливiсть використати одну iз найбiльш розповсюджених згор-
ткових нейронних мереж для сегментацiї зображень та на виходi отримати
маленькi тривимiрнi патчi iз злоякiсними утвореннями. Завдяки цьому, на
етапi класифiкацiї є можливiсть використовувати бiльш складнi та глибокi
моделi, оскiльки для них доступно бiльше пам’ятi на графiчному проце-
сорi. Також, двоетапний пiдхiд допомагає навчити систему детекцiї раку
легенiв на меншiй кiлькостi тренувальної вибiрки.
Для задачi сегментацiї вхiдного тривимiрного зображення, використо-
вуються такi згортковi нейроннi мережi як V-Net [53], Faster-RCNN [92] та
Mask-RCNN [93], адаптованi до тривимiрних вхiдних даних шляхом замiни
двовимiрної згортки на тривимiрну згортку. Наприклад, в роботi [72] для
задачi сегментацiї була адаптована нейронна мережа Faster-RCNN.
Зазвичай, на етапi класифiкацiї використовується якась проста пов-
нозв’язна згорткова нейронна мережа. Ця нейронна мережа вирiшує зада-
чу бiнарної класифiкацiї, та повертає iнформацiю про те, чи дана область
мiстить злоякiсне утворення. Нейронна мережа для класифiкацiї може по-
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вторно використовувати тi самi ваговi коефiцiєнти, що i згорткова нейрон-
на мережа на попередньому етапi. Завдяки цьому прискорюється процес
навчання та пiдвищується коректнiсть роботи нейронних мереж на обох
етапах. Згiдно з роботами [72] та [91] двоетапнi системи дiагностування ра-
ку легенiв дозволяють досягнути високої точностi роботи системи та могли
досягнути коректностi роботи системи на рiвнi 87% та 92% вiдповiдно.
Навiть враховуючи те, що двоетапний пiдхiд дозволяє досягнути коре-
ктнiсть роботи системи на рiвнi середнього квалiфiкованого та досвiдченого
рентгенолога, вiн має свої недолiки. Перш за все, навчання згорткової ней-
ронної мережi на етапi сегментацiї вимагає наявнiсть вiдповiдних мiток в
тренувальному наборi даних. Данi мають мiстити iнформацiю про область
та регiон, де знаходиться пiдозрiлi ущiльнення i чи є вони злоякiсними. В
медицинi, анотацiя i збiр даних є завжди дуже дорогим та трудомiстким
процесом, що вимагає багато часу та грошей, тому анотацiя тренувальної
вибiрки є великою проблемою при розробцi систем автоматичною дiагно-
стики раку.
По друге, етап класифiкацiї, на якому вирiшується чи мiстить область
злоякiсне утворення, втрачає глобальну iнформацiю про легенi, положен-
ня даної областi вiдносно всього органу. Така iнформацiя може допомогти
покращити розумiння того, чи мiстить конкретна область злоякiсне утво-
рення чи нi. Бiльше того, двоетапна система не дозволяє аналiзувати та
додавати iсторичну iнформацiю, наприклад данi iз попереднього знiмку
пацiєнта. Такого роду iнформацiя дозволяє оцiнити, чи присутнi утворен-
ня, що з часом збiльшилися у розмiрi. Якщо такi утворення iснують, то це
говорить про наявнiсть в цьому мiсцi злоякiсної пухлини з високою долею
ймовiрностi.
Описанi вище проблеми можуть бути вирiшенi, якщо пайплайн системи
дiагностики розбити на ще бiльше етапiв. Саме такий сценарiй був реалiзов-
ний в роботi [94], що описує систему автоматичної дiагностики раку легенiв,
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яка складається iз чотирьох основних етапiв, як показано на рис. 2.7.
Рис. 2.7. Багатоетапна система дiагностики раку легенiв. Зображення взято
з [94].
На першому етапi системи виконується сегментацiя вхiдного тривимiр-
ного зображення легенiв пацiєнта. Сегментацiя виконується за допомогою
тривимiрної згорткової нейронної мережi [95]. Основна мета цього етапу по-
лягає у вiддiленi на зображеннi легеневої тканини вiд iнших тканин, таких
як кiстки чи судини. Основна вiдмiннiсть вiд попереднiх систем полягає в
тому, що тут не виконується попередня обробка КТ зображення окрiм як
змiни його розмiру. На другому етапi використовується iнша тривимiрна
згорткова нейронна мережа, яка знаходить областi iз потенцiйно злоякi-
сними утвореннями. Ця процедура реалiзується подiбного до того, як це
робиться на першому етапi в описанiй вище двоетапнiй системi. На цьому
ж етапi на вхiд нейронної мережi може подаватися попереднiй знiмок пацi-
єнта для знаходження потенцiйно злоякiсних областей на старому знiмку.
На останньому етапi ця iнформацiя буде використовуватися для винесення
висновку про наявнiсть раку легенiв у пацiєнта. Третiй етап використо-
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вує тривимiрну згорткову нейронну мережу, яка намагається класифiку-
вати наявнiсть раку легенiв напряму, використовуючи зображення легенiв
отримане пiсля першого етапу. Тривимiрна згорткова нейронна мережа ви-
користовується i навчається схожим чином, як описувалося в одноетапному
пiдходi. Тут вiдмiннiсть полягає у тому, що коли навчання закiнчуються,
всi не згортковi шари вiдкидаються та замiнюються на шар субдискрети-
зацiї за середнiм значенням. Ознаки з цього шару згодом подаються на
наступний фiнальний етап. На фiнальному етапi використовується триви-
мiрна згорткова нейронна мережа, що на вхiд отримує пiдозрiлi областi з
другого етапу поєднанi iз ознаками отриманими на третьому етапi. Також,
якщо наявний попереднiй знiмок пацiєнта, а також на другому етапi були
згенерованi потенцiйно злоякiснi регiони для старого знiмку, то цi регiо-
ни також обробляються. Спочатку, базовi згортковi шари дiстають ознаки
iз минулого знiмку паралельно до iдентичної обробки поточного знiмку.
В кiнцi, ознаки отриманi з потенцiйно злоякiсних регiонiв попереднього
та поточного знiмку поєднується з ознаками мережi третього етапу. Пiсля
об’єднання ознак додаються ще декiлька шарiв нейронної мережi таким
чином, щоб на виходi поверталася ймовiрнiсть присутностi раку легенiв у
пацiєнта.
Чотирьохетапний пiдхiд змiг ще бiльше покращити коректнiсть робо-
ти системи, та обiйшов показники точностi роботи середньостатистичного
рентгенолога. Така система показала коректнiсть роботи системи на рiвнi
95%, що показує ефективнiсть такої системи та значне покращення робо-
ти пiсля збiльшення кiлькостi етапiв в серединi системи. Один iз недолiкiв
такої системи полягає у тому, що вона є дуже великою та займає велику
кiлькiсть пам’ятi, через те що складається з декiлькох достатньо великих
тривимiрних згорткових нейронних мереж. Також, така кiлькiсть етапiв
збiльшує час, який необхiдний системi для обробки КТ знiмку пацiєнта.
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2.3. Висновки до роздiлу
В рамках цього роздiлу було проаналiзовано архiтектуру тривимiрних
згорткових нейронних мереж у порiвняннi з класичними двовимiрними
згортковими нейронними мережами. Було показано, що тривимiрнi згор-
тковi нейроннi мережi можуть використовувати додаткову просторову iн-
формацiю доступну в тривимiрних даних для прийняття рiшення, в той час
як двовимiрнi згортковi нейроннi мережi втрачають її. Однак, тривимiрнi
згортковi нейроннi мережi використовують значно бiльшу кiлькiсть пам’ятi
та вимагають значно бiльшу обчислювальну потужнiсть для виконання не-
обхiдних розрахункiв. Для навчання тривимiрних нейронних мереж можна
адаптувати всi iснуючи пiдходи, якi використовуються для навчання дво-
вимiрних згорткових нейронних мереж
Також, було показано, що для побудови системи автоматичної дiагно-
стики раку легенiв найкраще використовувати багатоетапнi системи, що
складаються з набору окремих тривимiрних згорткових нейронних мереж,
що виконують свою власну пiдзадачу. Так, задача дiагностики може бути
роздiлена на етапи сегментацiї легенiв та злоякiсних утворень на знiмку,
класифiкацiї отриманих регiонiв злоякiсних утворень. Такi системи можуть
досягати коректностi роботи системи на рiвнi 90% та значенням ROC AUC
на рiвнi 95%.
Основнi результати описанi в даному роздiлi були опублiкованi в нау-
кових працях [5, 7, 96].
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РОЗДIЛ 3
РЕКУРЕНТНI НЕЙРОННI МЕРЕЖI ДЛЯ
ДIАГНОСТУВАННЯ РАКУ ЛЕГЕНIВ
Обговоренi в попередньому роздiлi тривимiрнi згортковi нейроннi ме-
режi дозволяють створити систему автоматичної дiагностики раку легенiв
коректнiсть роботи якої буде близьким до коректностi роботи експерта.
Однак, такi мережi мають високi вимоги до обчислювальної потужностi та
наявностi великого об’єму пам’ятi. Можливiсть використання альтернатив-
ного пiдходу, що використовує двовимiрну операцiю згортки але в той же
час може розумiти просторовi залежностi мiж рiзними шарами КТ знiмку
може допомогти зменшити цi вимоги.
Для розумiння альтернативного пiдходу потрiбно поглянути на те, як
експерт аналiзує КТ знiмки легенiв пацiєнта. Зазвичай, професiйний рент-
генолог проглядає двовимiрне зображення на кожному шарi КТ знiмку,
намагаючись вiднайти потенцiйно злоякiсну пухлину або невеликi пiдо-
зрiлi ущiльнення. Перегляд та аналiз знiмку зазвичай займає близько 10
хвилин у досвiдченого рентгенолога. Кожен шар уважно i детально ана-
лiзується, порiвнюється з попереднiми та наступними шарами КТ знiмку.
Якщо знайдено потенцiйне пiдозрiле ущiльнення, iнформацiя про нього за-
пам’ятовується та сама локацiя перевiряється на попереднiх та наступних
шарах знiмку. Iнформацiя мiж цими зображеннями, що знаходяться на рi-
зних шарах КТ знiмку, поєднується, вивчаються просторовi залежностi в
пiдозрiлих локацiях, аналiзується розмiщення, форма та морфологiя тако-
го ущiльнення. Пiсля цього, експерт робить висновок про те, чим являється
дане ущiльнення та чи є воно небезпечним для пацiєнта.
Подiбний пiдхiд та механiку аналiзу КТ знiмку пацiєнтiв можна реалi-
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зувати використовуючи штучнi нейроннi мережi. Для аналiзу послiдовностi
зображень кожного шару КТ знiмку можна використовувати рекурентну
нейронну мережу, що є класичною моделлю для роботи з послiдовностями.
Також, для виявлення бiльш складних патернiв на кожному шарi iнди-
вiдуально можна використовувати згорткову нейронну мережу. В цьому
випадку нейронна мережа буде використовуватися як функцiя екстрактор
високорiвневих ознак для кожного окремого шару КТ знiмку, послiдов-
нiсть яких буде використовуватися та аналiзуватися рекурентною нейрон-
ною мережею. Рекурентна нейронна мережа буде повертати ймовiрнiсть
присутностi раку легенiв на кожному iз знiмкiв.
Далi в роздiлi розглянемо та проаналiзуємо детально рекурентнi ней-
роннi мережi, їх види, особливостi роботи та навчання. Також, буде роз-
глянуто способи та механiзми, що допомагають нейроннiй мережi звертати
увагу тiльки на необхiднi областi КТ знiмку.
3.1. Рекурентнi нейроннi мережi
Пiд рекурентними нейронними мережами (РНМ) розумiють клас ней-
ронних мереж, основною метою при розробцi яких є можливiсть обробки
послiдовностей. Особливiсть рекурентних нейронних мереж полягає в мо-
жливостi обробляти довгi послiдовностi та можливiсть роботи з послiдов-
ними наборами даних рiзної довжини. На вiдмiнну вiд традицiйних ней-
ронних мереж, рекурентнi нейроннi мережi мають властивiсть пам’ятi та
не розглядають кожне вхiдне значення як щось нове та окреме. Така вла-
стивiсть може бути корисною в багатьох сценарiях. Наприклад, коли ми
читаємо книжку нам необхiдно пам’ятати та розумiти, що ми читали в ми-
нулому, для того щоб зрозумiти про що книжка розповiдає на поточнiй
сторiнцi. Бiльше того, в багатьох мовах свiту деякi слова можуть мати
рiзнi значення в залежностi вiд контексту, тому можливiсть зберiгати та
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використовувати iнформацiю iз минулого досвiду є надзвичайно корисною
i вiдкриває можливостi для роботи з великим класом задач i проблем.
Можливiсть рекурентних нейронних мереж працювати з довгими послi-
довностями та запам’ятовувати iсторичну iнформацiю досягається шляхом
додавання циклiчних залежностей до нейронiв. Тобто, один шар нейронної
мережi має зворотнiй зв’язок на стан тiєї самої нейронної мережi на попе-
редньому кроцi. Такi значення рекурентної мережi називають прихованим
станом (англ. hidden state). Часто, роботу рекурентних нейронних мереж
можливо описати наступним чином:
h(t) = f(h(t−1), x(t);W ), (3.1)
де t означає поточний крок послiдовностi в момент часу t; h(t−1) - стан
нейронної мережi на попередньому кроцi в момент часу t− 1; h(t) - позна-
чає новий прихований стан нейронної мережi, що був розрахований для
моменту часу t; x(t) позначає зовнiшнiй вхiдний сигнал, що подається на
вхiд нейронної мережi в момент часу t; W - ваговi коефiцiєнти нейронної
мережi, що регулюють взаємозв’язок мiж прихованими станами нейронної
мережi; функцiя f представляє функцiю, яка вiдображає прихований стан
нейронної мережi на момент часу t в наступний стан h(t+1).
З виразу 3.1 можна помiтити, що рекурентна нейронна мережа може
запам’ятовувати надану зовнiшню iнформацiю x з попереднiх крокiв шля-
хом формування певного стану h. Коли така мережа навчається прогно-
зувати майбутнi значення базуючись на отриманих минулих результатах,
вона вчиться використовувати свiй прихований стан в якостi узагальнення
всiх даних, що були отриманi до поточного часу t. Такий прихований стан
є високорiвневим узагальненням iсторичної iнформацiї та при збереженi
його, модель може втрачати багато деталей, що були присутнi в оригiналь-
них даних. Залежно вiд критерiїв навчання, така нейронна мережа може
навчитися звертати увагу на деякi аспекти значно бiльше, нiж на iншi. Та-
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ким чином буде зберiгатися тiльки та iнформацiя, яка дiйсно важлива для
виконання поставленої задачi.
Цiкаво, що рекурентна нейронна мережа може мати рiзну кiлькiсть при-
хований станiв в залежностi вiд довжини послiдовностi, що подається на
вхiд. Часто, рекурентну нейронну мережу не зручно представляти рекур-
сивною функцiєю, тому що не зрозумiло наскiльки глибокою є дана ме-
режа, а сама структура є динамiчною. В такому випадку використовують
розгорнуте представлення рекурентної нейронної мережi. Якщо вхiдна по-
слiдовнiсть має скiнченну кiлькiсть крокiв T , то розгорнутий граф реку-
рентної нейронної мережi може бути побудований шляхом застосування
визначення мережi, описаного у виразi 3.1, T −1 раз. Графiчно, процедуру
розгортання графу рекурентної нейронної мережi показано на рисунку 3.1.
Рис. 3.1. Приклад вiдображення рекурентної нейронної мережi. Злiва зо-
бражено представлення у виглядi згорнутого графа, тодi як праворуч вiд-
ображено вiдповiдний розгорнутий граф. Зображення взято з [97].
Рекурентнi нейроннi мережi та їхня процедура розгортання графу має
декiлька основних переваг [47]:
1. Розмiрнiсть вхiдних величин завжди фiксована та не залежить вiд
довжини самої послiдовностi. Так вiдбувається через те, що ми зада-
ємо структуру мережi в термiнах переходу з одного стану в iнший.
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Якби ми використовували традицiйнi нейроннi мережi, то ми б за-
давали структуру нейронної мережi в термiнах довжини послiдов-
ностi. В такому випадку нам би довелося навчати окрему нейронну
мережу для кожної довжини послiдовностi, а потiм об’єднувати ре-
зультати роботи всiх таких нейронних мереж.
2. Завдяки структурi рекурентної нейронної мережi є можливiсть ви-
користовувати одну й ту саму функцiю переходу f з одними й тими
ж параметрами та ваговими коефiцiєнтами на кожному з крокiв
послiдовностi. Така особливiсть допомагає нейроннiй мережi краще
узагальнюватися до послiдовностей вiдмiнної довжини, якi вiдсутнi
в тренувальнiй вибiрцi. Також, завдяки цьому рекурентна нейронна
мережа вимагає менше прикладiв в тренувальнiй вибiрцi у порiвня-
нi з мережами, що не мають спiльних вагових коефiцiєнтiв.
Рекурентна нейронна мережа може без проблем використовуватися для
апроксимацiї вхiдних даних. Це пiдтверджується теорiєю унiверсальної
апроксимацiї, яка також була доведена для рекурентних нейронних мереж.
Згiдно теорiї унiверсальної апроксимацiї, рекурентна нейронна мережа з
достатньою кiлькiстю прихованих станiв може апроксимувати будь-яке ви-
мiрювальне вiдображення послiдовностi в iншу послiдовнiсть з необхiдною
коректнiстю (анл. accuracy) [98].
Навчання рекурентної нейронної мережi складається iз двох основних
етапiв, як i в традицiйних нейронних мережах: етап прямого розповсю-
дження (англ. forward propagation) та етапу зворотнього розповсюдження
(англ. backpropagation), в рамках якого розраховуються градiєнти для гра-
дiєнтного спуску. В загальному випадку, процес прямого розповсюдження
для рекурентної нейронної мережi можна записати наступними рiвняння-
ми:
h(t) = σ(b+Wh(t−1) + Ux(t)), (3.2)
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o(t) = c+ V h(t), (3.3)
ŷ(t) = g(o(t)), (3.4)
де b та c - вектори змiщення; U - матриця вагових коефiцiєнтiв для поєдна-
ння вхiдних значень та приховано стану; V - матриця вагових коефiцiєнтiв
для поєднання значень приховано стану та виходу нейронної мережi; W -
матриця вагових коефiцiєнтiв для поєднання вхiдних значень та приховано
стану; σ - функцiя активацiї, яка зазвичай в рекурентних нейронних мере-
жах має вигляд гiперболiчного тангенсу; g - функцiя активацiї, що засто-
совується на виходi iз рекурентної нейронної мережi. Вигляд цiєї функцiї
вiдрiзняється вiд типу задачi та нейронної мережi, що використовується.
Якщо вирiшується задача при якiй повинна повертатися послiдовнiсть, то в
такому випадку як функцiю активацiї можна розглядати функцiю softmax.
Пiсля розрахованого значення o(t) можна розраховувати функцiю втрат
для рекурентної нейронної мережi, що буде мiнiмiзуватися для забезпече-
ння процесу навчання мережi. Наприклад [47], для рекурентної нейронної
мережi, що будує вихiдну послiдовнiсть для певної вхiдної послiдовностi,
функцiя втрат може мати наступний вигляд:















y(t)|{x(1), . . . , x(t)}
)
розраховується шляхом читання кроку t по-
слiдовностi y з виходу рекурентної нейронної мережi ŷ(t).
Градiєнтний спуск розраховується по функцiї втрат, що описана вище.
Градiєнти будуть розраховуватися стандартним алгоритмом зворотнього
розповсюдження помилки (англ. backpropagation) по розгорнутому графу
рекурентної нейронної мережi. Через те, що в цьому випадку алгоритм
зворотнього розповсюдження виконується по всiм часовим крокам вхiдної
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послiдовностi, його називають алгоритмом зворотнього розповсюдження
по часу (англ. backpropagation through time).
Використовуючи процес розгортання графу є можливiсть будувати рi-
зноманiтнi архiтектури рекурентних мереж в залежностi вiд типу задачi,
яку необхiдно вирiшити. Видiляють декiлька основних видiв рекурентних
нейронних мереж [47]:
— Рекурентнi нейроннi мережi, що мають рекурсивний зв’язок мiж
прихованими станами та повертають значення на кожному iз крокiв
вхiдної послiдовностi.
— Рекурентнi нейроннi мережi, що мають рекурсивний зв’язок мiж ви-
ходом нейронної мережi з попереднього кроку та поточним прихова-
ним станом. Така нейронна мережа повертає вiдповiдь на кожному
кроцi вхiдної послiдовностi.
— Рекурентна нейронна мережа, що має рекурентнi зв’язки мiж при-
хованими станами та на всю вхiдну послiдовнiсть повертає тiльки
одне значення. Значення повертається тiльки пiсля того як вся вхi-
дна послiдовнiсть була оброблена.
Якщо взяти до уваги проблему дiагностики раку легенiв, яка вирiшує-
ться в данiй дисертацiї, то для вирiшення цiєї задачi необхiдно орiєнтува-
тися на третiй тип рекурентних нейронних мереж. Причина цьому полягає
у тому, що вхiднi данi мiстять послiдовнiсть зображень iз рiзних шарiв КТ
знiмку грудної клiтини пацiєнта, в той час як вихiдний результат роботи
системи повинен повертати тiльки одну фiнальну вiдповiдь — ймовiрнiсть
наявностi раку легенiв на знiмку. Однак, описанi вище рекурентнi моделi
не пiдходять для аналiзу шарiв КТ знiмку пацiєнта, оскiльки вони вмiють
дивитися тiльки на iсторiю в минулому. При аналiзi кожного шару зобра-
ження необхiдно мати iнформацiю не тiльки про тi злоякiснi утворення,
що були знайденi на минулих кроках, але й iнформацiю про утворення
на наступних шарах. Якщо рекурентна нейронна мережа зможе одночасно
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слiдкувати за зображеннями з минулих та майбутнiх крокiв послiдовностi,
буде можливо краще оцiнити морфологiю таких утворень та контекст. Така
додаткова iнформацiя допоможе пiдвищити коректнiсть роботи моделi.
3.2. Двонаправленi рекурентнi нейроннi мережi
Для вирiшення подiбних проблем, були розробленi так званi двонаправ-
ленi рекурентнi нейроннi мережi [99] (англ. bidirectional recurrent neural
networks). Основна iдея такої нейронної мережi полягає в формуваннi на-
вчальної послiдовностi з двох частин, що використовуватиметься на рiзних
прихованих рекурентних шарах. Навчальна послiдовнiсть складається з
послiдовностi прямого розповсюдження, де зберiгається порядок елементiв
вiд початку до кiнця, та з оберненої послiдовностi, яка вiдтворює ту саму
вхiдну послiдовнiсть з кiнця до початку. Такi двi послiдовностi сприйма-
ються двома рiзними рекурентними шарами, виходи яких поєднуються на
вихiдному шарi. Завдяки такiй структурi вихiдний шар має iнформацiю як
i про вже пройденi кроки, так i про майбутнi кроки кожної точки заданої
послiдовностi, яка використовується на етапi тренування нейронної мере-
жi. Маючи всю необхiдну iнформацiю, вихiдний шар може використовува-
ти тiльки найбiльш релевантнi ознаки з минулих та майбутнiх крокiв [100].
Схематичне зображення розгорнутого графу двонаправленої рекурентної
мережi представлено на рис. 3.2. Алгоритм прямого розповсюдження дво-
направленої рекурентної нейронної мережi описаний в алгоритмi 1.
Алгоритм зворотнього розповсюдження помилки для двонаправленої
рекурентної нейронної мережi залишається незмiнним. Єдина рiзниця по-
лягає в тому, що градiєнти спочатку розраховуються для вихiдного шару,
а потiм вже для двох прихованих шарiв, що вiдповiдають за прямий та
обернений порядок послiдовностей.
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Рис. 3.2. Приклад розгорнутого графу двонаправленої рекурентної нейрон-
ної мережi.
for t = 1 to T do
Проходження послiдовностi в заданому напрямi в шарi прямого роз-
повсюдження на кожному кроцi.
end for
for t = 1 to T do
Проходження послiдовностi в оберненому напрямку вiд кiнця до поча-
тку в зворотньому прихованому шарi нейронної мережi.
end for
for all t, in any order do
Обробка вiдповiдей з двох попереднiх етапiв на вихiдному шарi. Тут
враховується прихований стан з обох шарiв.
end for
Алгоритм 1. Алгоритм прямого розповсюдження для двонаправленої ре-
курентної нейронної мережi [100].
в рiзних доменах, наприклад в задачах розпiзнавання мови [101] та бiоiн-
форматики [102]. З того часу було опублiковано велику кiлькiсть робiт,
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якi показували що двонаправленi рекурентнi нейроннi мережi працюють
значно краще за однонаправленi.
Однак звичайнi рекурентнi нейроннi мережi мають один фатальний не-
долiк, який не дозволяв отримати вiд них ще бiльш кращих результатiв i чо-
му простi рекурентнi нейроннi мережi не будуть працювати на КТ знiмку.
Проблема таких рекурентних нейронних мереж пов’язана з довгостроко-
вими та короткостроковими залежностями. Часто, при аналiзi послiдовно-
стей необхiдно розумiти контекст, iнформацiя про який може знаходитися
на бiльш ранньому кроцi. Як показує практика звичайнi рекурентнi ней-
роннi мережi погано працюють з такими довгими залежностями i мають
тенденцiю забувати те, що було ранiше, але краще пам’ятають те, що було
в найближчих кроках послiдовностi. Проблема стандартних рекурентних
нейронних мереж полягає в тому, що чим бiльша послiдовнiсть, тим бiльша
кiлькiсть рекурентних зв’язкiв, що призводить до проблеми градiєнтного
вибуху або затухання [100] при навчаннi градiєнтними методами. Причина
виникнення цiєї проблеми полягає в тому, що при розгортаннi рекурентної
нейронної мережi для дуже довгих послiдовностей ми отримаємо доста-
тньо глибоку нейронну мережу. Як ми розглядали в попереднiх роздiлах,
глибокi нейроннi мережi не можуть навчатися без нормалiзацiї промiжних
шарiв, через те що з проходженням сигналу по структурi нейронної мережi
градiєнтi значення або значно зростають, або значно зменшуються. Для ви-
рiшення цiєї проблеми в стандартних рекурентних нейронних мережах був
розроблений спецiальний тип рекурентних нейронних мереж з вентильним
вузлом (англ. gated recurent neural network).
3.3. Рекурентнi нейроннi мережi з вентильним вузлом
Найбiльш популярною архiтектурою рекурентної нейронної мережi з
вентильним вузлом є LSTM [103](Long Short-Term Memory). Архiтектура
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цiєї мережi складається з блокiв iз внутрiшньою пам’яттю, якi рекурентно
поєднанi мiж собою. Такi зв’язкi є подiбними до того, що ми маємо в стан-
дартних рекурентних нейронних мережах, i iнколи ще можуть називатися
зовнiшнiми зв’язками LSTM. Кожен блок мiстить в собi iнформацiю про
стан s(t)i , що має внутрiшнi рекурентнi зв’язки до самого себе. Також, блок
мiстить три основних контролери, якi дають можливiсть зчитувати збере-
жений стан з пам’ятi, записувати або затирати iнформацiю [100]. Приклад
архiтектури LSTM зображений на рис 3.3.
Рис. 3.3. Проста дiаграма, що вiдображає принцип роботи прихованого ша-
ру LSTM. Зображення взято з [97].
Прямий прохiд через один блок LSTM складається iз декiлькох основ-
них етапiв, якi по своїй сутi виконують взаємодiю iз збереженим внутрiшнiм
станом. Перший етап складається з так званого вентиля забуття (англ.
forget gate unit), який вирiшує яку iнформацiю необхiдно затерти у внутрi-
шньому станi, що зберiгає iнформацiю отриману зi всiх попереднiх крокiв
послiдовностi. Процес “забування” iнформацiї вiдбувається шляхом вико-



















де x(t) є поточним вхiдним вектором на кроцi t послiдовностi; h(t) - пото-
чний вектор прихованого шару станом на поточний крок послiдовностi та
мiстить вихiдну iнформацiю LSTM блокiв з попереднiх крокiв; bfi - змi-
щення вентиля забуття (англ. forget gate); U f - вхiднi ваговi коефiцiєнти
вентиля забуття (англ. forget gate); W f - рекурентнi ваговi коефiцiєнти
вентиля забуття (англ. forget gate).
Наступний етап блоку LSTM складається iз декiлькох промiжних ета-
пiв. Спочатку визначається iнформацiя про те, якi значення в збережено-
му станi мають бути оновленi за допомогою так званого вхiдного вентиля
(англ. input gate). Далi, формується список нових елементiв, що вiдобра-
жають нову iнформацiю яка повинна бути додана до вже iснуючого стану.
Останнiм кроком поєднується отриманнi значення на всiх етапах та онов-
люється внутрiшнiй стан s(t)i . Всi цi операцiї можуть бути описанi насту-









































де b - вектор змiщення для всього LSTM блоку; U - ваговi коефiцiєнти для
входу LSTM блоку; W - ваговi коефiцiєнти для рекурентних зв’язкiв мiж
рiзними LSTM блоками на рiзним кроках послiдовностей; g(t)i - функцiя
зовнiшнього вхiдного вентиля (англ. external input gate).
Останнiй етап в LSTM блоцi вирiшує, яку iнформацiю потрiбно по-
вертати. Вихiдне значення розраховують за допомогою вихiдного вентиля































де bo, U o,W o - змiщення, вхiднi та рекурентнi ваговi коефiцiєнти вихiдного
вентиля вiдповiдно.
Архiтектура LSTM добре зарекомендувала себе на реальних задачах i
показує, що мережа значно краще запам’ятовує та обробляє довгостроковi
залежностi за стандартнi рекурентнi нейроннi мережi [101]. Бiльше того,
LSTM може бути двонаправленою, так само як i стандартнi архiтектури.
Для цього потрiбно зробити все те саме, що i описувалося в роздiлi 3.2, а са-
ме використати два рiзнi прихованi LSTM блоки, один з яких працюватиме
з прямою послiдовнiстю, а iнший з елементами послiдовностi сформованих
в протилежному напрямку. Вихiдне значення для такої нейронної мере-
жi може вираховуватися так само, як i для стандартних двонаправлених
рекурентних нейронних мереж.
Враховуючи успiх архiтектури LSTM, а також можливiсть використан-
ня режиму двонаправленої рекурентної нейронної мережi роблять цю архi-
тектуру одним iз найкращих варiантiв для вирiшення задачi автоматичної
дiагностики раку легенiв. Двонаправлену LSTM можна модифiкувати для
роботи iз двовимiрними зображеннями шляхом роботи з послiдовностями
пiкселiв з лiва на право, з право налiво, знизу доверху та з верху донизу,
призначивши на кожну з них окремий рекурентний LSTM блок. Однак,
такий пiдхiд буде вимагати великi обчислювальнi затрати, та ускладнює
збiжнiсть нейронної мережi. Тож можна використати згорткову нейрон-
ну мережу для роботи з двовимiрними вхiдними даними, а замiсть пов-
нозв’язного шару можна використати двонаправлену LSTM. Однак, така
нейронна мережа однаково буде складною для навчання, особливо врахо-
вуючи, що вибiрка яка використовується в данiй роботi не мiстить бага-
то екземплярiв на тренувальному наборi даних. Для покращення та при-
швидшення навчання нейронної мережi можна скористатися так званим
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механiзмом уваги, який може допомогти нейроннiй мережi локалiзувати
мiсцезнаходження злоякiсних утворень, що потенцiйно можуть вказувати
на наявнiсть раку легенiв на знiмку.
3.4. Механiзм уваги в задачах комп’ютерного зору
Механiзм вiзуальної уваги є одним iз основних iнструментiв багатьох
аспектiв складного процесу мислення людини, у тому числi в процесi осми-
слення вiзуальної iнформацiї [104]. Наприклад, при аналiзi та переглядi КТ
знiмку легенiв пацiєнту рентгенолог не дивитися одночасно на всi локацiї
зображення. Замiсть цього, людина фокусує свою увагу на певних лока-
цiях рентгенiвського знiмку. Спочатку, людина проходить по всьому знiм-
ку частинами, по рiзним локацiям, знаходячи найбiльш пiдозрiлi легеневi
утворення. Далi, знайденi локацiї аналiзуються бiльш детально шляхом
фокусування зору на конкретному мiсцi. Фокусуючись на певнiй локацiї,
людина концентрує свою увагу на бiльш дрiбних деталях, можливо час вiд
часу переводячи погляд на сусiднi структури. Таким чином, людина бiльш
обчислювано ефективно працює з вiзуальною iнформацiю на вiдмiнну вiд
штучних нейронних мереж, а її зорове сприйняття не залежить вiд розмiру
та масштабу вхiдної перспективи.
Глибиннi нейроннi мережi дивляться та обробляють вiзуальнi данi в цi-
лому, не розбиваючи їх на меншi пiдмножини. Таким чином, при побудовi
моделi для роботи iз зображеннями завжди будуть серйознi обмеження,
оскiльки чим бiльше вхiдне зображення, тим бiльше пам’ятi та обчислю-
вальної потужностi необхiдно для його обробки. Однак, будь-яка глибинна
нейронна мережа має свiй неявний внутрiшнiй механiзм уваги (англ. impli-
cit attention), який концентрує увагу моделi на певних локацiях вхiдного
зображення. Рисунок 2.4 показує, що глибинна згорткова нейронна мере-
жа на кожному шарi дивиться на конкретнi патерни та видiляє вiдповiднi
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ознаки. На останнiх шарах мережi можливо навiть побачити патерни, якi
дуже нагадують об’єкт, який така мережа може класифiкувати.
Таким чином, згорткова нейронна мережа видiляє певнi конкретнi обла-
стi на зображеннi, тодi як iншi областi, що не вiдносяться до об’єкта роз-
пiзнавання, просто iгнорується або мають дуже малий вплив. Наприклад,
на рисунку 3.4 зображено, як виконуючи задачу опису зображення ней-
Рис. 3.4. Приклад механiзму уваги в нейронних мережах, що застосовую-
ться для вирiшення задачi створення опису зображення [105].
ронна мережа концентрується на конкретному об’єктi, що знаходиться в
конкретнiй областi та вiдповiдає текстовому слову. Схожа ситуацiя може
спостерiгатися i для задач класифiкацiї об’єкта, що знаходиться на зобра-
женi. Таку властивiсть глибинних нейронних мереж можна назвати певною
формою механiзму уваги, якому вона навчилася на тренувальнiй вибiрцi.
Таке явище неявної уваги може пояснюватися тим, що глибинна нейрон-
на мережа навчається розпiзнавати об’єкти на вхiдному зображенi шляхом
збiльшення або зменшення вагових коефiцiєнтiв. Iншими словами, нейрон-
на мережа навчається бiльш сильно реагувати на певнi локальнi патерни на
зображенi, чим на iншi, тим самим видiляючи найбiльш релевантнi пiкселi
на зображенi. Таку властивiсть глибинних нейронних мереж часто вико-
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ристовують для аналiзу та iнтерпретацiї їх роботи. Для вiдображення чу-
тливих областей можна використовувати матрицю Якобi, що представляє
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де J - матриця Якобi, що розраховується пiд час виконання алгоритму
зворотнього розповсюдження помилки; x - вхiдний вектор розмiром k; y -
вихiдний вектор розмiром m.
Таким чином нейроннi мережi вже мають вбудований неявний меха-
нiзм уваги, який може видiляти певнi конкретнi областi на вхiдних даних.
Однак, людина може керувати своєю увагою, наприклад цiлеспрямовано
переводячи погляд на iншу локацiю, або, наприклад, вичитавши якусь iн-
формацiю в довiднику, звернути увагу на певну особливiсть на зображеннi.
Подiбнi механiзми уваги також намагаються реалiзувати в нейронних ме-
режах. В термiнологiї глибинного навчання, такий механiзм називається
явним механiзмом уваги (англ. explicit attention mechanism), через те що
в такому випадку нейроннi мережi явно та цiлеспрямовано отримують до-
датковий сигнал про локацiю на яку потрiбно звернути увагу. Одним iз
прикладiв застосування механiзму уваги є робота [106], де намагалися кла-
сифiкувати рукописнi цифри на зображеннях використовуючи рекурентну
нейронну мережу та працюючи на кожному кроцi тiльки з обмеженою ча-
стиною зображення.
До основних переваг використання явно заданого механiзму уваги в
нейронних мереж можна вiднести [107]:
— Обчислювальну ефективнiсть навчання та роботи такої системи.
Завдяки механiзму явної уваги можна вказати нейроннiй мережi на
прiоритетнi ознаки та областi для виконувальної задачi, тим самим
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пришвидшивши та покращивши коректнiсть роботи моделi.
— Масштабованiсть. За рахунок механiзму уваги можна не працювати
вiдразу зi всiм зображенням, а тiльки видiлити найбiльш потенцiйно
важливу область та працювати з нею.
— Послiдовна обробка статичних даних.
— Краща iнтерпретованiсть виходiв моделi.
Тi чи iншi переваги механiзму явної уваги можуть сильнiше або слабкi-
ше проявлятися в залежностi вiд типу механiзму уваги, що використовую-
ться для побудови моделi [108]. В основному роздiляють два основних види
механiзму уваги в нейронних мережах: механiзм м’якої (англ. soft attenti-
on) та жорстокої уваги (англ. hard attention). Найбiльш розповсюдженим
механiзмом уваги є механiзм м’якої уваги [109], оскiльки такi моделi є пов-
нiстю диференцiйованими та без проблем можуть навчатися за допомогою
градiєнтного спуску та алгоритму оберненого розповсюдження.
Нейроннi мережi з механiзмом м’якої уваги реалiзується у виглядi ада-
птивної матрицi вагових коефiцiєнтiв (маски) по певним шарам згорткової
нейронної мережi. Такий пiдхiд допомагає покращити коректнiсть роботи
мережi шляхом видiлення та iзолювання важливої iнформацiї. Неважли-
ва iнформацiя не обробляється на наступних шарах нейронної мережi, хоч
вона й присутня в даних. Не враховується така iнформацiя шляхом при-
рiвнювання вагових коефiцiєнтiв до нуля алгоритмом машинного навча-
ння. Навчання нейронної мережi стає бiльш ефективним та вимагає мен-
шої кiлькостi даних в тренувальнiй вибiрцi, тому що складнiсть взаємодiї
мiж рiзними частинами iнформацiї спрощується за рахунок вiдсутностi не-
важливих елементiв. Додатковими перевагами пiдходу також є простота
концепцiї та повна диференцiйованiсть моделi, що дозволяє без проблем
використовувати градiєнтнi методи навчання. Недолiком м’якого механi-
зму уваги є те, що на практицi не всi ваговi коефiцiєнти неважливих даних
будуть дорiвнювати нулю. Це призводить до доступностi нерелевантних
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ознак разом iз важливими, що може негативно вплинути на результат на-
вчання мережi.
На противагу, жорсткий механiзм уваги використовує тiльки певну пiд-
множину iнформацiї, яку вважає найбiльш релевантною. Всi нерелевантнi
ознаки вiдсiюються та не використовуються далi. Як i механiзм м’якої ува-
ги, механiзм жорсткої уваги покращує ефективнiсть навчання нейронної
мережi шляхом видiлення найбiльш важливих значень у вхiдних даних.
Однак, механiзм жорсткої уваги є бiльш ефективнiшим за рахунок того,
що неважлива iнформацiя повнiстю виключається iз розрахункiв. Проте,
серйозним недолiком такого пiдходу є те, що процес вибору найбiльш ре-
левантної iнформацiї є дискретною операцiєю. В такому випадку ми маємо
недиференцiйовану частину моделi, що означає градiєнтний спуск не зможе
оптимiзувати механiзм вибору iнформацiї пiд час навчання. Для того, щоб
обiйти цю проблему можна спробувати звести задачу оптимiзацiї механiзму
вибору релевантної iнформацiї до задачi навчання iз пiдкрiпленням [106].
Або, деякi автори намагаються використовувати певну функцiю припущен-
ня, що вибирає найбiльш релевантнi значення. Наприклад, такою функцiю
може бути l2 норма [108]. Однак, способи обходу цiєї проблеми до цих пiр
є активно сферою дослiдження.
Враховуючи ефективнiсть механiзму уваги та те, що такий пiдхiд може
допомогти використати попередньо анотованi локацiї пухлини в КТ зобра-
женнях легень пацiєнтiв, в рамках дисертацiї такий механiзм було вирiшено
використати для покращення ефективностi навчання власної рекурентної
моделi.
97
3.5. Застосування рекурентної згорткової нейронної мережi з
механiзмом уваги для дiагностики раку легенiв
В попереднiх роздiлах детально обговорювалася та описувалася iнфор-
мацiя про рекурентнi нейроннi мережi та як вони допомагають працювати
з послiдовними даними. В цьому роздiлi описано бiльш детально модель,
яку було побудовано для дiагностування раку легенiв на базi КТ зобра-
жень пацiєнта. Опис даних та деталi навчання нейронної мережi описанi в
роздiлi 4.
Як вже обговорювалося в попереднiх роздiлах, головною цiллю побу-
дови рекурентної моделi є спроба досягти як можна бiльшої коректностi
роботи iмiтуючи пiдхiд, який використовує лiкар при аналiзi КТ знiмкiв
легенiв людини. Щоб досягти поставленої мети, для кожного зображення
шарiв КТ знiмку вирiшено використовувати двовимiрну згорткову нейрон-
ну мережу та двонаправлену рекурентну нейронну мережу з вентильним
вузлом, що має поєднувати ознаки отриманнi на кожному з шарiв. В яко-
стi двовимiрної згорткової нейронної мережi була використана архiтектура
DenseNet [62], через те що така мережа дозволяє побудувати достатньо ве-
лику нейронну мережу використовуючи меншу кiлькiсть параметрiв. Ще
одним аргументом для використання цiєї архiтектури є те, що вона зареко-
мендувала себе краще за бiльш ранню архiтектуру ResNet на задачах кла-
сифiкацiї. Також, у вiльному доступi наявнi рiзнi модифiкацiї DenseNet, що
навченi на наборi даних ImageNet. Попередньо навчена нейронна мережа
необхiдна для використання навчання перенесенням, що пришвидшить та
спростить процедуру навчання на наявному наборi даних КТ зображень.
В побудованiй архiтектурi згорткова нейронна мережа виступає таким собi
екстрактором послiдовностей високорiвневих ознак з кожного зображення
шару КТ знiмку легень.
В якостi двонаправленої рекурентної нейронної мережi з вентильним
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вузлом була обрана архiтектура LSTM [110], робота якої детально опису-
валася в роздiлi 3.3. Основна задача рекурентної нейронної мережi в цьому
випадку є обробка послiдовностi високорiвневих ознак, отриманих з остан-
нього шару згорткової нейронної мережi. Iдея полягає в тому, що рекурен-
тна нейронна мережа може вiднайти кориснi просторовi ознаки у третьому
вимiрi та зможе досягти результатiв схожих iз тривимiрними згортковими
нейронними мережами.
Пiсля реалiзацiї та навчання описаної архiтектури рекурентної нейрон-
ної мережi було отримано результати коректностi роботи моделi на рiвнi
72%. Такi результати частково пересiкаються з результатами одноетапних
тривимiрних згорткових мереж, але в цiлому результат виявився значно
гiршим. Проблема цiєї архiтектури полягала в тому, що для навчання та-
кої мережi необхiдно мати значно бiльшу кiлькiсть даних на тренувальнiй
вибiрцi даних. Модель не могла за видiлений час вiднайти достатньо кори-
снi ознаки для досягнення вищих результатiв.
Слiдуючи тiй самiй логiцi, що i для тривимiрних згорткових нейронних
мереж, було вирiшено спробувати або розбити задачу на меншi частини,
або спробувати надати рекурентнiй мережi додаткову iнформацiю про на-
явнiсть пухлин на знiмку, що були наявнi в наборi даних. Для цього було
вирiшено скористатися механiзмом уваги, описаним в роздiлi 3.4. Цiллю
було використати механiзм м’якої уваги, щоб отримати повнiстю диферен-
цiйовану модель та мати можливiсть навчити модель вiд початку до кiнця
методом градiєнтного спуску та алгоритмом зворотнього розповсюджен-
ня для знаходження градiєнтiв. В якостi базової iдеї механiзму уваги було
використано модель, описану в роботi [111]. В рамках цiєї роботи автори
будували систему для розпiзнавання пошкоджень в головному мозку люди-
ни на базi КТ знiмкiв черепа людини. Основною особливiстю побудованої
нейронної мережi було використання механiзму м’якої уваги [106], яка на-
давала iнформацiю нейроннiй мережi про локацiю злоякiсного утворення
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на знiмку пiд час етапу навчання. Локацiя злоякiсного утворення бралася
iз набору даних, який попередньо був описаний професiйними рентгеноло-
гами. Такий пiдхiд значно покращував точнiсть роботи нейронної мережi
для задачi знаходження пошкоджень в головному мозку людини. Тому,
було вирiшено спробувати адаптувати цей пiдхiд до задачi автоматичної
дiагностики раку легенiв.
Механiзм м’якої уваги реалiзовувався шляхом перевикористання ано-
тацiй локацiй знаходження пухлин в наявному наборi даних. Основна iдея
полягає в тому, що наявна iнформацiя має впливати на ваговi коефiцiєн-
ти згорткової нейронної мережi на рiзних рiвнях архiтектури DenseNet.
Подiбно до [111], це реалiзовано шляхом додачi блокiв оберненої операцiї
згортки, що вiдновлює зображення до розмiрiв маски та надає iнформацiю
про те, в якiй локацiї на думку нейронної мережi знаходиться пухлина. Та-
кi блоки додаються пiсля кожного DenseNet блоку вибраної архiтектури,
щоб контролювати розповсюдження видiлених ознак протягом всiєї моделi.
Отримана архiтектура зображена на рисунку 3.5.













ня на КТ знiмку×2 ×4 ×8
Сегментацiя, вихiд 1 Сегментацiя, вихiд 2 Сегментацiя, вихiд 3
Рис. 3.5. Побудована рекурентна згорткова нейронна мережа з механiзмом
м’якої уваги. Для надання iнформацiї про локацiю пухлини використовує-
ться бiнарна маска, що наявна в тренувальному наборi даних.
Iнформацiя, яку повертає розроблена архiтектура на кожному з блокiв
оберненої операцiї згортки використовується пiд час навчання моделi. Так,
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отримана маска пiсля кожного з блокiв порiвнюється з очiкуваним резуль-
татом, який сформований на основi даних тренувальної вибiрки. Протягом
навчання мережi ваговi коефiцiєнти операцiї оберненої згортки та попере-
днiх згорткових шарiв в DenseNet блоцi оновлюється таким чином, щоб
отримувана маска як можна бiльше збiгалася з маскою тренувального на-
бору. Чим бiльш глибшi згортковi шари використовуються, тим бiльший
вплив операцiя оберненої згортки має на згорткову нейронну мержу. Це
досягається шляхом використання рiзних коефiцiєнтiв впливу до кожного
виходу нейронної мережi, що задаються як гiперпараметри мережi перед її
навчанням. На вiдмiнно вiд [111], блоки оберненої операцiї згортки мають
додатковий зв’язок з бiльш раннiми згортковими шарами, що мають схожу
розмiрнiсть виходу. Такi зв’язки зробленi в такiй ж манерi, як в нейроннiй
мережi типу U-Net [54] та нiвелюють втрату iнформацiї, яка вiдбувається
за рахунок послiдовного застосування операцiй згортки та оберненої згор-
тки. Також, для зменшення використання пам’ятi моделi, вихiдна маска
має менший розмiр за початкове вхiдне зображення. Блок оберненої згор-
тки складається з декiлькох послiдовно з’єднаних шарiв згортки 1х1 та
оберненої згортки для побудови пiксельної маски вiдображення локацiї пу-
хлини.
Результатом використання механiзму м’якої уваги стало значно вищий
рiвень коректностi роботи моделi, що був отриманий на рiвнi 81%. Такий
результат говорить про ефективнiсть механiзму уваги в побудовi бiльш
складних патернiв для дiагностування раку легенiв. Цiлком можливо, якщо
покращити та ускладнити механiзм уваги можна було б досягти ще кращих
результатiв.
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3.6. Висновки до роздiлу
В рамках цього роздiлу було описано побудовану рекурентну нейрон-
ну мережу для дiагностування раку легенiв на КТ зображеннi. Проведене
дослiдження показало, що рекурентнi нейроннi мережi працюють доста-
тньо добре для того, щоб використовувати їх для розробки таких систем.
Однак, навчання рекурентних мереж вимагають використання механiзму
уваги для збiльшення ефективностi навчання, без якого така модель пока-
же результат не вище за одноетапнi тривимiрнi згортковi нейроннi мережi.
Однак, побудована рекурентна згорткова нейронна мережа не змогла до-
сягти рiвня коректностi роботи системи на рiвнi багатоетапних тривимiр-
них згорткових нейронних мереж. Однiєю з причин цього є менша ефектив-
нiсть навчання такої мережi, тобто така модель вимагає бiльшої кiлькостi
даних на тренувальнiй вибiрцi. Основним недолiком побудованої системи є
вимоги до наявностi iнформацiї про локацiю пухлини на знiмку.
Основнi результати отриманi та описанi в даному пiдроздiлi були опу-




НЕЙРОННИХ МЕРЕЖ ДЛЯ ОБРОБКИ КТ ЗОБРАЖЕНЬ
ЛЕГЕНIВ
4.1. Дiагностика раку легенiв. Опис даних
Рак легень – це захворювання, при якому злоякiсна пухлина утворю-
ється iз клiтин, якi вистеляють внутрiшню поверхню легень та бронхiв
[112]. В залежностi вiд того, де розташована пухлина видiляють рiзнi ви-
ди раку легенiв. Якщо пухлина зароджується в слизовiй оболонцi великих
бронхiв [4], то такий рак називають центральним. Рак легенiв цього виду
проявляється вже в самому початку розвитку пухлини, тому в бiльшостi
випадкiв його рано дiагностують i своєчасно починають лiкування. Дру-
гий вид раку легенiв називають периферичним, оскiльки вiн локалiзується
в дрiбних бронхах та легеневiй тканинi. Основна небезпека другої форми
полягає в тому, що така форма захворювання може протiкати без серйозних
симптомiв [4]. Тому, в таких випадках рекомендують проводити регуляр-
нi обстеження, особливо для людей якi знаходяться в зонi ризику (напр.
курцi, або тi, хто працює на шкiдливому виробництвi). Для дiагностики
раку легенiв використовують флюорографiю, рентгенографiю, рентгенiв-
ську комп’ютерну томографiю (КТ) та магнiтно-резонансну томографiю
(МРТ), бронхоскопiю [113]. В рамках дисертацiйної роботи використовую-
ться рентгенiвськi КТ знiмки для дiагностування та перевiрки присутностi
раку легенiв, через те що даний метод дає бiльш точну iнформацiю про
структури в легенях пацiєнтiв, на вiдмiнно вiд флюорографiї та широко-
форматної рентгенографiї.
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Пiд комп’ютерною томографiєю (КТ) розумiють метод рентгенiвсько-
го сканування, при якому рентгенiвський промiнь пошарово та поступо-
во проходить через тканини людського тiла в рiзних напрямках, з рiзних
кутiв та положень. В результатi отримуються пошарове рентгенiвське зо-
браження необхiдної частини людського тiла. Отримане зображення може
переглядатися як i в 2D форматi, так i 3D форматi, в залежностi вiд потреб
лiкаря-рентгенолога. В рамках дослiдження раку легенiв, КТ зображення
робиться на рiвнi грудної клiтки пацiєнта та налаштовується на розпiзнава-
ння легеневої тканини. В результатi, отримується зображення, що мiстить
iнформацiю про легеневу тканину пацiєнта. Також, зображення мiстить iн-
формацiю про сусiднi тканини, такi як кiстки, судини, тощо (див. рис. 4.1).
В рамках дисертацiйної роботи для навчання нейронних мереж викори-
стовувалися набори даних LUNA [115] та Data Science Bowl 2017 (DSB 2017)
[114]. DSB 2017 мiстить результати КТ для бiльш нiж 1000 пацiєнтiв. Кожне
зображення супроводжується iнформацiєю про присутнiсть раку легенiв на
знiмку. Дiагнози раку легенiв в наборi даних були пiдтвердженнi в лiкар-
нях. DSB 2017 розбитий на тренувальну, перевiрочну та тестову вибiрки,
що мiстять 1397, 198 та 506 зображень грудної клiтки пацiєнтiв вiдповiд-
но. Тренувальна вибiрка є не збалансованою, та мiстить 1035 прикладiв на
яких вiдсутнiй рак, та 362 зображень-прикладiв, що мiстить пухлину.
Набiр даних LUNA [115] мiстить iнформацiю про результати КТ для 888
пацiєнтiв. Особливостями даного набору даних є те, що присутнi анотацiї
1186 мiток з координатами, що позначають область з потенцiйно злоякi-
сною пухлиною. Данi були створенi i описанi професiйними рентгенолога-
ми.
Для дiагностування раку легенiв, рентгенологи шукають областi, в яких
знаходяться злоякiснi утворення, якi утворюють потенцiйнi пухлини. За-
звичай, для дiагностування раку намагаються вiднайти всi видимi на знiм-
ку утворення, навiть якщо вони є не дуже великими. Небезпечними i най-
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Рис. 4.1. Приклад КТ знiмку легенiв пацiєнта, взятий iз набору даних DSB
2017 [114].
бiльш ймовiрними злоякiсними пухлинами вважаються утворення розмi-
ром 6 мм [116] i бiльше. Якщо ж утворення невелике, можуть призначити
додатковi аналiзи, або попросити пацiєнта пройти повторну дiагностику
протягом пiвроку або року. При наступнiй дiагностицi буде перевiрятися
чи знайденi утворення не збiльшилися протягом часу. Якщо такий вузлик
значно збiльшився у розмiрах, говорять про велику ймовiрнiсть наявностi
раку легенiв та призначають бiопсiю для бiльш точного дiагностування.
Тому, при побудовi системи автоматичної дiагностики раку легенiв, часто
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додають етап сегментацiї злоякiсних утворень для надання лiкарям бiльше
iнформацiї про причини дiагностування чи не дiагностування раку.























Рис. 4.2. Порiвняння розподiлу дiаметру потенцiйних пухлин в LUNA та
DSB 2017 наборах даних.
Для виконання задачi сегментацiї регiонiв iз злоякiсними утвореннями
набiр даних має використовувати попередньо анотованi КТ зображення,
де зазначаються координати такого регiону. Набiр LUNA мiстить таку iн-
формацiю, проте набiр даних DSB 2017 мiстить iнформацiю тiльки про
наявнiсть раку легенiв у пацiєнта. Тому, в роботi [72] автори анотували
знiмки 754 пацiєнтiв тренувальної вибiрки самостiйно. В данiй дисертацiї
при побудовi власних моделей було перевикористанi цi анотованi екземпля-
ри.
Загалом, анотованi утворення мають дуже рiзнi характеристики в набо-
рах даних DSB 2017 та LUNA. LUNA мiстить багато регiонiв, де потенцiйно
злоякiснi утворення мають розмiр менше за 6 мм [116], тодi як DSB 2017
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мiстить бiльше утворень великого дiаметру. На рис. 4.2 можна побачити
розподiл дiаметрiв злоякiсних утворень у двох наборах даних.
Як можна побачити на рисунку 4.2, в LUNA злоякiснi утворенням в
основному знаходяться в дiапазонi 5-20 мм, тодi як в DSB 2017 наборi да-
них мiститься в основному утворення розмiром вiд 10-40 мм.. Бiльше того,
якщо поглянути на графiк можна помiтити, що на деяких зображеннях
пацiєнтiв є злоякiснi утворення розмiром бiльше 40 мм, тодi як в LUNA
таких даних немає. Щоб трохи урiвняти розподiл значень в двох наборах
даних, всi утворення з розмiром дiаметру менш як 6 мм були видаленi,
оскiльки згiдно [116] такi утворення мають малу ймовiрнiсть бути злоякi-
сними пухлинами. Це також пiдтверджується, якщо перевiрити розподiл
пiдтверджених злоякiсних пухлин до здорових пацiєнтiв, зображених на
рис. 4.3.























Рис. 4.3. Присутнiсть раку в залежностi вiд дiаметру утворення на КТ
знiмку.
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4.2. Попередня обробка КТ зображень
Значення пiкселiв в КТ знiмках зазвичай знаходяться в шкалi оди-
ниць Гаунсфiльда. Шкала Гаунсфiльда являє собою кiлькiсну шкалу по-
слаблення проходження рентгенiвського променя через певний матерiал.
Бiльш формально, для речовини X з лiнiйним коефiцiєнтом послаблен-
ня µX денситометричнi показники (англ. Hounsfield Unit) визначатимуться
наступною формулою [117]:
HU = 1000× µX − µвода
µвода − µповiтря
, (4.1)
де µвода та µповiтря визначають лiнiйнi коефiцiєнти послаблення рент-
генiвського випромiнювання дистильованої води та повiтря в стандартних
умовах. Формула сформована таким чином, що HU дистильованої води бу-
де дорiвнювати нулю. Середнi денситометричнi показники для рiзних видiв
речовин приведенi в таблицi 4.1.
Всi виробники сканерiв рентгенiвської комп’ютерної томографiї нала-
штовують та калiбрують свої сканери точно вимiрювати значення HU. По
замовчуванню, зображення в наборi даних DSB 2017 знаходяться не в дiа-
пазонi шкали одиниць Гаунсфiльда, а в у значеннях вiдносної рентгенопро-
зоростi (англ. relative radiodensity). Тому перед початком роботи з КТ зо-
браженнями необхiдно перевести їх в необхiдний дiапазон iнтенсивностей.
Це можна зробити використавши значення iнтенсивностей пiкселiв зобра-
ження, параметру “rescale slope” та значення параметру “rescale intercept”
[119], що знаходяться в заголовку файлу dicom [119]:
HU = pixel_value× rescale_slope+ rescale_intercept, (4.2)
де pixel_value - значення пiкселя в повному зображенi, отриманим скане-
ром; rescale_slope та rescale_intercept - параметри масштабування отри-
маних значень iнтенсивностi рентгенiвський променiв. Цi значення зада-
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Таблиця 4.1









Кров вiд +30 до +45
М’язи вiд +10 до +40
Сiра речовина вiд +37 до +45
Бiла речовина вiд +20 до +30
Печiнка вiд +40 до +60
М’якi тканини, контраст вiд +100 до +300
Кiстка вiд +700 (губчаста речовина) до
+3000 (кiсткова речовина)
ються кожним виробником сканера окремо i можуть вiдрiзнятися в зале-
жностi вiд виробника.
КТ зображення в LUNA перетворювати описаним вище чином не по-
трiбно, через те що всi зображенням вже переведенi в шкалу Гаунсфiльда.
Якщо проглянути таблицю 4.1 можна вiдмiтити, що рiзнi середнi денси-
тометричнi показники рiзних речовин в шкалi одиниць Гаунсфiлда мають
мiстити рiзнi значення HU та вiдповiдають певним тканинам людського
органiзму на КТ зображенi. Цю особливiсть можна використати для очи-
щення зображень вiд тканин, якi не вiдносяться до легенiв. Наприклад, на
рисунку 4.4 показаний розподiл значень на одному iз знiмкiв набору даних
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Рис. 4.4. Розподiл значень одиниць Гаунсфiлда на КТ знiмку пацiєнта, взя-
того з DSB 2017
DSB 2017.
Як можна чiтко побачити з рисунку 4.4, зображення КТ мiстить в собi
iнформацiю про повiтря, яке знаходилося в серединi легень пацiєнту, iнфор-
мацiю про тканини легенiв (близько 600), кров, судини та м’якi тканини.
Вся ця iнформацiя не є корисною при проведенi дiагностики, тому що пу-
хлина має знаходитися в серединi легенiв, а iнформацiя про iншi тканини
не є репрезентативною.
Для покращення роботи ймовiрнiсної моделi можна вiдфiльтрувати з
зображення те, що не вiдноситься до легенiв. Для цього, вiдсiюються всi
значення пiкселiв, що бiльше або дорiвнювали -600. Пiсля цього, намагає-
мося сегментувати легенi в тривимiрному зображенi грудної клiтки пацi-
єнту шляхом пошуку найбiльшого об’єднаного регiону на зображенi вико-
ристовуючи алгоритм [120]. Зазвичай такий найбiльший вибраний регiон
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вiдповiдає легеням. Таким чином ми вiдсiкаємо все, що знаходиться поза
межами легенiв та залишаємо тiльки те, що вiдноситься до легенiв.
Останнiм кроком в попереднiй обробцi є змiна розмiру зображення та
нормалiзацiя значень пiкселiв для пришвидшення навчання нейронної ме-
режi. Новий вихiдний розмiр зображення буде описуватися для кожного
випадку окремо, оскiльки моделi, що використовувалися в цiй роботi, вiд-
рiзняються один вiд одного i накладають додатковi вимоги i обмеження зi
сторони використання пам’ятi. Нормалiзацiя значень пiкселiв зображення





де pixel - це поточне значення пiкселя в зображенi; image_max_bound
дорiвнює приблизно 400, оскiльки тканини з середнiм денситометричним
показником бiльше нiж 400 являють собою кiстки людини з рiзними ден-
ситометричним показниками; image_min_bound використовується зi зна-
ченнями рiвними −1000, тому що це є середнiм денситометричним пока-
зником повiтря, а все що менше за це значення нас не цiкавить.
4.3. Збiльшення даних
Одним iз способiв боротьби з проблемою перенавчання нейронних ме-
реж є пiдхiд збiльшення даних (англ. data augmentation). Це досягається
шляхом використання певних заданих трансформацiй на iснуючих зобра-
женнях та використання їх для тренування. Зазвичай такi трансформацiї
не збiльшують розмiр тренувального набору даних, але збiльшують йо-
го варiативнiсть шляхом застосування випадково вибраної трансформацiї
до поточного екземпляру. Трансформацiї задаються попередньо у довiль-
нiй кiлькостi, однак пiд час вибору конкретного прикладу випадковим чи-
ном буде робитися вибiр мiж оригiнальним зображенням та однiєю iз його
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трансформацiй. Таким чином ми збiльшуємо варiативнiсть тренувальних
даних.
В данiй роботi використовуються тривимiрнi зображення легенiв пацi-
єнта. Тому, пiдхiд збiльшення даних є ще бiльш ефективним, чим якби вiн
використовувався для двовимiрних даних. Причина цьому полягає в тому,
що до тривимiрних даних можна застосувати значно бiльше трансформа-
цiй, чим до двовимiрних даних. При навчаннi нейронних мереж використо-
вувалися наступнi методи збiльшення даних:
1. Зображення випадковим чином поверталося в межах однiєї з осей
на певний кут.
2. Зменшення розмiру зображення на випадковий фактор вiд 0 . . . 0.15
та доповнювалося нулями для отримання вихiдного розмiру.
3. Випадковим чином зображення змiщувалося на певну випадкову
вiдстань (в межах 15%) в напряму кожного iз осей.
4. Випадковим чином зображення перевертається в кожному iз трьох
напрямiв.
Такi простi технiки модифiкацiї зображення допомогли збiльшити ва-
рiативнiсть тривимiрних зображень легенiв та покращити характеристи-
ки узагальненостi моделi. Через те, що така нейронна мережа навчається
протягом багатьох епох, кожна iз трансформацiй мала мiсце при навчаннi
бiльше нiж один раз.
4.4. Двовимiрна згортка та навчання за набором зразкiв
Найбiльш простою стратегiєю побудови повноцiнної системи автомати-
чної дiагностики раку легенiв можна вважати систему, що працює з ко-
жним шаром КТ зображення iндивiдуально. Потiм, iнформацiя з кожного
шару може бути об’єднана з використанням певного попередньо задано-
го правила. В такому разi система працюватиме з двовимiрними даними,
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якими значно легше оперувати та вмiстити в обмежену пам’ять графiчних
процесорiв на вiдмiнно вiд тривимiрних. Додатковою перевагою такого пiд-
ходу можна вважати можливiсть використання навчання перемiщенням
(англ. transfer learning). Завдяки навчанню перемiщенням можна значно
пришвидшити та спростити навчання нейронної мережi шляхом переви-
користання двовимiрних згорткових нейронних мереж навчених на попу-
лярному великому наборi даних ImageNet. Як показує практика, навчання
перемiщенням дає змогу значно краще iнiцiалiзувати ваговi коефiцiєнти
нейронної мережi, що дає змогу використати низькорiвневi примiтиви, що
були навченi на iншому наборi даних. Такий набiр даних має походити з
одного й того ж домену, тобто нейронна мережа має також бути навчена
на статичних зображеннях. Також при вiдсутностi великої кiлькостi даних,
можна заморозити низькорiвневi згортковi шари i навчити заново тiльки
високорiвневi шари повнозв’язної нейронної мережi вже на своєму наборi
даних. Серед попередньо навчених двовимiрних згорткових нейронних ме-
реж на наборi даних ImageNet доступнi рiзноплановi архiтектури, такi як
ResNet [56], DenseNet [62] та Xception [63]. Їх можна повторно використати
для побудови нашої моделi.
Набiр даних DSB 2017 мiстить тiльки одну анотацiю для всього КТ
зображення, що робить неможливим використання пiдходу описаного вище
напряму. Для навчання системи, де для набору зображення є тiльки одна
мiтка, потрiбно використовувати пiдхiд навчання за набором зразкiв (англ.
multi-instance learning).
Навчання за набором зразкiв замiсть того щоб розглядати кожне зо-
браження iндивiдуально, розглядає певний пакет (англ. bag), що мiстить
певний набiр зображень та асоцiює з таким пакетом даних тiльки одну мi-
тку. Фiнальне рiшення про належнiсть всього пакету до певного класу ви-
конуються використовуючи припущення навчання за набором зразкiв. Для
бiнарної класифiкацiї припущення говорить про те, що якщо пакет мiстить
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в собi хоча б один позитивний екземпляр, то весь пакет даних приймається
за позитивний. Пакет даних вважається негативним тiльки у випадку, коли
всi екземпляри даних в пакетi є негативними [121].
Реалiзацiя пiдходу багато-зразкового навчання з двомiрною згортко-
вою нейронною мережею в данiй роботi базується на пiдходi, описанiй в
[122] для побудови системи дiагностики раку молочної залози. Однак, на
вiдмiнно вiд способу представленому в [122], кожен шар КТ зображення
в навчанiй моделi представляє собою один екземпляр в пакетi даних. Та-
кож, в навченiй моделi фiнальна функцiя втрат розраховується на основi
зображень з кожного шару КТ знiмку, що були пропущенi через вибрану
двовимiрну згорткову нейронну мережу.
Якщо задавати проблему бiльш формально, то нехай ми маємо вхiдне
КТ зображення пацiєнта S на входi нейронної мережi. КТ зображення S
мiстить в собi k зображень. Метою моделi визначається задача визначення
присутностi раку легенiв для всього скану КТ. Маючи це та припускаю-
чи, що наша модель розглядає повне тривимiрне зображення КТ, задача
визначається як проблема бiнарної класифiкацiї. Для кожного шару КТ
зображення, ймовiрнiсть наявностi пухлини можна визначити наступним
чином:
rn = σ(ω × CNN(km) + b), (4.4)
де σ являє собою сигмоїдну функцiю; ω - ваговий коефiцiєнт логiстичної ре-
гресiї; CNN - функцiя, що представляє етап прямого поширення згорткової
нейронної мережi; km - зображення шару КТ скану пацiєнта на позицiї m;
b - змiщення.
Маючи ймовiрнiсть пухлини на кожному шарi КТ зображення, сумарну
ймовiрнiсть наявностi пухлини на знiмку можна розрахувати наступною
формулою:
p(y = 1|S, k) = max{r1, r2, . . . , rn}, (4.5)
114
p(y = 0|S, k) = 1−max{r1, r2, . . . , rn}, (4.6)
де y представляє коректну мiтку з набору даних.











де N вiдповiдає кiлькостi шарiв в КТ ображенi; µ - коефiцiєнт розрiджено-
стi, який представляє можливiсть вибирати баланс мiж важливiстю зобра-
ження та припущенням як багато шарiв мiстять пухлину;
∥∥r′n∥∥1 - L1 норма
вихiдного вектора зображення на кожному з шарiв КТ зображення.
Як двовимiрну згорткову нейронну мережу було вибрано DenseNet
[62], оскiльки ця нейрона мережа iстотно зменшує кiлькiсть параметрiв
та показує однi з найкращих результатiв на класичному наборi даних для
комп’ютерного зору ImageNet. Для навчання використовувалася попере-
дньо навчена на ImageNet згорткова нейронна мережа з глибиною 121. Та-
ка попередньо навчена нейронна мережа дозволила краще iнiцiалiзувати
ваговi коефiцiєнти згорткової нейронної мережi та прискорити навчання
моделi. Двовимiрне зображення в кожному шарi КТ скану було зменшено
до розмiру 200× 200. Кiлькiсть шарiв для знiмкiв пацiєнтiв не змiнювало-
ся, незважаючи на той факт, що кiлькiсть шарiв в кожному КТ знiмку є
рiзною та залежить вiд роздiльної здатностi сканера.
Пiд час тренування, вихiд з DenseNet для кожного шару знiмку КТ було
збережено та використовувалося для розрахунку функцiї втрат за рiвнян-
ням 4.7. Пiд час навчання використовувався фактор розрiдженостi рiвний
0.0001. Пiсля розрахунку функцiї втрат для кожного з шарiв знiмку, за
допомогою алгоритму зворотнього розповсюдження (англ. backpropagati-
on) були розрахованi значення градiєнтiв. Для оптимiзацiї функцiї втрат,
використовувалася модифiкацiя стохастичного градiєнтного спуску Adam.
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Пiд час навчання, коефiцiєнт швидкостi навчання (англ. learning rate) в
ручному режимi змiнювався в залежностi вiд динамiки процесу тренуван-
ня. Початкове значення коефiцiєнту навчання використовувалося на рiвнi
0.00005. Процес тренування моделi був зупинений в той момент, коли фун-
кцiя втрат не зменшувалася протягом декiлькох епох.
Пiсля закiнчення процесу тренування модель показала рiвень коректно-
стi роботи (англ. accuracy) на рiвнi 62% на валiдацiйнiй вибiрцi.
Основна причина, чому така модель показує такий низький рiвень коре-
ктностi роботи полягає в тому, що вона втрачає iнформацiю про тривимiрну
природу вхiдних даних. Такi значення є важливою частинкою iнформацiї,
яка допомагає робити коректнi висновки про наявнiсть пухлини на знiмку.
4.5. Рекурентна нейронна мережа з механiзмом уваги
Детально iнформацiя про механiку моделi розглядалася в роздiлi 3. В
даному роздiлi описується конфiгурацiя тренувального процесу.
В iснуючу модель DenseNet + LSTM пiсля кожного Densenet блоку бу-
ло додано блоки оберненої згортки (див. рис. 3.5). Доданi блоки оберненої
згортки при навчаннi використовуються як механiзм надання моделi iн-
формацiї про локацiю злоякiсного утворення. По сутi блоки оберненої згор-
тки виконують задачу сегментацiї. Такий механiзм надає нейроннiй мережi
iнформацiю, де знаходиться проблемний регiон та стимулює бiльше придi-
ляти увагу саме на локацiї, що будуть заданi маскою в тренувальнiй вибiр-
цi. Блок оберненої згортки складається з декiлькох послiдовно з’єднаних
шарiв згортки 1×1 та оберненої згортки для вiдновлення розмiру зображе-
ння. В данiй моделi маска може мати менший розмiр за вхiдне зображення.
Мiж вiдповiдним Densenet блоком та шарами з блоку оберненої згортки
iснують додатковi зв’язки, зробленi в такiй ж манерi, як в нейроннiй ме-
режi типу U-Net [54]. Такi додатковi зв’язки допомагають зменшити вплив
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проблеми втрати iнформацiї при виконаннi операцiї оберненої згортки.
Для навчання створеної рекурентної нейронної мережi з механiзмом
уваги, необхiдно також зробити додатковi кроки обробки тренувальної ви-
бiрки. В наборi даних LUNA [115] є попереднi описанi рентгенологами ко-
ординати знаходження потенцiйно злоякiсних утворень. Використовуючи
цю iнформацiю, були створенi бiнарнi пiксельнi маски, якi використову-
ються для порiвняння того, що повертає нейронна мережа пiсля кожного
з блокiв оберненої згортки i включення цiєї iнформацiї в функцiю втрат.
Набiр даних DSB 2017 не мiстить iнформацiю про злоякiснi утворення в
легенях, тож ми повторно використали описи пiдозрiлих регiонiв, що були
створенi в рамках роботи [72].
В якостi двовимiрної згорткової нейронної мережi було використано ар-
хiтектуру DenseNet з глибиною 121, яка була попередньо навчена на наборi
даних ImageNet. Використання завчасно навченої нейронної мережi дозво-
лило отримати кращу початкову iнiцiалiзацiю вагових коефiцiєнтiв мережi,
що пришвидшило процес навчання. Фiнальна функцiя втрат для навчання
визначалася як сума з ваговими коефiцiєнтами мiж функцiями втрат для
задачi класифiкацiї та задач сегментацiї (визначених блоками оберненої
згортки). Навчання нейронної мережi вiдбувалося за допомогою стохасти-
чного градiєнтного спуску з початковим значенням коефiцiєнту навчання
(англ. learning rate) 0.0005. Впродовж навчання коефiцiєнт навчання змi-
нювався вручну, в залежностi вiд динамiки навчання побудованої мережi.
В результатi, навчена нейронна мережа показала коректнiсть роботи си-
стеми на рiвнi 0.81.
4.6. Одноетапнi тривимiрнi згортковi нейроннi мережi
В рамках дисертацiйної роботи були навчаннi такi одноетапнi тривимiр-
нi згортковi нейроннi мережi як C3D [89] та 3D DenseNet [90]. Для вико-
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ристання КТ зображення в цих нейронних мережах було сформовано 3D
зображення легенiв пацiєнта шляхом поєднання шарiв КТ один над одним.
Кiлькiсть шарiв для кожного з КТ зображень вiдрiзняється, тому що для
формування вибiрки бралися зображення зi сканерiв рiзної роздiльної зда-
тностi та рiзних виробникiв. Тому всi отриманi тривимiрнi зображення па-
цiєнтiв були зменшенi до розмiру 120 × 120 × 120. Такий розмiр дозволив
отримати зображення однакового розмiру та вмiстити нейронну мережу в
пам’ятi однiєї вiдеокарти. Тривимiрне зображення легенiв пацiєнту пiсля
попередньої обробки можна побачити на зображенi 4.5.
Рис. 4.5. Тривимiрне зображення легенiв пацiєнту пiсля сегментацiї та по-
передньої обробки. Саме в такому форматi на вхiд тривимiрної згорткової
нейронної мережi подаються вхiднi данi.
Функцiя втрат для тренування тривимiрних нейронних мереж була за-
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дана як функцiя перехресної ентропiї таким чином, що ваговий коефiцiєнт
для класу представленого в меншiй кiлькостi був вищим. Навчання ви-
конувалося з використанням модифiкацiї стохастичного градiєнтного спу-
ску Adam, з коефiцiєнтом швидкостi навчання (англ. learning rate) рiвним
0.0001 та 0.00004 для C3D та 3D DenseNet вiдповiдно.
Навчена тривимiрна згорткова нейронна мережа C3D показала коре-
ктнiсть (англ. accuracy) роботи на рiвнi 63%. В той же час тривимiрна
згорткова нейронна мережа 3D DenseNet змогла показати коректнiсть ро-
боти на рiвнi 70%. Як видно з отриманих результатiв, навченнi нейроннi
мережi не показують високих показникiв точностi прогнозування. Причи-
ною цьому є складнiсть ознак якi має вивчити нейронна мережа для бiльш
точного прогнозування раку легенiв, якi можливо вiднайти тiльки маючи
значно бiльшу кiлькiсть прикладiв у навчальнiй вибiрцi. Для зменшення
необхiдної кiлькостi даних для навчання, задачу необхiдно розбити на два
бiльш спрощених етапи - сегментацiя потенцiйно пiдозрiлих регiонiв та їх
класифiкацiя.
4.7. Пiдсумки отриманих результатiв
Додатково до описаних експериментiв було додано результати i iнших
публiкацiй, що працювали з схожими наборами даних. Це зроблено для то-
го, щоб детально порiвняти можливостi кожної з архiтектур та мати пов-
ну картину того, як змiнюється робота системи в залежностi вiд рiзних
деталей доданих в пайплайн системи дiагностики. Передусiм ми додали
до сумарної таблицi результати, що були отриманi переможцями змаган-
ня Data Science Bowl в 2017 роцi [72]. Автори цiєї роботи використовували
двоетапну тривимiрну згорткову нейронну мережу та отримали систему з
коректнiстю роботи фактично рiвною середньостатистичному рентгеноло-
гу. Iнша робота вводить iдею системи, що складається з чотирьох етапiв
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[94] та можливiстю враховувати iнформацiю з попереднього КТ зображен-
ня пацiєнта. Ця робота змогла досягти трохи вищої коректностi роботи за
середнього рентгенолога. Всi отриманi результати та результати описаних
публiкацiй представленi в пiдсумковiй таблицi 4.2.
Таблиця 4.2
Сумарнi результати отриманнi при навчаннi моделей та
порiвняння з результатами iнших робiт






Luna + DSB 2017 0.62 0.61
C3D Luna + DSB 2017 0.65 0.66
3D DenseNet Luna + DSB 2017 0.71 0.68
DenseNet +
LSTM
Luna + DSB 2017 0.72 0.69
Рекурентна НМ
описана в роз. 3














Згiдно проведених пiдсумкiв, краще всього себе показали тривимiрнi
згортковi нейроннi мережi та рекурентна згорткова нейронна мережа з ме-
ханiзмом уваги. Якщо порiвняти отриманi результати з iншими роботами,
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що також вказанi у пiдсумковiй таблицi, то можна вивести доволi чiткi за-
кономiрностi в структурi таких систем. На даний момент найбiльш кращим
варiантом є побудова системи з використанням багатоетапних тривимiрних
згорткових нейронних мереж, особливо коли доступна достатня обчислю-
вальна потужнiсть.
Багатоетапнi тривимiрнi згортковi нейроннi мережi подiляють задачу
класифiкацiї раку легенiв на декiлька пiдзадач: сегментацiя вхiдного ме-
дичного зображення для генерацiї регiонiв на яких потенцiйно можуть зна-
ходитися пухлини та етап класифiкацiї, який повертає ймовiрнiсть знахо-
дження злоякiсного утворення на сегментованому регiонi. Також, в бiльш
просунутих системах комп’ютерної дiагностики додається задача сегмента-
цiї легень перед сегментацiєю пiдозрiлих регiонiв. Таке роздiлення задачi
допомагає спростити патерни, що має вивчити нейронна мережа для дiа-
гностики раку. Так, одна мережа вивчить патерни для видiлення конкре-
тного регiону, а iнша окрема нейрона мережа знаходить ознаки, що допомо-
жуть аналiзувати отриманi регiони. Таким чином замiсть одного складного
патерну вивчаються декiлька бiльш простих.
Запропонована комбiнована архiтектура згорткової рекурентної ней-
ронної мережi змогла досягти доволi високих результатiв у виглядi метрики
AUC ROC на рiвнi 0.83. На скiльки вiдомо здобувачевi, це найкращий ре-
зультат який отримували за допомогою рекурентних нейронних мереж для
задачi дiагностування раку легенiв. Такий результат є нижчим за отрима-
нi результати тривимiрними згортковими нейронними мережами в роботах
[72, 94]. Однак, перевагою побудованої рекурентної нейронної мережi є ви-
ща швидкодiя, оскiльки вхiднi КТ знiмки не проходять попередню обробку,
як це робиться в системах з тривимiрними згортковими нейронними мере-
жами. Також, вища швидкодiя досягається шляхом використання опера-
цiї двовимiрної згортки замiсть операцiї тривимiрної згортки, вимоги якої
до обчислювальної потужностi та пам’ятi ростуть квадратично з розмiром
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вхiдних даних, а не кубiчно. Також, запропонована архiтектура нейронної
мережi складається всього з одного етапу та однiєї мережi на вiдмiнну вiд
систем тривимiрної згорткової нейронної мережi.
Цiкаво, що запропонований механiзм м’якої уваги, який надає нейрон-
нiй мережi iнформацiю про локацiю злоякiсних утворень пiд час навчання,
суттєво пiдвищує ефективнiсть навчання нейронної мережi. Так, без вико-
ристання механiзму уваги, експериментально вдалося досягнути коректно-
стi (англ. accuracy) роботи мережi на рiвнi 72%, тодi як при використаннi
механiзму уваги вдалося отримати рiвень коректностi роботи моделi на
рiвнi 81%. Це дуже схоже на тенденцiєю при використаннi тривимiрних
згорткових нейронних мереж, де додавання пiдзадачi сегментацiї знiмку
легенiв пацiєнта значно покращує точнiсть роботи системи.
Основнi отриманi результати, що представленi в даному роздiлi, були
опублiкованi в наукових роботах [5, 6, 7].
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ВИСНОВКИ
Дисертацiйне дослiдження побудови системи комп’ютерної дiагности-
ки раку легенiв показало, що створення таких систем все ще є складною
задачею, рiшення якої вимагає наявнiсть достатньо великого набору при-
кладiв зображень пацiєнтiв з негативним та позитивним дiагнозом. Роз-
робка медичних систем автоматичної дiагностики ведеться дуже давно i
до розповсюдження методiв глибинного навчання найбiльш популярними
були багато-атласнi методи. Цi методи виконували сегментацiю вхiдного
медичного зображення використовуючи набiр вiдомих анотованих зобра-
жень атласiв, що представляли собою бiнарну маску, яка вiдображала на-
лежнiсть кожного пiкселю до певного класу. Однак, такi системи вимагали
великi обчислювальнi потужностi, мали проблеми з масштабуванням та
не могли вивчити складнi функцiї для проведення точної дiагностики. Це
стало причиною розвитку i популяризацiї ймовiрнiсних методiв, що вико-
ристовували глибинне навчання за основу.
В роботi було показано, що для розробки системи автоматичної дiагно-
стики раку легенiв, якi використовують тривимiрне зображення легенiв
отримане за допомогою комп’ютерної томографiї, можливо використати
три основнi пiдходи:
1. Для кожного шару КТ знiмка застосовується згорткова нейронна
мережа. Виходи мережi для кожного з шарiв об’єднуються та фi-
нальний висновок робиться на основi правил навчання за набором
зразкiв.
2. Застосувати тривимiрнi згортковi нейроннi мережi, якi розумiють
тривимiрну природу вхiдних даних та можуть вiднайти кориснi па-
терни використовуючи всi три просторовi осi. Часто, такi системи
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роздiляють задачу на декiлька етапiв, кожен з яких використовує
тривимiрну згорткову нейронну мережу оптимiзовану пiд конкре-
тну пiдзадачу.
3. Використання рекурентних згорткових нейронних мереж, що вико-
ристовують згорткову нейронну мережу для представлення вхiдних
даних в менш мiрному просторi шляхом навчання менш мiрного
многовиду вхiдних даних. Завдяки цьому на кожному шарi КТ зо-
браження будуть видiлятися тiльки найбiльш важливi високорiвне-
вi ознаки. Отриманi ознаки оброблюються двонапрямною рекурен-
тною нейронною мережею з вентильним вузлом (англ. bidirection
gated recurrent neural network), яка навчається складним функцiям,
що описують просторовi залежностi та вплив мiж ними. Вихiд реку-
рентної мережi повертає ймовiрнiсть наявностi пухлини на знiмку.
Наукова новизна отриманих результатiв дисертацiї полягає в запропо-
нованому здобувачем методi побудови комбiнованої структури системи
комп’ютерної дiагностики, що поєднує двовимiрну згорткову та двонаправ-
лену рекурентну нейронну мережу LSTM. На вiдмiнно вiд iнших рiшень,
така система враховує просторовi зв’язки мiж рiзними шарами знiмку
комп’ютерної томографiї шляхом використання двонаправленої рекурен-
тної нейронної мережi, на входi якої використовують високорiвневi ознаки
сформованi за допомогою двовимiрної згорткової нейронної мережi. Висо-
корiвневi ознаки будуються для кожного шару знiмку пацiєнта. За резуль-
татами експериментiв така архiтектура нейронної мережi змогла досягти
значення AUC ROC на рiвнi 0.83, що трохи нижче у порiвнянi з системами
тривимiрних згорткових нейронних мереж, що показують значення AUC
ROC на рiвнi 90-95%. Однак, отриманi результати є найвищими результа-
тами для рекурентних нейронних мереж, що застосовуються для побудо-
ви систем комп’ютерної дiагностики раку легенiв. Також, запропонована
архiтектура має вищу швидкодiю, що досягається шляхом використання
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операцiї двовимiрної згортки замiсть операцiї тривимiрної згортки, вимо-
ги якої до обчислювальної потужностi та пам’ятi ростуть квадратично з
розмiром вхiдних даних, а не кубiчно.
Для ефективного навчання комбiнованої структури згорткової рекурен-
тної нейронної мережi був запропонований механiзм м’якої уваги, що надав
можливiсть нейроннiй мережi отримати iнформацiю про локацiю пухлини
пiд час навчання. Згiдно проведених експериментiв, такий пiдхiд допомiг
покращити показники метрики AUC ROC бiльш нiж на 8%.
Практичне значення отриманих результатiв полягає в розширенi та
удосконаленi iснуючих методiв побудови систем комп’ютерної дiагности-
ки. Запропонована комбiнована структура згорткової нейронної мережi та
двонаправленої рекурентної мережi дозволяє отримати достатньо високу
точнiсть роботи системи та пiдвищує точнiсть роботи системи у порiвня-
нi з використанням звичайних рекурентних нейронних мереж. Також, та-
ка система має меншi вимоги до обчислювальних ресурсiв та пам’ятi за
тривимiрнi згортковi нейроннi мережi. Проведенi експерименти та аналiз
iснуючих методiв систем комп’ютерної дiагностики дозволив сформулюва-
ти необхiднi вимоги та пiдходи, якi потрiбно використовувати в залежно-
стi вiд прiоритету швидкодiї чи точностi роботи системи. Запропонований
механiзм м’якої уваги дозволяє значно пiдвищити ефективнiсть навчання
комбiнованих архiтектур згорткових рекурентних нейронних мереж, що
дозволяє значно пiдвищити точнiсть роботи системи.
Достовiрнiсть отриманих результатiв забезпечується коректнiстю по-
становки задачi та коректним використанням математичного апарату, що
теоретично обґрунтований та апробований науковою спiльнотою при роз-
робцi архiтектур штучних нейронних мереж. Достовiрнiсть отриманих ре-
зультатiв пiдтверджує шляхом практичного застосування отриманої систе-
ми комп’ютерної дiагностики, а також порiвнянням i спiвставленням з ана-
логiчними iснуючими системами опублiкованих в iнших наукових працях.
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Робота над дослiдженням систем автоматичної дiагностики легенiв мо-
же бути продовжена в майбутньому. Так, одним iз основних напрямкiв до-
слiдження може стати пiдвищення iнтерпретовностi моделi. Потрiбно ро-
зумiти, що вiдповiдальнiсть за результати дiагностування несе лiкар, який
використовує таку системи. Тому лiкарям потрiбно чiтко розумiти, чому си-
стема прийняла рiшення про наявнiсть раку легенiв у пацiєнта, якi областi
модель позначила пiдозрiлими. Така iнформацiя буде надзвичайно кори-
сною для лiкарiв та зможе полегшити їм завдання призначення наступних
процедур та бiльш точних методiв дiагностування, таких як бiопсiя.
Також, ще одним напрямом продовження дослiдження є розробка та
аналiз методiв пiдвищення ефективностi навчання, наприклад шляхом ви-
користання iснуючих методiв напiвавтоматичного навчання (англ. semi-
supervised learning) в рамках пайплайну системи. Досягнення прогресу в
цьому напрямi дозволить покращити роботу системи та зробить можливим
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