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Abstract
The influence of an external electric field on the spin dynamics of an electrically neutral Fermi
liquid is considered, the mechanism of such an influence being the relativistic spin-orbital interac-
tion. As a result, Leggett’s equations for the spin dynamics of weakly polarized Fermi liquids are
generalized to the case of non-zero external electric field. In addition, we obtained the transverse
spin dynamics equation for strongly spin-polarized liquids in an electric field at zero temperature.
In both situations covariant derivatives depending on the electric field are shown to be substituted
for spatial gradients in line with the SU(2) gauge invariance of the microscopic Hamiltonian. The
new equations are applied to the study of spin flow along a channel, where an electric field is found
to bring about an additional phase shift of the order of magnitude of the phase shift in superfluid
3He-B but growing with time.
PACS numbers: 67.55.-s, 67.65.+z
1 Introduction
The advances in experimental technique in recent years made feasible the observation
of effects due to electric field on the motion of electrically neutral superfluid 3He [1].
Experiments on superfluid 3He-B in an electric field, using the spin current Josephson
effect, are under way at the moment [2]. The influence of an external electric field
on superfluid 3He has also been treated theoretically in scientific literature [3, 4, 5].
However, a similar investigation for a normal Fermi liquid is lacking. It is this question
which is attempted to be answered by the present paper.
There have been predicted two competitive mechanisms of the influence of an elec-
tric field on the spin dynamics of the superfluid 3He [5], viz., (i) slight deformation of
the electronic shells of 3He atoms by the gradient of the order parameter and (ii) spin-
orbital coupling (µ×p)E/mc of the electric field with the moving magnetic moments
of the 3He nuclei, where µ is the magnetic moment of 3He atom. In the present paper
this latter relativistic effect is incorporated into spin dynamics equations of a normal
Fermi liquid. The result complies with the gauge invariance arguments developed in
Ref. [5].
∗E-mail: krotkov@itp.ac.ru.
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In superfluid 3He-B in an experiment with fixed spin supercurrent along a channel
of length L, connecting two reservoirs with homogeneously precessing magnetizations,
the supercurrent, induced by an electric field, leads to an additional phase shift of the
order of
δα ∼ 2µE
h¯c
L ∼ 10−4 rad (1)
for E ≈ 3 · 104 V/cm and L ≈ 1 cm. According to [1], this is an experimentally
detectable quantity.
In a normal Fermi liquid a phase shift of the same order is demonstrated to arise
and grow with time in a similar one-dimensional spin flow geometry.
The set-up of the paper is as follows. The second section is dedicated to introducing
the SU(2) gauge invariant theory of the interaction of electromagnetic field with a
Fermi liquid. In the third section the weakly polarized Fermi liquid is considered on
the basis of the modifications to the Landau theory resulting from the appearance of
an electric field. Although this section does not overtly leans on the gauge invariance,
the outcome agrees with what one expects from Sec. II. The next section is given
over to the study of one-dimensional spin flow as an example of application of the new
equations.
The invariance properties of the microscopic Hamiltonian are employed in treating
strongly spin-polarized liquids at zero temperature in Sec. V. The last section sums
up the main results.
2 Gauge Invariance
In the SU(2)-gauge-invariant wording of Ref. [5] electric and magnetic fields are intro-
duced uniformly as components of a gauge field Aµ, where µ = 0, 1, 2, 3:
gA0 = gH ≡ ωL, gAαi = −
g
c
eαikEk. (2)
Here g is the gyromagnetic ratio for 3He nuclei, ωL is the Larmor frequency.
The Hamiltonian of particles with the mass m and the magnetic moment µ = h¯g/2
in an external electromagnetic field in the second quantization representation is
H =
∫
ψ+(r)
 pˆ2i
2m
− µˆ
(
H − 1
mc
pˆ×E
)ψ(r) d3r, (3)
where µˆ = µσˆ is the magnetic moment operator. The Hamiltonian can be rewritten
equivalently using the gauge field Aµ:
H =
∫
ψ+(r)
(pˆi − µˆAi)2
2m
− µˆA0
ψ(r) d3r. (4)
The last expression is invariant against rotations of the spin space if only they are
accompanied by the corresponding change of the gauge field:
ψ → Rψ, gAµ → gRAµ + ωµ, (5)
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where R = exp(−iθσˆ/2) is a 2D finite rotation matrix on the angle θ around the axis
θˆ andR(θ) is a 3D rotation matrix corresponding to R. The frequency tensor of this
rotation ωµ is defined as −iωµσˆ/2 = R+∂µR, and the gradients are designated as ∂µ,
where ∂0 = ∂t, ∂i = ∇i.
This symmetry allows one to refer to Aµ as the gauge field. Quite generally, gauge
fields appear when the invariance of a Hamiltonian against some local gauge symme-
try is stipulated. Nevertheless, it might be worth mentioning that this symmetry is
somewhat formal since it is valid only for the Hamiltonian of 3He atoms and not for
the electromagnetic field.
The SU(2) gauge invariance of the Hamiltonian calls for all observables to be gauge
invariant as well. Hence all space-time derivatives can enter spin dynamics equations
only in combinations with the gauge field, i.e. in the form of covariant derivatives:
DµX = ∂µX + gAµ ×X. (6)
As we will see later, this conjecture is correct.
3 Weak Polarizations
Spin dynamics equations in the case of weak polarization have been formulated by
Silin [6] and Leggett [7] in the framework of the Landau theory [8]. Leggett showed that
the first two harmonics of the distribution function, viz., the spin and the spin current
densities, decouple from the rest for slow enough spatial variations. The purpose of
this section is to generalize the Leggett equations to the case of an electric field present.
The Landau theory of Fermi liquids operates with phenomenologically defined quan-
tities. So it is not convenient to literally use the gauge invariance approach discussed
above. We will set this approach aside until Sec. V and formulate the theory in the
usual terms of the quasiparticle distribution matrix nˆk and the quasiparticle energy
matrix ǫˆk.
In the absence of fields the equilibrium values of nˆk and ǫˆk are
ǫˆ0k = ξk1ˆ, nˆ
0
k = f0(ǫˆ
0
k). (7)
Here f0(ξ) = [exp(ξ/T )+1]
−1 is the Fermi distribution function and ξk = h¯2k2/2m∗−ǫF,
where m∗ is the quasiparticle mass.
According to Landau’s ideas the departure from equilibrium distribution δnˆk changes
the quasiparticle energy along with external fields:
δǫˆk = δǫˆ
ext
k +
∑
k′
Sp′[fkk′δnˆk′], (8)
where δǫˆextk is the energy of a quasiparticle in external fields, fkk′ = N
−1
F (F
s
kk′1ˆ1ˆ
′ +
F akk′σˆσˆ
′) is the quasiparticle interaction and NF = m∗kF/π2h¯2 is the density of states
on the Fermi surface.
3
In our case δǫˆextk is the Zeeman energy acquired by a quasiparticle in a magnetic
field:
δǫˆextk = −µˆH = −
h¯ωL
2
σˆ. (9)
As the microscopic Hamiltonian (4) indicates, an electric field alters the equilibrium
(kinetic) part ǫˆ0k of the energy matrix ǫˆk by shifting all the momenta of quasiparticles:
ǫˆ0k → ǫˆ0k + δǫˆ0k, where δǫˆ0k = −vFiµˆAi. (10)
As a consequence, the equilibrium distribution nˆ0k ≡ f0(ǫˆ0k) will also change: nˆ0k →
nˆ0k + (df0/dξ)δǫˆ
0
k, which, in its turn, will alter the departure from equilibrium δnˆk
defined as δnˆk = nˆk − nˆ0k:
δnˆk → δnˆk − df0
dξ
δǫˆ0k. (11)
The amendment in δnˆk through relation (8) will change δǫˆk:
δǫˆk → δǫˆk +
∑
k′
Sp′[fkk′
−df ′0
dξ′
 δǫˆ0k′] = δǫˆk + F
a
1
3
δǫˆ0k. (12)
Now let introduce macroscopic quantities. Spin and spin current densities are de-
fined according to the formulas:
S =
h¯
2
∑
k
Sp[σˆnˆk], J i =
1
2
∑
k
Sp[σˆnˆk∇ki ǫˆk]. (13)
Both of these expressions in equilibrium in the absence of external field are equal to
zero. Expanding them to within the first order in departures from equilibrium yields
S = h¯
∑
k
Sp[σˆδnˆk], (14)
J i =
1
2
∑
k
Sp[σˆ
(
δnˆk∇ki ǫˆ0k + nˆ0k∇kiδǫˆk
)
] =
h¯
2
∑
k
vFi Sp[σˆ
(
δnˆk − df0
dξ
δǫˆk
)
], (15)
where the Fermi velocity vFi = h¯ki/m
∗ and we took the second term in (15) by parts.
This term describes backflow (cf. [9]). The expression in parentheses in (15) can be
easily seen to represent the departure from the local equilibrium nˆlock = f0(ǫˆ
0
k+ δǫˆk) ≈
f0(ǫˆ
0
k) + (df0/dξ)δǫˆk.
When an electric field is switched on both spin and spin current densities in equi-
librium will still be zero. This follows from the fact that the amendments to their
magnitudes brought about by δnˆ0k and δǫˆ
0
k are described by eqs. (14) and (15) respec-
tively. But these expressions vanish when δnˆ0k and δǫˆ
0
k are substituted for δnˆk and
δǫˆk. Thus an external electric field produces no spin current in equilibrium. We will
exploit this fact later when writing out the collision integral in the kinetic equation in
the τ -approximation.
Substituting the expression (8) along with the renewed δnˆk (11) and δǫˆk (12)
into (15) yields
J i =
h¯NF
4
〈vFi Sp[σˆδǫˆext.eff.k ]〉kˆ +
h¯
2
(
1 +
F a1
3
)∑
k
vFi Sp[σˆδnˆk], (16)
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where the corrections due to electric field to δnˆk and δǫˆk can be conveniently incorpo-
rated into an effective external-fields energy
δǫˆext.eff.k = −
h¯σˆ
2
(
ωL + vFi
(
1 +
F a1
3
)
gAi
)
(17)
On plugging this into (16), we obtain the following expression for the spin current:
J i = J
0
i + h¯
(
1 +
F a1
3
)∑
k
vFiσk, (18)
where σk = 12 Sp[σˆδnˆk]. As compared to the case of no electric field [7], the expression
for the spin current contains an additional term
J0i =
µρh¯
2m∗c
eαikEk
(
1 +
F a1
3
)
= −χn
g2
w2
3
gAi, (19)
where ρ = k3F/3π
2 is the liquid’s density, w2 = v2F(1 + F
a
0 )(1 + F
a
1 /3) and χn =
g2h¯2NF/4(1 + F
a
0 ) is the normal Fermi-liquid susceptibility. This term appeared pre-
viously in the spin supercurrent in superfluid Fermi liquid [3].
We now proceed to the derivation of the dynamics equations themselves.
Let expand nˆk and ǫˆk in the basis of the identity and the Pauli matrices:
nˆk = fk1ˆ + σkσˆ, ǫˆk = ǫk1ˆ + ǫkσˆ. (20)
In the weak-polarization case, where spin polarization is a very small fraction of the
total number of spins in the liquid, fk and ǫk may be put equal to their equilibrium
values (7) (see [7]). Then from eqs. (8), (9), (10) and (12) we obtain
ǫk = −h¯
2
(
ωL + vFi
(
1 +
F a1
3
)
gAi
)
+
2
NF
∑
k′
F akk′σk′. (21)
Note that here the electrical-field-dependent corrections to ǫˆ0k and δǫˆk also appear
in effect as if it is the external energy δǫˆextk which contained them. What we mean is
that the above expression could be obtained from the expression (8) with the effective
external energy (17) without allowing for the corrections (10) and (12). It is tempting
therefore to attribute the term in (17) that depends on electric field to an external
spin-orbital energy. Nevertheless, since it contains Fermi-liquid constants this term is
not, strictly speaking, an energy in an external field. Quite the reverse, it appeared
from corrections to the kinetic energy. Thus we conclude that the parallel drawn is
formal.
The Silin-Leggett [7] kinetic equation for the spin part σk of nˆk is (for brevity we
omit k-indices)
∂tσ − 2
h¯
ǫ× σ + vFi∇i
(
σ − df0
dξ
ǫ
)
= (∂tσ)coll. (22)
Note the wrong sign before the second term in [6, 7].
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Defining the averaged distribution
m
kˆ
(r, t) =
NF
2
∫
dξ σk(r, t), (23)
we can further reduce the kinetic equation to
Dtmkˆ −
4
h¯NF
〈F a(kˆkˆ′)m
kˆ′
〉
kˆ′
×m
kˆ
+ vFi∇i
(
m
kˆ
+ 〈F a(kˆkˆ′)m
kˆ′
〉
kˆ′
)
+
+ vFi
(
1 +
F a1
3
)
gAi ×mkˆ −
h¯NF
4
vFi∇i
(
ωL + vFj
(
1 +
F a1
3
)
gAj
)
= (∂tmkˆ)coll.(24)
Following Leggett, we seek after a solution in the form of the sum of the zeroth and
first harmonics of m
kˆ
:
h¯m
kˆ
= S +
3
vF
(
1 +
F a1
3
)−1
kˆi(J i − J0i ). (25)
The higher harmonics can be proved to decouple from the first two if only the char-
acteristic spatial scale λ is greater than the mean free path or the molecular field
length [7]:
λ > min
{
vFτ,
vF
κωL
}
. (26)
Here κ = (F a1 /3−F a0 )/(1+F a0 ). This constraint coincides with that for the case of zero
electric field because the “electric length” lE = (gE/c)
−1 appearing as a new scale in
the problem is much greater than all the above mentioned scales (for an electric field
as strong as E = 3 · 104V/cm the “electric length” shortens only to lE = 106cm).
When the mean free path is shorter than the molecular field length (which obviously
is equivalent to the inequality κωLτ < 1) we deal with the hydrodynamic regime. The
opposite case corresponds to the collisionless regime.
After some algebra we obtain a set of two equations:
DtS +DiJ i = 0, (27)
DtJ i − ∂tJ0i +
w2
3
Di(S − Seq) + κ g
2
χn
S × J i = −J i
τ1
. (28)
Here Seq = χnωL/g
2 is the equilibriummagnetization, τ1 = τ/(1+F
a
1 /3). As compared
to the Leggett equations, all the spatial derivatives in (27), (28) are replaced with the
covariant ones. The term ∂tJ
0
i = (χn/g
2)(w2/3)(∇iωL−∇ωLi) is non-zero only for an
electric field varying in time. We will assume this is not the case in what follows.
First, from now on we make use of the units wherein χn = g
2. Next, we transform
to the frame, rotating with the local Larmor frequency ωL(r) that we assume to be
parallel to zˆ. To that end we substitute S(t) with R(t)S(t) and similarly for J i,
where R =R(−ωLt) is a 3D rotation matrix. Then we get from (27), (28)
∂tS + D˜iJ i = 0, (29)
∂tJ i +
w2
3
D˜i(S − ωL) + κS × J i = −J i
τ1
, (30)
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where D˜i = (∇i + gA˜i×) and A˜i =R−1Ai.
We here used the fact that eαijRiβRjγ =Rαkekβγ, which follows from the general
equality holding for an arbitrary matrix: eαijRαkRiβRjγ = ekβγ detR.
Eq. (30) is an inhomogeneous linear differential equation on J i. Its solution can
be represented as the sum of the general solution of the corresponding homogeneous
equation and a particular solution of the inhomogeneous one. The general solution of
the homogeneous equation contains the factor exp(−t/τ1) and dies out in a time τ1.
Thus for the most of the time of an experiment we may take into account only the
particular-solution part of the spin current.
In the absence of electric fields D˜i = ∇i and both the inhomogeneous term and
the coefficients in Eq. (30) are independent of time. In this case Eqs. (29), (30) allow
exactly stationary solutions, wherein ∂tS and ∂tJ i are exactly zero in the Larmor
frame.
In the presence of an electric field, the inhomogeneous term in (30) contains, besides
the part constant in time, a fast contribution from the rotation matrix that oscillates
with the Larmor frequency ωL. Hence the solution will be the sum of constant and
oscillating terms. The oscillating term in the Larmor frame will appear from the point
of view of the laboratory frame as a doubled frequency motion and must induce a
doubled frequency harmonic in the NMR signal.
However the amplitude of this harmonic as well as the correction to the stationary
motion due to electric field will be of the order of smallness of gEL/c, where L is the
spatial scale of the problem. Therefore we can expand S and J i into degrees of electric
field to within the first order: S(E) = S + δS, and similarly for J i, where S and J i
now designate the corresponding quantities in the absence of electric field that meet
the conventional Leggett equations. For the departures δS and δJ i proportional to
the electric field we obtain from (29), (30)
∂tδS + ∇iδJ i + gA˜i × J i = 0, (31)
∂tδJ i +
w2
3
(∇iδS + gA˜i × (S − ωL)) + κ(δS × J i + S × δJ i) = −δJ i
τ1
. (32)
Thus δS and δJ i (deemed as components of one unknown quantity) satisfy a system
of inhomogeneous linear differential equations with coefficients depending on coordi-
nates but independent of time. The electric field enters the equations only through
inhomogeneous terms and hence the corresponding homogeneous system describes the
time evolution of small perturbations to a known unperturbed zero-electric-field solu-
tion. The general solution of the homogeneous system is the sum of particular solutions
in which δS and δJ i depend on time through the factors e
−iωt. The perturbation fre-
quencies ω are to be determined by solution of the homogeneous system with the
corresponding boundary conditions. For the unperturbed distribution to be stable the
imaginary parts of all the possible frequencies ω need to be negative. Then the arisen
perturbations will die out exponentially.
To find the quasistationary part of the solution (i.e. the one that is constant in time
7
HS = −S0zˆ
zˆ
S = S0zˆxˆ
yˆ
2L
Figure 1: Geometry of idealized spin-diffusion experiment. The circles are turns of wire of the rf coil
used to invert the magnetization in the left reservoir.
in the Larmor frame), we should average the inhomogeneous terms over the period of
precession 1/ωL, which yields 〈A˜i〉 = Azi zˆ.
We remind that Azi = −c−1ezikEk. Thus the zˆ-component of the electric field
have no effect on the quasistationary dynamics. If we choose E ‖ xˆ for definiteness,
then Azi = c
−1Eyˆi and the electric field falls out from the equations for the xˆi- and zˆi-
orbital components of the spin current, i.e. the electric field affects the quasistationary
motion only if the yˆi-components of the spin current is non-zero.
4 One-Dimensional Flow
As an example we consider spin flow through a thin channel directed along the yˆi-axis.
But first we examine the spin distribution in such a geometry in the absence of an
electric field. The situation is reminiscent of the flow along the zˆi-directed channel
studied experimentally [10] and theoretically [11]. We may extend the results obtained
in Ref. [11] to our situation since in the derivation of distributions and in the stability
analysis in Ref. [11] only the fact that the flow is one-dimensional is used and the name
of the coordinate along which the distribution changes makes no difference.
4.1 In the Absence of Electric Field
In the idealized geometry of Ref. [11] two reservoirs of a Fermi-liquid polarized by an
external magnetic field directed along zˆ are connected via a long thin tube of length 2L
and cross-sectional area A≪ L2. After a π-pulse of a rf magnetic field, inverting the
spins, is applied to one of the volumes, diffusion tends to diminish the large longitudinal
polarization gradient along the channel and eventually equalize polarization in the two
chambers (see Fig. 1).
Since the time L2/D to diffuse through the tube is much longer than the time
A/D to diffuse away from the tube entrances, we may, following [11], assume fixed
boundary conditions S(y = ±L) = ±S0zˆ, where S0 is the magnetization density in
the reservoirs. For convenience we transform to the dimensionless units: s = y/L,
τ = D0t/L
2, m = S/S0, j = LJy/D0S0, and introduce the parameter v = −κS0τ1.
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Here D0 = w
2τ1/3 is the diffusion coefficient. As a matter of fact, κ is positive for real
liquids and thus v is negative.
Now we rederive the results of [11] generalized to the case of the parameter mˆ0 6= xˆ
(see below).
The Leggett equations in the Larmor frame, which are just eqs. (29), (30) with
D˜i = ∇i, for stationary solutions depending on only one spatial coordinate yield
∂sj = 0, (∂s + vj×)m+ j = 0. (33)
We get
j = const, m(s) =R(−svj)m0 − sj, (34)
where m0 ≡m(s = 0) is the magnetization in the center of the channel. Its absolute
value is
√
1− j2 and its direction remains an arbitrary parameter. This uncertainty
in the direction of mˆ0 corresponds to the indefiniteness of the initial phase of the
precession. Actually the result in [11] is written out (with some slips) in the coordinate
representation corresponding to the choice of m0 ‖ xˆ. This is why we dwelt on the
derivation.
Then the boundary conditions m|s=±1 = ±zˆ require R(2vj)m0 = −m0. Hence
either m0 = 0 and we get
j = −zˆ, m(s) = szˆ. (35)
Or j ⊥ m0 6= 0 and vj = π/2 + πn, n ∈ Z. The stability analysis and numerical
simulations [11] show that only the solutions with n = 0 and n = −1 are stable. For
liquids with v negative n = −1 is relevant, while n = 0 corresponds to v positive. Using
the overt form of the rotation matrix R(θ) = (δαβ − θˆαθˆβ) cos θ + θˆαθˆβ − eαβγ θˆγ sin θ,
we obtain for n = −1:
j = − π
2v
, ˆ = −jzˆ+m0×zˆ, m(s) = −m0×ˆ sin(πs/2)+m0 cos(πs/2)−sjˆ. (36)
In such a solution the polar angle π − ϑ between ˆ and zˆ is fixed by the condition:
j = −(ˆzˆ) = cosϑ. (Here we see that of necessity j ≤ 1 and |v| ≥ π/2.) The arbitrary
azimuthal angle of ˆ is parameterized by a constant unit vector mˆ0 = zˆ × ˆ/m0.
The three unit vectors mˆ0 × ˆ, mˆ0, ˆ form a right-handed basis (see Fig. 2).
Subject to the value of |v| either of the above stable stationary solutions takes
place. For |v| ≤ π/2 the solution is the longitudinal diffusion (35). For |v| ≥ π/2 this
configuration becomes unstable (Castaing instability) and (36) is realized.
Properly speaking, arbitrary boundary conditions can be considered in the same
manner but only the ones involved, i.e. of the diametrically opposed magnetizations
in the two reservoirs, appear to have a solution of more or less simple form.
In fact, the diffusion under consideration is only quasistationary. That is, it is
independent of time on the short scale L2/D0. But on long times owing to the finite
size of the reservoirs, slowly as it will, the current will change the magnetization
densities in the reservoirs, thus changing the boundary conditions. Thanks to this
slowness we may deem the situation at any given moment as stationary on times ∼ τ
9
ϑ(t)
zˆ
mˆ0
ˆ
−zˆ
mˆ0 × ˆ
Figure 2: Disposition of the right-handed basis in the non-longitudinal one-dimensional stable stationary
solution of Leggett’s equations with the boundary conditions as on Fig. 1. This solution is realized
when |v| ≥ π/2. The unit vector mˆ0 is directed from the plane of the picture (the ˆ− zˆ plane) towards
the reader. The angle ϑ equals ϑ = arccos(π/2|v|). It varies from ϑ(0) ∈ (0, π/2) at the start to zero at
the time of switching to the longitudinal solution t = t∗ − T/2.
and simply substitute Sˆ0 for zˆ in the boundary conditions, so that now they read
m(s = ±1) = ±Sˆ0.
For the long-time dependence of the magnetization in the right reservoir we then
get
T
dS0
dt
= S0j, (37)
where T = V L/D0A is the long-time scale. Thus the quasistationary approximation
is valid as long as T ≫ L2/D0, or, equivalently, V ≫ LA. For experimental conditions
of [10] T ∼ 100 sec.
For |v| ≤ π/2 the current j = −Sˆ0 and the magnetization decays exponentially:
S0(t) = S0(0) exp(−t/T ). (38)
For |v| ≥ π/2 the magnetization density diminishes algebraically until it reaches
the critical value π/2. It is convenient to introduce a constant ζ = π/2κτ1 so that
j = ζ/S0. Upon substituting j = j(−jSˆ0 +
√
1− j2mˆ0 × Sˆ0) eq. (37) yields
T
dS0
dt
= − ζ
2
S0
, T
dSˆ0
dt
=
ζ
S0
√√√√1− ζ2
S20
mˆ0 × Sˆ0. (39)
Then while v(t) exceeds the critical value, i.e. for times t ≤ t∗ − T/2, where
t∗ = TS20(0)/2ζ
2, we get
S0(t) = ζ
√√√√2t∗ − t
T
; Sˆ0(t) =R
mˆ0
t∫
0
ζ
S0
√√√√1− ζ2
S20
dt
T
 =R(mˆ0β(t))zˆ, (40)
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b)a)
ϑ− β
ϑ(t)
βf
mˆ0 × ˆ
β
zˆ
Sˆ0
mˆ0
ˆ −Sˆ0
−zˆ−zˆ
mˆ0 × ˆ
zˆ
Sˆ0
ˆ ≡ −Sˆ0
mˆ0
Figure 3: Disposition of the right-handed basis: a) for the non-longitudinal solution at arbitrary non-
zero times and b) for the longitudinal one following the non-longitudinal. The angle β becomes non-zero
during diffusion, at the start Sˆ0 ≡ zˆ.
where
β(t) =
ϑ(t)−
√√√√2t∗ − t
T
− 1

t
0
≈ j(0)
√
1− j2(0) t
T
+O(
t2
T 2
). (41)
The absolute value of magnetization decays as a square root of time and its direction
rotates around mˆ0, i.e. in the ˆ − zˆ plane (see Fig. (3a)). The angle β increases
monotonically with time. As numerical evaluation shows, it reaches π at the critical
point for the first time when the duration of the non-longitudinal part of diffusion
constitutes t∗ ≈ 10T .
Note that the time evolution of the magnetizations in the two reservoirs is symmetric
as a result of the conservation of current. And at any moment the directions of the
magnetizations in the vessels remain opposite to ensure the diametrically opposed
conditions involved.
For t ≥ t∗−T/2 the magnetization will proceed by exponential slump (see Fig. (4))
with the angle βf = β(t
∗ − T/2) 6= 0 between zˆ and Sˆ0 (see Fig. (3b)).
4.2 In the Presence of an Electric Field
Let now an electric field E = Exˆ be applied to the liquid in the channel at some
time tE > 0. In accordance with what was said above, all quantities will acquaint
increments proportional to the electric field: the magnetization and current in the
channel m → m + δm, j → j + δj. And the magnetization in the right reservoir
S0 → S0 + δS0.
The boundary condition for δm will be δm(s = ±1) = ±δS0/S0.
Since the quasistationary inhomogeneous terms (g〈A˜i〉×) are independent of time,
we seek for a quasistationary solution ∂τδm = 0, ∂τδj = 0. The oscillating terms will
be discussed later. Of course, S0, m and j all depend on the “long” time t/T .
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Figure 4: The time dependence of the absolute value of the magnetization density in the reservoirs
S0(t) in case the initial value S0(t = 0) exceeds the critical value π/2 at which the longitudinal diffusion
becomes unstable. At t = t∗ − T/2 the value of S0 reaches π/2 and from this point diffusion switches
to the longitudinal regime.
After introducing the additional parameter ǫ = gEL/c we get
∂sδj + ǫzˆ × j = 0, (42)
(∂s + vj×)δm + ǫzˆ ×m+ δj + vδj ×m = 0. (43)
The first of the equations yields
δj(s) = δjǫ(s) + δj0, (44)
where
δjǫ(s) = −ǫzˆ × js (45)
and δj0 is a constant to be determined from eq. (43) with the boundary conditions
imposed. We can make a substitution δm(s) = R(−vsj)δm˜(s) into eq. (43), after
which it can be easily integrated
δm(s) = R(−vsj)
∫ s
−1R(vsj)(ǫzˆ ×m+ δj + vδj ×m)ds−
δS0
S0
. (46)
And then the boundary conditions reduce to
∫ 1
−1R(vsj)(ǫzˆ ×m+ δj + vδj ×m)ds = 2R(vj)
δS0
S0
. (47)
As a matter of fact, δj0 should be determined from this equality. At the moment tE
of switching on of the electric field δS0 = 0 and the above equation can be solved
analytically. δj0 then turns out to be zero. Nonetheless, although δj0 is, generally
speaking, non-zero at arbitrary times, this part of δj is constant in space and does not
change the symmetric picture of the diffusion.
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It is the part δjǫ of δj that depends on s and brings about an observable effect of
interest to us. This part has opposite signs at the two tube entrances, thus changing
the magnetizations in the two reservoirs by the same amount, i.e. not symmetrically.
Unless j is parallel to zˆ, the term δjǫ is directed along mˆ0 perpendicular to the ˆ−zˆ
plane. Therefore, as diffusion goes on, the non-symmetric change of magnetization in
the reservoirs will lead to an additional phase shift between the two vessels.
To find the change in the time evolution of S0 due to electric field we substitute
S0 with S0 + δS0, where S0(t), as previously, belongs to the case of the absence of
electric field and the part δS0 is proportional to the electric field. This part obeys an
equation, which can be obtained by taking variations of eq. (37) using (44):
T
dδS0
dt
= S0 [δj0 + δjǫ(s = 1)] + δS0j. (48)
Next we expand δS0 onto the components in and perpendicular to the ˆ− zˆ plane:
δS0 = δS
m
0 + δS
j−z
0 . For the component δS
m
0 perpendicular to the ˆ− zˆ plane we get
TdδSm0 /dt = S0[δj
m
0 + δjǫ(1)]. The phase shift is described by the term δjǫ. Hence the
phase shift increases with time as
δα(t) ≈ −2 δS
m
0 (t)
S0(t) sinβ(t)
= −2
∫ t
tE
S0(t)δjǫ(1; t)
dt
T
S0(t) sinβ(t)
, (49)
where we have neglected the presumably small component δSj−z0 compared to S0 in
the denominator.
For the non-longitudinal stable solution (36) we have δjǫ(1) = ǫj sin[β(t) − ϑ(t)].
and the corresponding integral can be found only numerically. For times close to tE
we have (t > tE)
δα ≈ 2ǫt− tE
T
j(tE)
sin[β(tE)− ϑ(tE)]
sin β(tE)
. (50)
When tE ≪ T , the last expression simplifies
δα ≈ −2ǫt− tE
tE
. (51)
However, this formula cannot be applied to tE extremely close to zero. Namely, in the
case that the transverse component of the magnetization in the reservoir S0(tE) sinβ(tE)
is of the order of magnitude of δSm0 , the up-to-the-first-order extension of the transverse
component of S0 in electric field is not valid.
For the longitudinal stable solution (35) eq. (49) can be easily integrated and yields
sin βf in both the numerator and the denominator, where βf ≡ β(t∗−T/2) here is the
polar angle between Sˆ0 and zˆ handed down from the first (non-longitudinal) part of
the diffusion. Thus
δα(t) = −2ǫ[exp((t− t0)/T )− 1] (52)
for all values of βf ≡ β(t∗ − T/2) except for βf = πn, n ∈ Z, when the phase shift
is undefined. In particular, if there were no non-longitudinal regime at all (due to
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insufficient initial polarization), and hence the magnetization is parallel to zˆ, there
would be no additional phase shift.
The time t0 in (52) is either t
∗−T/2, when the longitudinal solution follows the non-
longitudinal regime, or tE if an electric field is turned on already at the longitudinal
part of the diffusion. In the former case, eq. (52) should be added up with the phase
shift accumulated during the non-longitudinal part.
Exp. (52) formally tends to infinity with time, but owing to the small coefficient ǫ
it still remains very small for all of the time of an experiment.
The appearance of an additional phase shift in an electric field is quite understand-
able. The diffusion process may be outlined as a transfer of down spins from the left
reservoir to the right one. Naturally, the current along yˆi of down spins is equivalent
to the current of up spins in the opposite direction. In accordance with the boundary
conditions the spins of 3He atoms at the left end of the tube are directed preferably
down. The “surplus” of down spins drifts to the right and interacts with the electric
field E = Exˆ as if there was an increase to the magnetic field: −(EvF/c)µzˆ.
On the contrary, the up spins at the right end float to the left, and their spin-orbital
energy (EvF/c)µzˆ amounts to an effective decrease of the magnetic field. The spins
at the opposite ends thus precess at slightly different frequencies, unless, of course,
they are not confined to the zˆ direction like in the purely longitudinal solution. Hence
in the second solution (for |v| ≥ π/2) there develops a phase shift between the two
entrances of the tube.
The conclusion about the existence of an additional phase shift was drawn for a
situation with diametrically opposed magnetization directions at the tube ends as
the boundary condition. But the inference in itself remains valid for other boundary
conditions as well, irrespective of the fact that we are ignorant of zero-electric-field
distribution in that case and of exact expression for the phase shift. This follows, first,
from the current conservation in the absence of electric field, which secures the self-
similar boundary conditions in the quasistationary diffusion process. And secondly,
from eq. (44), which holds for all stationary solutions in one-dimensional geometry and
leads to non-symmetric change of the magnetization in the reservoirs when an electric
field is applied.
As for the oscillating part of the gauge field, it does not contribute to the current
along the channel. Indeed, the oscillating part of the gauge field is
gA˜i = (gE/c)zˆi(xˆ sinωLt− yˆ cosωLt) (53)
if the electric field is parallel to xˆi as before, that is, gA˜i is proportional to zˆi. Taking
into account that different i-components of δJ i do not enter each other’s evolution
equation (32), it means that in the particular solution of the inhomogeneous system
only δS and δJ z will be non-zero and δJx and δJ y will figure only in the general
solution of the homogeneous equation. According to what was said above, if only the
unperturbed solution is stable, the latter dies out exponentially with the rate (Imω)−1,
where ω is an eigenvalue of (31),(32).
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To be exact, the oscillating part of the gauge field brings about the appearance of
a fine structure across the channel, which vary on a spatial scale of
√
A and oscillates
with the Larmor frequency in the Larmor frame. Though in general it is rather com-
plicated, the main features of such a structure may be seen on the easier example of
the longitudinal diffusion, which is considered in the Appendix.
5 Strongly-Polarized Fermi-Liquid
Landau theory cannot be literally applied to strongly spin-polarized Fermi liquids [12].
However for T = 0 Fomin derived microscopically transverse spin dynamics equa-
tions [12], the form of which, in fact, coincides with the collisionless limit of the
Leggett equations.
In this section we will consider the application of the SU(2) gauge invariance directly
to a microscopic Hamiltonian of a liquid at T = 0. The Hamiltonian of the liquid
involved in the absence of external fields consists of the kinetic energy1
HK = − 1
2m
∫
ψ+(r)∇2iψ(r) d3r (54)
and an interaction Hint between particles. We neglect the very small spin-orbital
interaction between particles.
To include electric and magnetic fields into consideration we must use (4) instead
of HK. Such a replacement can be interpreted as a result of a gauge transformation
∂µ → Dµ = ∂µ − ig σˆ2 Aµ. It is convenient to write the Hamiltonian (4) in the form:
δH = −
∫
gA0(r)S(r) d
3r −
∫
gAi(r)J i(−gAi, r) d3r, (55)
where the spin and the spin-current operators are defined as follows
S(r) = ψ+(r)
σˆ
2
ψ(r), (56)
J i(X i, r) =
1
2m
[(
i∇iψ+(r)
) σˆ
2
ψ(r) + ψ+(r)
σˆ
2
(−i∇iψ(r)) + 1
4
ψ+(r)ψ(r)X i
]
.(57)
Following Fomin [12] we now transform in each space point to a frame precessing
at such a frequency Ω, that the magnetization in the rotating frame is equilibrium.
Ω is supposed to vary slowly enough in space and time so that we could leave only
first terms in ω and k, where ω and k are respectively the characteristic frequency and
wave number of Ω in the Larmor reference system.
As a result we get the following expression for the Hamiltonian in the rotating frame
H = HK +Hint + δH +
∫
S(r)Ω d3r. (58)
Now we introduce α and β as the spherical coordinates of−Ω: Ω = −Ω(sinβ cosα, sin β sinα, cosβ)
and rotate the spin space ψ → Rψ, where
R = exp(−iασz/2) exp(−iβσy/2) exp(−iγσz/2) (59)
1We leave out spin indices of the field operators of 3He atoms ψ for brevity.
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is a finite rotations operator expressed via Eulerian angles. The angle γ is a free param-
eter. The handy constraint on it will be clear later. Then the space-time derivatives
∂µψ transform as follows:
∂µψ →R∂µψ + (∂µR)ψ = RDµψ, (60)
with the covariant derivative Dµψ = ∂µψ + (R+∂µR)ψ = ∂µψ − iσˆ2 ωµψ. This must
be regarded as the definition of ωµ. It can be written out equivalently as
ωµ =
1
2
eαβγRβj∂µRγj =

− sin β cos γ ∂µα + sin γ ∂µβ
sin β sin γ ∂µα + cos γ ∂µβ
cosβ ∂µα + ∂µγ
 , (61)
where Rαi =Rz(−γ)Ry(−β)Rz(−α) is a 3D rotation matrix.
Under this transformation
H → HK +Hint +
∫
S(r)RΩ d3r + δH|
gAµ→gRAµ+ωµ =
= HK +Hint +
∫
S(r)RΩ d3r −
∫
(ω0 + ωLRzˆ)S(r) d
3r −
−
∫
(ωi + gRAi)J i(−ωi − gRAi, r) d3r. (62)
As can be easily seen, Rzˆ = (− sinβ cos γ, sinβ sin γ, cosβ), RΩ = −Ωzˆ.
In case that the absolute value of Ω is greater than its variations in the reference
system that precesses at the Larmor frequency (i.e. greater than α˙ + ωL, β˙, γ˙ and
∇2iα/m, ∇2iβ/m, ∇2iγ/m), then the first three terms in (62) are the greatest. Together
they constitute the unperturbed Hamiltonian of a Fermi liquid in a uniform field −Ωzˆ.
The ground state of this Hamiltonian is 〈S〉 = (0, 0, S) and 〈J i〉 = 0. The former is
extremely important because shows that α and β serve as spherical coordinates of S
in the laboratory frame.
The other terms in (62) are the perturbation. Its magnitude in the ground state
equals
− (ω0 + ωLRzˆ)〈S〉 = −S(γ˙ + cosβ(α˙+ ωL)). (63)
The expression above contains only time derivatives. To include space derivatives
one should allow for the second order corrections, which can be evaluated as in Maki’s
paper [13]:
〈∆H〉 = ∆F = −χ
J
2
(ωi + gRAi)
2
= −χ
J
2
[(∇α)2 + (∇β)2 + (∇γ)2 + 2 cosβ∇α∇γ]− χJ g
2
c2
E2 + χJeαikω˜αi
g
c
Ek.(64)
Note the wrong sign in Ref. [13]. A new definition is
ω˜i =R
−1ωi =

sinβ cosα∇iγ − sinα∇iβ
sinβ sinα∇iγ + cosα∇iβ
cos β∇iγ + ∇iα
 . (65)
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Thus the effective Lagrangian Leff = −S(γ˙ + cos β(α˙+ ωL)) + 〈∆H〉. Varying this
with respect to γ, we obtain
S˙ + χJ∇(∇γ + cos β∇α + Sˆ × g
c
E) = 0. (66)
In the end we could set a constraint on γ guided by the reasons of rationality, i.e. so
that S˙ = 0, which requires ∇γ + cos β∇α = −Sˆ × gE/c. Substituting this condition
into the equations obtained by varying Leff with respect to α and β, we obtain a set
of two equations for α and β which are equivalent to
DtSˆ =
χJ
S
Di(DiSˆ × Sˆ). (67)
It is interesting to trace the formal transition from Eqs. (27), (28) to Eq. (67)
though the modified Leggett equations, definitely, cannot be applied to a strongly-
polarized liquid.
First of all, for a strongly-polarized liquid S is much greater than ωL, hence, S
eq
could be neglected in (28). Moreover, the collision integral J i/τ1 vanishes as compared
to the molecular-field term κS × J i by virtue of the parameter κSτ1 ≫ 1. Thus we
can get to the limit κSτ1 ≫ 1 in an expression for the quasistationary current, which
can be obtained by resolving Eq. (28) with respect to J i provided that DtJ i = 0:
J i = − D0
1 + (κSτ1)2
[DiS + κτ1S ×DiS + (κτ1)2S(S∇iS)]. (68)
As was discussed concerning the weak-polarization case, the transition to the qua-
sistationary current is self-consistent only for the quasistationary part of the solution
because only then both sides of (68) are constant in time in the Larmor frame. The
senior (the third) term in (68) identically vanishes for homogeneous spatial distribu-
tions of the absolute value of magnetization. We assume this condition to fulfil, for
the collisionless regime of the weak-polarization case it can be proved.
Substituting then the expression for the quasistationary current into (27), we ob-
tain (67) with χJ = w
2/3κ, or, in ordinary units, χJ = (χn/g
2)(w2/3κ). It is this value
of χJ that the Fermi-liquid theory gives in the limit of weak polarizations [12]. Still
χJ cannot be obtained in the general case.
From the fact that the modified Leggett equations (27), (28) yield (67) in the deep
collisionless limit in the quasistationary approximation it follows immediately that
all conclusions about the quasistationary part of spin flow through a channel and, in
particular, of the additional phase shift remain valid in the strong-polarization case.
6 Conclusion
In this paper we considered how an external electric field can influence spin dynamics
of an electrically neutral Fermi liquid through the spin-orbital interaction with nuclear
magnetic moments. In the framework of Landau’s theory of Fermi liquids attribut-
ing an additional energy due to spin-orbital interaction to each quasiparticle leads
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to generalization of Leggett’s equations. The amendments are consistent with the
requirements imposed by intrinsic SU(2) gauge invariance of the interaction of a mag-
netic moment with electromagnetic field. The corrections caused by electric field in the
Leggett’s equations are responsible for an additional phase shift in a one-dimensional
spin flow experiment. This phase shift, which is proportional to the electric field, co-
incides in the order of magnitude with that in superfluid 3He-B but grows with time.
Its magnitude is observable experimentally.
For strongly spin-polarized Fermi liquids, electric field is incorporated into Fomin’s
equations for transverse spin dynamics of a strongly spin-polarized Fermi liquid at zero
temperature. The formal correspondence between these equations and the collisionless
limit of Leggett’s equations spreads to the case of an electric field present as well.
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Appendix
In the case of longitudinal diffusion the inhomogeneous term in (31) is identically zero,
but not in (32). Thus the solution of the coupled system (31), (32) should as usual be
sought in the form of the sum of the two terms depending on time through the factors
sinωLt and cosωLt.
According to what was said in the body of the paper, we seek for a solution of the
system
∂tδS + ∂zJ z = 0, (69)
∂tδJ z +
w2
3
(∂zS +
gE
c
(xˆ sinωLt− yˆ cosωLt)× (S − ωL)) + κδS × Jz = −δJ z
τ1
(70)
in the form δJ z = (D0S0/L)(a sinωLt + b cosωLt). From the first equation we get
δS = (D0S0/L)(−(b′/ωL) sinωLt+ (a′/ωL) cosωLt), where a′ = ∂za.
Next we should utilize the boundary condition of the absence of spin transfer
through the walls of the channel: δJz = 0 at the walls. Hence the solution can
be expanded into harmonic modes, in which δJ z depend on z through the factors of
the form sin kz. Here k = πZ/d and d is the thickness of the channel, which in general
is a function of x.
18
Then the amplitudes of the modes in the simpler case of |v| ≤ π/2 will be
a =
ǫ(s− ωL/S0)
C2 + 1
(Cxˆ+ yˆ), b =
ǫ(s− ωL/S0)
C2 + 1
(xˆ− Cyˆ), (71)
where C = ωLτ1 −D0k2/ωL − vs. We here allowed for the fact that due to diffusion
after some finite time after the beginning of the experiment S0 is not equal to ωL.
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