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ABSTRACT
Competitive and facilitative interactions between Pavlovian cues in human associative learning:
a behavioral and neural analysis
by
Fahd Alhazmi
Advisors: Anjali Krishnan, Ph.D. and William Esber, Ph.D.

Learning to anticipate significant events accurately is a crucial element of survival for all
species. The process by which animals acquire this knowledge has been a central question of
psychological research. A fundamental assumption of many learning theories is that the
predictive value assigned to cues is not simply determined by their probability of reinforcement
but rather by their ability to compete with other cues present during learning. The assumption of
cue competition has significantly contributed to the development of behavioral and neuroscience
research for decades, as it has opened the door to new empirical and theoretical advances on the
mechanisms and circuits underlying cue competition. However, the generality of cue competition
is challenged by evidence that cues can also interact with one another to augment conditioned
responding (i.e., cue facilitation). Furthermore, cue competition is attenuated in individuals with
clinical conditions such as schizophrenia and anxiety. This dissertation presents my work in
developing a novel experimental paradigm to investigate individual differences in cue interaction
across human participants. Having confirmed such individual differences, I then use this
approach to investigate the role of within-compound associations (WCA) in cue interaction and
the underlying neural correlates of individual differences. We found that WCA plays a role in
facilitative but not competitive cue interactions. Furthermore, the neural correlates showed
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different neural correlates associated with different styles of cue interactions. While competitive
cue interactions were associated with the occipital regions, facilitative cue interactions were
associated with the frontal regions. Furthermore, we found an association between the extent of
facilitative cue interactions and measures of anxiety, stress, and depression. With the novel
experimental paradigm, our results highlight individual differences in cue interactions and their
clinical utility.
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1 Introduction and literature review
1.1 General introduction
Humans, among other organisms, face the challenge of anticipating significant events that bear a
motivational value, such as predators. Accurate anticipation of such events requires learning to
identify bona fide predictive cues while ignoring irrelevant and redundant ones. For instance,
various cues may precede the presence of a predator on a hiking trail, such as growls, the rustling
of leaves, the location of the hiking trail, the time of the day, the season of the year, etc. While
some of the cues may be established as predictive of a predator, most cues will be incidental and
carry no predictive value. Given a multitude of potential predictors of an outcome, how is the
predictive value assigned to each cue in the first place?
One simple hypothesis is that the predictive value of a cue depends only on its statistical
correlation with the outcome regardless of the value of other cues present. This hypothesis,
represented by the Hull-Spence contiguity theory (Hull, 1943) and related accounts (e.g., Bush &
Mosteller, 1951, 1955), was the dominant view in psychological research until the late sixties.
Contiguity theory, however, was later challenged by a range of experimental findings that
suggested that (1) cues can compete for predictive value and (2) cue-outcome contingency, not
contiguity, influences behavioral control (Rescorla, 1968). For instance, good predictors tend to
deprive less predictive cues (Wagner et al., 1968) or novel cues of the ability to evoke the
amount of conditioned responding that their statistical correlation would warrant. This
observation has inspired generations of computational learning models that vary in the locus in
which cue competition is assumed to take place, from competition for a limited amount of
predictive value or associative strength (Rescorla & Wagner, 1972), through competition for

attentional resources (Mackintosh, 1975a) to competition at the level of memory retrieval of the
cue-outcome association or, even further downstream, for performance (Miller & Matzel, 1988).
Subsequent experimental evidence, however, has challenged the generality of cue competition
effects. The first class of evidence comes from the finding that, in some settings, cues may
acquire or lose at least some predictive value in a way that is somewhat independent of the
predictive status of other cues present (Rescorla, 2000, 2001). The second class of evidence
comes from a range of studies that have shown facilitative cue interactions; that is, cues may
facilitate conditioned responding to other cues rather than hinder responding through competition
(Batsell Jr & Batson, 1999; Bouton et al., 1987; Durlach & Rescorla, 1980; Vadillo & Matute,
2010). Furthermore, some clinical and pre-clinical populations exhibit well-documented deficits
in cue competition (Jones et al., 1992; Lucantonio et al., 2015; Meulders et al., 2018; Moran et
al., 2003; Sharpe et al., 2016). In humans, studies have shown that attenuated cue competition is
associated with high anxiety and Schizotypy scores in healthy populations (Arnaudova et al.,
2013; Byrom, 2013; Haselgrove & Evans, 2010).
Taken together, this body of evidence raises the question of what behavioral and neural
mechanisms determine the direction and strength of cue interactions. This question is important
because cue competition is intimately linked to our ability to learn selectively and, ultimately, to
allow our behavior to be controlled by relevant information. Systematic weak cue competition,
and to a larger degree, cue facilitation will result in incidental cues accruing substantial
predictive credit and motivational significance and thus gaining control over behavior. This is a
potential risk factor for psychological disorders both in the appetitive (e.g., cue-triggered drugseeking behaviors) and aversive domains (e.g., PTSD and other anxiety disorders). For instance,

2

individuals who learn noncompetitively will endow a host of incidental cues with the ability to
trigger maladaptive reward-seeking behaviors as is likely the case in substance use disorders, or
irrational fears as in anxiety disorders (Arnaudova et al., 2013). Thus, understanding the
behavioral and neural mechanisms responsible for individual differences in cue interactions can
pave the way for finding therapeutic interventions aimed at restoring selective learning by
reinvigorating cue competition.
The purpose of this dissertation is to further the understanding of cue interaction. To this end, I
have established a novel behavioral paradigm in humans to quantify the direction and strength of
cue interaction across individuals and have used this paradigm to examine psychological
mechanisms and neural correlates underlying cue interaction in humans. The remainder of this
chapter provides an overview of the literature on cue interactions from theoretical, psychological,
and neural perspectives. First, I will review the theoretical mechanisms that have been proposed
to explain cue interactions. Second, I will review the known behavioral factors that have been
shown to modulate cue interaction such as cue properties and experimental parameters. Third, I
will review some clinical conditions that are known to be implicated in cue interaction. Lastly, I
will review what we know about the neural bases of cue interaction. In Chapter 2, I describe
three experiments that aimed to develop and validate the novel paradigm to quantify individual
differences in cue interaction. I will then use the last version of the procedure developed in these
experiments to investigate the contribution of a candidate psychological mechanism (Chapter 3)
as well as the neural bases (Chapter 4) of the observed individual differences in cue interaction.
In Chapter 5, I will summarize my findings, provide an overview of my studies’ limitations, and
suggest some future directions.
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1.2 Theoretical models of cue interaction
I will begin by surveying some of the main theoretical accounts that formalized how cues
interact, describe the basic assumptions of each theory and highlight how they can account for
competition or facilitation effects.
1.2.1

Early associative learning models

As explained in the introduction, earlier views of learning were based on the notion that the
predictive value of a cue is determined by its contiguity with the outcome. For example, Bush &
Mosteller proposed that the associative change1 of any given cue (e.g., cue A) following a
learning trial is defined as (Bush & Mosteller, 1951)2:
∆𝑉!" = 𝛼! 𝛽(𝜆 − 𝑉!"#$ )
𝑉!" = 𝑉!"#$ + ∆𝑉!"
Where ∆𝑉!" is the change in cue A’s associative strength on the current trial t, 𝑉!"#$ is the
associative strength of cue A on the previous trial, 𝛼! is cue A’s salience, which ranges from 0 to
1 (e.g., a louder noise has a higher salience), 𝛽 is a learning rate parameter which also ranges
from 0 to 1 and 𝜆 is the asymptote of conditioning supported by the outcome (for modeling
purposes, its value is assumed to be 1 on reinforced trials and 0 on non-reinforced trials). The
term (𝜆 − 𝑉!"#$ ) is known as the prediction error term, as it represents the difference between
the expected outcome (𝑉!"#$ ) and the obtained outcome (𝜆).

1

As I discuss other theories throughout this section, I will use the term “associative strength” and “predictive value”
interchangeably. However, I will use the latter for the remaining of the dissertation.
2
The weight update formula for the Bush and Mosteller (1951) model has been later rephrased to reflect the change
in associative strengths (Kendler, 1971; Le Pelley, 2004).
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According to this model, the change in associative strength for any given cue is largely
determined by the prediction error generated by that cue. Learning stops when the outcome is
fully predictable, 𝜆 = 𝑉!"#$ (i.e., when the prediction error is zero). The critical assumption
behind this formulation is that each cue has its own separate prediction error that is unaffected by
the presence of other cues during training (Le Pelley, 2004). Thus, if a compound of two cues is
reinforced (i.e., AB+), learning for each cue, ∆𝑉! and ∆𝑉% , will be driven by each cue’s
individual error despite both cues being presented in compound. The assumption of separate
prediction errors signifies that this model is ill-suited to accommodate cue competition
phenomena which subsequently led to a new wave of models that explain competitive cue
interactions.
1.2.2

Rescorla and Wagner (1972)

The most influential theoretical account of cue competition was proposed by Rescorla and
Wagner (1972). Unlike Bush and Mosteller’s formulation, the model postulates that the
prediction error used to change the associative strength of each cue is computed on the basis of
the associative strengths of all cues present on that trial.
The modified learning rule states:
∆𝑉!" = 𝛼! 𝛽(𝜆 − Σ𝑉 "#$ )
where Σ𝑉 "#$ is the summed associative strengths of all the present cues. For instance, if the
compound cue AB is reinforced, then each associative strength is updated as follows:
∆𝑉!" = 𝛼! 𝛽(𝜆 − [𝑉!"#$ + 𝑉%"#$ ])
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∆𝑉%" = 𝛼% 𝛽(𝜆 − [𝑉!"#$ + 𝑉%"#$ ])
Note that the two equations share the same prediction error term, hence it is referred to as the
common or summed prediction error term. To appreciate the consequences of summating the
associative strengths in the prediction error term, we consider how the Rescorla-Wagner model
accounts for one of the hallmark effects of competitive cue interactions, the blocking effect
(Kamin, 1968). The original two-stage blocking design starts with reinforcing one cue with an
outcome (A+) in the first stage until the cue is fully predictive of the outcome. In a second stage,
a novel cue is paired with the already-reinforced cue, and both are reinforced with the same
outcome (i.e., AX+). The blocking effect is illustrated by low responding to cue X compared to a
control condition in which cue A was not pretrained in the first stage. According to the RescorlaWagner model, when the AX compound is reinforced in the second stage, there should be no
summed prediction error (close to zero if pretraining with A was asymptotic), which should
deprive X from developing an associative strength with the outcome. More generally, thanks to
its use of a summed prediction error, the model predicts that strong predictors will deprive other
cues of the associative strength that they would be expected to acquire given their contiguity and
probability of reinforcement.
1.2.3

Attentional models of cue competition

The Rescorla-Wagner model posits that learning about a cue takes place inasmuch as the
outcome is surprising, with surprise being operationalized by the summed prediction error. In
contrast, attentional accounts (Mackintosh, 1975a; Pearce & Hall, 1980) propose that the change
in a cue’s associative strength is determined by the associability of the cue (i.e., the extent to
which it is processed or attended to). Mackintosh (1975), for instance, posited that if a cue is a
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better predictor of the outcome than other cues present, then its associability will increase,
allowing for faster learning about that cue in the future. More formally, associability is updated
after each trial according to the following comparisons:
Δ𝛼! > 0 𝑖𝑓 |𝜆 − 𝑉! | < |𝜆 − 𝑉& |
Δ𝛼! < 0 𝑖𝑓 |𝜆 − 𝑉! | ≥ |𝜆 − 𝑉& |
Where VX indicates the combined associative strength of all other cues. In those comparisons, the
associability of cue A increases whenever cue A leads to a smaller prediction error than the rest
of the cues (i.e., cue A is a better predictor of the outcome), and conversely it decreases
whenever cue A leads to an equal or larger prediction error (i.e., when cue A is no better as a
predictor than the rest of the cues present). Notice that this comparison involves the absolute
magnitude of (separate) prediction errors. The learning rule for the Mackintosh model then uses
the new associability value to determine the magnitude of the change in associative strength for
each cue:
∆𝑉! = 𝛼! 𝛽(𝜆 − 𝑉! )
where 𝛼! is the associability of cue A. This rule ensures that greater associative changes will
take place for cues that are being preferentially processed, and in contrast cues with low
associability will undergo limited associative changes. To illustrate this, consider the case of
blocking. According to Mackintosh’s model, the blocking effect occurs because the pre-trained
cue A is a better prediction of the outcome (i.e., leads to a small prediction error) than the novel
cue X at the start of the second stage, resulting in a rapid reduction in X’s associability. With
little associability, cue X will fail to accrue substantial associative strength (Mackintosh, 1975a).
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Thus, blocking according to Mackintosh’s model is a multi-trial phenomenon as it assumes
normal learning on the very first trial. Supporting evidence for this account comes from studies
that failed to find a blocking effect after one trial of the compound training (Mackintosh, 1975b;
Mackintosh et al., 1980).
The assumption that the best available predictors of the outcome will have higher associability
and hence enjoy privileged access to learning was contested by Pearce and Hall (1980). In their
model, Pearce and Hall argued that while reliable predictors should be able to control behavior, it
makes little sense to allocate high processing capacity to such cues for the purpose of learning.
Instead, attention during learning should be directed to novel and uncertain predictors. Formally,
and in contrast to Mackintosh’s model, Pearce and Hall assume that associability of a given cue
should decrease when it is a reliable predictor of the outcome and increase whenever its
predictive status is uncertain. The associability rule in Pearce and Hull’s model states:
𝛼" = |𝜆 − Σ𝑉|"#$
where the associability of the cue on trial t is determined by the absolute magnitude of the
summed prediction error computed on the previous trial in which the cue was present. As a
result, the associability of a cue will increase when it is followed by a surprising outcome
regardless of whether the outcome is delivered or omitted unexpectedly (i.e., positive or negative
prediction error, respectively). With these modifications, the blocking effect can readily be
explained by the lack of surprise in the second phase. When the compound (AX+) is introduced,
the summed prediction error will be close to zero and hence the associability of the novel cue X
will rapidly decrease, impairing its ability to gain associative strength (Pearce & Hall, 1980).
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Similar to Mackintosh’s model, blocking in Pearce and Hall’s model is a multi-trial phenomenon
and is expected to take place only after the first trail of compound training.
1.2.4

The Comparator Hypothesis

While the Rescorla and Wagner model and the above attentional accounts differ in the way they
explain cue competition, they share the common assumption that competition reflects an
acquisition failure (i.e., a failure to accrue associative strength). In contrast, the Comparator
Hypothesis (Miller & Matzel, 1988) takes a different stance by assuming that cue competition
results from a retrieval deficit. According to the model, acquisition is solely determined by the
contiguity between cues and outcomes. Thus, in a blocking design, cue A is first reinforced in
the first stage, and it is assumed to develop a strong association with the outcome. When the AX
compound is introduced in the second phase, three things take place according to the comparator
hypothesis: (1) the Aàoutcome association is further strengthened (unless it had reached
asymptote in stage 1), (2) a new Xàoutcome association is formed regardless of the presence of
A due to X’s contiguity with the outcome, and (3) a A—X within-compound association is
formed as A and X are presented together. Cue competition takes place at the time of associative
retrieval when the blocked cue X is probed. According to the model, responding to X at the time
of probe is determined by a comparison between (1) the direct associative strength between X
and the outcome and (2) the indirect associative strength between X and the outcome mediated
by the A—X within compound association (X retrieves a memory of A, which in turn retrieves a
memory of the outcome). When responding to the probed cue X, the two activations enter a
comparator process that assesses the relative activations, and the response output is determined
by the extent to which the direct activation exceeds the indirect activation. As a result, the
comparator hypothesis accounts for blocking (weaker responding to the blocked cue at test) by
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the stronger activation of the indirectly-activated outcome representation (i.e., X—Aàoutcome)
exceeding the directly-activated outcome representation (i.e., Xàoutcome).
1.2.5

Models that address both cue competition and cue facilitation

While the previous models (apart from contiguity-based ones) deal with competitive cue
interactions through different sets of assumptions, they do not explicitly address cue facilitation,
the phenomenon whereby a cue can boost responding to another cue concurrently trained. An
example of facilitation is the augmentation effect, in which the behavioral control attained by a
novel cue is augmented if it is trained in compound with an already established predictor (Batsell
Jr & Batson, 1999; Beesley & Shanks, 2012; Vadillo & Matute, 2010). This effect, which is the
opposite of blocking, presents a challenge for the models that I have surveyed so far. There are
two models, however, that were specifically proposed to account for both competitive and
facilitative cue interactions: the Sometimes-Competing Retrieval (SOCR) model (Stout & Miller,
2007) and Pineño’s model (Pineño, 2007). A common feature of these models is that they equip
pre-existing models with a “switch operator” parameter that modulates cue interaction to be
either facilitative or competitive. The two models differ, however, in the pre-existing model they
extend. While SOCR (Stout & Miller, 2007) extends the Comparator Hypothesis, Pineño’s
model (Pineño, 2007) does so for the Rescorla-Wagner model.
1.2.5.1 Sometimes Competing Retrieval (SOCR) model
As in the Comparator Hypothesis, the Sometimes-Competing Retrieval (SOCR) model (Stout &
Miller, 2007) assumes that the presentation of a cue at test will activate the outcome
representation both directly through the target cueàoutcome association and indirectly through
the target cueànon-target cue and non-target cue à outcome associations, where the non-target
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cue is a cue previously trained in compound with the target cue. However, unlike the Comparator
Hypothesis, the indirect activation of the outcome through the target cueànon-target cue
association can either suppress or facilitate responding to the target cue according to a “switching
operator” parameter. That is, the switch operator modulates the contribution of within-compound
(target cueànon-target cue) association to the response evoked by the target cue. When the
switch operator is positive, the indirectly activated outcome representation exceeds the directly
activated outcome representation, producing competition. Conversely, when the switch operator
is negative, the indirectly activated outcome representation will boost activation of the directly
activated outcome representation, producing the facilitation effect. Thus, SOCR’s account of the
blocking effect is similar to that of the original Comparator Hypothesis. However, the
augmentation effect can now be accounted for by the switch operator taking a negative value.
1.2.5.2 Pineño’s (2007) model
Earlier work has hinted that within-compound associations may play a role in the blocking
procedure (Rescorla & Colwill, 1983). However, this notion has not been formalized with
Rescorla and Wagner’s model until with Pineño’s extension of the model that account for both
cue competition and cue facilitation effects. It does so by incorporating a response rule according
to which conditioned responding is not just determined by the cue’s associative strength, but also
by its within-compound associations (Pineño, 2007). Within-compound associations enable a cue
to activate the outcome indirectly, further invigorating responding. The influence of withincompound associations on responding to a cue is determined by a novelty parameter which is a
scalar value initialized at 1 (i.e., for a novel cue) and decays to zero as training progresses. Once
the novelty parameter equals 0, the response is only influenced by the direct cue-outcome
association, which is entirely determined by the Rescorla-Wagner equations. Thus, according to
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Pineño’s model, in a blocking experiment, a net facilitation is more likely to be observed early
on in training, while the cue is still relatively novel, but as training progresses and the influence
of within-compound associations on responding decays, net competition (i.e., blocking) will be
observed.
1.2.6

Propositional and Higher-Order Reasoning Theories

Thus far, the theories discussed have envisaged cue interactions as occurring either at the
acquisition-level (learning) or the retrieval/performance-level (expression of that learning). In
humans, however, higher-order reasoning can also play a role (Mitchell et al., 2009). One key
finding that has stimulated this line of theoretical inquiry is the observation that humans show
cue competition when they are asked to predict an outcome based on a cue, but not when asked
to judge the co-occurrences between the cue and the outcome (Matute et al., 1996)1. This finding
has been taken to suggest that learning cue-outcome relationships in humans may not simply
depend on the information presented (i.e., learning trials) but also on what test participants are
asked to perform.
One theoretical account suggests that inferential reasoning determines how experimental
information is interpreted (Lovibond, 2003). This account assumes that participants generate
inferential judgements about a particular cue by combining knowledge learned from individual
trials. For instance, in a blocking paradigm, participants may apply a deductive rule such as the
following: “if cue A on its own causes the outcome to occur with a certain intensity and
probability, and if cue A and T together cause the outcome to occur with the same intensity and
probability, this implies that cue T is not a cause of the outcome” (De Houwer & Beckers, 2003).
1

Several other factors related to higher-order reasoning will be discussed in the next section.
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According to the inferential reasoning accounts, this rule implies that participants contrast the
probability of the outcome occurring in the presence of the cue vs. that of the outcome occurring
in the absence of the cue and use this contrast to estimate the causal role of any cue (Cheng &
Novick, 1990). Propositional accounts thus suggest that competitive cue interactions in humans
may involve higher-order cognitive processes rather than merely low-level associative processes
as assumed by other models. Propositional theories are normative in nature and do not (yet) have
weight update equations (Mitchell et al., 2009). As a result, it is not clear how these accounts
might explain cue facilitation, or what inferential or noninferential processes would tip the scales
between cue competition and facilitation.

1.3 Behavioral factors that influence cue interaction
In this section, I survey some the experimental parameters and behavioral factors that modulate
cue interactions in favor of competition or facilitation.
1.3.1

Cue-related factors

1.3.1.1 Cue salience
One of the earliest known factors that determines how much will be learned about each cue in a
multi-cue environment is salience. Salient cues (e.g., loud noises, intense lights, etc.) have long
been found to overshadow less salient ones when they are reinforced in compound with the same
outcome— the overshadowing effect (Pavlov, 1927). The overshadowing effect is the
observation that responding to a cue after being trained in compound is inferior to that observed
if the cue is trained in isolation. This effect constitutes an example of cue competition as it shows
how the mere presence of other cues suffices to reduce the behavioral control attained by a target
cue.
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1.3.1.2 Pre-exposure to the cue
One of the demonstrations for the effect of nonreinforced preexposure to the target cue on cue
competition comes from a fear conditioning study in rats by Blaisdell and colleagues (Blaisdell
et al., 1998). In the first phase, one group of rats was preexposed to the target cue alone without
the outcome (X-), while the other group was preexposed to a control cue (Y-). In the second
phase, half of the animals in each group received elemental (X+) or compound (AX+) training
with an aversive outcome. Not surprisingly, animals conditioned with a novel X showed less
responding when X had been trained in compound than by itself (i.e., overshadowing). However,
this effect was attenuated in animals in which X had been preexposed, suggesting that simple cue
exposure can oppose cue competition. Notice that this is the opposite of what is predicted by
Pineno’s model (section 1.2.5.2), which anticipates greater competition as the novelty of the cue
wears off.
1.3.1.3 Cue duration
The duration of a cue can determine the kind of interaction a cue may have with other cues.
Several studies have directly manipulated cue duration across different sensory modalities and
have found that using longer cue durations reverse cue competition to facilitation. In one study,
Westbrook and colleagues (Westbrook et al., 1983) used a flavor-aversion paradigm in rats. A
compound of cineole- and quinine-flavored water was provided (cue AX) in an overshadowing
design. For half the rats, the cues were 2 minutes long, while for the other half, they were 15
minutes long. After rats were exposed to the flavored water, they were injected with lithium
chloride to induce flavor aversion. The behavioral control of each flavor cue, that is, the extent to
which they became associated with nausea, was measured by the amount they consumed at test.
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Results showed that longer cue durations led to stronger flavor aversion (less overshadowing)
than the shorter cue durations.
In another study by Sissons and colleagues (Sissons et al., 2009), a tone-clicker compound (AX)
was reinforced with an aversive footshock in an overshadowing design in rats. Three different
cue durations were used: 5, 25, and 125 seconds. When they tested fear-conditioning by
measuring lick suppression with the clicker alone (X), a graded pattern of cue duration effects
was observed such that the shorter the cue the weaker the behavioral control exerted by the
clicker (more overshadowing).
1.3.1.4 Predictive validity of the cue
The predictive value of non-target cues accompanying a target cue also determines the predictive
value of the latter, a phenomenon known as the relative validity effect (Wagner et al., 1968).
Demonstrations of this effect show that moderate predictors of an outcome will accrue much less
predictive value if they are trained in compound with a cue that have a better predictive value. In
one example study, Wagner and colleagues trained two groups of rats in an appetitive paradigm.
One group received trials with two compound cues that shared a common element X, one of
which was reinforced, while the other one was not (AX+ BX-). Another group of rats was trained
with the same compound cues, but they were both partially reinforced 50% of the time (AX+/BX+/-). This design ensures that the common element (X) has the same reinforcement history
with the outcome in both groups and, hence, any difference in the behavioral control of cue X
should be attributed to the other cues, A and B. The between-group comparison showed less
responding to the common element (X) in the AX+ BX- group (where cue A and B are perfect
predictors of the presence and absence of the outcome, respectively) relative to the AX+/- BX+/-
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group (where neither A nor B were better predictors than X). This finding suggests that the
predictive value of a cue is not solely determined by its own correlation with the outcome, but by
the predictive value of other cues trained with it.
1.3.2

Elemental vs. configural encoding of cues

Some authors have attributed failed replications of the blocking effect in humans to the
possibility that humans might tend to encode compound cues configurally rather than
elementally (Melchers et al., 2008; Williams et al., 1994). Elemental encoding refers to the idea
that a compound is represented as simply the sum of its constituent elements. In contrast,
configural processing, refers to the idea that a compound is encoded as a “whole” that is more
than the sum of its parts. An elemental representation of a tree, for instance, would consist of the
ensemble of leaves, branches, trunk, etc., whereas a configural one would involve a holistic,
unitary representation of the tree. In the context of a blocking design (e.g., A+ training followed
by AX+ training), the compound AX might be encoded as a distinct configural representation
rather than the sum of A and X. This would limit the amount of generalization from cue A to the
compound AX and allow the latter to gain considerable predictive value. If that predictive value
generalizes to X, then little blocking should be observed. Pure configural theories do
accommodate the blocking effect although the extent of blocking is less than that in elemental
theories such as Rescorla and Wagner’s model (Pearce, 1994). Of course, this line of reasoning
rests on the assumption that generalization between the compound AX and its constituent
elements A and X is asymmetrical. To test their hypothesis, Williams and colleagues (Williams
et al., 1994) had participants perform a causal judgement task in which they had to predict the
direction of the stock market based on the activity of individual stocks. In the first phase of the
study, half the participants received training designed to encourage elemental processing (i.e.,
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AX+ BX-); where individual cues must be used to accurately predict the outcome. The
remaining participants received training designed to promote configural processing (A+, B+,
AB-); i.e., where specific combinations or patterns of cues were predictive of the outcome. In the
second phase, both groups were trained with a blocking design with a different set of cues.
Results across five experiments showed that the group receiving elemental pretraining showed a
stronger blocking effect than the group receiving configural pretraining.
1.3.3

The Intertrial Interval (ITI)

Other things being equal, short intertrial intervals (i.e., massed trials) can weaken cue
competition. Supporting evidence comes from several studies across a range of cue competition
paradigms. For example, Stout and colleagues (Stout et al., 2003) conditioned rats with an
aversive footshock outcome following a clicker (cue X) or a clicker in compound with a tone
(cue AX). For one group, the mean ITI was 40 seconds (massed training condition), whereas for
a second group it was 960 seconds (spaced training condition). Results showed that the massed
training group exhibited less overshadowing (i.e., responded more to cue X after AX+ than X+
training) than the spaced training group. In another study, Sissons and colleagues (Sissons et al.,
2009) replicated those effects in a different cue competition paradigm: overexpectation. In the
overexpectation design, two cues are first reinforced separately before receiving further training
in compound and followed by the same outcome (A+ B+ and then AB+). Such training typically
results in a loss of behavioral control by both trained cues despite the fact both cues are still
being reinforced. This happens because presumably the animal summates the expected outcomes
predicted by each cue (1 pellet + 1 pellet = 2 pellets) and this expectation is violated in the
compound phase upon receiving only one pellet. Such summation of expectations is critical to
cue competition according to the Rescorla-Wagner (1972) model, and thus when Sissons et al.
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observed an attenuated overexpectation effect under massed relative to spaced training, they
concluded that cue competition was disrupted.
Less direct evidence comes from one blocking study in humans performing a contextual cueing
task (Beesley & Shanks, 2012). Participants were required to find a target cue (e.g., a rotated
letter T) within a set of distractor cues. In one condition, the particular combinations and spatial
patterns of distractor and target cues were repeated throughout the experiment, allowing for the
formation of distractor-target associations and facilitating thereby detection of the target cue. In a
different condition, the task distractor and target cues were arranged randomly (i.e., there were
no repeated pairings), which slowed down detection. In the latter condition, participants take
longer to find the target and therefore are effectively trained with a longer ITI. Consistent with
the above evidence, a stronger blocking effect results from such a relatively more spaced
training.
1.3.4

Outcome-related factors

1.3.4.1 Outcome expectedness
The extent to which an outcome occurs unexpectedly or surprisingly has long been thought to
determine whether competition will occur or not . This is of course the fundamental intuition
around which the Rescorla-Wagner model is based. In the early demonstrations of the blocking
effect, Kamin (1968) trained rats in an aversive conditioning paradigm. Initially, a cue is
reinforced with a footshock outcome (A+). Subsequently, the cue is paired with a novel cue and
the compound is then reinforced with the same footshock outcome (AX+). When the novel cue is
tested by itself, it evokes less conditioned responding compared to a control condition where the
first stage is eliminated (Kamin, 1968). In other words, the first stage has established cue A as a
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valid predictor of the outcome and the outcome of AX training was not surprising and, hence, the
novel cue X was blocked from acquiring any predictive value. In addition to providing an elegant
account of the blocking effect, this factor predicts that on the very first trial of an overshadowing
experiment, when the outcome is fully unexpected, no cue competition should occur (that is,
neither cue should detract from the other one’s ability to accrue associative strength). This is
because cue competition can only take place once the outcome is somewhat expected on the
basis of least one of the cues. This prediction, however, is not supported by demonstrations of
one-trial overshadowing (Cole et al., 1999; Haesen et al., 2017; James & Wagner, 1980),
although it is not yet clear if these demonstrations are related to the perceptual interactions
among cues (Melchers et al., 2008).
1.3.4.2 Outcome additivity
The assumption of outcome additivity has also been shown to modulate the extent of cue
competition in human learning studies (Beckers et al., 2005; De Houwer et al., 2002; Mitchell &
Lovibond, 2002). Specifically, cue competition is more likely to occur if participants perceive
outcomes as additive. A pretraining phase where participants learn that outcomes can add up
(e.g., C+, D+, CD++) results in a stronger blocking effect in a subsequent phase using different
cues relative to a non-additive pretraining phase (C+, D+, CD+) (Beckers et al., 2005; De
Houwer et al., 2002; Mitchell & Lovibond, 2002). Although this effect has been attributed to
higher-order reasoning in humans, it has been replicated in rats (Beckers et al., 2006) and
pigeons (Packheiser et al., 2020).
1.3.5

Factors involving both the cue and the outcome
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1.3.5.1 Contingency between cue and outcome
Both animals and humans are sensitive to cue-outcome contingencies (Rescorla, 1968; Shanks,
1987). Contingency can be degraded either by presenting the cue without the outcome (i.e., as in
partial reinforcement) and presenting the outcome without the cue (i.e., additional shocks during
the ITI). Manipulations that degrade the cue-outcome contingency have been shown to attenuate
cue competition. For instance, one way contingency can be degraded is by presenting the
outcome alone prior to the cue-outcome training (Urushihara & Miller, 2006). In one study,
Urushiara and Miller (2006) reported that outcome presentations either before or after the
compound training (AX+) increased the behavioral control of the target element (less
overshadowing).
1.3.5.2 Patrial reinforcement
Partial reinforcement has been shown to attenuate the overshadowing effect. In one study, one
group of rats received partial reinforcement with either an elemental (X+/-) or compound (AX+/) cue and an aversive outcome (Urushihara & Miller, 2007). The result of interest is that the
compound training with partial reinforcement resulted in increased behavioral control of cue X
(less overshadowing) compared to the control groups that showed a decreased behavioral control
of cue X (more overshadowing).
1.3.5.3 Temporal contiguity between the cue and the outcome
Evidence suggests that degrading the temporal contiguity between cues and outcomes attenuates
cue competition. For example, in one study, Urcelay and Miller (2009) used an aversive
paradigm in rats to test the strength of the overshadowing effect under different temporal
contiguity conditions. Three groups of animals were conditioned to a compound cue with a 0
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seconds, 10 seconds, or 20 seconds-trace duration between cue offset and outcome onset
(Urcelay & Miller, 2009). Results showed that the 20-seconds trace produced the smallest degree
of overshadowing (i.e., evoked more responding), while the no-trace condition produced the
strongest overshadowing effect.
1.3.6

Cognitive Effects

1.3.6.1 Directionality of cause-effect relationship
In causal judgment paradigms, interaction between cues can be modulated by higher-order
cognitive processes such as the directionality of the cause-effect relationship as well as other
factors that will be explored next. The food allergy task is a prominent design in the causal
judgement paradigm that has been extensively used. In this task, participants are asked to act as
physicians and find out which of several foods causes an allergic reaction in a fictional patient
(e.g., patient ate shrimps à allergic reaction; patient ate lettuce à no allergic reaction). At test,
food is presented alone, and the participant must make a judgment using a numerical scale of
whether the food item causes an allergic reaction or not.
Several studies have shown that the direction of the causality the task demands is an important
factor in this paradigm. For instance, Waldmann et al. (1992) published a series of studies which
show that cue competition occurs when target cues are introduced as causes but not as effects of
an outcome (Waldmann, 2000; Waldmann & Holyoak, 1992). In one of the studies that explored
this asymmetry, participants had to learn the relationship between several light buttons and an
alarm system. Participants were split into two groups: the predictive condition and the diagnostic
condition. The instructions for the predictive condition introduced the buttons as causes for the
alarm system (light buttons trigger the alarm), while the diagnostic condition introduced the
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buttons as consequences for the alarm system (the alarm triggers light buttons). Results showed
that the blocking effect was only observed in the predictive condition but not in the diagnostic
condition.
1.3.6.2 The effects of task instructions
The way in which task instructions are written can also be a modulating factor of cue interaction.
Examples for how instructions may shift type of interaction between cues include whether
participants are required to predict the occurrence of an outcome or instead estimate the
statistical correlation between a cue and that outcome. One of the early demonstrations (Matute
et al., 1996) investigated the relative validity effect (see section 1.3.1.4) in the food allergy task.
The relative validity effect was observed when participants were asked to give predictive
judgments about the outcome (e.g., answering “Is [cue X] the cause of [outcome]?” or “Is
[outcome] the effect of [cue X]?”) but not when participants were asked to judge the degree of
contiguity between cues and outcomes (e.g., answering “On the occasions in which the patient
had taken [cue X], did [outcome] appear?”). Such effects of instructions have been reported
across several other studies (Booth & Buehner, 2007; De Houwer et al., 2002; López et al., 2005;
Pineño et al., 2005; Schmidt & Houwer, 2019; van Osselaer et al., 2004; Waldmann, 2000;
Wasserman et al., 1993). Furthermore, Experiment 5 in Williams et al. (1994), which tested the
effect of elemental vs. configural processing on blocking, involved manipulations of
experimental instructions. Specifically, participants in the elemental group were instructed that
the different cues fell into one of two mutually exclusive categories: causal or irrelevant. The
configural group did not receive those instructions. Results, as discussed before, showed that the
configural group showed less blocking effect than the elemental group.
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1.3.6.3 Cognitive load
Adding a secondary task can attenuate cue competition effects and, according to some authors,
this effect of cognitive load supports the influence of higher-order cognitive processes (Vadillo
& Matute, 2010). For example, De Houwer & Beckers (2003) asked participants to perform
either a difficult or an easy secondary task (e.g., responding to a tone at either variable or fixed
intervals) while they learned cue-outcome contingencies in a learning game. The blocking effect
was stronger when participants were exposed to the easy than the difficult secondary task (De
Houwer & Beckers, 2003). Further evidence shows that a cognitive demand at the time of
responding may reverse the blocking effect and result in augmentation (i.e., when an outcomepredictive cue augments the behavioral control of a novel cue, instead of blocking it). In one
study (Vadillo & Matute, 2010), participants were divided into two groups and were trained in a
blocking design in a custom learning game. One group had 3 seconds to respond while the other
group had 6 seconds. The results showed that the group who had 3 seconds to respond showed
augmentation rather than blocking of the target cue relative to a control cue. Related evidence
(Liu & Luhmann, 2013) using a causal judgement paradigm in humans showed that blocking can
be eliminated if the secondary task is introduced early in compound training, but not late (see
also Vandorpe et al., 2005; Waldmann & Walker, 2005).
1.3.6.4 Agency over trial initiation
I reviewed above the evidence showing that a short ITI can lead to attenuated cue competition or
facilitative cue interactions. In a recent study, Kang and colleagues used an appetitive learning
paradigm in rats to test if giving rats agency over trial initiation would restore competitive cue
interaction (Kang et al., 2021). To this end, rats were split into two groups: an agency group and
a yoked group. The agency group had full control over when they would start a given trial.

23

Specifically, rats learned to poke their heads into a noseport, which would cause the trial to start,
after which they would experience one of several possible cues, followed when appropriate by a
sucrose reward. Every rat in the yoked group was paired with a rat in the agency group such that
it received the same trials at the same time as its agency counterpart, except without the trial
initiation response. Because animals in the agency group initiated their trials after a mere 15
seconds on average, both groups received massed discrimination training. Results confirmed that
under such massed trials yoked animals showed attenuated cue competition, but, critically, cue
competition was rescued in agency animals. This effect was not due to greater attention to task in
agency rats, since a separate study showed that yoked rats were better able to solve a configural
discrimination.

1.4 Neural correlates of cue interaction
1.4.1

Neural basis of competitive cue interactions

Several neural structures have been shown to support cue competition such as the cerebellum,
midbrain dopaminergic systems, amygdala, and fronto-striatal circuits. Next, I review this
evidence briefly.
1.4.1.1 Cerebellum
The cerebellum is a critical structure in the eyeblink conditioning paradigm (Kim & Thompson,
1997; Thompson, 2013). In this paradigm, a predictive cue (e.g., a tone) is first presented to the
subject followed by a puff of air applied to the eye. Initially, the cue does not trigger any
automatic response. As learning progresses, however, the animal associates the cue with the
upcoming air puff and, as a result, a conditioned eye-blink response emerges.
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The neural circuitry that supports eyeblink conditioning can be described as follows (Medina et
al., 2002). Presentations of an auditory conditioned stimulus drive activation of the
vestibulocochlear nucleus which, in turn, activates the pontine nuclei. The pontine nuclei
communicate to the cerebellum via the excitatory mossy fibers, as well as to the interpositus
nuclei, which contain pathways that leads to the eyelid closure conditioned response. On the
other hand, information about the unconditioned stimulus first activates the trigeminal nucleus
which, in turn, activates the inferior olivary nucleus. The inferior olivary nucleus then activates
the cerebellum via climbing fibers. Importantly, the inferior olivary nucleus sends excitatory
signals to the interpositus nuclei and, at the same time, receive inhibitory signals from the
interpositus nuclei.
The blocking effect within the cerebellar circuit is supported by a negative feedback system that
modulates the inferior olive's activity (Thompson, 2013). Specifically, blocking occurs when a
given cue acquires sufficient associative strength to inhibit the inferior olive through inhibitory
GABAergic projections from the interpositus nuclei. This inhibition prevents the inferior olive
from responding to the air puff presentation, which prevents forming an association with the
novel (blocked) cue. Supporting evidence for how this circuitry mediates the blocking effect
comes from studies showing that pharmacological inactivation of cerebello-olivary projections
by infusing GABA antagonists during compound training results in unblocking (Kim et al.,
1998).
1.4.1.2 Midbrain dopaminergic system
Robust evidence across several species shows that dopamine (DA) neurons in the ventral
tegmental area (VTA) and substantia nigra (SN) exhibit a signed reward prediction error signal.
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This signal is characterized by a phasic increase in activity in response to unexpected reward
delivery, phasic decrease in response to unexpected reward omission, and no change in phasic
activity when reward is fully predicted (Schultz et al., 1993). Importantly, as reward becomes
well predicted, the phasic response to reward diminishes and transfers (i.e., backpropagates) to
the onset of the cue that predicts that reward (Schultz et al., 1993). This profile is consistent with
extensions of the Rescorla-Wagner model such as the temporal difference model (Sutton &
Barto, 1990).
Studies have shown that the reward prediction error signal encoded by DA neurons meets the
criteria of a summed prediction error. First, the absence of a phasic increase in DA activity to
reward delivery at the end of the pretraining phase of a blocking experiment predicts the
magnitude of the blocking effect (Waelti et al., 2001). Blocking was measured in this study both
behaviorally and as the ability of the putatively blocked cue to evoke phasic DA activity
following compound training. Also consistent with the notion of a summed prediction error,
another study provided evidence in monkeys that a conditioned inhibitor—a cue that signals the
omission of the outcome—will come to drive a phasic suppression of DA activity relative to
baseline (Tobler et al., 2003).
While this evidence is only correlational, later studies have sought to directly test the causal role
of VTA activity in generating prediction errors. Using an appetitive conditioning paradigm in
rats, Steinberg et al. (2013) showed that VTA activation at the time of expected reward delivery
during the compound training of a blocking design was sufficient to establish learning about the
blocked cue (i.e., unblocking; Steinberg et al., 2013). Further evidence for the causal link
between the DAergic activity in the VTA and prediction errors comes from evidence that brief
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optogenetic inhibition of VTA neurons at the time of reward was sufficient to drive inhibitory
learning in an overexcitation paradigm (Chang et al., 2016).
1.4.1.3 Amygdala
The amygdala has long been suggested as a learning site where cue and outcome information
converge, as cells in the lateral amygdala respond to both events (Fanselow, 1998). Some studies
implicated the amygdala in competitive cue interactions. For instance, a human neuroimaging
study using a blocking design in an aversive paradigm showed a smaller BOLD signal in the
amygdala during a blocked cue compared with a control cue (Eippert et al., 2012). In rats,
evidence from an aversive paradigm showed that optogenetic excitation of the BLA neurons
during the compound conditioning stage was sufficient to eliminate the blocking effect and
hence restored fear to an otherwise blocked cue (Sengupta et al., 2016).
While these studies show the involvement of the amygdala in cue competition, it remains to be
determined what exactly the function of the amygdala is in blocking. One possibility is that the
amygdala (or its sub nuclei) signals an unsigned prediction error that modulates the associability
of the cue (Roesch et al., 2010). As mentioned in section 1.2.3, the attentional accounts of
learning use an unsigned prediction error signal to modulate the cue’s associability. Blocking,
according to these accounts results from an associability decrement secondary to the absence of
an unsigned prediction error. Consistent with a role for the amygdala in signaling unsigned
prediction errors, there is evidence from single-unit recording studies that reward-selective
neurons in the basolateral complex of amygdala (BLA) increase their firings following both the
unexpected delivery and omission of rewards (Roesch et al., 2010). Further evidence comes from
neuroimaging studies in humans that have reported encoding of unsigned prediction error signals
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in the amygdala following both unexpected shock delivery and omission in an aversive reversal
paradigm (Boll et al., 2013; Li et al., 2011).
1.4.1.4 Fronto-striatal circuits
Given the ascending projections from the dopaminergic neurons and the thalamus to some
striatal and prefrontal areas, those regions have also been implicated in cue competition effects.
Prior evidence shows that inactivation of the dorsomedial prefrontal cortex (dmPFC) in an
aversive learning paradigm abolishes the blocking effect in rats (Furlong et al., 2010).
Conversely, pharmacological stimulation of the dmPFC during the compound phase of a
blocking design results in unblocking; i.e., it attenuates the blocking effect (Yau & McNally,
2015). This result hints to a crucial role for the dmPFC in the expression of the blocking effect,
at least in aversive learning. Furthermore, studies examining anatomical and functional
connections in the blocking paradigm have shown that thalamic-dmPFC (Furlong et al., 2010;
Jones & Gonzalez-Lima, 2001) and amygdala-dmPFC projections (Eippert et al., 2012) are
implicated in the expression of the blocking effect, presumably due to the signals that dmPFC
receives from those structures.
Animal studies show that inactivating the orbitofrontal cortex (OFC) in rats during the
compound phase attenuates the overexpectation effect, a cue-competition effect explained above
(Burke et al., 2008; Takahashi et al., 2009, 2013). Animals without a functional OFC failed to
show the reduction in conditioned responding to the elements that is typically observed after the
compound phase. One account of this observation is that OFC is critical for summating the
predictions generated by the elements during compound training; that is, they may have been
unable to compute a summed reward prediction. In the absence of such summed reward
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prediction, the summed negative prediction error that drives the overexpectation effect (i.e.,
some extinction of the cues) would have not been computed. Further lesion studies have sought
to determine if the OFC provides reward prediction information to DAergic neurons in VTA for
the computation of a prediction error. Results showed that OFC-lesions in rats disrupts the phasic
increases following unexpected reward delivery and phasic decreases following unexpected
reward omissions in dopaminergic neurons (Takahashi et al., 2011). Taken together, this
evidence is consistent with the hypothesis that OFC might contribute to the computation of a
summed reward prediction signal (i.e., Σ𝑉), which may then be used by DAergic neurons to
compute a summed prediction error (Schoenbaum & Esber, 2010).
1.4.2

Neural basis of cue facilitation

Although most of the available evidence aimed to reveal the neural basis underlying competitive
cue interactions (with designs such as the blocking or the overexpectation design), the evidence
for the facilitative cue interactions is less direct. In the following sections, I will review some of
these structures and explain the ways they may contribute to either attenuated cue competition or
cue facilitation.
1.4.2.1 Hippocampal system
The hippocampus has been implicated in encoding the contiguity relationships between events
(Gluck & Myers, 1997). The question is whether this contiguity coding serves as a basis for the
facilitative cue interactions. The available evidence has generally supported this conclusion.
In one study, Jones and Gonzalez-Lima (2001) used an aversive paradigm in rats and showed
that, in a blocking group, the blocking effect involves a suppression of activity in the medial
prefrontal cortex while a contiguity group showed increased activity in the hippocampus along
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with the other regions such as the sensory areas (Jones & Gonzalez-Lima, 2001). Further
evidence from a human neuroimaging study that used a spatial learning task consolidated those
findings by reporting increased BOLD activity in the hippocampus in subjects who did not show
a blocking effect (Doeller et al., 2008). While neither of these studies provided a causal role of
the hippocampus in cue facilitation, they do suggest a role for the hippocampus in attenuated cue
competition.
Inspired by attentional accounts, many authors suggested the hippocampus plays a role in
encoding cue associability (Gallo & Cándido, 1995; Han et al., 1995; Holland & Fox, 2003;
Kaye & Pearce, 1987; Schmajuk & Moore, 1985). In other words, the hippocampus helps in
directing attention to informative cues while ignoring non-informative ones (such as a blocked
cue). However, the empirical evidence from lesioning studies yielded mixed results. Several
studies showed that hippocampal lesions in rats attenuate the blocking effect in aversive learning
paradigms (Gallo & Cándido, 1995; Rickert et al., 1978; Solomon, 1977). However, other
studies have also shown the opposite result where hippocampal lesions either did not attenuate
the blocking and the overshadowing effect (Good & Macphail, 1994) or did attenuate the
overshadowing but not attenuate the blocking effect (Holland & Fox, 2003). Those conflicting
findings could potentially mean a more complex role for the hippocampus in the cue interactions.
Given the mixed evidence from the lesioning studies, It has been suggested that the blocking
effect may involve both hippocampal and non-hippocampal mechanisms (Holland, 1997).
Supporting evidence for this proposal came later with a study that lesioned the inputs to the
hippocampus. Specifically, Baxter and colleagues have removed the cholinergic neural inputs to
impair reductions in CS associability. They then trained rats in a blocking task with an appetitive
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paradigm (Baxter et al., 1999). If the blocking effect is a result of reductions in cue associability
(i.e., learned inattention to the blocked cue), then the blocked cue should be slower to be
reinforced in a subsequent task as animals learned to ignore it. When rats are tested, lesioned rats
showed an intact blocking effect but there was no subsequent slower learning to the blocked cue.
This result suggests that the blocking effect may involve several mechanisms and, most
importantly, that the hippocampus may not be crucial for expressing the blocking effect.
1.4.2.2 Posterior Cingulate Cortex
Tobler (2006) used an appetitive paradigm with the blocking design in humans and showed a
greater BOLD activity in the posterior cingulate cortex to a reward-predictive cue relative to a
blocked cue in subjects who showed the blocking effect (i.e., encoding cue-outcome contiguity).
This activity was positively correlated with the degree to which participants showed the blocking
effect, behaviorally (Tobler et al., 2006).
1.4.2.3 The Orbitofrontal Cortex
Tobler and colleagues, in the same study discussed in the previous section, also found a greater
BOLD signal in medial OFC in response to the onset of a reward-predictive cue relative to a
blocked cue in an appetitive learning paradigm (Tobler et al., 2006). Importantly, BOLD activity
to the control cue in both the posterior cingulate cortex (discussed in the previous section) and
the OFC correlated with the degree to which participants showed the blocking effect.

1.5 Clinical implications of cue interaction deficits
The functional significance of cue competition lies in the ability to selectively learn about cues
that best predict appetitive or aversive outcomes while filtering out nonreliable cues.
Impairments in filtering out those cues imply overloading the brain with unnecessary
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associations involving incidental events, some of which may trigger maladaptive responses such
as addiction to harmful substances or fear of irrelevant cues. The available evidence is consistent
with this view as studies have shown an impaired cue competition in a variety of clinical
conditions such as schizophrenia, anxiety, substance abuse, and many others.
1.5.1

Schizophrenia

Contemporary theoretical approaches to schizophrenia characterize this disorder by, among other
things, an inability to ignore redundant information (Jones et al., 1992). In support of this
hypothesis, several studies have shown that the blocking effect is attenuated in patients with
schizophrenia or healthy individuals who score high on the schizotypy scale (Bender et al., 2001;
Haselgrove & Evans, 2010; Jones et al., 1992, 1997; Moran et al., 2003, 2008; Oades et al.,
1996; Serra et al., 2001). Notably, this hypothesis is consistent with evidence of a hyperactive
dopaminergic system in acute schizophrenic patients (Oades et al., 1996), given the role of DA in
cue competition (Waelti et al., 2001) and salience attribution (Heinz & Schlagenhauf, 2010). In
addition, it has been suggested that delusional beliefs might in part result from the inability to
filter out irrelevant information (Corlett, 2018). Supporting evidence comes from a positive
correlation between the extent to which the blocking effect is attenuated in these patients and
self-reported odd beliefs (Corlett & Fletcher, 2015).
1.5.2

Anxiety disorders

A hallmark of many anxiety disorders is the irrational fear of innocuous objects or situations.
This fear may originally develop in response to ambiguous predictors of danger, such as the
blocked cue in a two-stage blocking design. A blocked cue is ambiguous because it is never
paired alone with the outcome. Cue interaction paradigms such as blocking and conditioned
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inhibition have proved fruitful for studying fear learning in healthy individuals (Beckers et al.,
2013). For instance, Chan and Lovibond (1996) showed that individuals who score high on
anxiety measures will also assign higher threat value to all cues in a conditioned inhibition
design (A+ trials intermixed with AC- trials), including the safety-signal cue C (Chan &
Lovibond, 1996). Using a blocking design, another study showed that individuals who score high
on anxiety measures show an attenuated blocking effect (Boddez et al., 2012). Further evidence
shows that high-anxiety individuals also show that a blocked cue will generate a greater outcome
expectancy (Arnaudova et al., 2013), consistent with a general inability to filter out redundant
predictors of threat. Thus, the evidence points to impaired safety learning in high-anxiety
individuals.
1.5.3

Addictions and Substance-abuse disorders

Attenuated competitive cue interactions have far-reaching implications in motivational disorders
such as substance abuse and addiction. One implication is that deficits in competitive cue
interactions increase the number of environmental cues that can trigger craving and rewardseeking behaviors to substances or food. For example, smoking nicotine cigarettes involves
tactile cues of cigarettes, lighters, visual cues related to smoke and ashtrays, the taste and smell
of the inhaled smoke, and the context where smoking takes place (e.g., bus stops, being full after
a meal, etc.). Weak competition between cues will result in a host of irrelevant cues acquiring
strong motivational properties and potentially triggering smoking.
Evidence of weak cue competition in substance abuse comes from a study showing that rats with
a history of cocaine exposure fail to show the overexpectation effect despite intact extinction by
reward omission (Lucantonio et al., 2015). Similarly, a history of exposure to sucrose can result
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in an attenuated blocking effect (Sharpe et al., 2016). In addition, evidence from human studies
shows that cigarette-related cues overshadow equally predictive neutral cues but only in
abstaining smokers (Freeman et al., 2012). Furthermore, drug-cues have been shown to be
resistant to being blocked in ketamine users in an appetitive associative task (Freeman et al.,
2013).
One prediction that can be derived from the above evidence is that, if patients with schizophrenia
and anxiety disorders have deficits in cue competition, then it can be predicted that those
populations are at a higher risk of developing and relapsing into substance use disorders.
Consistent with this, studies show that individuals with schizophrenia (Lo et al., 2011; Smelson
et al., 2002) and anxiety disorders (Kimbrel et al., 2014; Sjoerds et al., 2014) exhibit greater cueinduced drug craving compared with other drug users.
1.5.4

Fibromyalgia

Fibromyalgia is a condition that results in high pain sensitivity. A recent study investigated the
blocking effect using a causal judgment paradigm in fibromyalgia patients. In this study,
participants assess different daily situations (i.e., cues), some of which may lead to a painful
outcome. Although the task does not involve the actual delivery of an aversive outcome, the
results showed an attenuated blocking effect in individuals with fibromyalgia relative to healthy
controls (Meulders et al., 2018).
1.5.5

Autism Spectrum Disorder

While the previously mentioned clinical conditions are associated with weak cue competition,
strong cue competition has been linked to the autism spectrum disorder (ASD). Specifically, an
extreme form of overshadowing has been observed in ASD participants in which one of two cues
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trained in compounds acquires practically all of the behavioral control at the expense of the
other, equally salient element of the compound (Reed, 2011). This phenomenon might be related
to that of overselectivity in individuals with ASD (Lovaas & Schreibman, 1971; Reed, 2011) or
high on the scale (Reed, 2017) relative to healthy controls. These findings, among many others
(Reed, 2011), suggest that individuals with ASD may augment the subtle differences in salience
among environmental cues which interfere with their ability to identify which cues are the best
available predictors (Lovaas et al., 1971; Lovaas & Schreibman, 1971).

1.6 Understanding individual differences in cue interaction
Studying and modeling individual differences in cue interaction could provide a new window
into the psychological mechanisms underlying various clinical conditions (Byrom, 2013).
Haselgrove and Evans (2010) suggested that individuals might vary in the extent to which they
compute a summed prediction error, with some individuals computing a separate prediction
error. This would provide a mechanism for the attenuated cue competition observed in
participants who score high in schizotypy (Haselgrove & Evans, 2010) and anxiety (Arnaudova
et al., 2013). However, other mechanisms such as variations in salience or learning rate could
account for some findings of cue competition deficits (Byrom, 2013). Alternatively, individuals
might vary in the degree to which they form within-compound associations (Pineño, 2007; Stout
& Miller, 2007), tilting the balance of cue interactions from competition to facilitation. Thus,
much research remains to be done in order to elucidate the mechanisms responsible for
individual differences in cue interactions, and as section 1.2.5 suggested, there is no scarcity of
theoretical accounts to guide this quest.
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1.7 Chapter Summary
While a vast behavioral and neural literature supports the robustness of cue competition
phenomena such as blocking and overshadowing, the generality of those findings has been
challenged on several grounds. Several experimental factors can attenuate cue competition and
sometimes reverse competition to facilitation. Furthermore, deficits in cue competition are
evident in clinical populations with a range of psychological and psychiatric disorders. Finally,
while several theoretical models of learning may predict some of those deficits, those models do
not generally account for the individual differences in cue interaction under the same
experimental conditions.
The rest of the dissertation is dedicated to exploring and quantifying the variability in cue
interaction across individuals. Chapter 2 introduces a new experimental paradigm developed to
probe the variation in cue interaction. Chapter 3 expands on the experimental paradigm to study
how variability in cue interaction is influenced by within-compound associations. Chapter 4
investigates the neural correlates that underlie the variation in cue interaction. Finally, Chapter 5
summarizes the findings and discusses some potential limitations and future directions.
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2 Exploring variations in competitive and noncompetitive cue
interactions
The previous chapter surveyed experimental factors, clinical conditions, and neural correlates
that are relevant to cue interactions through studies that were designed to test whether cues
interacted for predictive value. However, these studies were not optimally designed to measure
the strength of cue interaction. This chapter introduces a novel paradigm specifically designed to
quantify the strength of cue interaction in order to examine individual differences.
The novel paradigm, in its original form, has been used to study cue competition effects in rats
(Kang et al., 2021) and was then adopted for human participants. The main idea of this paradigm
is based on measuring the difference in predictive value between two target cues. These target
cues are designed to change their predictive values (due to competition with non-target cues) in
opposite directions. Specifically, one target cue is designed to decrease its predictive value while
another target cue is designed to increase its predictive value, such that the difference in
responses between the two cues reveals the extent of cue interaction. Furthermore, this difference
will be measured on a continuous scale to isolate random responses from actual competitive and
noncompetitive effects.
The first experiment in this chapter used this novel approach in human participants with two
target cues in a causal judgment task. The second experiment used the same approach but with a
new treasure-bomb game. Finally, in the third experiment, the results of the first two experiments
were replicated while increasing the sensitivity of the design. All the experiments are based on
the same expectation that differences in responses to the target cues should reveal a distribution
representing the extent of cue competition and the range of individual differences.
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2.1 EXPERIMENT 1: Exploring variation in competitive and noncompetitive cue
interactions with a causal judgment task
Experiment 1 explored cue interaction with a causal judgment task where participants learned
which fertilizers cause plants to grow1. The strength of cue interaction was measured as the
difference between two target cues whose predictive values were designed to increase or
decrease because of competition. To achieve this, two fertilizers presented together (i.e., cue
AW) and were reinforced with the outcome (i.e., plant did grow) 75% of the time and
nonreinforced (i.e., plant did not grow) 25% of the time. At the same time, two other fertilizers
presented together (i.e., cue BZ) were reinforced with the outcome only 25% of the time while
nonreinforced 75% of the time. In the absence of any competition between cues, the target cue W
should have a higher predictive value than target cue Z as it had more reinforcement with the
outcome.
To introduce the competition between target cues and non-target cues, cue A was separately
reinforced with the outcome 100% of the time while cue B was separately reinforced with the
absence of the outcome 100% of the time. As a result of cue A’s stronger association with the
outcome, cue W would lose its predictive value (i.e., the relative validity effect; Wagner et al.,
1968). Specifically, and according to the summed prediction error term in Rescorla and
Wagner’s model, reinforcement of AW (on 75% of the trials) should result in a small or no
prediction error as cue A already predicts the outcome [𝑜𝑢𝑡𝑐𝑜𝑚𝑒 − Σ(𝑉! + 𝑉' ) = 1 −
(1 + 0) = 0]. When AW is not reinforced, the summed prediction error becomes a negative term
that decreases the predictive values of both A and W [𝑜𝑢𝑡𝑐𝑜𝑚𝑒 − Σ(𝑉! + 𝑉' ) = 0 − (1 + 0) =
1

The present experiment is a replication of an unpublished pilot first conducted at the University of Exeter by Dr.
Stuart Spicer and Dr. Andy Wills.
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−1]. However, the prior reinforcement of cue A should boost its association with the outcome
and, as a result, the predictive value of cue W should decrease, taking the blame for the nonreinforcement in the compound (i.e., AW). Cue Z, on the other hand, should gain more
predictive value as it is still a better predictor of the outcome than cue B. Specifically, Cue Z
gains predictive credit due to the positive summed prediction error when BZ is reinforced (on
25% of the trials). As cue B is separately presented without the outcome, the predictive value of
cue Z should increase, taking the credit for the reinforcement in the compound (i.e., BZ).
At asymptotic levels, the difference between target cues Z and W could be an index of the
strength of cue competition. If the difference is positive (Z > W), it means that learning was
competitive as cue W had a lower predictive value than cue Z due to the competition that drove
the predictive values of both cues in the opposite direction (i.e., Wàoutcome is weaker than
Zàoutcome). If the difference is negative (W > Z), it means that either competition was not
sufficiently strong or that learning was noncompetitive as cue W had more reinforcement with
the outcome than cue Z (i.e., Wàoutcome is stronger than Zàoutcome). A random responding
to both cues should place the difference to around zero. As a result, the tails of this distribution
are informative of the individual differences.
A key feature of this approach is the contrasting predictions of target cues (W and Z) that only
depend on whether competition with their companions (A or B) took place. The distribution of
the cue competition index should put strongly competitive and noncompetitive learners to the
tails in either direction as they show a large difference between the predictive values. Experiment
1 aims to test these predictions and investigate the variability across individuals in the index of
cue competition.
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2.1.1 Methods
2.1.1.1 Participants
A total of 33 participants (24 females, mean age: 24.30 years, SD: 7.28 years) were recruited
from Brooklyn College in exchange for course credits via the psychology department’s software
platform, SONA. The study was approved by the Institutional Review Board of Brooklyn
College of the City University of New York (CUNY), and participants signed informed consent
forms. Two participants were dropped due to bad ratings during the pretraining stage (i.e., not
submitting a valid raring to any trial), which reduced the valid sample to 31 participants.
2.1.1.2 Stimuli
Six shapes with different colors served as cues in a plant fertilizer paradigm: a purple star, a pink
diamond, a green square, an orange semicircle, a blue oval, and a grey triangle (Figure 1). The
six shapes were randomly assigned to six cues (A, B, C, D, W, Z). The two outcomes, “Does
Grow” and “Does Not Grow” were represented by text on a screen and a photograph of a grown
plant in the soil or soil by itself, respectively. A black background was used throughout the entire
experiment.

Figure 1: The six stimuli used in experiment 1 appear on the left side. The right side shows the progression of a trial from the
presentation of a cue to the outcome.
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2.1.1.3 Procedure
Participants were instructed that their task was to learn which fertilizers would cause plants to
grow. During the learning stage, either one cue or two shapes were presented in each trial. When
only one cue was presented, the other side of the screen was empty. When a compound cue was
presented, two images were shown on either side of the screen, with the location of the two
images being randomized across trials. On each trial, the text above the cue would read “The
plant is given the following fertilizer(s):” while the text below the cues would read “Which
outcome do you expect? Please use your keyboard to respond.” The participants would then
either press the key “M” (if the prediction is “Does Grow”) or “Z” (if the prediction is “Does Not
Grow”). After participants made their response, the feedback of that cue was shown for two
seconds, after which the next trial followed. The feedback contained the text “Does Grow” or
“Does Not Grow” along with the appropriate image (see Figure 1).
During the testing stage, cues were separately presented at the center of the screen, one cue per
trial. The text above the cue read “The plant is given the following fertilizer:”, while the text
below the cue read “How likely is it that the plant will grow? (0 = Very Unlikely; 10 = Very
Likely) Click on scale to make selection”. Participants were instructed to respond using a
numerical scale. After participants made their selection, the next test trial was presented.
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2.1.1.4 Experimental Design

Pre-training
Reps

Training

Training

Testing

3
4A à coin
4C à coin
4B à bomb
4D à bomb
3W à coin
1W à bomb
3Z à bomb
1Z à coin

8

4A à coin
4C à coin
4B à bomb
4D à bomb

10

3AW à coin
1AW à bomb

3BZ à bomb
1BZ à coin

3CW à coin
1CW à bomb

3DZ à bomb
1DZ à coin

-

A? B? C?
D? W? Z?

Testing

Table 1: Experiment 1 Design. The number before each letter shows the total number of presentations within each block. Probe
trials were presented in a separate stage after the training trials.

The training schedule is shown in Table 1. In the first stage, participants were presented with six
cues across three training blocks, with each cue presented four times in each block. Cues A and
C were always reinforced with the outcome (i.e., plant does grow), while cues B and D were
never reinforced with the outcome (i.e., plant does not grow). In addition to these four cues, cue
W was reinforced 75% of the time (three reinforced trials and one nonreinforced trial), while cue
Z was reinforced 25% of the time (one reinforced trial and three nonreinforced trials). The
training was continued across three blocks. The cues appeared in random order within each
block.
In the second stage, participants were presented with eight cues across eight training blocks, with
each cue presented four times in each block. Four of those eight cues were the same as those
presented in the first stage with the same reinforcement (A, B, C, D). Cues W and Z were not
presented alone as in the first stage. Rather, they were presented along with one of the four pretrained cues. Specifically, compound cues AW and CW were reinforced 75% of the time, while
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compound cues BZ and DZ were reinforced 25% of the time. Cues appeared in a random order
within each block. During the test stage, participants were presented with ten blocks of the test
cues. All cues (A, B, C, D, W, Z) appeared in a random order within each block. Participants
were asked to estimate the probability that a given cue would cause the plant to grow. A rating
scale appeared below the cue ranging from 0 (not likely) to 10 (very likely).
2.1.1.5 Data Analysis
The data were processed on Python and analyzed in jamovi (The Jamovi Project, 2021). Testing
data were analyzed using a repeated-measures analysis of variance (ANOVA) with the trial type
(A, B, C, D, W, Z) as the independent variable. The responses in the numerical scale were the
dependent variable. In addition, a planned comparison was conducted to compare the difference
in the predictive value between the target cues, W and Z.
To quantify the variability in cue interaction across individuals, an index of cue interaction (ICI)
was calculated as the difference between the expectancy ratings of cues Z and W (𝐼𝐶𝐼 = 𝑍 −
𝑊). Higher ICI score implied more competitive responding with Z’s predictive value greater
than W’s predictive value. The ICI values were then used to plot the ICI distribution.
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2.1.2

Results and Discussion

Figure 2: (Left) The average response per cue across blocks in stage 1(blocks 1-3) and stage 2 (blocks 4-11). (Right) Average
ratings for each probed cue in the testing stage.

The learning data for experiment 1 are shown in Figure 2 (Left), which shows that participants
successfully learned the cue-outcome contingencies. Averages of expectancy ratings per cue
during the test stage are shown in Figure 2 (Right). The differences in average ratings were
reliably different [F(5,150) = 205, p<0.001, MSE = 449.11]. The planned comparison showed
that cue W’s predictive value was significantly greater than cue Z’s predictive value [t(30) =
7.83, p<0.001]. Figure 3 shows the distribution of the ICI values [Mean = -4.15, STD = 2.96].
Given that the predictive value of cue W was higher than cue Z’s and given that the ICI
distribution was significantly different from zero with a negative tendency and a uniform spread,
the overall result supports a tendency towards noncompetitive cue interaction in this task.
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Figure 3: The distribution of the ICI values

However, these results could be alternatively interpreted to indicate that competitive cue
interactions were too slow to manifest in the ratings. Specifically, the design had two cues with
100% reinforcement (A and C) and two cues with 0% reinforcement (B and D). As a result,
target cues, W and Z, were paired with two different non-target cues, instead of one, which may
have led to a slower change in the predictive values of target cues. Another aspect of the design
that might have contributed to the slower competition between cues (if this interpretation is
indeed accurate) is the elemental reinforcement of target cues W and Z in the first stage.
Specifically, due to training both W (0.75) and Z (0.25) in the first stage, compound trials in the
second stage may not have been sufficient for the competition to change their predictive values,
which may explain the higher predictive value of cue W compared with cue Z. Finally, although
learning data showed the expected cue-outcome contingencies, many participants reported lack
of engagement and boredom while completing the task during the debriefing procedure. There
was no motivation for participants to be fully engaged throughout the task as they would have
received the same compensation (i.e., course credits) regardless their performance. The next two
experiments aim to replicate these results while also addressing these limitations.
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2.2 EXPERIMENT 2: Further evidence of noncompetitive learning in a treasurebomb behavioral paradigm with one pair of target cues
Experiment 2 was designed to replicate the results of Experiment 1 while addressing two of the
limitations mentioned above. First, the elemental training of the target cues was eliminated in the
first stage. Second, a more engaging and entertaining task was used in addition to a new
compensation bonus to keep participants engaged throughout. However, Experiment 2 now uses
an appetitive and aversive outcomes (coins and bombs) as opposed to a single outcome (plant
growth). Given that the experiment 2 onwards were ran during the COVID-19 pandemic, they
have all been ran online. The new approach of using appetitive and aversive outcomes was used
to incentivize participants to learn the meaning of cues as fast as possible in a less-controlled
environment. I will later discuss the implications of using the appetitive-aversive outcomes
instead of using only one outcome. It should be noted that experiment 2 coincided with the onset
of the COVID-19 pandemic, and so, from experiment 2 onward all subsequent behavioral
experiments were conducted online.
2.2.1 Methods
2.2.1.1 Participants
A total of 54 participants (30 female; mean age = 37.24 years, SD = 9.72 years) took part in this
experiment through the Amazon Mechanical Turk (AMT) platform (www.mturk.com).
Participants were paid a base rate of $1, plus a bonus from the task (up to $5), for their
participation. Participants gave an informed consent before they started the experiment, and the
study was approved by the Institutional Review Board of Brooklyn College of the City
University of New York (CUNY). Eight participants were excluded from analysis due to failing
to submit 25% or more of the probe trials which reduced the valid sample to 46 participants.
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2.2.1.2 Stimuli
The stimuli included a circle with four different colors (gray, purple, light blue, and green) and
two distinct sounds (white noise and tone). The cues were partially counterbalanced: the four
colors were randomly assigned to A, B, C, and D, while the two sounds were randomly assigned
to W and Z. While cue modality assignment was not counterbalanced, the cue identity
assignment (which cue gets which stimulus) was fully counterbalanced across participants.

Figure 4: (A) The 4 visual stimuli used in Experiment 2. Two other auditory stimuli were used (tone and white noise). (B) The
treasure-bomb game shows the metal detector (above character). The trial starts with the participants walking the character.
Then the cue appears (e.g., blue color). After 4 seconds, the outcome is shown (e.g., the bomb). The shaded circle shows the
impact zone to guide players. The panel also shows the prompt which is shown instead of the outcome in probe trials.

2.2.1.3 Procedure
In a browser-based game, participants navigated a character through a desert-like arena. They
were instructed to collect as much treasure (i.e., coins) as possible while avoiding the bombs that
lay unmarked underground (see Figure 4). As participants navigated the arena, they used a metal
detector that signaled the existence of either coins or a bomb by emitting sounds or changing
colors. The metal detector emitted the signals upon stepping over a mine. After a 4-second delay,
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participants received either outcome (with appropriate sound effects). The types of signals
generated by the metal detector depended on the experimental design shown in the design table
(Table 2; see below). Whenever the metal detector emitted a signal, a circular field would appear
around the mine indicating the range of action of the impending outcome. Both outcomes had a
common scale such that coins added points while bombs subtracted points. If the outcome was
coins, they would get 30 points if the character remained directly above the mine at the end of
the 4-second delay. However, gained points will gradually decrease as they move away from the
center. If they move beyond the shaded circle, no points will be gained. If the outcome was a
bomb, participants would lose 30 points if the character remained directly above the mine at the
end of the 4-second delay. As the character moved away from the mine, participants would lose
progressively fewer points and lose no points if they moved beyond the shaded circle at the end
of the 4-second delay. The intertrial interval (ITI) was sampled from a uniform distribution that
ranged from 3 to 7 seconds. Notably, the ITI counter was only active when the character was
walking. If the character stopped between trials, the counter was paused. As a result, the
effective ITI, or the time between last outcome and next signal, was slightly longer (averaging 11
seconds). Participants were instructed to collect as many points as they could by (1) staying over
the mines when they predicted coins and (2) running away from the mines when they predicted a
bomb. Upon outcome presentation, the distance of the character from the mine was recorded.
On probe trials, only the metal detector signals (i.e., color and/or sound) were displayed and, at
the time of the outcome, a window with the following prompt was displayed “Please estimate the
odds of the outcome” (Figure 4B, lower panel). Below the prompt, a continuous visual rating
scale was provided with the following options on top of each quarter: (1) very likely a bomb, (2)
likely a bomb, (3) not sure, (4) likely coins and (5) very likely coins. Participants submitted their
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answers by moving a slider over the scale to the appropriate label and then clicking “continue” to
resume walking the character. The scale recorded a proportion between 0 and 1, where “very
likely bomb” maps to 0 and “very likely coins” maps to 1. Furthermore, the distance of the
character at the time of probe was recorded.
2.2.1.4 Experimental Design

Reps

Pre-training
1
8Aàcoin
8Càcoin

Training + Probes

8Bàbomb
8Dàbomb
A? B? C? D?

4Bàbomb
4Dàbomb

4Aàcoin
4Càcoin

4
3AWàcoin
3BZàbomb
1AWàbomb 1BZàcoin

Training

Probes

3CWàcoin
3DZàbomb
1CWàbomb 1DZàcoin
AW? CW? BZ? DZ? W? Z?

Table 2: The design of experiment 2. Probe trials were intermixed with training. The number before each letter shows the total
number of presentations within each block. Probe trials were presented in a separate stage after the training trials.

The experimental design was similar to the one in experiment 1 with two main changes: the pretraining of target cues (W and Z) was eliminated in stage 1 and the probe trials were interleaved
with training trials in the second stage. Specifically, learning procedure consisted of an elemental
training stage and a compound training stage. In the elemental training stage, participants were
presented with two cues (A and C), which were consistently paired with coins and two other cues
(B and D), which were consistently paired with bombs. Each cue was presented eight times. In
the second stage, participants were presented with four blocks of training. Cues appeared in a
random order within each block. In each block, there were eight cues: four of those were
continued from the first stage (A, C, B, D) along with four new compounds. Two new
compounds (AW, CW) were reinforced with coins 75% of the time and reinforced with the bomb
25% of the time (i.e., presented 4 times, with 3 out of the 4 presentations followed by coins). The
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other two compounds (BZ, DZ) were reinforced with coins 25% of the time and reinforced with
the bomb 75% of the time. Each cue was probed in the last 3 blocks of training with probes
interposed with reinforcement trials.
As with experiment 1, if cues competed for predictive value, cue W would lose its predictive
value for coins because cue A was a stronger predictor of coins due to the prior reinforcement.
Importantly, and unlike experiment 1, cue W was not reinforced in the first stage. As a result,
and according to accounts of cue competition, cue W’s predictive value for coins at the end of
first block of training should be lower than that of cue Z (i.e., Wàcoins is weaker than
Zàcoins). However, if cues did not compete for predictive value, then cue W would have a
higher predictive value for coins than cue Z (i.e., Wàcoins is stronger than Zàcoins). Similarly
for the bombs, cue W’s predictive value of the bomb should be higher than that of cue Z if cues
competed for predictive value and lower if they did not compete for predictive value.
2.2.1.5 Data Analysis
The data were processed on Python and analyzed in jamovi (The Jamovi Project, 2021). Two
dependent variables were used for each probed cue (in this and all subsequent experiments): the
expectancy ratings and the distance of the character from the mine at the time of the outcome
(see Figure 4). To assess the differences between the probed cues (including target cues W and
Z), we used a repeated-measures ANOVA with the expectancy ratings or the distance as the
dependent variable and probed cues with 6 levels (AW, BZ, CW, DZ, W, Z) as the independent
variable. The difference in predictive value between the target cues W and Z was assessed with a
planned comparison. Furthermore, we examined the relationship between behavioral responses
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to the two target cues, W and Z, by analyzing the correlation of both behavioral measures
between the target cues.
The variation in cue interaction across participants was quantified with an index of cue
interaction (ICI) . For each behavioral measure, the ICI was calculated as the difference between
Z’s and W’s predictive values (𝐼𝐶𝐼 = 𝑍 − 𝑊). As a lower distance indicated an anticipation of
coins, we flipped the distance ICI values (by multiplying it with -1) to align the directionality of
both values of the ICI. For both dependent variables, a higher ICI value indicated a more
competitive profile. The distribution of both sets of ICI values were separately examined in
terms of normality, and a correlation between the ICI values was computed to examine the
consistency of individual differences across both measures.
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2.2.2

Results and Discussion

Figure 5: (Left) The average distance per cue across blocks during learning. Lower distance indicates anticipation of the coin
outcome. Horizontal lines indicate boundaries of the shaded regions (Upper right) The average distance per probed cue. (Lower
right) The average ratings per probed cue.

Experiment 2 training data are shown in Figure 5, which shows that participants successfully
learned the cue-outcome contingencies. Averages for ratings and distance during the probe trials
are also depicted in Figure 5 (right panels). There was a significant difference between the cues
in the average rating [F(5,225) = 48.9, p<0.001, MSE = 2.07] and distance [F(5,225) = 60.5,
p<0.001, MSE = 3.26]. Cue W’s predictive value was significantly more associated with coins
than Z’s predictive value in ratings [t(45) = 2.87, p=0.006] but the difference was not significant
for the distance data [p>0.1]. As the two target cues were, by design, paired with non-target cues
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with opposite outcomes, we sought to examine if this opposite relationship was also reflected in
behavior. Correlation analysis showed a significant positive association between the W’s and Z’s
average ratings [t(45) = 0.42, p=0.003] and distance [r(45) = 0.71, p<0.001] within each
participant.
The ICI distributions for both measures indicated a tendency toward noncompetitive cue
interaction as shown by the negative ICI values [ICI Ratings Mean = -0.113, ICI Ratings STD =
0.266; ICI Distance Mean = -49, ICI Distance STD = 205]. Furthermore, the distribution of ICI
values showed that the ratings ICI distribution was significantly shifted toward the
noncompetitive end [t(45) = -2.87 , p=0.006], but the difference was not significant from zero
with the distance ICI distribution. To examine the consistency of the two ICI measures, we found
a significant positive correlation between the ratings and the distance ICI values [r(45) = 0.7,
p<0.001].
As in Experiment 1, and across two independent behavioral measures, the overall evidence does
not support a competitive cue interaction account. On the contrary, descriptive statistics from the
individual profiles in both behavioral measures indicate that 46% of participants (N=21) showed
a noncompetitive profile in both ratings and distances (i.e., W>=Z; strict cutoff) compared with
26% of participants (N=12) who showed a competitive profile in both measures (i.e., W<Z). The
remaining participants showed mixed profiles (competitive in ratings but not in distance or vice
versa) which could either mean that a dissociation between the two measures or pre-asymptotic
noisy performance. These percentages confirm the variability in cue competition trends across
individuals. Figure 6 depicts the distribution of ICI values in both measures in addition to the
relationship between the two ICI values with one another.
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Figure 6: Ratings and distance ICIs distribution and the relationship between the two ICI distributions.

Given that the pairwise comparisons across two behavioral measures failed to show any
competitive effects and given the negative tendencies in the ICI distributions, the overall result
supported the conclusion that human participants were, on average, not as competitive as
influential learning models predict.
While this experiment replicated results of the first experiment, it still had an important
limitation related to using two non-target cues to compete with each target cue (i.e., both A and
C compete with W, and both B and D compete with Z). It can be argued that competition was
slower as the competition that would drive target cues to change their predictive values was
spread across two non-target cues. This limitation will be addressed in experiment 3.
The overall result from both experiments 1 and 2 failed to show any overall competitive effects.
An important caveat in this paradigm is using a mixed paradigm with appetitive and aversive
elements (coins and bombs). Such appetitive/aversive training could potentially be the reason
behind biasing participants into the noncompetitive profile. However, our overall goal is to
measure individual differences in learning. Another factor that may have also contributed to the
noncompetitive profile at the group level is using an insufficient number of trials, especially as
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W and Z are paired with two non-target cues (AW and CW vs. BZ and DZ). This preparation
halves the number of possible trials where cues W and Z undergoe competitive interactions.
The design of both studies offered very little information about the underlying mechanism that
drives the noncompetitive profile. There are two possible noncompetitive mechanisms: the
contiguity between cues and outcomes and the facilitation effect. The first noncompetitive
mechanism is based on the reinforcement probability where responding is based on the
contiguity between cues and outcomes such that cues that are reinforced with the same
probability would end up with the same predictive values. The second noncompetitive
mechanism is facilitative responding that occurs when the predictive value of a target cue is
increased by the presence of a non-target cue. In our design, cue W’s predictive value in the
noncompetitive cue interaction (i.e., W>Z) being higher than Z’s predictive value could have
been due to one of two mechanisms. Specifically, the first possibility is that cue W would elicit
more responding than cue Z because cue W has a greater reinforcement probability with coins.
The second possibility is that due to the repeated presentations of W and A together (in AW
trials), cue W may activate cue A, which itself may activate the outcome representation resulting
in anticipation of coins following cue W and likewise the bomb following cue Z (i.e., W-A-coins
and Z-B-bomb). The designs in experiments 1 and 2 do not make any distinction between these
two accounts (a contiguity-based and a facilitative mechanism), which makes them less optimal
for examining individual differences. In the next experiment, we expand the design to allow for
such a distinction.
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2.3 EXPERIMENT 3: Further evidence for the noncompetitive profile in the
treasure-bomb task with two pairs of target cues
In experiment 3, we aimed to replicate the findings in experiments 1 and 2, but with an expanded
design that could reveal the more nuanced patterns of cue interaction and differentiate between a
contiguity-based response (i.e., following the probability of outcome) and a facilitative response
(i.e., target cue activates another cue which is strongly associated with an outcome). Specifically,
we aim to isolate the facilitation profile from the contiguity-based profile. The main interest here
is to identify those who show true facilitative responding. Here, the new design had two pairs of
target cues. The first pair was the same as the pair in experiments 1 and 2, AW and BZ, where
cue AW was reinforced with coins 75% of the time and cue BZ was reinforced with coins 25%
of the time. The second pair was made of new compounds AX and BY, both of which were
reinforced with coins 50% of the time. Although both novel cues, X and Y, were reinforced 50%
of the time with coins and 50% of the time with bombs, they were paired with cues that had
opposite outcomes as cue A was always reinforced with coins while cue B was always reinforced
with the bomb.
If learning was competitive, cue Z’s predictive value for coins would be greater than cue W’s
predictive value (Z>W) and cue Y’s predictive value for coins would be greater than cue X’s
predictive value (Y>X). However, if learning was noncompetitive, cue W’s predictive value for
coins would be greater than cue Z’s predictive value (i.e., W > Z). As with experiments 1 and 2,
comparisons of cue W and cue Z do not allow for any specific predictions regarding the
mechanism driving the noncompetitive learning. However, comparisons between cues X and Y
would allow this distinction. Specifically, if noncompetitive learning was driven by the
contiguity between cues and outcomes, then cues X and Y should have an equal predictive value
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of coins (i.e., X = Y). However, if noncompetitive learning was driven by facilitative responding,
then cue X should have a higher predictive value than cue Y (i.e., X>Y) as it was associated with
a better predictor for coins, cue A. With this new design, we sought to examine the individual
variation in cue interaction across the ICI measures of both W/Z and X/Y pairs.
2.3.1

Methods

2.3.1.1 Participants
A total of 42 participants (14 female; mean age = 38.30 years, SD = 11.40 years) took part in
Experiment 2 through the Amazon Mechanical Turk (AMT) platform. Participants gave
informed consent before they started the experiment, and the study was approved by the
Institutional Review Board of Brooklyn College of the City University of New York (CUNY).
Participants were paid a base rate of $1, plus a bonus from task (up to $5), for their participation.
Five participants were dropped from the analysis due to bad ratings in more than 25% of probe
trials, which reduced the valid sample to 37 participants.
2.3.1.2 Stimuli
As in experiment 2, the stimuli included a circle with four different colors (gray, purple, light
blue and green) and two distinct sounds (white noise and tone). However, the four colors were
randomly assigned to the target cues W, Z, X and Y while the two sounds were randomly
assigned to cues A and B. While cue modality assignment was not counterbalanced, the cue
identity assignment (which cue gets which stimulus) was fully counterbalanced across
participants.
2.3.1.3 Procedure
Same as the treasure-bomb game used in experiment 2.
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2.3.1.4 Experimental Design

Reps

Pre-training
1

Training + Probes

8Aàcoin

4Aàcoin

8Bàbomb

4Bàbomb

5
3AWàcoin
1AWàbomb

2AXàcoin
2AXàbomb

Training

Probes

A? B?

3BZàbomb
2BYàcoin
1BZàcoin
2BYàbomb
W? X? Y? Z?

Table 3: The design of experiment 3. The number before each letter shows the total number of presentations within each block.
Probe trials were presented in a separate stage after the training trials.

Experiment 3 extended the design in experiment 2 by including two compounds with 50%
reinforcement with coins (see Table 3). During stage 1, participants were presented with two
cues (i.e., A and B). One of these cues was consistently followed by coins, whereas the other was
followed by a bomb (i.e., Aàcoins, Bàbomb). Each cue was presented eight times. In stage 2,
participants were presented with five blocks of training. There were six cues used within each
block, two of which were common with the first stage (each presented 4 times), compound cue
AW was reinforced with coins 75% of the time (i.e., 4 presentations, with 3 presentations
reinforced with coins), while compound cue BZ was reinforced with coins 25% of the time (i.e.,
4 presentations, with 1 presentation reinforced with coins). Additionally, two more compounds,
AX and BY, were reinforced with coins 50% of the time (i.e., 4 presentations each, with 2
presentations reinforced with coins). In total, each cue was presented 20 times across all blocks.
The novel cues W, X, Y and Z were the target cues.
2.3.1.5 Data Analysis
The data analysis procedure followed that of experiment 2. Briefly, the character’s distance from
the mine at the time of the outcome and the expectancy ratings of each probed cue were used as
dependent variables. To assess the differences between the probed cues, a repeated-measures
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ANOVA was conducted with the ratings or distance as the dependent variable and probed cues
with 4 levels (W, X, Y, Z) as the independent variable. Post-hoc comparisons (Tukey’s HSD)
were used to assess the differences between each pair of target cues. To examine
interrelationships between cues, we also ran a correlation analysis between the target cues in
both behavioral measures to further investigate the consistency of individual differences in
behavioral measures.
The variation in cue interaction across participants was quantified with an index of cue
interaction (ICI) for each pair. The first ICI was calculated as the difference between the
predictive values of cues Z and W (𝐼𝐶𝐼 = 𝑍 − 𝑊) and the second was calculated as the
difference between the predictive values of cues Y and X (𝐼𝐶𝐼 = 𝑌 − 𝑋). As a lower distance
indicated anticipation of coins, we flipped the distance ICI values (by multiplying it by -1). For
both ICI values, a higher value indicated more cue competition. The ICI distribution was plotted
and described in terms of normality. To assess the extent to which both ICI measures signal
individual differences in cue interaction, we also analyzed their correlation across participants.

59

2.3.2

Results and Discussion

Figure 7: (Left) The average distance per cue across blocks. Lower distance reflects anticipation of coins. Horizontal lines
indicate boundaries of the shaded regions. (Upper right) The average distance per cue during the probe cues. (Lower right) The
average rating per cue during the probe cues.

Figure 7 shows that participants successfully learned cue-outcome contingencies. A repeatedmeasures ANOVA for the probed cues showed a significant main effect of cue in both ratings
[F(3,108) = 10.9, p<0.001, MSE = 0.39] and distance [F(3,108) = 4. 35, p=0.006, MSE =
85541]. Consistent with the results of the experiments 1 and 2, post-hoc comparisons showed
that cue W’s predictive value was significantly more associated with coins than cue Z’s
predictive value in ratings [t(36) = 4.86, p<0.001]. The same effect was shown in distance data
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(note that lower distance reflects anticipation of coins) [t(36) = -2.73, p=0.046]. Furthermore,
cue X’s predictive value was not significantly different from cue Y’s predictive value in both
ratings and distance (p>0.1). While this indifference could potentially reflect a contiguity profile
(i.e., tracking the probabilities as both predict the coin with 50% probability), it could also reflect
other confounding factors related to the lack of learning about these cues. Other post-hoc
comparisons also showed that cue W’s predictive value was significantly more predictive of
coins than cue Y’s value in ratings [t(36) = 2.73, p = 0.045] but not in distance data.
Furthermore, cue Z’s predictive value of coins was significantly less than that of both cue X’s
[t(36) = -3.54, p < 0.001] and cue Y’s [t(36) = -3.41, p=0.009] predictive values, but only in
ratings.
As the two pairs of target cues were subject to cues that predict opposite outcomes (i.e., cue A
predicts coins and cue B predicts the bomb), we sought to assess if the relationship between the
predictive values for cues W vs. Z and cues X vs. Y were inversely correlated. The correlation
analysis showed a significant positive correlation in distance data between all pairs of target cues
(W vs Z, W vs X, W vs. Y, X vs. Y, X vs. Z, Y vs. Z; all r-values>0.6 and all p-values <0.001).
Such a result likely reflects a global effect of the distance. To remove this global effect, we reran the correlation analysis while controlling for the average distance of all cues. The partial
correlation analysis showed a negative correlation between cues W and Z [r=-0.71, p<0.001],
and between cues X and Y [r=-0.4, p=0.017], as well as the cues W and Y pair [r=-0.62,
p<0.001]. Furthermore, we found a positive correlation between cues Z and Y [r=0.34, p=0.04].
All the other correlations were not statistically significant. For the ratings, the correlation
analysis showed a significant positive relationship between the ratings of cue X and Y [r(36) =
0.35, p=0.03] and between cues Z and Y [r(36) = 0.62, p<0.001]. The partial correlation analysis
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(which controlled for the effect of the average ratings) showed a negative correlation between
cues W and Z [r(36)=-0.59, p<0.001], and between cues X and Y [r(36)=-0.35, p=0.03], as well
as other pairs (cues W and Y [r(36)=-0.5, p=0.002] and a trend-level correlation between cues X
and Z [r(36)=-0.3, p=0.06]). All the other correlations were not significant.
The ICI distributions of both ratings and the distance of the W/Z pair showed a significant shift
toward the noncompetitive cue interactions (i.e., negative values) for ratings [t(36) = -4.86 ,
p<0.001] and distance [t(36)=-2.73, p=0.01]. For the X/Y pair, the ICI distribution were both
numerically shifted toward the facilitative end (i.e., negative values), but neither was significant.
Although this lack of evidence could reflect a contiguity profile, it may also reflect the
confounding factors such as the lack of learning about X and Y. Correlation analysis showed a
significant positive correlation between ratings and distance ICIs of the W/Z pair [r(36) = 0.66,
p<0.001] and of the X/Y pair [r(36) = 0.56, p<0.001]. We also found a trend-level positive
correlation across pairs in the distance ICI [r(36) = .32, p=0.06] but the correlation was not
significant in the ratings data. Figure 8 depicts the distribution of ICI values in both measures in
addition to the relationship between the two ICI values with one another.
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Figure 8: Ratings and distance ICIs distribution for both W/Z and X/Y pairs

As in experiments 1 and 2, the overall evidence from these tests across the two behavioral
measures did not support a competitive account of cue interaction. However, the individual
profiles in both behavioral measures for the W/Z pair indicated that 43% of participants (N=16)
showed a noncompetitive profile in both behavioral measures (i.e., W>Z) compared with 11% of
participants (N=4) showing a competitive profile (i.e., W<Z) in both behavioral measures. For
the X/Y pair, 38% of participants (N=14) showed a facilitative profile in both behavioral
measures (i.e., X>Y) compared with 27% of participants (N=10) showing a competitive profile
in both measures (i.e., X<Y). Those percentages indicate the underlying variability in cue
competition trends and that the X/Y pair is likely a better detector of the individual differences
than the W/Z pair.
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However, neither the X/Y pair nor the W/Z pair showed any reliable competitive effects across
all participants. On the contrary, the W/Z pair showed a reliable facilitative tendency in both
ratings and distance data across several comparisons and tests, a result that further replicated the
findings of experiments 1 and 2. Most notably, the X/Y pair was best at capturing the range of
variability in cue interaction across individuals as the ICI distributions exhibited more centrality
trends than those of W/Z pair (Figure 8).

2.4 General Discussion
In three experiments, we used the difference between the responses to pairs of target cues as a
proxy for the strength of cue interaction: one target cue was designed to decrease its predictive
value to a certain outcome (i.e., plant growth or coins) as a result of competition while the other
target cue was designed to increase its predictive value to the outcome (i.e., no plant growth or
bomb) as a result of competition. The difference between the two cues, then, revealed the
strength of cue interaction and (in the case of experiment 3) the likely mechanism that drove the
facilitative cue interaction. By creating a competition between target and non-target cues, this
approach maximized the chances of detecting individual differences in cue interaction, which
could be a valuable tool to study the effect of different variables or mechanisms.
In experiment 1, four cues were pretrained to be paired with reinforcement or nonreinforcement
at different probabilities (i.e., first stage: A-1, B-0, W-0.75 and Z-0.25). Later, cue W was paired
with cue A while cue Z was paired with B. The compounds were continued to be reinforced with
the same probabilities as in the pretraining stage (i.e., second stage: A-1, B-0, AW-0.75 and BZ0.25). If the predictive value was assigned based on the contiguity between cues and outcomes,
then the predictive value of cue W will be higher than that of cue Z (W>Z). However, if the
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predictive value was assigned competitively, then cue W’s predictive value will be less than that
of cue Z (W<Z). The ICI index was defined as the difference between cue Z’s and cue W’s
predictive values to reflect the extent to which learning was competitive or noncompetitive.
Responding during the test of experiment 1 using an expectancy ratings measure showed that cue
W had a higher predictive value of plant growth compared to cue Z. The ICI distribution of the
expectancy ratings did not show a clear central tendency. Instead, it showed a uniform-like
spread across the full range of negative values.
Experiment 2 used the same design except that the target cues, W and Z, were not pretrained in
the first stage (i.e., first stage: A-1, B-0; second stage: A-1, B-0, AW-0.75 and BZ-0.25).
Furthermore, it a used novel treasure-bomb game with a diverse online sample, where
participants were paid a bonus based on the in-game performance. Responding to the probe trials
across two independent measures of learning (the distance and the expectancy ratings) showed
that cue W had stronger association with coins compared to cue Z. Unlike the ICI distribution of
expectancy ratings in experiment 1, the ICIs of both behavioral measures showed a more central
tendency with a significant shift toward the noncompetitive end and a positive skew which
indicated more scores at the negative side of the distribution (i.e., more noncompetitive
participants).
In experiment 3, the design used in the experiments 1 and 2 was expanded to include two pairs of
target cues instead of a single pair. However, each pair was trained with a different set of
probabilities. The first pair was the same as the previous studies (i.e., AW-0.75 and BZ-0.25) but
the second pair was, instead, reinforced 50% of the time (i.e., AX-0.50 and BY-0.50). If learning
was based on the facilitative cue interactions, then W’s predictive value will be the highest,
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followed by X’s predictive value, followed by Y’s predictive value, and then followed by Z’s
predictive value (W>Z & X>Y). A contiguity-based mechanism would show a similar profile but
with X’s predictive value being equivalent to Y’s predictive value. On the other hand, if learning
was based on a competitive mechanism, then cue Z’s predictive value would be greater than cue
W’s, and cue Y’s predictive value will be greater than cue X’s (Z>W & Y>X). Results showed
that cue W’s association with coins was greater than that of cue Z (replicating the results from
experiments 1 and 2) and no significant differences were found between responding to cues X
and Y in either behavioral measure. The ICIs for the W/Z pair show a significant shift towards
the noncompetitive end, while the ICI for the X/Y pair did not show the same shift. Furthermore,
we found the trend-level positive relationship between the ICI of both pairs in the distance
measure which indicate the consistency in the individual variations across the two pairs. In other
words, a competitive profile in one pair will likely be a competitive profile in the other separate
pair of target cues.
While it may seem that the average behavior across the three experiments is consistent with a
noncompetitive contiguity-based mechanism, such interpretation will be difficult to be
reconciled with individual differences data in experiment 3. Specifically, 27% of participants
showed a competitive profile in both measures with the X/Y pair (i.e., Y>X) while 38% of
participants showed noncompetitive profiles in both measures (i.e., X>Y) despite both being
reinforced 50% of the time with coins. Although more accurate simulations of popular
competitive accounts may yield some forms of facilitative responding due to random variability,
the magnitude of facilitative responding due to random variability is very unlikely to be as large
and reliable as the effects we observed. Such patterns cannot be accounted for by popular
accounts of cue competition such as the Rescorla and Wagner’s model. Although several ways
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have been proposed since then to account for the variation in prediction error processing
(Haselgrove & Evans, 2010; Le Pelley, 2004), none of these proposals have been able to account
for the facilitation effects we have observed when the presence of other cues augments the
predictive value of novel cues. However, there are two theoretical accounts we want to highlight,
both of which rely on processing within-compound associations that can explain both the
competition and facilitation effects (see section 1.2.5 in chapter 1): The Pineño model (Pineño,
2007) and the Sometimes-Competing-Retrieval (SOCR) model (Stout & Miller, 2007).
Pineño’s model assumes that acquisition is based on Rescorla and Wagner’s model and, hence,
cue interaction is competitive. However, the model incorporates a response-specific mechanism
that relies on within-compound associations between the cues, which allows for facilitative
responding. Within-compound associations refer to the cue-cue associations that develop
between cues that are presented together. Specifically, the model states that the response elicited
by a cue X does not only depend on the associative strength of cue X but also on withincompound associations with other cues concurrently present with cue X. Formally, the response,
R, for a given cue, X, is given by:
𝑅( = 𝑉&#)* + 𝑁& Σ𝑉&#+ 𝑉+#)*
Where 𝑉&#)* is the strength of the cue-outcome association, 𝑉&#+ is the strength of withincompound association between cue X and each of its companions, and 𝑉+#)* is the associative
strength of cue X’s companion with the outcome. Importantly, the activation of withincompound associations depends on the magnitude of the parameter 𝑁& which denotes the
perceived novelty of cue X. When cue X is presented for the first time, 𝑁& = 1 which means a
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maximum reliance on within-compound associations. The value of 𝑁& decreases over trials until
the effect of within-compound associations is diminished.
To show how Pineño’s model works, we consider a reinforced presentation of the compound
AW. When AW is presented, an associative link is formed (and strengthened) between cue A
and the outcome, cue W and the outcome, and between cues A and W. When cue W is later
probed, cue A’s representation is activated due to the W-A associative link, which in turn
activates the representations of the outcome strongly associated with cue A (i.e., W-A-coin). In
other words, cue A augments cue W’s response to whatever outcome strongly associated with A.
However, the strength of this W-A-coins associative link is a function of the novelty parameter.
As the novelty decreases over trials, the influence of within-compound associations (and the
facilitative responding) gradually decreases until they are vanished, after which responding is
only governed by the competitive cue interaction (i.e., Rescorla and Wagner’s model).
Pineño’s response rule can explain both ends of the individual difference in cue interaction (i.e.,
the two extremes of ICI values) as variations in the perceived novelty of the probed cues, which
modulate the strength of within-compound associations. The facilitative subgroup maps to a
higher perceived novelty which means a higher influence of within-compound associations.
Specifically for the X/Y pair, when the target cue X is perceived to be novel, it will activate cue
A through the X-A associative link, which will activate the coin outcome, resulting in
anticipation of coins following cue X. Furthermore, when the target cue X is no longer perceived
as novel, then the influence of within-compound associations will be minimized and responding
will largely be governed by a competitive predictive value assigned to X (which would be very
low).
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While Pineño’s model accounts for the individual differences in ICI values, it provides an
entirely different explanation for the average behavior across all experiments. According to the
model, with other things being equal, participants associated cue W with coins more than cue Z
in all experiments not because of its stronger contiguity with the outcome but likely because of
the strong within-compound association that resulted in anticipating coins. Similarly, in
experiment 3, and according to the model, participants gave similar average responses to both X
and Y not because of their similar contiguities with the outcome but rather because of the
moderate role of within-compound associations. Those interpretations are depicted in Figure 9
(Left) which shows the expected responses as a function of different strengths of withincompound associations (by changing the novelty parameter).

Figure 9: (Left) Predictions from Pineño’s model. The figure shows different strengths of within-compound associations (i.e.,
novelty parameter). The predictions at WCA weight of zero (blue line) correspond to the Rescorla and Wagner’s model. (Right)
Predictions from the SOCR model with different values of the switching operator. Switching operator determine how the weight
of the WCA will be integrated with the cue-outcome contiguity. The competitive profile (X<Y) is marked by a positive value (blue
line).

The other account that explains both competition and facilitation between cues is the SometimesCompeting Retrieval (SOCR) model (Stout & Miller, 2007). This model appends the comparator
hypothesis (Miller & Matzel, 1988) with a mechanism that can flexibly switch between
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facilitation and competition. According to the comparator hypothesis, the acquisition is governed
by the contiguity between cue and outcomes (i.e., separate error term). When a cue is tested, a
comparison occurs between the direct cue-outcome associations and the indirect associations
between the cue and outcome through other cues paired with the test cue (i.e., within-compound
associations). Competitive effects result from the increased activations of those indirect cueoutcome associations. Nonetheless and just like the case with the Rescorla and Wagner’s model,
the comparator hypothesis model would still face the same challenges regarding the individual
differences data that shows both competitive and facilitative responding. SOCR appends the
comparator hypothesis with a “switching operator” that controls the contribution of the indirect
associations to either be competitive or facilitative (which is in many ways similar to the novelty
parameter in Pineño’s model). This way, the SOCR model can account for both competitive and
facilitative responding by simply setting the switching operator to the appropriate value.
Specifically, the switching operator is set to a value that either adds the contribution of the
indirect associations to the cue-outcome contiguity (i.e., facilitative responding) or to a value that
subtracts the contribution of the indirect associations to the cue-outcome contiguity (i.e.,
competitive responding). Like Pineño’s model, the switching operator starts from a value that
promotes facilitative responding and then transitions from facilitation to competition as learning
progresses. As such, individual differences in the ICI values can similarly arise from the
variations in the value of this switching operator. The original formulation of the SOCR model
suggested that the switching operator can be interpreted psychologically as a novelty parameter
(similar to Pineño’s model).
Even though both Pineño’s and SOCR models can account for individual differences in cue
interaction by appealing to variations in the parameter that controls the transition from
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facilitative responding to competitive responding, there is a crucial difference between the two
accounts. While within-compound associations are the key mechanism for facilitative responding
in both models, only the SOCR model uses within-compound associations for competitive
responding as well. Pineño’s model does not rely on within-compound associations to account
for competitive effects but rather relies on the same mechanism as Rescorla and Wagner’s model
(i.e., summed prediction error). This difference in explaining the mechanism that drives
competitive responding provides an opportunity to disentangle the role of within-compound
associations with respect to both accounts, which will be covered in the next chapter.
A main feature of our paradigm that may require further validation is the fact that it
simultaneously contrasts two motivationally opposed outcomes instead of relying on a single
outcome. Such design choice may challenge the validity of the overall noncompetitive trends on
the group level (with respect to the W/Z pair) and further validation with single outcomes (i.e.,
either coins only or bombs only) is much needed. Furthermore, these noncompetitive trends
could also be a result of insufficient training, an interpretation which is consistent with
theoretical models (i.e., Pineño’s model and the SOCR model). However, the design is still an
ideal tool to study individual differences in cue interactions given the central tendency in our
measures of individual different and their correlations with one another.
To summarize, the interaction between cues could result from one of two mechanisms: a
competitive and a noncompetitive mechanism. The competitive mechanism assigns predictive
values based on the competition between present cues. The most famous model that represent the
competitive interactions between cues is the Rescorla and Wagner’s model (Rescorla & Wagner,
1972). The noncompetitive mechanism, on the other hand, holds a different view of the role of
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other cues. The first noncompetitive mechanism assigns predictive values based on the
contiguity between cues and outcomes without any regard to other cues in the same compound
(Bush & Mosteller, 1951). The other noncompetitive mechanism assigns predictive value based
on facilitative responding where the target cue borrows predictive value from other cues in the
compound (Pineño, 2007; Stout & Miller, 2007). Our findings across three experiments
challenge competitive learning accounts and point to their limited nature in explaining the
individual differences in cue interaction. To this end, we proposed and validated a novel design
that quantifies the strength of cue interaction across individuals. As our design provides an
opportunity to study the influence of different factors on cue interaction across individuals, I will
use the design in the next chapter to directly investigate the contribution of within-compound
associations to cue interaction.
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3 Examining cue interactions through within-compound
association and the relation with anxiety, depression, and stress
The previous chapter established that the same training conditions could give rise to individual
differences in the style of cue interaction. While some individuals showed competitive
responding, others showed facilitative responding instead. According to the two theoretical
models that account for both styles of cue interactions (Pineño, 2007; Stout & Miller, 2007),
within-compound associations could be one of the mechanisms that give rise to this variation.
This chapter directly investigates the contribution of within-compound associations to the
individual differences in cue interaction.

3.1 EXPERIMENT 4: The effect of within-compound associations, and the
relationship between cue interaction and anxiety, depression, and stress
When a compound cue is reinforced with an outcome (e.g., AX+), within-compound association
(WCA) proposals assume that a bond between the two elements (e.g., A-X) is formed and
strengthened in addition to the associative links between the separate elements and the outcome
(i.e., A-outcome, X-outcome). In humans, within-compound associations have been used to
explain effects which involve learning from absent cues known as retrospective reevaluation
(Dickinson & Burke, 1996; Melchers et al., 2004; Wasserman & Berglan, 1998). For instance, in
Mechler et al (2004)’s study, participants were presented with a backward blocking design in a
causal judgement task. In this design, a compound is first reinforced with the outcome (i.e.,
AX+) and, in a later stage, only one element of the compound is reinforced (i.e., A+). The
question is whether the other element that has not been presented in the second stage (i.e., X)
would undergo any changes in its predictive value because of reinforcing its companion. Results
show that the predictive value of the target cue, X, decreases after reinforcing the non-target cue.
Similarly, if the other target cue was instead nonreinforced in the second stage (i.e., A-), the
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predictive value of the target cue would increase. In both cases, a change in predictive value of
the target cue has been influenced not by explicit training of that cue but instead by training its
companion cue. While these effects are harder to explain with models that require a cue to be
present for its predictive value to be updated (such as Rescorla and Wagner’s model), such
effects are readily explained by the presence of within-compound associations between the two
cues (Van Hamme & Wasserman, 1994).
Clinically, within-compound association is a potential mechanism underlying attenuated cue
competition, which results in the development of a host of maladaptive responses such as fear
toward harmless environmental cues that were paired with fear-predictive cues. Empirical
evidence shows a positive association between measures of trait anxiety and the predictive value
assigned to a blocked cue (Boddez et al., 2012). Such attenuation in cue competition among
anxious individuals has been proposed to explain the nonspecific formation of fear to a wide host
of incidental cues each of which may trigger the motivational defensive state (Arnaudova et al.,
2013). As we have explored in section 1.5, the clinical implications for facilitative responding
extend beyond anxiety to substance abuse, schizophrenia, and other conditions.
Despite the importance of within-compound associations, there is a disagreement on their role in
cue interaction as discussed in the Chapter 2. For instance, Pineño’s model (Pineño, 2007)
assume that effects of competitive cue interaction result from the summed prediction error term,
while the effects of facilitated cue interactions result from within-compound associations. On the
other hand, the Sometimes-Competing Retrieval (SOCR) model (Stout & Miller, 2007) assumes
that both competitive and facilitative cue interaction results from the presence of withincompound associations. The only difference is the way in which they are integrated with the cue-
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outcome contiguity. While both approaches explain facilitation effects with the presence of
within-compound associations, they make different explanations for the competitive cue
interactions.
Experiment 4 aims to expose the role of within-compound associations in cue interaction with a
design that would validate one account over another. The approach is based on a modified design
used in experiment 3. In this new design, the two target cues, X and Y, are reinforced with the
outcome 50% of the time while also accompanied by A and B, respectively (i.e., AX-0.5 and
BY-0.5). If learning is not competitive, both X and Y should get the same predictive value. To
introduce the competition between target cues and non-target cues, cue A was separately
reinforced with coins 100% of the time while cue B was separately reinforced with the bomb
100% of the time. As a result of cue A’s strong association with coins, the predictive value of
cue X should decrease according to the competitive accounts (Wagner et al., 1968). Specifically,
and according to the summed prediction error term in the Rescorla and Wagner’s model,
reinforcement of AX should result in a small or no prediction error as the cue A already predicts
the outcome [𝑜𝑢𝑡𝑐𝑜𝑚𝑒 − Σ(𝑉! + 𝑉& ) = 1 − (1 + 0) = 0]. When AX is not reinforced with
coins, the summed prediction error becomes a negative term that decrement the predictive values
of both A and X [𝑜𝑢𝑡𝑐𝑜𝑚𝑒 − Σ(𝑉! + 𝑉& ) = 0 − (1 + 0) = −1]. However, the separate prior
reinforcement of cue A boosts its association with coins and, hence, only cue X takes the blame
for the non-reinforcement in the compound and decreases its predictive value for coins. The
predictive value of cue Y, on the other hand, increases as it is still a better predictor of coins than
cue B. Specifically, cue Y gains predictive credit due to the positive summed prediction error
when BY is reinforced. As cue B is separately reinforced with the bomb, cue Y takes the credit
for coins and hence increases its predictive value for coins. At asymptotic levels, the difference
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between cue Y and cue X could be an index of the direction and strength of cue interaction. If
cue Y was more associated with coins than cue X (Y > X), it means that learning was
competitive as the competition from A and B drove the predictive values of both cues in the
opposite direction (i.e., Xàcoins is weaker than Yàcoins). If, instead, cue X was more
associated with coins than cue Y (X > Y), it means that learning was facilitative as cue X had
been paired with cue A which is strongly associated with coins and vice versa for cue Y (i.e.,
Xàcoins is stronger than Yàcoins). Based on the predictive values of X and Y, participants
could be classified into either competitive or facilitative subgroups.
In the second stage of the experiment, half the participants (i.e., the experimental group) will
undergo a reversal training of both A and B where A is now reinforced with bomb and B is
reinforced with coins, while the other half continue without a reversal. Following this reversal
training, the predictive values of cues X and Y are probed again. The changes in the predictive
values of X and Y after the reversal should expose within-compound associations that are
necessary for competitive or facilitative learning. Specifically, and according to Pineño’s model,
if within-compound associations are necessary for facilitative responding (i.e., through stronger
X-A-coins and Y-B-bomb associations), then this reversal should disrupt the predictive values of
X and Y only for those who were in the facilitative subgroup prior the reversal. For those who
were in the competitive subgroup (who, according to Pineño’s model, do not rely on withincompound associations), the predictive values of X and Y should not be affected by this reversal.
On the contrary, SOCR model predicts that both subgroups are prone to the reversal treatment as
they rely on within-compound associations for the competitive predictive values assigned to X
and Y. Hence, the predictive values of X and Y should shift in both subgroups.
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A secondary aim was to explore the association between the degree of cue interaction across all
participants (before the reversal stage as all participants had the same treatment) and measures of
depression, anxiety and stress using the DASS questionnaire (Lovibond, 1995). If withincompound associations have any clinical utility, then we expect to see a negative correlation
between the extent to which individuals show competitive cue interactions and measures of
anxiety.
3.1.1

Methods

3.1.1.1 Participants
As the goal of this study was to correlate individual differences with clinical measures of
anxiety, an a priori power analysis was conducted using G* Power software (Faul et al., 2007)
based on data from a prior study that aimed to quantify the relationship between measure of
anxiety and individual differences in cue competition. The effect size in Amaudova et al. (2013)
was 0.123, considered to be a small effect size. With a significance criterion of α = .05 and
power = .80, the minimum sample size needed with this effect size is N = 404 for a correlation
analysis. Thus, the obtained sample size of N = 405 is more than adequate to test the study
hypothesis. A total of 405 participants (155 females; mean age: 33.5 years, std: 11.75 years) took
part in this experiment through the Prolific platform (www.prolific.co). Participants were paid
$6.25/hour for their participation. Participants were asked to read the consent and they were only
allowed to participate if they marked that they read the consent. The study was approved the
Institutional Review Board of Brooklyn College of the City University of New York (CUNY).
Four participants were dropped from the analysis due to missed ratings in more than 25% of
probe trials. The final sample was reduced to 401 participants.
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3.1.1.2 Stimuli

Figure 10: (Left) Stimuli used in experiments 4 and 5. (Right) The minor redesign of the prompt used in the game where a white
background was used instead of a black background

The stimuli set used in this experiment include six different shapes with distinct colors (green
triangle, orange star, yellow square, blue circle, pink pentagon, and a grey plus sign; Figure 10)
and six different sounds (bell, buzz, tone, tin-whistle, beep, and white noise). Only two stimuli,
out of the six, were used. The outcomes were either coins or a bomb, with appropriate visual and
sound effects. The assignment of shapes/sounds to cues was fully counterbalanced across
participants (see below).
3.1.1.3 Stimulus Delivery
The same treasure-bomb game described in Experiment 3.
3.1.1.4 Experimental Design
To test the effect of within-compound associations, we use a between-subject design (Table 4).
Participants were randomly assigned to one of two groups: a control group and an experimental
group. Both groups underwent the same training in stages 1 and 2. In stage 1, one cue was
reinforced with coins while the other cue was reinforced with bomb (i.e., Aàcoin, Bàbomb).
Each cue was presented eight times. In Stage 2, there were 6 cues used within each block of
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training: two of those were continued from the first stage (i.e., Aàcoin, Bàbomb), one
compound that was reinforced with coins 0% of the time (i.e., AWàbomb), one compound that
was reinforced with coins 100% of the time (i.e., BZàcoin), and two compounds that were
reinforced with coins 50% of the time (i.e., AX-0.5; BY-0.5). The compounds AW and BZ were
added to facilitate learning about the target cues, X and Y. In stage 2, both A and B were
presented 4 times in each block which resulted in 28 presentations across 7 blocks for each cue.
For AW, BZ, AX and BY, they were presented two times in each block and a total of 14
presentations across 7 blocks in that sage. Cues appeared in a random order within each block.
All the cues were probed in each block at the last 3 blocks.
Stage 3 was when the two groups had different training. For the experimental group, the
outcomes of cues A and B in stage 1 were reversed such that the cue that was reinforced with
coins was now reinforced with bomb and vice versa (i.e., Aàbomb; Bàcoin). However, the
control group continued with the same training as in stage 1 (thus, the term “reversal” only
applies to the experimental group). Finally, stage 4 continued the same training as in stage 3 but
with adding probes for A, B, X and Y. Similarly, each cue was probed 3 times in stage 4.
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Experimental Group
Reversal

Probes

1
Pretraining
Reps

Training + Probes

1
8Aàcoin

10Aàbomb
10Bàcoin

2AWàbomb

Training
8Bàbomb 4Bàbomb 2BZàcoin
Probes

A? B?

2Aàbomb
2Bàcoin
A? B?
X? Y?

-

7
4Aàcoin

3

1AX à coin
1AX à bomb
1BY à coin
1BY à bomb

AW? BZ? AX? BY?
A? B? W? X? Y? Z?

Control Group
Reversal

Probes

1
10Aàcoin
10Bàbomb

3
2Aàcoin
2Bàbomb

-

A? B?
X? Y?

Table 4: The experimental design of experiment 4. The number before each letter shows the total number of presentations within
each block. Probe trials were presented in a separate stage after the training trials.

3.1.1.5 Procedure
After participants agreed to participate and read through all instructions, they were randomly
assigned to either the experimental (reversal) or the control (non-reversal) group. When
participants clicked “Start Experiment”, the game opened in a full screen mode, and it stayed in
this mode until the end of the game. The game was divided into several buckets where
participants could take breaks anytime in between. The progress bar on top of the screen
indicated the overall progress in the game. After the end of the game, participants filled out basic
demographic information and the Depression, Anxiety and Stress (DASS) questionnaire
(Lovibond, 1995), after which they returned to Prolific to finalize their participation.
3.1.1.6 Data Analysis
The character’s distance from the mine at the time of the outcome and the expectancy ratings of
each probed cue were used as dependent variables. The distance and ratings per cue were
averaged across the probe trials before and after stage 3 (the reversal stage). Each participant was
assigned to either a competitive subgroup or a facilitative subgroup using the pre-reversal probes
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of X and Y. Specifically, if Y’s association with coins was greater than X’s association with
coins (assessed by a higher rating and lower distance), the participant was assigned to a
competitive subgroup. On the other hand, if X’s association with coins was greater than Y’s
association with coins in both measures, the participant was assigned to a facilitative subgroup.
As we have collected two behavioral measures, some participants showed consistent profiles
(e.g., competitive or facilitative subgroups in both measures) while others showed mixed
profiles. Only those who showed consistent profiles were analyzed with the ANOVAs (N=252).
To test for the main experimental manipulation, we used a series of mixed ANOVA models with
the behavioral responses (ratings and distances) as dependent variables. In the first analysis, we
sought to determine if there were any baseline differences before the reversal stage between cues
across both groups. We used cue [X vs. Y] as a within-subject factor in addition to group
[control vs. experimental] as a between-subject factor. As this analysis was concerned with the
pre-reversal (baseline) effects, we did not use the style (competitive vs. facilitative) as a factor
which would render the analysis circular. In the second analysis, we sought to determine the
effect of the reversal in stage 4 (after the reversal). We added the style [competitive vs.
facilitative] as a between-subject factor and ran the same analysis as the first analysis. These two
analyses only use the raw data of each behavioral measures.
To better accommodate for the individual variation in cue interactions, we used the index of cue
interaction (ICI) for each participant, which was calculated as the difference between the average
responding to cues Y and X (ICI = Y – X) for both ratings and distance data. For the distance
ICI, however, the values were flipped (by multiplying the ICI by -1) to enforce same
directionality on both ICI measures (i.e., higher values reflecting more competitive cue
interactions). The ICI was calculated before and after the outcome reversal. With the ICI as an
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independent variable, we sought to determine if there were differences between the ICIs in the
post-reversal stage. In the third analysis, we used the ICI as a dependent variable and both group
[control vs. experimental] and style [competitive vs. facilitative] as within-subject factors. In the
fourth analysis, we sought to correct for any potential baseline (pre-reversal) differences between
groups or cues and only evaluate the extent of change in cue interaction from the pre-reversal to
the post-reversal stage. To this end, we used the difference between the ICI measures (ICIdiff =
ICIpost-ICIpre) as a dependent variable, with group and style as between-subject factors.
The fifth and final analysis aimed to test for the correlations with traits in the DASS
questionnaire (anxiety, depression, and stress). We first used the answers to the questionnaire to
calculate the sub scores of anxiety, depression, and stress. Given that the measure scores are not
normally distributed, we ran non-parametric spearman correlation tests between the ICI values
before the reversal and each of the subscales (i.e., depression, anxiety, and stress scores). Using
the ICI values before the reversal allowed us to use the full sample as both experimental and
control groups have undergone the same training schedule (prior to the reversal).
3.1.2

Results & Discussion

The training data (Figure 11) for each group indicated that both groups were able to learn the
cue-outcome contingencies. Furthermore, the experimental group showed the expected reversal
effect on both A and B cues. Similarly, the probe data (Figure 12) of ratings showed that
participants in the control group were able to flip their predictions of both A and B after the
reversal. Probes for distance data showed the same trend.
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Figure 11: Training of the Experiment 4 of the control (Left) and experimental (Right) groups. Horizontal lines indicate the
shaded areas of impact.

Analysis 1: Assessing the baseline differences in probes between groups in the pre-reversal stage
With ratings as the dependent variable, target cues [X vs. Y] as a within-subject factor and group
[control vs. experimental] as a between-subject factor, we found a significant cue x group
interaction [F(1, 399) = 7.24, p=0.007, MSE=0.23]. Planned comparisons showed a significant
difference between X and Y in the control group [t(399) = 2.56, p=0.011]. In another analysis,
with the distance data as a dependent variable, we also found a significant cue x group
interaction [F(1, 399) = 4.07, p=0.044, MSE=55602].
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Figure 12: Average distance (Left) and ratings (Right) both before (upper panel) and after (lower panel) the reversal. Both
behavioral measures show the same pattern. Horizontal lines show the areas of impact

However, none of the groups showed any reliable difference between cues X and Y with the
distance data. To further investigate the (unexpected) baseline difference between cues X and Y
in the control group in ratings data, we looked at differences in average X and Y probes between
both groups and found that while Y does not show any difference between the two groups
[p>0.1], the average probe of cue X is significantly different [t(399) = 2.03 , p=0.04]. We also
used other variables such as age and the DASS subscales (anxiety, depression, stress) to see if
there are any baseline differences between groups and found a significant difference between the
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two groups only on the anxiety subscale [t(399) = 2.55, p=0.01]. As a result, we used the anxiety
subscale as a covariate in all the subsequent analyses that look at the difference between the two
groups. In this pre-reversal analysis, we did not use the style [competitive vs. facilitative] as a
between-subject factor as those labels were extracted from the pre-reversal stage itself.
Analysis 2: Assessing the effect of reversal on probes in the post-reversal stage
For this analysis and to avoid any interpretational ambiguities, we selected only participants who
showed consistent style in both behavioral measures (competitive or facilitative in both ratings
and distance). With ratings as the dependent variable, cue [X vs. Y] as a within-subject factor,
group [control vs. experimental] and style [competitive vs. facilitative] as between-subject
factors, and anxiety subscale as a covariate, we found a significant cue x group x style interaction
[F(1, 248) = 14.49, p<0.001, MSE=0.39]. Planned comparisons of the difference between cues X
and Y for the control group in each style showed similar patterns of responding to those before
the reversal stage as the difference between cues X and Y is significant for both competitive
[t(247) = -3.78, p<0.001] and facilitative [t(247) = 5.67, p<0.001] subgroups. For the
experimental group, only the competitive subgroup showed a significant difference between cues
X and Y [t(247)= -2.02, p=0.04] but not the facilitative subgroup [p>.5] (Figure 13).
With the distance data as a dependent variable, we also found a significant cue x group x style
interaction [F(1, 247) = 5.25, p=0.023, MSE=49339]. Planned comparisons of the difference
between cues X and Y for the control group showed similar patterns of responding to those cues
before the reversal stage as the difference between X and Y was significant for both competitive
[t(247) = 3.21, p=0.002] and facilitative [t(247) = -4.03, p<0.001] subgroups. For the
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experimental group, only the competitive subgroup showed a significant difference between cues
X and Y [t(247)= 2.5, p=0.01] but not the facilitative subgroup [p>.5] (Figure 13).

Figure 13: Average ratings and distance values for target cues X and Y after the reversal, by group and style

The overall result from this analysis indicated that while the control group showed the responses
to both X and Y after the reversal are consistent with responses before the reversal , the
experimental group showed different patterns of responding following the reversal. Specifically,
while the competitive subgroup showed same patterns of responding at the pre-reversal stage, the
facilitative subgroup did not show any reliable differences between X and Y across both
behavioral measures.
Analysis 3: Assessing the effect of reversal on the ICI values in the post-reversal stage
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With ICI as a dependent variable, we sought to determine if this index of individual differences
also showed the same trends as we explored in Analysis 1. Specifically, we used the ICI values

Figure 14: Average ratings and distance ICI values after the reversal, by group and style

as the dependent variable. We used the reversal [pre vs. post] as a within-subject factor, in
addition to group and style as between-subject variables and anxiety subscale as a covariate.
With ratings ICI as dependent variable, we found a significant reversal x group x style
interaction [F(1, 247) = 16.69, p <0.001, MSE = .51]. Planned comparisons for the post-reversal
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differences showed a significant difference between control and experimental groups only in the
facilitative subgroup [t(247) = -4.09, p<0.001] but not in the competitive subgroup. With the
distance ICI data, we found a significant reversal x group x style interaction [F(1, 247) = 5.57, p
=0.02, MSE = 65520]. Planned comparisons for the post-reversal differences showed a
significant difference between control and experimental groups only in the facilitative subgroup
[t(247) = -2.7, p=0.007] but not in the competitive subgroup (Figure 14).
The overall result from this analysis was consistent with the results from Analysis 2 where the
post-reversal difference in cue interaction was only evident in the facilitative subgroup but not in
the competitive subgroup. Such differences were not present in the pre-reversal data.
Analysis 4: Assessing the effect of reversal with the change in cue interaction

Figure 15: Average post-pre ICI values in both ratings and distance, by group and style

In addition to analyzing the cue interaction strength (ICI values), we sought to also analyze the
change in the cue interaction strength relative to the baseline pre-reversal stage. In both ratings
and distances, we used the ratings ICIpost – ratings ICIpre as the dependent variable and both
group and style as between-subject factors in addition to anxiety subscale as a covariate. We
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found a significant group x style interaction [F(1,247) = 16.7, p<0.001, MSE = 1.02]. Planned
comparisons showed a significant difference between control and experimental groups in both
facilitative [t(247) = -3.33, p <0.001,] and competitive [t(247) = 2.42, p=0.02] subgroups. With
distance ICIpost – distance ICIpre as the dependent variable, we also found a significant group x
style interaction [F(1,247) = 5.57, p=0.01, MSE = 131039]. Planned comparisons failed to show
any significant difference between control and experimental group in any subgroups although the
difference in the facilitative subgroup was trend-level [t(247) = -1.76, p=0.08] (Figure 15).
The overall result from this analysis showed that while the changes in cue interactions were at
least significant with ratings data in both subgroups, the magnitude of change was still much
larger from the facilitative subgroup relative to the competitive subgroup.

Variable

Mean

Depression
Anxiety
Stress
Age

8.00
7.41
6.48
33

Standard
Deviation
6.17
7.08
6.00
11

25th Percentile

50th percentile

75th percentile

3.00
1.00
1.00
24

7.00
6.00
5.00
30

12.0
11.0
10.0
38

Table 5: Descriptive statistics of each variable

Figure 16: Score distribution of each subscale across all participants
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Analysis 5: Assessing the correlation between ICI values and other variables such as
demographic data and DASS subscales
After the completion of the game, participants completed the DASS questionnaire that measured
depression, anxiety, and stress subscales in addition to some demographic information such as
sex and age. Table 5 shows the basic descriptive statistics of each variable across all participants
and Figure 16 shows the score distribution of each variable. To assess the relationship between
individual differences in cue interaction (before the reversal treatment and across both groups)
and the different variables (except for sex), we used Spearman correlation analysis. For sex, we
ran an independent samples t-test. We only used the ICI values before the reversal stage as all
participants received same amount of training without any experimental manipulations yet.
Neither sex [p>0.9] or age [p>0.5] yielded any significant relationship with the ICI values in
both ratings and distance metrics. We found a significant negative spearman correlation between
the rating ICI values and the scores of anxiety [r(400)=-0.12, p=0.015], stress [r(400) = -0.1,
p=0.03], but not with depression [r(400) =-0.08, p=0.1]. Results with the distance ICI values
showed a significant negative spearman correlation with the anxiety [r(400)=-0.1, p=0.04], stress
[r(400) = -0.11, p=0.02], and depression [r(400) =-0.1, p=0.04]. Overall, the pre-reversal values
of cue interaction strength show a reliable relationship with the subscales of the DASS
questionnaire.
3.1.3

Discussion

The overall result of this experiment showed that within-compound associations were easier to
disrupt in the facilitative subgroup compared with the competitive subgroup, a finding that
indicates the role of within-compound associations in facilitative responding. As the competitive
subgroup maintained their competitive ratings of X and Y even after flipping the outcomes
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associated with their companions, these results challenge the assumptions of the SOCR model
(Stout & Miller, 2007). Pineño’s model, on the other hand, can readily explain these results
owing to the rule of within-compound associations in responding to novel cues (Pineño, 2007).
In Pineño’s model, within-compound associations play a role in facilitative responding to cues
when they are novel, but their effect gradually decreases as learning progresses. At asymptotic
levels of responding, the role of within-compound associations is diminished, and behavior will
only reflect the predictive value of cues per Rescorla and Wagner’s model. Pineño’s model can
account for the variation in cue interaction across individuals as variations in the perceived
novelty parameter or its decay rate which modulate the strength of within-compound
associations. The result of our study can be accounted for with Pineño’s model as follows: the
competitive subgroup is less prone to reversal manipulation because, according to the model,
those individuals were responding at asymptotic levels where the influence of within-compound
associations had vanished, and cue novelty was minimal. However, the facilitative subgroup was
more prone to reversal manipulation because their responding was pre-asymptotic, and withincompound association had some influence such that reversing the outcomes of each cue would
result in re-evaluating the predictive value assigned to each cue. With that explanation, the model
predicted that a longer training would result in more participants shifting from the facilitative
subgroup to the competitive subgroup.
The negative correlation between the ICI values and some psychopathological traits speak to the
clinical implications of the facilitative cue interactions. With facilitative responding, the network
of within-compound associations may enable neutral cues to trigger maladaptive responses such
as relapse to harmful substances. Association between weak competitive cue interactions and
substance abuse come from the evidence that rats with a history of cocaine exposure failed to
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show the overexpectation effect (extinction following an overexpected outcome) despite an
intact extinction by reward omission (Lucantonio et al., 2015). In addition, human studies show
that cigarette-related cues overshadow equally predictive neutral cues but only in abstaining
smokers (Freeman et al., 2012). Furthermore, drug-cues have been shown to be resistant to the
blocking effect only in ketamine users in an appetitive associative task (Freeman et al., 2013).
Furthermore, the network of within-compound associations may enable neutral objects or
situations to trigger irrational fear responses, which is one of the main hallmarks of many anxiety
disorders. Supporting evidence comes from studies which showed that individuals with high
anxiety tend to assign higher (threat) predictive value to an otherwise neutral cue (Chan &
Lovibond, 1996) or to a blocked cue (Arnaudova et al., 2013; Boddez et al., 2012).
3.1.4

Conclusion

The overreaching goal of this chapter was to test the influence of within-compound associations
on cue interaction. Using the novel design introduced in Chapter 2, we have shown that
facilitative responding may be driven by within-compound associations that develop between
cues. Furthermore, the results have shown an association between stress and anxiety and
facilitative cue interaction, highlighting the clinical significance of the cue interaction and the
potential for the ICI (a measure of cue interaction strength) as a clinical marker. In the next
chapter, I extend my analysis to investigate the neural correlates that potentially modulate the
variation in cue interaction across individuals.
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4 Exploring the neural correlates of competitive and facilitative
cue interactions
In the previous chapters, I have explored the behavioral aspects and psychological mechanisms
that can potentially modulate cue interaction across individuals. In this chapter, I use the same
approach to investigate the neural correlates of competitive and facilitative cue interaction.
As we have seen in the first chapter, prior studies have shown that activity profiles in some brain
regions are best explained by a competitive account of cue interaction such as the dopaminergic
system (see section 1.4.1.2). While these studies highlight how activity in these regions may be
influenced by competitive cue interactions, they do not clearly address the contribution of those
regions to the noncompetitive cue interactions (i.e., contiguity-based or facilitative effects).
Some studies have specifically addressed this question by comparing neural activity underlying
competitive vs. the activity for noncompetitive cue interactions. For instance, Jones et al. (2001)
used an aversive paradigm in rats and showed that the blocking effect involves a suppression in
the medial prefrontal cortex in the blocking group while a contiguity control group showed
increased activity in other areas such as the insular cortex, hypothalamus, and putamen (Jones &
Gonzalez-Lima, 2001). In a neuroimaging study, Tobler et al (2005) used an appetitive paradigm
in humans and reported that the blocking effect was associated with decreased activity in medial
OFC and ventral putamen in response to a blocked cue and an increased activity in the posterior
cingulate cortex to a control cue relative to a blocked cue (Tobler et al., 2006). The activity in the
posterior cingulate cortex was correlated with the degree to of blocking. Further, human
neuroimaging evidence from a spatial learning task consolidated these results by reporting a
higher activity in the hippocampus in response to an otherwise blocked cue only in subjects who
did not show a blocking effect (Doeller et al., 2008).
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Although some of those studies partially support independent neural correlates for competitive
and facilitative cue interactions, it is not clear to what extent these differences also contribute to
the individual differences in cue interaction. In this chapter, we aimed to extend the findings in
these studies by investigating if individual variations in cue interaction, under the same training
conditions, could arise from different neural correlates. To achieve this aim, we capitalized the
experimental design that has been previously explored in Chapter 3. This design offers the openended nature of value attribution to the target cues that allows for the expression of individual
differences in cue interaction. In this task, we aimed to measure the difference in predictive value
of two cues. The two target cues, X and Y, were reinforced with the outcome 50% of the time
while also accompanied by A and B, respectively (i.e., AX-0.5 and BY-0.5). If learning is not
competitive, both X and Y should get the same predictive value. To introduce the competition
between target cues and non-target cues, cue A was separately reinforced with coins 100% of the
time while cue B was separately reinforced with the bomb 100% of the time.
As a result of cue A’s strong association with coins, the coin predictive value of cue X should
decrease while the bomb predictive value of cue X should increase (Wagner et al., 1968).
Specifically, and according to the summed prediction error term in the Rescorla and Wagner’s
model (Rescorla & Wagner, 1972), reinforcement of AX with the coin should result in a small or
no prediction error as the cue A already predicts the coin outcome [𝑜𝑢𝑡𝑐𝑜𝑚𝑒 − Σ(𝑉! + 𝑉& ) =
1 − (1 + 0) = 0]. When cue AX is not reinforced with coins, however, the summed prediction
error becomes a negative term that decreases the predictive values of both cues A and X
[𝑜𝑢𝑡𝑐𝑜𝑚𝑒 − Σ(𝑉! + 𝑉& ) = 0 − (1 + 0) = −1]. However, the separate (both prior and ongoing)
reinforcement of cue A with coin boosts its coin predictive value and, hence, only cue X takes
the blame for the bomb outcome, thereby decreases its predictive value for coins and increase its
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predictive value for the bomb. The coin predictive value of cue Y, on the other hand, increases as
it is still a better predictor of coins than cue B while the bomb predictive value of cue Y
decreases. Specifically, cue Y gains predictive value of coin due to positive summed prediction
error when BY is reinforced with coin. As cue B is separately reinforced with the bomb, cue Y
takes the credit for the coin outcome and hence increases its predictive value for the coin
outcome and decreases its predictive value for the bomb outcome. At asymptotic levels, the
difference in coin predictive value between cue Y and cue X could be an index of how strong cue
competition was in any given individual. If the difference is positive (Y > X), it implies learning
is competitive as cue X has a lower predictive value of the coin than cue Y due to the
competition that drives the predictive values of both cues in the opposite direction (i.e., Xàcoins
is weaker than Yàcoins). If the difference is negative (X > Y), it implies learning is facilitative
as cue X is paired with cue A which is strongly associated with coins and vice versa for cue Y
(i.e., Xàcoins is stronger than Yàcoins). Thus, the difference between Y and X could serve as
in index of cue interaction (ICI) that measures the extent of cue interaction within subjects, and
this index could then be used to examine neural correlates.

4.1 EXPERIMENT 5: Exploring the underlying neural correlates of individual
differences in cue interaction
4.1.1 Methods
4.1.1.1 Participants
Data from 40 healthy participants (24 females; mean: 25 years, range: 18 – 35 years) from within
the local community were collected. Exclusion criteria included a history of psychiatric or
physical illness, head injury, any history of drug dependence, left-handedness or the possibility
of magnetic metal being present in their body. Participants provided written informed consent
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prior to the study. The study was approved by the Institutional Review Board of Brooklyn
College of the City University of New York (CUNY).
4.1.1.2 Stimulus Delivery
The same treasure-bomb game was adopted to be used in the MRI scanner. Sessions in both
behavioral and scanner sessions used MRI-safe controllers (instead of keyboard keys) to move
the character and submit their ratings in probe trials.
4.1.1.3 Procedure & Experimental Design
Upon arrival to the scanning center, participants first signed the consent form and then started the
first part of the study in the behavioral room. The task used in the behavioral room was identical
to the one used in the scanner with the same controllers. The behavioral room training took place
in 5 separate mini sessions with short breaks between them. The total time to complete the task
in the behavioral room averaged around 30 minutes. After completing the task in the behavioral
room, participants were then asked to continue the game in the scanner. Before starting the
scanning session, participants were given 1-3 minutes to play the game inside the scanner to
make sure they were comfortable in the scanner environment. After participants indicated they
were ready, the scanning session started with a structural scan followed by functional (task)
scans. The task scanning contained 9 sessions, with an average length of 6 minutes per session
with a brief 1-2 minute break between sessions.
The experimental design used in the behavioral room and each scanning session is shown in
Table 6. Each trial consisted of a delay conditioning procedure where the cue (either a shape, a
sound, or both) was presented for 4 seconds, followed by the outcome (i.e., coins or bomb) and a
minimum intertrial interval varying between 3 to 7 seconds. For the intertrial interval, we
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determined the minimum as participants could choose to stop at any given moment and resume
walking. Each session was padded with 15 seconds at the beginning and at the end where no
stimulus is presented to allow for signal stabilization.
Six unique stimuli were used: A, B, W, X, Y and Z. Stimuli A and B were from one modality
while the remaining stimuli were from another modality (either visual or auditory). The modality
assignment was fully counterbalanced across participants. The identities of each stimulus were
randomly sampled from six different shapes with distinct colors (green triangle, orange star,
yellow square, blue circle, pink pentagon, and a grey plus sign; Figure 10 in Chapter 3) or six
different sounds (bell, buzz, tone, tin-whistle, beep, and white noise), depending on the modality
(A and B were assigned two random identities out of the 6 possible identities). Assignment of
stimulus identities was also fully counterbalanced across participants.
For the first phase (only included in the behavioral room), participants were introduced to a
baseline training where cue A was always followed by coins while cue B was always followed
by a bomb. Each cue was presented eight times. For the second phase, participants were
presented with seven blocks of training (in the behavioral room) and 9 blocks of training (in the
scanner). There were 6 cues within each block: two of those were continued from the first stage,
one compound that was reinforced with coins 0% of the time (i.e., AW-0), one compound that
was reinforced with coins 100% of the time (i.e., BZ-1), and two compounds that were
reinforced with coins 50% of the time (i.e., AX-0.5; BY-0.5). The stimuli X and Y were the
target cues. Stimuli appeared in a pseudorandom order within each block. All the cues (A, B, W,
X, Y, Z, AW, AX, BY, BZ) were probed in the last 4 blocks during the behavioral session, and
in each block during the scanning session.
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Pre-training
Reps

Training + Probes
7 blocks (pre-scanner)
9 blocks (in-scanner)

1 (pre-scanner)

8Aà coin

4Aàcoin

2AWàbomb

8Bà bomb

4Bàbomb

2BZàcoin

1AX à coin
1AX à bomb

Training

Probes

1BY à coin
1BY à bomb

AW? BZ? AX? BY?
A? B? W? X? Y? Z?

A? B?

Table 6: The experimental design of experiment 5. The number before each letter shows the total number of presentations within
each block. Probe trials were presented in a separate stage after the training trials.

4.1.1.4 Data Acquisition
Functional magnetic resonance imaging (fMRI) data were acquired at the Advanced Science
Research Center (ASRC) at of the City University of New York using a 3T Siemens scanner and
a 32-channel receive-only head coil. A structural volume of the entire brain was acquired first
using a T1-weighted magnetization-prepared rapid gradient-echo (MPRAGE) sequence with the
following parameters: repetition time (TR): 2530 ms, echo time (TE1: 1.64ms, TE2: 3.5ms), flip
angle (FA): 7, voxel: 1x1x1-mm isotropic, field of view (FOV): 2.29 x 2.29 x 2mm. Following
the T1 images, functional images were acquired with a blood-oxygen-level-dependent (BOLD)
contrast using a T2*-weighted gradient-echo echo-planar imaging (EPI) sequence with the
following parameters: TR: 800 ms, acceleration factor: 2, voxel: 2-mm isotropic, FOV: 2.29 x
2.29 x 2 mm. Slice thickness was 2mm. Sixty slices covering the whole brain were collected in
interleaved-ascending order for each volume.
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4.1.1.5 Behavioral data analysis
The character’s distance from the mine at the time of the outcome and the expectancy ratings of
each probed cue were used as dependent variables. A repeated-measures ANOVA was used to
examine the differences in ratings and distances between all the cues, and planned comparisons
were used to quantify the difference between the target cues X and Y. An Index of Cue
Interaction (ICI) was computed as the difference between the average ratings or distances of cues
Y and X (ICI = Y – X), based on the data from the scanner sessions. The ICI for the distance
data was flipped (multiplied by -1) to align ICIs in the same direction as the ratings. Specifically,
and consistent with previous experiments, higher ICI values implied a more competitive profile.
Both distance and ratings ICIs were also used in the 2nd level analysis of neural data (see below).
4.1.1.6 fMRI data preprocessing
All fMRI data processing was carried out using the statistical parametric mapping (SPM8)
software. The preprocessing pipeline followed a published pipeline that has been used in several
other studies (Wager et al., 2013), and is available online (http://wagerlab.colorado.edu/tools).
Data were pre-processed in the following steps: slice timing correction, realignment and
unwarping, co-registration, spatial normalization, smoothing (with 8 mm full width at halfmaximum) and warping to the MNI space using the DARTEL toolbox. High-pass filtering was
also used (with cut-off of 128s) in addition to correction for temporal autocorrelation. To identify
outlier volumes (for later in GLM modeling), the mean and standard deviation across voxels for
each image for all slices was calculated. Then, the Mahalanobis distance of each mean and
standard deviation value was calculated, considering any volumes with a significant χ2 value as
outliers, per the procedure described in Wager et al. (2013). Each outlier image detected by the
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Mahalanobis distance method was modeled as a nuisance covariate, by inserting a dummy code
variable of 1 where the spike occurred.
4.1.1.7 Subject-level fMRI data analysis: GLM
Analysis of fMRI data was performed at two levels: the subject-level general linear model
(GLM) analysis and the group-based partial least squares correlation (PLSC) analysis.
In the subject-level GLM analysis, the design matrix for each participant included the following
separate regressors: onsets of each cue during the probe trials, onsets of each cue during the
learning trials, both of which were modeled as a delta function at the cue onset and were
convolved with the canonical hemodynamic response function with a duration of 4 seconds. We
also included a regressor for the all the outcomes onsets. In addition to those regressors, we also
included regressors that modeled the variance of no interest: the tagged bad volumes (specified
by the method mentioned above) and the 6 motion-related regressors. After model estimation,
the contrasts A>B and Y>X were calculated for each subject to extract regions that showed
higher activations to A trials relative to B trials, or to Y trials relative to X trials. The Y>X
contrast will be used in the group-level analysis while the A>B contrast will primarily be used to
resolve the directionality of the effects (see below).
4.1.1.8 Group-level fMRI data analysis: Partial Least Squares Correlation (PLSC)
Following the subject-level GLM analysis, we performed the group-level Partial Least Squares
Correlation (PLSC) analysis (Krishnan et al., 2011). The goal of this analysis was to identify
brain networks that significantly contributed to predicting the individual variations in cue
interaction (competition vs. facilitation). PLSC is a multivariate method that quantifies the
shared information between two sets of variables by generating new latent variables that are
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linear combinations of the original variables. Similar to other multivariate techniques such as
principal component analysis, latent variables maximize the covariance between the two sets of
variables. PLSC also generates the salience (or loadings) of the original variables in the dataset
that reflect the weight of the original variables in the making of the latent variable.
In our data, the input to the PLSC analysis composed of the neural data and the behavioral data.
For the neural data, we used contrast images (Y>X) of all participants as inputs to the instead of
the raw BOLD timeseries to (1) reduce the dimensionality of the dataset and also to (2) reduce
the error variance by averaging across the temporal dimension. The contrast images were
organized into a matrix X where each row represented one participant, and each column
represented one voxel. Behavioral data were organized into a matrix Y where each row
represented one participant and two columns, each representing the Index of Cue Interactions
(ICIs) of one behavioral measurement (ratings and distance index).
Formally, the relationship between the Z-transformed columns of X (voxels) and Z-transformed
columns of Y (ratings ICI and distance index ICI) is quantified by a correlation matrix, R:
𝑹 = 𝒁𝑻𝒀 𝒁𝑿
This correlation matrix, R, is then decomposed into three matrices via the singular value
decomposition (SVD) algorithm:
𝑹 = 𝑼∆𝑽𝑻
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The matrix U represent the saliences of the X matrix (neural data), while the matrix V represents
the saliences of the Y matrix (behavioral data). From those saliences, we extract latent variables
by multiplying the original matrices with their saliences:
𝑳𝑿 = 𝒁𝑿 𝑽
𝑳𝒀 = 𝒁𝒀 𝑼
Latent variables indicate the predicted values of the each of each raw observation according to
the saliences in the component space (similar to the way predicted values in linear regression are
produced by beta coefficients). In sum, PLSC provides two sets of saliences and two sets of
latent scores for each dimension. The saliences represent the linear combination used to produce
the latent variables.
To ensure the reliability of the latent variables, we used the permutation test to determine the
significance of the PLSC model (McIntosh et al., 2004). In the permutation test, rows of both
neural and behavioral matrices are randomly rearranged to break the correlation between the two
datasets. The set of singular values of each permuted dataset is then computed. The process is
repeated 1000 times to generate a null distribution of singular values. If the singular values
computed from the real data are rare enough, then it is considered statistically significant. While
the permutation test indicates the significance of the whole model (the set of all voxels and all
behavioral variables), bootstrap ratios aim to identify the voxels that reliably contribute to the
saliences identified by the PLSC analysis (Efron & Tibshirani, 1986). To calculate the bootstrap
ratios, subjects are first sampled with replacement after which PLSC is performed. The bootstrap
ratios are computed by dividing the mean of the bootstrapped distribution of a variable by its
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standard deviation. The bootstrap ratio is similar the student t-test, so, if a bootstrap ratio value is
far from zero (greater than |2|, which roughly corresponds to critical value of alpha of 0.05, then
the variable is considered significant. Brain visualizations were provided for significant voxels.
4.1.2 Results
4.1.2.1 Behavioral Results (pre-scanning and scanning sessions)
Behavioral distance data in both pre-scanning and scanning sessions are shown in Figure 17.
Participants successfully learned all the cue-outcome contingencies in both pre-scanning and
scanning sessions. For the target cues, X and Y, average ratings did not show any evidence for a
competition (X<Y) or facilitation (X>Y) effects in the pre-scanning session, but they showed a
facilitation effect in the scanning session [t(39)=-2.89, p=0.006]. The distance data did not show
any reliable difference in either session (Figure 18).

Figure 17: The average distance per cue across blocks in both pre-scanning (Left) and scanning (Right) sessions.
Horizontal lines show the boundaries of the impact area in the game
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Figure 18: The average responses per cue across blocks in both pre-scanning (Left) and scanning (Right) sessions for both
ratings (upper panels) and distance (lower panel). Horizontal lines in the lower panels show the boundaries of the impact area in
the game. Cues W, Z, X and Y were only presented alone during the probe trials. Values between parenthesis represent
reinforcements with coins

We also noted that a high correlation between ICI metrics of ratings and distances during the
scanning sessions (r=.61, p<0.001; see Figure 19). Notably, and unlike the previous experiment,
we kept all participant in the subsequent neural analysis including those who showed an
inconsistent responses to ratings and distance measures. Furthermore, we found a moderate
correlation of the distance ICI values between the pre-scanning and the scanning sessions (r=.43,
p=0.005) but the correlation was not significant when we looked at the ratings ICI values
(p>0.1). These results potentially reflect the higher reliability of the distance measures across
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both sessions relative to the ratings measures. Nonetheless, we included both ratings and distance
data during the scanning session as inputs to the PLSC analysis (to be described below).

Figure 19: The correlation between the ratings and distance ICI values during the scanning

4.1.2.2 PLSC results: association between behavioral variables and the first component
With the high and reliable correlation between the two behavioral metrics during the scanning
session, we wanted to examine whether this consistency could be dissociated at the neural level.
To this end, we first investigated if the first pair of latent variables (i.e., first component of the
common information between the two matrices) of the PLSC technique captured any reliable
information common to both datasets. Indeed, the first pair of latent variables accounted for 85%
of the shared information between the brain scans and behavioral data (pperm < 0.001), which
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implied that this component reliably captured the common signals between contrast estimates
and individual variations in cue interaction (captured by the behavioral variables). PLSC
generates a pair of latent variables for each participant (i.e., one for brain activity and one for
behavior), which were colored by style (competitive vs. facilitative) for each participant (based
on their ratings behavior).

A

First Pair of Latent Variables for
Brain and Behavioral Scores

B

Figure 20: (A) supplemental projections of raw matrices (neural and behavioral data) on their corresponding saliences to
generate a “predicted” score for each participant. Brain predicted scores (latent variables) are displayed on the x-axis while the
behavior scores are on the y-axis. Red and blue color assignment was based on the behavioral ratings. Red marks participants
where cue X’s average predictive value is less than cue Y’s predictive value (i.e., competitive subgroup). Blue marks showed the
facilitative subgroup (B) The bootstrap ratios associated with each behavioral variable. Higher bars indicate higher relative
contribution

Figure 20 (A) shows the linear relationship between the first pair of latent variables that indeed
contrasted the competitive profile from facilitative profiles. Post-hoc tests with bootstrapped
confidence intervals around the center of each group showed the reliability of these profile
differences. With this clear interpretation of the first component, we then investigated whether
the behavioral loadings were consistent with this difference in profiles, and if so, which of them
contributed the most to this component. As both behavioral measures were positively correlated
with the extent of competition (where higher values indicate a more competitive profile), we
expected to see both measures in the same direction as it indicates both have consistent
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correlations with the first component. Figure 20 (B) shows that both behavioral variables (ratings
and distance ICIs) have reliably contributed to profile differences, and in the same direction.
4.1.2.3 PLSC results: association between neural variables and the first component
We next sought to determine which variables (voxels) from the neural data contributed most to
the first component, which describes a competitive-facilitative difference. To do so, we used
bootstrap ratios (see Methods) from the bootstrap test and thresholded those values to only show
extreme voxels associated with p-value of 0.001 (two sided) and with a minimum cluster extent
of 10 voxels (Lieberman & Cunningham, 2009). The bootstrap test revealed 8 clusters that are
most associated with individual differences in cue interaction (Figure 21). The cluster size, MNI
coordinates along with the PLSC loadings are presented in Table 7. The table also contains
columns which indicate whether a given cluster is most associated with X or with Y (according
to the PLSC analysis) and whether it is most associated with A or with B to resolve the
directionality of the effects. Reduction in the predictive value of cue X for coins or increases in
the predictive value of cue Y for coins are both signs of competitive cue interactions. On the
other hand, increases of the predictive value of cue X for coins as well as decreases of the
predictive value of the cue Y for coins are both signs of cue facilitation. With respect to the
PLSC loadings, positive values (hot colors) indicate more association with cue Y while negative
values indicate more association with X. The overall results showed that the prefrontal areas, in
addition to the precuneus, medial PFC and temporal pole were most correlated with cue X. In
contrast, occipital, caudate and cerebellum were most correlated with Y. To resolve their
directionality with respect to A and B (coins vs. bomb) we used the average A>B contrast from a
univariate analysis. Results show that the occipital and prefrontal areas showed higher activity to
cue A. As the occipital also showed higher activity to cue Y, the occipital region was more likely
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to be associated with the competitive profile with respect to the coin outcome. Additionally, the
OFC and vmPFC were more associated with the facilitative profile with respect to the coin
outcome as they show higher activity to both cues A and to X. In contrast, the network of areas
that involve precuneus, medial PFC, and the temporal pole showed higher association to cue B.
As these areas were also most associated with cue X, they are more likely to be associated with
the competitive profile with respect to the bomb outcome. Finally, both the caudate and the
cerebellum show a facilitative profile with respect to the bomb outcome as they showed higher
activity to both B and to Y.

X>Y

X>Y

X>Y

X>Y

Y>X

Y>X

Y>X

A>B

B>A

X>Y

Figure 21: Peak PLSC loadings for areas that most correlate with variations in cue interaction. Hot colors (orange and yellow)
show regions most associated with Y while cold colors (light and dark blue) show regions most associated with X. The A>B
univariate contrast was used to resolve the directionality of the effects. Regions that are most associated with A are shown in the
upper panel while the lower panel shows regions most associated with B. Inner boundary p = 0.001 (k= 10), outer boundary p =
0.01 (k=30).
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A and B
univariate
A

B

X and Y
PLSC

Region

Size

x

y

z

PLSC
Loading

Y

Occipital

144

36

-78

-0

4.35

X

OFC

96

32

22

-24

-4.33

X

Ventral PFC

248

0

18

-12

-4.51

Y

Caudate

96

10

10

16

3.51

Y

Cerebellum

200

16

-44

-58

3.86

X

Precuneus

144

0

-48

42

-3.93

X

Temporal Pole 112

-48

4

-30

-3.93

X

Medial PFC

-8

54

20

-4.19

128

Table 7: The peak bootstrap ratios associated with the first pair of latent components. First column (A and B) was based on a
univariate contrast A>B while second column (X and Y) is based on the PLSC results which take the behavioral data into
account.

4.1.2.4 Univariate Results
Complementary with the PLSC analysis, we also carried out a univariate analysis where both
ratings and distance ICIs were Z-scored and then their average was computed as a composite
behavioral target variable (which is different from the way both variables have been used in
previous experiments). The individual voxels in the Y>X contrast were used as predictors in a
robust regression analysis (Wager et al., 2013) to examine which voxels have a better predictive
value of the target variable. We used the average values of the A>B contrast in each significant
cluster to resolve the directionality with respect to cues A and B (coins vs. bomb). The resulting
maps (thresholded at puncorrected < 0.001; two-sided; k=10) are shown in Figure 22. The results
broadly corroborate with the results of the PLSC analysis. Specifically, frontal regions were
associated with a facilitative profile with respect to coins, and the temporal pole and precuneus
were associated with a competitive profile with respect to the bomb. However, Figure 22 also
shows the association between the putamen and sensorimotor areas with a competitive profile
with respect to coins, in addition to the association of the temporal gyrus (near the auditory
regions) with the facilitative profile with respect to coins.
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Y>X

A>B
X>Y

B>A

X>Y

Figure 22: Peak beta coefficients for areas that most predictive of the variation in ICI values [p<0.001; two-tailed, uncorrected].
Hot colors (orange and yellow) show regions most associated with Y while cold colors (light and dark blue) show regions most
associated with X. The A>B univariate contrast was used to resolve the directionality of the effects. Regions that are most
associated with A are shown in the upper panel while the lower panel shows regions most associated with B. Inner boundary p =
0.001 (k= 10), outer boundary p = 0.01 (k=30).

4.1.3

Discussion

In this study, we aimed to investigate the neural basis of the individual differences in cue
interaction. The variation in cue interaction across individuals was examined in a novel
experimental design that maximized the expression of individual differences. Two compound
cues, AX and BY, were paired with a coin outcome for half of the time, and with a bomb
outcome for the other half. Based on the probability of a coin outcome, both cues X and Y shared
the same predictive value. However, cue A was separately reinforced with a coin outcome 100%
of the time, while cue B was never reinforced with the coin outcome and instead reinforced with
the bomb 100% of the time. As a result, reduction in the predictive value of cue X for coins or
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increases in the predictive value of cue Y for coins are both signs of competitive cue interactions.
On the other hand, increases of the predictive value of cue X for coins as well as decreases of the
predictive value of the cue Y for coins are both signs of cue facilitation. With this design, the
difference in the predictive value of cues Y and X for coins reveal the extent of cue interaction.
A competitive profile is characterized by Y having stronger predictive value for coins while the
facilitative profile is characterized by X having a stronger predictive value for coins.
At the behavioral level, and consistent with results of previous experiments in this thesis,
participants showed a wide variability that ranges from cue competition to cue facilitation. Using
partial least squares correlation (PLSC), a multivariate technique that extracts the common
signals between neural and behavioral data, we were able to show that the first component
reliably captured the competition-facilitation variation. Using the derived latent scores of voxels,
our neural results showed differential contribution of many brain regions that contribute to the
individual differences in the competitive and facilitative profiles. Specifically, we found that the
competitive profile is most associated with sensory areas while the facilitative profile is most
associated with activations in the orbitofrontal areas.
As a vast behavioral literature shows that cue competition may be attenuated under different
experimental factors and psychopathological conditions (see chapter 1 for a review), our results
extend those findings by highlighting the likely neural basis of this variation. Psychologically,
experiment 4 (from chapter 3) suggested a modulatory role for within-compound associations in
the facilitative profile. This experiment has extended those findings by showing distinct neural
activations associated with the competitive profile compared to those associated with the
facilitative profile.
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Our neural results suggest that the frontal areas, specifically the OFC region, drive facilitative
learning across both the PLSC and the univariate analyses. Consistent prior evidence shows a
negative relationship between the extent of the blocking effect and the BOLD activity in the
OFC (Tobler et al., 2006). One driving factor for such a negative relationship may be based on
the role of these areas in learning about cue-cue relationships. Specifically, prefrontal areas have
been implicated in many learning paradigms that involve changes in the associative strength of
absent cues such as backward blocking and unovershadowing (Corlett et al., 2004). Both
paradigms show that the predictive value of a target cue may change even in the absence of any
explicit training of the target cue. This role of OFC in cue-cue learning is consistent with the
main finding in chapter 3 showing that the facilitative profile was likely driven by withincompound associations. When the AX compound is presented, a bond is formed between cues A
and X, such that the presentation of cue X activates the representation of cue A, which in turn
activates the corresponding outcome expectation. Further, the role of prefrontal areas in learning
from absent cues bears a close relationship to the model-based learning in the reinforcement
learning literature where behavior is not solely influenced by the cue-outcome associations, but
also by cue-cue relationships (i.e., the model of the environment). This theory is supported by the
neural evidence that shows a crucial role for prefrontal areas in model-based learning (Beierholm
et al., 2011; Gläscher et al., 2010; McDannald et al., 2011). Hence, the involvement of frontal
areas in the facilitative profile is best understood in terms of the neural correlates that support
within-compound associations. Furthermore, the network of areas associated with the
competitive profile with respect to the bomb (medial PFC, precuneus, temporal areas) are all part
of a brain network that have long been implicated in explicit retrieval of episodic memories
(Skinner & Fernandes, 2007).
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5 General Discussion
The overreaching goal of this dissertation was to highlight the role of individual differences in
cue interaction. In experiments 1-3, we adopted different cue interaction paradigms to develop a
measure of cue interaction strength across individuals. In experiment 4, we used the new
measure of cue interaction to test the role of within-compound associations. We showed that
facilitative responding is more prone to within-compound associations. In experiment 5, we
showed distinct neural correlates that potentially contribute to the individual differences in cue
interaction.
Our results provide three main contributions. The first was a new paradigm that can be used to
study variation in cue interaction strength (Chapter 2). The second was using this measure to
show individual differences in cue interaction, which are associated with a range of measures
such as anxiety and stress (Chapter 3) and with different neural correlates (Chapter 4). The third
contribution lies in highlighting the role of within-compound association to facilitative
responding in humans (Chapter 4).
With respect to the theoretical models, our results are most consistent with Pineño’s model
(Pineño, 2007) which, in principle, adds a within-compound association capability to the
Rescorla and Wagner’s model (Rescorla & Wagner, 1972). Specifically, Pineño’s model
assumes that response to a given cue is governed by both the competitive predictive value of that
cue and on the predictive value inferred from the companion cues. Furthermore, the model
assumes that effect of within-compound associations is modulated by a novelty rate that
decreases as learning progresses. As such, according to this model, the variations in cue
interaction across individuals is modulated by the perceived novelty of a given cue. The model
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makes a set of testable predictions. For instance, the model predicts that outcome reversal (after
learning) should only affect those who are under the influence of within-compound associations
(facilitative profile). The results of experiment 4 confirmed this prediction by showing that
outcome reversal had far more influence on the facilitative subgroup compared to the
competitive subgroup.
Studying individual differences in cue interaction could provide a new window into the
psychological and neural mechanisms underlying various clinical conditions (Byrom, 2013).
According to the theoretical accounts of Pineño’s model and the Sometimes-CompetingRetrieval Processes (SOCR) model, variations in the degree of cue interaction are best
understood as variation in the strength of the within-compound associations (Pineño, 2007; Stout
& Miller, 2007), tilting the balance of cue interactions between competition and facilitation. In
Chapter 3, I provided evidence that these within-compound associations underlie facilitative
responding in human participants and could be used as a basis for the variation in cue interaction
across individuals. Furthermore, I showed that the extent of cue interaction negatively correlates
with various traits such as anxiety and stress – providing a potential clinical link. In Chapter 4, I
continued my investigation by looking at the neural correlates that potentially contribute to
theses individual differences. The results of our neural study highlight the distinct neural
correlates that contribute to individual differences in cue interaction. Given the relationship
between attenuation of cue competition in many psychopathological conditions such as anxiety
and schizophrenia, our findings may help explain the neural basis of such reduction in cue
competition which, in turn, sheds a light on the likely biological mechanisms of those disorders.
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5.1 Limitations and Future Directions
We are aware that our studies have certain limitations experiments and overcoming these
limitations hints toward a path of future directions.
The first limitation relates to how we handled the inconsistent profiles across the two behavioral
mechanisms (e.g., competitive profile in rating measure and a facilitative profile in the distance
measure or vice versa). While we always report a high correlation between rating and distance
measures, it is still not perfect, and it only reflects that some participants show inconsistent
responding. Specifically, it can be argued that participants who show consistent profiles in both
measures are aware of the cue-outcome contingences while those who show inconsistent profiles
are less aware of these contingencies. While the role of contingency awareness on behavioral
responses have long been studied in human associative learning (Labrenz et al., 2015; Lovibond
& Shanks, 2002; Madaboosi et al., 2021; Weidemann et al., 2016), we only paid attention to
investigating individual differences in cue interaction. However, it can point to interesting future
directions especially if it has any contribution to competitive or facilitative cue interactions.
The second limitation relates to the nature of outcomes in the treasure-bomb game that has been
used in 4 out of the 5 studies. The game relied on using both coins and bombs as outcomes.
However, it is possible that learning different outcomes (coins vs. bomb) invoke different
mechanisms compared to learning the presence and absence of a single outcome (coins vs.
nothing or bombs vs. nothing). Such an approach may introduce a bias in our results toward
learning one outcome, as we have seen in experiment 5 where participants are more risk-averse
(thus learning more about the bomb than the coin). While such a choice does not affect the
individual differences (as long as it is generally common bias), we think it still obscures the
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specific mechanisms of learning that would have been easier to study with a one-outcome
approach. This is especially true with the neural study as the appetitive and aversive outcomes
have different underlying neural circuits. We opted to use two outcomes as it was the best way to
incentivize participants to learn about the probable outcome associated with each cue and reflect
this learning in their behavior. Had we used one outcome (coins vs. nothing), participants may
utilize a strategy where they maximized their chances of scoring higher points by waiting for
coins after every single trial without needing to learn the meaning of the cue. However,
alternative approaches that involve only one outcome is worth developing and validating in
future versions.
The third limitation relates to the role of the length of the training. According to the
computational account of the Pineño’s model (Pineño, 2007), longer training is assumed to result
in competitive profile owing to the diminished role of within-compound associations. As a result,
given enough training comparable to that given to animal models, the facilitative subgroup may
potentially end up as competitive which may discount the whole notion of the variability in cue
interaction as such a variability may be a result of insufficient training (theoretically). However,
such prediction has not yet been tested. However, if these predictions were to be the case (with a
very long training schedule), the variability in cue interaction may then reflect the variation in
the trajectory by which learning shifts from facilitation to competition.
In conclusion, we have developed a novel approach to measure the strength of cue interaction.
This approach relies on measuring the difference in the predictive values between two target cues
that are subject to different conditions of competition. We used this measure across 5
experiments, and we were able to validate its utility by showing the significant relationship
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between this measure and individual differences in anxiety and stress. Finally, we also examined
the neural correlates that were most associated with competitive and facilitative profiles.
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