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ABSTRACT
Vertical equating of a large urban school district's 
curriculum-based achievement tests for students in grades 
one through five was performed by using the BILOG-MG 
software package produced by Zimowski, Muraki, Mislevy, and 
Bock. This software extends the application of the item 
response theory (IRT) approach to test analysis to testing 
situations involving multiple groups.
Using BILOG-MG, item parameter estimates were derived 
using a marginal maximum a posteriori approach in 
combination with an expectation-maximization algorithm (EM) . 
Estimates of examinee ability were produced using the 
Bayesian, or expected a posteriori, estimate with a normal 
prior distribution.
Linkage of successive test forms was accomplished by 
administering a common set of items to students at two 
successive grade levels, thereby providing estimation of the 
relative mean of each group of respondents, based on their 
responses both to the common items and to their own grade 
level items. Using aggregated data, a raw score to scale 
score conversion was created that placed each possible raw 
score on a grade-level test onto a continuum that extended 
across the grades.
Ill
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CHAPTER 1
INTRODUCTION TO ITEM RESPONSE THEORY 
BACKGROUND
Classical test theory has served many users well since 
the introduction of group-administered standardized 
achievement and ability tests early in the twentieth 
century. However, there are several serious problems 
associated with educational tests developed using classical 
test theory methods [4] . Among the most prominent of these 
problems is the s ampl e - dependent e of the values of classical 
item statistics, notably classical item difficulty and item 
discrimination. That is, classical item statistics garnered 
in the test development process are heavily dependent on the 
characteristics of the sample of examinees to whom the items 
were administered [9]. A second serious shortcoming of 
classical test theory is the test-dependence of examinees' 
scores. That is, examinees ' scores can be compared only 
when they are based on the same test [9] . A third serious 
problem of classical test theory is the assumption that the 
error variance associated with examinees' scores is the same 
for examinees at all levels of the ability continuum [4] . 
These shortcomings and many others have led psychometricians
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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to consider alternative approaches to test theory and 
construction. Currently, the most popular of these 
alternative approaches is "latent trait theory," or, as it 
is more often called, item response theory (IRT) [3] .
Simon and Binet, in 1916, were the first 
psychometricians to use the idea of plotting test 
performance as a function of some examinee characteristic 
like age or grade, thus producing an item characteristic 
curve (ICC) , the central concept of IRT [5] . In the 
thirties and forties psychometricians such as Richardson, 
Lawley, and Tucker contributed to the development of IRT by 
relating classical item statistics to IRT item statistics 
[4] . In the fifties. Lord, who is regarded by many as the 
"father" of IRT, not only developed an item response model 
and methods for estimating item parameters, but he also 
showed how the model could be applied to actual test data.
In the late fifties, Bimbaum extended Lord's work by using 
logistic curves rather than the normal ogive to model the 
ICC [4] .
Although work on IRT was slow initially because of the 
complexity of the associated mathematics and the paucity of 
related computer software, in the seventies work in this 
area intensified as computers and software became more 
sophisticated. Although IRT has not yet met wide-scale 
acceptance by users of educational tests--undoubtedly 
because of the complexity and obscurity associated with many
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3
aspects of its use [3] - - the major standardized achievement 
and ability test publishers (Educational Testing Service, 
CTB/McGraw-Hill, etc.) now use it routinely as a basis for 
test construction and research [4].
DEFINITIONS
According to Hulin, Drasgow, and Parsons [6], "an item 
response theory includes a set of propositions concerned 
with individuals' responses to items used for psychological 
measurement" (p. 14). All item response theories are 
concerned primarily with the probability of an examinee's 
(observable) response to a test item with certain 
quantifiable characteristics as a function of some 
unobservable (latent) but important characteristic of the 
examinee. The graph of the relationship between the latent 
trait (the independent or criterion varieible) and the 
probability of correct response to a test item is called an 
"item characteristic curve" (ICC), and this ICC is the 
central concept of IRT [6] . Formally, an ICC is a 
mathematical function describing the relationship between 
the latent trait (e.g., examinee "ability") and the 
probability of the examinee's correct response to a 
particular test item. While ICCs have different shapes, 
depending on the unique characteristics of a particular test 
item, in general their shapes resemble the normal cumulative 
distribution function or the logistic cumulative 
distribution function [8]. Baker [1] defines the ICC as "a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
member of a family of two-parameter (location and scale) 
monotonie functions of the ability variable" (p. 4) . The 
location parameter, frequently labeled b, is expressed in 
terras of the ability metric 0, which generally lies between 
-4.0 and 4.0, and represents the point on the aibility scale 
at which the probability of a correct response equals 0.5. 
The scale parameter, a, which indicates the discriminating 
power of the item and usually ranges from 0.0 to 2.0, is the 
slope of the curve at the point where the probability of a 
correct response is 0.5 [1] . Figure 1 displays an ICC with b 
= 1.0 and a = l.O (lower curve) and a second ICC with b =
0.0 and a = 1.5 (upper curve.)
Two Item Characteristic Curves
wt(0 0.8
U 0.6
O 0.4
iH
-2.5 -1.5 -0.5 0
Ability
0.5 2.5
Figure 1 Two Item Characteristic Curves
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The above ICCs display the probability of correct 
response to an item as a function of examinee ability (0) 
and two characteristics of the item {a,h) . The model 
displayed in Figure 1 is thus called the two-parameter IRT 
model, as the probability of correct response to an item by 
an examinee with ability 0 is a function of two parameters. 
However, many psychometricians believe that the probability 
of a correct response to an item by an examinee of ability 
0 is more accurately modeled by a three-parameter ICC. In 
this model, the first two parameters are those of the two- 
parameter model, but the third parameter is called the 
"guessing" parameter and represents the probability that an 
examinee with very low ability may respond correctly to the 
item by guessing. The effects of adding the third parameter 
to the model are to provide a lower asymptote for the ICC 
(see Figure 2) and to increase slightly the probability of a 
correct response when examinee ability matches item 
difficulty (that is, 0=b) . Whereas in the two-parameter 
model b, the difficulty parameter, is defined as the point 
on the ability scale at which the probability of a correct 
response is equal to 0.5, in the three-parameter model b is 
defined as the point on the ability scale at which the 
probability of a correct response is equal to 
c+(1-c)*(0.5) , where c, the "guessing" parameter, takes the 
value of the lower asymptote of the curve.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
A Three-Parameter ICC
1
S-0.8
0.6
0.4
0.2
0
Ability
Figure 2 A Three-Parameter Item Characteristic Curve With 
c = 0.25, b = 0.0, and a = 1.5
Both the normal cumulative distribution function and 
the logistic distribution function have been proposed as 
models for the item characteristic curve [8]. However, use 
of the normal ogive entails integration in order to 
calculate the probability of a correct response, since the 
probability that an examinee with ability 6 will respond 
correctly to item i is
P,(8) = 1 dy.
This equation represents the area under the standardized
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normal curve below a z-score of a_̂ (8-b̂ ) . In contrast, the
cumulative distribution function of the logistic ogive is a
closed form and can be confuted directly, without
integration. For the logistic model, P_j(0) = ------ , where
1+e
= a^ (8-bj) . Multiplication of the logistic deviate 
=a_£ (8-b_£) by 1.702, followed by use of the new value in 
the logistic expression for P_̂ (8) , reproduces the normal 
ogive accurately to within 0.01 over the whole ability scale 
[4]. An additional advantage of using the logistic ogive 
model, according to Baker [1], is that "the logistic 
function is also related to the logarithm of the odds of 
getting the item right" (p. 17) . As evidence, letting P_̂ (8) 
represent the probability of a correct response to item i,
(0) =1-P^ (0) represent the probability of an incorrect 
response, and = a_((8-bj) , we get 
Pi (8) =  and
' 4^  = IjM’
Pi (8)%i = log = ai (8-bi)£>i(8)
While the normal ogive was originally the ICC model of 
choice, the ease of use and the greater interpretability of 
the logistic ogive have led in recent years to its 
replacement of the normal ogive as the standard model [4]. 
All further discussion of the ICC in this paper will be 
referring to the logistic ogive model.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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MOTIVATION FOR THIS STUDY
A large metropolitan school district located in a 
rapidly growing region of the Southwest administers annually 
grade-level achievement tests in reading, mathematics, and 
language arts to its 75,000+ elementary school students in 
grades one through five. These tests, developed using 
classical test theory, are curriculum-based and are designed 
to determined if students are achieving mastery of grade- 
level skills and concepts. However, a primary difficulty 
with the tests is the lack of comparability of individual 
students' scores from one year to the next, which makes it 
difficult to gauge student progress--or gains in student 
"ability"--over time. A potential remedy to this problem is 
vertical equating, or the development of a reporting scale 
common to and extending over several grade levels [10].
IRT's ability to produce sample-free descriptions of 
item characteristics, along with test- and item-free 
estimates of examinee ability, implies that it can be used 
in testing in other ways than merely to describe and select 
items and to estimate latent abilities. Rather, it can also 
be used to produce "parallel" forms of tests to compare 
students' scores on one test with other students' scores on 
a different test, to equate tests vertically, to revise 
tests without losing the ability to make historical 
comparisons, to create tests that are at the right level for 
an examinee or group of examinees, etc. [10]. One of these
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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uses coincides with the need of the school district to place 
successive grade-level tests on a common metric or scale in 
order to facilitate the tracking of student growth. IRT was 
thus the method of choice to describe and analyze item 
characteristics for all items on the school district's 
reading, mathematics, and language arts curriculum-based 
multiple-choice tests, to provide estimates of student 
"ability" for sample students who responded to items at 
their own grade level as well as to "linking" items from the 
test at the grade-level below, and finally to produce "raw 
score to scale score" conversions that will enable the 
school district to track student growth from year to year.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER 2
ESTIMATION OF ITEM PARAMETERS AND ABILITY 
Given the responses of a random sample of examinees to 
selected test items, how does the estimation of item 
parameters and examinee ability take place? A number of 
methods are available for accomplishing this task. If 
either the item parameters or the examinees ' ability levels 
are already known, the task is relatively simple. However, 
if neither item parameters nor examinees' ability levels are 
known, their "simultaneous" estimation represents a more 
formidable problem. Numerous approaches to the solution of 
this problem have been proposed, beginning as early as the 
nineteen-forties. Most of these approaches are based on 
maximum likelihood estimation. The use of the maximum 
likelihood estimation procedure, along with necessary 
refinements of the process, to estimate item parameters and 
examinee ability either singly or jointly, will be described 
below for the three-parameter logistic model. Since the 
two-parameter model is simply the three-parameter model with 
the third parameter--the "guessability" of the item--set to 
zero, the discussion holds for the two-parameter model, 
also.
10
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ESTIMATION OF ITEM PARAMETERS ASSUMING ABILITY IS KNOWN
THREE-PARAMETER MODEL 
The customary procedure for using the maximum 
likelihood estimation procedure to establish item 
parameters, assuming examinee ability is known, begins by 
grouping examinees by ability rather than considering them 
one at a time [1] . For example, if m groups of fy 
examinees with known ability scores 0j, j=l, . . . ,m, are 
randomly selected from a population and all examinees 
respond to the same test item, and if Zj of the fj subjects 
with ability 8̂  respond correctly to the item, while fy-r^ 
respond incorrectly, then the observed percentage of correct 
responses at ability level 8̂  is p(8^) = Pj = , while the
j
observed percentage of incorrect responses at that ability 
level is g(8^) = = ^4:^^ ■
Suppose that r̂ -, the observed number of correct 
responses at each ability level, has a binomial distribution 
with parameters fj and Pj, with - - the actual probability 
of correct response--equal to c+(l-c)----4 _ _  for the2+g-a(8-jb)
three-parameter logistic model. Then E{Zj)=fjPj, with
variance {Zj)=fjPjQj. Therefore, Eipj) =E{^) =^E{Zj) =Pj.
j jThen, letting R = (r̂ , r̂ , . . . , represent the vector of the 
observed number of correct responses at each ability level, 
the likelihood function that expresses the probability of R 
is
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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and
m m
L = loqlProhiR) ] = c + ^  r l̂ogCPj.) (fy-Zj) log(C>y) ,
j=i j=i
where c is a constant. To maximize the values of the 
parameter estimates, we need to find the first and second 
partial derivatives of L with respect to a, b, and c. Thus,
dL A  rAQ.-b)Q. A  (0,-b) (-P,.)
da
 ̂ ” y (9y-h) Qj  ̂ ^ (fy -ry ) 6y- ) y
^ A  [ry(l-fy)+(fy-ry) ('Py ) ] (8y-jb)
hi 1+ce’̂ '®̂ '*’
_ ^ j r y - f y P y M 8 ^
Now letting Py = ,
where Py = P*(0 -) = ---- i____, i.e., the probability of a
correct response by an examinee of ability 0y under the two- 
parameter model. Similarly,
L = —  = V  rya(-gy) ^ A  (fj-Zj) aPy
 ̂ db ^  l+̂ g-a(6̂ -fc) ^
_ A  [:ty (1 -Py) + ifj-Zj) (-Py) ]
Finally,
i = = ■f f i i m i i  , A  (-P,) Pi
' a c  ^  P j - c  P j  ^  P , - C  Pj
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^ ' ^ E r Ë j î i E l  - f
^  Pj k  Pj-^ Pj'
For the three-parameter model the second partial
derivatives are as follows :
2 Pj-C Oj
3a :
Pj-C
db^ hi  ̂Py(l-C) Py(l-C)
Py(l-C) Py(l-C)  ̂ P^^Pj^^'
r _ . 2[-Py+PyC] ,
3̂3 - 8c2
^jPj Qj
c)2 p 2 '
8a8h = a fy (0y-b)j=i
(Py-C)^ gy _
P j ( £ - r  p f e r )
a=L
■ 3a3c = - £fj(ej-wJ=i
■C) Py(l-C) 
(Py-C) Py 
(1-0" Pj
L - L - - a"âÂâZ ■ J=i f.-
and 
P,-c p
(1-0 2 Pj
Now by setting each of the above derivatives equal to zero, 
we can in theory solve for the parameters a, b, and c. 
However, since the resulting equations cannot be solved 
directly (since the true values of the item parameters are 
unknown) they are solved iteratively, using a Taylor series 
approximation approach [1].
The initial estimates for the Taylor series 
approximation approach are obtained by transforming the 
classical test theory item discrimination py (the biserial 
correlation between item i and total test score) and item 
difficulty (the p-value) via the following equations [7] :
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Pi = — âêznr -1 S Pi S 1, and
P y  =  $ ( - b y P y )  .
The initial value for C y  is the reciprocal of the number of 
answer choices for each item. Then, by using a Taylor 
series expansion,
II (a,b, C) = H  (ây,By, aj + A â y ^  ( , ây ) +
(ay,5y,dy) +Ady-^^ (^y,^y,ay) + t O rmS
with higher-order powers of A â y , A j 6 y, and
A ô y  .
We can then evaluate the derivatives of L with respect to 
the unknown parameters by using estimates, with the only 
unknowns being the changes ( A â , A j 6 ,  A â )  in the estimates 
from cycle to cycle.
Now setting -^(a,b,c)=0, and discarding all terms 
containing A â " ,  Aj6̂ , A d " ,  or higher powers, we have
° “ If
If we let
L y  -  I I  ( â y , 5 y ,  Ô y )  ,
Z - l l  =  0 ( â y , £ y , d y ) ,
-̂12 ~ dadb ( "̂1 '
" ^^(ai,5y,dy) ,
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we have
-Ly = LyyAâ + LygA^+LyyAÔ .
Similarly,
^  ( â y , . 6 y ,  d y )  ,
^ 2  ~  ( < â y  ,  5y  ,  d y )  ,
^ 1 2 = = .^^(ây,.6 y,dy) , aUCl
^ 3  = (ây,5y,dy) , SO th^t
-Z^ = L2 2Aj6 +Z2yA,§+Z2yAd .
Finally, if we let
A s  -  ( â y , £ y ,  d y )  ,
Z.33 = 0(ây,5y,dy),
Z < 1 3  -  L y y  -  ( a y ,  5y  ,  d y )  ,  a U d
2̂3 = 3̂2 = (,Êy,5y,dy) , theU.
-Ly = LjyAd+LjjAj^ + LyyAâ .
We can solve simultaneously for Aâ, A5, and Ad, using
- L y  =  L y y A â  +  L y j A j Ô + L y y A d  
-1,2 “ ZgyA â+Z22AJS+Z23 A ̂
- 1 , 3  =  A y y A a + Z y g A j G + Z y y A d .
However, in the three-parameter model the second derivatives 
contain observed values. Thus replacement of the observed 
values Pj by the expected values Pj is required. Making 
this replacement, we get
. p ;
E ( l , y i )  =  A y y  =  -  fj (9 j ~ b) ̂ PjQj
J-1
J
Pĵ
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= ̂ 22 =
jri  ̂(1-c) (Pj.-c) P^'
J=1
andS(L„) = £(L3,) = A^3 = A,,= - ̂  f;, (Sj-t) -(3^[-^]
B(Ajj) = B(Lj2 ) = Aj3 = A 33 =
Finally, the Newt on - Raphs on iterative procedure and 
matrix algebra are used to solve the simultaneous equations 
for Aâ, Aj6, cuid Ad. First, representation of the 
simultaneous equations in matrix algebra form, with 
replaced by E{Lj^) , gives us
A' EU^2) E{L^^y '^à
2̂ =  - A'(1'2i) f(Z'22) ^(^2 3) Aj6
A. F(L3i) ^ ( ^ 2 ) £(L33). Ad
which is then rewritten as
Aâ '^( 1̂ 1)
A j6 = - A-d-zi)
Ad .̂ (̂ 3l)
to solve for Aâ, 4
-'1 2^
-'2 2^
-'32̂
-'13 >
-"2 3)
-'33̂
-1
A
iterative procedure, represented by
â â A<§
£ = + A j6
d C+l d c Ad
or
â â A l l A i2 A i3 -1
= £ + A a i A 21 A 23 • ^2
d C+l d c A 31 A 3 2 A 33 t 3̂
equivalently, B =   ^i 2 ^^ . Ag is used.
Convergence of the iterative process to a predetermined
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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criterion yields estimates of a, h, and c [1 ] .
ESTIMATION OF ABILITY WITH KNOWN ITEM PARAMETERS
THREE-PARAMETER MODEL 
In many cases, item parameters may already be known, 
and IRT is used to estimate examinee ability. In this case, 
again, the MLE is the procedure of choice. Using the three- 
parameter logistic model, the estimation of examinee ability 
proceeds as follows.
The dichotomously scored responses of an examinee 
j (l^jsN) of ability 0 -̂ to n test items comprise an item 
response vector Z7y=(Uij, of length n, where
Uyj=l for a correct response and Uŷ = 0  for an incorrect 
response. The are considered to be statistically 
independent under the assumption of local independence.
Thus the likelihood function representing the probability of 
a given examinee's response to n items is 
Prob[U^/%j] = ni=l
where (0̂ ) and (0y) =Q^j . Now, taking the natural 
logarithm of the function, we get
n
L = log Pxob\.Uj/Qj\ = [u^jlog(P^j) + (l-û -j) log(C>yj-) ] .X=1
Here the P̂ j are functions of the three known parameters of 
the logistic ICC. We will use the notations 
P*j =-- -— , with =a. ( 0 -jbf) andl+g-Zl 1 1 J 1
= Ptj,
to maintain consistency with the presentation of the method
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of obtaining item parameter estimates under the three- 
parameter logistic model.
Taking the derivative of the log-likelihood function 
with respect to ability, we have
^  (Pjj"Cj) 1  ( J ~Pjj)
ae§ &  ' (i-c, ) 2 p|̂ . p,y
In this case the observed values in the second 
derivative must be replaced by the expected values P_̂  ̂. 
This yields
12
Pij
Plj
where, again, P_̂ =P_̂  ̂ under the two-parameter model. Now 
using the Newton-Raphson-Fisher scoring method, we obtain
[8 j] ..1 = [9,1. + .
è  [b;,/B„ 1  :
i= l
For the three-parameter logistic model the large-sample 
variance of 6 -̂ is given by
' — Tÿli '  ------ ---------
( lë f)  g  [ P i /P « l  '
and the corresponding standard error is SE Ôj-=^S^ [1] .
JOINT MLE OF ABILITY AND ITEM PARAMETERS 
Frequently neither examinee abilities nor item 
parameters are known in advance, so that it may be necessary
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to estimate both sets of parameters "simultaneously." 
Although Lord was the first to use MLE for simultaneous 
estimation of ability and item parameters, Bimbaum is 
usually credited with developing the first easily usable 
software for this problem. His method of using the MLE to 
estimate these parameters jointly has become known as the 
"Bimbaum paradigm" [1] .
In many testing situations conditions are such that a 
random sample of N examinees respond to n test items with 
the responses to the item scored u^j=l for a correct answer 
or u^j=0 for an incorrect answer, where l^i^n represents 
item numbers and l^j^N represents examinees. Each 
examinee's vector of item responses will be denoted by 
(û j, û j, . . Ujjj/dj) . The assumption is made that each 
student's response to an item is statistically independent 
from that of each other student of similar ability. There 
will be N response vectors--one for each examinee--so that 
the resultant Nxn matrix of responses, denoted by J7 = |uyj|, 
has a probability given by the likelihood function as
prob [£7/0 ] = n  n  pÿ-'oip"'
j = l  i = l
where 0 = (0 3 , 0 2 ,..., 0 ^̂) is the examinee ability vector,
P^(Qj) =P^j, and =Q^j . If we take the natural logarithm
of the above likelihood function, we get
If a
L = log Prob[U/Q] = log(Py^) + log(0ij)] .
j = l  i = l
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In the three-parameter model, which we will consider here,
the P;.,-=Cy+(1-C;) P/y, whote P/,= -r- . Since neither
the N ability nor the 3n item parameters are known, we must 
take the derivatives of L with respect to each of these 
parameters, set them equal to zero, and then attempt to 
solve the resultant 3n+N simultaneous equations. 
Differentiating the log-likelihood function with respect to 
ability gives N equations of the form
Differentiating the log-likelihood function with respect to 
the three item parameters yields n sets of equations of the 
form
_ A .. 1 àp,, , A  „  , 1 ao,
day '
1 dQij
db^ '
1 dQij
dCi *
j=l ij y=i
Since estimates of the ability and item parameters will then
be obtained using the Newt on-Raphs on iterative method, it is
also necessary to find the second-order partial derivatives
of the likelihood function with respect to each parameter.
Symbolically, these are ,
dal dbf del del dd d̂a^
d^L æ L  æ L  cPl æ L  ______ ,
ddjdbĵ  ' dOjdcĵ  ' da^db^ ' da^dc^ ' db^dc^ ' general
form of the Newton-Raphson equations will be
where A is a column vector of length 3n+N containing
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estimates of both item and ability parameters, B is a 
(3n+N) square matrix of second-order partial derivatives, F 
is a column vector of length 3n+N containing the first-order 
derivatives of the likelihood function, and, as before, t 
is an iteration index [1 ] .
It is obvious that as the size of examinee samples and 
the number of items increases, the dimensions of the 
matrices and vectors become unworkably large. In order to 
maintain workability, several assumptions must be made about 
the data. These assumptions posit examinee-examinee, item- 
item, and examinee -it em statistical independence. These 
assumptions allow the removal from the working matrices of 
all cross-derivatives between pairs of students, pairs of 
items, and item-student pairs. Using this matrix,
Bimbaum's paradigm for obtaining estimates of the 3n+N 
parameters now involves a two-stage iterative procedure.
The first stage consists of estimating examinee ability via 
a standardized "number correct" score, using this as a 
"known" ability parameter, and then estimating item 
parameters based on these "known" ability parameters. The 
second step of the process then takes the item parameter 
estimates of stage one as "known" parameters and uses them 
to provide new ability estimates. In each stage, Newton- 
Raphson equations to solve for the maximum likelihood 
estimates of the parameters in question are used. This 
process is repeated until the difference in the likelihood
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function from one cycle to the next is less than some 
predetermined convergence criterion.
While the Bimbaum paradigm has received wide 
recognition and use, there are several problems with it as 
described [l]. First, after the initial standardized score 
estimate of ability has been replaced by a set of maximum 
likelihood estimates , it becomes necessary to "anchor" 
the 6 y--that is, specify an arbitrary mean and variance for 
the 6 j- metric [7] . A second problem is the lack of 
efficiency in computation when examinee ability is 
considered case-by-case rather than by grouping data. A 
third problem with this method is that parameters cannot be 
calculated for items that were either answered correctly by 
all respondents or answered incorrectly by all respondents.
A fourth problem is that very high discrimination values for 
some items can cause some ability estimates to go to 
infinity, thereby preventing convergence. The final, and 
probably the most significant, problem with Bimbaum's joint 
maximum likelihood estimation (JMLE) paradigm is that it has 
not been demonstrated that the estimators derived thereby 
display the desirable quality of consistency [1] . Although 
maximum likelihood estimates of either item parameters or 
examinee ability converge to their true values as the number 
of examinees or the number of test items increases (assuming 
in the first case known examinee abilities and in the second 
case known item parameters) , simultaneous estimation of both
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sets of parameters results in biased variance estimates when 
either l) the number of items is fixed but the number of 
examinees is increasing or 2 ) the number of examinees is 
fixed but the number of items is increasing [4] . This lack 
of consistency in estimates produced in this manner has 
prompted interest in the refinement of the Bimbaum 
paradigm.
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CHAPTER 3
BAYESIAN TECHNIQUES FOR ESTIMATION OF 
ABILITY AND ITEM PARAMETERS 
As mentioned in Chapter 2, pioneering work in the 
simultaneous estimation of examinee ability and test item 
parameters via the maximum likelihood approach produced 
parameter estimates that lacked consistency [1]. However, 
in 1981, Bock and Aitkin reformulated the MLE approach to 
the simultaneous estimation of item and ability parameters. 
Their reformulation, which combines a marginal maximum 
likelihood estimation approach (MMLE) with an "expectation- 
maximization" (EM) algorithm, provided a method that is both 
workable and theoretically defensible [4] .
A basic assumption of the MMLE approach to parameter 
estimation is that examinees have been randomly selected 
from a population with an underlying ability distribution. 
The Bock and Aitkin approach involves integration over the 
ability distribution, which has the effect of making the 
estimation of item parameters independent of estimation of 
individual examinee ability, although it remains dependent 
on the underlying ability distribution. Since this 
procedure permits increases in sample size without requiring 
additional ability parameters to be estimated, it produces
24
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consistent estimates [1 ] .
In what is essentially an application of Bayes' 
theorem, the MMLE approach finds the probability of each 
possible ability level for each examinee, based on the 
examinee's responses, the item parameters, and the 
distribution of ability in the population. This probability 
would be called the "posterior probability" in Bayesian 
terms. Calculation of the entire posterior ability 
distribution, which is the means by which the estimation of 
item parameters becomes independent of the estimation of 
individual examinees' ability, takes the following form:
f(£7y/8^,S)g(6/T)
p(0y£T̂ .,T,ç) =  ------- :----- :— , o.i)
g(d/z) dd
where is examinee j's item response vector, ( is the 
vector of item parameters, g(0 /x) is the population ability 
density function, and x is the vector of population ability 
parameters. Note that in the numerator,
P(£7/0^.,§) =
a likelihood function that represents the conditional 
probability of an examinee's response vector, given ability 
0j and the item parameters. Note also that g(0/x) may not 
be known prior to data collection, but, instead, may be 
estimated based on the sample data. The denominator of the 
equation, by providing for integration over all ability 
levels, is the marginal probability of the examinee's 
response vector based on both item parameters and the
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distribution of ability in the population. Thus, in 
Bayesian terminology, P(8^/£7\,x,$) represents the posterior 
probability distribution and supplements the information 
from the likelihood function with that from the so-called 
"prior" distribution. According to Baker [1], this 
posterior probability distribution serves the purpose of 
distributing the information in the item response vectors 
over the entire ability scale "in proportion to the 
posterior probability of the examinees being at each point 
on the scale" (p. 174) . This permits calculation of the 
expected frequency of examinees at each level of the ability 
scale.
Now, if we let P(£7y) represent the denominator of 
equation 3.1, the marginal likelihood function for all 
examinees is I, = PCCT̂ -) , and the final expression for the
j=i
derivative of the natural logarithm of the likelihood 
function with respect to (item discrimination for item 
i) in the three-parameter logistic model is:
a Af- (log L) = (1-c^) I [P(eyi7j.,§,x)]de,
where
p I (0j) and Ql (0̂ ) represent the probability of a correct and 
an incorrect response, respectively, to item i by an 
examinee of ability 0̂ , under the two-parameter model. The 
comparable equations for b^ (difficulty of item i) and Cy 
(guessability of item i) under the three-parameter logistic
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model are, respectively:
a If
(log L) = -ay (l-Cy) ̂  J [Uyj-Py (0j) ] fVyj-P(0j-/crj-, x) d0, and 
^ ( l o g ü  =
THE ROLE OF NUMERICAL QUADRATURE 
Since the above expressions involve integrals that can 
be evaluated only approximately, the use of a technique 
known as the Hermitian-Gauss quadrature is employed [10] .
The equations for the derivatives of the log-likelihood 
equations with respect to item parameters â , by, and Cy 
given above can be rewritten using the quadrature notation 
as :
-^(lOgD = (l-Cy)EY^ [Uŷ -Py(%J]R^(%j,-by) [P(%̂ /C7̂ ,(,x)],
“ i ic=l j=l
a <3T W
(log L) = -ay(l-Cy) ̂  ̂  [Uy^-Py (Xj,) ] , and
j *=1 J=1
X ( l o g L )  =
"-"-i ic=l j=l '  ~
where k, l^k^q, represents the number of quadrature points, 
Xĵ represents the midpoint of each rectangle, and A(Xĵ ) is 
a weight proportional to the height of the density function 
g(0 /x) around Xĵ  and the rectangle's width.
Using the quadrature notation in the three-parameter 
logistic model, we recall that
P,U,) . and
0 ,U,) = ;
thus equation 3 . 1 can be rewritten as
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n  Pi Qi A ix^)
P(Y^/I7^.,Ç,t) =  , (3 .2 )
è  n  Oy (%t) A (X̂ )
i c = l  i = l
which represents the posterior probability of an examinee's 
ability level being Xf̂ . Thus the sum over all examinees of 
the posterior probability of an examinee's ability level 
being Xĵ  can be written as :
V « AUt)
fn: =  . (3.3)
E  n  Ql (B,) *■“« A (x^)
J c = l  i = l
and the number of examinees at ability Xĵ  who would be 
expected to give a correct response to an item is indicated 
by:
N
îk
AT n  ̂ ij Pi  Qi  ̂ ^k) A
= Z  Uŷ -̂ (̂ ;c/Z7y,§,Y) = E  -------------------------   (3.4)
E  n  (̂ Jb) Qi (̂ k) A (̂Jt)
J t = l  i = l
Now if we express the conditional probability of Uj, 
given the item parameters, in its quadrature form, we haveAf
E(j^) = Py ( ĵ ) "̂-'Py (%ĵ ) . This leads to the quadraturej=i
form of equations 3.2, 3.3, and 3.4:
LiXĵ )A(Xĵ )P{X^/U^,\,z) =
' £ l (X„)A(Xi,)
k=l
andJ-i "Y,L{X^)A{X^)
k-x
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k̂ l
Incorporating the latter two equations into our MMLE 
equations for the derivatives of the log likelihood with 
respect to the a, b, and c item parameters, we have :
-^(logi) = (1 -Cy) ix̂ -b) (3.5)
^ ( l O g L )  = (-ay)d-Cy) E  [Fyj,-Jyĵ y (3.6)
Jt=l
,3.7,
Using the above equations, the marginal maximum 
likelihood estimation of item parameters then takes place in 
a two-step iterative process called the E-M algorithm, where 
E stands for the "expectation" step and M stand for the 
"maximization" step. During the expectation step, the 
probability of each examinee's particular vector of item 
responses at each of the predetermined quadrature points is 
calculated, using initial item parameter estimates obtained 
from the classical item statistics and the quadrature form 
of the conditional probability of Uj, given 0=.X’jt- Then, 
the posterior probability that the ability of examinee j is 
Xj is calculated using the quadrature form of equation 3.1 
and the appropriate quadrature weights A(Xf.) at each 
quadrature point q. Finally, and r\ŷ  - - the "artificial" 
data that represent, respectively, the expected number of 
examinees at each ability level q, and the number at each
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cibility level who respond correctly--are calculated via 
equations 3.3 and 3.4.
The second step--the maximization step--is initiated by 
solving equations 3.5, 3.6, and 3.7 for a, b, smd c using 
the fyjt and generated in the E step. However, since the 
and Fyjç are indirectly dependent on the unknown item
parameters, the likelihood equations must be solved in a 
Taylor series approach combined with an iterative Newton- 
Raphson-Fisher procedure. At the conclusion of this step, 
the E step is repeated, using the new values of the 
parameter estimates. The E and M cycles repeat until the 
difference in the item parameter estimates from one complete 
cycle to the next is below a pre-selected convergence 
criterion. This use of MMLE/EM resolves the problem of 
inconsistent parameter estimates [1 ].
ENHANCEMENT OF MMLE/EM WITH BAYESIAN ESTIMATION PROCEDURE 
While the use of MMLE/EM permits successful estimation 
of consistent item parameters by integrating ability out of 
the likelihood function, thus removing the dependence of 
item parameters on ability parameters, its use does not 
solve the problems of deviant items or deviant response 
patterns. One means of solving these problems is to employ 
Bayesian techniques to improve parameter estimation.
The Bayesian posterior probability distribution for 
obtaining item parameter estimates, given the observed data, 
is represented by g($,x,/£7) « L(l7/Ç,T)gr(Ç) gr(x) , where x is a
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vector containing the population parameters of the ability 
distribution, ( is a vector of item parameters, and 
1.(17/$,t ) is the marginal likelihood derived from 
integrating L(£7/$,6) over ability levels. Setting the 
partial derivatives of the logarithms of these quantities
equal to zero, and letting Vy stand for any parameter of 
item i, we get
-^[logiL(U/^,z)}]+-^ [log{g($)}] [log{g(x) }] = 0 .
This system of equations represents the marginalized Bayes
modal equations, where, according to Baker [1], the "Bayes
modal estimates represent the joint mode of the posterior
distribution" (p. 200). However, since g(x) contains no
item parameters, it is dropped from the equation and we get 
-^[log{f,(£7/$,x)}] +.^[log{g($)}] = 0 .
Thus the marginalized equations rewritten in their numerical 
quadrature form are :
by = [log{I,(l7/$,T)gr($) }]
= e"Xl-Cy) 5 ^ ] W^(%*-by) - = 0 ,*:=! Og
based on a log normal prior distribution for the parameter 
3 y, and tty = log (ay) ,
Lj = -e“^(l-Cy) Y, ^^ik-fikPi ] ̂ ik-— - r ~  =
assuming a normal prior for item parameter by, and
s-2 t-2
it=l ^-^k' = 0,
assuming parameter c has a beta prior with parameters s and 
t. These equations are used in the maximization (M) step to
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compute item parameters, one at a time, using the and 
Fyyj values generated in the E step. Since these equations 
are not linear, an iterative procedure like the Newton- 
Raphson-Fisher must be used to provide estimates that are 
then passed to the next cycle [l] .
BAYESIAN ABILITY ESTIMATION PROCEDURES
After using Bayesian techniques to obtain estimates of 
item parameters, ability parameters can be obtained using 
similar procedures. Under the assumption that item 
parameters obtained through Bayes iaui enhancement of the 
MMLE/EM procedure are now known, Bayesian techniques are 
used as follows to estimate ability parameters.
If the response vector of examinee j is represented by 
Uj = {u^jfU^j, . . . , Ugj} , then the posterior probability that 
examinee j has ability level 8 ,̂ given his response vector
and the vector $ of item parameters, is represented by
= P(C..T,/e,X)sr(8 )
J^P(U=Uj/d) grid) d(0)
Since the conditional probability of examinee j ' s response 
vector Uj, given ability level dj and item parameter vector 
$ and assuming local independence, is represented by
P ( U=Uj/Qj ,$) = n  Qi ,
i = l
the posterior probability can be rewritten as
n  Pi Qi iQj)
PiSj/Uj,^) = i = l
/.In Pi (Gy) Qi (0y) ̂ ■“"g-(0) d0
" i = i
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Thus the Bayes expected a posteriori estimate of 0̂-, given
U=Uj is
r Q j S r ( B )  n  Pi (Gy) Qi (G^-)
EiQj/Uj,^) = — ----- ----------------------
/I^CG) n  Pi (Gy) Qi (Gj) ̂ -“«d0
i = l
The quadrature form of this equation is
Y X j,L{Xj,)A{Xj,)
E(Qj/Uj,V = 0  ̂=  ,
jt=i
where the values of A(Z^) are the quadrature weights 
calculated in the final iteration of the Bayesian EM cycle 
for the estimation of item parameters [1 ].
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CHAPTER 4
ESTIMATION OF ITEM AND ABILITY PARAMETERS IN BILOG-MG 
BILOG-MG is a software package that extends the IRT- 
based item and ability parameter estimation techniques of 
BILOG to a variety of situations, including that of 
analyzing responses of different groups of examinees who 
have responded to at least a few common items in addition to 
perhaps many more items unique to their respective groups. 
Whether the respective groups being analyzed differ by age, 
grade, ethnicity, or some other characteristic, the software 
adds information about the group to which a respondent 
belongs to the information provided in his responses to 
improve estimates of item and ability parameters [1 0 ]. 
Vertical equating, the procedure required in the urban 
school district's effort to place all tests on a common 
scale, is one of the applications for which this software is 
designed. The BILOG-MG program estimates item parameters 
and examinee abilities using the 1 -, 2 - or 3-parameter 
logistic item response theory (IRT) model.
PHASE ONE OF BILOG-MG 
In Phase One of BILOG-MG, classical item statistics are 
computed for each item. These include the number of
34
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examinees responding to each item, the p-value (percent of 
students who answered each item correctly) , and the biserial 
item-trait correlation. Under the assumption of a N(0,1) 
distribution for 0  in the respondent population, these 
initial values are then related to normal-ogive item 
parameters in the 2 - or 3-parameter model via the following 
conversions [7]:
Py = $ ( -ayby/^l+ay )
P i  =  a y / / l + a y ,
These estimates are then converted to the logistic metric by 
dividing by 1.7. The initial value of Cy is equal to the 
reciprocal of the number of answer choices to each item. 
These values for ay, by, and Cy are then passed on to the 
second phase of the program for use as the initial values 
for the ettpirical estimation of the item parameters [1 0 ] .
PHASE TWO OF BILOG-MG 
The second phase of BILOG-MG provides an iterative approach 
to item parameter estimation. Based on the method of 
marginal maximum likelihood estimation put forth by Bock and 
Aitkin and described in Chapter 3, it makes the assumption 
that the examinees belong to a population where the latent 
ability trait 0  has a specified probability distribution, 
that this probability distribution is normal if the sample 
was not drawn on some artificial basis, and that therefore 
the density function of 0  may be represented as
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_ 1 (8-n)2
g(8 ) = — ,V2 it a
with an indeterminate n and [7] . Although the problem 
of the indeterminacy of the mean and standard deviation of 
the latent scale is ordinarily resolved by specifying p,=0 
and 0 =1 , BILOG-MG provides for rescaling of all estimates 
to a more easily interpretable scale, such as the SAT scale 
with a mean of 500 and a standard deviation of 100.
The second phase of BILOG-MG also msikes provision for 
latent distributions that are not normal and allows users 
either to pre-specify the form of the latent distribution or 
to request empirical determination of its form. According 
to Zimowski et al. [10], these arbitrary or empirically 
determined distributions are "represented by probabilities 
h{Q) , on a finite number of equally spaced points" (p. 7), 
where the sum of the h(0) must equal unity. The mean and 
standard deviation of such a distribution is given by:
<3T
= Y  and
È  (8 t-p)2 A(8 ^
k=l
If a non-normal latent distribution is assumed but its shape 
is not specified in the program input, the h{Q̂ .) are 
estimated by marginal maximum likelihood along with the 
estimation of item parameters.
In multiple-group IRT, the assumption is made that an 
item functions similarly for all groups of examinees in
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relation to item difficulty and item discrimination. An 
application called "Differential Item Functioning" (DIF) is 
available to test the behavior of items that are intended to 
be used as linking items for different groups of examinees. 
When multiple-group data are being analyzed, the assumption 
is also made that all groups of respondents come from 
populations in which the latent trait is normally 
distributed but in which the means and standard deviations 
may differ. Thus, the response data can be completely 
described by estimation of ability parameters along with 
item parameters, as long as the indeterminacy of the origin 
and scale of the latent continuum is resolved by identifying 
one of the groups as the reference group and then assigning 
arbitrary values for the mean and standard deviation of that 
group [1 0 ] .
The process of simultaneous estimation of item 
parameters and ability for multiple groups, as distinguished 
from the process for a single group, consists of adding the 
step of integrating or summing the likelihood function over 
groups in addition to summing over ability levels and items, 
and thereby obtaining additional information about item 
parameters and score estimates on the basis of group 
membership. When multiple groups are involved, the second 
phase of BILOG-MG estimates the mean and standard deviation 
of the posterior ability distribution for each group of 
examinees.
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During the estimation of item parameters for either a 
single group or multiple groups, BILOG-MG solves the 
marginal maximum likelihood equations by both the E-M 
algorithm described in Chapter 3 and by the Newton-Gauss- 
Fisher iterative method [10] . The Newton phase generates an 
approximated information matrix for item parameters and 
subsequently uses this matrix to "provide large-sample 
standard errors of estimation for the item parameter 
estimates" (p. 38) . This phase of BILOG-MG thus provides 
for each item an estimate of the item threshold/location and 
its dispersion/standard deviation as well as the item 
slope/discrimination, and the lower asymptote for the ICC. 
Standard errors of the estimate are also calculated for all 
estimates of item parameters [1 0 ] .
Since sangle responses to an item that is very 
difficult or very easy may not provide enough information 
for accurate estimates of the item parameters, BILOG-MG 
provides the option of supplementing the information in the 
response data with the use of prior distributions for all 
item parameters. In general, normal priors are specified 
for item difficulty/location, since, according to Baker [1], 
"difficulty parameters are often between -4.0 and +4.0 
standard deviations in value, suggesting that a unimodal 
symmetric distribution like the normal" (p. 196) is an 
appropriate prior. For item discrimination/slope, the log 
normal distribution is generally considered appropriate
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since item discrimination is typically positive and thus 
appropriately represented, by a unimodal distribution with a 
positive skew. Finally, beta priors are ordinarily used for 
lower asymptotes, with the justification being that c must 
lie between 0 and 1 [1] . The use of such priors enables all 
items to be retained in the analysis. In addition, the use 
of prior distributions in the calculation of item parameters 
has the effect of pulling the estimates toward the mean of 
the prior, thereby preventing the estimates from cycling off 
to unreasonable values.
Phase Two of BILOG-MG also provides the option of 
producing item fit statistics for each item after the final 
estimation cycle. A likelihood ratio chi-square comparison 
of observed and expected responses in each of a number of 
arbitrarily determined ability intervals is used, with the 
expected frequencies calculated on the basis of preliminary 
assignment of individuals to particular intervals based on 
estimates of ability for each examinee and what the 
"expected response probabilities" (p. 40) would be for the 
average respondent in each interval [10] . This test is 
given by:
X5 log.
where stands for the number of intervals, is the 
number of respondents in interval h who responded correctly 
to item J, stands for the number of respondents
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preliminarily assigned to interval h, and Pj(0 y,) is the 
probability of a correct response by a respondent with 
ability 0^, the average for interval h. Phase Two also 
provides for a test of whether or not the added parameters 
of a 2 - or 3-parameter model represent a better fit to the 
data. Zimowski et al. [10] state that to test whether the 
additional parameters improve the data-model fit, the 
program should be run repeatedly using the same data, each 
time adding a parameter. At the end of Phase Two, the 
negative of the marginal maximum log likelihood is printed, 
and this value is to be compared from one model to the next 
(e.g., from the 2 -parameter model to the 3-parameter model). 
If the sample size is large, the absolute value of the 
difference between the log likelihoods is ~x^ with degrees 
of freedom equal to the difference in the number of 
parameters from one run to the next, with the null 
hypothesis being that the additional parameter does not 
improve data-model fit.
PHASE THREE OF BILOG-MG 
Finally, the third phase of the BILOG-MG program 
provides estimates of the ability score for each examinee. 
These estimates are not based on the number-correct score; 
instead they are reported on the metric of the item 
difficulties/locations, and in general they represent (for 
the two-parameter model) the difficulty/location of the item
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that the examinee has a fifty percent probability of 
answering correctly. In theory, these scores have the 
advantage of remaining constant even when changes are made 
to a test, of weighting different items based on their index 
of discrimination, and of producing standard errors that 
vary for each estimate. In other words, these ability 
estimates or scores nicely overcome the disadvantages cited 
earlier of classical test theory estimates of ability.
The two primary types of scale score estimation 
available in the BILOG-MG program are maximum likelihood 
estimation (MLE) and Bayes estimation. Estimation of a 
respondent's scale score via the maximum likelihood estimate 
does not require postulation of a prior distribution. That
value of 6  that maximizes the following equation is the MLE
of respondent i's scale score;
D.
log  Li (0) = 5^ {Xij-log^Pj. (0) + ( l-x ^ j)  log* [l-P^. (0) ] } ,
j=i
where Pj(0) is the empirically derived ICC for item j and
_ J 1 if the respondent answered item j correctly I
i I 0 if the respondent answered item j incorrectly [ '
Thus we must solve the following likelihood equation:
01ogLi(0) _ A  Xi^-Py(0) 0Pj (0)
60 ^  P^(0) [ l - P / 0 ) ]  60 •
The standard error of the MLE is given by
5L(0) = J(0) '
where J(0) , the Fisher information function, is [1] .' 60̂  '
This standard error of measurement, unlike that of classical 
test theory, varies in size along the continuum of scale
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scores, ordinarily achieving its greatest values at the 
extremes of the continuum and its smallest value near the 
center of the continuum. The MLE of ability does, however, 
have the drawback that it is not available for examinees who 
answered all items correctly or no items correctly. The use 
of Bayes estimation procedures is required to generate 
scores for such examinees.
Bayesian estimates of examinee ability, as available in 
BILOG-MG, are of two types, the expected, a posteriori (EAP) 
estimate and the maximum a posteriori (MAP) estimate [10] . 
The EAP estimator is the mean or expectancy of the posterior 
distribution of 0 , given a respondent's particular pattern 
of answers (x̂ ) . This estimator can be approximated using
the Gauss-Hermite quadrature described in Chapter 3, where 
^X^{x,/Xj,)A{X,^)
0 ,- —
'£P{Xi/Xf,)A(X^)
*=1
The standard deviation of this estimator--called the 
posterior standard deviation (PSD)--is given by
E  (Xt,-6i)^P{Xi/X^)A[Xj^)
P S D (0J  =
Y,P(x ,/X^)A(X^)Jc=i
where the A{X̂ .) are derived from the postulated 
distribution of 0. The EAP estimator has the advantage of 
existing for all answer patterns; in addition, it has the 
smallest average error in the population of all estimators. 
Although it has a small bias toward the population mean.
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this bias is negligible within ±3 standard deviations.
As mentioned, BILOG-MG also provides for the use of the 
maximum a posteriori (MAP) or Bayes modal estimator to 
estimate 0 . The MAP is the value of 0 that maximizes
n
P(6/x^) = {x ĵ-loggP_£ (0) + (l-x^j.) log^[l-P j-(0 ) ] } + loggg(0) ,
j = i
where g(0) gives the density function for 0 in the 
population. The likelihood equation to be solved is given 
by
A  x^j-Pj(B) dPj (d) dlog^ grid)
^  P,.(0) [1-Pj.(0)] 60 60
The PSD of the MAP estimate is given by
Although the MAP estimator exists for all response patterns, 
it has a larger average error than the EAP estimator and is 
also generally slightly biased toward the population mean 
[10] .
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CHAPTER 5
APPLICATION OF BILOG-MG TO VERTICAL EQUATING 
When this school district had previously desired 
vertical equating of its reading and mathematics criterion- 
referenced grade-level achievement tests for elementary 
school students, it contracted with CTB/McGraw-Hill to 
undertake this task. Greg Candell, a research scientist 
from CTB, accomplished this in 1990 using procedures built 
on CTB's experiences with its two major nationally-normed 
standardized achievement test series. Comprehensive Tests of 
Basic Skills and California Achievement Tests. The software 
used to develop item parameter estimates was the estimation 
program PARMATE, a proprietary package of CTB [2] .
In the present case, with the same end in mind, a 
slightly different procedure was used. First, the decision 
was made to accomplish the task in-house. To provide data 
for analysis the district used its year-round elementary 
students (approximately one-third of its total number of 
elementary students) to participate in the additional 
testing required. After the identification of desirable 
overlap items (7-13 items in each test that had high point 
biserial discrimination indices and that were of at least
44
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average difficulty for on-grade-level students) , each year- 
round elementary school student took the entire on-grade- 
level achievement test in reading, mathematics, and writing 
and, in addition, took up to 13 "linking" items from one of 
the achievement tests administered to students at the 
previous grade level. Students were not selected randomly 
to participate in the process. Rather, a representative 
group of schools (including high-, medium-, and low- 
achieving schools in equal proportions) were identified for 
each subject area, and then all year-round students at those 
schools took the identified below-grade-level items. Thus, 
students from grades 2-5 in approximately 8-10 schools per 
subject area participated. The actual numbers of students 
by grade level and subj ect area are presented in Table 1.
Table 1
Student Participation by Grade Level and Subject Area
Subject Grade 1 Grade 2 Grade 3 Grade 4 Grade 5
Reading 901 911 649 764 677
Mathematics 905 784 807 732 738
Writing n/a 999 715 691 667
Table 2 shows the number of grade-level test items, in 
addition to the number of those items that were taken as 
linking items by students at the grade level above.
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Table 2
Number of Test Items (TI) and Linking Items (LI)
Grade Reading Mathematics Writing
1 40 6 50 7 n/a
2 60 7 55 10 45 8
3 60 8 60 9 60 8
4 66 12 60 13 60 13
5 65 65 60
After the estimation of item parameters from the 
responses provided by the sample group, responses of the 
entire student population at each grade level were used to 
produce scale score estimates. Table 3 shows the number of 
students by grade level and subject area in the population 
used in the scale score estimation process.
Table 3
Student Population Used for Scale Score Estimates
Subject Grade l Grade 2 Grade 3 Grade 4 Grade 5
Reading 12498 11838 11348 11452 11162
Mathematics 12662 11924 11567 11550 11134
Writing n/a 11767 11352 11423 11124
While a number of software packages were available to 
accomplish this analysis, a review of the three most widely 
used commercially available packages culminated in the 
selection of BILOG-MG, an extension of item and ability 
parameter estimation to multiple groups, since it was the 
only software package that permitted use of the 1-, 2-, and 
3- parameter model, use of Bayesian enhancements to the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
47
joint maximum likelihood procedure, and extension of the 
procedure to multiple groups.
The BILOG-MG program permits a number of choices for 
the user. For example, the user may choose among the one -, 
two-, and three-parameter models, between the metric of the 
logistic ogive and that of the normal ogive, whether to 
specify prior distributions for both the ability continuum 
and the item characteristics, the type of ability estimate, 
and the choice of the final scale for the ability metric.
In the present case, a number of the different options were 
explored before a final decision was made as to the 
appropriate model.
NUMBER OF PARAMETERS
Since prior experience with classical item statistics 
indicates that some test items are indeed much more highly 
discriminating than others, the one-parameter model was not 
given serious consideration. However, all data were 
analyzed under both the two- and three-parameter models. 
Using the two-parameter model as the "null" hypothesis, and 
the three-parameter model as the "alternative" hypothesis, 
the hypothesis was tested that the additional parameter is 
zero and that its inclusion results in no significant 
improvement in fit. According to Zimowski et al. [10], the 
positive difference of the negative log of the marginal 
maximum likelihood (available in Phase Two output) has a 
chi-square distribution on the null hypothesis, with the
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number of degrees of freedom equaling the number of 
additional parameters included in the model (one, in this 
case). A model with additional parameters should be adopted 
only when this test statistic is significant. Table 4 
presents these values for all three tests.
Table 4
Chi-Square Test for Adding a Third Parameter
Negative Log Likelihood for: 
Reading Mathematics Writing
2-Parameter 178306.07 197436.95 152247.87
3-Parameter 177922.05 197012.17 151897.80
Positive Diff 384.02 424.78 350.07
Prob. With 1 DF 0.0000 0.0000 0.0000
USE OF PRIOR DISTRIBUTIONS 
While examinees were not drawn reindomly from the 
population of respondents, frequency distributions of the 
number of examinees at each possible number correct score on 
each grade-level test indicated the examinee sample 
paralleled the entire district population closely. It was 
also assumed that each grade-level sample of examinees was 
drawn from a population that was normal but that the mean 
and standard deviation of each normal population was 
different from one grade level to the next. Thus the item 
response data could be described completely by estimation of 
the ability parameters of each group, in conjunction with 
the item parameters. The problem of the arbitrary origin 
and unit of the latent ability continuum was resolved by
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letting the third-grade students serve as the reference 
group. Thus in Phase Two, the mean and standard deviation 
of the third-grade latent ability continuum were set at zero 
and one.
In the estimation of item parameters in Phase Two, the 
user is given the option of placing prior distributions on 
the item parameters. This option is recommended [1] if some 
items are very easy or very difficult, in order to provide 
additional information and to prevent item estimates from 
"cycling off to unreasonable values during the estimation 
process" (p. 197). Since many of the first- and second- 
grade items are indeed very easy, this option was chosen.
The program default values for item difficulty 
[~N(0,4)], item slope [~LN(0, 0.25)], and asymptote 
[ ~ P ( a , P )  ], where a = and P  = 20 (l- were
used in this project. The BILOG-MG program provides for the 
calculation of item fit statistics at the end of the last 
estimation cycle, as described in Chapter 4. In this study, 
misfitting items--that is, items for which a =0.01 for the 
statistic--were identified. Table 5 identifies these 
items for each subject area.
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Item #/Prob. Level
Table 5
Misfitting Items
Mathematics 
Item #/Prob. Level
50
Writing 
Item #/Prob. Level
Grl #25/0.0034 
Gr2 #18/0.0097 
Gr2 #37/0.0001
Gr3 #55/0.0057 
Gr4 #30/0.0017
Gr2 #02/0.0000 
Gr2 #05/0.0082 
Gr3 #14/0.0032
The small number of items identified as having poor fit with 
the model provided additional evidence of the adequacy of 
the model.
The third phase of the BILOG-MG program gives the user 
the option of selecting ability estimates calculated using 
the maximum likelihood estimate, the Bayesian or expected a 
posteriori (EAP) , or the Bayes modal or maximum a posteriori 
(MAP) estimate as described in Chapter 4. Since, according 
to Zimowski et al. [10], the EAP estimate "exists for all 
answer patterns and has a smaller average error in the 
population than any other estimator" (p. 17), it was the 
estimator selected for use in this application. Use of the 
EAP estimator necessitated specification of a prior 
distribution, which, in this case, was determined to be the 
standard normal distribution.
Each of these score estimates can be calculated with or 
without the option of "biweight robustification," a 
procedure which discredits doubtful answer patterns possibly 
caused by guessing or random marking. When biweight 
robustification is selected, however, the "guessing"
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parameter is not used as the third parameter in the EAP 
estimates. All data were run with and without biweight 
robustification, and the final estimates were produced using 
the three-parameter model without biweight robustification 
because of the smaller standard errors of measurement 
associated with this method.
Finally, the EAP ability estimates in the latent
distribution were rescaled to a mean of 500 and a standard
deviation of 100. Since each response pattern had a 
different ability estimate, a raw score to scale score 
conversion chart was derived by using the mean of the 
ability estimates for each raw score. Thus, final scale 
scores are based only on a raw score to scale score 
conversion that does not take individual response patterns 
into account. Raw score to scale score conversions for each 
subject area and each grade level are provided in Appendix 
I. Item parameter estimates are found in Appendix II.
FLOOR AND CEILING SCORES 
Although EAP scores were available for examinees with
perfect scores or scores below the guessing level, in most
cases these scores were so extreme and the standard error of 
measurement (SEM) was so great that they had little value. 
Thus "floor and ceiling" scores were developed using the 
following somewhat arbitrary procedures based on the earlier 
CTB study [2]:
1. Each floor and ceiling score was set at such a
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level as would not produce an unacceptably large
gap between it and the next higher or lower score.
2 . The floor and the ceiling went up for each
successive grade level.
3 . All number correct scores below the "guessing"
level were assigned the floor score.
The assignment of all number-correct scores below the 
"guessing" level to the floor scale score was based on the 
assumption that raw scores such as these are produced mostly 
by random marking. Analysis of previous districtwide 
results indicates that between 0.2% and 0.4% of students at 
each grade score at or below this level.
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Table 6
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 1 Reading
NC SS SEM NC SS SEM
0 200 n/a 21 266 28
1 200 n/a 22 273 29
2 200 n/a 23 281 30
3 200 n/a 24 291 30
4 200 n/a 25 302 30
5 200 n/a 26 311 30
6 200 n/a 27 322 30
7 200 n/a 28 332 29
8 200 n/a 29 343 28
9 200 n/a 30 354 28
10 200 n/a 31 364 28
11 200 n/a 32 377 28
12 230 14 33 389 29
13 233 16 34 402 30
14 234 17 35 417 31
15 237 18 36 435 34
16 241 20 37 457 38
17 244 21 38 485 44
18 249 23 39 526 55
19 253 25 40 595 73
20 259 27
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Table 7
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 2 Reading
NC SS SEM NC SS SEM
0 220 n/a 31 320 27
1 220 n/a 32 329 26
2 220 n/a 33 337 25
3 220 n/a 34 340 25
4 220 n/a 35 349 25
5 220 n/a 36 356 24
6 220 n/a 37 364 24
7 220 n/a 38 368 23
8 220 n/a 39 378 23
9 220 n/a 40 384 23
10 220 n/a 41 393 23
11 220 n/a 42 399 23
12 220 n/a 43 406 23
13 220 n/ a 44 416 24
14 220 n/a 45 425 24
15 220 n/a 46 432 25
16 220 n/a 47 441 25
17 220 n/a 48 450 26
18 220 n/a 49 460 26
19 250 23 50 470 27
20 254 24 51 481 28
21 257 25 52 492 29
22 262 26 53 504 30
23 267 27 54 519 31
24 271 28 55 533 32
25 275 28 56 550 34
26 284 29 57 569 37
27 292 29 58 593 41
28 299 28 59 624 47
29 305 28 60 664 55
30 315 28
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Table 8
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 3 Reading
NC SS SEM NC SS SEM
0 240 n/a 31 368 26
1 240 n/a 32 376 25
2 240 n/a 33 383 24
3 240 n/a 34 389 24
4 240 n/a 35 399 23
5 240 n/a 36 405 22
6 240 n/a 37 412 22
7 240 n/a 38 417 22
8 240 n/a 39 423 21
9 240 n/a 40 431 21
10 240 n/a 41 438 21
11 240 n/a 42 444 20
12 240 n/a 43 450 20
13 240 n/a 44 457 20
14 240 n/a 45 464 20
15 240 n/a 46 470 20
16 240 n/a 47 477 20
17 240 n/a 48 484 20
18 280 29 49 492 21
19 283 29 50 499 21
20 285 30 51 508 21
21 287 30 52 517 22
22 296 31 53 526 23
23 302 31 54 537 24
24 311 30 55 548 25
25 324 29 56 562 27
26 327 29 57 577 30
27 332 30 58 597 34
28 345 28 59 635 39
29 350 28 60 670 46
30 363 26
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Table 9
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 4 Reading
NC SS SEM NC SS SEM
0 300 n/a 34 434 22
1 300 n/a 35 441 22
2 300 n/a 36 448 21
3 300 n/a 37 452 20
4 300 n/a 38 458 20
5 300 n/a 39 464 20
6 300 n/a 40 468 19
7 300 n/a 41 474 19
8 300 n/a 42 480 19
9 300 n/a 43 485 19
10 300 n/a 44 491 19
11 300 n/a 45 497 19
12 300 n/a 46 503 19
13 300 n/a 47 509 19
14 300 n/a 48 515 19
15 300 n/a 49 522 19
16 321 32 50 528 20
17 334 32 51 535 20
18 341 32 52 542 20
19 336 33 53 548 21
20 343 32 54 555 21
21 347 32 55 564 22
22 356 32 56 572 23
23 356 32 57 579 23
24 365 31 58 590 24
25 376 30 59 600 26
26 386 28 60 611 27
27 389 28 61 623 28
28 395 27 62 635 30
29 402 27 63 652 33
30 409 25 64 670 35
31 417 24 65 689 38
32 423 23 66 711 42
33 431 22
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Table 10
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM) , for Grade 5 Reading
NC SS SEM NC SS SEM
0 330 n/a 33 473 23
1 330 n/a 34 479 23
2 330 n/a 35 485 22
3 330 n/a 36 491 22
4 330 n/a 37 498 21
5 330 n/a 38 504 21
6 330 n/a 39 508 21
7 330 n/a 40 515 20
8 330 n/a 41 521 20
9 330 n/a 42 526 20
10 330 n/a 43 532 19
11 330 n/a 44 538 19
12 330 n/a 45 544 19
13 330 n/a 46 550 19
14 330 n/a 47 555 19
15 330 n/a 48 562 19
16 330 n/a 49 568 19
17 365 31 50 574 19
18 372 30 51 581 19
19 379 31 52 588 20
20 384 31 53 594 20
21 394 30 54 602 20
22 400 30 55 609 21
23 408 29 56 618 22
24 414 29 57 627 23
25 419 28 58 636 23
26 425 28 59 645 25
27 437 26 60 657 26
28 441 26 61 669 28
29 449 25 62 681 29
30 452 25 63 695 31
31 462 24 64 714 34
32 466 24 65 736 37
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Table 11
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 1 Mathematics
NC SS SEM NC SS SEM
0 160 n/a 26 227 301 160 n/a 27 237 302 160 n/a 28 243 303 160 n/a 29 252 294 160 n/ a 30 261 305 160 n/a 31 271 296 160 n/a 32 281 297 160 n/a 33 290 288 160 n/a 34 301 289 160 n/a 35 310 2810 160 n/a 36 321 2811 160 n/a 37 331 2812 160 n/a 38 342 2913 160 n/a 39 354 2914 160 n/a 40 364 3015 160 n/a 41 377 3116 160 n/a 42 390 3217 160 n/a 43 405 3318 160 n/a 44 421 3519 160 n/a 45 439 3820 186 27 46 461 4121 192 27 47 485 4522 199 29 48 513 5023 201 29 49 549 5624 207 30 50 595 6525 219 30
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Table 12
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 2 Mathematics
NC SS SEM NC SS SEM
0 190 n/a 29 310 25
1 190 n/a 30 319 25
2 190 n/a 31 323 24
3 190 n/a 32 334 24
4 190 n/a 33 339 24
5 190 n/a 34 345 24
6 190 n/a 35 351 24
7 190 n/a 36 360 23
8 190 n/a 37 365 24
9 190 n/a 38 373 24
10 190 n/a 39 380 24
11 190 n/a 40 387 24
12 190 n/a 41 397 24
13 190 n/a 42 405 25
14 190 n/a 43 413 25
15 190 n/a 44 422 26
16 190 n/a 45 432 2617 223 31 46 441 27
18 233 31 47 453 28
19 237 31 48 464 29
20 244 30 49 477 3021 250 30 50 491 32
22 261 29 51 506 33
23 264 29 52 524 36
24 275 28 53 543 39
25 279 28 54 577 42
26 287 27 55 610 47
27 295 27
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Table 13
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM) , for Grade 3 Mathematics
NC SS SEM NC SS SEM
0 210 n/a 31 355 27
1 210 n/a 32 363 27
2 210 n/a 33 371 26
3 210 n/a 34 376 264 210 n/a 35 385 26
5 210 n/a 36 391 25
6 210 n/a 37 399 257 210 n/a 38 406 25
8 210 n/a 39 414 24
9 210 n/a 40 421 24
10 210 n/a 41 428 24
11 210 n/a 42 436 24
12 210 n/a 43 443 24
13 210 n/a 44 451 24
14 210 n/a 45 458 24
15 231 36 46 466 24
16 233 37 47 475 24
17 239 37 48 483 24
18 250 37 49 492 25
19 258 37 50 501 25
20 268 36 51 510 2621 275 35 52 521 27
22 282 35 53 532 28
23 294 34 54 544 2924 299 33 55 557 30
25 307 33 56 572 32
26 315 31 57 590 3527 324 31 58 611 39
28 333 30 59 637 45
29 337 29 60 670 52
30 348 28
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Table 14
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade ■4 Mathematics
NC SS SEM NC SS SEM
0 230 n/a 31 415 291 230 n/a 32 420 292 230 n/a 33 430 28
3 230 n/a 34 439 284 230 n/a 35 445 27
5 230 n/a 36 456 27
6 230 n/a 37 463 267 230 n/a 38 472 26
8 230 n/a 39 478 26
9 230 n/a 40 487 25
10 230 n/a 41 494 2511 230 n/a 42 502 2512 230 n/a 43 511 25
13 230 n/a 44 520 2514 230 n/a 45 527 25
15 258 42 46 536 25
16 267 41 47 545 2517 275 41 48 555 25
18 279 42 49 564 26
19 287 41 50 574 26
20 301 41 51 585 2721 311 40 52 596 2722 321 39 53 609 2823 332 38 54 621 2924 347 36 55 634 30
25 353 36 56 651 32
26 365 34 57 668 3527 376 33 58 687 38
28 386 32 59 713 43
29 395 31 60 743 48
30 405 30
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Table 15
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade !5 Mathematics
NC SS SEM NC SS SEM
0 330 n/a 33 501 23
1 330 n/a 34 509 22
2 330 n/a 35 514 21
3 330 n/a 36 519 21
4 330 n/a 37 525 20
5 330 n/a 38 531 20
6 330 n/a 39 536 19
7 330 n/a 40 541 19
8 330 n/a 41 547 18
9 330 n/a 42 552 18
10 330 n/a 43 557 18
11 330 n/a 44 562 18
12 352 38 45 568 17
13 361 38 46 573 17
14 369 37 47 579 17
15 373 37 48 583 17
16 383 37 49 590 17
17 388 36 50 594 18
18 395 36 51 601 18
19 400 35 52 607 18
20 410 34 53 613 18
21 418 33 54 618 19
22 426 32 55 627 20
23 432 32 56 634 20
24 443 30 57 641 21
25 450 30 58 650 22
26 456 28 59 660 23
27 464 27 60 671 25
28 469 27 61 682 27
29 477 26 62 696 29
30 483 25 63 713 33
31 490 24 64 733 36
32 496 23 65 757 40
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Table 16
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 2 Writing
NC SS SEM NC SS SEM
0 175 n/a 23 290 34
1 175 n/a 24 302 31
2 175 n/a 25 309 30
3 175 n/a 26 314 30
4 175 n/a 27 327 28
5 175 n/a 28 334 27
6 175 n/a 29 341 26
7 175 n/a 30 349 26
8 175 n/a 31 360 25
9 175 n/a 32 367 25
10 209 37 33 376 25
11 217 37 34 384 25
12 221 37 35 395 25
13 231 37 36 405 25
14 236 37 37 416 26
15 239 37 38 428 27
16 243 37 39 443 28
17 251 37 40 458 30
18 257 36 41 476 33
19 262 36 42 497 36
20 271 35 43 523 40
21 279 34 44 556 45
22 285 33 45 598 52
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Table 17
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 3 Writing
NC SS SEM NC SS SEM
0 200 n/a 31 324 31
1 200 n/a 32 325 31
2 200 n/a 33 338 29
3 200 n/a 34 348 28
4 200 n/a 35 358 27
5 200 n/a 36 362 26
6 200 n/a 37 370 26
7 200 n/a 38 376 25
8 200 n/a 39 385 24
9 200 n/a 40 391 24
10 200 n/a 41 397 24
11 200 n/a 42 406 24
12 200 n/a 43 411 24
13 200 n/a 44 418 24
14 200 n/a 45 427 24
15 200 n/a 46 434 24
16 200 n/a 47 442 24
17 200 n/a 48 450 24
18 220 41 49 458 25
19 231 40 50 467 25
20 236 40 51 477 26
21 243 39 52 487 27
22 255 38 53 498 28
23 259 40 54 510 29
24 265 38 55 524 31
25 274 37 56 540 33
26 279 37 57 558 35
27 286 36 58 581 39
28 298 35 59 609 45
29 303 34 60 649 54
30 311 32
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Table 18
Number-Correct (NO to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 4 Writing
NC SS SEM NC SS SEM
0 240 n/a 31 369 44
1 240 n/a 32 381 41
2 240 n/a 33 391 40
3 240 n/a 34 402 37
4 240 n/a 35 412 35
5 240 n/a 36 421 34
6 240 n/a 37 431 33
7 240 n/a 38 438 32
8 240 n/a 39 449 30
9 240 n/a 40 457 29
10 240 n/a 41 465 28
11 240 n/a 42 475 27
12 240 n/a 43 484 27
13 240 n/a 44 492 27
14 240 n/a 45 501 26
15 250 50 46 511 26
16 257 50 47 520 26
17 261 50 48 530 26
18 268 50 49 539 26
19 275 50 50 550 26
20 282 50 51 560 27
21 284 50 52 572 27
22 290 51 53 583 28
23 295 51 54 597 29
24 304 50 55 611 30
25 312 51 56 626 32
26 318 51 57 646 35
27 328 49 58 668 39
28 340 48 59 698 45
29 346 47 60 737 51
30 364 43
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Table 19
Number-Correct (NC) to Scale Score (SS) Conversion,
Including Standard Error (SEM), for Grade 5 Writing
NC SS SEM NC SS SEM
0 300 n/a 31 456 281 300 n/a 32 465 27
2 300 n/a 33 471 26
3 300 n/a 34 479 25
4 300 n/a 35 487 24
5 300 n/a 36 494 24
6 300 n/a 37 500 237 300 n/a 38 507 23
8 300 n/a 39 515 23
9 300 n/a 40 520 22
10 300 n/a 41 528 22
11 300 n/a 42 536 22
12 300 n/a 43 541 22
13 300 n/a 44 550 22
14 300 n/a 45 557 22
15 331 40 46 565 23
16 345 39 47 573 23
17 347 40 48 580 23
18 353 39 49 589 24
19 359 39 50 598 24
20 358 40 51 608 25
21 373 38 52 618 26
22 386 36 53 629 26
23 393 36 54 640 28
24 399 35 55 654 29
25 410 34 56 666 30
26 415 33 57 681 32
27 425 32 58 699 35
28 435 31 59 722 39
29 443 30 60 750 43
30 449 29
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Table 20
Item Parameter Estimates, Grade 1 Reading
69
ITEM SLOPE LOCATION ASYMPTOTE
1 0.014 193 .030 0.355
2 0 .020 342.895 0 .290
3 0.013 148.204 0.329
4 0.009 -17.403 0.360
5 0.013 238.764 0 .397
6 0 .016 343.635 0.329
7 0 .021 252.911 0.294
8 0.015 281.863 0 .227
9 0 .014 291.005 0.327
10 0 .010 88.141 0.353
11 0.012 229.284 0 .282
12 0 .017 187.263 0 .289
13 0.017 276.498 0 .392
14 0 .016 304.580 0 .342
15 0 .017 384.838 0.458
16 0 .016 358 .824 0 .454
17 0 .027 324.853 0.202
18 0 .020 316.508 0.226
19 0.015 271.660 0.420
20 0 .025 342.689 0.331
21 0.021 326.002 0 .415
22 0 .020 306.762 0.311
23 0 .016 315.010 0 .282
24 0 .019 275.542 0.400
25 0 .014 445.205 0 .423
26 0.017 294.381 0 .308
27 0 .022 394.180 0.360
28 0 .021 342.220 0.367
29 0.018 315.247 0.295
30 0 .018 322.128 0.258
31 0 . 014 176.709 0 .366
32 0 .017 247.435 0 .300
33 0.015 350.791 0.403
34 0 .014 270.896 0 .330
35 0 . 022 304.638 0 .317
36 0 .022 294.046 0.350
37 0.023 320.374 0.339
38 0 .016 387.954 0 .495
39 0 .028 355.442 0 .158
40 0 .015 412.248 0 .256
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Table 21
Item Parameter Estimates, Grade 2 Reading
ITEM SLOPE LOCATION ASYMPTOTE
1 0.015 405 .842 0.393
2 0.012 286.836 0 .409
3 0.020 310.970 0.270
4 0.026 343.664 0 .316
5 0.011 351.351 0.301
6 0.011 294.317 0.347
7 0.017 331.104 0 .351
8 0.020 339.183 0 .281
9 0.018 381.034 0.334
10 0.013 529.718 0 .293
11 0.016 307.334 0 .350
12 0.013 347.268 0 .319
13 0.016 413.592 0 .459
14 0.019 298.331 0 .259
15 0.018 280.418 0 .220
16 0 .013 304.983 0 .318
17 0 .017 476.366 0 .467
18 0.014 325 .530 0 .357
19 0.020 337 .869 0 .364
20 0.020 335.178 0 .371
21 0 .019 369 .436 0 .269
22 0.018 301.268 0 .249
23 0.013 307 .463 0 .307
24 0.012 470 .349 0 .272
25 0 .012 344.062 0 .259
26 0 .017 377 .454 0 .301
27 0.012 260.953 0 .305
28 0.012 233 .981 0 .322
29 0.017 365.639 0 .330
30 0 .029 453 .871 0 .458
31 0.016 389 .470 0 .377
32 0.016 345.517 0 .352
33 0.015 332.377 0 .396
34 0.019 358.495 0 .389
35 0 .016 487.219 0 .296
36 0.018 527.596 0 .275
37 0 .035 542 .005 0 .329
38 0 .012 390.940 0 .334
39 0.019 311.062 0 .417
40 0.013 314.317 0 .281
41 0.012 461.357 0 .384
42 0 .021 338 .298 0 .386
43 0 .017 283.446 0.258
44 0 .019 334.657 0 .333
45 0.018 439.275 0.347
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Table 21 (Continued)
Item Parameter Estimates, Grade 2 Reading
ITEM SLOPE LOCATION ASYMPTOTE
46 0 .027 473 .979 0 .386
47 0 .020 336.311 0 .306
48 0 .016 532 .797 0.358
49 0 .021 377.721 0 .283
50 0 .016 338 .907 0.370
51 0 .019 359 .071 0 .253
52 0 .020 333 .636 0 .381
53 0 .028 341.412 0.359
54 0 .020 354.711 0 .277
55 0 .021 366.419 0 .308
56 0 .018 507 .983 0.323
57 0 .025 341.027 0 .307
58 0 .017 334.333 0 .243
59 0 .013 427 .752 0 .297
60 0 .017 363.039 0 .321
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Table 22
Item Parameter Estimates, Grade 3 Reading
ITEM SLOPE LOCATION ASYMPTOTE
1 0 .014 219.813 0.318
2 0.017 292.848 0 .313
3 0.006 208.245 0 .378
4 0.013 347.799 0 .355
5 0.019 245.143 0 .314
6 0.012 332 .953 0 .380
7 0.023 408.710 0 .349
8 0.017 330.559 0 .307
9 0 .016 443.406 0.357
10 0.017 328 .257 0 .305
11 0.014 283.296 0 .354
12 0.011 180.891 0 .349
13 0.013 416.951 0 .279
14 0 .013 292.351 0.328
15 0.011 383.748 0 .333
16 0 .020 461.044 0 .347
17 0.030 477.280 0.414
18 0 .033 481.370 0 .255
19 0 .018 330.670 0.314
20 0 .020 366.677 0 .267
21 0 .018 490.194 0 .414
22 0 .019 496.531 0 .296
23 0 .014 543.298 0 .332
24 0 .022 396.541 0 .381
25 0 .021 375.222 0 .317
26 0 .019 318.599 0 .308
27 0 .024 523.222 0 .333
28 0 .015 339.487 0.357
29 0 .021 509.964 0 .227
30 0 .033 461.225 0 .355
31 0 .027 515.927 0 .288
32 0 .019 331.384 0 .292
33 0 .023 368.467 0 .334
34 0 .020 359.636 0 .298
35 0 .018 354.214 0 .308
36 0 .027 465.594 0 .303
37 0 .034 445.823 0 .372
38 0 .017 543.509 0 .342
39 0 .019 440.161 0 .244
40 0 .026 386.671 0 .313
41 0 .015 344.474 0 .334
42 0 .019 247.321 0 .313
43 0 .019 323.702 0.356
44 0 .032 387.040 0 .420
45 0 .021 369.266 0 .317
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Table 22 (Continued)
Item Parameter Estimates, Grade 3 Reading
ITEM SLOPE LOCATION ASYMPTOTE
46 0 .019 475.370 0 .287
47 0 .012 447.555 0 .252
48 0 .020 390.910 0 .327
49 0 .022 405.519 0 .247
50 0.016 414.099 0 .299
51 0 .025 390.356 0 .348
52 0 .025 434.914 0 .367
53 0.025 428.702 0 .261
54 0.021 385.751 0 .320
55 0 .028 394.860 0 .345
56 0.029 482.796 0 .260
57 0.024 481.747 0 .252
58 0.026 419.261 0 .332
59 0.023 458.528 0 .346
60 0 .025 415.789 0 .366
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Table 23
Item Parameter Estimates, Grade 4 Reading
ITEM SLOPE LOCATION ASYMPTOTE
1 0.025 549 .788 0 .275
2 0 .029 474.164 0 .364
3 0.025 477.474 0 .346
4 0.019 392 .801 0 .350
5 0 .021 521.128 0 .410
6 0.013 504.501 0 .318
7 0.012 255 .647 0 .331
8 0.013 241.455 0 .332
9 0.011 475 .893 0 .384
10 0.022 582.965 0 .214
11 0.012 456.695 0 .324
12 0.017 418.231 0 .399
13 0.015 517.852 0 .270
14 0.021 575.403 0 .500
15 0 .017 460.887 0 .412
16 0.021 367.038 0 .336
17 0 .029 438 .329 0 .307
18 0.015 397 .796 0 .391
19 0 .013 554 .001 0 .266
20 0 .019 519.437 0 .500
21 0 .021 450 .635 0 .276
22 0.015 553.118 0 .287
23 0 .016 498.687 0 .341
24 0.020 502 .521 0 .250
25 0.029 437.577 0 .297
26 0 .019 449.147 0 .225
27 0.028 430.161 0 .349
28 0 .025 394.975 0.303
29 0 .021 420 .089 0 .357
30 0.015 564 .725 0 .241
31 0 .026 394.651 0 .316
32 0 .019 348.100 0 .254
33 0 .021 573.021 0 .392
34 0 .018 479 .771 0 .349
35 0 .014 323 .306 0.345
36 0 .022 356.617 0 .347
37 0 .013 497 .292 0 .217
38 0 .012 411.485 0 .381
39 0 .024 483.563 0 .344
40 0 .030 406.210 0.329
41 0 .018 469.776 0 .311
42 0 .012 416.136 0 .276
43 0 .005 516.403 0 .318
44 0 .027 484.186 0 .255
45 0 .027 486.543 0 .310
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Table 23 (Continued)
Item Parameter Estimates, Grade 4 Reading
ITEM SLOPE LOCATION ASYMPTOTE
46 0.029 430 .884 0 .268
47 0.018 582.307 0 .153
48 0 .017 489.368 0 .255
49 0 .021 486.724 0 .345
50 0 .019 483.041 0-266
51 0 .011 590.600 0 .362
52 0 .012 466.860 0.379
53 0.022 465.189 0 .240
54 0 .029 469.809 0 .200
55 0 .021 457.605 0 .196
56 0 .028 444.743 0 .269
57 0.024 504.401 0.500
58 0 .016 463.627 0 .281
59 0.026 432.043 0.381
60 0 .014 639 .851 0 .174
61 0.021 502.765 0 .304
62 0.019 511.459 0.406
63 0 .027 471.139 0 .265
64 0.032 461.760 0 .445
65 0 .014 495.826 0.299
66 0.009 532.058 0.350
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Table 24
Item Parameter Estimates, Grade 5 Reading
ITEM SLOPE LOCATION ASYMPTOTE
1 0 .011 485.146 0.324
2 0.018 468.471 0 .300
3 0.013 309 .722 0 .342
4 0.029 424.694 0 .338
5 0.016 485.289 0 .251
6 0.019 586.936 0 .169
7 0.024 527.880 0 .252
8 0 .017 541.943 0 .320
9 0.019 416.512 0 .371
10 0.016 489.910 0 .284
11 0.007 688.210 0 .377
12 0.013 684.542 0 .385
13 0.017 469.806 0 .285
14 0.013 360.493 0.335
15 0.018 470 .233 0 .297
16 0.022 525.431 0 .305
17 0 .044 496.857 0.386
18 0.022 429 .053 0 .269
19 0 .013 424.262 0 .326
20 0.020 573 .823 0 .196
21 0.016 537.292 0 .348
22 0 .014 456 .922 0 .347
23 0.038 549.463 0 .414
24 0 .034 544 .770 0 .305
25 0.029 535.993 0 .272
26 0.014 445.852 0 .336
27 0.018 566.999 0 .263
28 0.024 541.078 0 .236
29 0.019 315.269 0.327
30 0.012 410.805 0.335
31 0.013 276.011 0.345
32 0.026 470.372 0.317
33 0 .028 417.999 0 .318
34 0.025 539.133 0 .194
35 0.017 509 .822 0 .343
36 0.019 495.288 0.334
37 0 .017 449.296 0.337
38 0 .024 564.636 0.293
39 0.016 475.188 0 .329
40 0.018 453 .722 0 .223
41 0.016 557.237 0 .341
42 0.021 471.326 0 .246
43 0 .011 520.512 0 .341
44 0 .021 448.932 0 .386
45 0 .018 553.469 0 .211
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Table 24 (Continued)
Item Parameter Estimates, Grade 5 Reading
ITEM SLOPE LOCATION ASYMPTOTE
46 0.017 478.030 0.382
47 0.014 477 .001 0.305
48 0 .009 499.216 0.366
49 0.035 569.657 0.295
50 0.019 512.734 0.290
51 0.019 569.535 0.287
52 0 .020 580 .294 0.346
53 0 .011 579.495 0.192
54 0.027 534.368 0.270
55 0.023 576.665 0.302
56 0.026 651.862 0 .279
57 0.017 547 .434 0.331
58 0.026 677.555 0 .143
59 0.030 498.707 0.349
60 0.027 470.265 0.323
61 0 .016 548.815 0 .291
62 0.024 567 .370 0.322
63 0.021 411.544 0 .316
64 0.019 463.419 0.286
65 0.022 494.697 0.301
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Table 25
Item Parameter Estimates, Grade 1 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
1 0.019 216.739 0.240
2 0.018 232.415 0 .279
3 0 . 014 137.883 0 .282
4 0 . 014 243.490 0 .254
5 0 . 012 207.735 0 .257
6 0 .010 49.262 0 .284
7 0 .017 328.735 0 .348
8 0.016 337.650 0 .291
9 0 . 015 273.550 0 .270
10 0.013 223.975 0 .276
11 0 .010 426.597 0 .328
12 0.017 210.345 0 .244
13 0 . 014 270.928 0 .274
14 0.023 289.950 0 .224
15 0 . 027 303.659 0 .310
16 0 .010 334.603 0 .253
17 0 . 007 97 .050 0 .294
18 0.009 31.077 0 .284
19 0 .006 195.803 0 .309
20 0.016 266.663 0 .265
21 0 .016 248.383 0 .255
22 0 . 007 101.670 0 .291
23 0.013 215.656 0 .258
24 0.008 73.978 0.289
25 0 . 018 218.652 0 .271
26 0.019 195.561 0 .248
27 0.009 374.446 0 .327
28 0.012 196.964 0.252
29 0 .013 187.685 0 .276
30 0.018 187 .627 0 .261
31 0 .019 359 .727 0.218
32 0.014 359.258 0.287
33 0 .016 322 .833 0 .289
34 0 .011 157.035 0 .271
35 0 .013 332.741 0.307
36 0 .011 150 .401 0 .285
37 0 .017 247.346 0.271
38 0 .020 370.102 0 .268
39 0.018 181.554 0.275
40 0 .010 301.272 0 .316
41 0 .016 470.269 0 .320
42 0 .011 404.817 0.391
43 0.015 276.044 0 .318
44 0 .008 238.599 0.301
45 0.016 240.832 0 .311
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Table 25 (Continued)
Item Parameter Estimates, Grade l Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
46 0 .014 365.417 0 .24547 0.009 108.118 0 .289
48 0 .012 169.354 0 .265
49 0 .010 210.866 0 .280
50 0.013 200.988 0 .262
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Table 26
Item Parameter Estimates, Grade 2 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
1 0 .014 258 .078 0 .267
2 0 .007 245.302 0 .286
3 0 .014 290 .879 0 .282
4 0 .024 311.004 0 .292
5 0 .017 348 .770 0 .260
6 0 .015 245 .942 0 .262
7 0 .016 222 .575 0 .266
8 0 .009 227.114 0 .278
9 0 .018 350 .787 0 .329
10 0.015 332.917 0 .294
11 0 .016 304 .432 0 .261
12 0 .014 284.510 0 .278
13 0 .015 276.613 0 .276
14 0 .014 483.599 0 .237
15 0 .013 118.436 0 .275
16 0 .010 321.590 0 .265
17 0 .019 338.687 0 .240
18 0 .010 268 .708 0 .268
19 0 .020 315.886 0 .258
20 0 .015 284.709 0 .253
21 0 .015 166.161 0 .270
22 0 .012 269.613 0 .268
23 0 .018 274.114 0 .258
24 0 .020 355.010 0 .261
25 0 .009 242 .204 0 .274
26 0 .018 305.757 0 .274
27 0 .015 349.138 0 .327
28 0 .016 361.761 0 .262
29 0 .016 362 .051 0 .289
30 0 .012 350.076 0 .268
31 0 .022 346.117 0 .231
32 0 .017 260.404 0 .276
33 0 .014 336.847 0 .302
34 0 .013 333.524 0 .280
35 0 .019 279.008 0 .263
36 0 .018 467.429 0 .285
37 0 .011 342.461 0 .292
38 0 .012 175.387 0 .273
39 0 .011 234.223 0 .277
40 0 .021 288.091 0 .249
41 0 .011 222.491 0 .310
42 0 .008 389.440 0 .395
43 0 .009 169.687 0 .309
44 0 .013 388.246 0 .431
45 0 .013 226.376 0 .276
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Table 26 (Continued)
Item Parameter Estimates, Grade 2 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
46 0.008 254.185 0.273
47 0 .015 363.207 0.276
48 0.014 373.530 0.274
49 0.025 454.602 0.371
50 0.020 470 .566 0.371
51 0.020 316.937 0.292
52 0 .017 374.907 0.292
53 0.016 436.603 0 .305
54 0.010 367.005 0.284
55 0 . 012 530.594 0.230
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Table 27
Item Parameter Estimates, Grade 3 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
1 0.013 246 .580 0.242
2 0.009 299 .979 0 .260
3 0 .013 289 .057 0 .301
4 0.016 399.215 0 .263
5 0.014 267.436 0.248
6 0.012 169.440 0.252
7 0.020 504.181 0 .243
8 0.012 299 .080 0.242
9 0 .021 405 .662 0 .304
10 0 .019 448 .575 0 .197
11 0.017 479 .776 0 .148
12 0.014 342-960 0.318
13 0.017 414.697 0.210
14 0 .012 303.131 0.322
15 0.018 463.144 0 .186
16 0.015 397.576 0 .325
17 0.019 502.160 0.181
18 0 .011 355 .808 0 .302
19 0.008 387 .993 0 .279
20 0 .015 361.638 0 .309
21 0 .010 412.182 0 .264
22 0.010 239.349 0 .276
23 0 .013 392 .599 0 .269
24 0.015 446.632 0 .261
25 0 .013 335.360 0 .288
26 0 .014 283.153 0 .224
27 0.015 377.462 0 .311
28 0.020 429.956 0 .182
29 0.010 264.639 0 .298
30 0 .011 376.450 0 .250
31 0 .018 459.002 0 .237
32 0.020 522.246 0 .201
33 0.016 453.386 0.359
34 0.013 401. 883 0 .261
35 0.020 347.291 0 .224
36 0.022 395.196 0.269
37 0.009 401.511 0 .228
38 0.011 419.404 0 .307
39 0.017 385.154 0 .296
40 0 .016 422.545 0 .387
41 0.011 421.899 0 .184
42 0 .014 303 .337 0 .227
43 0 .021 341.217 0 .206
44 0 .015 520.050 0.226
45 0 .012 392.161 0.280
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Table 27 (Continued)
Item Parameter Estimates, Grade 3 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
46 0 .024 348.257 0 .25947 0 .012 386.876 0.18648 0 .011 235.811 0.22549 0 .018 374.109 0 .34350 0.015 310.273 0 .341
51 0 .020 491.710 0.21252 0.008 374.827 0 .270
53 0.016 343.525 0.359
54 0 .011 243 .595 0 .288
55 0.016 460.030 0.416
56 0.015 524.478 0 .26457 0 .011 369.650 0 .299
58 0.009 373 .322 0.281
59 0 .011 313.522 0 .228
60 0 .006 312.086 0 .307
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Table 28
Item Parameter Estimates, Grade 4 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
1 0 .008 267.655 0 .320
2 0 .022 502.412 0 .351
3 0 .013 451.578 0 .352
4 0 .018 420.660 0.301
5 0 .019 539.904 0 .160
6 0 .015 426.305 0 .292
7 0 .015 442.550 0 .314
8 0 .016 438 .987 0 .278
9 0 .016 365.709 0 .292
10 0 .014 422 .661 0 .244
11 0 .015 628.511 0 .286
12 0 .014 285.713 0 .223
13 0 .024 461.343 0 .410
14 0 .012 382 .803 0 .241
15 0 .009 243 .392 0 .293
16 0.015 451.643 0 .321
17 0 .006 573.017 0 .288
18 0 .009 303 .732 0 .235
19 0.011 311.892 0 .235
20 0 .018 474.738 0 .353
21 0 .010 211.553 0 .311
22 0 .020 591.952 0 .192
23 0 .015 511.980 0 .276
24 0 .009 278 .073 0 .263
25 0 .011 439 .282 0 .262
26 0 .013 437.485 0 .348
27 0.014 391.074 0 .259
28 0 .009 413.414 0 .244
29 0 .009 270.018 0 .247
30 0.030 641.364 0 .100
31 0 .011 452 .084 0 .298
32 0 .015 285.105 0.254
33 0 .019 517.511 0 .335
34 0 .015 307.852 0 .248
35 0 .025 543.551 0.224
36 0 .017 352.734 0 .210
37 0.017 459 .010 0 .191
38 0.013 488.086 0 .173
39 0.006 446.597 0.251
40 0.020 468.079 0 .387
41 0 .014 382 .300 0 .235
42 0.019 435 .294 0 .290
43 0.015 392.696 0 .294
44 0 .013 566.671 0.333
45 0.011 628 .485 0 .208
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
85
Table 28 (Continued)
Item Parameter Estimates, Grade 4 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
46 0 .012 359.585 0.316
47 0.018 513.392 0 .185
48 0.010 596.214 0 .305
49 0.011 250.844 0 .223
50 0.014 565.117 0.251
51 0.021 556.871 0 .262
52 0.020 522.440 0 .246
53 0.016 344.244 0.270
54 0.015 672.125 0 .260
55 0 .020 463.603 0 .206
56 0.018 468.595 0 .195
57 0.013 488 .970 0 .193
58 0.010 512.033 0 .260
59 0 .021 623.696 0 .177
60 0.014 467.967 0 .266
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Item Parameter Estimates, Grade 5 Mathematics
86
ITEM SLOPE LOCATION ASYMPTOTE
1 0 .016 464.186 0.224
2 0.015 433 .860 0 .235
3 0.021 529.016 0 .166
4 0.016 455.229 0 .330
5 0.019 512.921 0 .174
6 0.026 545.377 0 .144
7 0 .012 391.874 0 .257
8 0.025 560.140 0.218
9 0.015 492 .521 0 .206
10 0 .011 377.674 0 .308
11 0.025 673.103 0 .080
12 0.010 420.942 0 .253
13 0.022 531.166 0 .272
14 0.017 494.205 0 .353
15 0.019 541.867 0 .259
16 0.014 450.853 0 .301
17 0.013 441.685 0.272
18 0.024 596.110 0.156
19 0.018 468.455 0.216
20 0.017 567.411 0.193
21 0.012 484.232 0.253
22 0.016 595 .834 0.200
23 0 .027 571.862 0.137
24 0 .019 394.017 0.269
25 0.023 535.195 0.267
26 0.008 546.113 0.331
27 0.009 546.378 0.274
28 0.012 546.299 0.242
29 0 .018 516.667 0.214
30 0.021 580 .423 0.234
31 0 .013 697.504 0.181
32 0.011 710.600 0.330
33 0.017 494 .407 0.263
34 0.017 449.502 0.236
35 0 .023 574.792 0.221
36 0.018 604.992 0.262
37 0.019 510.392 0.164
38 0 .029 578.285 0.267
39 0.017 496.975 0.312
40 0.010 346.923 0.267
41 0.017 556.380 0.276
42 0 .021 566.405 0.225
43 0.033 537 .256 0.293
44 0.015 545.818 0.239
45 0.009 577.058 0.223
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Table 29 (Continued)
Item Parameter Estimates, Grade 5 Mathematics
ITEM SLOPE LOCATION ASYMPTOTE
46 0 .015 599.623 0 .325
47 0.010 557 .805 0 .304
48 0 .013 523 .255 0 .220
49 0 .026 587.302 0 .232
50 0.024 566.147 0 .241
51 0 .028 564.175 0-336
52 0 .018 455.765 0 .277
53 0 .016 557.761 0 .213
54 0 .010 443.835 0 .261
55 0 .028 589 .380 0 .188
56 0.017 508 .890 0 .203
57 0 .018 527 .736 0 .328
58 0.013 538 .829 0 .246
59 0 .026 590 .624 0 .195
60 0.014 569.585 0 .308
61 0 .024 569 .353 0 .230
62 0 .026 537,185 0 .203
63 0 .019 596 .802 0 .359
64 0 .013 658 .923 0 .267
65 0 .013 462 .229 0 .298
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Table 30
Item Parameter Estimates, Grade 2 Writing
ITEM SLOPE LOCATION ASYMPTOTE
1 0.018 273 .060 0.400
2 0 .021 547.005 0 .361
3 0 .014 500.777 0 .355
4 0 .011 422 .284 0 .398
5 0.013 455.447 0.330
6 0.021 424.573 0 .500
7 0 .018 390 .592 0 .500
8 0 .022 350 .725 0 .458
9 0 .019 357.963 0 .416
10 0 .026 342 .224 0 .389
11 0 .026 362.702 0 .463
12 0 .023 361.280 0 .383
13 0 .017 417.645 0 .440
14 0 .018 406.323 0 .371
15 0 .020 397 .961 0 .374
16 0 .015 511.429 0 .267
17 0 .018 396.608 0 .312
18 0 .022 371.779 0 .334
19 0 .024 380 .316 0 .340
20 0.018 355 .077 0.246
21 0 .019 412.315 0 .345
22 0 .015 396.983 0 .389
23 0 .018 344 .941 0 .245
24 0 .011 286 .551 0 .330
25 0 .016 280 .385 0 .327
26 0 .015 386.640 0 .350
27 0 .018 340 .588 0 .394
28 0.014 315.445 0 .307
29 0.012 402 .363 0 .405
30 0 .013 362 .487 0 .332
31 0 .030 348 .751 0.286
32 0.025 327.671 0 .280
33 0.025 338.260 0 .284
34 0 .034 323 .821 0 .288
35 0 .022 310.355 0 .317
36 0.015 215.025 0 .335
37 0.019 310.909 0 .368
38 0 .020 422.142 0 .323
39 0.018 278.417 0.354
40 0.019 335 .029 0 .296
41 0 .018 288.545 0 .315
42 0 .019 293.403 0 .344
43 0.018 275.977 0 .295
44 0.019 379 .692 0 .285
45 0 .019 335 .548 0 .298
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Table 31
Item Parameter Estimates, Grade 3 Writing
ITEM SLOPE LOCATION ASYMPTOTE
1 0 .022 340.627 0.437
2 0 .016 381.579 0 .429
3 0 .010 478.820 0 .385
4 0 .018 451.527 0 .358
5 0 .017 307.559 0 .446
6 0 .030 359.039 0 .430
7 0 .023 362.484 0.339
8 0 .023 305.772 0 .420
9 0 .017 370 .352 0 .333
10 0 .015 354.363 0.278
11 0 .014 384.503 0 .410
12 0 .015 392 .247 0 .368
13 0 .014 221.784 0 .303
14 0 .018 394.391 0 .351
15 0 .016 310.958 0 .307
16 0 .017 323 .775 0 .298
17 0 .015 328 .859 0 .362
18 0 .015 367.047 0 .353
19 0 .016 362.567 0 .261
20 0 .013 285.429 0 .393
21 0 .016 302 .197 0 .278
22 0 .014 337 .272 0 .344
23 0 .015 345.469 0 .294
24 0 .017 323 .489 0 .349
25 0 .015 354.149 0 .241
26 0 .014 469.340 0 .293
27 0 .019 329 .901 0 .247
28 0 .017 413 .786 0 .361
29 0 .016 422 .036 0 .308
30 0 .009 401.152 0 .410
31 0 .012 488.403 0 .341
32 0.021 447.933 0 .294
33 0 .016 389.519 0 .410
34 0 .016 363.269 0 .343
35 0 .021 374.373 0 .266
36 0 .018 499.192 0 .255
37 0 .017 449.762 0 .336
38 0 .020 510.192 0 .223
39 0.018 392 .607 0 .365
40 0 .013 266.181 0 .266
41 0 .028 411.554 0 .366
42 0 .023 409.279 0 .349
43 0 .018 410.342 0 .309
44 0 .018 356.601 0 .401
45 0 .015 422 .675 0.402
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Table 31 (Continued)
Item Parameter Estimates, Grade 3 Writing
ITEM SLOPE LOCATION ASYMPTOTE
46 0 .018 480 .326 0 .33047 0 .016 413 .804 0 .326
48 0.013 325 .018 0 .310
49 0 .015 452 .589 0 .484
50 0.018 521.079 0 .416
51 0.019 405 .714 0 .356
52 0.020 424 .227 0 .421
53 0.010 352.266 0 .314
54 0.010 210.416 0 .301
55 0.014 351.693 0 .375
56 0.016 346.717 0 .406
57 0.016 522 .201 0 .268
58 0.014 394.024 0 .321
59 0 .019 421.212 0 .374
60 0.012 419 .438 0 .431
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Item Parameter Estimates, Grade 4 Writing
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ITEM SLOPE LOCATION ASYMPTOTE
1 0.015 449.646 0.496
2 0.014 361.324 0.407
3 0.013 416.794 0.413
4 0.016 424.195 0.322
5 0.006 559.084 0.350
6 0.017 474.318 0.418
7 0.016 467.815 0.384
8 0.012 185.043 0.327
9 0.011 770.433 0.180
10 0.011 374.214 0 .461
11 0.014 324.998 0.386
12 0.015 481.145 0.375
13 0.015 417.337 0.267
14 0.013 557.755 0.244
15 0.012 468.386 0.300
16 0.018 454.676 0.380
17 0.016 426.242 0.276
18 0.016 461.554 0.252
19 0.013 450.422 0.285
20 0.020 447.114 0.424
21 0.011 558.467 0.270
22 0.023 552.912 0.378
23 0.023 531.704 0.375
24 0.020 415.604 0.268
25 0.017 543.098 0.389
26 0.010 277.967 0.411
27 0.016 562.844 0.338
28 0.009 484.661 0.262
29 0.015 288.093 0.293
30 0.016 417.726 0.278
31 0.020 532.104 0.314
32 0.012 474.395 0.379
33 0.008 395.927 0.263
34 0.019 443.295 0.309
35 0.021 512.849 0.267
36 0.022 534.726 0.352
37 0.014 500.806 0.262
38 0.018 464.458 0.304
39 0.026 457.735 0.242
40 0.013 353.854 0.282
41 0.012 442.091 0.309
42 0.020 473.449 0.250
43 0.011 480.378 0.270
44 0.019 592.953 0.276
45 0.022 453.852 0.282
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Table 32 (Continued)
Item Parameter Estimates, Grade 4 Writing
ITEM SLOPE LOCATION ASYMPTOTE
46 0.022 399.872 0.293
47 0.019 492.616 0.299
48 0.017 450.552 0.274
49 0.021 398.057 0.349
50 0.026 480.631 0.321
51 0.022 572.995 0.242
52 0.017 446.349 0.199
53 0.025 532.917 0.276
54 0.022 459.889 0.244
55 0.021 611.816 0.197
56 0.021 492.670 0.340
57 0.024 615.408 0.222
58 0.018 429.747 0.269
59 0.013 450.473 0.272
60 0.019 529.025 0.376
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Table 33
Item Parameter Estimates, Grade 5 Writing
ITEM SLOPE LOCATION ASYMPTOTE
1 0.015 487.258 0.239
2 0.014 511.679 0.381
3 0.011 257.997 0.361
4 0.021 452.890 0.283
5 0.015 471.942 0.383
6 0.017 694.292 0.238
7 0.013 397.536 0.334
8 0.024 552.322 0.262
9 0.028 499.662 0.293
10 0.024 515.401 0.256
11 0.019 521.269 0.236
12 0.021 504.752 0.243
13 0.019 482.369 0.204
14 0.023 488.610 0.363
15 0.021 519.870 0.284
16 0.020 491.554 0.332
17 0.017 432.301 0.352
18 0.025 519.606 0.341
19 0.020 527.362 0.395
20 0.027 657.212 0.223
21 0.011 533.762 0.253
22 0.010 263.956 0.337
23 0.012 584.669 0.239
24 0.016 446.757 0.306
25 0.018 692.568 0.363
26 0.015 584.844 0.398
27 0.025 507.510 0.442
28 0.020 490.348 0.381
29 0.015 338.208 0.351
30 0.022 556.232 0.369
31 0.018 427.202 0.394
32 0.013 417.204 0.343
33 0.017 637.539 0.364
34 0.018 568.105 0.380
35 0.021 523.324 0.429
36 0.013 369.936 0.380
37 0.027 565.127 0.350
38 0.013 574.181 0.347
39 0.019 510.802 0.271
40 0.025 611.841 0.376
41 0.022 635.282 0.398
42 0.010 385.233 0.359
43 0.017 420.858 0.422
44 0.020 534.299 0.347
45 0.017 494.451 0.399
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Table 33 (Continued)
Item Parameter Estimates, Grade 5 Writing
ITEM SLOPE LOCATION ASYMPTOTE
46 0.011 682.719 0.321
47 0 .018 627.257 0.223
48 0.017 551.089 0.235
49 0.013 576.575 0.427
50 0.018 573.855 0.258
51 0.011 612.389 0.238
52 0.012 573.383 0.236
53 0.015 449.941 0.243
54 0.019 483.111 0.181
55 0.015 511.101 0.317
56 0.017 565.519 0.315
57 0.016 442.119 0.213
58 0.013 447.783 0.228
59 0.019 438.169 0.330
60 0.019 435.782 0.264
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