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E-mail addresses: yakhchali@yahoo.com (S.H. YaThis paper deals with problems of computing possible values of latest starting times and
determining types of criticality for all activities in a network with interval or fuzzy activity
durations. Although the problem of computing the latest starting times has been solved, a
novel polynomial algorithm which is easy to understand and improves complexity is pro-
posed.
In networks with interval activity durations, instead of being critical or not, three sets of
critical activities exist: an activity will be either necessarily noncritical, or necessarily crit-
ical, or possibly critical. Results of determining bounds of latest starting times are used to
develop lemmas that establish the possible criticality of an activity in special cases in spite
of the fact that ascertaining an activity is possibly critical is NP-complete. After providing
the lemmas, the idea of partitioning is used to develop an algorithm for determining these
three sets. The proposed algorithms have been tested on general real world project net-
works and experimental results are reported. Then results obtained for networks with
interval durations are extended to networks with fuzzy durations.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Project managers generally aim at minimizing the makespan of projects. When durations of the activities are well known,
critical path method (CPM) [1] minimizes project duration and identiﬁes critical paths and activities. However, precise infor-
mation about the duration of the activities is seldom available in real world. This is way the Program Evaluation and Review
Technique (PERT) [2] and Monte Carlo simulation [3] based on the probability theory have been developed. So far in the lit-
erature, hundreds of papers have used these stochastic approaches and search on this area is still carried out [4]. However,
these stochastic methods rely on historical data which are out of reach in many cases [5], and on dubious independence
assumptions [6] (for detailed critiques see [7]). In these situations, the fuzzy set scheduling literature recommends the
use of fuzzy numbers for modeling activity durations rather than stochastic variables.
To solve project scheduling problems in networks with fuzzy activity durations, some researcher attempted to replace
crisp arithmetic with fuzzy arithmetic [8–12]. Their methods could determine possible values of earliest starting times
by using forward recursion, but failed to compute possible values of latest starting times. The trouble with computing
latest starting times is explained by Dubois et al. [13]. Several authors tried to cope with this problem, Kaufmann and
Gupta [14], Hapke et al. [15] and Rommelfanger [16] suggested substitutes to the fuzzy subtraction, so as to improve the
situation, but these techniques remain ad hoc. Nasution [17] resorts to symbolic computations on the variable activity. All rights reserved.
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rithms for determining possible values of latest starting times of activities (see also [19]). Yakhchali and Ghodsypour
proposed a series studies on the topic of the project scheduling problems in the networks with generalized precedence
relations and imprecise durations. They have completely solved the problem of determining the latest starting times in
acyclic networks [20] and cyclic networks [21] and discuss problems of the criticality of paths in such networks in [22].
They proposed algorithms for computing the latest starting times and maximal ﬂoats in a network with imprecise activ-
ity and time lag durations [23]. Fuzzy scheduling is not only applied for project scheduling but also in various sched-
uling problems like fabric-cutting scheduling [24,25]. Rong et al. [26] considered uncertainty related the lead-time
and developed a single wholesaler and multi retailers mixture inventory distribution model. Gue et al. [27] considered
uncertain processing time, orders and arrival time and proposed a genetic algorithm for an order scheduling problem at
the factory level.
The criticality concept is developed in project networks with imprecise durations. The activities or paths that are for sure
critical despite uncertainty, is called necessarily critical, those that are for sure not critical is called necessarily noncritical
and those whose criticality is unknown, called possibly critical [28]. Chanas and Zielinski [29] have shown that the problem
of ascertaining a given path is possibly critical is easy. However, not all the problems concerning the possible criticality are
easy. They have proven that the problem of ascertaining the possible criticality of a given activity is NP-complete in the
strong sense [30] and remains NP-complete even when a network is restricted to be planar [31]. Yakhchali et al. [32,33], have
discussed the problems of the necessarily and possibly critical paths in the networks with imprecise activity durations and
time lags. Chen and Hsueh [34] and Chen [35] proposed an approach based on the extension principle and linear program-
ming formulation to critical path analysis for a project network with activity times. Chen and Huang [36] combined fuzzy set
theory with the traditional methods to compute the critical degrees of activities and paths. Instead of the traditional objec-
tive, minimizing the makespan of the project, Yakhchali and Ghodsypour [37] discussed project scheduling problem with
irregular starting time costs in networks with imprecise activity durations.
In this paper, a simple algorithm that is easy to understand and improves complexity for the problem of computing inter-
vals of possible values of latest starting times of activities in networks with interval or fuzzy activity durations is developed.
Furthermore, a novel algorithm for determining type of criticality of all activities in such networks is proposed and results of
applying the proposed algorithms in real world projects are reported.2. Notations and deﬁnitions
A network G = {A,R} (jAj = n, jRj =m), being a project activity-on-node (AON) model, is given. A is the set of nodes (activ-
ities) and R is the set of arcs (precedence relations). The network G is a directed, connected, acyclic graph with including two
virtual activities of null duration: ‘1’, the ﬁrst activity and ‘n’, the last activity. ‘1’ precedes all activities of network and each
of them precedes ‘n’. Dummy activities are only needed to satisfy the requirement that the network possesses only one initial
and one terminal node. It is assumed that the nodes are topologically numbered such that an arc always leads from a smaller
to a higher node number.2.1. Activity-on-node networks
An AON network is chosen for the following reasons:
 A problem with activities-on-arcs (AOA) network is minimization of the number of dummy activities. Krishnamoorty
and Deo [38] show that the problem of minimizing the number of dummy activities in an AOA network is NP-hard.
 A signiﬁcant drawback of AOA networks is having several different networks describing the same project. In contrast,
the AON representation is unique. As a result, there may be several free ﬂoats for the same activity, depending on the
networks [39]. Several authors tried to cope with this problem, e.g. Cohen and Sadeh [40] proposed an algorithm to
generate a unique AOA network from a list of precedence constraints while it does not minimize the number of dummy
activities.
 In addition, precedence relation information, gathered by any information-gathering techniques, can use to draw AON
networks directly but several algorithms have been developed for generating an AOA network from a given AON net-
work, e.g. Kamburowski et al. [41].2.2. The notation of conﬁguration
Activity durations in the network G are chosen from intervals Di ¼ ½di; di; di P 0. The interval Di contains possible dura-
tion times of i 2 A. The notation of conﬁguration denoted by X has been deﬁned by Buckley [42] to relate the interval case to
the deterministic case of classical CPM problems. A conﬁguration is deﬁned as a tuple of time lag durations, (d1, . . . ,dn), such
that "i 2 A, di 2 Di. For a conﬁgurationX, di(X) denotes the duration of activity i in the conﬁgurationX and slkðXÞ (resp. sekðXÞ)
2046 S.H. Yakhchali, S.H. Ghodsypour / Applied Mathematical Modelling 34 (2010) 2044–2058is the latest starting time (resp. the earliest starting time) of an activity k. fk(X) will denote the value of total ﬂoat of an activ-
ity k in the conﬁguration X.
Additional notations are deﬁned as following:
 Succ (k) (resp. Prec (k)) refers to the set of activities that immediately follow (resp. precede) activity k 2 A.
 SUCC (k) (resp. PREC (k)) refers to the set of all activities that come after (resp. before) activity k 2 A.
 A(p) refers to the set of all activities which belong to a path p,p 2 P.
 P+(k) (resp. P(k)) denotes the set of all paths p 2 P which contain (resp. do not contain) an activity k 2 A:PþðkÞ ¼ fpjp 2 P; k 2 AðpÞg ðresp:PðkÞ ¼ fpjp 2 P; k R AðpÞgÞ
 SUCC+(k) is the set of all successor activities which belong to paths from the set P+(k) and do not belong to paths from
P(k):SUCCþðkÞ ¼ fiji 2 SUCC \ AðpÞ;p 2 PþðkÞg  fiji 2 SUCC \ AðpÞ;p 2 PðkÞg
 SUCC*(k) is the set of all successor activities which belong to paths from the sets P+(k) and P(k):SUCCðkÞ ¼ fiji 2 SUCC \ AðpÞ; p 2 PþðkÞg \ fiji 2 SUCC \ AðpÞ;p 2 PðkÞg
 A+(k) is the set of all activities which belong to paths from the set P+(k) and do not belong to paths from P(k):AþðkÞ ¼ fiji 2 AðpÞ;p 2 PþðkÞg  fiji 2 AðpÞ;p 2 PðkÞg
 A(k) is the set of all activities which do not belong to paths from the set P+(k) and belong to paths from P(k):AðkÞ ¼ fiji 2 AðpÞ;p 2 PðkÞg  fiji 2 AðpÞ;p 2 PþðkÞg
 A*(k) is the set of all activities which belong to paths from the sets P+(k) \ P(k):AðkÞ ¼ fiji 2 AðpÞ; p 2 PðkÞg \ fiji 2 AðpÞ;p 2 PþðkÞgWhen the duration of an activity i 2 SUCC+(k) is decreased or increased, only the durations of the paths p 2 P+(k) will be
changed, so the following statement can be deduced.
Statement 1. If the duration of an activity i 2 SUCC+(k) is decreased (resp. is increased), then the ﬂoat and the latest starting
time of k will be decreased (resp. increased).
The following statements are results of the deﬁnitions:
Statement 2. SUCC(k) = SUCC+(k) [ SUCC*(k) and SUCC+(k) \ SUCC*(k) = /.
Statement 3. A+(k) [ A*(k) = SUCC(k) [ PREC(k). Thus A*(k) # .SUCC(k) [ PREC(k). When A+(k) = /, then A*(k) = SUCC(k) [
PREC(k).
The upper and lower bounds on the earliest starting times of an activity k 2 A, denoted by Sek ¼ sek;sek
 
, in the network with
interval duration, G, are equal sek ¼ minX2xsekðXÞ and sek ¼ maxX2xsekðXÞ where x is the set of possible conﬁgurations of the
activity durations, i.e. x is the Cartesian product of corresponding intervals Di, i 2 A. These values can be easily computed
based on Statement 4.
Statement 4. In order to compute sek (resp. s
e
k), it is enough to use a forward recursion in a conﬁguration X 2x which the
durations of all predecessors (not only immediate predecessors) are ﬁxed at their lower bounds di(X) = di (resp. upper
bounds diðXÞ ¼ di), i 2 PREC(k).
In the following section, the problem of calculating intervals of latest starting times are considered.3. Determining latest starting times in networks with interval durations
The possible interval values of the latest starting times for a given activity, k 2 A, in the network with interval duration, G,
is deﬁned as Slk ¼ slk;slk
 
where slk ¼ minX2xslkðXÞ and slk ¼ maxX2xslkðXÞ.
3.1. The search space
Lemma 1, given by Dubois et al. [43], reduces the set of possible conﬁgurations, x, to determine Slk ¼ slk;slk
 
.
Lemma 1 (Dubois et al. [43]). slk ¼ minX2 x0k slkðXÞ and slk ¼ maxX2x0k slkðXÞ;
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0
k are the sets of possible conﬁgurations of activity durations. x
0
k andx
0
k are the Cartesian products of interval
durations Di, i 2 A. x0k and x0k are determined by means of the formula (1) and (2) respectively.Di ¼
½di; di for i ¼ k
½di; di for i 2 SUCCðkÞ
½di; di for otherwise:
8>><
>: ð1Þ
Di ¼
½di; di for i ¼ k
½di; di for i 2 SUCCðkÞ
½di; di for otherwise:
8>><
>: ð2ÞLet introduce a set of possible conﬁgurations of activity durations and denote it by xsk. xsk is the Cartesian product of
interval durations Di, i 2 A, and is determined by means of the following formula:Di ¼
½di; di for i 2 SUCCþðkÞ [ fkg
½di; di for i 2 SUCCðkÞ
½di;di for otherwise:
8><
>: ð3ÞSimilarly, xsk, a set of possible conﬁgurations of activity durations, is the Cartesian product of interval durations Di, i 2 A.
xsk is determined by means of the following formula:Di ¼
½di;di for i 2 SUCCþðkÞ [ fkg
½di; di for i 2 SUCCðkÞ
½di; di for otherwise:
8><
>: ð4ÞStatement 5. It is obvious that the number of possible conﬁgurations in the sets xsk and x
s
k are less than the number of
possible conﬁguration in the sets x0k and x
0
k (see Statement 2).
Lemmas 2 and 3 reduce the search space, more than Lemma 1, for determining the interval of the latest starting times
based on the xsk and xsk.
Lemma 2. slk ¼ minX2 xsk slkðXÞ
Proof. An indirect proof is conducted. Let assume that there exists a conﬁguration such as X0 which X0 2 x0k;X0 R xsk and
slkðX0Þ < minX2 xsk slkðXÞ. So there is at least one activity i 2 SUCC
+(k) which di(X
0
) = di.
Let change the durations of all activities in X0 which belong to SUCC+(k), to the upper bounds on their durations,
diðX0Þ ¼ di; i 2 SUCCþðkÞ. So a new conﬁguration denoted by X0 0 is obtained. Based on the Statement 1, it yields
slkðX00Þ 6 slkðX0Þ. The conﬁguration X00 belongs to the set xsk;X00 2 xsk. Hence, it is proofed that slk ¼ minX2 xsk slkðXÞ. h
Lemma 3. slk ¼ maxX2xsk ; S
l
kðXÞ:
Proof. Again, assume that there exists a conﬁguration such as X
0
which X0 2 x0k;X0 R xsk and slkðX0Þ > maxX2xsk slkðXÞ. The
durations of all activities i 2 SUCC+(k) in X0 as di(X0) = di are changed. Thus the new conﬁguration denoted by X00 belongs
to xsk and based on the Statement 1, slkðX00ÞP slkðX0Þ. So slk ¼ maxX2xsk slkðXÞ. h3.2. The polynomial algorithm
A polynomial algorithm, Algorithm 1, is provided to determine the possible intervals of the latest starting times of a given
activity k, k 2 A, based on Lemmas 2 and 3. Before passing on the algorithm, let consider Statement 6 based on the deﬁnition
of the total ﬂoat of an activity.
Statement 6. The following formula is correct for every X 2x.fkðXÞ ¼ slkðXÞ  sekðXÞ 8X 2 x: ð5Þ
Hence, if the total ﬂoat of k, fk(X), add to the duration of the activity k, dk(X) dk(X) + fk(X) then k will be critical in the
usual sense.
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slk and a conﬁguration X
 2 xsk in which fkðXÞ ¼ maxX2xsk fkðXÞ for the slk problem. The idea is very simple, the total ﬂoat fk(X*)
is the minimum value which will make k critical in the usual sense, if it adds to the duration of the activity k (see Statement
6). Thus, two sets SUCC+(k) and SUCC*(k) with convenient setting of the activity durations are used to determine these
conﬁgurations.
Algorithm 1. Computing the intervals of the latest starting time of an activity
Require: A networkG = hA,Ri, a speciﬁed activity k 2 A, intervals Di ¼ ½di; di 8i 2 A
Ensure: The minimal (resp. maximal) latest starting time of k, slk (resp. s
l
kÞ
1: se1  0; fk  0;
2: for i 2 to n do
3: . . .if i R SUCC(k)+ [ {k} do
4: . . .. . . di di; (resp. di  diÞ
5: . . .else
6: . . .. . . di  di; (resp. di di)
7: . . .end if
8: . . .sei  max fsej þ dj j 2 PrecðiÞg
9: . . .if i 2 SUCC*(k) do
10: . . .. . .if sei ¼maxfsej þ djjj 2 PrecðiÞ \ fSUCCþðkÞ [ fkggg do
11: . . .. . .. . .di  di; (resp. di di)
12: . . .. . .. . .SUCC(k)+ SUCC(k)+ [ {i}
13: . . .. . .. . .SUCC(k)* SUCC(k)*  {i}
14: . . .. . .end if
15: . . .end if
16: end for
17: while n 2 SUCC*(k) do
18: . . .if sek ¼ minfsej jj 2 SuccðkÞg  dk then
19: . . .. . .for i 2 SUCC+(k) [ {k} do
20: . . .. . .. . .D0i ¼ minfsej jj 2 SuccðiÞ; j R SUCCþðkÞg  sei  di
21: . . .. . .end for
22: . . .. . .D  minfD0iji 2 SUCCþðkÞ;D0i – 0g
23: . . .else
24: . . .. . .D  minfsej jj 2 SuccðkÞg  sek  dk
25: . . .end if
26: . . .dk dk + D;fk fk + D
27: . . .for all i 2 SUCC(k)+ do
28: . . .. . .sei  sei þ D;
29: . . .end for
30: . . .for all i 2 SUCC(k)* do
31: . . .. . .sei  max fsej þ djjj 2 PrecðiÞg
32: . . .. . .if sei ¼max fsej þ djjj 2 PrecðiÞ \ fSUCCþðkÞ [ fkggg do
33: . . .. . .. . .di  di; (resp. di di)
34: . . .. . .. . .SUCC(k)+ SUCC(k)+ [ {i}
35: . . .. . .. . .SUCC(k)* SUCC(k)*  {i}
36: . . .. . .end if
37: . . .end for
38: end while
39: slk  sek þ fk; (resp. slk  sek þ fkÞAn activity i 2 SUCC*(k) will become a member of SUCC+(k) if the longest path from node 1 to i uses activity k. At each
(while-loop) iterations of Algorithm 1, the duration of k is augmented by quantity D (row 27) being the over free ﬂoats of
activities which belong to SUCC+(k) (row 22 or 24).
The correctness Algorithm 1 follows directly from Lemma 4.
Lemma 4. Algorithm 1 ﬁnds slk (resp. s
l
kÞ
Proof. Let consider the case of slk which it will be proved that Algorithm 1 ﬁnds s
l
k. Lemma 2 states that s
l
k ¼ minX2 xsk slkðXÞ, so
the set xsk is chosen. Based on Statement 4, s
e
k ¼ sekðXÞ for each conﬁguration X 2 xsk, thus based on Statement 6, the follow-
ing formula (6) will be correct:
1 For
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andminX2 xs
k
fkðXÞ ¼ minX2 xs
k
slkðXÞ  sek: ð7ÞFrom Lemma 2 and (7), it yields:minX2 xs
k
fkðXÞ ¼ slk  sek: ð8ÞIt is claimed that fk ¼ minX2 xs
k
fkðXÞ (see row 39). Assume on the contrary that there exists a conﬁguration, X0 2 xsk, whichfkðX0Þ < fk: ð9Þ
The number of while-loop iterations is denoted by q, so fk ¼
Pq1
i¼1 Di (see row 17). Thus based on Statement 6, the activity
k is critical for dk þ fkðX0Þ but for dk þ
Pq2
i¼1 Di is not critical and it yields fkðX0Þ >
Pq2
i¼1 Di. Consequently, fkðX0Þ ¼
Pq2
i¼1 Diþ
e; e > 0. So it can be deduced from the algorithm, there exist at least one activity i
0 2 Awhich i0 2 SUCC+(k) [ {k} with free ﬂoat
minfsej jj 2 Succði0Þ; j R SUCCþðkÞg  sei0  di0 6 e: ð10ÞLet consider the (q  1) iteration. Algorithm 1 in row 22 or 24 the value of Dq1 is calculated. It can be concludedDq1 6 e
from (10) and the way of determining Dq1. Thus
Pq2
i¼1 Di þ Dq1 6
Pq2
i¼1 Di þ e and so fk 6 fk (X
0
), contrary to (9). Therefore
fk ¼ minX2 xs
k
fkðXÞ thus Algorithm 1 ﬁnds slk (see formula (8))
Let consider the case of slk. Based on Lemma 3, s
l
k ¼ maxX2xsk slkðXÞ and sek ¼ sekðXÞ for each conﬁguration X 2 xsk. So the
following formula will be correct:fkðXÞ ¼ slkðXÞ  sek 8X 2 xsk ð11Þ
andmaxX2xs
k
fkðXÞ ¼ maxX2xs
k
slkðXÞ  sek: ð12ÞFrom Lemma 3, and (12), it yields:maxX2xs
k
fkðXÞ ¼ slk  sek: ð13ÞIt is claimed that fk ¼ maxX2xs
k
fkðXÞ (see row 39). Assume that X0 is the conﬁguration after algorithm termination. The
activities which belong to SUCC+(k) after the algorithm termination create a path p
0 2 P+(k). This path p0 is shortest path that
traverses activity k in the xsk. Thus fk ¼ fkðX0Þ ¼ maxX2xsk fkðXÞ. h
Lemma 5. The running time of Algorithm 1 is O(mn)
Proof. The complexity of CPM method with crisp duration times for computing the earliest starting time, the latest starting
time and ﬂoat of an activity is O(m) (more precisely O(m + n)). Now let count the complexity of the algorithm:
 Line from 2 to 16: O(m + n) = O(m) (this is a classical CPM).
 Line from 19 to 21: O(m + n) = O(m).
 Line from 27 to 29: O(n).
 Line from 30 to 37: O(m + n) = O(m).
 Other lines: O(1).
The line 18–37 executed n times, so the overall running time is O(m) + O(n(m + n +m)) = O(mn). Thus, the complexity of
the algorithm is O(mn). h
Based on Lemma 5 the overall running time of Algorithm 1 is the same as the complexity of the previous algorithms but
Algorithm 1 improves complexity by a constant factor (see Statement 5).
3.3. Numerical examples
The utility of Algorithm 1 is illustrated with a numerical example. A project network consists of twelve activities, which is
the ﬁrst and the last activities are dummy activities, shown in the Fig. 1 which was originally represented by Zielinski [18].
Interval durations of activities are shown above of each activity.
Activity number ‘‘6” is selected. At the ﬁrst, let consider the problem of determining of sl6. The network before ‘‘while loop”
(rows 17) is given in the Fig. 2. Activities belonged to the set SUCC+(6) are blue1 and SUCC*(6) are grey1. Selected activity is
yellow1 and durations of activities are shown the above of each activity. The networks after the ﬁrst, second iterations of ‘‘while
loop” (rows 17) are given in Figs. 3 and 4.interpretation of colour from Figs. 2–7, the reader is referred to the web version of this article.
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Fig. 1. A network with duration intervals.
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Fig. 2. The network, given in Fig. 1, before while loop.
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Fig. 3. The network, given in Fig. 1, after ﬁrst iteration.
2050 S.H. Yakhchali, S.H. Ghodsypour / Applied Mathematical Modelling 34 (2010) 2044–2058The minimal latest starting time sl6 ¼ 5 is obtained. Let consider the problem of determining of sl6. The networks before
and after the ﬁrst, second iterations of ‘‘while loop” are given in the Figs. 5–7.
Thus, the minimal latest starting time sl6 ¼ 16 is obtained.
As already mentioned in the project management, the duration of activities is seldom precisely known in advance, espe-
cially in projects that will be executed in uncertain environments like, R&D projects and IT projects, due to detailed speci-
ﬁcation of the processes and resources involved for the realization of activities are often not available. Hence, it is important
to compute the quantities, often used by project manager like the latest starting times, in uncertain environments. Current
project planners, e.g. Primavera, calculate project quantities for crisp activity durations, not for interval or fuzzy activity
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Fig. 4. The network, given in Fig. 1, after second iteration.
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Fig. 6. The network, given in Fig. 1, after ﬁrst iteration ðsl6Þ.
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uncertainty related to activities durations.
The proposed algorithm has been test on general real world project networks from the project scheduling library websites
in the Section 5 which Algorithm 1 is invoked in an algorithm for determining the types of criticality of activities.4. Determination of the bounds on the ﬂoats
This section deals with the problem of determining the interval Fk (bounds) of possible values of ﬂoats for a given activity
k 2 A. The interval Fk ¼ ½f k;f k formed by the fk =minX2xfk(X) and f k ¼ maxX2xfkðXÞ, where min and max are taken over all
possible conﬁgurations of the activity durations x.
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Fig. 7. The network, given in Fig. 1, after second iteration ðsl6Þ.
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Dubois et al. [43] proposed the following lemma:
Lemma 6. f k ¼ minX2 xk fkðXÞ (resp. f k ¼ maxX2xk fkðXÞÞ.
where xk (resp. x

k) are the set of possible conﬁgurations of activity durations. x

k (resp. x

k) is the Cartesian product of time
interval Di, i 2 A, given as follows:Di ¼
½di; di for i 2 fkg
½di; di for i 2 AþðkÞ [ AðkÞ
½di;di for i 2 AðkÞ
8><
>: ðresp: Di ¼
½di;di for i 2 fkg
½di; di for i 2 AþðkÞ [ AðkÞ
½di; di for i 2 AðkÞ:
8><
>: ð14ÞLet introduce a set of possible conﬁgurations of activity durations (denoted by xkÞ which is the Cartesian product of time
interval Di, i 2 A, given as follows:Di ¼
½di; di for i 2 AþðkÞ [ fkg
½di; di for i 2 AðkÞ
½di;di for i 2 AðkÞ:
8><
>: ð15ÞSimilarly, let introduce a set of possible conﬁgurations of activity durations (denoted by xk) which is the Cartesian prod-
uct of time interval Di, i 2 A, given as follows:Di ¼
½di;di for i 2 AþðkÞ [ fkg
½di; di for i 2 AðkÞ
½di; di for i 2 AðkÞ:
8><
>: ð16ÞThe number of possible conﬁgurations in the sets xk andxk are less than the number of possible conﬁguration in the sets
xk and x

k (see Statement 3), thus Lemma 7 improves complexity by a constant factor for determining the interval of the
ﬂoat based on the xk and xk.
Lemma 7. f k ¼minX2 xk fkðXÞ and f k ¼maxX2xk fkðXÞ.
Proof. Let consider the case of fk which it will be proved that f k ¼ minX2 xk fkðXÞ. Assume on the contrary that there exists a
conﬁguration X
0
,X
0 2x and X0 R xk, such that fkðX0Þ < minX2 xk fkðXÞ. If the activity durations ti to ti of i 2 A+(k) [ {k} are
increased and the activity durations ti to ti of i 2 A(k) are decreased, the total ﬂoat of k will decrease or remain as previous
value for this new conﬁguration X*. The new conﬁguration X* belongs to xk, X* 2xk. This fact contradicts
fkðX0Þ < minX2 xk fkðXÞ. Thus, it is proved that fk =minX2 xk fkðXÞ
The case of f k can be proved similarly to the lower bound on the ﬂoat. The proof is omitted for the sake of brevity. h4.2. Determination of the bounds on the ﬂoats based on the interval latest starting times
The problem of determining the lower bound on ﬂoat of a given activity k 2 A is strongly NP-hard for general networks
[30] and remains NP-hard even if the network G is restricted to be planar [31]. The aim of following lemmas is to determine
the lower bound on ﬂoat of a given activity based on intervals of latest starting times and earliest starting times in some
special cases. The proposed lemmas will use in an algorithm for determining types of criticality in networks with interval
durations.
S.H. Yakhchali, S.H. Ghodsypour / Applied Mathematical Modelling 34 (2010) 2044–2058 2053Lemma 8. If slkð xkÞ ¼ sekð xkÞ or slkð xkÞ ¼ sekð xkÞ then fk = 0.Proof. Lemma 7 states that f k ¼ minX2 xk fkðXÞ, so the set xk is chosen. It is obvious that slkðXÞP sekðXÞ, 8X 2 xk. Let consider
the case of slkð xkÞ ¼ sekð xkÞ. Assume on the contrary that fk– 0, thus slkðXÞ > sekðXÞ, 8X 2 xk. Assume X0 2 xk is the conﬁgu-
ration which slkðX0Þ ¼ slkð xkÞ. So slkð xkÞ ¼ slkðX0Þ > sekðX0Þ and from deﬁnition, it yields sekðX0ÞP sekð xkÞ. It can be concluded that
slkð xkÞ > sekð xkÞ. This fact contradicts that slkð xkÞ ¼ sekð xkÞ. Thus, it is proved that fk = 0.
Let consider the case of slkð xkÞ ¼ sekð xkÞ. Again assume on the contrary that fk– 0. X0 2 xk is the conﬁguration which
sekðX0Þ ¼ sekð xkÞ and slkð xkÞP slkðX0Þ > sekðX0Þ ¼ sekð xkÞ. This fact contradicts that slkð xkÞ ¼ sekð xkÞ and again fk = 0. hStatement 7. Based on Lemma 8, It is obvious that when slkð xkÞ ¼ sekð xkÞ then fk = 0.
Lemma 9. If slkð xkÞ  sekð xkÞ > 0, k 2 A then fk > 0.
Proof. Assume that slkð xkÞ  sekð xkÞ > 0. The following formula (17) is obvious (Statement 6).
fkðXÞ ¼ slkðXÞ  sekðXÞ;8X 2 xk: ð17ÞIn (17), the value slkðXÞ and sekðXÞ are replaced with slkð xkÞ;sekð xkÞ respectively. It is obvious that slkðXÞP slkð xkÞ,
sekðXÞ 6 sekð xkÞ, thus from this fact and (17) slkð xkÞ  sekð xkÞ 6 f k. It can be concluded fk > 0. h
Statement 8. It is obvious that if fk > 0, k 2 A, then slkð xkÞ > sekð xkÞ.
Statement 9. If slkðxkÞ  sekðxkÞ ¼ 0, k 2 A then f k ¼ 0.
Dubois et al. [13] shown that if f k ¼ 0; k 2 A then Slk ¼ Sek.
The above Lemmas will be used to determine the type of criticality of all activities in the network G.
5. Determining type of criticality for all activities in the network
In this section an algorithm (Algorithm 2) for the problem of determining type of criticality for all activities in the network
with interval durations is proposed.
5.1. Relations between the bounds on ﬂoats and types of criticality
The Statement 10 determines the relations between the bounds on ﬂoat of an activity and the types of criticality.
Statement 10. An activity k 2 A is possibly (resp. necessarily) critical in G if and only if fk = 0 (resp. f k ¼ 0Þ and an activity
k 2 A is necessarily noncritical in G if and only if fk > 0.
Let introduce some additional notations before main consideration.
 Ac(X) is the set of critical activities in the conﬁguration X.
 An(X) is the set of noncritical activities in the conﬁguration X.
 X, called the optimistic conﬁguration, is a conﬁguration X 2 xwhich diðXÞ ¼ di for all i 2 A. SimilarlyX, called the pes-
simistic conﬁguration, is a conﬁguration X 2x which di(X) = di for all i 2 A.
 Anc is the set of all necessarily critical activities in the network G.
 Ann is the set of all necessarily noncritical activities in the network G.
 Apc is the set of all possibly critical activities which are not necessarily critical activities in the network G.
 Pnc is the set of all necessarily critical paths in the network G.
 A(Pnc) refers to the set of all activities which belong to the path Pnc
5.2. The algorithm for determining type of criticality
The idea of partitioning, A = Anc [ Ann [ Apc, is used to develop Algorithm 2 which is described as following. When
k 2 fAcðXÞ \ AnðXÞg (resp. k 2 fAnðXÞ \ AcðXÞgÞ at least there exist the conﬁguration X (resp. X) that k is critical, k 2 AcðXÞ
(resp. k 2 Ac(X)) and also there exist the conﬁguration X (resp. X) that k is not critical, k 2 An (X) (resp. k 2 AnðXÞÞ. Thus
k 2 fAcðXÞ \ AnðXÞg [ fAnðXÞ \ AcðXÞg, k is possibly critical, k 2 Apc (line 1 in Algorithm 2).
The value of Pnc in line 5 is determined by the algorithm proposed by Chanas et al. [28] which determines the all neces-
sarily critical path, Pnc in the polynomial time. Chanas et al. [28] shown when Pnc– / then all necessarily critical activities
belong the A(Pnc), so the lines 5 to 8 are developed in Algorithm 2. In line 7, if there is an activity k 2 fAcðXÞ \ AcðXÞg which
k R A(Pnc) it means that there exists at least a conﬁguration X
0
which k is noncritical. In the case of Pnc = /, the set
12
3
4
5
6
[2,3]
[9,15]
[3,4]
[4,6]
7
[0,0]
[5,12]
[0,0]
Fig. 8. The counter-example network.
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et al. [44] is used to ascertain the necessarily critical activities in the lines 9–15.
A necessarily noncritical path contains necessarily or possibly critical activities. This is illustrated by a counter-example in
Fig. 8. A path 1? 2? 4? 5? 7 is necessarily noncritical but an activity 4 which is belong to this path, is necessarily critical.
So, necessarily noncritical activities cannot be distinguished by necessarily noncritical paths.
As mentioned ascertaining the possible critical activity (or equivalently the necessarily noncritical activity) is NP-Hard,
so the proposed algorithm tries to minimize the set of potential possible critical activities based on Lemmas 8 and 9 in the
lines 22–27. In the line 28, the hybrid genetic algorithm proposed by Yakhchali and Ghodsypour [45] is used to ascertain
the possible criticality of remaining activities. In fact, the hybrid GA is the only non-polynomial algorithm that invoked in
Algorithm 2.
Algorithm 2. Determining type of criticality for all activity
Input: A networkG = hA,Ri, time intervals Di ¼ ½di; di8i 2 A
Output: Anc,Ann,Apc, the set of all necessarily critical, necessarily noncritical, possibly critical activities in G
1: Apc ¼ fAcðXÞ \ AnðXÞg [ fAnðXÞ \ AcðXÞg
2: if AcðXÞ \ AcðXÞ ¼ / then
3: Anc = /
4: else
5: if Pnc– / do (Chanas et al. [28])
6: Anc A(Pnc)
7: Apc  Apc [ ffAcðXÞ \ AcðXÞg  AðPncÞg
8: else
9: for all k 2 fAcðXÞ \ AcðXÞg do
10: if f k ¼ 0 then (Fortin et al. [44])
11: Anc Anc [ {k}
12: else
13: Apc Apc [ {k}
14: end if
15: end for
16: end if
17: end if
18: if AnðXÞ \ AnðXÞ ¼ / then
19: Ann = /
20:else
21: for all k 2 fAnðXÞ \ AnðXÞg do
22: if slkð xkÞ ¼ sekð xkÞ or slkð xkÞ ¼ sekð xkÞthen
23: Apc Apc [ {k}
24: else
25: if slkð xkÞ  sekð xkÞ > 0 then (Algorithm 1)
26: Ann Ann [ {k}
27: else
28: if fk = 0 then (Yakhchali and Ghodsypour [45])
29: Apc Apc [ {k}
30: else
31: Ann Ann [ {k}
32: end if
33: end if
34: end if
35: end for
36: end if
S.H. Yakhchali, S.H. Ghodsypour / Applied Mathematical Modelling 34 (2010) 2044–2058 20555.3. Computational experienceAlgorithm 2 has been tested on general realistic project scheduling problems from project scheduling library to evaluate
the performance of the proposed lemmas and algorithms. Kolisch and Sprecher [46] presented a set of benchmark instances
for project scheduling problems which have been systematically generated by the standard project generator, ProGen. They
are supposed to be representative of real scheduling problems [47]. Those instances of project scheduling problems can be
downloaded from the PSPLIB web site (http://129.187.106.231/psplib/).
The activity durations on those project scheduling problems are precisely deﬁned, hence an uncertainty range is needed
to obtain project networks with interval durations. Previous researches, e.g. [13,44], assumed a relative uncertainty range of
20% to activity durations but the uncertainty range will inﬂuence the results of the algorithm for determining type of crit-
icality. It means that an activity may be necessarily critical with an uncertainty range and become possibly critical with an-
other uncertainty range in the same project network. This is why the proposed algorithm should be test on various
uncertainty ranges. Initially as former researches, a relative uncertainty range of 20% to activity durations is added to obtain
interval activity durations then random uncertainty ranges are chosen. The former and latter results are reported in Tables 1
and 2, respectively.
Table 1 compares the performance of Lemmas 8 and 9 in Algorithm 2 to determine the possibly critical and necessarily
noncritical activities on project scheduling libraries which a relative uncertainty range of 20% to activity durations was
added and rounded to obtain the upper bound of activities duration (Di = [di,di*1.2]). These comparisons are made on project
networks with 32, 62, 92 and 122 activities on 480, 480, 480 and 600 instances of problems, respectively. Hence, types of
criticality of 162,480 activities in 2040 project networks are determined.
Table 1 showed the maximum, average, minimum and total numbers of criticality types are determined by Lemmas 8 and
9 or the hybrid GA on project networks with 32, 62, 92 and 122 activities. For example, ‘‘Max. results by Lemma 8” equals to
‘‘15” (third row and second column) means that among of 480 networks with 32 activities, there is a least a network which
types of criticality of ‘‘15” are determine by Lemma 8. Based on the results in Table 1, Lemma 9 determined the types of crit-
icality of 68%, 74%, 74% and 75% of activities which are potential possible critical or necessary noncritical activities on net-
works with 32, 62, 92 and 122 activities. Similarly, Lemma 8 determined the types of criticality of 15%, 25%, 111% and 10% of
those activities (see Table 3). Hence, the hybrid GA, the only non-polynomial algorithm that invoked in Algorithm 2, deter-
mined the types of criticality of less than 14%.
Table 2 made a comparison of the performance of Lemmas 8 and 9 with hybrid GA in the proposed algorithm to deter-
mine the possibly critical and necessarily noncritical activities on project scheduling libraries with a random uncertainty
range Di ¼ ½di; di ð1þ randð0;1Þ. Similarly, these comparisons are made on project networks with 32, 62, 92 and 122 activ-
ities on 480, 480, 480 and 600 instances of problems, respectively.
The interpretation of data in Table 2 is similar to Table 1. According to the results in Table 2, the hybrid GA determined the
types of criticality of 26%, 29%, 28% and 28% of activities which are potential possible critical or necessary noncritical activ-
ities on networks with 32, 62, 92 and 122 activities. Thus, the types of criticality of remaining activities, more than 71% in the
worst case, are determined by Lemmas 8 and 9.
Table 3 summarized the results of Tables 1 and 2. Table 3 shows the percentage results of unknown critical activities,
activities which are potential possible critical or necessary noncritical activities, and the percentage of types of criticality
by the hybrid GA.
As seen from the experimental results, the proposed algorithm is very efﬁcient in practice. This comes from Lemmas 8 and
9 and their combination with the idea of partitioning.Table 1
The performance of Lemmas 8 and 9 with an uncertainty range of 20%.
Number of activities 32 62 92 122
Number of tested networks 480 480 480 600
Max. results by Lemma 8 (line 23) 15 36 34 40
Max. results by Lemma 9 (line 26) 24 48 79 109
Max. results by the hybrid GA (line 29, 31) 13 0 35 44
Average results by Lemma 8 (line 23) 3.3521 11.0521 8.5312 10.66
Average results by Lemma 9 (line 26) 14.525 21.9479 56.1021 78.9217
Average results by the hybrid GA (line 29, 31) 3.4083 0 10.6521 14.52
Min. results by Lemma 8 (line 23) 0 0 0 0
Min. results by Lemma 9 (line 26) 0 4 21 30
Min results by the hybrid GA (line 29, 31) 0 0 0 0
Total results by Lemma 8 (line 23) 1609 5305 4095 6396
Total results by Lemma 9 (line 26) 6972 15,335 25,929 47,293
Total results by the hybrid GA (line 29, 31) 1636 0 5113 8712
Total results by Lemmas 8 and 9 and hybrid GA 10,217 20,640 36,137 62,401
Total tested activities 15,360 29,760 44,160 73,200
Table 2
The performance of Lemmas 8 and 9 with random uncertainity ranges.
Number of activities 21 62 92 122
Number of tested networks 480 480 480 600
Max. results by Lemma 8 (line 23) 19 37 47 59
Max. results by Lemma 9 (line 26) 24 38 78 101
Max. results by hybrid GA (line 29,31) 16 29 47 64
Average results by Lemma 8 (line 23) 6.6667 17.1625 20.0333 26.0617
Average results by Lemma 9 (line 26) 802312 11.4729 35.5896 46.41
Average results by hybrid GA (line 29, 31) 5.4604 11.8625 20.7938 29.4333
Min. results by Lemma 8 (line 23) 0 0 0 0
Min. results by Lemma 9 (line 26) 0 0 6 14
Min. results by hybrid GA (line 29, 31) 0 0 0 4
Total results by Lemma 8 (line 23) 3200 8238 9616 15,637
Total results by Lemma 9 (line 26) 3951 5507 15,643 27,846
Total results by hybrid GA (line 29, 31) 2621 5694 9981 17,660
Total results by Lemmas 8 and 9 hybrid GA 9772 19,439 35,240 61,143
Total tested activities 15,360 29,760 44,160 73,200
Table 3
The total performance of Lemmas 8 and 9 to determine the possibly critical activities.
Uncertainty range 20% Random
Number of activities 32 62 92 122 32 62 92 122
Number of tested networks 480 480 480 600 480 480 480 600
Percentage results of unknown critical activities by
Lemma 8
0.157483 0.257025 0.113319 0.102498 0.327466 0.423787 2.272872 0.255745
Percentage results of unknown critical activities by
Lemma 9
0.682392 0.742975 0.745192 0.757888 0.404318 0.283296 0.443899 0.455424
Percentage results of unknown critical activities by
the hybrid GA
0.160125 0 0.141489 0.139613 0.268215 0.292916 0.283229 0.288831
Percentage of types of criticality by the hybrid GA 0.10651 0 0.115784 0.119016 0.170638 0.191331 0.226019 0.241257
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Assume that all the elements of the network G are the same as in the interval case except for the activity durations, which
are deﬁned by means of fuzzy numbers ~di; i 2 A [48]. ~di generates a possibility distribution for the sets of values containing
the unknown activity duration [49]. Let X be a conﬁguration of activity durations in this network with activity durations
di 2 Rþ; i 2 A. ThuspðXÞ ¼ mini2Al~di ðdiÞ;X 2 R
n
þ; ð18Þwhere p(X) is the joint possibility distribution over the conﬁguration X [50]. The possibility distribution for the latest start-
ing times and ﬂoat of an activity k is deﬁned as follows [43]:leSl
k
ðxÞ ¼ Possðslk ¼ xÞ ¼ sup
X:x¼sl
k
ðXÞ
pðXÞ; x 2 Rþ; ð19Þ
leF l
k
ðxÞ ¼ Possðfk ¼ xÞ ¼ sup
X:x¼fkðXÞ
pðXÞ; x 2 Rþ: ð20ÞIn fuzzy arithmetic, usually the interval calculations are used for the aim of complexity reduction and simpliﬁcation. The
possibility distributions in formulas (19) and (20) can be determined by the usual decomposition of the fuzzy interval into a-
cuts. The arithmetic operations used in fuzzy project scheduling are indeed minimum, maximum, addition and subtraction.
According to fuzzy arithmetic, these operations can be applied on the a  cuts of the fuzzy intervals to obtain the a  cuts of
the resulting fuzzy quantities [51]. For each level a, each fuzzy duration is cut at level a thus a network with interval duration
is obtained. Then the problems are solved as described in the previous section and the fuzzy quantities eSlk and eFk are recon-
structed from their a  cuts. This approach makes sense since intervals eSlkðaÞ ¼ ½slkðaÞ;slkðaÞ and eFkðaÞ ¼ ½f kðaÞ;f kðaÞ are
nested [52].
So, it is possible to generalize some classical problems to the fuzzy case without worsening their computational complex-
ity. In addition, Fortin and Dubois [53] have shown that the algorithms in the interval-valued case can be adapted to fuzzy
intervals considering them as crisp intervals of gradual numbers. The notions of gradual numbers are introduced in [54].
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X:k is critical X
pðXÞ ¼ leF l
k
ð0Þ; ð21Þ
Necðk is criticalÞ ¼ 1 sup
X:k is not critical in X
pðXÞ ¼ 1 sup
m>0
leF l
k
ðmÞ: ð22ÞBased on formula (22), the degree of necessary criticality is obtained as 1  a*, where a* is the minimal value of a such
that the maximal ﬂoat in eFk is 0. Algorithm 3 calculates the necessity degree that an activity is critical by using the deﬁnition
in formula (22) and the idea of a  cuts. The algorithm ﬁnds the value kmax fulﬁlling the condition of formula (22). This value
is computed with accuracy equal to e = 10N.
Algorithm 3. Calculation of Nec(kis critical)
Input: G = hA,Ri, a given activity k 2 A, absolute error of computation e ¼ 10N; LP N=log210
Output: Nec(k is critical)
1: l 0;
2: If f k ¼ 0 in G1 then
3: kl 1
4: if f k ¼ 0 in Ge then
5: kmax 1
6: else
7: while l < L do
8: l l + 1
9: If f k ¼ 0 in G1kl1 then
10: kmax kl
11: kl kl1 + 0.5l
12: else
13: kl kl1  0.5l
14: end if
15: end while
16: end if
17: else
18: kmax 0
19: end if
20: Nec(k is critical) = kmaxAt each iteration of while loop, it is tested if the given activity is necessarily critical in G1kl1 . The testing can be done by
the algorithm proposed in [44]. This algorithm is also applied in lines 2 and 9 to ascertain the necessary criticality of the
given activity.
7. Conclusions
The objective of CPM/PERT is minimizing makespan, so forward and backward recursion is used to compute the earliest
and latest starting times of activities. Unfortunately, the backward recursion issued from classical CPM is indeed not sound if
durations are described by means of interval or fuzzy numbers. In this paper, lemmas that reduce the set of possible conﬁg-
uration are provided. Based on the proposed lemmas, a new algorithm for determining the latest starting times of an activity
in the network with interval activity durations is proposed. The algorithm is simpler than the previous algorithms and im-
proves complexity by a constant factor.
The results of the interval of latest starting times are used to provide some lemmas which determine the lower bound of
ﬂoats in the special cases. These lemmas in combination with the idea of partitioning are applied in a novel algorithm for
determining the type of criticality for all activities. The proposed algorithm has been tested on realistic project networks
and the types of criticality of 324,960 activities in 4080 project networks have been determined. The results proved that
the proposed lemmas are very effective in practice to ascertain possible critical activities.
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