Abstract. Let M be a type II 1 von Neumann factor and let S(M) be the associated Murray-von Neumann algebra of all measurable operators affiliated to M. We extend a result of Kadison and Liu [29] by showing that any derivation from S(M) into an M-bimodule B S(M) is trivial. In the special case, when M is the hyperfinite type II 1 −factor R, we introduce the algebra AD(R), a noncommutative analogue of the algebra of all almost everywhere approximately differentiable functions on [0, 1] and show that it is a proper subalgebra of S(R). This algebra is strictly larger than the corresponding ring of continuous geometry introduced by von Neumann. Further, we establish that the classical approximate derivative on (classes of) Lebesgue measurable functions on [0, 1] admits an extension to a derivation from AD(R) into S(R), which fails to be spatial. Finally, we show that for a Cartan masa A in a hyperfinite II 1 −factor R there exists a derivation δ from A into S(A) which does not admit an extension up to a derivation from R to S(R).
Introduction
Let A be an algebra over the field of complex numbers and B be an A -bimodule. A linear operator D : A → B is called a derivation if it satisfies the identity D(xy) = D(x)y + xD(y) for all x, y ∈ A. Each element a ∈ B defines a linear derivation ad a : D : A → B given by ad a (x) = ax − xa, x ∈ A. Such derivations ad a are called spatial derivations. If the element a implementing the derivation ad a belongs to A, then ad a obviously maps A into itself and is called inner derivation (of the algebra A).
The theory of derivations in operator algebras is an important and well studied part of the general theory of operator algebras, with applications in mathematical physics (see, e.g. [10] , [41] ). It is well known that every derivation of a C * -algebra is bounded (i.e. is norm continuous), and that every derivation of a von Neumann algebra is inner. For a detailed exposition of the theory of bounded derivations we refer to the monograph of Sakai [41] .
The development of a non-commutative integration theory was initiated by Segal [44] , who introduced new classes of (not necessarily Banach) algebras of unbounded operators, in particular the algebra S(M) of all measurable operators affiliated with a von Neumann algebra M (see next section for precise definitions).
The properties of derivations of the algebra S(M) are far from being similar to those exhibited by derivations on von Neumann algebras. On one hand, for commutative von Neumann algebra M = L ∞ [0, 1], the algebra S(M) coincides with Lebesgue space S[0, 1] of all measurable complex functions on the interval [0, 1] , and the latter algebra admits non trivial (and hence, non-inner) derivations [4, 5] . On the other hand, if M is a properly infinite von Neumann algebra, then all derivations on S(M) are inner ( [ (and difficulty) in the case when M is a type II 1 −von Neumann algebra, and this is precisely the case in which we are interested in this paper. In this case, S(M) is the algebra of all operators affiliated with M, which is sometimes referred to as the Murray-von Neumann algebra associated with M (see e.g. [29] ). It is still unknown whether the algebra S(M) admits non-inner derivations. To our best knowledge, the question whether every derivation on S(M) is necessarily inner was firstly posed in [3] . A partial step towards proving that S(M) may not admit any non-inner derivations was made by Kadison and Liu [29] who showed that any derivation from S(M) into M is necessarily trivial when M is a von Neumann algebra of type II 1 . In fact, it is conjectured in [29, p.211 ] that S(M) does not admit non-inner derivations in this setting. In this paper, we partially confirm this conjecture by showing that any derivation from the Murray-von Neumann algebra S(M) associated with any type II 1 von Neumann algebra M, with values in a Calkin operator space B S(M) is necessarily trivial (see Theorem 3.2) .
The result of [29] cited above corresponds to the very special case B = M. It is worthwhile to point out that if M is a type II 1 − factor, then every M-bimodule B ⊆ S(M) is automatically a Calkin operator space. In other words in this special case our result states that every derivation from S(M) into any M-bimodule distinct from S(M) is trivial (see Corollary 3.3). Our proof is based on an entirely different approach to that of [29] , and appears to be of interest in its own right.
The second part of the paper is concerned with extensions of derivations initially defined on abelian subalgebras A, of a type II 1 von Neumann algebra M. Here, we concentrate on the special case where M coincides with the hyperfinite type II 1 factor R, and A coincides with a special Cartan masa in R, the "diagonal" subalgebra D of R. The algebra D is * -isomorphic to the algebra L ∞ [0, 1], and therefore, there exists a * -subalgebra AD(D) ⊂ S(R), which is * -isomorphic to the classical * -subalgebra of all almost everywhere approximately differentiable function of S[0, 1] (see Section 4.2 for precise definitions). Next, we construct a noncommutative analogue AD(R), generalising the algebra AD(D) of "approximately differentiable operators"in S(R), and show that this algebra admits a derivation, which extends the approximate derivation on AD(D) (see Theorem 5.7). The * -algebra AD(R) contains as a proper * -subalgebra the regular ring C ∞ of continuous geometry for C, constructed by J. von Neumann as a completion in the rank-metric of a sum of an increasing sequence of matrix rings over the field of complex numbers. Continuous geometry was developed by J. von Neumann in the period 1935-37 in his series of article consisting of five papers (see e.g. [38, 39] ). In particular, the notion of rank-distance was firstly defined in [36] (see also [39, pp. 160 -161]), and described by von Neumann as "a really significant topology"(see [39, p. 137] ). This topology also plays a crucial role in our construction of the algebra AD(R). It is of interest to observe that the properties of this topology also play an important role in our extension of the Kadison-Liu result from [29] , described beforehand.
Finally, in the last section of this paper we show that there exists a derivation δ from a Cartan masa A of R with values in S(A), which cannot be extended to a derivation from R → S(R). This derivation δ is nothing fancy, in fact it is a twisted version of the approximate derivation on AD(D) which fails to have an extension up to a derivation on S(R) (see Theorem 6.1). The crucial result in this proof is [9, Theorem 1.2] (restated below as Theorem 2.2), which states that the identity of the algebra M can not be written as commutator [a, b] with a, b ∈ S(M) if one of the elements a or b is normal.
The paper is organized as follows. In Section 2 we gather necessary preliminaries. Section 3 is devoted to the Kadison-Liu conjecture.
In Section 4 we prove that the largest subalgebra of S In Section 5, for a hyperfinite factor R of type II 1 , we construct a dense (with respect to the measure topology) * -regular (in the sense von Neumann) subalgebra AD(R) in S(R). This algebra contains a * -subalgebra * -isomorphic to the algebra AD[0, 1] and can be viewed as a noncommutative analogue of approximately differentiable functions. We prove that the approximate derivative on ∂ AD : AD[0, 1] → S[0, 1] can be extended up to a derivation δ AD : AD(R) → S(R), and that this derivation is not spatial.
In Section 6 we show that a twisted version of the approximate derivative on the algebra S(D) cannot be extended up to a derivation on the whole algebra S(R), and prove a similar result for an arbitrary Cartan masa A in the hyperfinite II 1 −factor R.
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Preliminaries
In this section we briefly list some necessary facts concerning algebras of measurable operators.
Let H be a Hilbert space and let B(H) be the * -algebra of all bounded linear operators on H. A von Neumann algebra M is a weakly closed unital * -subalgebra in B(H). For details on von Neumann algebra theory, the reader is referred to [18, 31, 32, 45, 48] . General facts concerning measurable operators may be found in [35, 44] (see also [49, Chapter IX] and the forthcoming book [20] ). For convenience of the reader, some of the basic definitions are recalled below.
2.1. The Murray-von Neumann algebra. A densely defined closed linear operator x : dom(x) → H (here the domain dom(x) of x is a linear subspace in H) is said to be affiliated with M if yx ⊂ xy for all y from the commutant M ′ of the algebra M. Recall that two projections e, f ∈ M are called equivalent if there exists an element u ∈ M such that u * u = e and uu * = f. A projection p ∈ M is called finite, if the conditions q ≤ p and q is equivalent to p (denoted by p ∼ q) imply that q = p. A linear operator x affiliated with M is called measurable with respect to M if χ (λ,∞) (|x|) is a finite projection for some λ > 0. Here χ (λ,∞) (|x|) is the spectral projection of |x| corresponding to the interval (λ, +∞). We denote the set of all measurable operators by S(M). Clearly, M is a subset of S(M).
Let x, y ∈ S(M). It is well known that x+y and xy are densely-defined and preclosed operators. Moreover, the (closures of) operators x + y, xy and x * are also in S(M). When equipped with these operations, S(M) becomes a unital * -algebra over C (see [19] ). It is clear that M is a * -subalgebra of S(M).
For a self-adjoint x ∈ S(M) we denote by x + (respectively, x − ) its posiitve (respectively negative part), defined by
). We note that x − and x + are orthogonal, that is x − x + = 0.
If, for example, if M is finite, then every operator affiliated with M becomes measurable. In particular, the set of all affiliated operators forms a * -algebra, which coincides with S(M). Following [29, 30] , in the case when von Nemaunn algebra M is finite, we refer to the algebra S(M) as the Murray-von Neumann algebra associated with M.
Let τ be a faithful normal finite trace on M. Consider the topology t τ of convergence in measure or measure topology on S(M), which is defined by the following neighborhoods of zero:
where ε, δ are positive numbers, 1 is the unit in M and · ∞ denotes the operator norm on M. The algebra S(M) equipped with the measure topology is a topological algebra.
We also recall the following result (see e.g. It was established in [9] that the Heisenberg relation [a, b] = 1 does not hold in the algebra of locally measurable operators affiliated with an arbitrary infinite von Neumann algebra. In the case when the von Neumann algebra is finite, it is proved there that [a, b] = 1 provided that a is normal. For convenience of further referencing we state it in full. 
2.2. Regular * -algebras and regularity of the algebra S(M). Let M be a von Neumann algebra with a faithful normal finite trace τ and let S(M) be the Murrey-von Neumann algebra associated with M.
A * -subalgebra A of S(M) is said to be regular, if it is a regular ring in the sense of von Neumann, i.e., if for every a ∈ A there exists an element b ∈ A such that aba = a and c * c = 0 implies c = 0 for all c ∈ A (see e.g. [46] ). Let a ∈ S(M) and let a = v|a| be the polar decomposition of a. Then l(a) = vv * and r(a) = v * v are left and right supports of the element a, respectively. The projection s(a) = l(a) ∨ r(a) is the support of the element a. It is clear that r(a) = s(|a|) and l(a) = s(|a * |).
Let |a| = ∞ 0 λde λ be the spectral resolution of the element |a| ∈ S(M). Since M is finite, there exists an element i(|a|) =
Therefore S(M) is a regular * -algebra. The element i(a) is called a partial inverse of the element a, it is a unique element in S(M), such that i(a)l(a) = i(a) and i(a)a = r(a) (see [46, Proposition 91] ). Let A be a regular * -subalgebra of S(M) and let 1 ∈ A. If a ∈ A, then l(a), r(a) ∈ A. Indeed, by [46, Proposition 88 ] the left and right ideals Aa and aA, are generated by projections and therefore there exist projections p and q in A such that Aa = Aq, aA = pA. Thus a = bq for some b ∈ A and so aq = bqq = bq = a, and therefore r(a) ≤ q. On the other hand, q = ca, hence qr(a) = car(a) = ca = q, and so q ≤ r(a). We conclude that r(a) = q ∈ A. Similarly, l(a) = p ∈ A.
2.3. Derivations on algebras.
We define the so-called rank metric ρ on S(M) by setting
In fact, the rank-metric ρ was firstly introduced in a general case of regular rings in [36] , where it was shown it is a metric. By [13, Proposition 2.1], the algebra S(M) equipped with the metric ρ is a complete topological ring . Proposition 2.4. Let A be a * -regular subalgebra of S(M). Any derivation δ : A → S(M) is continuous with respect to the metric ρ.
Therefore, (see e.g. [39, p. 161, 3( 
. This completes the proof. In this section we consider a symmetric bimodule (or, a Calkin operator space) B ⊂ S(M) over an arbitrary type II 1 -algebra M.
We complement the Kadison-Liu result [29] by showing that the only derivation that maps S(M) into any such M-bimodule B is trivial provided that B = S(M).
We start with collecting some technical tools.
In this section, we assume M is an atomless von Neumann algebra with a faithful, normal, normalized trace τ . For every x ∈ M, the generalised singular value function µ(x), denoted t → µ(t, x) for t ∈ [0, 1], is defined by the formula (see, e.g., [23] , [33] )
For a self-adjoint element b ∈ S(M), let λ(b) = λ(·, b) be the eigenvalue function of b (also known as the spectral scale, see [2] , [22] and [27] ) defined by
,
where m is the Lebesgue measure on (0, 1). In this case, S(M) consists of all complex-valued Lebesgue measurable functions f on (0, 1), that is S(M) = S(0, 1) [23, 33] . In this setting, for every f ∈ S(0, 1) (respectively, for every real-valued f ∈ S(0, 1)) the function µ(f ) coincides with the right-continuous equimeasurable nonincreasing rearrangement of |f | (see e.g. [27] ): Indeed, in view of the above, it is sufficient to prove that L ∞ (0, 1) ⊆ B. Since B = ∅, there exists 0 = x 0 ∈ B. Then for some ǫ > 0 and for some measurable set e ⊂ (0, 1) of positive measure we have |x| ≥ ǫχ e . This implies that χ e ∈ B and so, χ [0,m(e)) ∈ B. The latter, implies that χ [m(e),2m(e)) ∈ B and repeating this argument, we infer that
This implies the claim.
The following proposition extends [15, Proposition 3.0.3] (see also [16, Proposition 1.8] and [11, 12] ). The proof follows [12] and is given here for convenience of the reader.
, then there exists an atomless commutative weakly closed * -subalgebra N in M containing the spectral family of the operator x, and a * -isomorphism V acting from
Proof. Let ∇ 0 be a countable Boolean subalgebra in P (M) which contains all spectral projections E x (r, ∞) and E x (−∞, r) of x, where r is a rational number. Let ∇ be the closure of ∇ 0 in the measure topology. Then, ∇ is a complete Boolean subalgebra in P (M) and the least upper bound in ∇ for any subset A ⊂ ∇ coincides with the least upper bounded of A in P (M). Such subalgebra are also called regular.
Let △ be the set of all atoms in ∇ and △ = 0. Since P (M) is a non-atomic Boolean algebra, for every q ∈ △, there exists a commutative non-atomic regular Boolean subalgebra ∇ q of P (M q ) which is separable in the measure topology.
Let B be the set of all e ∈ P (M) for which e(1 − sup △) ∈ ∇ and eq ∈ ∇ q for any q ∈ △. It is clear that B is a complete regular non-atomic and separable (with respect to the measure topology) Boolean subalgebra in P (M) which contains all the spectral projections of x. Hence, there exists an isomorphism φ from B on the Boolean algebra P (L ∞ (0, τ (s(x)))) such that m(φ(e)) = τ (e) for all e ∈ B [26] .
Let us denote by N the weak closure of the * -algebra generated by B, which is a non-atomic commutative von Neumann subalgebra of M.
By Proposition 2.1, the isomorphism φ may be extended up to the * -isomorphism
The following result extends [29, Corollary 13] .
Theorem 3.2. Let M be a type II 1 von Neumann algebra and let B S(M) be a Calkin operator space. Then any derivation δ :
Proof. Since δ(x) ∈ B for all x ∈ S(M) and B is closed with respect to conjugation, it follows that that δ(x) * ∈ B for all x ∈ S(M). Therefore,
, without loss of generality, we can assume that δ = δ * , that is, δ(x) * = δ(x * ) for all x ∈ S(M). Assume that δ = 0. If δ| M = 0, then due to ρ-continuity of δ (see Proposition 2.4) and ρ-density of M in S(M), we obtain that δ = 0, which contradicts with the assumption δ = 0. So, if δ = 0, then there exists a self-adjoint element a ∈ M such that δ(a) = 0.
The operator δ(a) is self-adjoint, and so, by Proposition 3.1, there exists an atomless commutative weakly closed * -subalgebra N in M and a * -isomorphism V acting from
we have
because by construction of V the support of y is [0, τ (s(δ(a)))). In particular, y is invertible in S[0, τ (s(δ(a)))). We claim that the assumptions B = S(M) and B is a Calkin operator space, imply that there exists x ∈ S[0, τ (s(δ(a)))) such that π(x) / ∈ B. Indeed, let us consider the function Calkin space B introduced above. Since B = S(M), it follows that B = S(0, 1). Now, we simply take any z = µ(z) ∈ S(0, 1) such that z / ∈ B and set x = µ(z)·χ [0,τ (s(δ(a))) . Observe that x / ∈ B. Indeed, by the claim preceding Proposition 3.1, we know that the bounded function z − x ∈ B and therefore x / ∈ B. The fact that π(x) / ∈ B now follows immediately from the fact that µ(π(x)) = µ(x) established in [40, Proposition 3.3(ii) ]. We shall now finish the proof. Take
we arrive at the contradiction. In this section we show that the classical derivation Note that for any differentiable function f ∈ S[0, 1], the derivative f ′ is a measurable function as the pointwise limit of a sequence on measurable functions. Proposition 4.1. Let f and g be almost everywhere differentiable functions on [0, 1] and f = g almost everywhere. Then the set of all points in which f and g simultaneously have finite derivative has full measure, and the derivatives f ′ and g ′ are measurable and equal almost everywhere.
Proof. Let A be the set of all points t ∈ [0, 1] such that f (t) = g(t) and both derivatives f ′ , g ′ exist and finite. By [24, Theorem 3.
Since h(t) = 0 for all t ∈ A, the equality h ′ (t) = 0 holds on A. The proof is complete since the latter set has full measure. 
The following proposition establishes that the classical derivation ∂ on the algebra D[0, 1] is non-expansive (see Definition 2.3). In particular, results of [5] are applicable to ∂.
Proof. Let f be almost everywhere differentiable on [0, 1] and suppose that the set N(f ) := {t ∈ [0, 1] : f (t) = 0} has non-zero measure. If t is a density point of N(f ), and at this point there is a derivative of f, then we have f Proof. The set E is a closed nowhere dense subset of [0, 1] with λ(E) > 0. Denote by F the set of all points from E, which are density points for E. We have that µ(F ) = µ(E) > 0 (due to Lebesgue density theorem). Since the set E is nowhere dense, it follows that in every neighbourhood of a point t ∈ F there exist points, which do not belong to E. It means that finite derivative (χ E ) ′ (t) does not exist at any point
We recall firstly the concept of approximately differentiable functions. Consider a Lebesgue measurable set E ⊂ R, a measurable function f : E → R and a point t 0 ∈ E, where E has Lebesgue density equal to 1. If the approximate limit
t − t 0 exists and it is finite, then it is called approximate derivative of the function f at t 0 and the function is called approximately differentiable at t 0 (see [42] for the details).
Note that by Lebesgue density theorem, for any measurable subset A of [0, 1] almost every point is Lebesgue density point of A. Therefore, the following definition makes sense. Since a density point of two subsets E and F is a density point of the intersection E ∩F , it follows that the sum and product of two approximately differentiable functions is again approximately differentiable. Therefore, 
is also approximately differentiable almost everywhere in χ An g n , (4.1)
Proof. We prove firstly that any function of the form (4.1) is approximately differentiable almost everywhere. f n , where t 0 ) , . . . , a m (t 0 ), f (t 0 )) ∈ C m+1 . Consider the function F on C m+1 defined by
It is differentiable on C m+1 , moreover, t 0 ) , . . . , a m (t 0 )) such that W ⊂ π(V (z 0 )) (here a projection π : C m+1 → C m defined as π(ξ 1 , . . . , ξ m+1 ) = (ξ 1 , . . . , ξ m )) and there is a unique differentiable function G : W → C such that G(a 1 (t 0 ), ..., a m (t 0 )) = f (t 0 ) and F (w, G(w)) = 0 for all w ∈ W.
Take ε > 0 such that (a 1 (t), . . . , a m (t)) ∈ W for almost all t ∈ (t 0 − ε, t 0 + ε). Then g(t) = G (a 1 (t) , . . . , a m (t)) is almost everywhere differentiable on (t 0 − ε, t 0 + ε). Since F (w, G(w)) = 0 for all w ∈ W and (a 1 (t), . . . , a m (t)) ∈ W for almost all t ∈ (t 0 − ε, t 0 + ε), it follows that p(g(t) = 0 for almost all t ∈ (t 0 − ε, t 0 + ε). Thus χ B g is a root of the polynomial p, where B = (t 0 − ε, t 0 + ε). Since f is also root of the polynomial p, it follows that χ B f is a root of the polynomial
whose degree is strictly less than m. Hence,
that is, f (t) and g(t) coincide almost everywhere in (t 0 − ε, t 0 + ε). This means that f is an almost everywhere differentiable function. Now we shall consider the general case when A i,n i with a non zero Lebesgue measure there exists a sequence of disjoint intervals For a * -subalgebra B in S[0, 1] denote by M n (B) the * -algebra of all n × n matrices over B.
The next Proposition will be used in the following Section. Take any elements e, g ∈ ∇ a . Since (e ∨ g)a = ea + (g − e ∧ g)a ∈ AD[0, 1], it follows that e ∨ g ∈ ∇ a , in other words the set ∇ a is closed under the operation ∨. Therefore there exists an increasing net {e i } ⊂ ∇ a such that e i ↑ e a . Thus e a ∈ ∇ a , because e i a Let B be a * -subalgebra generated by A and AD[0, 1]. Since a(1 − e a ) is a weakly transcendental element with respect to AD[0, 1], [5, Proposition 3.7] implies that on B there exist derivations δ 1 and δ 2 , extending ∂ AD such that δ 1 (a(1 − e a )) = 0 and δ 2 (a(1 − e a )) = 1 − e a . Hence δ 1 (a) = ∂ AD (ae a ) and δ 2 (a) = ∂ AD (ae a ) + 1 − e a . Thus the restrictions of δ 1 and δ 2 onto A are different extensions of ∂ onto A, which contradicts the assumption that ∂ admits a unique extension onto A. This completes the proof. In this section we introduce an analogue of approximately differentiable functions for hyperfinite type II 1 factor R. As in the commutative case, they form a regular * -subalgebra AD(R) in the algebra S(R). We show that there exists a derivation δ AD : AD(R) → S(R) which extends the classical approximate derivative ∂ AD , discussed in Section 4. The contents of this section complement and extend results from seminal work due to von Neumann [37] . In that work, a regular ring C ∞ of continuous geometry for C was constructed starting with a sum of an increasing sequence of matrix rings over the field of complex numbers and then completed in the rank-metric. Our noncommutative analogue of approximately differentiable functions for hyperfinite type II 1 factor R, is defined as a completion in the rank-metric of a sum of an increasing sequence of matrix rings over AD[0, 1].
5.1.
Hyperfinite II 1 −factor as an infinite tensor product. The idea of approximately differentiable operators for the hyperfinite type II 1 factor R is based on the identification of R with the relative infinite tensor product of matrix algebras. We start with recalling this identification and refer the reader for further details concerning this construction to [19, 21, 43] .
Let M 2 (C) be the algebra of all 2×2 matrices over the filed C of all complex numbers. We denote by tr 2 the normalised trace tr 2 on M 2 (C), that is tr 2 (1 2 ) = 1, where 1 2 is the 2 × 2 identity matrix.
The hyperfinite II 1 −factor R can be identified with the relative infinite tensor product
such that τ is a faithful normal tracial state on R. The construction of relative infinite tensor products is detailed in [50, Definition XIV.1.6].
For each n ≥ 1, we may consider finite truncations of this infinite tensor product. Set R 0 = C, and let
be the matrix space of 2 n × 2 n matrices, with the normalised trace τ n . There is a natural inclusion ι n : R n ֒→ R, for every n ≥ 0, given by
We will identify each R n with its image ι n (R n ) ⊂ R. Each R n is trivially a von Neumann subalgebra of R, and the restriction of τ to R n gives the trace τ n .
Thus, the spaces (R n ) ∞ n=0 form an increasing filtration of R, and by definition of the infinite tensor product, the union ∞ n=0 R n is weak- * dense in R. Alternatively, it will also be useful to consider the spaces R n as vector valued matrix spaces. In particular, for each n ≥ 1, the space R n is isomorphic to M 2 (R n−1 ), the space of R n−1 -valued 2×2 matrices. This follows as R n = R n−1 ⊗M 2 (C), by definition.
5.2. * -algebra of approximately differentiable operators. Let D 2 (C) be the diagonal subalgebra in M 2 (C) and consider the maximal abelian subalgebra D in R, defined by
It is known [51, Theorem 3.2] that D is a Cartan subalgebra in R.
We identify
where
. The latter algebra is identified with L ∞ (0, 1) equipped with the usual Lebesgue integration.
We specify the * -isomorphism π of the algebras L ∞ [0, 1] and D.
Consider subsets
where 1 i is the 2 × 2 identity matrix. The system {2χ X k − 1 : k ∈ N} is the Rademacher system of functions on [0, 1], that is a system of independent random variables taking values 1 and −1 with probability 1/2. The span of {1, χ X k : k ∈ N} is dense in L ∞ [0, 1] in measure. Therefore, the mapping π uniquely extends to a * -isomorphism π :
Since the * -isomorphism π preserves the trace, it follows from Proposition 2.1 that it extends up to * -isomorphism π :
Therefore, throughout this section we do not distinguish between the * -algebra D (respectively, S(D)) and the * -algebra L ∞ [0, 1] (respectively, S[0, 1]). In particular, we identify S(0, 1) with a * -subalgebra of S(R).
For n ≥ 1, the algebra R n = M 2 (C) ⊗n is spanned by the "matrix units"e i,j . Here,
k=0 ∈ {0, 1} n , and
Therefore, each matrix x ∈ R n has the form
For each pair induces i = (i k )
k=0 ∈ {0, 1} n consider a mapping from S(D)e i,i onto S(D)e j,j defined as follows π(x)e i,i ֒→ e j,i π(x)e i,j , π(x) ∈ S(D).
It induces a mapping from
Let AD(D) be the (commutative) * -algebra of all approximately differentiable functions on (0, 1) (see Section 4), which we identify with a subspace of S(R).
Recall that the complete metric ρ on S(R) is defined by setting − y) ), x, y ∈ S(R).
As we mentioned above in Section 2.3 the rank-metric ρ was firstly introduced by J. von Neumann in [36] (see also [39, pp. 160-161] ). We now introduce a noncommutative analogue of the algebra AD[0, 1], discussed at length in Section 4.
Definition 5.1. Let n ≥ 0 and let A n := AD(R n ) be the * -subalgebra of S(R) generated by R n and AD(D). We define the * -algebra AD(R) of approximately differentiable operators in S(R) by setting
It is important to emphasize the connection of Definition 5.1 with seminal von Neumann paper [37] . Indeed, the algebra AD(R) contains a regular ring of continuous geometry for C, introduced in [37] . Recall that
is a continuous geometry for C (see [37, Theorems D and E] ), and contained in AD(R). Below, in Proposition 5.3 we shall prove that the algebra AD(R) is a proper * -subalgebra in S(R) and this may be seen as an extension of von Neumann results [37, Theorem E] .
To establish the regularity of the algebra AD(R) and to introduce a derivation on AD(R), we prove firstly the following auxiliary result for the * -algebra AD(R n ).
Lemma 5.2. The * -algebra AD(R n ) is regular and every x ∈ AD(R n ) can be written, not necessarily uniquely, as
Here Π n is the collection of all permutation matrices from R n .
Proof. Note that the algebra AD(R n ) is generated by AD(D) and Π n . That is, any x ∈ AD(R n ) can be written as a linear span of monomials of the form
for some m ∈ N and a k ∈ AD(D) and U k ∈ Π n for every 1 ≤ k ≤ m. Note that
for every a ∈ AD(D) and for every permutation matrix U. Since
U l is again a permutation matrix, it follows that there exists b k ∈ AD(D) such that
In particular, AD(R n ) is a matrix ring over AD(D). By Proposition 4.8 the algebra AD(D) = AD[0, 1] is regular. Since every matrix ring over a regular ring is also regular (see e.g. [46, Theorem 3] ), it follows that AD(R n ) is regular.
By repeated application of (5.3), we have that
Hence, any x ∈ AD(R n ) can be represented as in (5.2).
Proposition 5.3. The subalgebra AD(R) is a proper regular * -subalgebra in S(R) which is dense in S(R) in the measure topology.
Proof. By Lemma 5.2 the algebra AD(R n ) is a regular * -algebra.
is an increasing sequence of subalgebras in S(R), it follows that A := ∞ n=0 AD(R n ) is also a regular subalgebra in S(R). Hence, AD(R) is also regular as the closure of a regular algebra with respect to the metric ρ (see e.g. [25, Theorem 19.6 
]).
Let x ∈ R and x ≤ 1. Since the * -subalgebra
is dense in R in the strong operator topology, there exists a net {x α } from the unit ball in [47, Page 130] ). This means that the net {x α } converges to x in the norm · 2 , where z 2 = τ (z * z), z ∈ R. Since convergence in the norm · 2 implies convergence in measure topology (see [35, Theorem 5] ), the net {x α } converges to x in the measure topology. So, ∞ n=1 R n is dense in the measure topology in R, and is, therefore, dense in S(R). Now we show that AD(R) is a proper subalgebra of S(R). For every n ∈ N take a continuous piecewise-linear function h n on [0, 1] defined as follows
This function coincides with that defined in [28] for the sequences {k n = 2 4 n+1 } and {d n = 2 −16 n } (see [28, p. 6] ). Note that h n (·) is differentiable on all of points [0, 1] excepting the finite number of points t = l 2 16 n , l = 0, 1, 2, . . . , 2 16 n . Setting
where the series is, in fact, uniformly convergent due to [28, p. 7] . In particular, the function h is continuous but nowhere approximately differentiable (see [28, Theorem 1] ). Let n ∈ N and t ∈ [0, 2 −16 n +1 ]. For every l ∈ {0, . . . , 2 16 n −1 − 1}, by the definition of h k (t) it follows that
for k ≥ n, and therefore the difference
is a finite sum of the almost everywhere approximately differentiable functions on [0, 2
for all n ∈ N and for all l ∈ {0, . . . , , where r = i∈I r i e i,i . In other words, the support projection of the element a − h − r is the identity of the algebra R. Hence, ρ a − r, h = 1. Observing that the definition of the element r ∈ AD(D), does not depend on the choice of a, we may replace a with a + r and obtain that ρ a, h = 1. Thus ρ(a, h) = 1 for all a ∈ m≥0 AD(R m ), hence h ∈ S(R) \ AD(R). The proof is completed.
Approximate derivation on the algebra AD(R).
We now construct the derivation δ AD : AD(R) → S(R), which extends the approximate derivative ∂ AD on the * -algebra AD(D) = AD[0, 1], introduced in Section 4. We start by constructing a tower of derivations on the * -algebras AD(R n ), n ≥ 1.
Recall that Π n is the collection of all permutation matrices from R n . By Lemma 5.2 every element x ∈ AD(R n ) can be represented as x = U ∈Πn x U U for some x U ∈ AD(D).
We define
For convenience, we also denote δ 0 = ∂ AD .
Lemma 5.4. The mapping δ n : AD(R n ) → S(R), n ≥ 1, given by (5.5), is a welldefined linear mapping.
Proof. Let n ≥ 1 be fixed. It is sufficient to show that if
Recall that for n ≥ 1, the algebra R n = M 2 (C) ⊗n is spanned by the "matrix units"e i,j ,
k=0 ∈ {0, 1} n , and e i,j = n−1 k=0 e i k ,j k . Therefore, each matrix A k ∈ R n has the form. Note that e i 0 ,i 0 ∈ AD(D), and e i 0 ,i 0 is a projection. Therefore, since the derivation ∂ AD vanishes on projections, it follows that from the Leibniz rule that
Multiplying the last equality by e i 0 ,j 0 from the right, we obtain
which completes the proof.
Recall that we identify the corresponding elements from S(D) and from S(0, 1).
Proposition 5.5. Let n ≥ 1 and let U ∈ Π n be a permutation matrix. Then there exists a permutation γ : [0, 1] → [0, 1] of dyadic intervals, such that
n . For i ∈ I set
where Y s+1 = X s+1 for i s = 0 and Y s+1 = [0, 1) \ X s+1 for i s = 1. Here {X k : k ∈ N} is the system of subsets in [0, 1] defined before (5.1). Then {X i : i ∈ I} is a partition of [0, 1] into dyadic intervals of the lengths 1/2 n . Using (5.1) we obtain that
e is,is = e i,i (5.6) for all i ∈ I.
Since any permutation matrix U ∈ Π n induces a permutation of the system {e i,i : i ∈ I}, we have that Ue i,i U −1 = e σ(i),σ(i) , where σ is a permutation of I. Then (5.6) gives us Uπ( 
Further for k > n, the subset X k the collection of disjoint dyadic intervals with the lengths 1/2 k , and therefore γ permutes the elements of X k . Hence, Uπ(χ Finally, the equality ∂ AD (c({t
Next, we show that the sequence {δ n } n≥1 , defined by (5.5) on the increasing sequence of algebras AD(R n ), is a sequence of derivations such that each of the subsequent derivation is an extension of the previous one and all of them vanish on ∪ n≥1 R n . Proposition 5.6. Let δ n : AD(R n ) → S(R) be the mapping, defined by (5.5). For every n ≥ 0, δ n is a derivation and
Proof. We show firstly that δ n is a derivation for every n ≥ 1. By the definition of δ n , it suffices to verify the Leibniz rule for x = aU and y = bV with a, b ∈ AD(D) and U, V ∈ Π n . Let U ∈ Π n be fixed permutation matrix. By Proposition 5.5 there exists a suitable permutation γ : [0, 1] → [0, 1] of dyadic intervals, such that
In particular,
Given that the permutation γ commutes with the approximate derivative ∂ AD we obtain that
Therefore, we have
Using the Leibniz rule for the elements a, UbU −1 ∈ AD[0, 1] and (5.7) we infer that
Hence,
Thus, the Leibniz rule is satisfied for x, y, and therefore, δ n is a derivation on AD(R n ). Since for any x ∈ R n in the representation x = U ∈Πn x U U every x U is a constant, it follows immediately from the definition of δ n , that δ n | Rn = 0. The equality δ n | AD(D) = ∂ AD also follows directly, because for x ∈ AD(D) the representation of x in the form x = U ∈Πn x U U involves only the identical permutation matrix and so the required equality follows immediately from (5.5). It remains to show that δ n+1 | AD(Rn) = δ n , n ≥ 0.
Define a derivation δ
is generated by AD(D) and R n it follows from the Leibniz rule that the derivation δ ′ n vanishes on AD(R n ). This proves the claim.
We are now in a position to construct a noncommutative analogue of the approximate derivative ∂ AD .
Theorem 5.7. There exists a derivation δ AD :
Proof. Let δ n : AD(R n ) → S(R), n ≥ 0, be the derivation, given by (5.5).
Consider the * -subalgebra A = n≥0 AD(R n ). Define the mapping δ : A → S(R) by setting δ| AD(Rn) = δ n . By Proposition 5.6 we have δ n+1 | AD(Rn) = δ n , and therefore, δ is a well-defined mapping. It is clear that δ is a derivation.
By Lemma 2.4 the derivation δ is continuous with respect to the metric ρ. By definition, AD(R) = n≥0 AD(R n ) ρ , and so δ extends up to a derivation δ AD : AD(R) → S(R). Since δ n | AD(D) = ∂ AD , it follows that δ AD | AD(D) = ∂ AD , which completes the proof.
Next, we show that the noncommutative approximate derivative δ AD (R) is not spatial.
Proposition 5.8. Let δ AD : AD(R) → S(R) be as in Theorem 5.7. There is no a ∈ S(R) such that δ AD (x) = [a, x] for all x ∈ AD(R).
Proof. Suppose, by contradiction, that there exists an element a ∈ S(R) such that δ AD (x) = [a, x] for all x ∈ B. Since S(R) equipped with the measure topology is a topological * -algebra it follows that, in particular, δ AD is continuous with respect to the measure topology. Since δ AD | AD(D) = ∂ AD , it follows that ∂ AD is also continuous in the measure topology. Furthermore, the algebra AD(D) = AD[0, 1] contains all projections from D = L ∞ [0, 1] (see Proposition 4.6) and is, therefore, contained in the closure in measure topology of the set of all linear combinations of all projections. Since ∂ AD vanishes on projections and is continuous in the measure topology, it follows that ∂ AD = 0, and therefore, δ n = 0. Hence, δ = 0, which is a contradiction.
Remark 5.9. We note that AD(R) contains a regular ring of continuous geometry for C, namely, R ∞ = n≥0 R n ρ is a continuous geometry by [37, Theorems D and E] . Furthermore, the ring R ∞ is a proper subalgebra of AD(R). Indeed, δ AD | R∞ = 0, because by Proposition 5.6 δ AD | Rn = 0 for all n ≥ 0 and δ AD is ρ-continuous by Proposition 2.4. On the other hand, δ AD is non trivial. Thus R ∞ is a proper subalgebra of AD(R).
6. An example of a derivation on a Cartan masa which does not extend to S(M)
In this section, we prove that there is a derivation on the algebra D with values in S(D), which can not be extended up to a derivation on S(R). Using Connes-FeldmannWeiss theorem we also prove analogous result for any Cartan masa in a hyperfinite type II 1 factor R.
Let, as before, D be the "diagonal" masa in R (see Section 5. We claim that δ is a derivation, which cannot be extended up to a derivation from R to S(R). Assume, by contradiction, that the derivation δ extends up to a derivation D : R → S(R). where {t} is the fractional part of a number t ∈ R. Since γ(χ X 1 ) = 1 − χ X 1 and γ(χ X k ) = χ X k for k > 1, we obtain that π(γ(x)) = uπ(x)u, x ∈ S[0, 1], where
Let f ∈ L ∞ [0, 1] be given by f (t) = t. Define the self-adjoint element x 0 ∈ D by setting
It is clear that, δ(x 0 ) = π(δ(f · r)) = π(δ 0 (f )) = 1 and γ(x 0 ) = −x 0 , because γ(f ) = f + We now prove a result similar to Theorem 6.1 for an arbitrary Cartan masa in R.
Theorem 6.2. Let A be a Cartan masa in the hyperfinite II 1 −factor R. There exists a derivation δ : A → S(A) which cannot be extended as a derivation from R to S(R).
Proof. By Connes-Feldmann-Weiss Theorem [14, Corollary 11] , there is an * -automorphism α ∈ Aut(R) such that α(D) = A. Since any * -automorphism on R preserves the trace, it follows that the * -automorphism α uniquely extends to a continuous in the measure topology * -automorphism of the Murray-von Neumann algebra S(R), which we still denote by α (see Proposition 2. is an extension of δ, which is not possible. Thus δ cannot be extended up to a derivation from R to S(R).
