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CENTRAL POLYNOMIALS FOR MATRICES
OVER FINITE FIELDS
MATEJ BRESˇAR AND VESSELIN DRENSKY
Abstract. Let c(x1, . . . , xd) be a multihomogeneous central polynomial for
the n×nmatrix algebra Mn(K) over an infinite field K of positive characteris-
tic p. We show that there exists a multihomogeneous polynomial c0(x1, . . . , xd)
of the same degree and with coefficients in the prime field Fp which is central
for the algebra Mn(F ) for any (possibly finite) field F of characteristic p. The
proof is elementary and uses standard combinatorial techniques only.
Dedicated to Ed Formanek on the occasion of his 70th birthday
1. Introduction
Let K be a field. The polynomial c(x1, . . . , xd) in the free associative alge-
bra K〈X〉 = K〈x1, x2, . . .〉 is called a central polynomial for the K-algebra R if
c(x1, . . . , xd), when evaluated on R, belongs to the center of R, i.e.,
[c(x1, . . . , xd), xd+1] := c(x1, . . . , xd)xd+1 − xd+1c(x1, . . . , xd) = 0
is a polynomial identity for R and c(x1, . . . , xd) = 0 is not. Usually one requires that
c(x1, . . . , xd) is multihomogeneous, i.e., homogeneous in each variable x1, . . . , xd, in
order to avoid the trivial case c = constant + polynomial identity. This is not a
restriction when K is infinite because standard Vandermonde arguments give that
every polynomial identity is equivalent to a set of multihomogeneous identities.
Answering the famous problem of Kaplansky [8, 9], in 1972-73 Formanek [7] and
Razmyslov [12] independently constructed central polynomials for the n×n matrix
algebras Mn(K), for any size n and any field K. This led to a significant revision
of structure theory of algebras with polynomial identity. The construction of For-
manek is based on generic matrices and the fact that the eigenvalues of a generic
matrix are pairwise different. For a finite field K the proof involves an additional
argument that Mn(K) contains a matrix with pairwise different eigenvalues, which
is obvious forK infinite. The central polynomial of Razmyslov is multilinear. Hence
it is sufficient to show that it has scalar values when evaluated on the matrix units
only, which does not depend on the cardinality of K. Before, in 1969, Latyshev
and Shmelkin [11] constructed a central (clearly nonhomogeneous) polynomial in
one variable for the matrix algebra Mn(K) over a finite field K. See, e.g., the
book of Drensky and Formanek [6] for the importance of central polynomials for
the theory and for different proofs of their existence, as well as for a background
on PI-algebras.
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Kharchenko [10] in 1979, Braun [2] in 1982, and recently Bresˇar [3, 4] in 2011-12,
gave nonconstructive proofs of the existence of central polynomials when the base
field K is infinite. The main ideas of the proofs are similar. But Kharchenko and
Braun used old results by Amitsur from the 1950’s, before Kaplansky stated his
problem, while Bresˇar’s proof is more self-contained and uses techniques typical for
generalized polynomial identities and functional identities.
The purpose of this note is to show that if K is an infinite field of positive char-
acteristic p and c(x1, . . . , xd) is a multihomogeneous central polynomial forMn(K),
then there exists a multihomogeneous polynomial c0(x1, . . . , xd) of the same degree
and with coefficients in the prime field Fp which is central for the algebra Mn(F )
for any (possibly finite) field F of characteristic p. The proof is elementary and
uses only standard combinatorial techniques. It also gives an algorithm how to find
c0 if we know c. In this way we complete the nonconstructive proofs in [10], [2],
and [3, 4], removing the requirement of the infinity of the field K.
2. The main result
We fix an infinite field K of any characteristic. If f(x1, . . . , xd) ∈ K〈X〉 is a
multihomogeneous polynomial and degx1 f = m, we consider the polynomial
f(y11 + · · ·+ y1m, x2, . . . , xd) =
∑
a
f1,a(y11, . . . , y1m, x2, . . . , xd)
in K〈X, y11, . . . , y1m〉, where a = (a1, . . . , am) and the polynomial f1,a is homoge-
neous of degree ai ≥ 0 in y1i, i = 1, . . . ,m. If a = b
(1) = (b11, . . . , b1k1 , 0, . . . , 0),
where b11, . . . , b1k1 > 0, we call the polynomial f1,a a partial linearization of f with
respect to x1 and use the notation
f1,a = f(b
(1) : y11, . . . , y1k1 |x2, . . . , xd).
Continuing this process with the other variables x2, . . . , xd, we obtain all partial
linearizations
f(b : yij) = f(b
(1) : y11, . . . , y1k1 | . . . |b
(d) : yd1, . . . , ydkd)
of f . The main tool of our approach is an elementary lemma. It mimics the
following facts:
• In characteristic 0 every polynomial identity is equivalent to a set of mul-
tilinear polynomial identities.
• In order to check that a multilinear polynomial is an identity for an algebra
it is sufficient to evaluate it on a basis of the algebra.
If K is of positive characteristic p, there is a much stronger version of the lemma
which states that it is sufficient to consider only partial linearizations f(b : yij)
such that all degrees degyij f(b : yij) are powers of the characteristic p. The proof
is given in Drensky [5, Theorem 1.4] for Lie algebras, see also [1, Theorem 4.2.6,
p. 144 of the Russian original], with the same arguments working for associative
algebras. To make transparent the technical notation in the proof of the lemma,
we give a small example.
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Example 1. Let f(x1) = x
3
1. Then f(y1 + y2 + y3) is equal to
y31 + y
3
2 + y
3
3
+ (y21y2 + y1y2y1 + y2y
2
1) + (y
2
1y3 + y1y3y1 + y3y
2
1) + (y
2
2y3 + y2y3y2 + y3y
2
2)
+ (y1y
2
2 + y2y1y2 + y
2
2y1) + (y1y
2
3 + y3y1y3 + y
2
3y1) + (y2y
2
3 + y3y2y3 + y
2
3y2)
+ (y1y2y3 + y1y3y2 + y2y1y3 + y2y3y1 + y3y1y2 + y3y2y1).
The partial linearizations are
f((3) : y1) = y
3
1,
f((2, 1) : y1, y2) = y
2
1y2 + y1y2y1 + y2y
2
1 ,
f((1, 2) : y1, y2) = y1y
2
2 + y2y1y2 + y
2
2y1,
f((1, 1, 1) : y1, y2, y3) = y1y2y3 + y1y3y2 + y2y1y3 + y2y3y1 + y3y1y2 + y3y2y1.
If R is an algebra with basis V = {vj | j = 1, 2, . . .}, then r ∈ R can be written
as r = ξ1v1 + · · · + ξnvn, where ξj ∈ K. In the case of three summands, if r =
ξ1v1 + ξ2v2 + ξ3v3, then
f(r) = f(ξ1v1 + ξ2v2 + ξ3v3)
= ξ31f((3) : v1) + ξ
3
2f((3) : v2) + ξ
3
3f((3) : v3)
+ ξ21ξ2f((2, 1) : v1, v2) + ξ
2
1ξ3f((2, 1) : v1, v3) + ξ
2
2ξ3f((2, 1) : v2, v3)
+ ξ1ξ
2
2f((1, 2) : v1, v2) + ξ1ξ
2
3f((1, 2) : v1, v3) + ξ2ξ
2
3f((1, 2) : v2, v3)
+ ξ1ξ2ξ3f((1, 1, 1) : v1, v2, v3).
In the general case, if r =
∑
ξjvj , then
f(r) =
∑
(b1,...,bk)
∑
j1<...<jk
ξb1j1 · · · ξ
bk
jk
f((b1, . . . , bk) : vj1 , . . . , vjk).
Hence the evaluations of f on R are linear combinations of evaluations of the partial
linearizations of f on the basis of R.
Lemma 2. Let f(x1, . . . , xd) ∈ K〈X〉 be a multihomogeneous polynomial, the field
K being infinite. Let R be a PI-algebra with basis V = {vα | α ∈ J} as a K-vector
space. Then f = 0 is a polynomial identity for R if and only if f(b : vαij ) = 0 for
all partial linearizations f(b : yij) and all αij ∈ J .
Proof. Since the field K is infinite, the identities f(b : yij) = 0 are consequences
of the polynomial identity f = 0. If f = 0 is an identity for R, then all f(b : yij)
vanish on R and hence on its basis V . Let us assume that f = 0 is not a polynomial
identity for R and f(r1, . . . , rd) 6= 0 for some r1, . . . , rd ∈ R. We write the elements
ri as finite sums of the form
ri = ξi1vαi1 + · · ·+ ξinivαini , ξij ∈ K,αij ∈ J.
Then f(r1, . . . , rd) can be expressed as a linear combination of evaluations of the
partial linearizations on the basis V of R as
∑
b
∑ d∏
i=1
ki∏
j=1
ξ
bij
iqij
f(b(1) : vα1q11 , . . . , vα1q1k1
| . . . |b(d) : vαdqd1 , . . . , yαdqdkd
),
where the outer sum runs over all partial linearizations of f and the inner sum is
over all q11 < · · · < q1k1 , . . . , qd1 < · · · < qdkd . Since f(r1, . . . , rd) 6= 0 we have that
some f(b : vαiqj ) is also different from 0. 
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Let S be a subfield of the field K and let A be an S-algebra with basis V =
{vα | α ∈ J}. Then the tensor product KA = K ⊗S A is a K-algebra with basis
1 ⊗ V = {1 ⊗ vα | α ∈ J}. We shall identify the elements 1 ⊗ vα and vα, and
shall consider A as an S-subalgebra of KA. Similarly, we shall consider the free S-
algebra S〈X〉 as an S-subalgebra of the free K-algebraK〈X〉. Hence every nonzero
polynomial f ∈ K〈X〉 has the form f = η1f1 + · · ·+ ηqfq, where f1, . . . , fq ∈ S〈X〉
and the elements η1, . . . , ηq of K are linearly independent over S.
Theorem 3. Let S be a subfield of an infinite field K and let A be an S-algebra. Let
f = η1f1+· · ·+ηqfq be a multihomogeneous polynomial in K〈X〉, where f1, . . . , fq ∈
S〈X〉 and η1, . . . , ηq ∈ K are linearly independent over S.
(i) If f = 0 is a polynomial identity for the K-algebra KA, then ft = 0 are
polynomial identities for the F -algebra FA for all t = 1, . . . , q and all extensions F
of the field S.
(ii) If f is a central polynomial for KA, then at least one fi is a central polynomial
for FA for all extensions F of S.
Proof. Let f(b : yij) and ft(b : yij) be the partial linearizations of f and ft, t =
1, . . . , q, respectively. It is clear from the process of partial linearization that
f(b : yij) = η1f1(b : yij) + · · ·+ ηqfq(b : yij).
The evaluations of f(b : yij) on a basis V = {vα | α ∈ J} of A give
f(b : vαij ) = η1f1(b : vαij ) + · · ·+ ηqfq(b : vαij ).
The evaluation ft(b : vαij ) of ft(b : yij) ∈ S〈yij〉 belongs to A and η1, . . . , ηq ∈ K
are linearly independent over S. Hence, if f(b : vαij ) = 0, then ft(b : vαij ) = 0 for
all t = 1, . . . , q.
(i) If f = 0 is a polynomial identity for KA, then f(b : yij) vanishes evaluated on
the basis V of A because A ⊂ KA. Hence the evaluations of ft(b : yij) also vanish
on V for all t = 1, . . . , q. If F is an extension of S, then the evaluations of ft on
FA are linear combinations of evaluations of ft(b : yij) on the basis V of A which
is a basis also of FA. Applying Lemma 2 we obtain that ft = 0 is a polynomial
identity for FA.
(ii) If f = f(x1, . . . , xd) is a central polynomial for KA, then the commutator
[f, xd+1] is a polynomial identity for KA. Since
[f, xd+1] = η1[f1, xd+1] + · · ·+ ηq[fq, xd+1],
part (i) of the theorem gives that [ft, xd+1] = 0 is a polynomial identity for FA for
any t = 1, . . . , q. This means that ft is either a central polynomial or a polynomial
identity for FA. Since f = 0 is not a polynomial identity for KA, by Lemma 2 there
exists a nonzero evaluation f(b : vαij ). Hence ft(b : vαij ) 6= 0 for some t and ft is
not a polynomial identity. Hence it is a central polynomial for FA for all extensions
F of S. 
Corollary 4. Let c(x1, . . . , xd) be a multihomogeneous central polynomial forMn(K)
over an infinite field K of positive characteristic p. There exists a multihomoge-
neous polynomial c0(x1, . . . , xd) of the same degree and with coefficients in the prime
field Fp which is central for the algebra Mn(F ) for any field F of characteristic p.
Proof. Let c = η1c1 + · · ·+ ηqcq, where ct ∈ Fp〈X〉 and η1, . . . , ηq ∈ K are linearly
independent over Fp. Since Mn(K) = KMn(Fp), Theorem 3 gives that at least one
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of the polynomials ct is central for the algebra Mn(F ). Clearly, ct = ct(x1, . . . , xd)
is multihomogeneous of the same multidegree as c(x1, . . . , xd). 
Remark 5. If the fieldK is constructive, the proof of Theorem 3 gives an algorithm
how to construct the central polynomial c0 ∈ Fp〈X〉 if we know c ∈ K〈X〉. We
write c in the form c = η1c1 + · · · + ηqcq with η1, . . . , ηq ∈ K linearly independent
over Fp, form all partial linearizations ct(b : yij) and evaluate them on the matrix
units eqiqj of Mn(Fp). There exists a ct(b : eqiqj ) which is not zero. Then the
corresponding ct is a central polynomial.
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