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ГЕНЕРАЦИЯ РЕАЛИСТИЧНЫХ ИЗОБРАЖЕНИЙ ДЛЯ ОБУЧЕНИЯ 
ИСКУССТВЕННЫХ НЕЙРОННЫХ СЕТЕЙ  
В ЗАДАЧЕ НАВИГАЦИИ РОБОТА 
 
Аннотация. На конкретном практическом примере рассмотрена и решена проблема формирования обучаю-
щей выборки для настройки нейросетевого детектора, предназначенного для распознавания дверей на цифровых 
изображениях помещений. Разработан метод генерации реалистичных синтетических данных, заключающийся 
в замене на цифровых изображениях априори известных объектов-мишеней новыми объектами, которые были полу-
чены путем проективного преобразования эталонных объектов. Метод предназначен для формирования обучающей 
выборки, необходимой для обучения и тестирования искусственных нейронных сетей, которые впоследствии при-
меняются в системе управления мобильными роботами для решения задач автономной навигации. Эффективность 
предложенного метода была подтверждена экспериментально. 
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REALISTIC IMAGES GENERATION FOR TRAINING ARTIFICIAL  
NEURAL NETWORKS IN ROBOT NAVIGATION PROBLEM1 
 
Abstract. The problem of obtaining training dataset for setting weights of neural network designed for indoor        
detection of doors is considered and solved on the particular example. A method for generating realistic synthetic data is          
developed. The method involves replacing a priori known target objects on digital images with new reference objects that 
were obtained by projective transformation of reference objects. The method is designed to obtain training dataset for training 
and testing of artificial neural networks, which will be used in the mobile robot control system to solve autonomous         
navigation problem. The effectiveness of the proposed method was confirmed experimentally. 
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Введение. Важнейшим этапом решения задачи распознавания образов методами машин-
ного обучения является подготовка обучающей выборки. Несмотря на наличие эффективного 
метода распознавания, при отсутствии хороших обучающих данных удовлетворительные ре-
зультаты достигнуты не будут. В связи с этим при обучении моделей машинного обучения под-
готовка обучающей выборки является наиболее трудоемким процессом, особенно если они ре-
ализованы на основе искусственных нейронных сетей (ИНС). Современные ИНС, имеющие 
многослойную архитектуру, требуют не только больших вычислительных мощностей, но 
и колоссальных объемов обучающей выборки (десятки тысяч цифровых изображений для каж-
дого из распознаваемых классов) [1]. Для оптимизации процесса формирования обучающей 
выборки создаются открытые базы данных миллионов цифровых изображений, которые со-
держат искомые графические объекты. Однако при решении конкретных практических задач 
                                                 
© Ходасевич Л. А., 2018 
Информатика. 2018. Т. 15, № 4. С. 50–58                                            51 
 
 
с использованием ИНС распространены ситуации, когда в базах данных отсутствуют изобра-
жения с распознаваемыми объектами. Эти случаи требуют использования других методов фор-
мирования обучающей выборки. 
Существуют следующие подходы к формированию обучающей выборки: 
1) на основе реальных изображений; 
2) на основе синтетических изображений; 
3) из синтетических данных, сгенерированных на основе реальных изображений. 
При использовании первого подхода собираются реальные цифровые изображения инте-
ресующих объектов (в данном случае помещений с дверьми), которые проверяются на соответ-
ствие определенным требованиям, таким, например, как наличие дверей на изображениях, кор-
ректность выделения ограничивающих прямоугольников, если изображения были 
предварительно размечены, и т. п. Как правило, далее следует процесс разметки собранных 
изображений: для задачи классификации – приписывание метки класса каждому изображению, 
для задачи детектирования – выделение координат прямоугольников, ограничивающих объек-
ты, и приписывание им метки класса. Очевидным недостатком этого подхода является трата 
большого количества времени на сбор и разметку обучающих данных. К его преимуществам 
следует отнести то, что обучающие данные будут максимально подобны данным, которые бу-
дут поступать на вход ИНС в процессе функционирования, и по ним в процессе тестирования 
можно будет судить об эффективности обученной ИНС на реальных сценах. 
При формировании выборки вторым методом обучающие данные генерируются искус-
ственно. Например, большинство объектов можно представить в виде геометрических прими-
тивов с добавлением линий различной толщины для имитации фактуры и наложить на подхо-
дящее фоновое изображение. Затем к таким изображениям требуется применить, к примеру, 
преобразование яркости и контрастности, аффинное и проективное преобразования, добавле-
ние шума и т. д. Очевидным недостатком такого подхода является отдаленность синтетических 
изображений от реальных, вследствие чего ИНС хотя и будет показывать высокие результаты 
тестирования на синтетических данных, но при работе с реальными данными результаты рас-
познавания будут низкими. Достоинством такого подхода является то, что по сравнению с 
предыдущим методом время, необходимое на формирование обучающей выборки, значительно 
уменьшается. 
Третий подход представляет собой комбинацию первых двух. Для генерации обучающих 
данных за основу берутся реальные изображения. На них показаны распознаваемые объекты, 
класс которых априори известен (далее – объекты-мишени). Затем эти объекты замещают эта-
лонными объектами, к которым применяются пространственные преобразования для получе-
ния наибольшего соответствия контуров эталонного объекта и объекта-мишени, причем типы 
применяемых преобразований определяются путем анализа существующего набора реальных 
изображений. Такой подход совмещает достоинства двух предыдущих. 
Необходимость использования того или иного подхода зависит от решаемой задачи. Если 
реальных изображений много и легко получить для них разметку, то для формирования обуча-
ющей выборки используется первый подход; если реальные изображения отсутствуют, – вто-
рой подход. В случае, когда реальные изображения присутствуют в небольшом количестве 
и (или) не покрывают все возможные типы и конфигурации объекта, то оптимальным будет 
использование третьего подхода для формирования обучающей выборки. Третий подход хоро-
шо себя зарекомендовал при решении задач распознавания различных типов объектов на изоб-
ражениях. Так, в работах [2, 3] приводятся результаты сравнения обучения ИНС на выборке, 
сформированной из реальных изображений, и на выборке, сформированной из реальных 
и синтетических изображений. Второй набор обучающих данных позволил увеличить качество 
распознавания объектов. 
Постановка задачи. Цель работы – сформировать обучающую выборку для настройки 
параметров ИНС при решении задачи детектирования дверей на изображениях внутри помеще-
ний. Эта ИНС будет применяться в системе технического зрения автономного мобильного ро-
бота, описанного в работе [4]. Указанный мобильный робот должен строить маршрут в заранее 
неизвестном помещении, опираясь на расположение и порядок следования дверей. 
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Детектор – это ИНС, реализующая алгоритм генерации ограничивающих прямоугольни-
ков, в которых потенциально располагаются искомые объекты (например, алгоритм выбороч-
ного поиска [5] или ИНС RPN [6]), и классификатор, который применяется для классификации 
областей, ограниченных сгенерированными прямоугольниками. Для проведения экспериментов 
был выбран классический детектор Faster R-CNN [6] на основе сверточной нейронной сети   
Inception V2 [7]. 
В сети Интернет представлено большое количество баз данных, содержащих наборы 
изображений для решения задач классификации, детектирования, сегментации, анализа сце-
ны и т. д. (например, ImageNet (URL: http://www.image-net.org), MNIST [8], COCO dataset [9]). 
Для задачи детектирования объектов требуются размеченные изображения, т. е. изображения, 
на которых искомые объекты выделены ограничивающими прямоугольниками. Координаты 
ограничивающих прямоугольников хранятся в отдельном файле, называемом аннотацией.           
Аннотации могут записываться в различных форматах. В работе используется широко извест-
ный формат PASCAL VOC, который применяется в том числе и в базе данных ImageNet. 
Необходимость разметки изображений значительно усложняет поиск и формирование 
обучающей выборки. Из-за специфики детектируемых объектов, необходимых для решения 
задачи навигации мобильного робота, размеченные изображения были найдены только в базе 
данных ImageNet. Обучающая выборка содержала 1000 изображений дверей, сфотографиро-
ванных под прямым углом (рис. 1). Из них разметку имели только 700 изображений. Остальные 
были размечены вручную с помощью открытого программного инструмента LabelImg [10], ко-
торый использует формат PASCAL VOC для чтения и записи аннотаций к изображениям. 
             
Рис. 1. Размеченные обучающие изображения из базы данных ImageNet 
Проблема обучения детектора на данных, представленных на рис. 1, состоит в том, что 
в процессе выполнения роботом заложенной программы он двигается вдоль коридоров и стен, 
в результате двери чаще располагаются не прямо, а слева или справа от направления взгляда, 
что искажает их первоначальную геометрическую форму. Стала очевидной необходимость ис-
пользования третьего подхода к формированию обучающей выборки – генерации синтетиче-
ских данных на основе реальных изображений. 
Генерация синтетических обучающих данных на основе реальных изображений. 
Для генерации изображений дверей, расположенных слева и справа от направления взгляда, 
к каждому исходному изображению дважды было применено проективное преобразование, при 
котором прямые линии остаются прямыми, однако параллельные линии не обязательно явля-
ются таковыми. При использовании проективного преобразования изображение сжимается, 
сверху и снизу образуются «пустоты», которые автоматически заполняются черным цветом.         
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Из-за этого детектор может обучиться распознавать лишь двери, расположенные на таком чер-
ном фоне. Для устранения данной проблемы черный цвет сверху и снизу на преобразованных 
изображениях был закрашен усредненным цветом, вычисленным по наборам цветов верхней 
и нижней частей изображения соответственно (рис. 2). 
              
Рис. 2. Результат применения проективного преобразования для дверей,  
расположенных слева, и для дверей, расположенных справа  
 
Результаты проведенных экспериментов показали, что детектор, обученный на данных 
рис. 2, способен распознавать лишь двери на изображениях с такими же пропорциями, как 
у изображений из обучающей выборки, т. е. двери, занимающие значительную площадь изоб-
ражения, у которого ширина приблизительно в два-три раза меньше длины. Для устранения 
этого недостатка преобразованные изображения были наложены на размытые по Гауссу с раз-
мером ядра (31, 31) и стандартным отклонением 10 исходные изображения, причем изображе-
ния накладывались со смещением от центра влево или вправо в зависимости от типа преобра-
зования (рис. 3).  
 
Рис. 3. Преобразованное обучающее изображение 
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Тем не менее обучение детектора на новых данных не дало удовлетворительных результа-
тов, поэтому возникла необходимость подготовить более правдоподобные синтетические данные.  
Генерация реалистичных синтетических данных. Для генерации реалистичных синте-
тических данных за основу был взят набор видеопоследовательностей, на которых запечатлено 
движение вдоль коридора. Для реализации метода генерации размеченных обучающих данных 
из видеопоследовательностей следует выполнить следующие действия: 
1) разбить видеопоследовательность на набор последовательных кадров; 
2) для первого кадра вручную выделить прямоугольники, ограничивающие двери, кото-
рые будут служить шаблонами для распознавания дверей; 
3) для оставшихся кадров применить метод поиска объектов по шаблону для генерации 
ограничивающих прямоугольников; 
4) при необходимости вручную подкорректировать границы ограничивающих прямо-
угольников. 
Было использовано 11 видеопоследовательностей, причем на одной видеопоследователь-
ности при смене кадров типы дверей не меняются. Это может привести к тому, что детектор 
обучится распознавать только те типы дверей, которые представлены на используемом наборе 
видеопоследовательностей. Для решения данной проблемы была предложена идея замены две-
рей, которые присутствуют на изображениях коридоров и для которых найдены ограничиваю-
щие прямоугольники (далее – двери-мишени), на другие двери различных типов и дизайна (да-
лее –  эталонные двери). Для того чтобы контуры эталонных дверей совпадали с контурами 
дверей-мишеней, к ним требуется применить проективное преобразование. Для вычисления 
матрицы проективного преобразования необходимо знать координаты четырех точек (x01, y01), 
(x02, y01), (x01, y02), (x02, y02) исходного изображения и координаты четырех точек (x1, y1), (x2, y2), 
(x1, y3), (x2, y4) целевого изображения. Координаты точек (x01, y01), (x02, y01), (x01, y02), (x02, y02) из-
вестны из значений ширины   и высоты   изображений эталонных дверей: x01= 0, y01= 0, x02= w, 
y02= h. Также из координат ограничивающих прямоугольников xmin, ymin, xmax, ymax известны ко-
ординаты точек (x1, y1), (x1, y3) целевого изображения для дверей, расположенных слева: 
x1= xmin, y1= ymin, y3= ymax, и координаты двух точек (x2, y2), (x2, y4) целевого изображения для 
дверей, расположенных справа: x2= xmax, y2= ymin, y4= ymax. Координаты оставшихся двух точек 
целевого изображения необходимо найти. На рис. 4 красным цветом отмечены известные коор-
динаты, зеленым – неизвестные. 
 
Рис. 4. Проблема нахождения целевых точек для вычисления матрицы проективного преобразования 
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Предлагаются три способа нахождения координат двух неизвестных точек: 
1. Применение проективного преобразования с постоянными углами с изменением при 
этом ширины и высоты изображений эталонных дверей по ширине и высоте ограничивающего 
дверь-мишень прямоугольника. Использование данного метода оправдано, так как видеокамера 
на борту автономного мобильного робота, для навигации которого применяется обучаемый де-
тектор, расположена на постоянной высоте и движется по центру коридоров, вследствие чего 
двери расположены под одним углом к полю зрения автономного мобильного робота. Недоста-
ток метода заключается в том, что контуры эталонных дверей не будут в точности совпадать 
с контурами дверей-мишеней.  
2. Использование метода выделения и анализа контуров для поиска горизонтальных ли-
ний контуров дверей-мишеней. Данный метод следует применять не ко всему изображению, 
а к части изображения внутри ограничивающего прямоугольника в том случае, когда цвет две-
рей-мишеней контрастирует с цветом стен. Действительно, на большинстве видеопоследова-
тельностей стены светлого цвета, а двери-мишени – темного. Однако напольное покрытие 
в коридорах чаще всего имеет темный цвет, вследствие чего двери сливаются с напольным по-
крытием и становится невозможно выделить контуры дверей-мишеней снизу. Решением этой 
проблемы является использование в качестве нижнего контура зеркального отображения верх-
него. Недостаток данного метода такой же, как и у предыдущего: контуры эталонной двери не 
будут совпадать с контурами двери-мишени. 
3. Использование свойств линейной перспективы, при которой горизонтальные линии 
контуров дверей-мишеней одинаковой высоты при перспективном искажении находятся на од-
ной прямой линии. Для вычисления параметров этой линии достаточно наличия известных ко-
ординат точек (xmin, ymin) двух ограничивающих прямоугольников, расположенных слева, и ко-
ординат точек (xmax, ymin) двух ограничивающих прямоугольников, расположенных справа, для 
верхних горизонтальных линий и соответственно координат точек (xmin, ymax) двух ограничива-
ющих прямоугольников, расположенных слева, и (xmax, ymax) двух ограничивающих прямо-
угольников, расположенных справа, для нижних горизонтальных линий. Тогда точки (x2, y2), 
(x2, y4), (x1, y1), (x1, y3) пересечения таких четырех нижних и верхних горизонтальных линий 
дверей-мишеней, расположенных справа и слева, с вертикальными линиями дверей-мишеней 
(известными из координат ограничивающих прямоугольников) будут недостающими точками 
для вычисления матриц проективного преобразования. 
Опишем алгоритм вычисления координат точек пересечения двух прямых, заданных об-
щим уравнением. 
Пусть известны координаты двух точек (x10, y10) и (x20, y20), которые лежат на прямой, за-
данной уравнением 
             0. 
Тогда параметры A, B, C прямой находятся следующим образом:  
A = y10 – y20,   B = x20 – x10,   C = x10y20 – x20y10.  
Пусть заданы две прямые по формуле (1) с параметрами A1, B1, C1 и A2, B2, C2. Тогда ко-
ординаты точки пересечения прямых M0= (x0, y0) вычисляются по формулам 
 0   
 2 1 –  1 2
 2 1 –  1 2
,     
0
   
 1 2 –  2 1
 2 1 –  1 2
.  
При  2 1 –  1 2   0 прямые либо совпадают, либо параллельны. Если  1 2 –  2 1   0 
и  2 1 –  1 2   0, то прямые совпадают; если  1 2 –  2 1   0 и  2 1 –  1 2   0, то параллельны. 
Третий метод не имеет недостатков двух предыдущих, однако на него накладываются не-
которые ограничения: для вычисления параметров линии необходимо наличие двух ограничи-
вающих прямоугольников на одной стороне изображения. 
 (1) 
 (2) 
 (3) 
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Если при записи видеопоследовательности камера перемещалась ровно и не тряслась, то 
ограничения можно снять следующим образом: 
1) в множестве изображений, полученных из видеопоследовательности, найти изображе-
ние, на котором присутствуют две двери на одной стороне. По ограничивающим двери прямо-
угольникам найти параметры линий, а затем использовать эти параметры при вычислении не-
известных координат двух точек для остальных изображений;  
2) для каждого изображения, на котором недостаточно ограничивающих прямоугольни-
ков для вычисления параметров линий, взять координаты ограничивающего прямоугольника 
предыдущего или следующего изображения. Если таких прямоугольников несколько, то следу-
ет брать тот из них, у которого расстояние от соответствующих координат ограничивающего 
прямоугольника текущего изображения наибольшее. 
Для вычисления координат неизвестных точек использовался третий метод, так как он 
позволяет получить наиболее реалистичные изображения. 
При наложении на изображения, полученные из видеопоследовательностей, были ис-
пользованы 28 различных изображений эталонных дверей. Для вставки в каждый ограничива-
ющий прямоугольник изображение эталонной двери выбиралось случайным образом по равно-
мерному распределению. 
Перед применением проективного преобразования изображения эталонных дверей кон-
вертировались в формат RBGA. «Пустоты», образующиеся при использовании преобразования, 
заполнялись цветом (0, 0, 0, 0), т. е. прозрачным цветом. Вставка осуществлялась следующим 
образом: каждый пиксел изображения эталонной двери проверялся на прозрачность. Если про-
зрачность пиксела равнялась 255, то соответствующий пиксел исходного изображения заме-
нялся пикселом изображения эталонной двери; если 0, то никакие изменения не производились. 
В результате были сгенерированы 2180 реалистичных изображений, на которых изобра-
жены 5713 дверей (рис. 5). 
 
Рис. 5. Получение реалистичных синтетических данных путем замены  
четырех объектов-мишеней эталонными объектами 
 
Проведение экспериментов. Для проведения численных экспериментов использовались 
изображения базы данных ImageNet, преобразованные изображения базы данных ImageNet, 
сгенерированные реалистичные изображения и фотографии коридоров. Данные были разделе-
ны на обучающую и тестовую выборки в соотношении четыре к одному. 
Обучение детектора Faster R-CNN Inception V2 проводилось на компьютере с двумя гра-
фическими процессорами NVIDIA GeForce 1080 и занимало несколько часов. Параллельно 
с процессом обучения сети запускался процесс тестирования. Когда точность детектирования 
объектов на тестовой выборке достигала своего наибольшего значения, а затем начинала па-
дать, обучение останавливалось. 
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Детектор обучался распознавать четыре класса: straightDoor – двери, расположенные 
прямо; leftDoor – двери, расположенные слева; rightDoor – двери, расположенные справа; 
openDoor – открытые двери. 
По итогам тестирования лучшие результаты показало обучение детектора на сгенериро-
ванных правдоподобных синтетических данных (таблица). 
Численные характеристики обученного детектора Faster R-CNN 
Класс Средняя точность 
leftDoor 0,958 
rightDoor 0,967 
openDoor 0,775 
straightDoor 0,885 
Общая 0,896 
 
Средняя точность детектирования класса открытых дверей значительно ниже средней 
точности детектирования остальных классов, так как обучающих примеров открытых дверей 
значительно меньше, чем остальных (около 200 против более 1000).  
Заключение. В работе рассмотрена проблема формирования обучающей выборки для 
обучения ИНС на примере задачи детектирования дверей на изображениях реальных помеще-
ний. В ходе выполнения работы для формирования обучающей выборки был использован под-
ход, при котором синтетические данные генерируются путем модификации реальных изобра-
жений. Предложен метод генерации обучающих данных для настройки параметров детектора 
Faster R-CNN Inception V2. В результате обученный детектор с достаточно высокой точностью 
(88,5–96,7 %) распознает двери, расположенные прямо, слева и справа, и открытые двери. Про-
веденные эксперименты позволяют сделать вывод о том, что использование синтетических 
данных для обучения нейронных сетей оправдано и позволяет получить результаты, сопоста-
вимые с обучением на реальных данных. 
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