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A PRIORI ERROR ANALYSIS OF THE FINITE ELEMENT
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Abstract. A fully discrete a priori analysis of the finite element heterogenenous multiscale method (FE-HMM)
introduced in [A. Abdulle, M. Grote, C. Stohrer, Multiscale Model. Simul. 2014] for the wave equation with highly
oscillatory coefficients over long time is presented. A sharp a priori convergence rate for the numerical method is
derived for long time intervals. The effective model over long time is a Boussinesq-type equation that has been
shown to approximate the one-dimensional multiscale wave equation with ε-periodic coefficients up to time O(ε−2)
in [Lamacz, Math. Models Methods Appl. Sci., 2011]. In this paper we also revisit this result by deriving and
analysing a family of effective Boussinesq-type equations for the approximation of the multiscale wave equation that
depends on the normalization chosen for certain micro functions used to define the macroscopic models.
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1. Introduction. The wave equation in heterogenous media is used in a number of scientific
and engineering applications such as seismic inversion, medical imaging or the manufacture of
composite materials. When the typical size of the heterogeneities (denoted here by ε) is much
smaller than the scale of interest, standard numerical methods such as the finite difference method
(FDM) or the finite element method (FEM) become prohibitively expensive as scale resolution is
needed for the mesh sizes. In such situations, homogenization theory (see [12, 25, 17, 29]) provides a
systematic procedure to derive an effective equation for the highly oscillatory wave equation, whose
solution no longer oscillates on the ε-scale (see [13] for the specific case of the wave equation).
However in practice, no explicit solutions for the effective equation is available (usually obtained
by the so-calledG-limit of a sequence of differential operators [13]) hence multiscale numerical meth-
ods are required. The method considered in this paper is based on the heterogeneous multiscale
methods (HMM) [21, 3, 4]. In this framework, a macroscopic effective equation is computed on a
macroscopic grid that does not resolve the fine scale oscillation. The data of the effective equation
are recovered “on the fly” by solving micro problems on sampling domains with size proportional
to ε, hence at a cost independent of ε. A finite difference scheme based on the HMM (FD-HMM)
was proposed by Engquist, Holst and Runborg [22] and a finite element heterogeneous multiscale
method (FE-HMM) was later proposed in [5] together with a fully discrete analysis of the method.
We mention also upscaling methods that do not rely on scale separation [33, 30, 14] but on coarse
multiscale basis functions obtained by solving local problems on each macro element of the compu-
tational domain. In contrast to homogenized based methods the computational cost to obtain the
macro model is no longer independent of ε.
Classical homogenization describes well the propagation of waves in a strongly heterogeneous
medium for short time. The true oscillatory solution however deviates from the classical homog-
enization limit with increasing time as dispersive effects develop. To capture these longer time
dispersive effects Santosa and Symes [32] proposed a higher order homogenized model that is a
Boussinesq type equation which unfortunately is ill-posed. Based on this model, it was nevertheless
shown in [23] that the FD-HMM can be modified to capture the long time dispersive effects of
the fine scale problem using time dependent micro-solvers and space-time sampling domains with
growing sizes as ε→ 0. The scheme based on an effective flux recovery needs well-prepared initial
data and a high order micro-macro coupling. We also note that a regularization step is needed as
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the limiting equation is an ill-posed problem. In [9] the numerical error arising from the approxi-
mation of the effective data in the FD-HMM has been analysed. We finally refer to [10] for recent
development of this method.
Recently, Lamacz [27] derived a “good” Boussinesq equation for one-dimensional wave prob-
lem with periodic oscillatory coefficients and proved that the heterogeneous wave solution can be
approximated with error O(ε) (in an L∞(L2) norm) up to time O(ε−2). The results in [27] and the
construction of an appropriate correction of the L2 scalar product of the FE-HMM, triggered the
development of a new multiscale method called FE-HMM-L [6] that captures a well-posed effective
equation with time-independent micro problems with a computational cost similar to that of the
FE-HMM. In particular, only the micro functions needed for the classical elliptic homogenization
problem are needed for the correction of the L2 scalar product. This method was shown to be well-
posed and consistent with the classical homogenization problem for the wave equation. Numerical
evidence did indicate that the method is able to capture the long-term dispersive effects.
In this paper we aim at analysing the FE-HMM-L over long time. While the FE-HMM-L can
be applied to multidimensional problems, we restrict our analysis to one-dimensional problems as
this case already contains challenging issues. Let T ε = ε−2T and consider uε : [0, T ε]×Ω→ R such
that
∂2t u
ε(t, x) = ∂x
(
aε(x)∂xu
ε(t, x)
)
in (0, T ε]× Ω,
x 7→ uε(t, x) Ω-periodic in [0, T ε],
uε(0, x) = g0(x), ∂tu
ε(0, x) = g1(x) in Ω,
(1.1)
where for Y ⊂ R, aε(x) = a(xε
)
= a(y) is Y -periodic in y and g0, g1 are given initial conditions.
We assume that the domain Ω ⊂ R is a union of unit cells of size ε|Y |. The effective model derived
in [27] is of the form
∂2t u¯ = a
0∂2xu¯+ ε
2b0∂2x∂
2
t u¯. (1.2)
It is well-known that the effective coefficient a0 is obtained by a0 =
∫
Y a(y)(1 + ∂χ)dy, where
χ is the periodic solution of an elliptic boundary value problem in Y . Next, while the effective
correction b0 in Lamacz’s paper was obtained by a cascade of cell problems, it was simply obtained
in the FE-HMM-L scheme by an L2 average of χ2 (see [6]). It is not difficult to see (as we show
in this paper) that the two definitions are equivalent. But this rises then the following question :
as the function χ is periodic we need to choose a normalization when solving the corresponding
periodic boundary value problem. While this normalization does not matter for the definition of
a0 it determines the value of b0. Precisely the value
∫
Y
χdy = 0 was chosen in [6] and for this
normalization we obtain the effective equation (1.2) from [27]. In the first main result of this paper
we show that any normalization yields an effective equation whose solution approximate the true
solution with error O(ε) up to time O(ε−2). We obtain the following family of effective equations
∂2t u˜ = a
0∂2xu˜− ε2
(
a˜2∂4xu˜− b˜0∂2x∂2t u˜
)
. (1.3)
Except for its theoretical interest, the effective equation with a˜2 6= 0 seems of little practical use
for numerical approximation. This is true for one-dimensional problems. It turns out that for
multidimensional problem, fourth order differential operator cannot be avoided (already for the
standard normalization) [19, 20] and there is some hope that the additional liberty from the above
generalization might allow to construct efficient numerical schemes based on the FE-HMM-L. The
generalization of the family of effective equations and its interplay with the construction of the
FE-HMM-L for multidimensional wave problems over long time is currently under study and out
of the scope of this paper.
For the second main result of the paper, we allow for locally periodic coefficients aε(x) =
a(x, x/ε) = a(x, y) Ω-periodic in x and Y -periodic in y and a source term f in equation (1.1). For
the usual normalization (denoting by u¯ the solution of the corresponding Boussinesq equation) we
prove that
‖∂t(u¯ − uH)‖L∞(0,T ε;L2(Ω)) + ‖u¯− uH‖L∞(0,T ε;H1(Ω)) ≤ C
(
h/ε2
)2
+ eFEH1 ,
‖u¯− uH‖L∞(0,T ε;L2(Ω)) ≤ C
(
h/ε2
)2
+ eFEL2 ,
(1.4)
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where uH is the solution obtained by the FE-HMM-L relying only on the equation (1.2) and h is
the size of the mesh used in the sampling domains. The terms eFEMH1 and e
FEM
L2 are the standard
error estimates between u¯ and its FEM approximation on a mesh of size H independent of ε in the
H1 and L2 norm, respectively. The constants C in (1.4) are independent of H,h, ε. Notice that
the rate (h/ε2)2 is different than the corresponding rate for elliptic or parabolic problems for which
(h/ε)2 has been derived [1, 8]. The above rate for the long time integration of the wave equation is
sharp as shown in our numerical experiments. Combining this result with the first main result we
also obtain (for periodic coefficients)
‖uε − uH‖L∞(0,T ε;L2(Ω)) ≤ C
(
ε+
(
h/ε2
)2)
+ eFEL2 , (1.5)
where C is again independent of H,h, ε. We note that this result is the first a priori error estimate
for the numerical solution over long time [0, ε−2T ] for an HMM or a numerical homogenization type
method.
The rest of the paper is organized as follows. First, we describe the family of effective equations
and prove the error estimate between its elements and uε in Section 2. In Section 3, we define the
FE-HMM-L and perform the a priori analysis. Finally, numerical results illustrating our theoretical
finding and the performance of the FE-HMM-L are presented in Section 4.
Notations and definitions. Let O ⊂ R be a bounded open set and define the standard
space of square integrable functions L2(O) and the Sobolev space Hk(O) = {v ∈ L2(O) : ∂mx v ∈
L2(O) 1 ≤ m ≤ k}. Equipped with their usual inner products, L2(O) and Hk(O) are Hilbert spaces.
We define the mean of an integrable function v : O → R as 〈v〉O = |O|−1
∫
O
v(x) dx. We define
the quotient space L2(O) = L2(O)/R and denote by a bold face letter v the equivalence class in
L2(O)/R. Equipped with the inner product(
v,w
)
L2(O)
=
(
v − 〈v〉O, w − 〈w〉O
)
L2(O)
=
(
v, w
)
L2(O)
− |O|〈v〉O〈w〉O ∀v ∈ v, w ∈ w,
L2(O) is a Hilbert space. The equivalence class of v ∈ L2(O) is also noted [v]. Denote by C∞per(O)
the O-periodic functions of C∞(O) and define the space H1per(O) as the closure of C∞per(O) for the
H1 norm. We define the quotient space Wper(O) = H1per(O)/R and for v ∈ Wper(O) we define
∂v = ∂v ∈ L2(O) for all v ∈ v. Equipped with the inner product (v,w)Wper(O) = (v,w)L2(O) +
(∂v, ∂w)L2(O), Wper(O) is a Hilbert space. Note that thanks to the Poincare´–Wirtinger inequality,
v 7→ ‖∂v‖L2(O) is a norm on Wper(O), equivalent to ‖ · ‖Wper(O). The dual space W∗per(O) is
characterized as follows : for F ∈ W∗per(O), there exists f0 ∈ L2(O), f1 ∈ L2(O) such that〈
F,v
〉
W∗per(O),Wper(O)
=
(
f0,v
)
L2(O)
+
(
f1, ∂v
)
L2(O)
. (1.6)
Furthermore, ‖F‖W∗per(O) = inf{‖f0‖L2(O) + ‖f1‖L2(O)}, where the infimum is taken over all f0 ∈
L2(O), f1 ∈ L2(O) satisfying (1.6). From characterization (1.6) we verify that a functional of
[H1per(O)]∗ given by w 7→ (f0, w)L2(O)+(f1, ∂w)L2(O) for some f0, f1 ∈ L2(O), belongs to W∗per(O)
if and only if
(f0, 1)L2(O) = 0, (1.7)
or equivalently f0 has zero mean. Define L20(O) (resp. Wper(O)) as the set constituted with the zero
mean representative of L2(Ω) (resp. of Wper(O)). Equipped with the standard L2 inner product
(resp. H1), L20(O) is a Hilbert space (resp. Wper(O)). Note that the following embeddings are
dense Wper(O) ⊂ L20(O) ⊂W∗per(O).
For a Banach space X and p ∈ [0,∞), Lp(0, T ;X) is the space of functions v : [0, T ]→ X such
that ‖v‖Lp(0,T ;X) =
( ∫ T
0
‖v(t)‖pX dt
)1/p
< ∞. The definition is similar for p = ∞, with the L∞
norm in time. To simplify the notation we will often use the shorthand notation ‖ · ‖Lp , ‖ · ‖Lp(X)
instead of ‖ · ‖Lp(O) and ‖ · ‖Lp(0,T ;X) respectively.
2. A family of effective equations for the wave equation over long time. We
present here our first main result. We consider problem (1.1), assume that aε belongs to L∞(Ω)
and that it is uniformly elliptic and bounded, i.e. there exists λ,Λ > 0 such that
λ ≤ aε(x) ≤ Λ for a.e. x ∈ Ω ∀ε > 0. (2.1)
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For the well-posedness of problem (1.1), we refer to Lions and Magenes in [28]. A detailed proof
may be found in [24]. If g0 ∈ Wper(Ω), g1 ∈ L20(Ω) then there exists a unique weak solution
uε ∈ L2(0, T ε;Wper(Ω)) with ∂tuε ∈ L2(0, T ε; L20(Ω)) and ∂2t uε ∈ L2(0, T ε;W∗per(Ω)). We note that
uε is proved to be even more regular, uε ∈ C([0, T ε];Wper(Ω)) and ∂tuε ∈ C([0, T ε]; L20(Ω)).
2.1. Convergence result for the family of effective equations. We describe next
a family of equations whose solutions approximates well uε in the L∞(L2) norm over long times
O(ε−2).
As mentioned in the introduction, an a priori error estimate between uε and the solution of a
Boussinesq equation over times O(ε−2) was first proved by Lamacz in [27] for one particular effective
equation among the family of effective equations presented below. The proof of our result is inspired
by the techniques developed by Lamacz with several changes. First, the proof in [27] is done for an
unbounded domain Ω = R, while we present here a proof in a bounded (periodic) domain. Second,
in [27] the effective coefficient is defined through three auxiliary problems whereas the definition
of our effective coefficients require one single cell-problem. Third, we define an adaptation of the
effective solution with correction up to order ε4, while in [27] it goes up to order ε5. Fourth, we
require the effective solution to satisfy u˜ ∈ L∞(H5(Ω)), ∂tu˜ ∈ L∞(H4(Ω)), ∂2t u˜ ∈ L∞(H3(Ω)) and
the proof in [27] requires u˜ ∈ L∞(H7(Ω)), ∂2t u˜ ∈ L∞(H6(Ω)). Finally, in [27] well-prepared initial
conditions are needed, but an intermediate error estimate in the L∞(H1) norm is obtained. In our
proof, we avoid this assumption as we restrict ourself to an error estimate in the L∞(L2) norm.
We first define the usual cell problem in periodic elliptic homogenization. As the normalization
of its solution will be important for the higher order effective equation, we define this cell problem
in Wper(Y ). Let χ ∈ Wper(Y ) be the unique (equivalence class of) solution of the cell problem(
a(y)∂χ, ∂w
)
L2(Y )
= −(a(y), ∂w)
L2(Y )
∀w ∈ Wper(Y ), (2.2)
and define the homogenized tensor by
a0 =
〈
a(y)(1 + ∂χ)
〉
Y
. (2.3)
Note that a0 is elliptic and bounded for the same λ,Λ as in (2.1). Let b˜0, a˜2 ≥ 0 be non-negative
coefficients and consider the following equation : find u˜ : [0, T ε]× Ω→ R such that
∂2t u˜ = a
0∂2xu˜− ε2
(
a˜2∂4xu˜− b˜0∂2x∂2t u˜
)
in (0, T ε]× Ω,
x 7→ u˜(t, x) Ω-periodic in [0, T ε],
u˜(0, x) = g0(x), ∂tu˜(0, x) = g
1(x) in Ω.
(2.4)
The well-posedness of equation (2.4) can be proved using the Faedo–Galerkin method (see [24, 28]).
In particular, if we assume that g0 ∈Wper(Ω)∩H2(Ω) and g1 ∈ L20(Ω)∩H1(Ω) then, there exists a
unique weak solution of (2.4), u˜ ∈ L∞(0, T ε;Wper(Ω)) with ∂tu˜ ∈ L∞(0, T ε; L20(Ω)). The following
theorem is our main result of the first part of this paper. It provides a sufficient condition on the
coefficients b˜0, a˜2 so that u˜ describes the effective behaviour of uε.
Theorem 2.1. Assume that the tensor aε(x) = a
(
x
ε
)
= a(y) is uniformly Y -periodic and
a(y) ∈ W1,∞(Y ). Furthermore, assume that the solution u˜ of (2.4) and the initial conditions
satisfy the regularity
u˜ ∈ L∞(0, T ε; H5(Ω)), ∂tu˜ ∈ L∞(0, T ε; H4(Ω)), ∂2t u˜ ∈ L∞(0, T ε; H3(Ω)),
g0 ∈ H4(Ω), g1 ∈ H3(Ω).
Let χ be the solution of (2.2) and assume that for a χ ∈ χ, the coefficients b˜0, a˜2 satisfy the relation
a0b˜0 − a˜2 = a0〈χ2〉Y − a0〈χ〉2Y . (2.5)
Then the following error estimate holds
‖uε − u˜‖L∞(0,T ε;L2(Ω)) ≤ Cε
(‖g1‖H3(Ω) + ‖g0‖H4(Ω) (2.6)
+ ‖u˜‖L∞(0,T ε;H5(Ω)) + ‖∂2t u˜‖L∞(0,T ε;H3(Ω))
)
,
where C depends only on Ω, T , Y , a, λ and Λ.
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Theorem 2.1 shows that there exists a family of functions that describe well the behaviour of
uε in the L∞(L2) norm. Let us express this family in an explicit way. First, note that the class
χ of solutions of (2.2) can be parametrized with the mean of its elements 〈χ〉Y ∈ R. Second, we
claim that (2.5) is equivalent to the definition
b˜0 = b0 + 〈χ〉2Y , a˜2 = a0〈χ〉2Y , (2.7)
where b0 =
〈
(χ− 〈χ〉Y )2
〉
Y
is non-negative and independent of 〈χ〉Y . To see it, first verify by a
direct computation that (2.7) implies (2.5). Next, let us show the converse implication. As a˜2 is
non-negative, we can write it as a˜2 = a0〈χ〉2Y for some 〈χ〉Y ∈ R. Hence, making use of (2.5) we
have
a0b˜0 = a0〈χ2〉Y − a0〈χ〉2Y + a˜2 = a0
〈
(χ− 〈χ〉Y )2
〉
Y
+ a0〈χ〉2Y = a0(b0 + 〈χ〉2Y ),
and as a0 > 0, we recover (2.7). Now, the result of Theorem 2.1 ensures that the set
F = {u˜〈χ〉 solution of (2.4) with b˜0, a˜2 defined in (2.7)}, (2.8)
constitutes a family of effective solutions for uε. The elements of F are indexed by the parameter
〈χ〉 = 〈χ〉Y ∈ R because each distinct value 〈χ〉 ∈ R corresponds to a distinct effective solution
u˜〈χ〉 ∈ F .
2.2. Adaptation and correctors. To prepare the proof of Theorem 2.1, we start by
defining correctors needed for the estimate (2.4). We show that relation (2.5) together with the
definition of a0 are necessary and sufficient conditions to prove the existence and unicity of the
correctors.
We begin with the formal technique of asymptotic development, standard in homogenization
theory. Let us summarize the process in our context. First, we make the ansatz that uε can be
approximated by an adaptation of u˜ of the form
Bεu˜(t, x) = u˜(t, x) + εχ(xε
)
∂xu˜(t, x) + ε
2θ
(
x
ε
)
∂2xu˜(t, x) + ε
3κ
(
x
ε
)
∂3xu˜(t, x) + ε
4ρ
(
x
ε
)
∂4xu˜(t, x), (2.9)
where χ, θ, κ and ρ are Y -periodic functions, the so-called correctors. Then, noting Aε =
−∂x
(
a
(
x
ε
)
∂x(·)
)
, we explicitly compute (∂2t +Aε)Bεu˜ using equation (2.4). For the term ∂2t Bεu˜, we
obtain
∂2t
(Bεu˜) = Bε(∂2t u˜) = a0∂2xu˜+ εa0χ∂3xu˜+ ε2(a0(θ + b˜0)− a˜2)∂4xu˜ + O(ε3).
A direct computation for the term Aε(Bεu˜) gives (recall that y = xε )
−∂x
(
a
(
x
ε
)
∂x
(Bεu˜))(x) = ε−1(− ∂y(a(y)(1 + ∂yχ)))∂xu˜
+
(− ∂y(a(y)(χ+ ∂yθ))− a(y)(1 + ∂yχ))∂2xu˜
+ ε1
(− ∂y(a(y)(θ + ∂yκ))− a(y)(χ+ ∂yθ))∂3xu˜
+ ε2
(− ∂y(a(y)(κ+ ∂yρ))− a(y)(θ + ∂yκ))∂4xu˜ + O(ε3).
Next, we impose the constraint (∂2t +Aε)Bεu˜ = O(ε3) and end up with elliptic PDEs for χ, θ, κ and
ρ, the so-called cell problems. The cell problem for χ, given in (2.2), follows from the cancellation
of the ε−1-order term. The cell problems for θ, κ and ρ are given by
ε0 :
(
a(y)∂θ, ∂w
)
Y
= −(a(y)χ, ∂w)
Y
+
(
a(y)(1 + ∂χ)− a0, w)
Y
, (2.10)
ε1 :
(
a(y)∂κ, ∂w
)
Y
= −(a(y)θ, ∂w)
Y
+
(
a(y)(χ+ ∂θ)− a0χ,w)
Y
, (2.11)
ε2 :
(
a(y)∂ρ, ∂w
)
Y
= −(a(y)κ, ∂w)
Y
+
(
a(y)(θ + ∂κ)− a0(θ + b˜0) + a˜2, w)
Y
, (2.12)
for periodic test functions w, where we use the shorten notation (·, ·)Y = (·, ·)L2(Y ).
In order to show that these problems are well-posed in Wper(Y ), we verify the hypothe-
ses of Lax–Milgram theorem. The assumptions on a(y) imply that the bilinear form (v,w) 7→
(a(y)∂v, ∂w)Y is elliptic and bounded. We thus have to verify that the right hand sides are in
the dual space W∗per(Y ) and for that matter we are going to verify that they satisfy (1.7). We fix
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arbitrarily χ ∈ χ. The definition of a0 in (2.3) implies that (a(y)(1 + ∂χ) − a0, 1)
Y
= 0. Con-
sequently, the right hand side of (2.10) is in W∗per(Y ) and problem (2.10) has a unique solution
θ ∈ Wper(Y ). We fix arbitrarily θ ∈ θ and consider now the solvability of problem (2.11). First,
noting that a(y)(1 + ∂χ) ∈ H(div, Y ), we use integration by parts and equation (2.2) to obtain for
any y1, y2 ∈ Y
a(y)(1 + ∂χ)
∣∣∣y2
y1
= −
∫
Y
(
Hy2 −Hy1
)
∂y
(
a(y)(1 + ∂χ)
)
dy = 0,
where H is the Heaviside step function. Hence, a(y)(1+∂χ) is constant and thanks to the definition
of a0 we conclude that
a(y)
(
1 + ∂χ(y)
)
= a0 ∀y ∈ Y. (2.13)
In a similar way, using (2.13) we show that a(y)
(
∂θ + χ
)
= C is constant on Y . Dividing this
equality by a(y), taking the mean value and using the fact that a0 = 〈1/a(y)〉−1Y (thanks to (2.13)),
we obtain the equality
a(y)
(
χ(y) + ∂θ(y)
)
= a0〈χ〉Y ∀y ∈ Y. (2.14)
The equality (2.14) implies that the right hand side in (2.11) satisfies (1.7) and hence (2.11) is
well-posed in Wper(Y ). We fix arbitrarily κ ∈ κ and examine now the solvability of (2.12). Let
w = 1 in the right hand side. Using successively equation (2.2) with κ as a test function and (2.11)
with χ as a test function, we obtain(
a(y)(θ + ∂κ), 1
)
Y
=
(
a(y)(1 + ∂χ), θ
)
Y
− (a(y)(χ+ ∂θ), χ)
Y
+ a0
(
χ, χ
)
Y
.
Now, using (2.13) and (2.14), we have(
a(y)(θ + ∂κ)− a0(θ + b˜0) + a˜2, 1)
Y
= a0
(
χ, χ
)
Y
− a0〈χ〉Y
(
χ, 1
)
Y
− |Y |(a0b˜0 − a˜2).
Hence, problem (2.12) is well-posed if and only if a0
(
χ, χ
)
Y
− a0〈χ〉Y
(
χ, 1
)
Y
−
|Y |(a0b˜0 − a˜2) = 0, or equivalently if and only if b˜0 and a˜2 satisfy the relation (2.5).
From now on, correctors will refer to functions χ, θ, κ, ρ in the classes χ, θ,κ,ρ of solutions
of (2.2),(2.10),(2.11) and (2.12). Note that they satisfy the following hierarchical dependence : θ
depends on the choice of χ ∈ χ, κ depends on the choices of χ ∈ χ and θ ∈ θ, etc.
We close this section by noting that if we assume a(y) ∈W1,∞(Y ) then the correctors χ, θ, κ, ρ
are in H2(Y ) and since the embedding H1(Y ) →֒ C0(Y¯ ) is continuous for dimension d = 1 we have
that χ, θ, κ, ρ ∈ C1(Y¯ ).
2.3. A priori error estimate. In this section we prove Theorem 2.1. The steps are as
follows : we first prove that Bεu˜ − uε solves (in an appropriate sense) an inhomogeneous wave
equation in Lemma 2.2. We then apply an a priori error estimate for this equation in Lemma 2.3.
Consider the adaptation of u˜, Bεu˜, defined in (2.9) with the correctors χ, θ, κ, ρ. Since |Ω| =
nε|Y |, observe that Bεu˜ is Ω-periodic and we have that Bεu˜ ∈ H1per(Ω) but Bεu˜ is not in Wper(Ω)
in general, as χ, θ, κ, ρ ∈ H1per(Ω) and hence 〈Bεu˜〉Ω 6= 0. We consider next the operator H1per(Ω) ∩
H3(Ω)→W∗per(Ω), v 7→ Bˆεv defined as〈Bˆεv,w〉 = ([v + ε(χ− ∂yθ)∂xv + ε3(κ− ∂yρ)∂3xv],w)L2 −
(
ε2θ∂xv + ε
4ρ∂3xv, ∂xw
)
L2
, (2.15)
where 〈·, ·〉 denotes 〈·, ·〉W∗per,Wper , [·] is the equivalence class in L2(Ω) and the Y -periodic functions
χ, θ, κ, ρ are as usual defined on Ω by setting y = x/ε. We observe that for v ∈ H1per(Ω)∩H4(Ω) we
have 〈Bˆεv,w〉W∗per,Wper = ([Bεv],w)L2 . In the next lemma we show that Bˆεu˜ satisfies a variational
formulation of the wave equation with right hand side of order O(ε2) in L2(W∗per(Ω)).
Lemma 2.2. Under the assumptions of Theorem 2.1, Bˆεu˜ satisfies
(∂2t +Aε)Bˆεu˜(t) = Rεu˜(t) in W∗per(Ω) for a.e. t ∈ [0, T ε], (2.16)
where the right hand side Rεu˜ ∈ L2(0, T ε;W∗per(Ω)) satisfies the estimate
‖Rεu˜‖L2(0,T ε;W∗per(Ω)) ≤ Cε2
(‖u˜‖L∞(0,T ε;H5(Ω)) + ‖∂2t u˜‖L∞(0,T ε;H3(Ω))), (2.17)
ANALYSIS OF THE FE-HMM-L OVER LONG TIME 7
for a constant C that only depends on T , Y , a, λ and Λ.
Proof. To simplify the notation, 〈·, ·〉W∗per,Wper will be simply denoted 〈·, ·〉. First, from the
equation in (2.4) and the assumptions on the regularity of u˜, note that the following equalities hold
in L2(Ω) for a.e. t ∈ [0, T ε],
∂2t u˜ = a
0∂2xu˜− ε2a˜2∂4xu˜+ ε2b˜0∂2x∂2t u˜, (2.18)
∂x∂
2
t u˜ = a
0∂3xu˜− ε2a˜2∂5xu˜+ ε2b˜0∂3x∂2t u˜. (2.19)
Next, for a t ∈ [0, T ε] let us develop the terms ∂2t
(Bˆεu˜)(t) and Aε(Bˆεu˜)(t) separately. As Bˆε does
not depend on time, note that
〈
∂2t
(Bˆεu˜),w〉 = 〈Bˆε∂2t u˜,w〉. From (2.18), using an integration by
part we obtain (
[∂2t u˜],w
)
L2
=
(
[a0∂2xu˜− ε2a˜2∂4xu˜],w
)
L2
− (ε2b˜0∂x∂2t u˜, ∂xw)L2 .
In
〈Bˆε∂2t u˜,w〉 (defined in (2.15)) we use this equality and get〈Bˆε∂2t u˜,w〉 = ([a0∂2xu˜+ ε(χ− ∂yθ)∂x∂2t u˜− ε2a˜2∂4xu˜+ ε3(κ− ∂yρ)∂3x∂2t u˜],w)L2
− (ε2(θ + b0)∂x∂2t u˜+ ε4ρ∂3x∂2t u˜, ∂xw)L2 .
We use now (2.19) to substitute ∂x∂
2
t u˜ and obtain〈Bˆε∂2t u˜,w〉 = ([a0∂2xu˜+ εa0(χ− ∂yθ)∂3xu˜− ε2a˜2∂4xu˜],w)L2
− (ε2a0(θ + b˜0)∂3xu˜, ∂xw)L2 +
〈Rε1u˜,w〉,
where 〈Rε1u˜,w〉 = ε3([(κ− ∂yρ+ b˜0(χ− ∂yθ))∂3x∂2t u˜+ a˜2(∂yθ − χ)∂5xu˜],w)L2
+ ε4
(
a˜2(θ + b˜0)∂5xu˜− (b˜0(θ + b˜0) + ρ)∂3x∂2t u˜, ∂xw
)
L2
.
We integrate by parts to get〈Bˆε∂2t u˜,w〉 = ([a0∂2xu˜+ εa0χ∂3xu˜+ ε2(a0(θ + b˜0)− a˜2)∂4xu˜],w)L2 +
〈Rε1u˜,w〉. (2.20)
We develop now the second term :
〈Aε(Bˆεu˜),w〉 = ([ ε−1(− ∂y(a(y)(1 + ∂yχ)))∂xu˜
+
(− ∂y(a(y)(χ+ ∂yθ)) − a(y)(1 + ∂yχ))∂2xu˜
+ ε1
(− ∂y(a(y)(θ + ∂yκ))− a(y)(χ+ ∂yθ))∂3xu˜ (2.21)
+ ε2
(− ∂y(a(y)(κ+ ∂yρ))− a(y)(θ + ∂yκ))∂4xu˜],w
)
L2
+
〈Rε2u˜,w〉,
where
〈Rε2u˜,w〉 = −ε3([a(y)(κ+ ∂yρ)∂5xu˜],w)L2 − ε4
(
a(y)ρ∂5xu˜, ∂xw
)
L2
. Now, combining (2.20)
and (2.21) and using the cell problems (2.2), (2.10), (2.11), (2.12), we verify that (∂2t +Aε)Bˆεu˜(t) =
Rεu˜(t) where Rεu˜ = Rε1u˜ +Rε2u˜. Consequently, using Ho¨lder inequality and the regularity of the
correctors, we obtain estimate (2.17)
‖Rεu˜‖L2(W∗per) ≤ T 1/2ε−1‖Rεu˜‖L∞(W∗per) ≤ Cε2
(‖u˜‖L∞(H5) + ‖∂2t u˜‖L∞(H3)).
Lemma 2.3. Under the assumptions of Theorem 2.1, ηε = Bˆεu˜− [uε] satisfies
‖∂tηε‖L∞(W∗per) + ‖ηε‖L∞(L2) ≤ C
(‖∂tηε(0)‖W∗per + ‖ηε(0)‖L2 + ε−1‖Rεu˜‖L2(W∗per)
)
,
where C depends only on λ, Λ and T and Rεu˜ is given in Lemma 2.2.
Proof. We use again 〈·, ·〉 instead of 〈·, ·〉W∗per,Wper . Lemma 2.2 implies that〈
(∂2t +Aε)ηε(t),w
〉
=
〈Rεu˜(t),w〉 ∀w ∈ Wper(Ω) for a.e. t ∈ [0, T ε]. (2.22)
To simplify the notation let us drop the notation of the superscript ε. Thanks to Lax–Milgram
theorem, define the inverse of A, noted A−1. Using the properties of A, we can show that A−1 is
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self-adjoint, elliptic (〈F,A−1F 〉 ≥ λ/Λ2‖F‖2W∗per) and bounded (‖A−1‖ ≤ λ−1). Using (2.22) with
the test function w = A−1∂tη(t), we obtain for a.e. t ∈ [0, T ε]
1
2
d
dt
(〈
∂tη(t),A−1∂tη(t)
〉
+ ‖η(t)‖2L2
)
=
〈Ru˜(t),A−1∂tη(t)〉. (2.23)
Noting Eη(t) =
〈
∂tη(t),A−1∂tη(t)
〉
+ ‖η(t)‖2L2 , we integrate (2.23) over [0, ξ] to get
Eη(ξ) = Eη(0) + 2
∫
0
ξ〈Ru˜(t),A−1∂tη(t)〉dt ∀ξ ∈ [0, T ε].
Using Ho¨lder and Young inequalities and the bounededness of A−1, we obtain
Eη(ξ) ≤ Eη(0) + 2Λ2/λ2‖Ru˜‖2L1(W∗per) + λ/(2Λ
2)‖∂tη‖2L∞(W∗per). (2.24)
Using the ellipticity of A−1 we have λ/Λ2‖∂tη(ξ)‖2W∗per ≤ Eη(ξ), hence, taking the L∞ norm with
respect to ξ, we obtain ‖∂tη‖2L∞(W∗per) ≤ C
(
Eη(0)+‖Ru˜‖2L1(W∗per)
)
. Estimate (2.24) and the bound-
edness of A−1 then gives
‖∂tη‖L∞(W∗per) + ‖η‖L∞(L2) ≤ C
(‖∂tη(0)‖W∗per + ‖η(0)‖L2 + ‖Ru˜‖L1(W∗per)
)
.
Thanks to Ho¨lder inequality we have ‖Ru˜‖L1(W∗per) ≤ T 1/2ε−1‖Ru˜‖L2(W∗per) and the proof of the
lemma is complete.
Proof of Theorem 2.1. First, note that ηε = Bˆεu˜− [uε] satisfies at t = 0
ηε(0) = [εχ∂xg
0 + ε2θ∂2xg
0 + ε3κ∂3xg
0 + ε4ρ∂4xg
0],
and for any w ∈ Wper(Ω),〈
∂tη
ε(0),w
〉
=
(
[ε(χ− ∂yθ)∂xg1 + ε3(κ− ∂yρ)∂3xg1],w
)
L2
− (ε2θ∂xg1 + ε4ρ∂3xg1, ∂xw)L2 .
Hence, Lemma 2.3 together with Lemma 2.2 and the regularity of the correctors imply that ηε
satisfies ‖ηε‖L∞(L2) ≤ Cε
(‖g1‖H3 + ‖g0‖H4 + ‖u˜‖L∞(H5) + ‖∂2t u˜‖L∞(H3)). Now note that ‖(Bεu˜ −
uε)(t)‖2L2 = ‖ηε(t)‖2L2+|Ω|
〈
(Bεu˜− uε)(t)〉2
Ω
and hence, using the normalization 〈u˜(t)〉Ω = 〈uε(t)〉Ω =
0, we obtain
‖Bεu˜−uε‖L∞(L2) ≤ ‖ηε‖L∞(L2)+Cε‖u˜‖L∞(H4) ≤ Cε
(‖g1‖H3 +‖g0‖H4 +‖u˜‖L∞(H5)+‖∂2t u˜‖L∞(H3)).
Finally, thanks to the triangle inequality and the obvious estimate ‖u˜−Bεu˜‖L∞(L2) ≤ Cε‖u˜‖L∞(H4),
we obtain (2.6) and the proof of Theorem 2.1 is complete.
2.4. The homogeneous equation on time intervals O(ε−1). We briefly discuss here
the effective equation valid one time intervals O(ε−1). We show that in this situation, the “classical
homogenized equation” is still valid, following the arguments of Theorem 2.1. Let u0 be the solution
of the homogenized equation
∂2t u
0(t, x) = a0∂2xu
0(t, x) in (0, ε−1T ]× Ω,
x 7→ u0(t, x) Ω-periodic in [0, ε−1T ],
u0(0) = g0, ∂tu
0(0) = g1 in Ω.
(2.25)
We define the adaptation operator for v ∈ H1per(Ω) ∩H3(Ω) as〈B¯εv,w〉
W∗per,Wper
=
(
[v + ε(χ− ∂yθ)∂xv + ε3κ∂3xv],w
)
L2
− (ε2θ∂xv, ∂xw)L2 ,
where χ, θ, κ ∈ H1per(Y ) are the correctors defined in Section 2.2. Then, similarly to Lemma 2.2, we
show that B¯εu0 satisfies the variational wave equation (2.16) with a right hand side R¯εu0 of order
O(ε) (in the L2(W∗per) norm). We set η¯ε = B¯εu0 − [uε] and repeat the proof of Lemma 2.3 in the
case of a time interval [0, ε−1T ] to obtain
‖η¯ε‖L∞(L2(Ω)) ≤ C
(‖∂tη¯ε(0)‖W∗per + ‖η¯ε(0)‖L2 + ε−1/2‖R¯εu0‖L2(W∗per(Ω))
) ≤ Cε1/2.
As in the proof of Theorem 2.1, we conclude that ‖uε − u0‖L∞(0,ε−1T ;L2(Ω)) ≤ Cε1/2.
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3. Analysis of the finite element heterogeneous multiscale method over long
times. In this section we recall the FE-HMM-L, a numerical method that captures the long time
behaviour of the multiscale wave equation at essentially the same cost (in the 1d case) as a classical
numerical homogenization method. We then give the first a priori error analysis valid for time up
to O(ε−2). We consider the oscillatory wave equation (1.1) with a source f ∈ L2(0, T ε; L20(Ω)) :
find uε : [0, T ε]× Ω→ R such that
∂2t u
ε(t, x) − ∂x
(
aε(x)∂xu
ε(t, x)
)
= f(t, x) in (0, T ε]× Ω,
x 7→ uε(t, x) Ω-periodic in [0, T ε],
uε(0, x) = g0(x), ∂tu
ε(0, x) = g1(x) in Ω.
(3.1)
Most of the results in this section are valid for non-uniformly periodic coefficients of the form
aε(x) = a
(
x, xε
)
, where a(x, y) is Ω-periodic in x and Y -periodic in y.
3.1. An appropriate effective model for numerical approximation. We now want
to approximate numerically an effective solution for uε. Among the family of effective equations
F (defined in (2.8), see Section 2), we pick 〈χ〉Y = 0 which yields a˜2 = 0 and removes the 4th
order differential operator a˜2∂4x. As mentioned earlier this is the natural choice for one-dimensional
problem. Note however that for the multidimensional multiscale wave equation, the current effective
model [20] contains a fourth order term, also for the “natural normalization”.
Let us denote u¯ the effective solution of F corresponding to the parameter 〈χ〉Y = 0. As the
numerical analysis is performed in the case of a locally periodic tensor, we define now explicitly u¯
in this context. For each x ∈ Ω, define χ(x, ·) ∈Wper(Y ) as the unique solution of the cell problem(
a(x, ·)∂yχ(x, ·), ∂yw
)
L2(Y )
= −(a(x, ·), ∂yw)L2(Y ) ∀w ∈Wper(Y ). (3.2)
Define for x ∈ Ω the tensors
a0(x) =
〈
a(x, ·)(1 + ∂yχ(x, ·))
〉
Y
, b0(x) =
〈(
χ(x, ·))2〉
Y
, (3.3)
and verify that a0(x) and b0(x) satisfy for λ,Λ as in (2.1) and some β > 0,
λ ≤ a0(x) ≤ Λ, 0 ≤ b0(x) ≤ β for a.e. x ∈ Ω. (3.4)
The equation for u¯ is then : find u¯ : [0, T ε]× Ω→ R such that
∂2t u¯− ∂x
(
a0(x)∂xu¯
)− ε2∂x(b0(x)∂x∂2t u¯) = f in (0, T ε]× Ω,
x 7→ u¯(t, x) Ω-periodic in [0, T ε],
u¯(0, x) = g0(x), ∂tu¯(0, x) = g
1(x) in Ω.
(3.5)
Define the bilinear forms
A0(v, w) =
(
a0(x)∂xv, ∂xw
)
L2(Ω)
, B0(v, w) =
(
b0(x)∂xv, ∂xw
)
L2(Ω)
, (3.6)
and the Hilbert space S(Ω) = {v ∈ L2(Ω) : ∂xv ∈ L2(Ω)} equipped with the inner product and
corresponding norm
(v, w)S(Ω) = (v, w)L2(Ω) + ε
2B0(v, w), ‖v‖S(Ω) = (v, v)1/2S(Ω). (3.7)
The well-posedness of (3.5) can be proved using the Faedo–Galerkin method (see [28, 24]). If we
assume that g0 ∈Wper(Ω), g1 ∈ L20(Ω)∩S(Ω) and f ∈ L2(0, T ε; L20(Ω)), then, there exists a unique
weak solution of (3.5) u¯ ∈ L∞(0, T ε;Wper(Ω)) with ∂tu¯ ∈ L∞(0, T ε; L20(Ω) ∩ S(Ω)). From now on,
we assume that ∂2t u¯ ∈ L∞(0, T ε;S(Ω)). Hence, u¯ satisfies(
∂2t u¯(t), v
)
S(Ω)
+A0
(
u¯(t), v
)
=
(
f(t), v
)
L2(Ω)
∀v ∈Wper(Ω) for a.e. t ∈ [0, T ε],
u¯(0) = g0, ∂tu¯(0) = g
1.
(3.8)
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3.2. Definition of the FE-HMM-L. Following Abdulle, Grote and Stohrer in [7, 6],
we introduce the finite element multiscale method for the numerical approximation of the wave
equation (3.1) over long time.
Let TH be a partition of Ω. Denote by HK the diameter of the element K ∈ TH and define
H = maxK∈TH HK . The macro finite element space is defined, for a given ℓ ∈ N>0, as
VH(Ω) = {vH ∈Wper(Ω) : vH |K ∈ Pℓ(K) ∀K ∈ TH}, (3.9)
where Pℓ(K) is the space of polynomials on K of degree at most ℓ. Let Kˆ be the reference element
and for everyK ∈ TH note FK the unique continuous mapping such that FK(Kˆ) = K with ∂FK > 0.
We are given a quadrature formula on Kˆ by a set of weights and quadrature points {ωˆj, xˆj}Jj=1.
Note that it naturally induces a quadrature formula on K whose weights and quadrature points
are given by {ωKj = ∂FK ωˆj , xKj = FK(xˆj)}Jj=1. The following assumptions are required for the
construction of the stiffness matrix to ensure the optimal convergence rate of FEM with numerical
quadrature [16, 15] :
(i) ωˆj > 0, j = 1, . . . , J,
(ii)
∫
Kˆ
pˆ(xˆ) dxˆ =
∑J
j=1ωˆj pˆ(xˆj) ∀pˆ ∈ Pσ(Kˆ), σ = max{2ℓ− 2, ℓ}.
(3.10)
Furthermore, we assume that the quadrature formula {ωˆ′j, xˆ′j}J
′
j=1, required for the computation of
the mass matrix, fulfills the following hypothesis
(iii)
∑J′
j=1ωˆ
′
j |pˆ(xˆ′j)|2 ≥ λˆ′‖pˆ‖L2(Kˆ) ∀pˆ ∈ Pℓ(Kˆ), for a λˆ′ > 0. (3.11)
The quadrature formula {ωˆ′j, xˆ′j}J
′
j=1 defines a scalar product (and associated norm) on VH(Ω) ×
VH(Ω) equivalent to the standard L
2 scalar product. For every macro element K ∈ TH and every
j ∈ {1, . . . , J}, we define around the quadrature point xKj a sampling domain Kδj = xKj + δY ,
where δ is a positive real number such that δ ≥ ε. Each sampling domain Kδj is discretized in a
partition Th, where h = maxQ∈Th hQ is the maximal diameter of the elements Q ∈ Th. The micro
finite element space is defined, for a q ∈ N>0, as
Vh(Kδj) = {zh ∈Wper(Kδj) : zh|Q ∈ Pq(Q) ∀Q ∈ Th}. (3.12)
Remark 3.1. Other finite element spaces for the micro scale are possible. For example, we can
use V˚h(Kδj) = {zh ∈ H10(Kδj) : zh|Q ∈ Pq(Q) ∀Q ∈ Th}. The formulation of the FE-HMM-L has
then to be adapted accordingly, e.g., replacing the function vh by (vh−〈vh〉Kδj ) in the FE-HMM-L
formula below.
The FE-HMM-L. Let g0H , g
1
H be suitable approximations in VH(Ω) of the initial conditions
g0, g1. The FE-HMM-L is defined as follows : find uH : [0, T
ε]→ VH(Ω) such that(
∂2t uH(t), vH
)
Q
+AH
(
uH(t), vH
)
=
(
f(t), vH
)
L2
∀vH ∈ VH(Ω) for a.e. t ∈ [0, T ε],
uH(0) = g
0
H , ∂tuH(0) = g
1
H .
(3.13)
The bilinear forms are defined for vH , wH ∈ VH(Ω) as
AH(vH , wH) =
∑
K∈TH
J∑
j=1
ωKj
|Kδj|
∫
Kδj
aε(x)∂xvh,Kj (x)∂xwh,Kj (x) dx, (3.14)
(
vH , wH
)
Q
=
(
vH , wH
)
H
+
(
vH , wH
)
M
, (3.15)
(
vH , wH
)
H
=
∑
K∈TH
J′∑
j=1
ω′KjvH(x
′
Kj
)wH(x
′
Kj
), (3.16)
(
vH , wH
)
M
=
∑
K∈TH
J∑
j=1
ωKj
|Kδj|
∫
Kδj
(
vh,Kj − vlinH,Kj
)(
wh,Kj − wlinH,Kj
)
(x) dx, (3.17)
where the piecewise linear approximation of vH (resp. wH) around xKj is given by
vlinH,Kj (x) = vH(xKj ) + (x− xKj )∂xvH(xKj ),
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and the micro functions vh,Kj for vH (resp. wH) are the solutions of the following micro problems
in Kδj : find vh,Kj such that (vh,Kj − vlinH,Kj ) ∈ Vh(Kδj) and(
aε(x)∂xvh,Kj , ∂xzh
)
L2(Kδj)
= 0 ∀zh ∈ Vh(Kδj). (3.18)
3.3. Usefull reformulation of the FE-HMM-L. In this section, we give a reformulation
of problem (3.13) needed in the a priori analysis. We refer to [6, 7] for the details and to [1, 2] for
various estimates of the FE-HMM.
For every (K, j) ∈ TH × {1, . . . , J}, define ψh,Kj ∈ Vh(Kδj) as the solution of the cell problem
in the sampling domain Kδj :(
aε(x)∂xψh,Kj , ∂xzh
)
L2(Kδj)
= −(aε(x), ∂xzh)L2(Kδj) ∀zh ∈ Vh(Kδj), (3.19)
and define the approximated tensors a0K and b
0
K at the quadrature point xKj as
a0K(xKj ) =
〈
aε(x)
(
1 + ∂xψh,Kj
)〉
Kδj
, b0K(xKj ) = ε
−2
〈(
ψh,Kj
)2〉
Kδj
. (3.20)
We then have the two following lemmas (see [1, 2] and [6, 7] for the proofs) :
Lemma 3.2. The bilinear form AH can be rewritten for vH , wH ∈ VH(Ω) as
AH(vH , wH) =
∑
K∈TH
J∑
j=1
ωKja
0
K(xKj )∂xvH(xKj )∂xwH(xKj ). (3.21)
Furthermore, AH is elliptic and bounded, i.e., for any vH , wH ∈ VH(Ω),
AH(vH , vH) ≥ λ‖∂xvH‖2L2(Ω), AH(vH , wH) ≤ Λ2/λ‖∂xvH‖L2(Ω)‖∂xwH‖L2(Ω).
Lemma 3.3. The product (·, ·)M can be rewritten as (vH , wH)M = ε2BH(vH , wH), where the
bilinear form BH is defined as
BH(vH , wH) =
∑
K∈TH
J∑
j=1
ωKjb
0
K(xKj )∂xvH(xKj )∂xwH(xKj ),
and is positive semidefinite and bounded, i.e., for any vH , wH ∈ VH(Ω),
BH(vH , vH) ≥ 0, BH(vH , wH) ≤ C‖∂xvH‖L2(Ω)‖∂xwH‖L2(Ω), (3.22)
where C is a constant independent of H.
Remark 3.4. We emphasize that although b0K(xKj ) depends on ε the product (·, ·)M does
not. In fact, ψh,Kj is an approximation of εχ(xKj ,
·
ε ), where χ is defined in (3.2) (see the proof of
Lemma 3.12 for details). Hence, assuming δ = ε, we have via the change of variable x = εy
b0K(xKj ) = ε
−2|Kδj |−1
∫
Kδj
(
ψh,Kj (x)
)2
dx ≈ |Y |−1
∫
Y
(
χ(xKj , y)
)2
dy = b0(xKj ),
where b0(x) is defined in (3.3). Consequently, BH is obtained from B
0 by approximating the integral
with numerical quadrature and approximating b0(xKj ) with b
0
K(xKj ).
Remark 3.5. As a consequence of Lemmas 3.2 and 3.3, problem (3.13) is equivalent to a regular
second order ordinary differential equation. Therefore, existence and uniqueness of a solution of
(3.13) is given by classical theory for ordinary differential equations [18] and the FE-HMM-L is
well-posed. Furthermore, the solution uH satisfies the regularity uH ∈ L∞(0, T ε;Wper(Ω)), ∂tuH ∈
L∞(0, T ε; L20(Ω)).
3.4. A priori analysis of the FE-HMM-L. Let us first comment our analysis. Let u¯H
be the FEM approximation in VH(Ω) of u¯. Proceeding similarly as in [11], we can obtain optimal
a priori estimates for eFE = ‖u¯ − u¯H‖ in both the H1 and the L2 norms. Our purpose is not to
analyse eFE, but to estimate eHMM = ‖u¯H − uH‖, the error generated by the upscaling procedure.
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However, in order to have regularity assumptions on u¯ (and not on u¯H), we have to proceed to the
“full analysis” and estimate ‖u¯− uH‖.
Recall that ℓ is the degree of the macro finite element space VH(Ω). Let IH be an interpolation
operator such that for v ∈Wper(Ω) ∩ Hs+1(Ω) where 1 ≤ s ≤ ℓ,( ∑
K∈TH
‖v − IHv‖2Hm(K)
)1/2
≤ CHs+1−m‖v‖Hs+1(Ω) 0 ≤ m ≤ s+ 1, (3.23)
where C is a constant independent of H and v. For example, IH can be the nodal interpolation
operator introduced in [15]. The following a priori error estimates for the FE-HMM-L are our
second main result. We start with an L∞(H1) estimate.
Theorem 3.6. Assume that δ satisfies δ/ε ∈ N>0, that the micro mesh size is h ≤ ε and that the
degree of the micro finite element space is q = 1. Furthermore, assume that the tensor aε ∈W1,∞(Ω)
is collocated in the slow variable, i.e. for all (K, j) ∈ TH × {1, . . . , J}, aε(x) = a
(
xKj ,
x
ε
)
for a.e.
x ∈ Kδj. Finally, assume that a0, b0 ∈ Wℓ,∞(Ω) and ∂kt u¯ ∈ L∞(0, T ε; Hℓ+1(Ω)) for 0 ≤ k ≤ 4.
Then, the error e = u¯− uH satisfies the estimate
‖∂te‖L∞(0,T ε;L2(Ω)) + ‖e‖L∞(0,T ε;H1(Ω)) ≤ C1
(
h/ε2
)2
+ eFEH1 , (3.24)
where eFEH1 is the standard FEM error estimate,
eFEH1 ≤ C2
(‖g1 − g1H‖L2(Ω) + ε‖g1 − g1H‖H1(Ω) + ‖g0 − g0H‖H1(Ω) +Hℓ),
C1 = C˜1
∑4
k=0‖∂kt u¯‖L∞(Hℓ+1) and C2 = C˜2
∑4
k=0‖∂kt u¯‖L1(Hℓ+1) with C˜1, C˜2 independent of H, h, ε
and δ.
The next result is an L∞(L2) estimate.
Theorem 3.7. As in Theorem 3.6, assume that h ≤ ε, q = 1 and aε(x) = a(xKj , xε
)
for a.e.
x ∈ Kδj. Furthermore, assume that ∂kt u¯ ∈ L∞(0, T ε; Hℓ+1(Ω)) for 0 ≤ k ≤ 3, g1H = IHg1 and
a0 ∈Wℓ+1,∞(Ω). Then, e = u¯− uH satisfies the estimate
‖e‖L∞(0,T ε;L2(Ω)) ≤ C1
(
h/ε2
)2
+ eFEL2 , (3.25)
where eFEL2 is the standard FEM error estimate,
eFEL2 ≤ C2
(‖g0 − g0H‖L2(Ω) + ε‖g0 − g0H‖H1(Ω) +Hℓ+1 + εHℓ),
C1 = C˜1
∑3
k=0‖∂kt u¯‖L∞(Hℓ+1) and C2 = C˜2
∑3
k=0‖∂kt u¯‖L1(Hℓ+1) with C˜1, C˜2 independent of H, h, ε
and δ.
Combining now Theorems 2.1 and 3.7 we obtain the following estimate for the error between
uε the solution of (1.1) and uH the solution of the FE-HMM-L.
Corollary 3.8. Assume that the tensor aε(x) = a
(
x
ε
)
is periodic with a ∈ W1,∞(Ω) and
f = 0. Also, assume that g0H = IHg
0, g1H = IHg
1 and let the settings of the FE-HMM-L be such
that δ/ε ∈ N>0, h ≤ ε, q = 1 and ℓ = 1. Finally assume that the following regularity holds
g0 ∈ H4(Ω), g1 ∈ H3(Ω), ∂kt u¯ ∈ L∞(0, T ε; H5−k(Ω)) 0 ≤ k ≤ 3.
Then, we have the following estimate
‖uε − uH‖L∞(0,T ε;L2(Ω)) ≤ C1
(
ε+
(
h/ε2
)2)
+ C2
(
H2 + εH
)
,
where C1 = C˜1
∑3
k=0‖∂kt u¯‖L∞(H5−k) and C2 = C˜2
∑3
k=0‖∂kt u¯‖L1(H2) with C˜1, C˜2 independent of H,
h, ε and δ.
3.5. Proof of the a priori error estimates. The proofs of Theorems 3.6 and 3.7 are
divided into four Lemmas. We split the error u¯H − uH as
u¯− uH = (u¯− πH u¯)− (uH − πH u¯) = η − ζH , (3.26)
where πH u¯ is the elliptic projection defined below. We first provide a priori estimates for η and ζH
in Lemmas 3.9, 3.10 and 3.11. We then quantify the error made at the micro level by the FEM and
the error coming from the upscaling procedure of the FE-HMM-L in Lemma 3.12.
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In the whole proof, c and C represent generic constants independent of H , h, ε, δ, u¯, ea0 ,
eb0 (defined below). Hypothesis (3.11) ensures that ‖vH‖H = (vH , vH)1/2H is a norm on VH(Ω),
equivalent to the L2 norm independently of H . Hence, using the result of Lemma 3.3, the norm
‖vH‖Q = (vH , vH)1/2Q (where (·, ·)Q is defined in (3.15)) satisfies
c‖vH‖L2 ≤ ‖vH‖Q ≤ C
(‖vH‖L2 + ε‖vH‖H1). (3.27)
Let us introduce the following bilinear forms, for vH , wH ∈ VH(Ω),
A0H(vH , wH) =
∑
K∈TH
J∑
j=1
ωKja
0(xKj )∂xvH(xKj )∂xwH(xKj ),
B0H(vH , wH) =
∑
K∈TH
J∑
j=1
ωKj b
0(xKj )∂xvH(xKj )∂xwH(xKj ).
where a0(x), b0(x) are the exact tensors defined in (3.3). Furthermore, we define the following inner
product in VH(Ω), (vH , wH)Q0 = (vH , wH)H + ε
2B0H(vH , wH). The HMM errors are defined as
ea0 = sup
K∈TH ,1≤j≤J
|a0(xKj )− a0K(xKj )|, eb0 = sup
K∈TH ,1≤j≤J
ε2|b0(xKj )− b0K(xKj )|,
where a0K(xKj ), b
0
K(xKj ) are defined in (3.20). Using Lemmas 3.2 and 3.3, we verify that for any
vH , wH ∈ VH(Ω),
|AH(vH , wH)−A0H(vH , wH)| ≤ ea0‖∂xvH‖L2‖∂xwH‖L2 ,
ε2|BH(vH , wH)−B0H(vH , wH)| ≤ eb0‖∂xvH‖L2‖∂xwH‖L2 .
(3.28)
Finally, the broken norm on VH(Ω) is defined as ‖vH‖H¯k(Ω) =
(∑
K∈TH
‖vH‖2Hk(K)
)1/2
. Thanks
to assumptions (3.10) and (3.11) and provided sufficient regularity of a0, b0, we have the following
estimates for the numerical integration errors (see [15, 31]) :
|A0(vH , wH)−A0H(vH , wH)| ≤ CHℓ+µ‖a0‖Wℓ+µ,∞‖vH‖H¯ℓ+1‖wH‖H¯1+µ ,
|A0(vH , wH)−A0H(vH , wH)| ≤ CH‖a0‖W1,∞‖vH‖H1‖wH‖H1 ,
|B0(vH , wH)−B0H(vH , wH)| ≤ CHℓ‖b0‖Wℓ,∞‖vH‖H¯ℓ+1‖wH‖H¯1 ,
|(vH , wH)L2 − (vH , wH)H | ≤ CHℓ+µ‖vH‖H¯ℓ+1‖wH‖H¯1+µ ,
(3.29)
for any vH , wH ∈ VH(Ω) and µ = 0, 1 (A0, B0 are defined in (3.6)). In what follows, we will use the
following estimates for v ∈ Hℓ+1(Ω) ∩Wper(Ω) and wH ∈ VH(Ω), µ = 0, 1,
|A0(v, wH)−AH(IHv, wH)| ≤ C
(
ea0‖v‖H1 +Hℓ+µ‖v‖Hℓ+1
)‖wH‖H¯1+µ ,
|(v, wH)S − (IHv, wH)Q| ≤ C
(
eb0‖v‖H1 + (Hℓ+µ + ε2Hℓ)‖v‖Hℓ+1
)‖wH‖H¯1+µ , (3.30)
where (·, ·)S is defined in (3.7). They are obtained by combining the triangle inequality, (3.23),
(3.28) and (3.29).
Define now the elliptic projection πH u¯ : [0, T
ε]→ VH(Ω) of the function u¯, solution of
AH
(
πH u¯(t), vH
)
=
(
f(t), vH
)
L2
− (IH∂2t u¯(t), vH)Q ∀vH ∈ VH(Ω) for a.e. t ∈ [0, T ε]. (3.31)
As AH is elliptic and bounded πH u¯(t) exists and is unique for a.e. t ∈ [0, T ε]. Furthermore, using
(3.8) we have
(
f(t), vH
)
L2
= A0
(
u¯(t), vH
)
+
(
∂2t u¯(t), vH
)
S
and we obtain the estimate
‖πH u¯(t)‖H1 ≤ C
(‖u¯(t)‖H1 + ‖∂2t u¯(t)‖H1) for a.e. t ∈ [0, T ε]. (3.32)
Hence, provided ∂2t u¯ ∈ L∞(0, T ε; H1(Ω)), we get πH u¯ ∈ L∞(0, T ε; H1(Ω)).
Lemma 3.9. Assume that for 1 ≤ p ≤ ∞, ∂kt u¯, ∂k+2t u¯ ∈ Lp(0, T ε; Hℓ+1(Ω)) for k ≥ 0.
Then, ∂kt πH u¯ ∈ Lp(0, T ε; H1(Ω)) and provided a0, b0 ∈ Wℓ,∞(Ω), the following estimate holds for
η = u¯− πH u¯,
‖IH∂kt η‖Lp(H1) + ‖∂kt η‖Lp(H1) ≤C
((
ea0 + eb0
)(‖∂kt u¯‖Lp(H1) + ‖∂k+2t u¯‖Lp(H1))
+Hℓ
(‖∂kt u¯‖Lp(Hℓ+1) + ‖∂k+2t u¯‖Lp(Hℓ+1))
)
. (3.33)
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If in addition we assume a0 ∈Wℓ+1,∞(Ω), then
‖IH∂kt η‖Lp(L2) + ‖∂kt η‖Lp(L2) ≤ C
(
(1 + ea0)(ea0 + eb0) +H
ℓ+1 + ε2Hℓ
)
× (‖∂kt u¯‖Lp(Hℓ+1) + ‖∂k+2t u¯‖Lp(Hℓ+1)). (3.34)
Proof. First, as the forms A0, (., .)S , AH and (., .)Q are time independent, the time differenti-
ation of equations (3.31) and (3.8) yields, similarly to (3.32), the estimate
‖∂kt πH u¯(t)‖H1 ≤ C
(‖∂kt u¯(t)‖H1 + ‖∂k+2t u¯(t)‖H1) for a.e. t ∈ [0, T ε].
Hence in view of the assumption on ∂kt u¯, ∂
k+2
t u¯ we obtain ∂
k
t πu¯H ∈ Lp(0, T ε; H1(Ω)). Second, we
prove estimates (3.33) and (3.34) for k = 0. The proof for k > 0 is obtained in the same way by
differentiating equations (3.31) and (3.8). Using (3.31) and (3.8) we have almost everywhere in
[0, T ε],
AH
(
IHη, vH
)
= AH
(
IH u¯, vH
)−A0(u¯, vH)+ (∂2t u¯, vH)S −
(
IH∂
2
t u¯, vH
)
Q
.
We make use of (3.30) to obtain for a.e t ∈ [0, T ε],
AH
(
IHη(t), vH
) ≤ C((ea0 + eb0)
∑
k=0,2
‖∂kt u¯(t)‖H1 +Hℓ
∑
k=0,2
‖∂kt u¯(t)‖Hℓ+1
)
‖vH‖H1 .
Letting now vH = IHη(t), using the ellipticity of AH and taking the L
p norm with respect to t, we
obtain
‖IHη‖Lp(H1) ≤ C
((
ea0 + eb0
) ∑
k=0,2
‖∂kt u¯‖Lp(H1)
)
+Hℓ
∑
k=0,2
‖∂kt u¯‖Lp(Hℓ+1)
)
.
Note that η = u¯− IH u¯+ IHη and ‖u¯− IH u¯‖Lp(H1) ≤ CHℓ‖u¯‖Lp(Hℓ+1) and we have proved estimate
(3.33) for k = 0. To prove (3.34), we use a standard Aubin–Nitsche argument. For a.e. t ∈ [0, T ε],
note that ‖η(t)‖L2 = supg∈L2(Ω) ‖g‖−1L2
∣∣(η(t), g)
L2
∣∣. Let now g ∈ L2(Ω) and define ψg as the solution
of the elliptic problem A0(v, ϕg) = (g, v)L2 ∀v ∈Wper(Ω). The regularity of a0 and the polygonal
domain ensure that ‖ϕg‖H2 ≤ C‖g‖L2 (see [26]). Using (3.31) and (3.8), we verify that
A0
(
η(t), ϕg
)
=A0
(
η(t), ϕg − vH
)
+
(
IH∂
2
t u¯(t), vH
)
Q
− (∂2t u¯(t), vH)S
+AH
(
πH u¯(t), vH
)−A0(πH u¯(t), vH), (3.35)
for any vH ∈ VH(Ω) and a.e. t. Note that we can rewrite the last two terms as
AH
(
πH u¯(t), vH
)− A0(πH u¯(t), vH) =A0(IHη(t), vH)−AH(IHη(t), vH)
+AH
(
IH u¯(t), vH
)−A0(IH u¯(t), vH).
Hence, using the triangle inequality and (3.23), (3.28) and (3.29), we have∣∣AH(πH u¯(t), vH)−A0(πH u¯(t), vH)∣∣ ≤ C((ea0 +H)‖IHη(t)‖H1 + (ea0 +Hℓ+1)‖u¯(t)‖Hℓ+1)‖vH‖H¯2 .
Now, as (η(t), g)L2 = A
0(η(t), ϕg), from (3.35) with vH = IHϕg, we use estimates (3.23) and (3.30)
to obtain for a.e. t∣∣(η(t), g)
L2
∣∣ ≤ C(H‖η(t)‖H1 + (ea0 +H)‖IHη(t)‖H1 + (ea0 +Hℓ+1)‖u¯(t)‖Hℓ+1
+ eb0‖∂2t u¯(t)‖H1 + (Hℓ+1 + ε2Hℓ)‖∂2t u¯(t)‖Hℓ+1
)
‖ϕg‖H2 .
Hence, as ‖η(t)‖L2 ≤ ‖g‖−1L2
∣∣(η(t), g)
L2
∣∣ and recalling that ‖ϕg‖H2 ≤ C‖g‖L2 , we obtain a bound
for ‖η(t)‖L2 . Taking the Lp norm with respect to t and using estimate (3.33), we obtain
‖η‖Lp(L2) ≤ C
(
(1 + ea0 +H)
(
ea0 + eb0) + ea0H
ℓ +Hℓ+1 + ε2Hℓ
) ∑
k=0,2
‖∂kt u¯‖Lp(Hℓ+1),
which yields estimate (3.34) for ‖η‖Lp(L2). Finally, note that ‖IHη‖Lp(L2) ≤ ‖u¯ − IH u¯‖Lp(L2) +
‖η‖Lp(L2) and use (3.23) to obtain (3.34) for k = 0. That ends the proof of Lemma 3.9.
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Lemma 3.10. The following estimate holds for ζH = uH − πH u¯,
‖∂tζH‖L∞(L2) + ‖ζH‖L∞(H1) ≤C
(
edataH1 + ‖η‖L∞(H1) + ‖∂tη‖L∞(L2) + ε‖∂tη‖L∞(H1)
+ ‖IH∂2t η‖L1(L2) + ε‖IH∂2t η‖L1(H1)
)
, (3.36)
where edataH1 = ‖g0 − g0H‖H1 + ‖g1 − g1H‖H1 + ε‖g1 − g1H‖L2 .
Proof. Using equations (3.13) and (3.31), we verify that for any vH ∈ VH(Ω) and a.e. t ∈ [0, T ε]
it holds (
∂2t ζH(t), vH
)
Q
+AH
(
ζH(t), vH
)
=
(
IH∂
2
t η(t), vH
)
Q
. (3.37)
Set vH = ∂tζH(t) and use the symmetry of the forms (·, ·)Q and AH to get for a.e. t
1
2
d
dt
(
‖∂tζH(t)‖2Q +AH
(
ζH(t), ζH(t)
))
=
(
IH∂
2
t η(t), ∂tζH(t)
)
Q
.
Setting EHζH(t) = ‖∂tζH(t)‖2Q +AH
(
ζH(t), ζH(t)
)
, we integrate this equality and get
EHζH(ξ) = EHζH(0) + 2
∫
0
ξ(
IH∂
2
t η(t), ∂tζH(t)
)
Q
dt ∀ξ ∈ [0, T ε]. (3.38)
We apply now Cauchy–Schwartz, Ho¨lder and Young inequalities to bound the second term of the
right hand side of (3.38) as
2
∫
0
ξ(
IH∂
2
t η(t), ∂tζH(t)
)
Q
dt ≤ 2‖IH∂2t η‖2L1(Q) + 12‖∂tζH‖2L∞(Q). (3.39)
As AH
(
ζH(ξ), ζH(ξ)
) ≥ 0, combining (3.38) and (3.39) and taking the L∞ norm with respect to ξ,
we obtain the estimate 12‖∂tζH‖2L∞(Q) ≤ EHζH(0) + 2‖IH∂2t η‖2L1(Q). A similar bound can then be
deduced for ‖ζH‖2L∞(H1) from (3.38), (3.39) and the ellipticity of AH . Then, using the boundedness
of AH , we obtain
1
2‖∂tζH‖2L∞(Q) + λ‖ζH‖2L∞(H1) ≤ ‖∂tζH(0)‖2Q + Λ2/λ‖ζH(0)‖2H1 + 2‖IH∂2t η‖2L1(Q).
The first two terms satisfy (recall the splitting of the error (3.26))
‖∂tζH(0)‖Q ≤ ‖g1H − g1‖Q + ‖∂tη(0)‖Q ≤ ‖g1H − g1‖Q + ‖∂tη‖L∞(Q),
‖ζH(0)‖H1 ≤ ‖g0H − g0‖H1 + ‖η(0)‖H1 ≤ ‖g0H − g0‖H1 + ‖η‖L∞(H1).
Finally, we make use of (3.27) to obtain estimate (3.36) and that concludes the proof of Lemma
3.10.
Lemma 3.11. If we assume that g1H = IHg
1, then ζH = uH − πH u¯ satisfies
‖ζH‖L∞(L2) ≤ C
(
edataL2 + ‖η‖L∞(L2) + ε‖η‖L∞(H1) + ‖IH∂tη‖L1(L2) + ε‖IH∂tη‖L1(H1)
)
, (3.40)
where edataL2 = ‖g0 − g0H‖L2 + ε‖g0 − g0H‖H1 .
Proof. Rewriting (3.37) with vH = wH(t), where wH ∈ H1(0, T ε;VH(Ω)), we have almost
everywhere in [0, T ε]
−(∂tζH , ∂twH)Q +AH
(
ζH , wH
)
= ddt
(
∂t(IHη − ζH), wH
)
Q
− (∂tIHη, ∂twH)Q.
For ξ ∈ [0, T ε], we define wˆH(t) =
∫ ξ
t ζH(τ)dτ , which satisfies wˆH ∈ H1(0, T ε;VH(Ω)), wˆH(ξ) = 0
and ∂twˆH = −ζH . We set wH = wˆH in the previous equality and thanks to the symmetry of the
forms AH , (·, ·)Q we get almost everywhere in [0, T ε]
1
2
d
dt
(
‖ζH‖2Q +AH
(
wˆH , wˆH
))
= ddt
(
∂t(IHη − ζH), wˆH
)
Q
+
(
IH∂tη, ζH
)
Q
.
Recalling that by assumption ∂t(IHη− ζH)(0) = IHg1− g1H = 0, we integrate over [0, ξ] and obtain
for all ξ ∈ [0, T ε],
‖ζH(ξ)‖2Q +AH
(
wˆH(0), wˆH(0)
)
= ‖ζH(0)‖2Q + 2
∫
0
ξ(
IH∂tη(t), ζH(t)
)
Q
dt. (3.41)
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As AH is elliptic, note that AH(wˆH(0), wˆH(0)) ≥ 0. The first term of the right hand side is bounded
using the triangle inequality as ‖ζH(0)‖Q ≤ ‖g0 − g0H‖Q + ‖η‖L∞(Q) and the second is bounded
using Cauchy–Schwarz, Ho¨lder and Young inequality as
2
∫
0
ξ(
IH∂tη(t), ζH(t)
)
Q
dt ≤ 2‖IH∂tη‖2L1(Q) + 12‖ζH‖2L∞(Q).
Now, taking the L∞ norm with respect to ξ in (3.41) and recalling (3.27), we obtain estimate (3.40)
and the proof of Lemma 3.11 is complete.
Lemma 3.12. Under the hypotheses of Theorem 3.6, ea0 and eb0 satisfy
ea0 ≤ C(h/ε)2, eb0 ≤ Cε(h/ε)2. (3.42)
Proof. The proof of the estimate for ea0 can be found in [1]. We prove here the estimate for eb0
in a similar way. For (K, j) ∈ TH × {1, . . . , J}, we introduce the exact solution of the cell problem
in Kδj : ψKj ∈Wper(Kδj) is the solution of(
aε(x)∂xψKj , ∂xz
)
L2(Kδj)
= −(aε(x), ∂xz)L2(Kδj) ∀z ∈Wper(Kδj). (3.43)
We define b¯0K(xKj ) = ε
−2〈ψ2Kj 〉Kδj and split eb0 as eb0 ≤ e
mod
b0 + e
mic
b0 where
emodb0 = sup
K,j
ε2
∣∣b0(xKj )− b¯0K(xKj )
∣∣, emicb0 = sup
K,j
ε2
∣∣b¯0K(xKj )− b0K(xKj )
∣∣.
We show that : (i) emodb0 = 0 and (ii) e
mic
b0 ≤ Cε
(
h/ε
)2
. Fix (K, j) ∈ TH × {1, . . . , J} and write
n = δε ∈ N>0, Knε = Kδj , xK = xKj , ψ = ψKj , ψh = ψh,Kj , b0 = b0(xKj ), and similarly for b¯0K
and b0K . We verify that for any z ∈Wper(Knε),(
a
(
xK ,
x
ε
)(
∂x
(
εχ(xK ,
x
ε )
)
+ 1
)
, ∂xz
)
L2(Knε)
= 0. (3.44)
In order to do this, we split the integral over Knε into n integral over sub-cells of size ε|Y |, make
the change of variable x = εy and use the equation for χ (3.2). We conclude from (3.44) that
ψ(x) = εχ
(
xK ,
x
ε
)
a.e. on Knε. Similarly we show that
b¯0K = (nε)
−1|Y |−1
∫
Knε
(
χ
(
xK ,
x
ε
))2
dx = (nε)−1|Y |−1
n∑
k=1
∫
Y
(
χ(xK , y)
)2
εdy = b0,
and that proves (i). We now show (ii). First, as aε ∈ W1,∞(Ω) and |aε|W1,∞(Ω) ≤ Cε−1, elliptic
H2-regularity ensures that |ψ|H2(Kδ) ≤ Cε−1|Kδ|1/2. Hence,
‖ψ − ψh‖L2(Kδ) ≤ Ch2|ψ|H2(Kδ) ≤ Ch2ε−1|Kδ|1/2. (3.45)
We then evaluate |Kδ|ε2
∣∣b¯0K − b0K
∣∣ = ∣∣‖ψ‖2L2(Kδ) − ‖ψh‖2L2(Kδ)
∣∣ as
|Kδ|ε2
∣∣b¯0K − b0K∣∣ ≤ ‖ψ − ψh‖L2(Kδ)(2‖ψ‖L2(Kδ) + ‖ψ − ψh‖L2(Kδ)),
and using (3.45), we obtain
|Kδ|ε2|b¯0K − b0K | ≤ Cε
(
h/ε
)2|Kδ|1/2
(
‖ψ‖L2(Kδ) + ε
(
h/ε
)2|Kδ|1/2
)
.
As we are in dimension 1, ψ ∈ L∞(Kδ) and ‖ψ‖L2(Kδ) ≤ |Kδ|1/2‖ψ‖L∞(Kδ), hence,
|Kδ|ε2|b¯0K − b0K | ≤ C|Kδ|
(
ε
(
h/ε
)2
+ ε2
(
h/ε
)4)
.
As we assume h ≤ ε, that proves (ii) and the proof of Lemma 3.12 is complete.
Proof of Theorem 3.6. Let e = u¯ − uH and denote the norm ‖v‖ = ‖∂tv‖L∞(L2) + ‖v‖L∞(H1).
Recalling the splitting (3.26), we apply the triangle inequality and Lemma 3.10 and obtain
‖e‖ ≤ ‖η‖+ ‖ζH‖ ≤ C
(
edataH1 + ‖η‖L∞(H1) + ‖∂tη‖L∞(H1) + ‖IH∂2t η‖L1(H1)
)
. (3.46)
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Let us focus on the last term of the right hand side. Using Lemma 3.9 and Ho¨lder inequality, we
have the bound
‖IH∂2t η‖L1(H1) ≤ C
(
ε−2(ea0 + eb0)
∑
k=2,4‖∂kt u¯‖L∞(H1) + CHℓ
∑
k=2,4‖∂kt u¯‖L1(Hℓ+1)
)
. (3.47)
The second term of the right hand side of (3.47) is part of the FEM error eFEH1 . For the first term,
Lemma 3.12 ensures that ε−2(ea0 + eb0) ≤ C(h/ε2)2. Finally, applying Lemma 3.9 on the other
terms of (3.46), we obtain estimate (3.24) and the proof of Theorem 3.6 is complete.
Proof of Theorem 3.7. First, note that as we assume h ≤ ε Lemma 3.12 ensures that (1 +
ea0)(ea0 + eb0) ≤ C(h/ε)2. The rest of the proof follows the same line as for Theorem 3.6 : Using
the triangle and Ho¨lder inequalities and Lemma 3.11, we obtain
‖e‖L∞(L2) ≤ C
(
edataL2 + ‖η‖L∞(L2) + ε‖η‖L∞(H1) + ‖IH∂tη‖L1(L2) + ε‖IH∂tη‖L1(H1)
)
≤ Cε−2(h/ε)2∑3k=0‖∂kt u¯‖L∞(Hℓ+1) + eFEL2 .
That proves estimate (3.25) and the proof of Theorem 3.7 is complete.
4. Numerical experiments. This section is divided in two parts. First, we verify through
several examples that the a priori estimate from Theorem 3.7 is sharp. Second, we illustrate the
result of Theorem 2.1 for various examples. Furthermore, we show that in practice the result still
holds in the case of Dirichlet boundary conditions and for a locally periodic tensor. Let us define
the data for the model problem as :
Ω = (−1, 1), Y = (−1/2, 1/2),
f = 0, g0(x) = e−x
2/0.05 − 〈e−x2/0.05〉
Ω
, g1 = 0.
(4.1)
4.1. Convergence of the FE-HMM-L to the effective solution. We verify here that
the term (h/ε2)2 in the estimate (3.25) of Theorem 3.7 is sharp. Let the data be as in the model
problem (4.1) and define the oscillatory periodic tensor as
aε(x) = a
(
x
ε
)
=
√
2 + sin
(
π
(
2xε − 1/2
))
, (4.2)
where we choose ε = 1/10. The homogenized tensor is given by a0 =
〈
1/a(y)
〉−1
Y
= 1 and the
solution of the single cell problem can be computed as χ(y) = 1π atan
(
(1 +
√
2) tan(πy)
)− y +C0,
where C0 ensures 〈χ〉Y = 0. Consequently, b0 can be approximated accurately as b0 = 〈χ2〉Y =
0.00909633. We partition Ω in a macro mesh of size H = 2−6 and choose a P4 macro finite element
method (i.e. ℓ = 4) so that the micro error term (h/ε2)2 dominates in estimate (3.25). The setting
at the micro scale of the FE-HMM-L are set as δ = ε, q = 1 and we define the size of the mesh
at iteration n as hn = ε/2
n+1. The reference solution u¯ is computed with P4-FEM on a mesh of
size Href = 2
−7. We use a leap-frog scheme for the time discretization with ∆t = Href/50, which
ensures stability and a negligible time discretization error. For n = 1, . . . , 12, we compute u¯ and
uH on the time interval [0, ε
−2] = [0, 100]. The obtained error ‖u¯ − uH‖L∞(L2) is reported in the
left plot of Figure 4.1, where we observe that it converges with rate 2, as predicted by Theorem 3.7.
We perform the same experiment with homogeneous Dirichlet boundary conditions instead of
periodic (g0 must be replaced by g0 + c ∈ H10(Ω), c ∈ R). We observe in the center plot of Figure
4.1 that the result of Theorem 3.7 also holds in this case.
We consider now the locally periodic tensor
aε(x) = a
(
x, xε
)
= 12 +
1
6
(
sin(2πx) + sin
(
2π xε
))
, (4.3)
where we set ε = 1/10. Note that a0(x) and χ(x, y) can be computed analytically and hence b0(x)
can be approximated very accurately. The right plot of Figure 4.1 shows that in this case again the
error converges with rate 2, as predicted by Theorem 3.7.
4.2. Dispersion and Boussinesq corrections. In this section, we first illustrate the fact
that the family of effective equations analysed in Theorem 2.1 captures the long time dispersive
effects of uε, while the homogenized solution u0 does not. Second, we compare uε and u¯ in the cases
of Dirichlet boundary conditions and a locally periodic tensor. Finally, we show that for even longer
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Fig. 4.1. Log-log plot of ‖u¯−uH‖L∞(L2) for the following settings (from left to right) : tensor (4.2), periodic
b.c. ; tensor (4.2), homogeneous Dirichlet b.c. ; tensor (4.3), periodic b.c.
times T ε = O(ε3) additional dispersion effects appear in uε which are not captured by u¯. Note
that u¯ always represents the solution of (3.5), i.e., the effective equation with the normalization
〈χ〉Y = 0.
We set the data as in the model problem (4.1) with periodic boundary conditions and pick
the oscillatory periodic tensor given by (4.2), where we choose ε = 1/20 (a0 and b0 are given in
Section 4.1). We compute reference approximations of uε, u0 and u¯ with P1-FEM, on a mesh of
size H = ε/25. The leap frog scheme is used for the time integration with a time step ∆t = H/50.
We first compare uε and u0. Observe in Figure 4.2 that as the time increases, dispersion effects
appear in the macro behaviour of uε, while it does not appear in u0. As expected, u0 describes well
the macro behaviour of uε at short times (t = 20 = ε−1), while at long time it does not capture all
its features. Next, we compare uε with u¯. In Figure 4.3, we observe that the dispersion effects of
uε are accurately captured by u¯ even for a long time T ε = ε−2 = 400, as predicted by Theorem 2.1.
For the same data, we compute the solutions u˜〈χ〉 of (2.4) for several values of 〈χ〉 in [0, 0.6].
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Fig. 4.2. Comparison between the fine scale solution uε and the homogenized solution u0 (tensor (4.2),
periodic b.c.).
As (2.4) involves a 4th order differential operator in space, u˜〈χ〉 is approximated using C1-FEM on
a mesh of size H = ε/16. On Figure 4.4, we display uε, u0, u¯ and u˜〈χ〉 at t = 400 = ε
−2 (each color
corresponds to a particular 〈χ〉). The result of Theorem 2.1 is verified : all the u˜〈χ〉 and u¯ captures
the long time dispersive effects of uε.
Consider now the same problem but with homogeneous Dirichlet boundary conditions (instead
of periodic). Even though this setting does not verify the hypotheses of Theorem 2.1, we verify for
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Fig. 4.3. Comparison between the fine scale solution uε and the Boussinesq solution u¯ (tensor (4.2), periodic
b.c.).
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Fig. 4.4. Comparison between the fine scale solution uε, the homogenized solution u0 and the Boussinesq
solutions u˜〈χ〉 (equation (2.4)) for 〈χ〉 ∈ [0, 0.6] (tensor (4.2), periodic b.c.).
this example in Figure 4.5 that at times O(ε−2), u¯ captures the dispersive effects of uε, while u0
does not.
We consider now the locally periodic tensor (4.3) where we set ε = 1/20 and the model problem
(4.1) with periodic boundary conditions. In Figure 4.6, we observe that the result of Theorem 2.1
is still verified numerically for this example.
In the last experiment, we show that the ε2-order operator of the effective equation (3.5) is not
sufficient for times O(ε−3) or greater. Set the data as (4.1) with periodic boundary conditions and
pick the tensor (4.2) with ε = 1/20. In Figure 4.7, we can see that at t = 2000 > ε2.5, dispersion
effects that are not captured by u¯ are visible. At t = 7900 ∼ ε−3, these effects are even more
pronounced. It seems likely that at times O(ε−3), an additional correction operator is required in
the effective equation in order to fully capture the dispersive effects.
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