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Abstract
Recently, end-to-end convolutional neural networks have
achieved remarkable success in disparity estimation tasks.
However, these neural networks usually have difficulty in
finding correct correspondences in ill-posed regions, such as
texture-less areas, edge details, and small objects. This pa-
per proposes an atrous granular multi-scale network based
on depth edge subnetwork(Dedge-AGMNet) to overcome the
difficulty above. This work has the following contributions.
On one hand, the devised depth edge subnetwork provides the
geometric knowledge and depth edge constraints. To incor-
porate the depth edge cues efficiently, the depth edge-spatial
pyramid pooling(Dedge-SPP) module fuses the depth edge
features to the disparity estimation branch. And the loss func-
tions are proposed respectively for supervised and unsuper-
vised tasks, which can improve the adaptability of the depth
edge auxiliary network. On the other, the designed granular
convolution is very suitable for constructing the atrous gran-
ular multi-scale (AGM) module. AGM module could capture
multi-scale context information that requires fewer parame-
ters and consumes fewer computational resources. In sum-
mary,the depth edge cues and multi-scale context informa-
tion are both beneficial to explore potential corresponding
points in ill-posed regions. Integrating the ranks of different
stereo datasets, our network outperforms other stereo match-
ing networks and shows very strong robustness for different
environments. The Dedge-AGMNet advances state-of-the-art
performances on the Sceneflow, KITTI 2012 and KITTI 2015
benchmark datasets.
1.Introduction
Visual perception is a fundamental problem that focuses on
the capability to obtain accurate results in a 3D scene. Depth
estimation is an important part of perception, which has
various essential applications, such as autonomous driving,
dense reconstruction, and robot navigation. As a type of pas-
sive depth sensing techniques, stereo matching estimates the
disparity from rectified image pairs.
The classical pipeline for disparity estimation involves
the finding corresponding points based on mating cost and
post-processing. With the development of deep learning,
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learning-based methods acquire cues from classical ones,
and are embedded in different modules that attempt to obtain
a better result. However, because of the discontinuous infer-
ence process and the shallow features, the early CNN-based
methods capture a terrible performance in ill-posed regions.
Currently, The end-to-end disparity estimation network is to
alleviate those disadvantages.
However, even the state-of-the-art networks still have dif-
ficulty finding the corresponding matching points in ill-
posed regions. Currently, there are two main methods ex-
isting to optimize the networks in these regions. The first
approach captures the additional features and constraints us-
ing auxiliary networks (Yang et al. 2018a; Song et al. 2019;
Du, El-Khamy, and Lee 2019), such as semantic segmenta-
tion and edge detection subnetworks. However, the seman-
tic segmentation tasks meet the problem similar to dispar-
ity estimation. And the classical edge information contains
a large number of noise edges, such as inner patterns. These
noise edges cause disparity estimation misjudgments. Sec-
ondly, some network utilize a set of stacked 3D convolution
modules (Chang and Chen 2018; Du, El-Khamy, and Lee
2019) or parallel structures (Chabra et al. 2019) to capture
multi-scale context information. These methods are useful
but greatly increase computational consumption and mem-
ory resources.
In view of the above problems, this paper proposes an
multi-task learning network called Dedge-AGMNet that ef-
fectively alleviates the drawbacks of both previous meth-
ods. We innovatively propose the depth edge auxiliary net-
work to capture geometric contours and provide edge con-
straints. This subnetwork re-extracts the shared features to
obtain multi-frequency information. Then, merging features
via shared concatenation to predict the depth edge. For ef-
fective multi-task interactions, we design the Dedge-SPP
that embeds the depth edge features to the stereo match-
ing subnetwork. The corresponding loss function provides
edge constraints for the feature extraction module. Com-
pared with traditional edge detection, the proposed network
substantially reducing the noise edges. The paper proposes
a novel module, called AGM module. Referring to Res2Net
(Gao et al. 2019), we extract the granular convolution for
its block and extand to the 3D presentation. Retaining the
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advantages of multi and large scale receptive fields, we con-
tribute the parallel structure to take-trade-of the running la-
tency and the scale of feature, and select the suitable param-
eters for the dilation rate to extand the receptive field. The
main contributions of this work are summarized as follows:
• We propose the multi-task learning network Dedge-
AGMNet that incorporates depth edge cues into dispar-
ity estimation pipeline. To incorporate the subnetwork ef-
ficiently, we design Dedge-SPP and propose the corre-
sponding loss functions for the supervised and unsuper-
vised tasks of the depth edge.
• The AGM module is designed to capture the multi-scale
information while requiring fewer parameters at a reduced
computational cost.
• Compared with the previous stereo matching networks,
our network shows powerful robustness and adaptability
for different datasets.
• Our method achieves state-of-the-art accuracy on the
Sceneflow dataset, KITTI 2012 and KITTI2015 stereo
benchmarks.
2.Related work
Non-end-to-end Stereo Matching Depth from stereo has
been widely studied for a long time in the literature. The
traditional stereo matching methods(Schops et al. 2017)
have been proposed for four steps: matching cost com-
putation(Zbontar, LeCun, and others 2016), cost aggrega-
tion(Luo, Schwing, and Urtasun 2016), optimization(Seki
and Pollefeys 2017), and disparity refinement. Recently,
convolutional neural networks have became popular in solv-
ing this problem. Zbontar and LeCun (Zbontar, LeCun, and
others 2016) were the first to use CNN for matching cost
computation. Luo et al.(Luo, Schwing, and Urtasun 2016)
designed a novel Siamese network to treat the computation
of matching cost as a multi-label classification, which com-
putes the inner product between the left and the right feature
maps. Seki et al.(Seki and Pollefeys 2017) raised the SGM-
Net that predicts SGM penalties for regularization.
End-to-end Stereo Matching Inspired by other pixel-
wise labeling tasks, the end-to-end neural networks have
been proposed using the fully-convolution network(Long,
Shelhamer, and Darrell 2015) for disparity estimation.
Mayer et al.(Mayer et al. 2016) designed the first end-to-
end disparity estimation network, DispNet, which utilizes
the encoder-decoder structure with short-cut connections
for second stage processing. Kendall et al.(Kendall et al.
2017) raised GCNet, a cost volume formed by concatenat-
ing the feature maps to incorporate contextual information.
This network applies the 3D encoder-decoder architecture
to regularize the cost volume. In order to find correspon-
dences in ill-posed regions, Chang and Chen(Chang and
Chen 2018) proposed the PSMNet to regularize cost vol-
ume using stacked multiple hourglass networks in conjunc-
tion with intermediate supervision.
Currently, Chabra(Chabra et al. 2019) proposed a depth
refinement architecture that helps the fusion system to pro-
duce geometrically consistent reconstructions, and utilized
3D dilated convolutions to construct hourglass architecture.
Meanwhile, Xianzhi Du et al.(Du, El-Khamy, and Lee 2019)
designed a similar construction with three atrous multi-scale
modules, while it is useful to aggregate rich multi-scale con-
textual information from cost volume. Base on the PSMNet
(Chang and Chen 2018), both of them achieved state of the
art on the different stereo datasets.
Multi-scale Features The multi-scale feature is an im-
portant factor in the pixel predicted tasks, such as seman-
tic segmentation and disparity estimation. Because ambigu-
ous pixels require a diverse range of contextual information,
ASPP(Chen et al. 2017) was designed to concatenate vari-
ous feature maps with multi-scale receptive fields. To further
quest the importance of the receptive field, Yang et al.(Yang
et al. 2018b) proposed Dense ASPP to concatenate a set of
different atrous convolutional layers in a dense way. The ap-
proach encourages feature reusing by constructing a similar
structure with the DenseNet(Huang et al. 2017). Instead of
representing the multi-scale features in a layer-wise man-
ner, Gao et al.(Gao et al. 2019) designed novel architecture,
called Res2Net. The network uses hierarchical residual-like
connections in a single block to represent it at a granu-
lar level. Controlling the same computational resources as
ResNet block, Res2Net achieved more accurate results.
Multi-task Learning network Focus on improving the
accuracy of the ill-posed regions where the single stereo
matching networks are difficult to predict. Yang et al.(Yang
et al. 2018a) proposed SegStereo to embed the semantic
features, and regularized semantic cues as the loss term.
Xianzhi Du et al.(Du, El-Khamy, and Lee 2019) utilized
foreground-background segmentation map to improve dis-
parity estimation. This paper believed that better aware-
ness of foreground object would lead to a more accurate
estimation. Song et al.(Song et al. 2018; 2019) proposed
EdgeStereo which composes a disparity estimation subnet-
work and an edge detection subnetwork. By combining the
advantages of the semantic segmentation and edge detection,
we propose the depth edge detection auxiliary network.
3.Dedge-AGMNet
The proposed Dedge-AGMNet is composed of a depth edge
detection branch and a disparity estimation branch. The
depth edge subnetwork provides geometric knowledge and
constraints without adding irrelevant edges. We also design
a more efficient 3D aggregate filtering module with granular
convolution.
3.1.Network Architecture
The structure of the proposed Dedge-AGMNet is shown in
Fig.1. The network consists of five parts, feature extraction,
depth edge prediction and embedding, cost volume con-
struction, 3D aggregation, and disparity prediction.
For the feature extraction from both subnetworks, we re-
tain the ResNet-like structure used in PSMNet(Chang and
Chen 2018) except for the downsampling operation that oc-
curs at the beginning of the network.
We present the depth edge subnetwork with correspond-
ing loss function to provide geometrical constraints for the
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Figure 1: The pipeline of the proposed atrous granular multi-scale network based on depth edge subnetwork(Dedge-AGMNet).
The blue dashed box denotes the Depth edge-Spatial pyramid pooling(Dedge-SPP). The yellow dashed box represents the
atrous granular multi-scale(AGM) module. And the green dashed box denotes the granular convolution.
shared features. In addition, instead of SPP(Chang and Chen
2018), the Dedge-SPP module is constructed so that it fuses
the information from both feature extraction and depth edge
subnetwork. The details are described in Section 3.2.
The cost volume consists of two parts: a concatenation
volume and a distance volume. We process the cost volume
with a pre-hourglass module and three stacked AGM mod-
ules. And details are described in Section3.3.
In the disparity estimation subnetwork, the three stacked
AGM modules are connected to output modules to predict
disparity maps. The details of the output modules and the
loss functions are described in Section 3.4.
3.2.Cooperation of Edge Cues
Structure of the depth edge subnetwork Without the ad-
ditional knowledge or constraints, it is difficult to find cor-
rect correspondences in ill-posed regions. The classical edge
subnetwork is beneficial, but it also captures considerable
edge noises, such as object pattern and inner edges. This
non-semantic information heavily interferes with the dis-
parity estimation. Semantic segmentation subnetworks are
commonly used, as a type of dense pixel prediction tasks,
the segmentation networks meet the problem similar to the
disparity estimation. And it has difficulty finding the correct
labels in ill-posed regions. This task is hard to explore mu-
tual learning with the disparity estimation.
Base on the above-mentioned drawbacks, we propose an
end-to-end depth edge auxiliary network. By nature, a depth
edge is a binary representation of a semantic edge. Referring
to the semantic edge network CASENet (Yu et al. 2017),
the depth edge branch adopts a similar architecture but also
contains several key modifications.
With the goal of providing geometric features for the dis-
parity estimation subnetwork, we utilize the same feature ex-
traction module for the depth edge branch and the disparity
estimation branch. And adopt the feature re-extraction mod-
ule(A1,A2,A3)(Yu et al. 2017) to compress the bottom side
features, each re-extracted features has single channel and
the identical size. The Layer5 module is similar to Layer2
structure, we add this module to capture the high-level fea-
tures, and employ the A5 module(Yu et al. 2017) to handle
top side features with K channels. Compared with bottom
features, top features shows greater importance due to more
channels. Finally, shared concatenation is applied to fuse all
the features, and then we compress and normalize the fused
features to predict the label for each pixel. The specific struc-
ture is shown in Fig.2.
The bottom features F = {F1, F2, F3} are output from
the feature re-extraction module,and the top features with K
channels are represented by F5. The shared concatenation is
as follows:
{F5(1), F, F5(2), F, ..., F5(K), F}
In contrast to CASENet, We simplify the task, making it
a binary depth edge prediction process. This approach not
only focuses on the target edge but also reduces the task
difficulty. In addition, by reducing the number of channels
of feature extraction module, the auxiliary network substan-
tially reduces the parametric redundancy and computational
consumption.
Dedge-SPP We incorporate depth edge cues via two
methods. The first is depth edge atrous spatial pyramid
pooling(Dedge-SPP). As shown in Fig.1, we fuse the fea-
tures from two branches to modify the SPP(Chang and Chen
2018). Dedge-SPP is designed to share the geometric knowl-
edge with the disparity estimation branch.
Ledge and Lsmooth Because the depth edge label is a
binary representation, for supervised tasks, we use binary
cross-entropy instead of the multi-label loss(Yu et al. 2017).
It denoted as Ledge. P (Xi;W ) and Yi denote the predicted
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Figure 2: The architecture of depth edge detection branch.
The red dashed box denotes the feature extraction module.
probability and ground-truth for the image pixel Xi.
Ledge (Xi,W ) =
{
α ∗ log(1− P (Xi;W )), if Yi = 0
β ∗ logP (Xi;W ), if Yi = 1
(1)
in which
α =
|Y +|
|Y +|+|Y −|
β =
|Y −|
|Y +|+|Y −|
(2)
where |Y +| and |Y −| represent the number of positive sam-
ples and negative samples,respectively.
For unsupervised networks, this paper proposes a depth
edge-aware smoothness loss, denoted as Lsmooth. We en-
courage it to penalize sudden depth changes in flat regions.
The previous weight smoothness regularization terms(Zbon-
tar, LeCun, and others 2016; Zhong, Dai, and Li 2017),
which are based on the image gradient, change sharply due
to various lighting conditions. Edgestereo(Yang et al. 2018b)
improves the performance based on the edge gradient, but
the results are still interfered by some non-semantic edges.
Compared with the previous methods, the depth edge gradi-
ent is more consistent with the change of the disparity map,
and Lsmooth is presented as follows:
Lsm =
1
N
∑
i,j
|∂xdi,j | e−γ|∂xξi,j |+|∂ydi,j | e−γ|∂yξi,j | (3)
whereN denotes the number of pixels, γ is the loss intensity,
∂d and ∂ξ represent the disparity and the depth edge map
gradient, respectively.
3.3 Atrous granular multi-scale module
Inspired by Res2Net(Gao et al. 2019) and ASPP(Chen et al.
2017), we propose AGM-module. As shown in the yellow
dashed box of Fig.1, other than some essential operators,
such as up-down sampling and short-cut connection, the
main part of this module is the parallel structure, which con-
tains four granular convolutions (dilation rate = 1,4,8,16).
The granular convolution divides the input features into sev-
eral groups, the output features of the previous group are
input to the next group of filters along with another group of
input feature maps. All the features are aggregated by point-
wise convolution.
As shown in Fig.4, compared with the cascaded or parallel
structures of other convolution filters, granular convolution
in parallel capitalizes on both their advantages. This struc-
ture not only captures multi-scale context information, but
also causes more pixels to be involved in convolution.
Formally, For the three convolutions below, we define
some common attributes. W denotes weight, c denotes the
number of channels, s denotes the kernel size of convolu-
tion, and a denotes the dilation rate. In addition, we ignore
some irrelevant operators, such as the bias, batch normal-
ization, and activation function. The convolution is added to
image features v to obtain v′. The symbol ’×’ denotes the
convolution operator.
Spatial convolution:
v′ =W × v; W ∈ Rc∗c∗s∗s (4)
For group and granular convolutions, G represents the
number of groups, and
∑
denotes the concatenation op-
erator. The pointwise convolution weight W 1 ∈ Rc∗c∗1∗1
,v = (v1, v2, ..., vG).
Group convolution:
v′ =W 1 ×
(∑G
g=1
Wg × vg
)
(5)
where W = (W1,W2, ...,WG), and W1 = W2 = ... =
WG. Wi ∈ R cG∗ cG∗s∗s.
Granular convolution:
vˆ′1 =W1 × v1
vˆ′2 =W2 × (v′1 + v2)
...
vˆ′G =W3 × (v′(G−1) + vG)
(6)
From Eq(6), v′ is:
v′ =W 1 ×
(∑G
g=1
vˆ′g
)
=W 1 ×
(∑G
g=1
g∑
i=1
W1 × ...(Wi × v(g−i))
) (7)
where W = (W1,W2, ...,WG), and W1 6= W2 6= ... 6=
WG. W ∈ R cG∗ cG∗s∗s.
The above convolution operator can be represented by the
function F .K denotes the number of convolution layers. The
cascade and parallel structure can be presented straightfor-
wardly as follows:
• the cascaded structure: v′ = Fk × ...× (F1 × v)
• the parallel structure: v′ =∑Kk (Fk × v)
After substituting Eq(4), Eq(5) and Eq(6) into the above
equation, we obtain the most reasonable structure, parallel
granular convolution with different dilation rates.
v′ =
K∑
k
(
W 1 ×
(∑G
g=1
g∑
i=1
W1 × ...(Wi × v(g−i))
))
(8)
Figure 3: Results on the KITTI 2015 test sets. From left: left stereo image, disparity map, error map.
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Figure 4: The blue dashed boxes show a simplified diagram
of the different types of convolutions, including standard
convolution, dilated convolution, and granular convolution.
The blue dashed boxes present the parallel and cascaded
structures.
The above formulas show that the number of receptive
fields in granular convolution is approximate G times that
of other parallel structure, and it is G ∗ K times that of
cascade spatial convolution. Note that the dilated convolu-
tion gradually loses its modeling ability as the dilation rate
increases(a > 24) (Chen et al. 2017). As can be seen from
W1 ∗W2... ∗Wi in Eq(8), given the internal cascade struc-
ture of granular convolution, AGM module is able to cover a
large scale range in a dense manner. In addition, this module
reduces computational cost and saves a number of parame-
ters, as shown in Section 4.
3.4. Gathered cost volume(GCV)
We designed the cost volume by stacking the concatenation
module and the distance module. The former provides the
overall information of the features, which is formed by con-
catenating left feature maps with their corresponding right
feature maps(Kendall et al. 2017).and the latter calculates
the difference between the two at disparity level to provide
feature similarity information(Chabra et al. 2019).
3.5. Output module and loss function
The output module contains two stacked 3D convolution lay-
ers and the upsampling operator. The volume cd from the
output module is converted into a probability volume with
a softmax function σ(.) along the disparity dimension. The
predicted disparity dˆ is calculated as follows:
dˆ =
Dmax∑
d=0
d× σ(−cd) (9)
The predicted disparity maps from the three output modules
are denoted as dˆ1, dˆ2, dˆ3, and Ldisp is as follows:
Ldisp =
3∑
i=1
λi ∗ SmoothL1
(
dˆi − d∗
)
(10)
where λ denotes the coefficients and d∗ represents the
ground-truth disparity map.
For the supervised network of depth edge, by combining
Eq(1) and Eq(10), we have
Ltotal = Ldisp + as ∗ Ledge (11)
For an unsupervised network, we combine Eq(2) and
Eq(10), forming
Ltotal = Ldisp + aun ∗ Lsmooth (12)
where as and aun denote the weights of supervised and un-
supervised networks of depth edge.
4.Experiment
In this section, we train our proposed model on the
Sceneflow, Cityscapes and KITTI datasets, but evaluate it
only on the Sceneflow and KITTI datasets. The dispari-
ties of the Cityscapes dataset are obtained by SGM al-
gorithm(Hirschmuller 2005) but not the ground truth. The
datasets and network implementation are presented in Sec-
tion 4.1 and Section 4.2. The ablation studies to compare
different modules and different parameter settings are dis-
cussed in Section 4.3 and Section 4.4. We discuss the robust-
ness and adaptability of our network in Section 4.5. Then,
the evaluation results on the different datasets are presented.
4.1. Datasets and evaluation metric
Sceneflow is a large scale synthetic dataset containing three
subsets(Flyingthings3D, Driving and Monkaa ), which pro-
vides approximately 35000 training and 4000 testing stereo
image pairs of size 960*540. It consists of left and right im-
ages, complete ground-truth disparity maps and segmenta-
tion images. Using the segmentation images, we generate
Model hourglass Dilation rate FLOPS Parameters Sceneflow(EPE)
PSM ours PSMNet - 337.9GMac 540.7k 0.889
AGM148-base AGM module 1 4 8 - 236.5GMac 126.8k 0.836
AGM1234-base AGM module 1 2 3 4 240.2GMac 133.0k 0.823
AGM1248-base AGM module 1 2 4 8 240.2GMac 133.0k 0.821
AGM14816-base AGM module 1 4 8 16 240.2GMac 133.0k 0.801
AGM141632-base AGM module 1 4 16 32 240.2GMac 133.0k 0.842
Table 1: PSM ours represents a structure similar to PSMNet(Chang and Chen 2018) except that we replace four convolution lay-
ers in the feature extraction, and it achieves similar accuracy. The AGM base network is defined as a version that replaces only
the hourglass structure. All the models are trained with the same learning strategy. The FLOPS and Parameters are measured
for the hourglass structure on the stereo pairs of Sceneflow dataset.
γ 0 1 2 4 8
D1-all 1.51 1.44 1.38 1.45 1.47
EPE 0.65 0.64 0.62 0.65 0.65
Table 2: Ablation study of the Lsmooth intensity, γ,. We
computed the D1-all and the EPE on the KITTI 2015 val-
idation set.
Modes Hourglass CV Dedge SPP Sceneflow KITTI2015
PSM ours 0.884 1.67
AGMNet
√
0.801 1.62
AGMNet
√ √
0.754 1.56
Dedge-AGMNet
√ √ √
0.663 1.42(un)
Dedge-AGMNet
√ √ √ √
0.645 1.38(un)
Table 3: Ablation study on the Sceneflow test and the KITTI
2015 validation set.The symbol ′
√′ denotes the module we
proposed. The text (un) indicates as an unsupervised depth
edge subnetwork. ’CV’ denotes cost volume.
the semantic edges and then binarize them into ground-truth
depth edges. We adopt end-point-error (EPE) as the evalua-
tion metric.
Cityscapes is an urban scene-understanding dataset. This
dataset provides 3475 rectified stereo pairs, fined annotated
segmentation maps and corresponding disparity maps pre-
computed by SGM. We generate the ground-truth depth
edges using the same method described above.
KITTI 2012 and KITTI 2015 are both driving scene
datasets. KITTI 2012 provides 194 training and 195 test-
ing image pairs, while KITTI 2015 contains 200 training
and 200 testing image pairs. With a size of 1240 ∗ 376, both
datasets provide sparse ground-truth disparity maps. Twenty
image pairs have remained as the validation set. The main
evaluation metric for KITTI2015 is D1-all error, which com-
putes the percentage of pixels for which the estimation error
is≥ 3px or ≥ 5% from the ground-truth disparity. The main
evaluation criterion for KITTI 2012 is Out-Noc, which com-
putes the percentage of pixels for which the estimation error
is ≥ 3px for all non-occluded pixels.
4.2.Network implementation
The Dedge-AGMNet architecture is implemented with
PyTorch. All the models are trained using the Adam
optimizer(β1 = 0.09.β2 = 0.999). We use 4 Nvidia TI-
TAN XP GPUS when training the models, and the batch-
size is fixed to 8. The images are randomly Cropped to
512*256. The coefficients of disparity outputs are set as
follows:λ1 = 0.5, λ2 = 0.7, λ3 = 1.0. For depth edge out-
puts, as = 1, aun = 0.5.
We pretrain the model using the supervised method and
fine-tune it using the unsupervised method.We combine the
Sceneflow and Cityscapes as the pretrained dataset. The ini-
tial learning rate is set to 0.001, then down-scaled by 2 ev-
ery 2 epochs from epoch 10 to 16. The maximum dispar-
ity (Dmax) is set to 192. For KITTI, we fine-tune the pre-
trained model for 300 epochs. The initial learning rate is set
to 0.001 and reduces to 0.0001 after epoch 200. For the fea-
ture re-extraction module of the auxiliary network, we set
the learning rate to 1/1000 of the disparity branch to avoid
overfitting. Furthermore, we extend the training process to
1000 epochs to obtain the final results for KITTI submis-
sion.
4.3.The effectiveness of AGM module
The experimental results in Table 1 show that when the dila-
tion rate is set to an appropriate range, the parallel structure
with four granular convolutions can achieve better results
than three. We conclude that the AGM module with dilation
rates of 1, 4, 8, and 16 provide optimal performance. All the
AGM-base networks outperform PSMNet. Under the best
AGM module settings, the EPE is reduced by 9.3%, and the
computational cost is only 70% of initial hourglass structure.
4.4. The effectiveness for depth edge subnetwork
As shown in Table 3, the loss functions we proposed are
useful for supervised or unsupervised subnetworks of depth
edges. And the best setting of the intensity(γ) of Lsmooth
is shown in Table 2. Dedge-SPP could improve the perfor-
mance because the module embeds the depth edge features
into disparity estimation branch. In summary, Dedge-AGM
model significantly outperform the basic AGM model.
We conduct an ablation study to verify the effect of the
other module. The result shows that the module we proposed
has a certain effect to promote the network. Compared to
PSM ours, our proposed network has a 27.0% reduction on
Sceneflow and 17.4% on the KITTI2015 validation dataset.
4.5.The robustness and adaptability
The current leading stereo matching networks obtain excel-
lent performance only on an individual dataset, and not as
robust as expected. Compared to the CSDN which ranks first
Figure 5: From left: image in the KITTI 2015 training set, depth edge from the pretained subnetwork, depth edge after multi-task
learning on KITTI 2015.
mthod > 2px(%) > 3px(%) EPE
Noc All Noc All Noc All
GC-Net 2.71 3.46 1.77 2.30 0.6 0.7
SegStereo 2.66 3.19 1.68 2.03 0.5 0.6
PSMNet 2.44 3.01 1.49 1.89 0.5 0.6
EdgeStereo-v2 2.32 2.88 1.46 1.83 0.4 0.5
FBA-AMNet32 3.12 2.71 1.32 1.73 0.5 0.5
AGMNet 2.19 2.71 1.37 1.73 0.5 0.5
Dedge-AGMNet 2.02 2.56 1.26 1.64 0.4 0.5
Table 4: Comparison with the top publiced methods on the
KITTI stereo 2012 test set.
All(%) Non-Occluded(%) Runtime
Method D1-bg D1-fg D1-all D1-bg D1-fg D1-all (s)
GC-Net 2.21 6.16 2.87 2.02 5.58 2.61 0.9s
PSMNet 1.86 4.62 2.32 1.71 4.31 2.14 0.41s
SegStereo 1.88 4.07 2.25 1.76 3.70 2.08 0.6s
EdgeStereo 1.84 3.30 2.08 1.69 2.94 1.89 0.32s
FBA-AMNet32 1.53 3.43 1.84 1.39 3.20 1.69 0.9s
AGMNet 1.66 4.30 2.10 1.53 3.89 1.92 0.86s
Dedge-AGMNet 1.54 3.37 1.85 1.41 2.98 1.67 0.9s
Table 5: Comparison with the top publiced methods on the
KITTI stereo 2015 test set.
on KITTI 2015(Cheng, Wang, and Yang 2018), our network
ranks fourth but captures a relative gain of 16.2% on Scene-
flow. Meanwhile, Compared to the EMCUA which ranks
first on Sceneflow(Nie et al. 2019), our approach ranks sec-
ond but captures a relative gain of 11.4% on KITTI 2015.
From the above comparison, compared with previous net-
works, our approach shows extreme robustness for different
datasets.
We propose the corresponding loss functions for super-
vised and unsupervised auxiliary tasks. Compared with the
unsupervised subnetworks(Song et al. 2019; 2018), our su-
pervised subnetworks undoubtedly provide more accurate
cues and achieve more considerable improvement. In ad-
dition, because the Lsmooth guides the mutual exploitation
of stereo and depth edge information, our network is also
suitable for the unsupervised auxiliary tasks, without con-
structing the ground-truth annotations (Du, El-Khamy, and
Lee 2019; Yang et al. 2018a). These comparisons reflect the
powerful adaptability of our approach.
method EPE method EPE method EPE
GC-Net 2.51 SegStereo 1.45 PSMNet 1.09
CSPN 0.77 FBA-AMNet32 0.74 ours 0.645
Table 6: Comparison with the top publiced methods on the
Sceneflow test set.
4.6.Result
As shown in Table 4,5 and Table 6, our approach achieves
state-of-the-art performances on the Sceneflow, KITTI 2012
and KITTI 2015 benchmark datasets. The proposed network
ranks second and reduced the EPE to 0.645 on Sceneflow,
and ranks fourth on both KITTI 2012 and 2015.
Fig.3 gives qualitative results on the KITTI 2015 test
sets,which shows that our network produces high-quality re-
sults in ill-regions. As shown in Fig.5, after multi-task learn-
ing on the KITTI 2015 training set, depth edge prediction
significantly refined without ground-truth depth edge anno-
tations. It shows that the depth edge-aware smoothness loss
is not only effective for disparity estimation but also im-
proves the performance of depth edges.
5. Conclusions
In this paper, we propose the Dedge-AGMNet, a multi-task
learning network for disparity estimation and depth edge de-
tection. It consists of two main modules to reduce the er-
ror in ill-posed regions: Depth edge subnetwork and AGM
module. To effectively incorporate depth edge cues, we de-
sign Dedge-SPP and propose the corresponding loss func-
tions for supervised or unsupervised auxiliary tasks. The
proposed AGM module provides multi-scale context infor-
mation while consuming fewer computational resources. In
our experiments, the proposed approach ranks in the sec-
ond place on Sceneflow and ranks fourth on both KITTI
2012 and 2015. This network achieves state-of-the-art per-
formances and outperforms other multi-task learning mod-
els. According to the analysis in Section 4.5, our algo-
rithm shows powerful robustness and adaptability for differ-
ent scenes. In addition, We provide qualitative demonstra-
tions that depth edges are improved after multi-task learning
even without the corresponding ground-truth annotations for
training.
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