appears to be the best local search algorithm available today: They pursue successful transformations of a given tour to arbitrary depth, thus taking advantage of the problem data to define a good neighborhood of a given tour.
In Section 1 we construct instances of the symmetric TSP that are difficult for local search algorithms. The constructions are motivated by two very intuitive principles:
1. If an instance has a very large number of local optima with respect to some neighborhood structure N, and a unique global optimum that is much better, then this is a difficult instance with respect to local search using N.
2. If an instance of the TSP is difficult with respect to k-change search for large values of k (e.g., k comparable to n), then this instance is difficult for local search algorithms in general.
In Section 2 we examine the triangle inequality TSP and illustrate one aspect of the fact that this restriction of the TSP is considerably easier than the general case. In Section 3 we consider the non-symmetric TSP and give constructions for this problem that are analogous to the ones of Section 1. Finally, in Section 4 we describe the results of computational experiments that verify the difficulty of solving these problems with local search.
A CLASS OF PERVERSE TSP's
The following construction is suggested directly by the proof in [10] that a restricted hamiltonian path problem is NP-complete. We begin with the definition of a structural element called a diamond. We now construct a family of graphs G(k), with associated distance matrices, using k copies of the diamond (see Figure 3 ). Proof. First consider the graph G' obtained from G(k) by removing all edges of cost M or greater. There is but one hamiltonian circuit in G'-the east-west circuit. This follows because if any diamond is traversed in the north-south mode, they must all be, as specified in Lemma 1; and there is no edge in G' touching D1 at N1. Since Ill is arbitrarily large, the east-west circuit is uniquely optimal for G(k), having no edges of cost greater than one.
Consider now the circuits with exactly one edge of cost M, and none of cost 2M. These must traverse all Di in the north-south mode and hence have cost M+5k. Each diamond in such circuits can be traversed in 1 of 2 orientations, and there are (k-1)! orders in which they can be traversed.
Thus there are altogether 2k-1(k-1)! distinct circuits of cost M+5k. Furthermore, these circuits must be next-best to optimal, since they have only one edge of cost M or greater and M can be chosen arbitrarily larger than any function of k.
Finally, observe that the optimal tour and any next-best tour have exactly 5k edges in common-the edges of Di with cost one. They differ therefore in 3k edges, and the next-best tours are (3k-i)-opt; that is, they cannot be improved by changing fewer than 3k edges.
We have attempted to draw G(4) in a transparent way, by first redrawing the diamond to bring vertices N and S to one side (Figure 4) 
THE TRIANGLE INEQUALITY TSP
When we restrict the problems under consideration to TSP's whose distance matrices satisfy the triangle inequality, there is an algorithm due to Christofides [3] that takes only polynomial time and at the same time guarantees solutions within 50 % of optimal. It appears then that the triangle inequality TSP is considerably easier than the general case, and hence it becomes interesting to see whether the construction described above can be modified to work in this more restricted environment. We now present a simple argument to show that it cannot.
We define the gap of an instance of the TSP to be g = (c8 -co)/co, where co> 0 is the cost of the optimal tour, and c, is the cost of the second-best tour. An essential feature of the instance of the TSP induced by the graph G(k) of the previous section is that it has an arbitrarily large gap. Never- We cannot hope, therefore, to generate an infinite family of instances of the triangle inequality TSP with an arbitrarily large gap-in fact, with any constant gap. This is another bit of evidence pointing to the fact that the triangle inequality TSP is significantly easier than the general symmetric case. In Section 4 we present experimental evidence of yet another aspect of this fact.
THE NON-SYMMETRIC CASE
When the distance matrix is not restricted to be symmetric, we call the problem the non-symmetric TSP. Using the directed version of the b Figure 6 . An optimal tour in a triangle inequality TSP. diamond shown in Figure 7 , an even more pathological example can be constructed in this general case as follows:
1. As before, make k copies of the directed diamond, calling them Di, their vertices Ni, etc. Add the edges (Ei, W(i+l)modk).
Put the cost of all these edges to 0. The east-west circuit thus has cost 0. 4. An instance of the non-symmetric TSP is generated by setting the cost of all edges not mentioned above to 2M. From the property of the directed diamond analogous to that of Lemma 1, we get an even more bizarre result than in the symmetric case. values of k shown in Table 1 . As indicated in the table, this algorithm failed to discover even the next-to-global optima of these instances. For the next set of results we programmed the local search algorithm described by Lin and Kernighan [9] with the following modifications:
Put in the edges
1. The growth of the index i (see step 4 of [9] ) was bounded by 6k, which is /3 of the total number n of cities. (This is by no means a severe restriction since a bound of n is implicit in the implementation of [9J.) 2. The third part of the backtracking routine of step 6b in [9] was omitted in our implementation.
3. We omitted several other implementation details whose purpose is solely the reduction of computation time (and would not affect the quality of local optima).
Our implementation of the Lin-Keriiighan algorithm was tested on a standard "tough" problem, the 8 by 8 knight's tour TSP [9] . The heuristic discovered the optimal solution in all 12 trials, thus equaling the impressive performance of the Lin-Kernighan implementation on this problem.
Next this algorithm was applied to the G(k) instances of the TSP for the values of k shown. As indicated in the table, the algorithm failed to hit the global optimum even once, and very often ended up with the nextto-global optima. Since the Lin-Kernighan algorithm is perhaps the best local search algorithm known to date, the results of this experiment give us every reason to believe that the instances of the TSP constructed in Section 1 are indeed not susceptible to local search techniques.
A third set of experiments revealed to us another facet of the fact that the triangle inequality TSP is much easier than the general TSP. We constructed an instance of the 8k-city TSP by setting the costs of the edges of G(k) that were cheaper than M to 1 and finding the costs of all other edges by Floyd's [6] minimum distance algorithm. Naturally, since the resulting distance matrix satisfies the triangle inequality, by Theorem 1 we cannot expect any impressive gap from this instance. However, the existence and uniqueness of a global optimum remain unaffected. Hence it is interesting to determine whether application of local search algorithms to this instance will still result in suboptimal (though not as bad) solutions. We observed (see Table I ) that our implementation of the Lin-Kernighan algorithm discovered the global optimum with non-vanishing frequency. This fact seems to indicate that, besides the uniformity property shown in Theorem 1 and the combinational properties exploited in the algorithms of Christofides [3] and Rosenkrantz et al. [12] , the triangle inequality TSP possesses some positive properties related to local search that are missing from the general TSP. Discovering and exploiting such properties-possibly by designing a local search algorithm that works especially (and provably) well for the triangle inequality case-would be very interesting.
