We address the problem of tracking and recognizing faces in real-world, noisy videos. We track faces using a tracker that adaptively builds a target model reflecting changes in appearance, typical of a video setting. However, adaptive appearance trackers often suffer from drift, a gradual adaptation of the tracker to non-targets. To alleviate this problem, our tracker introduces visual constraints using a combination of generative and discriminative models in a particle filtering framework. The generative term conforms the particles to the space of generic face poses while the discriminative one ensures rejection of poorly aligned targets. This leads to a tracker that significantly improves robustness against abrupt appearance changes and occlusions, critical for the subsequent recognition phase. Identity of the tracked subject is established by fusing pose-discriminant and person-discriminant features over the duration of a video sequence. This leads to a robust video-based face recognizer with state-of-the-art recognition performance. We test the quality of tracking and face recognition on realworld noisy videos from YouTube as well as the standard Honda/UCSD database. Our approach produces successful face tracking results on over 80% of all videos without video or person-specific parameter tuning. The good tracking performance induces similarly high recognition rates: 100% on Honda/UCSD and over 70% on the YouTube set containing 35 celebrities in 1500 sequences.
Introduction
Despite recent progress, accurate face recognition remains a challenging task in dynamic environments, such as video, where noise conditions, illumination, and the subject's location and pose can vary significantly from frame to frame. At the same time, video-based recognition provides a setting where weak evidence in individual frames can be integrated over long runs of video, potentially leading to more accurate recognition in spite of the added difficulties. In this paper, we present a new method for face tracking and recognition in video that successfully circumvents the difficulties and leverages the benefits of the video setting and is capable of dealing with unconstrained real-world videos.
Effectively solving the video-based face recognition problem depends on two tasks: accurate face tracking and interpretation/classification of the tracked data. Face tracking is a critical prior step that localizes the region of the face in video frames, from which a relevant feature set can be extracted and subsequently served as input to the face recognizer. As such, the accuracy of tracking directly impacts the ability to recognize subjects in video.
Visual tracking of objects of interest, such as faces, has received significant attention in the vision community. Accurate tracking is made difficult by the changing appearance of targets due to their nonrigid structure, 3D motion, interaction with other objects (e.g., occlusions) and changes in the environment, such as illumination. Recent tracking methods, such as the Incremental Visual Tracker (IVT) [18] , attempt to solve these problems using adaptive target appearance models. They represent the target in a low-dimensional subspace which is updated adaptively using the images tracked in the previous frames. Compared to the approaches equipped with a fixed target model such as eigentracking of [4] , IVT is more robust to changes in appearance (e.g., pose, illumination). However, the main drawback of the adaptive approaches is their susceptibility to drift: they can gradually adapt to non-targets as the target model is built solely from the previous tracked images accepted by the tracker. Methods such as IVT typically lack mechanisms for detecting or correcting drift as they have no global constraints on the overall appearance of the target object. For faces, such constraints could be learned from a set of generic (non-person specific) well-cropped and wellaligned face images that span possible variations in pose, illumination, and expressions. These can be seen as visual constraints that the target appearance should meet.
To achieve this, our tracker introduces two new constraint terms to the adaptive target model in a particle filtering framework: (1) a generative model based set of facial pose subspaces or manifolds, each of which represents a particular out-of-plane pose, and (2) and a discriminative model (SVM) based goodness-of-crop discriminator whose confidence score indicates how well the cropped face is aligned. These constraint terms are linked with the adaptive term of IVT, leading to a new constrained 'likelihood' potential in the state-space model. We demonstrate that this new tracker significantly improves robustness against occlusion and abrupt appearance change.
Recognition of people's faces in video can be done in a static, frame-by-frame fashion [1, 16] . However, a dynamic setting provides additional constraints that can increase the accuracy of recognition [5, 13, 17, 19] . Heuristic temporal voting schemes such as [3, 15] aggregate data from key frames containing well-illuminated frontal poses. This makes the performance of these approaches sensitive to the quality (or even existence) of such key frames. An alternative approach is to rely on the full sequence of welltracked frames to yield a final recognition decision [17] . The accuracy of recognition in this setting is critically related to the ability to effectively discriminate between multiple face poses. Features such as PCA used in [17] may not be sufficiently discriminative, especially when the number of subjects is large. Features based on discriminative spaces such as those produced by LDA (Linear Discriminant Analysis), coupled with properly modeled pose dynamics, can lead to significant improvements in the recognition accuracy. In this work we show that both of these aspects can be modeled within an HMM-based recognition framework by explicitly guiding the hidden states in HMMs to be facial poses. When coupled with a proper, well-constrained tracking solution, this leads to state-of-the-art recognition performance.
As the main contribution of this work, we show that state-of-the-art adaptive trackers (e.g., IVT) can be made significantly more robust to occlusion and illumination variation by adding non-adaptive, non-person specific constraints on face pose and localization. Through extensive experiments on the full Honda/UCSD subjects and a new YouTube 35-subject, 1500-sequence set, we demonstrate that these constraints are not only significant for tracking, but also critical for subsequent recognition. We also show that, in the absence of labeled tracking data, performance of trackers can be quantitatively measured via face recognition.
The rest of the paper is organized as follows. A brief review of current video-based recognition approaches is presented in Section 2. We then describe our new constrained adaptive face tracker and show its basic advantages. Section 4 introduces the video-based recognition framework that relies on the tracker in Section 3. We finally demonstrate, in an extensive set of experiments, the performance of the coupled tracking-recognition framework on Honda/UCSD data as well as a large video database of YouTube video clips of 35 celebrities. Our approach produces successful face tracking results on a large fraction of the videos without instance-specific parameter tuning, while achieving high recognition rates.
Prior Work
In this section we review recent approaches to tracking and video-based face recognition. While many different approaches have been proposed in the past we briefly focus on those most related to our approach.
Robustness of tracking and adaptation to changing target appearance and scene conditions are critical properties a tracker should satisfy. Numerous approaches to target modeling have attempted to tackle these issues using view-based appearance models [4] , contour models [9] , 3D models [11] , mixture models [10] , and kernel representations [6, 8] , among others. Direct use of object detectors in discriminative tracking has been proposed more recently, c.f ., [2, 14] . For instance, [14] tackled the challenging case of the low frame rate videos by integrating tracking and detection in a cascade fashion, where the lifespan and feature sets of observation models change during the tracking process to increase efficiency and robustness of the tracker. An adaptive graph-based discriminative tracker [20] combines foreground templates with updating background model. However, learning a model for discrimination from the full background is usually difficult. Furthermore, the problem of small drifts from the face, i.e., the "goodness of the crop", critical for the recognition stage, is typically not addressed in these approaches. In contrast, our proposed tracker is specifically designed to allow adaptation of the model while, at the same time, adhering to the global object class (face) using visual constraints. Moreover, the tracker is required to be subject-agnostic and generic in the setting of specific tracking parameters, allowing it to be easily applied to a large body of diverse videos.
Coupling of face tracking and recognition has attracted interest in the vision community. For instance, a state-space model was proposed in [5] for classifying videos where state dynamics separates different subjects. [13] assumed that the appearance of faces lies on a probabilistic manifold specific to a subject's identity, approximated by a set of pose-specific linear subspaces. Subject identification in a video sequence is accomplished by finding the closest manifold (identity) where distance is computed using a temporal fusion in a Bayesian fashion. However, this approach suffers from the need for off-line trained subject-specific trackers, which increases the number of model parameters that need to be set preventing scalability of such an approach. This approach was extended to simultaneously deal with tracking and recognition [12] using an initial generic appearance manifold that is adapted, in the course of tracking, to a person-specific manifold. The on-line adaptation process, however, relies on training using synthesized face images specific to the currently predicted identity which may limit this approach to situations where such models are available. Very recently, [19] considered the face recognition problem in real-world videos, containing uncontrolled variations in facial appearance. They accomplish this by assigning confidence scores from local classifiers to the face images in each frame, and then obtaining the sequencelevel prediction using heuristic weighting of frame-based confidences. Despite promising results, the need for significant parameter tuning and heuristic integration schemes may limit the generalization of this approach.
Face Tracking
In a probabilistic framework, tracking can be seen as (online) temporal filtering that estimates:
where F t is the input image frame and u t is the tracking state at time t. The initial state u 0 is assumed to be known.
In this paper, we use similarity transformation parameters
T , where the first two elements are the center position of the square tracking box, ρ is the scale w.r.t. the standard image size (48 × 48), and φ is the inplane rotation angle from the horizontal axis (Fig. 1) . The tracker is required to localize the face in space (c x ,c y ) as well as in size and orientation. Accurate estimation of all four parameters is crucial for subsequent use of the detected image in the face recognition phase which is typically sensitive to alignment. Given F t , the tracking state u t determines the cropped face image I t by the warping function I t = ω(u t , F t ), as illustrated in Fig. 1 .
The filtering of (1) typically assumes a 1st-order statespace model depicted in Fig. 2 . Smoothness of tracking is enforced by the temporal dynamics. While various dynamic models could be used, motion without gross changes typically justifies the use of a simple Gaussian smoothness, namely,
with a proper choice of Σ. The emission model effectively takes the warped cropped image I t = ω(u t , F t ) as an observation feature and evaluates its score w.r.t. the underlying target appearance model. We define the emission probability as a Gibbs energy with scale σ
where E(I t ; θ) is the energy function w.r.t tracker's target model θ, which attains lower values when I t is more compatible with θ. Under this model, (1) is obtained using the standard Bayesian recursion:
As the integration in (4) is intractable analytically due to the non-Gaussian form of P (F t |u t ) (in terms of u t ), we resort to sampling-based particle filtering. A set of weighted parti-
is maintained to approximate the conditional density P (u t−1 |F 0...t−1 ) at time t−1. These particles undergo dynamics P (u t |u t−1 ) followed by re-weighting according to P (F t |u t ) at time t.
The energy E(I t ) plays a crucial role as it estimates the confidence of a candidate particle in terms of its quality. The simplest first-frame (or a two-frame) tracker has a fixed target model as the initial track I 0 (or the previous track I t−1 ), which defines the energy as a distance to this template, namely, E(I t ) = d(I t , I 0 ) (or E(I t ) = d(I t , I t−1 )), where d(·, ·) is a distance measure in the image space. These simplistic energy functions typically make the tracker either too inflexible or too susceptible to appearance variations due to changes in 3D face orientation, scene lighting, occlusions, etc.
To cope with this, IVT [18] employs a more sophisticated target model that reflects changes in appearance. It builds a linear (PCA) subspace representation M (I 0...t−1 ) = (µ, B) for the target, where the subspace mean µ and the basis B are updated by an incremental SVD on the previous tracks I 0 , . . . , I t−1 . In particular, E(I t ) is defined as the reconstruction error of I t w.r.t. M (I 0...t−1 )
where B contains subspace bases as its columns.
Adaptive tracking with visual constraints
Although the adaptive property of IVT provides robustness to smooth changes in appearance, it may cause the tracker to drift, i.e, move away from the desired target by gradually adapting to non-targets. One reason for this is that IVT lacks strong mechanisms for detection or correction of drifting.
One way to reduce the drift is to introduce additional constraints on the appearance of the tracked object. A model accounting for such constraints can be built from offline data with enough variation in appearance. Since we restrict ourselves to the class of human faces, one can define a reasonable set of visual constraints that serves as an indicator for detection or correction of drifting. In this work we propose two such constraints; one for facial pose and the other for the alignment of the cropped faces.
Pose constraints
To constrain the appearance across different (out-of-plane) poses, we construct a set of pose subspaces. We consider a set of linear subspaces encapsulated in the model Fig. 3(a) illustrates one such model. We then define the energy related to this pose constraint as a minimum distance among the pose subspaces, namely, (µ i , B i ) ). We use a reconstruction error similar to that of [18] as a distance measure. Intuitively, this term prevents the target from drifting away from predefined pose prototypes.
The pose subspace model can be estimated from a dataset of differently oriented face images. We used the face data from the Honda/UCSD video database in [12] . We detect faces and manually align them, obtaining about 8, 000 face images of different poses with all 14 different people and varying illumination conditions. We roughly categorize the poses into 5 clusters (frontal, left/right 45-deg, left/right profile) 1 , and data from each pose cluster is used to train a PCA subspace, forming a set of pose subspaces.
Alignment constraints
The alignment constraint determines whether or not the candidate image contains a well-aligned and cropped face. Fig. 3(b) depicts some examples of correctly and incorrectly cropped faces. Determining how well an image is cropped can be accomplished using a confidence score of a classifier that discriminates well-cropped face images from the drifted images or, possibly, non-faces. In this case the face data (for all poses and subjects) used in pose subspace learning become positive examples for learning a classifier, such as an SVM. The ill-cropped negative images were obtained by shifting, rotating, and scaling the good examples randomly by a significant amount. We use f s (I t ) to denote the confidence of an SVM classifier learned in this manner. 1 We ignored the poses in vertical direction (up/down) for simplicity. 
Visually constrained adaptive model
The two constraint terms are combined with an IVT-like adaptive term M a (I 0...t−1 ), weighted by contribution factors λ a , λ p , λ s > 0, into the final energy function
The intuition behind this function is appealing: the tracker assigns higher confidences to the particles that not only match the adaptive model, but also conform to the prespecified generic facial pose and crop alignment constraints.
To illustrate the impact of the proposed visual constraint terms, we compared our tracker given in (6) with IVT, which is a special case of our model obtained by setting λ p = λ s = 0. Fig. 4 depicts one case where the lack of additional constraints induces a failure in the IVT. The image sequence exhibits occlusion in frames t = 104 ∼ 106. Our tracker finds the correct target guided by the two constraint terms, while the IVT drifts from the target as it adapts to non-targets acquired during t = 104 ∼ 106. This example signifies the importance of visual constraints for robust adaptive object tracking 2 .
Video-based Face Recognition
Tracking provides well cropped/aligned face images I 1,...,T for face recognition. Fig. 5 shows examples of images obtained in the tracking phase that are used in this process. The task of the face recognition phase is to label an arbitrary video sequence with the identity of the person in the video clip. We assume a single subject in each clip. However, in the case of multiple people, recognition is not affected if we can provide multiple face tracks.
Face recognition using HMM
The video-based recognition task can be cast as the general problem of sequence classification. In this setting, we 2 More examples showing advantages of adding each constrain term can be found at http://seqam.rutgers.edu/projects/motion/face/face.html. . During the occlusion, IVT strongly adapted to the wrong target (e.g., t = 106), leading to a highly peaked data score. Consequently, at t = 108, the green particle is incorrectly chosen as the best estimate. Visual constraints restrict the adaptation to the occluding non-target, producing more accurate hypotheses in the subsequent frames. use HMM as the modeling paradigm. Our face recognition model is shown in Fig. 6 . The subject (class) variable y ∈ {1, . . . , M } is one of M subjects. The observation features of the model, denoted by x t , are extracted from the image I t by a feature extractor. Further, s = s 1 , . . . , s T denotes the hidden state sequence. Existence of good features and an appropriate choice of the hidden state are critical for sound recognition performance. Facial pose presents an appealing choice for the hidden state. Unlike arbitrary PCA-based subspaces, the pose space may allow the use of well-defined discriminative pose features in the face recognition HMM. We pursue this approach in our work. In particular, s t represents a particular pose among J possible poses, s t ∈ {1, . . . , J}, and x t denotes a pose-discriminant feature vector described below. The appearance sequence of length T is then modeled by the generative model (HMM) for each subject y:
The pose discriminating features are obtained using the LDA (Linear Discriminant Analysis). Each image I t is projected onto a discriminant subspace ψ trained by LDA on pose labeled data to yield x t = ψ(I t ). We used generic (not person-specific) face images from a subset 3 of Honda/UCSD face video database, and hand-labeled them in 7 different poses (up, down, L/R profiles, L/R 45-deg and front). This LDA training results in 6-dim representation of the face images.
The subject-specific observation density, needed by each HMM, is modeled as a Gaussian distribution, namely, P y (x t |s t = j) = N (x t ; m y j , V y j ), where m y j and V y j are the mean and the covariance for pose j of subject y, respectively. We let the pose dynamics be shared across all y's. This is a reasonable assumption, implying that the way poses change is generic and independent of any one particular person. We also verified experimentally on the YouTube dataset (Sec. 5.3) that pose dynamics were very similar. An added benefit of this assumption is the overall simplification of the model and reduction of the parameter set that needs to be estimated.
The model is trained by the EM algorithm with the subject labeled face sequence data. Note that we do not need the pose label at each frame as this can be inferred in the E-step of EM. At test time, for a new sequence x 1,...,T , the subject estimation can be done in two different forms: the overall class prediction (i.e., smoothing) and the on-line class estimation (i.e., filtering). The class smoothing is:
and the on-line class filtering can be done recursively:
P y (x t+1 |s t+1 )P (s t+1 |s t )P y (s t |x 1,...,t ), (9) where the last quantity P y (s t |x 1,...,t ) is the well-known forward state estimation for y's HMM. One may also be interested in the on-line pose estimation, i.e., P (s t |x 1,...,t ), which is similarly derived as:
To demonstrate the benefit of LDA features, we compared our LDA based model to the one that utilizes PCAbased features of varying dimension, as in [17] . The recognition rates for the Honda/UCSD face videos are shown in Table 1 . The result suggests that increasing the dimensionality of PCA improves the recognizer's performance. However, PCA features remain inferior to the pose discriminating LDA feature of substantially lower dimensionality. Table 1 . The recognition accuracies of the proposed model (Fig. 6) on the Honda/UCSD dataset. Either the pose discriminating LDA features (6 dimensions) or the PCA features (with varying dimensions) are used as observation features. Increasing the PCA dimension over 50 results in overfitting. Another interesting insight into the model performance can be obtained by considering how its predictions of pose and subject ID change in the course of time. We illustrate this in Fig. 7 . It shows that improved prediction performance results from acquisition of additional, accurately tracked subject face frames despite changes in pose, a condition that challenges many traditional face recognition systems.
Incorporating landmark-based features
Sec. 4.1 has demonstrated the benefits of the LDA features on discriminating pose. For recognition, in addition to these, we use LMT (i.e. LandMark Template) features. The LMT features consist of multi-scale Gabor features (at 6 scales and 12 orientations) applied to 13 automatically located landmarks within the face bounding box. Since the LMT features are high (∼ 1000) dimensional, we used PCA to extract only 10 major factors. We concatenate the LMT features with the pose-discriminating LDA features to form an observation feature vector for our recognizer.
Experiments
We first evaluate the proposed approach on benchmark datasets specifically designed for evaluating the performance of tracking (Sec. 5.1) and recognition (Sec. 5.2). In Sec. 5.3, we conduct both tracking and recognition experiments on a new set of challenging real-world YouTube videos. Fig. 8 shows the tracking results of the IVT and our approach on example videos. The trellis70 dataset from [18] exhibits severe illumination conditions with partial shading. The top row shows an example face sequence, the second row gives the pose prediction, P (st|x1,...,t), and the bottom two rows depict the subject prediction, P (y|x1...t), in historical and histogram views. The pose is predicted correctly changing from frontal to R-profile. The true class is Danny. It is initially incorrectly identified as Ming (blue/dashed curve in the third row).
Tracking on standard video datasets
In subsequent frames the red/solid curve overtakes Ming, resulting in correct final prediction.
The other videos from IIT-NRC [7] contain relatively low quality image frames with abrupt changes in pose and size.
Recognition on Honda/UCSD dataset
Videos in this dataset include large variations in out-ofplane (left/right and up/down) head movement as well as in facial expression. The set contains several dozen subjects, each one appearing in at least two sessions. After applying our face tracker from Sec. 3.1, the sequences of cropped face images were used as input observations to the face recognizer.
We followed the setting similar to that of [12, 13] . Table 2 shows recognition rates for several competing methods: Our model with LDA+LMT, LDA-only, and PCAonly features, the manifold-based approaches of [12, 13] , and three standard frame-based methods. Our proposed approach with LDA features outperforms other state-of-the-art methods, while incorporating discriminative LMT features further improves the performance.
YouTube celebrity recognition
The proposed face tracking and recognition algorithms were also tested on a large set of noisy real-world videos. We collected video clips of 35 celebrities, mostly actors/actresses and politicians, from YouTube. Most of the videos are low resolution and recorded at high compression rates. This leads to noisy, low-quality image frames. As the video clips usually contain frames with no celebrity of in- terest, we manually segmented the clips into homogeneous sequences where the celebrity of interest does appear. The segmented dataset consists of about 1500 video clips, each one containing hundreds of frames. The frame sizes range from (180 × 240) to (240 × 320). This database 4 is challenging for face trackers and recognizers as the videos exhibit large variations in face pose, illumination, expression, and other conditions.
The proposed tracker was applied to the videos after manual marking of the initial state u 0 (or I 0 ). Alternatively, one could use a face detector to initialize the tracking. Unlike many trackers whose parameters are tuned to each individual sequence prior to tracking, our tracker's parameters 4 Available on http://seqam.rutgers.edu/projects/motion/face/face.html. are identical for all 1500 sequences. Our tracker successfully tracked 80% of the video clips. Fig. 9 shows examples of the well-tracked videos. This performance level is remarkably high given the variability in pose, expression, size, and dynamics in this dataset. Moreover, the tracker implemented in Matlab was able to process 3 ∼ 4 frames per second with hundreds of particles. For recognition, we randomly partitioned the welltracked videos into train/test sets. As a baseline performance measure, we employed standard approaches based on key-frame selection. Such methods rely on the confidence scores assigned to each of the frames to select the most discriminative ones. For this purpose, we use the LMT features, where the confidence score for each frame is based on how well the landmark points match a pre-defined template. Two standard approaches are used in our experiment: key-frame representative -after selecting the frame with the highest confidence, we predict using the nearest neighbor in LMT feature space; and key-frame voting -a majority voting scheme is applied to the frames that have scores above a predefined threshold. Figure 10 . Celebrity recognition results on YouTube videos. The HMM-based face recognizer is tested on the tracking results of our face tracker (yellow/light) and the IVT (cyan/dark).
As shown in Fig. 10 , the key-frame representative recorded about 60% accuracy (note that a random guess has 1/35 ∼ 3% accuracy) while voting improved the accuracy slightly. Note that key-frame based methods do significantly better than the manifold-based approach of [13] , which had an accuracy of 48.37%. Incorporating the pose dynamics through an HMM, and a combination of LDA and LMT features (of different dimensions) lead to significant improvements, raising the performance to more than 70% with 50-dim PCA-reduced LMT features. However, increasing the dimension above 50 degrades the performance, possibly due to overfitting. The tracking performance can significantly impact the recognition results, which can be used as an indirect measure of the tracker's quality. Compared to HMM-based recognition with IVT-tracked face sequences, our visually-constrained tracker leads to nearly 6% improvement in accuracy (HMM LDA+LMT(PCA-50) in Fig. 10 ). This clearly suggests that feedback from recognition to tracking can be used to learn improved trackers. However, the feedback mechanism needs to be constructed in a manner that will retain generality and scalability of the approach (i.e., identical tracking parameters across different videos/subjects). Recognition is fast, taking just a few seconds for test videos hundreds of frames long.
Conclusion
We have addressed the problem of tracking and recognition of faces in real-world noisy videos. Video-based face recognition, though more robust than frame-by-frame recognizers in the presence of illumination and pose variations, requires well-tracked face sequence. Our proposed tracker improves robustness of existing adaptive appearance trackers by introducing additional visual constraints in a particle filtering framework. We have demonstrated that the HMM-based recognizer with hidden states modeled as face poses and LDA-based pose-discriminant features outperforms state-of-the-art recognizers. An extensive set of experiments, including recognition of 35 celebrities in realworld YouTube videos, confirms that the recognition performance can be used as a metric for judging tracker's quality when no ground truth tracking information is available. In the future, we plan to devise a principled way to feed recognition results back into tracking to improve the tracking performance and, in turn, the recognition accuracy.
