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A characterization of the order automorphisms of the space of nondecreasing left- 
(or right-) continuous functions from one closed subinterval of the extended reals to 
another is given. This characterization is then used to show that these order 
automorphisms are continuous with respect to weak convergence. 0 1988 Academic 
Press, Inc. 
1. INTRODUCTION 
In a series of papers [4-91 M. F. Janowitz has developed a lattice 
theoretic model for cluster analysis. In this model semimetrics on the set of 
objects to be classified, usually called dissimilarity coefficients, play a cen- 
tral role and are studied from an ordinal point of view. Recently, M. F. 
Janowitz and B. Schweizer have considered replacing the range of the dis- 
similarity coefficient, i.e., the nonnegative real numbers, with the space of 
distribution functions of nonnegative random variables. They argue that in 
many instances the underlying attributes which determine the classification 
are probabilistic and should be treated as such. In this new model the value 
of a dissimilarity coefficient is a distribution of measurements instead of, 
say, the median, mean, or some other statistic of the data. 
In the Janowitz model the set of order automorphisms of the non- 
negative reals plays an important role. Similarly, the set of order 
automorphisms of the space of distribution functions of nonnegative ran- 
dom variables is important in the new model. The former are, of course, 
well known; the latter, however, have received little attention to date. The 
aim of this paper is to give a complete characterization of these order 
automorphisms. In fact, we solve the more general problem of determining 
the order automorphisms of the set of left (or right) continuous non- 
decreasing functions from one closed subinterval of the extended reals to 
another. 
All the necessary notational and lattice theoretic preliminaries are 
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presented in Section 2. In Section 3 we prove the characterization theorem. 
In Section 4, using the characterization theorem, we show that order 
automorphisms are continuous with respect o weak convergence. 
2. PRELIMINARIES 
Following [3] for any p, q, r, s such that -cc <p <qb +a and 
- CC d r < s < +co, we let @(p, q; r, s) denote the set of all nondecreasing 
functions 4 from [p, q] into [r, s] satisfying d(p) = r and d(q) = s. The set 
@@, q; r, s) is partially ordered via q5, < ~5~ if and only if d,(x) d q5Z(x) for 
all x in [p, q]; and since an arbitrary family of functions in @(p, q; r, s) has 
both a pointwise supremum and a pointwise inlimum in O(p, q; r, s), the 
set @(p, q; r, s), with this pointwise partial order, is a complete lattice. 
Let QL(p, q; r, s) (resp. cP,(p, q; r, s)) denote the set of all functions in 
@(p, q; r, s) which are left-continuous (resp., right-continuous) on (p, q). 
The set QL(p, q; r, s) is a partially ordered subset of @(p, q; r, s) which is 
closed under pointwise suprema but not under pointwise intima. However, 
if, for any subset of @&, q; r, s), we take the pointwise supremum of the 
set of all lower bounds to be the inlimum of this subset, then Q&J, q; r, s) 
is a complete lattice. Dually, CO,&, q; r, s) is a complete lattice in which the 
infimum of any subset is the ordinary pointwise intimum and the 
supremum is the pointwise infimum of the set of ail upper bounds. As 
usual, whenever convenient, we shall use the symbols A and v to denote 
inlima and suprema, respectively. 
For any q5 in @(p, q; r, s), let I- 1,6, I+ 4, 4 “, and 4 ” be the functions 
defined by 
I 
6 
l-&x) = sup{&) I p G t <x)9 
s, 
I 
r, 
If&x)= inf{d(t) 1 x<t<q}, 
s, 
i 
P, 
d^(y)= SUP{XIdb)<Y)~ 
4, 
and 
x=p, 
p<x<q, 
x = q; 
x=p, 
p<x<q, 
x = q; 
y = r, 
r-cy<s, 
y = s; 
(2.1) 
0.2) 
(2.3) 
Y = r, 
r-cy<s, 
y=s; 
(2.4) 
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respectively. Clearly, 1-4 E QL(p, q; Y, s) and I’d E Q&J, q; r, s). Moreover, 
it is easy to show that 4 A E @,-(r, S; p, q) and 4” E @,Jr, s; p, q). 
In the sequal we shall adopt the following abbreviations: 
@ = @@, 4; r, s), 
Gr. = @AP, 4; r, s), 
QR = @AP, 4; r, $1, (2.5) 
@J h = @dry s; p, 41, 
@ ” = @Ar, s; p, 4). 
In the terminology of [3, 133, for any 4 E @, 4 A is the unique quasi-inverse 
of 4 which is left-continuous on (r, S) and 4” the unique quasi-inverse of 4 
which is right-continuous on (r, s). 
The following is readily verified: 
LEMMA 2.1. (i) Z~QSE@~, then d(x)>y ifandonly ifd”(y)<x. 
(ii) Z~$E@~, then &x)<y ifandonly ifd^(y)>x. 
Let L, and L, be lattices. An order isomorphism between L, and L, is a 
bijection, say from L, onto L,, which preserves order and whose inverse 
also preserves order. Consequently, an order isomorphism from L, onto L2 
preserves any existing suprema and inlima. A dual isomorphism between L, 
and L, is a bijection which reverses order and whose inverse also reverses 
order. In particular, if [a, b] and [c, d] are closed subintervals of the 
extended reals, a dual isomorphism from [a, b] onto [c, d] is a strictly 
decreasing continuous function that takes a to d and b to c. An order 
automorphism of a lattice L is an order isomorphism from L onto itself. The 
set of all order automorphisms of a lattice L will be denoted by Aut(L). In 
particular, if [a, b] is a closed subinterval of the extended reals, then 
Aut[a, b] is the set of all strictly increasing continuous functions from 
[a, b] onto [a, b]. 
It is well known that under composition, Aut(L) is a group and that if 
there is an order isomorphism between L, and L,, i.e., if L, and L, are 
isomorphic as lattices, then the groups Aut(L,) and Aut(L,) are 
isomorphic. The mapping 4 H 1’4 is an order isomorphism from QL onto 
QR, whose inverse is the mapping 4 H I-4. Consequently, the groups 
Aut(@,) and Aut(@,) are isomorphic. 
An element a in a lattice L is join-irreducible if a = sup{ b, c} implies that 
a = b or a = c. It is well known that if L is a lattice and FE Aut(L), then F 
maps join-irreducible elements onto join-irreducible elements. Thus in 
order to describe Aut(L) it is important to know the set of join-irreducible 
elements of L. 
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3. THE CHARACTERIZATION THEOREM 
For a in Cp, q) and b in (r, s], let 6O,6 be the function in QL defined by 
6,,,(x) = z I P<X<U, a<x<q, (3.1) s, x = q; 
and let 
J= {h,,, I (a, b) E CP, 4) x (r, ~1). (3.2) 
Note that, by (2.4) for any 6,,, in J we have 
Y = r, 
r<y<b, 
b6ybs. 
(3.3) 
Finally, the zero element of the lattice @=, denoted 6,, is defined by 
6,(x) = i r, 
pdx<q, 
s, x = q; 
and 4 in GL is nonzero iff I$ # 6,. 
LEMMA 3.1. For any nonzero I$ in Qp,, 
and 
Proof Using the fact that I$ is in QL iff 1-d = $, for any x in (p, q) we 
have 4(x)= sup{&t) 1 p < t<x) = sup{6,,,,,,(x) ( p< t< q), which, since 
the order in GL is pointwise, yields (3.4). A dual argument establishes (3.5). 
Lemma 3.1 was proved in the context of complete lattices by D. Mowat 
in [ll], in a dual form with bounded posets by Z. Shmuely in [14], and in 
terms of residuated maps by E. A. Schreiner in 1121. 
Assuming for the moment that a nonzero function 4 in QL is join- 
irreducible if and only if it is of the form 6a,b, Lemma 3.1 at once yields the 
following result which is basic to our subsequent discussion. 
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THEOREM 3.2. Every function 4 in the lattice QL is the supremum of the 
set of all join-irreducible elements that lie below it. 
It remains to prove: 
LEMMA 3.3. Let 4 be a nonzero element in QL. Then 4 is join-irreducible 
i[‘andonlyif~=6,,forsomea~[p,q)andb~(r,s]. 
Proof: Suppose 4 = 6,>, =41 v dZ for some #], dz in QL. Then bl(x)= 
c&(x) = r, for pdx<a, so that for a<x<q we must have 
dl(x) v 4*(x) = 6. If dr(x) = &(x) = b for all x in (a, q) then 4, = & = S,,, 
and we are done. Otherwise, there exists an x in (a, q) such that 4,(x) < b 
or d*(x) < b. Suppose, without loss of generality, that #r(x) < b. Then 
dr(z) < b for all z in (a, x). Consequently, d*(z) = b for every z in (a, x] and 
it follows that #2 = 6,,,. Thus 6,,, is join-irreducible. 
In the other direction, assume that 4 has the property that there exist x1, 
xa in (p, q) such that x, <x2 and r <&x,)<~(x~)<s. Then d=#, v 4, 
where 4, and & are given by 
p<xbx,, 
x, <x<q, 
x = q; 
and 
h(x) = ;(x,T 1 pdxdx,, x,<x<q, ! $9 x = q. 
Clearly 4, and d2 are in QL, 4, # 4, and & # 4. Thus 4 is not join- 
irreducible and this completes the proof. 
Lemma 3.3 shows that the set J given in (3.2) is the set of all nonzero 
join-irreducible elements in the lattice QL. This fact, together with the fact 
that any order automorphism of aL maps J into itself, is the key to the 
proof of the principal result of this paper, namely: 
THEOREM 3.4. The mapping y belongs to Aut(@,) if and only if, for all 4 
in QL, one of the following holds: 
(i) y(d)=8odot where 6 is in Aut[r,s] andt is in AutCp,q]; 
(ii) y(4) = u 0 4 ” 0 p where d and p are dual isomorphisms from Cp, q] 
onto [r, s]. 
The proof of Theorem 3.4 will be given as a sequence of lemmas. 
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LEMMA 3.5. For 8 in Aut[r, s] and z in AutCp, q], let y: QL -+ Qz, be 
defined by y(d) = 8 0 0 c T. Then ‘/ belongs to Aut(@,). 
Proof: Let 4 E OL. Since 0 and r are continuous and strictly increasing, 
it follows at once that ~(4) is in cD~; and since 0-l and r-l belong to 
Aut[r, s] and Aut Cp, q], respectively, it further follows that y is an order 
preserving bijection whose inverse y - ‘(4) = 0 ~ I Q 4 3 z ~ I is also order 
preserving. Thus y E Aut(@,). 
LEMMA 3.6. Suppose x and /I are dual isomorphisms from [p, q] onto 
[r, s], and that p: Dr. + QL is defined by p(d) = c( 0 4” 0 fl. Then p belongs to 
Aut(@,). 
Proof. Let C$E @,(p, q; r, s). Then, from the fact that 4” is in 
@Jr, s;p, q), it follows that ~(4) is in QL. Since 4; = 4; iff 4, = #z and 
4,bq&iffd,” G&Y, we have that p is an order preserving bijection. Finally, 
using (2.4) and Lemma 2.1 it is not hard to show that (/I 0 4” 5 c() ” = 
2 
P-:;Bcal 
and (~(04” cb)” =fiP’o#otzP’, whence the mapping 
QL + Qi, given by p ~ ‘(4) = flo 4 ” 0 c( is the inverse of p; and since p ~ ’ 
is also order preserving, the lemma follows. 
Lemmas 3.5 and 3.6 establish the sufficiency part of Theorem 3.4. It 
remains to show that all mappings in Aut(@,) are of the forms specified in 
(i) and (ii). 
LEMMA 3.7. If the interval [60,h, S,:,] = { ~EJ 1 6,,,6 f 66,.,,} is a 
chain, then either a = c or b = d. 
Proof. First 6,,, d 6,. d implies that a B c and b < d. Next, if a > c and 
b < d then 6,,, < 6,.,, < Si,,d and 6,,, < hasd< 6,.,, while a,;, and 6,,, are not 
comparable. 
It follows from Lemma 3.7 that there are two distinct types of chains 
(vertical and horizontal) in J of the form [c?~,~, S,;,]. Accordingly, for each 
a in Cp, q) and each b in (r, s], we let 
v, = {J,, I YE (r, ~1)~ H,= {4x,, I XE Cp, 4); 
and 
v={v,laECp,q))~ H= {H, 1 bE(r,s]}. 
LEMMA 3.8. For each y in Aut(@,) exactly one of the following is true: 
(i) y(V) = V and y(H) = H, 
(ii) v( V) = H and y(H) = V’. 
118 ROBERT C. POWERS 
Proof: Since y and y ~ ’ preserve order and join-irreducible elements, 
Lemma 3.3 yields that chains in J are mapped by y onto chains in J. In 
particular, for each V,, y( V,) is either in V or in H. Similarly, for each H,, 
y(H,) is either in V or in H. 
Assume that for some V,, and V,,, with a, # a2, we have y( V,,) = V,. and 
y( I’,,) = H,. Then 6,.., is in V, AH,, which means that ~~‘(6,. h) is in 
V,, n VQ2, and this is a contradiction. Thus, since y is a bijection, either (i) 
or (ii) holds. 
The next lemma is immediate, 
LEMMA 3.9. Let 6’ and r be in Aut[r, s] and Aut Cp, q], respectively. 
Then : 
(i) For each 6,,, in J, OOS,,OZ=S,-I ,“,, BCb,. 
(ii) For any family {Srr,,b,)lt.d in J, eOWze.d Sa,,h,)~~=VrE.d 00 
6 u,.b,’ z. 
Similarly, if CI and B are dual isomorphisms from Cp, q] onto [r, s], then: 
(iii) For each a,,, in J, c10 S,:, 0 p = bB-l(b),z(U). 
(iv) For any family {6u,,b,)xs.d in J, r*a(/bt.d ‘~.b,)“fl=vaE.d MO s 
” op. 
a,.& 
LEMMA 3.10. Suppose y is in Aut(@,), y(V) = V, and y(H)= H. Then 
there exist 0 in Aut [r, s] and r in Aut Cp, q] such that ~(4) = 8 0 4 0 T for all 
q5 in QL. 
ProoJ Let 0: [r, s] + [r, s] and 0: co, q] + Cp, q] be the mappings 
defined by O(r)=r, a(q)=q, and otherwise by cr(a)=c and B(b)=d 
whenever y(6,b) = 6,.,,. Since y E Aut(@J, y(V) = V, and y(H) = H, these 
mappings are well defined. 
Next we show that 0 and 0 are order automorphisms. First, since y is a 
bijection, both 0 and ~7 are bijections. Second, if a < a’ in Cp, q) then 
6d,b G 6qb for any b in (r, s]. So for each b in (r, s] we have 
~(6,:~) < y(6,,), whence by the definition of CT and 0, 6oCa~I,BtbI < 8CCoJ,0(b). 
Thus a(a) < a(a’) and 0 is order preserving. A similar argument shows that 
0 is also order preserving. The inverse mappings of CJ and 0 are given by 
W’(r)=r, a-‘(q)=q, and otherwise by a-‘(c) =a and O-‘(d)= b 
whenever yP’(J,;,) = S,,. Th us arguing as above and using the fact 
that y ~ ’ is order preserving establishes that both CJ ~ ’ and tP ’ are order 
preserving. 
Suppose q5 E DL. Since order automorphisms preserve suprema, using 
Lemmas 3.1 and 3.9, it follows that 
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Finally, letting z = (r-r completes the proof. 
LEMMA 3.11. Suppose p is in Aut(@,) and that p(V) = H and p(H) = V. 
Then there exist dual isomorphisms c1 and fi from Cp, q] onto [r, s] such that 
p(q+)=cx~~” OPfor a/l4 in OL. 
Proof Let E: [r, s] -+ Cp, q] and CI: Cp, q] -+ [r, s] be the mappings 
defined by &(r)=q, a(q)=r, and otherwise by .s(b)=c and cr(a)=d 
whenever ,0(6,,,) = 6,,,. Since p E Aut(@,), p(V) = H, and p(H) = V, these 
mappings are well defined. 
An argument similar to the one given in the proof of Lemma 3.10 
establishes that c( and E-’ are dual isomorphisms from Cp, q] onto [r, s]. 
Next, suppose 4 E QL. Then, by Lemmas 3.1 and 3.9, it follows that 
=vs &(d(r)),a(f) = re(P.4) v4, (-Ym~~-l) 
=a:;(,& 6:,,;,jo;I=.o~v .cl; 
and letting B = E -’ completes the proof. 
Combining the above lemmas yields the proof of Theorem 3.4 and the 
desired characterization of the order automorphisms of the lattice 
QL(p, q; r, s). In a dual manner the order automorphisms of the lattice 
@,& q; r, s) are characterized as follows: 
THEOREM 3.12. The mapping 2 belongs to Aut(@,) if and only if, for all 
4 in QR, one of the following holds: 
(i) i(d)=(~Iodot where 8 is in Aut[r,s] andr is in AutCp,q]; 
(ii) I(~)=Ixo~~o~ h w ere CI and p are dual isomorphisms from Cp, q] 
onto [r, s]. 
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We conclude this section with several comments. In lattice theory there is 
a very well-developed theory of residuated and residual mappings [ 11. In 
the case of mappings between real intervals, a nondecreasing function F 
from Cp, q] to [r, s] is residuated if F(j) = r and F is left-continuous on 
(p, q]; and F is residual if F(q) = s and F is right-continuous on Cp, q). The 
sets of residuated and residual mappings are denoted by Res( Cp, q], [r, s]) 
and Res+( Cp, q], [r, s]), respectively. Both sets are partially ordered via 
F, < F2 if and only if F,(x) < F*(x) for all x in Cp, q]. Any mapping F in 
Res(Cp, q], [r, s]) (resp., Res+(Cp, q], [r, s])) differs from a mapping in 
QL (resp., @Jo) by at most its value at the right-hand (resp., left-hand) 
endpoint of Cp, q]. It is readily checked that all our arguments are insen- 
sitive to these minor changes. Thus, both Res(Cp, q], [r, s]) and 
Res + (Cp, q], [r, s]) are complete lattices and 
(a) Theorem 3.4 remains valid when @, is replaced by Res( Cp, q], 
Cr, $1). 
(b) Theorem 3.12 remains valid when QR is replaced by 
Res+(b, 41, Cr, $1). 
These remarks, minor as they may seem, are nevertheless important 
when one wishes to combine the order-theoretic model of cluster analysis, 
which is developed wholly in the framework of residuated and residual 
mappings, with the elements of the theory of probabilistic metric spaces, 
where probability distribution functions are taken to be elements of 
@A& a; 0, 1). 
4. WEAK CONVERGENCE 
In probability theory there is a natural notion of convergence of 
distribution functions, namely weak convergence (see, e.g. [lo]). This 
notion carries over directly to functions in @. Specifically, we have: 
DEFINITION 4.1. For any function 4 in @@, q; r, s), let C(4) denote the 
set of all points x in (p, q) at which 4 is continuous. Then a sequence {4n} 
in @ converges weakly to 4 in @ (and we write 4, +” 4) if and only if the 
sequence {4,(x) 1 converges to 4(x) at every point x in C(4). 
We define weak convergence on the lattices DL and DR by viewing them 
as subsets of @. Thus 4, +w 4 in aL (resp., QR) if and only if 4, -+‘+ 4
in @. 
Our principal aim in this section is to show that order automorphisms of 
QL and QR are continuous with respect to weak convergence. In view of 
the obvious duality, we will confine our attention to GL. Here the result 
will follow readily from Theorem 3.4, once we have established the fact that 
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a sequence {#n} in QL converges weakly to 4 in Qr. if and only if 4,” con- 
verges weakly to 4” in @ “. For probability distribution functions this 
result was proved by J. B. Brown in [2] and more recently by M. D. 
Taylor in [ 151. Their proofs employ metrics on the space of probability 
distribution functions. Our proof is more elementary and straightforward. 
LEMMA 4.2. Let {$n} b e a sequence in QL and let 4 be in QL. Then: 
(i) VA-” 4 then for any y satisfying r < y <s we have lim sup, 
4,” (Y) d 4” (Y). 
(ii) If 4, +” 4 then for any y and t satisfying r < y < t < s we have 
lim inf, 4,” (t ) 3 4 ” (y ). 
ProoJ: 6) Let A = C(4) n (4” (~1, ql and B, = C(4) n (4,” (v), ql for 
each n. It follows from the assumption y <s that 4” (y) < q and 4,” (y) < q 
for each n. This observation along with the fact that C(4) is dense in (p, q) 
implies that the sets A and B,, n = 1, 2, . . . . are nonempty. Let x E A. Then 
4(x) > y by Lemma 2.1 and #n(x) + 4(x) since 4, -+%‘d and x E C(d). 
Hence there exists a positive integer N such that d,,(x) > y for all n >N. 
Therefore, again by Lemma 2.1, x belongs to fiF= ,,, B, E lim inf, B, whence 
A G lim inf, B,. Thus 
AElimUinf B,= fi fi (C(d)n(#,“(y),q]} 
]=I ?I=] 
= C(4) n (j ii (4,” (~),41 c C(4) n Clim sup 4,” (yh41. 
,=I “=I n 
Since C(d) is dense in Cp, q], it follows that 
4” (y) = inf A 3 inf{ C(d) n [limnsup 4,” (y), q]} = lim sup 4,” (y). 
n 
This proves (i). 
(ii) Let A be as above and let D,= C(d) n (d,“(t), q] for each n. 
Again, for each n, D, is nonempty. Let x E lim sup, D,. If x 4 A then 
x< 4” (y) because XE C(4). Thus, by Lemma 2.1, 4(x) by < t. Since 
#n(~) + d(x), there exists a positive integer N such that $n(x) < t for all 
n 2 N. Therefore, by Lemma 2.1, x does not belong to U,“= ,,, D, 3 
lim sup,, D, , which is a contradiction. Thus A 2 lim supn D, and we have 
AzlimsupD,= fi 5 {C(4)n(4,“(t),ql) n ,=L n=, 
=C(f$)n fi fi (f$,“(t),q]zC(d)n(liminfo,“(t),q]. 
,=I n=, n 
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It follows that 4” (y) = inf A < inf{ C(d) n (lim inf, 4,” (t), q] } = lim inf, 
4,” (t), which proves (ii). 
THEOREM 4.3. Let { 4,,} he a sequence in QL with $ in QL. rf 4” -+hl 4 
then 4,” -+“‘I$“. 
Proof. Let 4’ E C(#” ). Then by Lemma 4.2 we have 4” (y) 2 
lim sup, 4,” (y) 2 lim inf, 9,” (y) 2 V,, (r,l.I 4,” (t) = 4 ” (y) and we are done. 
A dual argument shows that if 4,” -+” 4” then (qS,“)^ +II’(4”)^. The 
following result now follows immediately from the previous remark and 
Theorem 4.3. 
THEOREM 4.4. Let (4,) b e a sequence in QL with C$ in @, Then 4, -+ ,+’ CP 
if and only ifd,” -+“‘d”. 
Finally, we prove 
THEOREM 4.5. Let (c$,,} be a sequence in Qp, with 4 in GL. rf6, -+“‘Q 
and y E Aut(@,) then ~(4,~) +” y(4). 
Proof: By Theorem 3.4 either ~(4) = 80 40~ where 19 and T are in 
Aut [r, s] and Aut Cp, q], respectively, or y(d) = ~10 q!~ ” 0 fl where CI and /I are 
dual isomorphisms from [p, q] into [r, s]. Since the maps 8, T, 3, and p 
are continuous and, by Theorem 4.4, 4, + w 4 if and only if 4,” -+ W 4 ” , the 
result follows. 
Note that Theorem 4.5 remains true when @, is replaced by QR, 
Res(Cp, 41, Cr, $1) or Res+(Cp, 41, Cr, ~1). 
The spaces QL( - co, + 00; 0, 1) and Q5,(0, co; 0, 1) are of special impor- 
tance since they are, respectively, the space of (one-dimensional) 
probability distribution functions and the space of probability distribution 
functions of nonnegative random variables. Thus, in particular, Theorem 
3.4 gives a complete characterization of the order automorphisms of these 
spaces. 
In conclusion, we remark that there are various metrics on the space 
of probability distribution functions which have the property that 
convergence with respect to these metrics corresponds precisely to weak 
convergence of distribution functions, as specified in Definition 4.1 
(see, e.g., [ 13, 151). It therefore follows from Theorem 4.5 that if 
YE Aut QL( --co, +co; 0, l), or YE Aut GL(O, cc;O, l), then y is continuous 
in the associated metric topology. 
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