Atypicality indices have been used recently in a number of applications to assess how unusual are new observations relative to a given population. We introduce a new nonparametric estimator of an index of atypicality in which kernel density estimation is employed in the original definition, due to Aitchison, which becomes a functional of the unknown density. This estimator overcomes difficulties due to bias that arise if the kernel density estimator is simply plugged in to this functional.
Introduction
We consider a nonparametric approach to the problem of assessing how atypical is a new observation of a univariate continuous random variable X relative to the previously observed values of X. The particular index of atypicality considered was introduced by Aitchison and Dunsmore (1975) , with motivation provided by problems in clinical medicine, and formulae were given for estimative and predictive indices on the assumption of multivariate normality; see also Aitchison et al. (1977) and Moran and Murphy (1979) . These atypicality indices have been used in interesting applications more recently; see, for example, Albert (1981) and Albert and Harris (1987) , who used the predictive version, Christlieb et al. (2002) , who used the estimative version, and Jones and Williams-Thorpe (2001) , who used one minus the predictive atypicality index which was arrived at from a frequentist argument suggested by Moran and Murphy (1979) . See also McLachlan (1992) . The use of atypicality indices is useful in practice as it provides an assessment of whether a particular object, be it a patient or a stone-axe or a star, belongs to some reference population based on observations such as total cholesterol level, chemical composition or a spectrum, respectively. An observation with a high atypicality index of 0.95 or greater might be considered unusual and require further investigation, and a value of 0.99 or more would receive special scrutiny.
Given two values, x 1 and x 2 , of X, x 1 is said to be more typical of the distribution of X than x 2 if and only if f (x 1 ) > f (x 2 ), where f denotes the probability density of X. Given a point x 0 , Aitchison defined the atypicality index for x 0 to be α(x 0 ) = Pr{f (X) > f (x 0 )} = such a data value can be said to be more typical than any other value. At the other extreme, α(x 0 ) = 1 if and only if x 0 lies outside the support of the distribution of f . We consider a nonparametric version of the atypicality index in which f is estimated by the kernel density method. An alternative nonparametric measure of atypicality was defined by Hermans et al. (1982) who used the estimated height of the density estimate at x 0 and a more interpretable version of this approach has been used by Collins and Krzanowski (2002) .
In Section 2, we discuss a number of measures of atypicality. Simply plugging the kernel density estimate into (1.1) leads to performance problems due to bias, as does the leave-one-out version of this approach. A new estimator is proposed which overcomes these difficulties. The theoretical properties of the proposed estimator are presented in Section 3, with different results emerging depending on whether x 0 is at the level of a turning point of f . We consider the case when x 0 is not such a point and find, somewhat surprisingly, that the optimal convergence rate of bandwidth for the minimisation of pointwise mean squared error is the same as that which optimises the performance of the kernel density estimator of f . In Section 4, we discuss the numerical properties of the proposed estimator by means of simulations and demonstrate that the behaviour of the estimator can depend on the location of x 0 . Our methods are applied in the assessment of the atypicality of the observations from a real data set. Proofs of the theorems presented in Section 3 are given in Sections 5 and 6.
2. Estimating atypicality. Suppose we have a random sample X = {X 1 , . . . , X n }, drawn from the population with density f . A naive estimator of the atypicality index, defined at (1.1), can be obtained by replacing f there by a nonparametric density estimator constructed from X , for example the kernel estimator
Here, K is a kernel function, usually a symmetric, compactly supported probability density, and h > 0 is a bandwidth. The resulting atypicality-index estimator is
where I(E) denotes the indicator of an event E.
Althoughα 1 is appealing on the grounds of its close resemblance to the true α, it can be expected to suffer performance difficulties which result from using the same density estimator in both the indicator function and the multiplier,f (x), in the second integral at (2.1). For example, the correlation between these two quantities can be shown to add extra terms to the formula for bias ofα 1 .
is the version off computed from the (n − 1)-sample
However,α 2 is still unsatisfactory, since it contains bias terms which result from both the indicator function and the factor K{(x − X i )/h} at (2.2). Each of these is of size at least h 2 ; see section 3 for discussion of the bias arising from the indicator function alone. The bias contribution from the factor K{(x − X i )/h} can be reduced to zero by removing the kernel and substituting X i into the argument of the indicator function, resulting in the estimatorα 3 :
Whileα 3 (x 0 ) has attractive bias properties, it has the aesthetically unappealing feature of not being a smooth function of x 0 . That difficulty can be overcome by employing a compromise between the estimators at (2.2) and (2.3):
where H ≥ 0 is a new bandwidth, different from the bandwidth h used to constructf −i . Letting H ↓ 0 we find thatα(x 0 | h, H) →α 3 (x 0 ), which we take as the , much larger than the size of H that would be selected for bump-elimination, and the same as the size chosen by traditional bandwidth selectors.
The latter property suggests the following elementary approach to the choice of h and H for the estimatorα(x 0 ). Using a conventional bandwidth selector, for example cross-validation or a plug-in rule, choose h to optimise performance off as an estimator of f , and use the same h to construct the functionα. Then select H to smooth out bumps inα. It can be seen from formulae for bias and variance in section 3 that performance of the estimatorα(x 0 ) will deteriorate as x 0 gets closer to a point x for which f (x) is at the same level as a turning point, either a local minimum or a local maximum, of f . However, the attractiveness of using a standard bandwidth selector to choose h is very strong.
It seems far from obvious that the order of bandwidth that optimises performance off as an estimator of f , should also give the optimal rate of convergence ofα to α. Indeed, the problem of estimating α has many of the features of a semiparametric, rather than a nonparametric, problem, and so one might even expectα to be root-n consistent for α if h were chosen appropriately. For example,α is constructed by integrating a functional off , and the operation of integration provides additional smoothing. This leads one to expect that, by choosing h to be an order of magnitude smaller than the bandwidth required for estimating f byf , the rate of convergence could be improved. It is surprising that this is not the case.
Theoretical properties
3.1. Properties of bias. Unlike standard problems in kernel density estimation, where bias is essentially a monotone increasing function of bandwidth, bias here can be a convex function of bandwidth. In particular, using too small a value of bandwidth can produce an estimator with unduly large values of both bias and variance. As we shall show, the optimal bandwidth, h, for minimising the bias of
, although in cases where local extrema of the density come into play, it can be proved to be as large as n
. On the other hand, in some instances the bias function is not (approximately) convex, and there the optimal bandwidth is much smaller.
The assumptions we shall make of f are standard:
f has two continuous derivatives on the real line; the support of f is a set S, say, the measure of which may be finite or infinite; and in the interior of S, f vanishes at at most a finite number of points.
(3.1)
It can be shown that values x 0 for which there exists
and f (x 1 ) = 0 can be associated with relatively slow convergence rates ofα(x 0 ) to α(x 0 ). Such points are isolated, however, and so for the sake of brevity we shall focus on circumstances where there are no turning points at the same level as x 0 .
Of K and h we shall assume, respectively, that K is a symmetric, compactly supported probability density; and K exists, is continuous and is of bounded variation as a function defined on IR; (3.2)
) as n → ∞, and for some > 0, n
A little notation is needed to describe properties of bias, which are more complex here than in standard settings. If f (x 0 ) > 0 then, provided f satisfies (3.1), there exists only a finite set, C = C(x 0 ) say, of values x 1 , including x 1 = x 0 , for which f (x 1 ) = f (x 0 ). Assume x 0 is chosen so that for none of these values, including
Clearly, S 1 (x 0 ) and S 2 (x 0 ) are functions of x 0 alone; they depend on neither n nor h. On the other hand, S 3 (x 0 ) depends on n and h. It is readily shown to satisfy:
(3.4)
Here and below, "const." denotes a generic constant, differing at different appearances and depending on neither n nor h, and nonzero whenever "const." appears in an asymptotic relation, such as
. The convergences in (3. 4) can occur along arbitrary subsequences; they need not be along the full sequence of values of n.
, and that the second bandwidth, H = H(n),
Neglecting, for a moment, the relatively complex term involving S 3 (x 0 ), and assuming that neither S 1 (x 0 ) nor S 2 (x 0 ) vanishes, we see from (3.5) that when . Consequently, minimum bias is typically
These properties continue to hold if we include the term S 3 (x 0 ) in our analysis.
Indeed, (3.4) implies that (i) S 3 (x 0 ) is asymptotically constant when h is of the optimal size mentioned at the end of the previous paragraph; (ii) for smaller order of
, makes a contribution that is of the same size as the term (nh)
appearing elsewhere in (3.5); and (iii) for larger orders of h, h 2 S 3 (x 0 ) makes a negligible contribution to (3.5).
Mean squared error.
For simplicity we treat the setting where x 0 is not at the level of a turning point of f and on the present occasion we confine attention to the case where h is of optimal size for minimising mean squared error. That is,
, meaning that the ratio of the left-and right-hand sides is bounded away from zero and infinity as n → ∞.
Let (N 1 , N 2 ) be bivariate normal with zero means, unit variances and coefficient of correlation equal to 1 2 , and put
Theorem 3.2. Assume the conditions of Theorem 3.1, except that (3.3) is replaced by the constraint that h n
Combining the results of Theorems 3.1 and 3.2, and (3.4), we deduce that when
Therefore, provided S 1 (x 0 ) does not vanish, the optimal choice of bandwidth is of
. This motivates the suggestion, in section 2, that a conventional bandwidth selector be employed, based on optimising performance off as an estimator of f . This will not give the best possible constant in the rate of convergence. However, except in cases where f (x 0 ) is at the same height as the value of f at a turning point, it will give the best rate of convergence ofα(x 0 ) to α(x 0 ).
Under the conditions imposed on f and x 0 in Theorems 3.1 and 3.2, S 4 (x 0 ) will not vanish, and S 1 (x 0 ) will vanish if and only if f (x 1 ) = f (x 0 ) at each point x 1 for which f (x 1 ) = f (x 0 ). This can happen if, for example, f is unimodal, if x 0 and x 1 are on opposite sides of the mode, and if f is perfectly quadratic between x 0 and x 1 . In such cases, using a bandwidth h that is of strictly larger order than n −1/5 leads to improved performance.
Numerical properties
The performance of the estimatorα 3 (x 0 ) of atypicality at a point x 0 was investigated as follows. The true density function was taken to be a (0.5,0.5) mixture of the Normal distributions N (−0.5, 0.4 2 ) and N (0.5, 0.2 2 ). The true atypicalities were computed using numerical methods for the thirteen values of x 0 which are displayed in Figure 4 .1. Note that the true density at each of the points P 2 , P 8 , P 10 , P 12 is at the level of a turning point of f , and so we would expect the performance of the atypicality estimator to be different for these points. 
Estimation performance in relation to bandwidth
Gaussian kernels were employed in the kernel estimator. Five-hundred simple random samples of sizes 25, 50 and 100, respectively, were drawn from the true density. The atypicality of the thirteen values of x 0 were estimated using the estimator α 3 (x 0 ) for 41 values of the bandwidth parameter. These values were equally spaced between -2.5 and 1.5 (or 2 in some cases) on a log 10 scale. , respectively. bandwidth for points P 2 , P 4 , P 5 , P 6 and the optimal values indicated by vertical lines for three sample sizes: 25 (dotted), 50 (dashed) and 100 (full).
The minima of MSE for points P 2 , P 4 and P 12 are not well-determined and a wide range of values of the bandwidth give essentially the same performance. The minima for points P 4 and P 12 are much larger than for the other six points; this is to be expected for P 12 , while at P 4 there are estimation difficulties at this mode due to the shape of f .
The MSE for the points not considered in Figures 4.2 and 4.3 are given in Table 4 .1. The behaviour of MSE at P 1 is similar to that of P 2 . At sample sizes 25 and 50, the behaviour at P 3 is similar to that of P 4 , but a more reasonable minimiser results at sample size 100. The optimal bandwidths and shape of the MSE function for P 7 is similar to that of P 6 , while P 9 is similar to P 10 .
The minimising bandwidths for P 13 are close together and similar to those of P 7 . bandwidth for points P 8 , P 10 , P 11 , P 12 and the optimal values indicated by vertical lines for three sample sizes: 25 (dotted), 50 (dashed) and 100 (full).
Due to the fact that we recommend the use of a standard bandwidth selector for the estimation of atypicality it is of interest to compare the optimal values of bandwidth with the distributions of bandwidths obtained for the samples using the direct-plug-in method of Sheather and Jones (1991)(SJ). When the sample size is 100, the 500 SJ log 10 (bandwidth)s range from -0.93 to -0.63, with median at -0.81.
The estimated optimal values for P 3 , P 8 , P 9 and P 10 lie inside the SJ range; for points P 5 , P 6 , P 7 and P 13 the values are outside the range but close to the endpoints; for points P 1 , P 2 , P 4 , P 11 and P 12 the estimated optimal bandwidths are larger than the maximum SJ value, dramatically so for P 4 and P 12 . 
Estimation performance in relation to x 0
In order to investigate the influence of x 0 on the performance of the estimator α 3 , the atypicality indices were computed for each of the 500 simple random samples from f of sample size 100 on a grid of 151 equally-spaced values of x 0 in the interval (-1.5, 1.5). The Sheather-Jones direct-plug-in estimates of bandwidth were computed for each of the 500 samples and used in estimating the atypicalities. The true values of the atypicalities for points on this grid were also computed, along with the estimated pointwise mean-squared error, bias and standard error ofα 3 . In Figure 4 .4 we notice that there is quite a lot of variability, especially in the vicinity of the left maximum, and this suggests that the performance of theα 3 estimator might be poor in the range of x 0 values from P 2 to P 8 . It is clear from the figure (top-right) that there are large biases, especially at P 4 and P 6 , but to a lesser extent near P 10 , P 11 and P 12 . It seems likely that part of the poor performance is due to the difficulty in estimating the left-hand mode.
The performance of the estimator is better near the more pronounced righthand mode, although there are some problems there too. In Figure 4 .5 we see that, of the points P 1 − P 13 of special interest, the mean-squared error is largest near points P 4 , P 6 , P 7 and P 10 − P 12 . Points P 2 and P 9 have a similar MSE, while points P 1 and P 13 have very low MSE. Therefore the behaviour at points P 12 and P 10 supports the expectation of difficulties, while this is less clear for points P 2 and P 8 . The estimated bias is largest in magnitude for points P 4 , P 6 , P 7 and P 12 , and of them point P 12 is expected to be linked with performance problems. At points P 11 and P 10 there is also a fairly large bias, while the bias is low at points P 1 -P 3 , P 5 , P 8 and P 13 . Most of points P 1 − P 13 have a large estimated standard error, including P 12 , P 10 . 
Illustration ofα: an application
We now consider an application and consider the effect of using the second and this observation should be subjected to further scrutiny. 5. Proof of Theorem 3.1. The proof will be divided into three steps, which will respectively establish: (I) an expansion of I 1 (IR), where, for any subset R of the real line,
(II) an expansion of I 2 (IR), where .2) and (III) the bias expansion (3.5), by combining the results of Steps (I) and (II).
Step ( 
uniformly in x ∈ N . Therefore, writing to denote > or ≤ according as f (x 1 ) > 0 or f (x 1 ) < 0, respectively, we have:
where we take the plus or minus sign according as f (x 1 ) > 0 or ≤ 0, respectively, and, here and below, "small-oh" terms in an integrand are of the stated sizes uniformly in x ∈ N . Hence, for this interpretation of the plus and minus signs,
In case (b), defining as before,
Therefore,
(5.6) Let x 0 be any point for which f (x 0 ) > 0, and let C denote the set of points
at (5.4), and the definition of C = C(x 0 ) given in section 3. Put
It follows from (3.1) that C is finite, and that for all sufficiently small δ the sets N (x 1 ), for x 1 ∈ C, are disjoint. Therefore, in the case j = 1 and for sufficiently small δ,
This result, and the fact that
that for all sufficiently large n,
(5.9)
Using the second part of (5.9) we deduce that, for all sufficiently large n, I 1 (M) = 0.
Therefore, by (5.8) in the case j = 1,
} for all sufficiently large n , (5.10) and (5.5) and (5.6) may be used to develop a formula for the series on the right-hand side. Together, they give, respectively, the contributions to S 1 (x 0 ) from x 1 = x 0 , and the vanishing contribution to S 1 (x 0 ) from x 1 = x 0 .
is asymptotically normally distributed, and that, via an Edgeworth expansion (see Hall, 1992, p. 270ff) , 
In particular, µ 2 = (nh)
E{f (x) −f (x 0 )}. In view of (5.11),
uniformly in x, x 0 satisfying (5.12). Therefore, writing N = N (x 1 ) where x 1 is such that f (x 1 ) = f (x 0 ), and noting that the length of N converges to 0 as n → ∞, we have:
We treat separately the two cases considered in Step (I).
(5.14)
In this notation, x = x 1 + (nh)
, and so,
f (x 1 ) and
From (5.16) it may be deduced, on changing variable from x to u in the integral
Furthermore, setting Ψ(u) = Φ(−|u|), and defining
, we obtain from (5.16):
Combining (5.13), (5.17) and (5.18) we deduce that
Let N (x 0 ) be as at (5.4), and put
as at (5.14), and let its inverse be x(u).
In this notation, the argument leading to (5.18) can be conducted with N 1 replacing N , giving on this occasion:
(5.20)
Combining (5.20) and (5.21) we deduce that
in Section 3, and let ρ = λ 1 /λ 0 . Now,
uniformly in |v| ≤ C, where
Assume for the time being that 23) and put ξ = (nh
. Then, combining the results derived earlier in this paragraph, we obtain: 
(iii) by (5.22), the coefficient in the definition of ψ 1 converges to 0, then
)}, for some > 0. Combining this result and (5.24)-(5.28) we deduce that
Together, (5.22) and (5.29) imply that
Combining (5.13) and (5.30) we deduce that, provided (5.23) holds, To derive an analogue of (5.10) in the case of I 2 (IR), note that µ 2 = µ 2 (x, x 0 ) ≤ const., uniformly in x ∈ M, the latter defined at (5.7). Using this property and the first part of (5.9), we deduce that
These two results, and the extended version of (5.11) discussed in part (d) above, imply that for each
uniformly in x ∈ M. Multiplying by f (x) throughout, and integrating over x ∈ M,
). This property, and the fact that (5.8) holds for j = 2, imply that for each B > 0,
(5.32) Properties (5.19) and (5.31) may be used to develop a two-term formula, plus a negligible remainder, for the series on the right-hand side of (5.32). The two terms respectively contribute S 1 (x 0 ) and S 2 (x 0 ) to (3.5).
I 2 (R) denote the versions of those quantities in the case of a sample of size n − 1, rather than n. All our asymptotic results, such as the expansions of I j (IR) and of I j {N (x 1 )} for j = 1, 2, obtained in steps (I) and (II), hold without change. In this notation, and for all B > 0, To treat the case 0 < H = o(h), observe that by standard calculations,
Using this result, (3.5) for 0 < H = o(h) follows from its counterpart in the case
6. Proof of Theorem 3.2. We give the argument only in outline, since many details are similar to those for the proof of Theorem 3.1. As in that derivation it may be shown that, provided 0 ≤ H = o(h), the formula for var {α(x 0 )} is asymptotic to its version when H = 0, i.e. to var {α 3 (x 0 )} whereα 3 (x 0 ) is defined at (2.3).
Therefore, it suffices to treatα 3 (x 0 ). Now,
) ,
Hence, it suffices to prove that, for j = 1,
Letf −1,2 denote the version off that is constructed if the data X 1 , X 2 are
In this notation,
Let v 2 denote the quantity obtained by setting to zero each of the terms in K in (6.1), and replacing n − 2 by n. That is,
We shall prove below that (6.1) holds for j = 2. Tracing through the argument we shall give, and accounting for all the terms in K, it can be seen that this also implies (6.1) for j = 1.
Let T (x, x 0 ) and τ (x, x 0 ) be as in Step (II) of section 5, and let N (y 1 , x 0 ) and N (y 2 , x 0 ) be jointly normally distributed random variables with zero means, unit variances, and covariance equal to cov {T (y 1 , x 0 ), T (y 2 , x 0 )}. The Edgeworth expansion arguments used in Step (II) of section 5 may be used to prove that only the dominant terms make a first-order contribution, and so Result (6.1), for j = 4, follows on combining (6.3)-(6.7).
