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Complex-valued tapers
Dimitris N. Politis1
Abstract: The spectral estimation method based on the average of short, tapered periodograms is re-
examined. The bias of such estimators is typically O(1/b2)w h e r eb is the length of the short blocks. Much of
the current research on multi-tapering has been focusing on reducing the proportionality constant implicit in
the term O(1/b2). In this note, we show how—with the use of complex-valued tapers—the bias of the spectral
estimator can be reduced by orders of magnitude becoming O(1/bp) for (possibly) high p. Expressions for the
estimators’ variance and MSE are presented with an aim towards optimal estimation. An automatic method
of optimally choosing the block size b is given. Finally, the usage of multiple complex tapers is proposed in
an eﬀort to reduce sidelobe size and improve ﬁnite-sample performance. Edics category: 1.TFSR
Keywords: Bandwidth choice, Bartlett estimator, ﬂat-top lag-windows, multi-tapering, power spectrum.
1 Introduction: Bartlett and Welch
Let X1,...,X n be an observed stretch from a real-valued, mean zero, stationary process {Xt,t∈ Z}
with unknown autocovariance function γ(k)=C o v ( Xt,X t+k). If
∞
s=−∞ |γ(s)| < ∞, then the
spectral density f(w)=
∞
s=−∞ eiwsγ(s) exists and is continuous. In general, for p ∈ N,c o n s i d e r :
Assumption Ap:
∞
s=−∞ |spγ(s)| < ∞. Assumption A∞: |γ(k)|≤c1e−c2k for some c1,c 2 > 0.
Assumption Ap implies that the pth derivative of the spectral density, namely f(p)(w), exists and
is continuous. Assumption A∞ holds, e.g., when {Xt} follows a stationary ARMA model [3].
Deﬁne the sample autocovariance ˆ γ(k)= 1
n
n−|k|
t=1 XtXt+|k|. Although ˆ γ(k) is consistent for
γ(k) for each ﬁxed k, the periodogram T(w)=

|s|<neiwsˆ γ(s) is inconsistent for f(w); see [3].
Under A1, the bias of T(w) is rather small—approximately O(1/n)— but the variance of T(w)
tends to f2(w)(1 + 1{w/π∈Z}) and not to zero for large n;h e r e1A is the indicator of set A:i ti s
equal to 1 or 0 according to whether A is true or not. Using the deﬁnition of ˆ γ(k), we also obtain:
T(w)=

|s|<n
eiwsˆ γ(s)=
1
n
|
n 
t=1
eiwtXt|2. (1)
In 1950, M.S. Bartlett [1] proposed one of the ﬁrst consistent estimators of f(w). Bartlett’s
scheme was based on splitting the data into blocks of size b.S ol e tBk =( Xk,X k+1,...,X k+b−1)b e
the kth block where k =1 ,...,qand q = n−b+1; alternatively, we may denote (X
[k]
1 ,X
[k]
2 ,···,X
[k]
b )
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1the entries of Bk.L e t Tk(w)=1
b|
b
t=1 eiwtX
[k]
t |2 and ˆ γ[k](s)=1
b
b−|s|
t=1 X
[k]
t X
[k]
t+|s| denote the
periodogram and sample autocovariance (respectively) as computed from block Bk. The Bartlett
estimator is then deﬁned as ˜ T(w)=1
q
q
k=1 Tk(w). The bias of ˜ T(w) is equivalent to the bias of
each of the Tk(w), i.e., about O(1/b). However, Var ˜ T(w)=O(b/n) due to the eﬀect of averaging
[2]. Thus, ˜ T(w) is consistent for f(w)a sl o n ga s 2 b →∞but b/n → 0a sn →∞ . Letting
˜ γ(s)=1
q
q
k=1 ˆ γ[k](s), and noting that ˜ γ(s) ≈ ˆ γ(s)f o r|s| <b ,w eh a v e
˜ T(w)=

|s|<b
λB(s/b)eiws˜ γ(s) ≈

|s|<b
λB(s/b)eiwsˆ γ(s); (2)
in the above, λB(x)=m a x ( 0 ,1 −| x|) is the Bartlett lag-window.
Noting that the bias of a periodogram is mostly due to edge eﬀects, Welch [16] proposed tapering
each of the short periodograms before taking their average. So let Tν
k (w)=1
b|
b
t=1 eiwtνb(t)X
[k]
t |2
be the tapered periodogram of block Bk;h e r eνb(t)=ν(t/b)w i t hν :[ 0 ,1] → R+ being the taper.
Welch’s spectral estimator is then deﬁned as ˜ Tν(w)=1
q
q
k=1 Tν
k (w). Under standard conditions 3
Var ( ˜ Tν(w)) ≈ ∆w,f
b
n
where ∆w,f = f2(w)
 1
−1
ν2
∗(x)
ν2
∗(0)
dx (1 + 1{w/π∈Z}), (3)
where ν∗ is the self-convolution of ν deﬁned as ν∗(t)=

ν(x)ν(x+|t|)dx;s e e[ 4 ][ 1 5 ][ 1 6 ][ 1 7 ] .N o t e
that Welch’s estimator reduces to Bartlett’s when ν(x) = 1; to exclude this possibility consider:
Assumption B. The taper ν :[ 0 ,1] → R+ is a continuous, piecewise diﬀerentiable function,
monotone non-decreasing on [0,1/2] and symmetric about 1/2, that satisﬁes ν(0) = 0 and ν∗(0) = 1.
Under A2 and B, it can be shown that Bias(˜ Tν(w)) = O(1/b2), whereas Var(˜ Tν(w)) = O(b/n)
as before. Therefore, ˜ Tν(w)o u t p e r f o r m s˜ T(w) in terms of Mean Squared Error (MSE). Ever since
Welch’s 1967 paper [16], much research has been focused on choosing the taper—or combination of
tapers—with the goal of reducing the proportionality constant implicit in the term Bias( ˜ Tν(w)) =
O(1/b2); see [5] [11] [14] [17]. In what follows, we show how—with the use of complex-valued
tapers—the bias of Welch’s spectral estimator can be reduced by orders of magnitude, becoming
O(1/bp) under Assumption Ap. An automatic method of optimally choosing the block size b is also
given, motivated by an analogy with ﬂat-top lag-window spectral estimators [7] [8] [9].
2All asymptotic approximations in this paper will be understood to hold as b →∞but with b/n → 0.
3There is a variety of suﬃcient conditions that imply equations (3) (5). For example, (cf. [10] p. 455, or [3] p.
351) a suﬃcient condition is that Xt =
!∞
i=−∞ θiZt−i,w h e r et h eZt’s are i.i.d. with EZt =0 ,a n dEZ
4
t < ∞,a n d
the θi’s satisfy
!∞
i=−∞ |i|
1/2|θi| < ∞. For diﬀerent suﬃcient conditions based on summability of cumulants see [2]
p. 26 and p. 144, or [12] p. 134.
22 Tapers, lag-windows and higher-order kernels
The right-hand-side of eq. (2) has the form of a general lag-window spectral estimator [3] deﬁned
as
ˆ fλ(w)=

|s|<b
λ(s/b)eiwsˆ γ(s)=
1
2π
 π
−π
Λb(w − x)T(x)dx (4)
where λ :[ −1,1] → R+. The 2nd equality in (4) is due to the fact ˆ γ(s)= 1
2π
 π
−π e−iwsT(w)dw,
together with the deﬁnition of the kernel Λb(w)=

|s|<bλ(s/b)eiws,o re q u i v a l e n t l y ,Λ b(w)=
bΛ(bw)w i t hΛ ( w)=

λ(x)eiwxdx. Under standard conditions, it follows that
Var ( ˆ fλ(w)) ≈ cw,f
b
n
where cw,f = f2(w)

λ2(x)dx (1 + 1{w/π∈Z}). (5)
The bias of ˆ fλ depends on the smoothness of λ at the origin. A lag-window λ is said to be of order
q if its kth derivative λ(k)(0) = 0 for k =1 ,...,q− 1, but λ(q)(0)  = 0. Then, under Ap,
Bias( ˆ fλ(w)) = O(1/bζ)w h e r eζ =m i n ( p,q). (6)
The good bias performance comes with a string attached: for λ to have order q>2, its kernel Λ must
take on some negative values. Since λ(k)(0) = 0 is equivalent to

wkΛ(w)dw = 0, a nonnegative
kernel can have order at most two. Nevertheless, the accuracy of a higher-order ˆ fλ implies that
Prob( ˆ fλ(w) < 0) is practically negligible. In addition, there is an easy ﬁx for the nonnegativity:
let ˆ f+
λ (w)=m a x (ˆ fλ(w),0). Taking the positive-part can only improve the estimator; in fact [9]:
MSE( ˆ f+
λ (w)) ≤ MSE( ˆ fλ(w)). In other words, ˆ f+
λ inherits the higher-order accuracy of ˆ fλ.
Returning to Welch’s estimator, note that eq. (2) can be extended to cover the expectation of
˜ Tν(w); as shown in the Appendix, we have
E ˜ Tν(w) ≈

|s|<b
ν∗(s/b)eiwsγ(s) ≈ E ˆ fν∗(w). (7)
As ˜ Tν(w) ≥ 0, it follows that ν∗ is a lag-window of order at most two. As a matter of fact,
Assumption B ensures that ν∗ has order exactly two, and thus the bias of ˜ Tν(w)i sO(1/b2).
Intuitively, the Fourier transform (kernel) of ν∗ is eﬀectively a squared quantity—and therefore
nonnegative—since ν∗ is a convolution of ν with itself. In order to open up the possibility of
higher-order accuracy of a spectral estimator based on tapers, it is natural to consider the case of
complex-valued tapers whose “square” may be negative.
33 Flat-top lag-windows and complex-valued tapers
A family of inﬁnite-order lag-windows is the ﬂat-top family [7] [8] [9] whose typical member is:
λg,c(x)=1i f|x| <c ; λg,c(x)=g(|x|)i fc ≤| x|≤1; and λg,c(x)=0i f|x|≥1. In the above, c
i saﬁ x e dn u m b e ri n( 0 ,1), and g is a continuous function satisfying g(c)=1a n dg(1) = 0. The
simplest such choice is to let g be a straight line; this leads to the trapezoidal ﬂat-top family [9]
whose typical member λT
c is conveniently described in terms of two Bartlett lag-windows as follows:
λT
c (x)=( h +1 ) λB(x) − hλB(x/c)w h e r eh =
c
1 − c
(8)
From eq. (5), we have Var( ˆ fλT
c (w)) ≈ 3h+1
h+1
 2b
3n

f2(w)(1 + 1{w/π∈Z}). At the same time,
Bias( ˆ fλT
c (w)) = O(1/bp) under Ap. Thus, letting b proportional to n1/(2p+1), yields MSE( ˆ fλT
c (w)) =
O(n−2p/(2p+1)) which is the best rate possible [13] under Ap. Under A∞, the bias of ˆ fλT
c (w)
is negligible as it decays exponentially with b; letting b proportional to logn,w et h e nh a v e
MSE( ˆ fλT
c (w)) = O(logn/n) which is very close to the parametric O(1/n) rate. Finally, con-
sider the case where γ(s) = 0 for all s>some s0, e.g., when {Xt} follows a Moving Average (MA)
model of order s0; in that case, letting b = s0/c results into MSE( ˆ fλT
c (w)) = O(1/n).
It is apparent that to achieve optimal MSEs, the choice of b is crucial. Since the degree of
smoothness of f, i.e., the value p in Ap,i sn o tk n o w ni na d v a n c e ,t h ec h o i c eo fb must be data-
dependent. Fortuitously, [8] this choice can be made by a simple inspection of the correlogram.
Although it may be overly optimistic to assume that {Xt} exactly obeys a ﬁnite-order MA model,
an MA model may generally serve as an approximation [3]; the aforementioned optimal choice of b
under such an approximate MA model motivates the following:
Empirical Rule:4 Let ˆ b =ˆ s0/c where ˆ s0 is the smallest integer such that ˆ γ(s)   0 for all s ≥ ˆ s0.
It can be shown that the estimator ˆ b automatically adapts to the (unknown) underlying degree of
smoothness p resulting into a near-optimal MSE rate for ˆ fλT
c (w). In other words, if we let bopt be
the optimal block size b computed under full knowledge of the value p in Ap as well as of γ(k), then
ˆ b ≈ bopt with high probability; see [8] for details.
Consider a general complex-valued taper ν :[ 0 ,1] → C, i.e., ν = νR +iνI where νR,νI are real-
valued. Let Iν
k(w)=1
b
b
t=1 eiwtνb(t)X
[k]
t
b
s=1 e−iwsνb(s)X
[k]
s denote the modiﬁed periodogram
4The condition ˆ γ(s)   0 is really an implied test of signiﬁcance which is formally described as follows. Let
ˆ ρ(k)=ˆ γ(k)/ˆ γ(0); we will say that ˆ γ(s)   0a n dˆ ρ(s)   0 for all s ≥ ˆ s0 if |ˆ ρ(ˆ s0 + k)| <c 0
"
log10 n/n,f o r
k =1 ,...,K n,w h e r ec0 > 0 is a ﬁxed constant, and Kn is a positive, nondecreasing function of n such that
Kn = o(logn). Practically recommended values are c0 =2a n dKn =m a x ( 5 ,
"
log10 n) ;s e e[ 8 ]f o rm o r ed e t a i l s .
4from block Bk,a n d˜ Iν(w)=1
q
q
k=1 Iν
k(w) their average. Because the conjugate of ν is not used
in deﬁning the modiﬁed periodograms, Iν
k(w)a n d˜ Iν(w) are generally complex-valued; however,
if ν happens to be real-valued, then they reduce to the real (and nonnegative) Tν
k (w)a n d˜ Tν(w)
respectively. Our estimator of f(w) will then be the real part of ˜ Iν(w), namely ˆ Iν(w)=R e [˜ Iν(w)].
From eq. (11) and (12) in the Appendix it follows that the bias of ˆ Iν(w) is tantamount to the
bias of a lag-window estimator ˆ fλ(w)w i t hλ(x)=a(x)=

νR(s)νR(s+|x|)ds−

νI(s)νI(s+|x|)ds.
Therefore, we can tailor νR and νI to give ˆ Iν(w) good bias properties. Note, however, that here
the taper ν must satisfy a(0) = 1 to avoid ‘losing variance’ instead of the condition ν∗(0) = 1 of
Assumption B; of course, a(0) = 1 is equivalent to νR
∗ (0) − νI
∗(0) = 1.
Although many choices for νR,νI are possible, we now focus on a particular simple—but
eﬀective—choice. Fix a constant c ∈ (0,1) and let ˆ IT
c (w) be the estimator ˆ Iν(w) using the choices
νR(x)=

1
1 − c
1{0<x<1} and νI(x)=

1
1 − c
1{0<x<c}. (9)
Eq. (12) implies that ˆ IT
c (w) is associated with an implied lag-window a(k)t h a te q u a l sλT
c (k)
as given in eq. (8); thus, the bias of ˆ IT
c (w) is tantamount to the bias of the trapezoidal lag-
window estimator ˆ fλT
c (w), i.e., Bias(ˆ IT
c (w)) = O(1/bp) under Ap. Similarly, eq. (15) shows that
Var ( ˆ IT
c (w)) ≈ Var ( ˆ fλT
c (w)), so that ˆ IT
c (w)i se q u i v a l e n tt o ˆ fλT
c (w) in terms of its ﬁrst two moments.
Furthemore, eq. (14) shows that ˆ IT
c (w)= ˆ fλT
c (w)+OP(b/n) so the two estimators are asymptotically
equivalent. Thus, letting b proportional to n1/(2p+1), yields MSE(ˆ IT
c (w)) = O(n−2p/(2p+1)) under
Ap. Under A∞, letting b proportional to logn,w eo b t a i nMSE(ˆ IT
c (w)) = O(logn/n).
By its construction, ˆ IT
c (w) is not necessarily nonnegative, so the practical estimator is ˆ I
T,+
c (w)=
max(0, ˆ IT
c (w)). However, as previously mentioned, MSE(ˆ I
T,+
c (w)) ≤ MSE(ˆ IT
c (w)). Finally, note
that by the equivalence of ˆ IT
c (w)t o ˆ fλT
c (w), the “Empirical Rule” for optimally choosing b given
above applies verbatim to optimally choosing b for the estimator ˆ IT
c (w).
4 Multiple complex tapers
The aforementioned optimal MSE properties of ˆ IT
c (w)a n d ˆ fλT
c (w) hold for any c ∈ (0,1). Nev-
ertheless, it is recommended to let c be (around) 0.5 since the extreme values c =0a n dc =1
are both to be avoided: the ﬁrst corresponds to the Bartlett lag-window which is suboptimal—see
Figure 1(a,b); on the other hand, c → 1 approximately yields a truncated periodogram whose
corresponding kernel (the Dirichlet) has very pronounced sidelobes—see Figure 1 (c,d).
5Although more work on the ‘optimal’ value of c is in order, to ﬁx ideas we now let ˆ IT(w)
and ˆ fλT(w) without a subscript denote ˆ IT
c (w)a n dˆ fλT
c (w)u s i n gc =1 /2. Similarly, let λT(x)=
λT
1/2(x) be the lag-window that corresponds to ˆ IT(w)a n d ˆ fλT(w), and ΛT(w)=Λ T
1/2(w)b et h e
corresponding kernel. From eq. (14) it follows that ΛT(w) inherits the tail behavior associated with
the Bartlett estimator; this is manifested in Figure 1 (f): except for the ﬁrst sidelobe—which by
necessity must go negative—the rest of the sidelobes are comparable in size to those in Figure 1(b).
The Bartlett-type sidelobes of ΛT(w) are essentially due to the sharp corners in the graph of
λT(x) shown in Figure 1 (e). To eﬀectively smooth-out those sharp corners and reduce the size of
the sidelobes, the idea of multiple tapering may be employed; see e.g. [11], [15] and the references
therein. For example, consider the lag-window ¯ λT(x)=( 1 /3)[λT(x)+λT(x/0.95) + λT(x/0.90)]
with kernel ¯ ΛT(w). Figure 1 (g) shows that, although the ﬂat-top remains unaﬀected, the graph of
¯ λT(x) has smoother corners. At ﬁrst glance, the plot of ¯ ΛT(w) shown in Figure 1 (h) looks much
like that of ΛT(w) shown in Figure 1 (f). However, due to the diﬀerence in scale of the two ﬁgures
it is apparent that the kernel ¯ ΛT(w) has sidelobes of size (at least) 10% less than those of ΛT(w),
and this remains true even after adjustment/scaling to ensure the same L2 norm, i.e., variance.
Finally, note that the lag-window ¯ λT(x) corresponds to a simple average of ˆ IT(w) with diﬀerent
block sizes. If we let ˆ IT,b(w) denote the estimator ˆ IT(w) using block size b,t h e n¯ λT(x) corresponds
to the estimator (1/3)[ˆ IT,b(w)+ˆ IT,0.95·b(w)+ˆ IT,0.90·b(w)]. Thus, a general multi-taper estimator
may be deﬁned as: ˆ IT,b,mult(w)=( 1 /m)
m
j=1 aj ˆ IT,djb(w)w h e r et h eaj are weights such that
m
j=1 aj =1 ,a n dd1 <d 2 < ···<d m are constants in the interval [1− ,1+ ] for some small  >0.
Note that the “Empirical Rule” for optimally choosing b for ˆ IT,b,mult(w) should now be modiﬁed
to read: ˆ b =2 ˆ s0/d1,w h e r eˆ s0 is the smallest integer such that ˆ γ(s)   0 for all s ≥ ˆ s0. More work
is needed, however, to pin-point optimal values for aj and dj in connection with ˆ IT,b,mult(w).
Conclusions
The use of complex-valued tapers is proposed with the goal of reducing the bias in Welch’s spectral
estimation procedure. It is shown that, with careful choice of the shape of the complex tapers, the
bias can be reduced by orders of magnitude provided the underlying true spectral density is smooth
enough, i.e., has more than two continuous derivatives. Expressions for the new estimators’ variance
and MSE are presented, and an automatic method of optimal bandwidth choice is given motivated
by an analogy with ﬂat-top lag-window spectral estimators. Finally, the use of multiple complex
tapers is proposed in an eﬀort to reduce sidelobe size and improve ﬁnite-sample performance.
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7Appendix: technical remarks and details
Remark. The mean zero assumption regarding {Xt} is employed for convenience. A more practical
set-up is the following: Let Y1,...,Y n be an observed stretch from a real-valued, stationary process
{Yt,t ∈ Z} with unknown mean µ = EYt and autocovariance γ(k)=C o v ( Yt,Y t+k). Let ¯ Yn =
1
n
n
t=1 Yt, and deﬁne the centered version Xt = Yt − ¯ Yn for t =1 ,...,n. In other words, the data
X1,...,X n are now a result of centering by a sample mean—as opposed to a true expectation.
The implication of the practical set-up is an error of order O(b/n) in all spectral estimation
procedures based on blocks of size b or lag-windows with window-width equal to b.I np a r t i c u l a r :
(a). The full periodogram T(w) becomes non-informative at the origin, i.e., T(0) = 0; this is not
true, however, for the short periodograms. In other words, the Tk(0) are informative, and so is their
average, i.e., Bartlett’s estimator, which is (approximately) unbiased even at w = 0. The reason
is that although the short periodograms are computed on a block of size b, the data-centering has
been performed based on the full-data sample mean, i.e., Xt = Yt − ¯ Yn;s i n c eb/n → 0, centering
at the full-data sample mean is accurate enough for purposes of the short periodograms.
(b). The term O(b/n) must be added to the bias of all spectral estimators considered in the paper.
For example, the bias of the classic Welch estimator ˜ Tν(w) will not be O(1/b2) but O(1/b2)+O(b/n).
Luckily, this extra bias term can be neglected as it is swamped by the order of magnitude of the
spectral estimator’s standard deviation which is O(

b/n).
The bias of ˆ Iν(w). Consider the complex-valued taper νb(t)=ν(t/b), and write νb = νR
b + iνI
b
where νR
b (t)=νR(t/b)a n dνI
b(t)=νI(t/b). Let A(s,k)=νR
b (s)νR
b (s + |k|) − νI
b(s)νI
b(s + |k|)a n d
B(s,k)=νR
b (s)νI
b(s + |k|)+νI
b(s)νR
b (s + |k|)s ot h a tνb(s)νb(s + |k|)=A(s,k)+iB(s,k).
The modiﬁed periodogram from the ﬁrst block B1 is analyzed below:
Iν
1(w)=1
b
b
t=1 eiwtνb(t)Xt
b
s=1 e−iwsνb(s)Xs = 1
b
b
t=1
b
s=1 eiwte−iwsνb(t)νb(s)XtXs
= 1
b
b−1
k=0
b−k
s=1 eiwkνb(s)νb(s + k)XsXs+k + 1
b
−1
k=−b+1
b
s=1−k eiwkνb(s)νb(s + k)XsXs+k
= 1
b

|k|<b
b−|k|
s=1 eiwkA(s,k)XsXs+|k| + i
b

|k|<b
b−|k|
s=1 eiwkB(s,k)XsXs+|k|.
Due to symmetry properties of B(s,k), the term

|k|<b
b−|k|
s=1 eiwkB(s,k)XsXs+|k| is real. Hence,
Re[Iν
1(w)] =
1
b

|k|<b
b−|k| 
s=1
eiwkA(s,k)XsXs+|k|. (10)
The expected value of our estimator ˆ Iν(w)=R e [ ˜ Iν(w)] is identical to the expected value of
8Re[Iν
1(w)]. It follows that
Eˆ Iν(w)=
1
b

|k|<b
b−|k| 
s=1
eiwkA(s,k)γ(k)=

|k|<b
eiwkab(k)γ(k) (11)
where ab(k)=1
b
b−|k|
s=1 A(s,k)=1
b
b−|k|
s=1
	
νR
b (s)νR
b (s + |k|) − νI
b(s)νI
b(s + |k|)


. By a Riemman–
sum approximation argument, we have: ab(k) ≈ a(k/b)f o rl a r g eb where
a(x)=

νR(s)νR(s + |x|)ds −

νI(s)νI(s + |x|)ds. (12)
In the case of a real-valued taper, i.e., νI =0a n dν = νR, eq. (7) follows from (11) and (12) above.
Representation of ˆ Iν(w) as a diﬀerence of Welch estimators. From eq. (10) it is immediate
that ˆ Iν(w)=˜ TνR
(w) − ˜ TνI
(w)w h e r e˜ TνR
(w), ˜ TνI
(w) are regular Welch estimators corresponding
to the real-valued tapers νR,νI respectively.
Representation of ˆ IT
c (w) as a diﬀerence of Bartlett estimators with diﬀerent block sizes.
Eq. (10) with the assignment (9) imply: Re[Iν
k(w)] = 1
b|
b
t=1

1
1−ceiwtX
[k]
t |2−1
b|
[cb]
s=1

1
1−ceiwsX
[k]
s |2
= 1
1−c

1
b|
b
t=1 eiwtX
[k]
t |2 − c
cb|
[cb]
s=1 eiwsX
[k]
s |2

, where [cb] denotes the integer part of cb.W e
recognize the ﬁrst term in the parenthesis as the (untapered) periodogram of the block (X
[k]
1 ,...,X
[k]
b ),
whereas the second term is c times the (untapered) periodogram of block (X
[k]
1 ,...,X
[k]
[cb]). Taking
the average over the q = n − b +1b l oc k sw eo b t a i n :
ˆ IT
c (w)=
1
1 − c
1
q
q 
k=1
1
b
|
b 
t=1
eiwtX
[k]
t |2 −
c
1 − c
1
q
q 
k=1
1
cb
|
[cb] 
s=1
eiwsX[k]
s |2. (13)
Denote the Bartlett estimator using block b as ˆ fB
b (w)=1
q
q
k=1
1
b|
b
t=1 eiwtX
[k]
t |2.T h u s , t h e
Bartlett estimator using block [cb]i s ˆ fB
[cb](w)= 1
q 
q 
k=1
1
[cb]|
[cb]
s=1 eiwsX
[k]
s |2 where q  = n−[cb]+1.
Let  2 =
q 
k=q+1
1
[cb]|
[cb]
s=1 eiwsX
[k]
s |2 = OP(q  − q)=OP(b − cb)=OP(b). Now eq. (13) implies:
ˆ IT
c (w)=
1
1 − c
ˆ fB
b (w) −
c
1 − c
·
1
q

q  ˆ fB
[cb](w) −  2

=
1
1 − c
ˆ fB
b (w) −
c
1 − c
ˆ fB
[cb](w)+OP(
b
q
);
using the fact that b/n → 0 and the short-hand notation h = c/(1 − c) we ﬁnally arrive at:
ˆ IT
c (w) ≈ (h +1 )ˆ fB
b (w) − h ˆ fB
[cb](w). (14)
T h ev a r i a n c eo fˆ IT
c (w). Recall that Var( ˆ fB
b (w)) ≈ 2
3
b
nf2(w)(1+1{w/π∈Z}). It can also be shown
[6] that the correlation coeﬃcient Corr( ˆ fB
b (w),fB
[cb](w)) ≈ 3−c
2
√
c. Thus, from eq. (14), we have
Var ( ˆ IT
c (w)) ≈
3h +1
h +1

2b
3n

f2(w)(1 + 1{w/π∈Z}). (15)
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Figure 1: The lag-window λT
c (x), for x>0, and the kernel ΛT
c (w), for w>0, corresponding to
ˆ IT
c (w). (a) λT
0 (x); (b) ΛT
0 (w); (c) λT
c (x)w i t hc   1; (d) ΛT
c (w)w i t hc   1; (e) λT(x), i.e., λT
1/2(x);
(f) ΛT(w), i.e., ΛT
1/2(w); (g) ¯ λT(x)=( 1 /3)[λT(x)+λT(x/0.95) + λT(x/0.90)]; (h) ¯ ΛT(w).
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