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In semiconductor manufacturing, statistical quality control hinges on an effective analysis of wafer bin maps,
wherein a key challenge is to detect how defective chips tend to spatially cluster on a wafer—a problem
known as spatial pattern recognition. Detecting defect patterns on a wafer can deliver key diagnostics about
the root causes of defects and assist production engineers in mitigating future failures. Recently, there has
been a growing interest in mixed-type spatial pattern recognition—when multiple defect patterns, of different
shapes, co-exist on the same wafer. Mixed-type spatial pattern recognition entails two central tasks: (1)
spatial filtering, to distinguish systematic patterns from random noises; and (2) spatial clustering, to group
the filtered patterns into distinct defect types. Observing that spatial filtering is instrumental to high-quality
pattern recognition, we propose to use a graph-theoretic method, called adjacency-clustering, which leverages
spatial dependence among adjacent defective chips to effectively filter the raw wafer bin maps. Tested on
real-world data and compared against a state-of-the-art approach, our proposed method achieves at least
49% gain in terms of internal cluster validation quality (i.e., validation without external class labels), and
about 6% gain in terms of Normalized Mutual Information—an external cluster validation metric based on
external class labels. Interestingly, the margin of improvement appears to be a function of the defect pattern
complexity, with larger gains achieved for more complex-shaped patterns. This superior performance is a
testament to the method’s promising impact to semiconductor manufacturing, as well as other contexts
where mixed-type spatial patterns are prevalent.
Key words : Clustering, Pattern recognition, Semiconductor Manufacturing, Unsupervised learning
1. Introduction
Integrated circuits (IC), colloquially known as chips, are essential to most, if not all, electronic
devices. The central step in IC manufacturing is wafer fabrication, in which a batch of chips are
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fabricated on round-shaped silicon wafers through a series of complex electrochemical processes
including slicing silicon-rich ingots into round-shaped thin wafers, wafer oxidation and material
deposition, photolithography, ion implantation, and etching (El-Kilany 2003). Once fabricated, all
wafers undergo an operational quality performance test, known as wafer probing, in which chips
are labeled as functional or defective by passing an input signal and collecting the corresponding
output. This step results in a two-dimensional graphical representation called wafer bin map—a
gridded representation of a wafer in which each grid point represents the spatial location of a chip
and is assigned a binary value (e.g., 0 or 1) denoting a functional or a defective chip, respectively.
Figure 1 shows examples of three different wafer bin maps resulting from wafer probing tests, where
defective chips are denoted by red squares.
Figure 1 Examples of wafer bin maps resulting from wafer probing tests. Panels (a-b) are single-type patterns,
i.e. one defect pattern per wafer, while Panel (c) shows a mixed-type defect pattern. Random patterns
due to inherent process variation are represented by the scattered red squares on the wafer maps, which
overlap with systematic patterns (e.g. center, zone, donut) that are caused by assignable root causes.
A careful analysis of wafer bin maps is pivotal to quality control efforts in the semiconductor
manufacturing industry. By examining the spatial defect patterns on the fabricated wafers, i.e.,
how the defective chips tend to spatially cluster, one can infer instrumental insights about the root
causes of defect occurrence, and subsequently suggest corrective actions to mitigate future failures.
This problem, often referred to in the literature as spatial pattern recognition (SPR), is the focus
of this paper. In a manufacturing process like wafer fabrication that entails hundreds of dependent
and technologically complex steps, such analysis is of extreme importance to pinpoint possible
root causes of failures. In fact, several spatial defect patterns in wafer bin maps can be directly
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traced back to common root causes of failure. For instance, a circular-shaped, center-located defect
pattern, as shown in Figure 1(a), often corresponds to chemical stains or mechanical equipment
faults (Hwang and Kuo 2007, Kim et al. 2018), while a zone-shaped, edge-located defect pattern,
as shown in Figure 1(b), can be traced back to uneven polishing or edge-die effects (Cunningham
and Mackinnon 1998). A center-located, donut-shaped defect pattern, as shown in Figure 1(c), is
routinely observed in wafer data due to possible tooling problems (Neo et al. 2017). These spatial
patterns like center, zone, or donut, wherein defective chips “cluster” to form distinct shapes are
referred to as systematic patterns since they are initiated by an assignable root cause. In contrast,
randomly scattered defective chips in Figure 2(a)-(c) are referred to as random patterns, since they
are merely artifacts of random process variation.
In the SPR literature, defect patterns in wafer bin maps can either be single-type or mixed-type
patterns. The former refers to wafer maps that host only one defect pattern (e.g. center, zone,
etc.), while the latter refers to wafer maps in which two or more defect patterns co-exist. Figure
1(a-b) show examples of single-type defect patterns, whereas Figure 1(c) depicts a mixed-type
defect pattern. With the ever-growing increase in scale and sophistication of wafer fabrication,
mixed-type patterns are now increasingly observed in production data. Nevertheless, barring few
recent efforts (Kim et al. 2018, Tello et al. 2018, Kong and Ni 2019), the problem of mixed-type
SPR has received less attention than its single-type counterpart.
A typical SPR analysis of a wafer bin map, be it hosting single- or mixed-type patterns, involves
two pillar tasks: (1) Spatial filtering, i.e., to de-noise raw wafer data by separating systematic from
random patterns—See Figure 1; and (2) Spatial clustering, i.e., to group the filtered systematic
patterns obtained from the first task into one or more sub-clusters pertaining to different types of
defect patterns (e.g., center, zone, donut). A large body of literature has been devoted to improving
the effectiveness of the second task, namely spatial clustering, among which those that are based on
model-based clustering techniques (Yuan and Kuo 2007, 2008, Hwang and Kuo 2007, Yuan et al.
2011), kernel-based clustering (Wang 2009, Chao and Tong 2009), similarity-based metrics such as
correlograms and nearest-neighbor measures of spatial dependence (Taam and Hamada 1993, Jeong
et al. 2008), generalized linear mixed models (Wang et al. 2018), Hough transformations (White
et al. 2008), and neural networks especially those based on adaptive resonance theory (Chen and
Liu 2000, Su et al. 2002, Di Palma et al. 2005, Huang 2007, Liu and Chien 2013, Chien et al. 2013).
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On the other hand, ad hoc heuristics are often used for the first task, namely spatial filtering,
with an implicit assumption that the deficiencies of a poorly designed filtering step will be corrected
in the second task. While this assumption may be acceptable for single-type SPR, we claim that the
filtering step is of critical importance to mixed-type SPR. Motivated by a similar observation, Kim
et al. (2018) propose an algorithm called connected path filtering (CPF) for the spatial filtering step
to distinguish systematic and random defects in mixed-type wafer bin maps. This CPF algorithm
is then coupled with a spatial clustering model that acts on the filtered data to produce the final
SPR results. CPF is a heuristic algorithm that searches all possible connected paths of defective
chips on a wafer and only keeps those paths that are longer than a pre-set threshold, M .
Raw Wafer Map
Partial ring + Donut defects
Connected Path Filtering
Followed by spatial clustering
Our Proposed Filtering
Followed by spatial clustering
(a) (b) (c)
Figure 2 Analysis of a wafer map with partial ring and donut defects. Panel (a): raw wafer bin map, Panel (b):
CPF with M = 5, and Panel (c): Better filtering results produced by our proposed method.
While valuable on its own, our analysis of multiple wafer maps, as we will elaborate in the sequel,
has revealed two main limitations of the CPF approach. First, CPF does not directly leverage local
spatial neighborhood information, but instead, it disregards all defective chips that do not belong
to a connected path which is longer than a certain globally pre-set threshold, M . In other words,
if a chip is labeled as “functional,” while all of its neighbors are not, the CPF approach does not
make use of the local neighborhood information to possibly re-assign the label of this chip. A direct
consequence of this limitation is that the filtered results may end up having irregular shapes (few
functional chips surrounded by large groups of defective chips, or vice-versa), which may severely
compromise the quality of the downstream clustering task. To demonstrate this first limitation, let
us take a look at Figure 2, where Panel (a) shows a raw wafer bin map which hosts a mixed-type
pattern consisting of partial ring and donut defects. The results from the CPF method (Panel b)
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clearly show an irregular shape due to either functional chips for which the values should have
been updated to defective based on their local neighborhood, or alternatively, defective chips which
should have been re-labeled as functional. This irregularity in the shapes misleads the downstream
spatial clustering (performed using a mixture model—to be reviewed later) to mistakenly identify
some defective chips as independent sub-clusters. The results in Panel (c) appear to be more visually
appealing with a clear visual distinction between the two overlapping defect types (i.e., donut
and partial ring), making the downstream clustering method (performed using the same mixture
model) relatively straightforward. The result in Panel (c) is in fact, produced by our proposed
filtering approach, for which the details are unraveled in Section 2.
The second limitation of the CPF approach is its choice of the pre-set threshold M . Our findings,
to be presented in Section 3, suggest that there does not appear to be a default value for M that
works universally well for all wafers and all combinations of defect types, making the choice of M
wafer-specific. Furthermore, as outlined by Kim et al. (2018), this choice is made via interaction
with domain experts. This limitation severely hampers the applicability of the CPF approach
in practice. Given the large production volumes typical of semiconductor production lines, the
need for domain experts to constantly weigh in and update the value of the parameter M can be
extraordinarily inefficient and thus impractical.
Motivated by the need to address the above two limitations, we propose an innovative approach
to extract mixed-type defect patterns in wafer bin maps. Our major finding is that a graph-
theoretic approach which effectively leverages the local spatial dependence structure can have the
potential to considerably improve the spatial filtering step, and ultimately, the overall quality of
SPR. Specifically, we propose to use the adjacency-clustering (AC) model for spatial filtering, which
was originally introduced by Hochbaum and Liu (2018) for yield prediction. Although technically
similar, the main function of AC in our work is different from that in Hochbaum and Liu (2018):
we focus on extracting systematic defect patterns (i.e., diagnostic analysis), rather than yield
prediction (i.e., prognostic analysis). This distinction in motivation drives a fundamental departure
in what defines a cluster from the earlier work by Hochbaum and Liu (2018): while Hochbaum
and Liu (2018) define a cluster as a group of chips with homogeneous yield level, our approach,
on the other hand, defines a cluster based on its chips’ membership in either the set of systematic
or random defect pattern clusters. AC is, in fact, closely tied to Markov Random Field (MRF)
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models in statistics and probability, which have been successfully applied in image segmentation
and restoration (Rue and Held 2005, Geman and Graffigne 1986), spatial clustering detection
(Hansen et al. 1997), and wafer thickness variation analysis (Bao et al. 2014).
We couple the proposed spatial filtering method with a mixture model for spatial clustering.
Based on the numerical experiments with real-world data, we show that our approach outperforms
the state-of-the-art method proposed by Kim et al. (2018) by at least 49% in terms of internal
cluster validation quality (i.e. validation without external information about class labels), and
about 6% in terms of Normalized Mutual Information—an external cluster validation metric which
makes use of externally provided class labels. The mixture model used for spatial clustering is the
same as that used by Kim et al. (2018) so that the improvements in the final clustering quality
are solely attributed to our proposed filtering method. Interestingly, the margin of improvement
appears to be a function of the defect pattern complexity, with larger gains achieved for more
complex-shaped patterns. This superior performance is a testament to the method’s promising
applicability to semiconductor manufacturing, as well as to other contexts in which mixed-type
complex spatial patterns may be prevalent, such as energy networks and supply chain risk analysis.
Finally, we conclude this section by describing the organization of this paper. In Section 2, we
elucidate the building blocks of our proposed approach, which comprises the details of the AC
approach to filter the wafer maps, coupled with an advanced mixture model to further group
the AC-filtered results into one or more sub-clusters corresponding to different systematic defect
patterns. Section 3 presents our case study which details the analysis of nine real-world wafer maps
exhibiting complex multi-type defect patterns. Section 4 concludes this paper and highlights future
research directions.
2. Our Approach
We represent a wafer map with n chips by (d1, d2, . . . , dn), where di ∈N is the number of defects on
chip i. The locations of chips can be modeled as a graph G= (V,E) where nodes denote chips and
the edges define the neighborhood relationship, i.e., we have an edge [i, j]∈E when chip i and chip
j are adjacent to each other on the wafer map. According to the neighborhood system, each chip
can have at most 4 neighbors (rook-move neighborhood) or 8 neighbors (king-move neighborhood).
Our SPR framework consists of two stages: a spatial filtering stage, and a spatial clustering
stage, both of which are clustering tasks, yet they serve different purposes. In the first stage,
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namely spatial filtering, the adjacency-clustering (AC) model partitions the wafer map into two
clusters, such that one of them only includes those chips that form systematic defect patterns. As
a result, we are able to separate the systematic defect patterns (those caused by assignable root
causes) from the random defect patterns (artifacts of random process variation). In the second
stage, the AC-filtered results are further partitioned into one or more sub-clusters using a mixture
model called the infinite warped mixture model (iWMM). Each sub-cluster corresponds to a type
of systematic defect pattern, e.g., a center or zone, as shown in Figure 1.
2.1. Spatial Filtering Stage: Adjacency-Clustering for Raw Wafer Data
We sketch here the adjacency-clustering model from Hochbaum and Liu (2018) and adapt it into
our application. The adjacency-clustering model aims to partition the set of chips into clusters
such that chips belonging to the same cluster behave similarly and tend to be adjacent to each
other. This AC concept is motivated by the spatial dependence among adjacent chips, which aligns
well with the concept of the systematic defect patterns on a wafer map where defective chips tend
to spatially cluster. In the case of binary defect data (i.e., di ∈ {0,1}), the AC model will find
two clusters: the first cluster corresponds to the set of systematic defect patterns, while the other
corresponds to random defect patterns.
The clustering decisions are cluster labels xi for i ∈ V . Chips with the same label form a single
cluster. The objective function of AC includes a deviation cost function and a separation cost
function. The deviation cost function measures how the assigned label xi deviates from the observed
value di, while the separation cost function captures the difference in assigned labels of adjacent
chips. Let fi(xi, di) denote the deviation cost functions associated with node i∈ V and gij(xi−xj)
denote the separation cost functions for edge [i, j] ∈ E. The adjacency-clustering model can be
formulated as the following integer program:
min
∑
i∈V
fi(xi, di) +
∑
[i,j]∈E
gij(xi−xj) (AC)
s.t. xi ∈X ∀ i∈ V, (1)
where X is the set of allowable labels of each chip. In our application, we have X = {0,1}.
The clustering result depends on the trade-off between the two cost functions. When the separa-
tion function values are relatively larger than the deviation function values, the resulting clusters
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will be more contiguous (and the spatial smoothing effect is more significant). If the separation
costs are too large, the whole wafer map would be forced to have the same label so the separation
cost is minimized. On the other hand, when the separation costs are small, the assigned labels will
be close to the original observational values and the spatial filtering effect is less notable in the
clustering result. The adjacency-clustering model has a statistics foundation from Markov random
fields (MRF), and solving for xi is finding the maximum a posterior (MAP) estimate of the degra-
dation model with an MRF prior (Geman and Graffigne 1986). Different forms of separation and
deviation functions reflect different distributional assumptions of MRF.
The neighborhood system also plays an important role in the result from AC. When the rook-
move neighborhood structure is assumed, the clustering only looks for defect patterns that grow
horizontally or vertically. By contrast, with the king-move structure, the clustering will identify
defect patterns that exhibit more complex shapes such as ring and donut patterns. Therefore,
the king-move structure can work better for complicated clustering tasks, as those prevalent in
mixed-type defect detection (See Figure 2(c) for an example).
When both di and xi are binary (X = {0,1}), as in our SPR application, then the adjacency-
clustering model reduces to the problem called minimum s-excess (Hochbaum 2001):
min
∑
i∈V
wixi +
∑
[i,j]∈E
uijzij, (AC-BIN)
s.t. zij ≥ xi−xj ∀ [i, j]∈E, (2)
zij ≥ xj −xi ∀ [i, j]∈E, (3)
xi ∈ {0,1} ∀ i∈ V, zij ∈ {0,1} ∀ [i, j]∈E. (4)
where zij = |xi−xj| ∈ {0,1} indicates the difference in the label values of chip i and j, while wi is
the deviation cost of chip i, and uij is the separation cost associated with the pair of chips. More
specifically, wi = fi(1,0)> 0 for chips with di = 0 and wi =−fi(0,1)< 0 for chips with di = 1: (1)
when di = 0, we will incur a penalty of fi(1,0) for labeling xi = 1 and zero penalty otherwise, so the
associated deviation cost is fi(1,0) · xi and wi = fi(1,0); (2) when di = 1, we will incur a penalty
of fi(0,1) when assigning xi = 0 and zero penalty otherwise, hence the associated deviation cost
is fi(0,1) · (1−xi); After dropping the constant, we get wi =−fi(0,1). And uij = gij(1)> 0 for all
pairs (the separation cost is 0 if zij = 0).
The minimum s-excess problem can be solved in polynomial time with a minimum-cut algorithm
applied to an appropriately defined graph (Hochbaum 2001):
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Proposition 1. The adjacency-clustering model with binary label values (AC-BIN) can be solved
in polynomial time.
The algorithm constructs a graph Gst = (V ∪ {s, t},Ast) as follows: First we add to G a source
node s and a sink node t, and each edge [i, j] is replaced by two arcs (i, j) and (j, i) with the same
capacity of uij. For each node i∈ V with a positive wi, we add an arc of capacity wi from the node
to the sink. For each node j ∈ V with a negative weight wj, we add an arc of capacity −wj from the
source. Then the defective cluster (the set of chips with xi = 1) is the source set of a minimum cut
in Gst. The computational results indicate that this algorithm can solve instances with thousands
of chips within seconds, which facilitates the real-time application of our framework.
If di and xi take more than two values, the AC model can still be solved in polynomial time for
convex deviation and separation functions. Specifically, for “bilinear” separation cost functions (i.e.,
g(xi−xj) = uij · (xi−xj) if xi ≥ xj and uji · (xj−xi) otherwise) and any convex deviation function,
Hochbaum (2001) devised an algorithm that solves the problem in the running time of a single
minimum cut (and the running time of finding the minima of the convex deviation functions). This
time complexity was also shown by Hochbaum (2001) to be the best that can be achieved. When
the separation cost function is not “bilinear” but convex, the Lagrangian relaxation technique can
be applied for the polynomial time algorithm (Ahuja et al. 2003) .
After solving AC with binary label values, each chip is assigned a new label. The chips with a
label value of one form a cluster that contains systematic defect patterns, while the chips with a
label value of zero are filtered out. In other words, the original defects recorded on the zero-label
chips are treated as random defect patterns of unassignable causes, to be marked off by the spatial
filtering stage and thus no longer deemed defects in the subsequent spatial clustering stage. The
spatial filtering result depends on the relative magnitude of the separation costs and deviation costs
(the relative differences between wi and uij in AC-BIN). Our numerical analysis, to be presented
in Section 3, suggests that there is a set of parameter values that yields consistently good results
in our application of interest.
The resulting cluster pertaining to the systematic defects can contain more than one defect
pattern (e.g., donut and partial ring—as in Figure 2). As such, we couple the AC method for spatial
filtering in the first stage with a spatial clustering model in the second stage to group different
patterns into sub-clusters. This spatial clustering model is introduced in subsection 2.2.
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2.2. Spatial Clustering Stage: Infinite Warping Mixture Model for the AC-Filtered Results
Given the AC-filtered results, we apply the infinite warping mixture model (iWMM) (Iwata et al.
2012) to group the resulting systematic patterns into sub-clusters pertaining to distinct types of
defect patterns (i.e. zone, donut, ring, etc—see Figure 1). Before we elaborate on the details of
iWMM, we first briefly discuss the motivation of using it in our setting. iWMM was first proposed
by Iwata et al. (2012) and then adopted by Kim et al. (2018) to spatially cluster the wafer maps
that are filtered via their connected path filtering (CPF) approach. In our approach, we keep the
iWMM as our spatial clustering method, because iWMM is a highly potent multi-class clustering
method and lends itself well to the SPR problem (more about this in the following). Additionally,
by using the same spatial clustering method as that used by Kim et al. (2018), we ensure that the
improvements in clustering quality are mainly attributed to our proposed filtering method.
The benefit of applying iWMM in spatial clustering of defect patterns in wafer maps is two-fold.
First, in iWMM, the number of sub-clusters corresponding to the number of defect types on a wafer
(i.e., the number of sub-clusters) is estimated rather than specified a priori—a common shortfall
of most clustering methods. Second, and more importantly, defects in wafer maps tend to have
non-Gaussian shaped patterns (such as donut and ring). This invalidates the assumptions of many
classical model-based clustering approaches that assume the clusters themselves follow a certain
parametric distribution, most commonly a Gaussian distribution. The iWMM method relaxes this
assumption by making the parametric distribution assumption on the clusters in a latent space,
which are related to the original complex-shaped clusters through a non-linear transformation or
(warping) function. Through this warping, complex non-Gaussian-like shapes in the observed space
can be represented by simple Gaussian-like shapes in the latent space. The clustering can then be
performed in the latent space using a model-based (e.g., Gaussian) clustering technique. Figure 3
shows an example of how iWMM works within our SPR framework.
We briefly describe the key details of the iWMM method in our problem setting and interested
readers can refer to the Appendix for more details. As evident in Figure 3, two building blocks
constitute the essence of iWMM: (1) a warping function to match the observed spatial locations
of the AC-filtered results with a set of latent spatial coordinates in the latent space, and (2) a
model-based clustering method which determines the clustering assignments in the latent space.
Iwata et al. (2012) propose to use a Gaussian process latent variable model (GPLVM) (Lawrence
Aziz Ezzat et al.: Spatial Pattern Recognition with Adjacency-Clustering 11
Figure 3 Our SPR consists of spatial filtering via the AC method (Stage 1) and iWMM for spatial clustering
(Stage 2). iWMM assumes the non-Gaussian-shaped sub-clusters in the observed space (2a) are obtained
by warping Gaussian-like sub-clusters in the latent space (2b).
2004) as a warping function, and an infinite Gaussian mixture model (iGMM) as a model-based
clustering method. We briefly review both in the sequel.
Using the notation from Section 3.1, we denote by S = [s1, ..., sn]
T the set of spatial locations
associated with the defective chips in the AC-filtered results, i.e. for which xi = 1, where n=
∑
i xi,
and si ∈R2. The set S in the observed space corresponds to a set of latent spatial coordinates in
the latent space denoted by Z= [z1, ...,zn]
T , where zi ∈R2. The ultimate goal of the iWMM is to
find a vector of assignments in the latent space, denoted as A= [a1, ..., an]
T , where ai ∈Z+ denotes
the membership of the ith chip to a particular sub-cluster.
The Gaussian process latent variable model (GPLVM) is used to map, or in other words, warp,
the transformed spatial locations Z, which are assumed to follow a Gaussian distribution, into
the observable space where S can have a non-Gaussian distribution. For GPLVM, the conditional
probability of S given Z is expressed as in Eq. (5) (Lawrence 2004).
p(S|Z,Θ) = (2pi)−n|Σ|−1 exp
(
− 1
2
tr(STΣ−1S)
)
, (5)
where tr(·) is the trace function, | · | is the determinant operation, and Σ is an n× n covariance
matrix whose ith and jth entry holds a covariance value, or in other words, a measure of similarity,
between a pair of observations zi and zj. A pillar question in GPLVMs, and GPs in general, is how
to determine the entries of Σ. Typically, a stationary parametric covariance function C(·) is selected,
which only depends on the lag between a pair of inputs through a set of hyperparameters Θ. A
popular choice for C(·) is the so-called squared exponential covariance (Williams and Rasmussen
2006), which is employed in this analysis.
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Once the mapping (or warping) function is established, the infinite Gaussian mixture model
(iGMM) is used for spatial clustering in the latent space. The iGMM assumes that the kth mixture
component (or sub-cluster) in the latent space follows a Gaussian distribution with a mean and
precision matrix, denoted by µk and Vk, respectively. In addition, each mixture component is asso-
ciated with a mixture weight denoted by φk. The mathematical expression for iGMM is presented
in Eq. (6).
p(z|φk,µk,V k) =
∞∑
k=1
φkN (z|µk,V−1k ) (6)
Iwata et al. (2012) provide a detailed procedure to fit the iWMM to a set of observed spatial
locations S, where the latent coordinates Z, assignments A, as well as remaining parameters are
inferred through a Markov Chain Monte Carlo (MCMC)-based procedure. The implementation
codes for iWMM have been made publicly available (Iwata and Duvenaud 2016) and we use them
for our numerical analysis in Section 3.
3. Application to Real-World Wafer Map Data
In this section, we evaluate the performance of our proposed two-stage SPR approach on a set of
real-world wafer bin maps. We demonstrate its superior performance using a collection of widely
recognized clustering quality metrics. We then proceed to infer key insights about its performance
relative to a state-of-the-art spatial filtering method.
3.1. Data Description
We extracted nine wafer maps from a public dataset that is widely cited in the semiconductor
manufacturing community (Jang 2014, Wu et al. 2014). While the original dataset contains a large
number of wafer bin maps, we have selected nine wafers so as to (1) reflect different mixed-type
defect patterns of various complexity, and (2) to resemble as close as possible to the six wafer
maps analyzed by Kim et al. (2018) (which we do not have access to) in order to provide a fair
comparison of our proposed approach relative to the state-of-art approach in the literature.
Figure 4 displays the nine chosen wafer maps, where the red- and green- colored squares represent
the locations of defective and functional chips, respectively. Panels (a), (f) and (g) show wafer maps
with center and partial ring defects. Panel (b) shows a wafer map with center and zone defects.
Panels (c), (d), and (e) show wafer maps with two zone defects, while Panels (h) and (i) show wafer
maps with donut and partial ring defects.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4 Nine wafer maps with mixed-type defects. Panels (a), (f) and (g) show wafer maps with center and
partial ring defects. Panel (b) shows a wafer map with center and zone defects. Panels (c), (d), and
(e) show wafer maps with two zone defects, while Panels (h) and (i) show wafer maps with donut and
partial ring defects.
3.2. Results and Discussion
Hereinafter, we denote our proposed approach as AC-iWMM where adjacency-clustering for spatial
filtering is coupled with the infinite warping mixture model for spatial clustering. The benchmarking
alternative in the comparison is the state-of-the-art approach in the semiconductor manufacturing
literature proposed by Kim et al. (2018), which is denoted hereinafter as CPF-iWMM where the
connected path filtering (CPF) algorithm for spatial filtering is followed by iWMM for spatial
clustering. Therefore, the fundamental difference between our approach and the benchmark lies in
the spatial filtering stage, for which the impact on the quality of the downstream spatial clustering
is shown to be instrumental.
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We test the AC model with a king-move neighborhood system, and standardize fi(0,1) =
fi(1,0) = 1 (i.e., |wi|= 1) for all i ∈ V , and set uij = u for all [i, j] ∈ E. The value of u thus con-
trols the spatial filtering level. In theory, we can choose the value of u through a cross validation
procedure as described by Hochbaum and Liu (2018). As discussed in subsection 2.1, having a too
large or too small value of u is not ideal for the spatial filtering purpose. We observe that for the
problem of SPR in wafer bin maps, the choice of u= 0.5 achieves a sensible trade-off between the
deviation and separation costs, and yields consistently superior performance. Hence we only present
the AC-iWMM results for u= 0.5. This is in contrast to CPF for which there does not appear to
be a value for its main parameter M that works universally well for different defect pattern types.
To showcase this point, we present the results of the CPF method at two different values of M
(findings to be discussed in the sequel). We compare AC-iWMM against CPF-iWMM on the nine
wafer maps of Figure 4. We have implemented the CPF algorithm following the description of the
method by Kim et al. (2018), while for iWMM, we have adapted the code made publicly available
by Iwata and Duvenaud (2016). Figure 5 shows the results of the AC-iWMM approach for four
wafer maps, starting from the raw wafer map, to AC-filtering result, to the iWMM clustering result
in both the original and latent spaces. The visual results for all wafers are shown in Figure 11 in
the Appendix.
3.2.1. Visual Comparisons: Before we present the quantitative results, we first draw some
insights based on visual comparisons between our approach and the benchmark, CPF-iWMM.
Figures 6 and 7 show the results of both approaches on two wafer maps. The first wafer map,
illustrated in Figure 6, hosts donut and partial ring defect patterns. The middle and right panels
show the results from the AC-iWMM and the CPF-iWMM, respectively. By virtue of AC filtering,
iWMM is able to distinguish the two types of defects into two separate sub-clusters that are
spatially distinct. This is achieved by correctly smoothing out the random noises between the two
patterns with the use of local neighborhood information. In contrast, CPF mistakenly identifies
some chips located in proximity to both sub-clusters as a separate sub-cluster on its own, as it does
not utilize the local neighborhood information. We stress that iWMM was run at the same initial
values for the parameters and the same number of iterations in both AC-iWMM and CFP-iWMM,
so the difference between the two sets of results is solely attributed to the different spatial filtering
approach (adjacency-clustering versus connected path filtering)
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Raw Wafer Map AC(u = 0.5)
AC-iWMM
(observed space)
AC-iWMM
(latent space)
Figure 5 Results from four out of nine selected wafers, starting from the raw wafer maps (first column), to the
AC filtering results using u= 0.5, and then to the iWMM clustering as applied to the AC-filtered data,
in both the original and latent spaces (third and fourth columns, respectively).
Another illustrative example is shown in Figure 7, in which the wafer map exhibits two overlaid
zone defects. Similar to the example in Figure 6, CPF fails to separate the two sets of defective
chips, causing iWMM to mistakenly flag a new separate sub-cluster. This is in contrast to the
AC-iWMM approach that yields a clear distinction between the two sub-clusters corresponding to
the two zone defect patterns. We note that this problem cannot be alleviated by just adjusting
the value of the pre-set threshold M because the set of chips that are mistakenly flagged by CPF-
iWMM as a separate sub-cluster is connected to one of the true sub-clusters, and hence, CPF
will always treat it as one connected path. AC-iWMM does not keep this set of chips after AC
filtering because the neighborhood information is utilized to smooth them out, reducing potential
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Figure 6 Visual comparison of CPF-iWMM (Panel b) and AC-iWMM (Panel c) on a wafer map that exhibits
donut and partial ring defects. In contrast to AC, CPF fails to clearly separate the two sets of defective
chips, causing iWMM to mistakenly flag a new separate sub-cluster.
mishaps in the subsequent iWMM clustering stage. In Section 3.2.2, we further demonstrate that
our approach outperforms the CPF-iWMM at various values of the threshold M .
Figure 7 Visual comparison of CPF-iWMM (Panel b) and AC-iWMM (Panel c) on a wafer map that exhibits
two zone defects. In contrast to AC, CPF fails to clearly separate the two sets of defective chips, causing
iWMM to mistakenly flag a new separate sub-cluster.
3.2.2. Quantitative Comparisons: The clustering results obtained by both approaches are
then evaluated on two sets of performance metrics that are known in the pattern recognition
literature as internal and external indices (Arbelaitz et al. 2013). Assuming Aˆ= [aˆ1, ..., aˆn]
T and
A= [a1, ..., an]
T are the sets of predicted and true cluster assignments, respectively, internal indices
assess the quality of the pattern recognition results when the underlying ground truth is not
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available, that is, without access to the set A. External indices, on the other hand, make use of
external information, namely the set A, to validate the estimated pattern recognition results.
Let us denote by G the center of all coordinates in S. Similarly, Gk denotes the center of the
coordinates in Sk = {ski }i:aˆi=k, i.e., the coordinates of the observations assigned to the kth sub-
cluster, that is, for which aˆi = k. Two widely recognized internal indices are the Calinski-Harabasz
(CH) index and the Generalized Dunn index. The Calinski-Harabasz (CH) index calculates a
weighted ratio of between-cluster and within-cluster dispersion and is defined in Eq. (7) (Calin´ski
and Harabasz 1974). By definition, a higher value for the CH index indicates a better performance.
CH(S,S1, ...,SKˆ) =
n− Kˆ
Kˆ − 1
∑Kˆ
k=1 nk||Gk−G||2∑Kˆ
k=1
∑
i:aˆi=k
||ski −Gk||2
, (7)
where || · || is the Euclidean norm, and Kˆ is the predicted number of sub-clusters.
The Generalized Dunn Index (GDI) defines a similar ratio, as expressed in Eq. (8) (Bezdek and
Pal 1998). A higher value for GDI indicates a better performance.
GDI(S1, ...,SKˆ) =
min
k 6=k′
1
nk+nk′
(∑
i:aˆi=k
||ski −Gk||+
∑
j:aˆj=k
′ ||sk′j −Gk
′ ||)
max
k
max
i 6=j:aˆi=aˆj=k
||ski − skj ||
. (8)
In addition to these internal indices, we test the performance of our approach on a set of widely
recognized external indices. The motivation is that, in practice, domain experts can provide the
ground truth for a set of testing wafer data which can be used to assess the validity of the competing
pattern recognition approaches. This is the approach adopted for benchmarking and evaluation in
Kim et al. (2018). Since our dataset does not have the “ground truth,” or in other words the set
A, we revert to the pattern recognition literature to reconstruct the ground truth from the raw
data by applying a pattern reconstruction technique which iterates over every pixel of an image
and updates its value using a weighted sum of its surrounding pixels to generate an output image
(Gonzalez and Woods 2002). For our application, we used a 3× 3 neighborhood system with 4
9
weight (we observed the weight selection has minimal impacts on the final results).
The three external indices used in Kim et al. (2018) are the Rand index (RI), adjusted Rand index
(ARI), and normalized mutual information (NMI). The first two metrics are based on counting
pairs of observations on which the predicted clustering results agree or disagree with the true
clustering assignment. Specifically, let us assume that K and Kˆ are the true and predicted number
of sub-clusters, respectively, and that nij denote the number of observations that are common
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in the ith sub-cluster of A and the jth sub-cluster of Aˆ. Now, let us define γ as the number of
pairs pertaining to the same sub-cluster in A and to the same sub-cluster in Aˆ, while β, on the
other hand, denotes the number of pairs pertaining to different sub-clusters in A and different
sub-clusters in Aˆ. With the above notations, RI can be defined as (Rand 1971), c
RI(A, Aˆ) =
γ+β(
2
n
) ∈ [0,1], (9)
where in case of perfect clustering, RI = 1, and in general, the higher its value, the better.
The second metric is the adjusted Rand index, or in short ARI, and is computed as follows:
ARI(A, Aˆ) =
(
2
n
)
(γ+ ζ)− [(γ+β)(γ+ τ) + (τ + ζ)(β+ ζ)](
2
n
)2− [(γ+β)(γ+ τ) + (τ + ζ)(β+ ζ)] , (10)
where τ denotes the number of pairs pertaining to the same sub-cluster in A and to different sub-
clusters in Aˆ, while, ζ denotes the number of pairs pertaining to different sub-clusters in A and to
the same sub-cluster in Aˆ. Similar to RI, a higher value of ARI indicates better performance.
The third external metric is NMI (Vinh et al. 2010), which is an information-theoretic metric
that measures the amount of information that A and Aˆ share, and is expressed as in Eq. (12).
NMI ranges between 0 and 1, with higher values indicating better performance.
NMI(A, Aˆ) =
I(A, Aˆ)
H(A, Aˆ)
∈ [0,1], (11)
such that
I(A, Aˆ) =
K∑
i=1
Kˆ∑
j=1
nij
n
log
(
nij/n
(
∑Kˆ
j=1 nij)(
∑K
i=1 nij)/n
2
)
H(A, Aˆ) =−
K∑
i=1
Kˆ∑
j=1
nij
n
log
(
nij/n
(
∑K
i=1 nij)/n
)
.
(12)
Tables 1 and 2 summarize the comparison results, in terms of internal and external metrics,
respectively, for the nine wafer maps of Figure 4. We have included results of the CPF approach at
two different values of the threshold, namely M = 5 and M = 10. All internal and external metrics
are computed using the statistical programming software R. Specifically, values of RI and ARI are
computed by using functionalities in the library fossil (Vavrek 2011), while NMI is computed
by calling the library NMI. All internal indices are computed by using functionalities in the library
clusterCrit (Desgraupes 2013).
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CH (↑) GDI (↑)
Wafer
#
CPF-iWMM
(M=5)
CPF-iWMM
(M=10)
AC-iWMM
(u=0.50)
CPF-iWMM
(M=5)
CPF-iWMM
(M=10)
AC-iWMM
(u=0.50)
1 539.0 539.0 703.0 .195 .195 .195
2 99.0 99.0 304.4 .045 .045 .281
3 517.4 307.3 593.4 .229 .176 .223
4 7800.5 7800.5 8266.1 .303 .303 .300
5 1302.5 1214.6 1565.8 .210 .213 .215
6 85.1 219.3 254.8 .160 .285 .302
7 185.9 185.9 222.8 .276 .276 .276
8 102.3 91.8 148.4 .167 .139 .260
9 114.2 200.4 240.8 .208 .302 .320
Table 1 Internal indices, namely CH and GDI for all 9 wafers. Bold-faced values indicate best performance.
RI (↑) ARI (↑) NMI (↑)
Wafer
#
CPF-iWMM
(M=5)
CPF-iWMM
(M=10)
AC-iWMM
(u=0.50)
CPF-iWMM
(M=5)
CPF-iWMM
(M=10)
AC-iWMM
(u=0.50)
CPF-iWMM
(M=5)
CPF-iWMM
(M=10)
AC-iWMM
(u=0.50)
1 .969 .969 .985 .938 .938 .970 .877 .877 .916
2 .927 .927 .956 .849 .849 .908 .785 .785 .845
3 .831 .830 .856 .612 .607 .661 .660 .647 .686
4 .993 .993 .990 .986 .986 .979 .950 .950 .936
5 .976 .974 .985 .952 .948 .969 .897 .893 .917
6 .900 .901 .943 .772 .776 .869 .751 .770 .841
7 .940 .940 .967 .877 .877 .932 .817 .817 .876
8 .919 .922 .939 .837 .842 .877 .762 .778 .812
9 .872 .871 .923 .726 .724 .830 .699 .711 .790
Table 2 External indices, namely RI, ARI, and NMI for all 9 wafers. Bold-faced values indicate best performance.
As shown in Tables 1 and 2, we find that, in all wafers and across all metrics, AC-iWMM either
outperforms or comes as a close second relative to CPF-iWMM with M = 5 or M = 10. We also
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note that the performance of the CPF approach is, in many cases, sensitive to the choice of M .
As a case in point, varying M from 5 to 10 in wafer #6 changes an internal metric like CH by as
much as 158%, and an external metric like NMI by up to 3%. More importantly, there is not a
choice of M that consistently outperforms the other. For instance, we note that a choice of M = 5
for wafer #3 outperforms that of M = 10. In contrast, a choice of M = 10 for wafer # 6 renders
consistently better results than M = 5 across all metrics. This suggests that the choice of M may
be wafer-specific and requires expert judgment (as acknowledged in Kim et al. (2018)), which can
considerably compromise the usage of this approach in practice. As opposed to CPF, the choice of
u= 0.5 for AC is shown to provide consistently satisfactory performance across all the wafers.
Internal Indices External Indices
CH GDI RI ARI NMI
Wafer # M = 5 M = 10 M = 5 M = 10 M = 5 M = 10 M = 5 M = 10 M = 5 M = 10
1 30.4% 30.4% 0.00% 0.00% 1.65% 1.65% 3.41% 3.41% 4.45% 4.45%
2 208% 208% 524% 524% 3.13% 3.13% 6.95% 6.95% 7.64% 7.64%
3 14.7% 93.1% -2.62% 26.7% 3.01% 3.13% 8.01% 8.90% 3.94% 6.03%
4 5.97% 5.97% -0.99% -0.99% -0.30% -0.30% -0.71% -0.71% -1.47% -1.47%
5 20.2% 28.9% 2.38% 0.94% 0.92% 1.13% 1.79% 2.22% 2.23% 2.69%
6 199% 16.2% 88.8% 5.96% 4.78% 4.66% 12.6% 12.0% 12.0% 9.22%
7 19.9% 19.9% -0.36% -0.36% 2.87% 2.87% 6.27% 6.27% 7.22% 7.22%
8 45.0% 61.7% 55.7% 87.1% 2.18% 1.84% 4.78% 4.16% 6.56% 4.37%
9 111% 20.1% 53.9% 5.96% 5.85% 5.97% 14.3% 14.6% 13.0% 11.1%
Avg. 68.8% 49.9% 75.3% 67.2% 2.67% 2.67% 6.32% 6.37% 6.14% 5.67%
Table 3 Improvement (in percentage) of AC-iWMM over CPF-iWMM with M = 5, 10, for all metrics (internal
and external) across the 9 wafers. Red-coloured values denote instances where percentage improvement was negative.
Table 3 presents the percentage improvements of AC-iWMM relative to CPF-iWMM at M = 5,
10, for all metrics. On average (last row of Table 3), AC-iWMM achieves an average improvement
of up to 75% over CPF-iWMM in terms of internal metrics, and up to 6% in terms of external met-
rics. The difference in scale between the improvements in internal and external indices is attributed
to how these metrics are defined in the first place; As described earlier, internal metrics are used
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to assess the clustering quality sans externally provided information about the underlying cluster
labels. While external validation metrics are perhaps more interpretable than their internal coun-
terparts, the latter can be extremely useful in practice, since it may be cumbersome for experts
to constantly weigh in and provide external information about class labels for all tested wafers. In
other words, internal validation provides an automated check point to evaluate the method’s per-
formance in real-time. Figure 8 shows the boxplots of all five metrics (internal and external) across
the nine wafers, which further confirm the considerable improvement brought by AC-iWMM.
Figure 8 Top row: Boxplots across all wafers for internal metrics, namely: (a) CH (higher the better) and (b)
GDI (higher the better). Bottom row: External metrics, namely: (c) RI (higher the better), (d) ARI
(higher the better), and (e) NMI (higher the better).
Another interesting observation to highlight is the magnitude of improvement realized by AC-
iWMM over CPF-iWMM as a function of the complexity of the defect patterns in the wafer map.
Specifically, we note that improvements from our proposed approach are more pronounced for
more complex-shaped defect patterns, and are diminishing as the defect pattern shapes become
relatively simpler. For instance, considerable improvements (and in fact, maximal for some metrics)
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in Tables 1 and 2 come from wafer map #9, hosting donut and partial ring defect patterns. The
results for that particular wafer map is shown in Figure 9. Understandably, donut and partial ring
defect patterns are, by design, intricate shapes, making the distinction between the random and
systematic defects a much harder task. This is where the AC approach, through exploiting the local
spatial information, can play an instrumental role in improving the quality of the spatial filtering
step, and eventually, the downstream clustering and pattern recognition. On the other hand, CPF
does not make use of local neighborhood information, which causes the downstream clustering to
misidentify several defective chips as an independent sub-cluster.
Figure 9 Visual comparison of AC-iWMM and CPF-iWMM on wafer map #9, which exhibits donut and partial
ring defects. We note that CPF fails to clearly separate the two sets of defective chips, causing iWMM to
mistakenly flag a new separate sub-cluster. In this wafer, AC-iWMM achieve considerable improvements
over CPF-iWMM owing to its ability to better filter complex-shaped defect patterns.
In contrast, wafer map #4 has a relatively simple mixed-type defect pattern, in which the two
zone defects are round shaped and far from each other. Furthermore, the random defects outside
the two zones are relatively sparse, which makes the filtering task straightforward. Therefore, both
methods were able to produce satisfactory performance, with almost negligible visual differences,
as shown in Figure 10.
The observations from Figures 9 (for wafer map #9) and 10 (for wafer map #4) validate our
conjecture that the difference in performance of AC-iWMM relative to CPF-iWMM hinges on the
complexity of the underlying defect patterns. A closer look at the results in Table 3 suggests the
same observation for wafer maps #6 (visual result shown in Figure 11 in the Appendix) and #8
(visual result shown in Figure 6), which have complex-shaped patterns, and hence, the benefit
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Figure 10 Visual comparison of AC-iWMM and CPF-iWMM on wafer map #4 with two zone defects. We note
that both approaches render very similar results, visually, and quantitatively. The marginal difference
in performance is due to the simplicity of the defect patterns—two zone defects with sparse random
defects in the background, which are effectively filtered by both AC-iWMM and CPF-iWMM.
from AC-iWMM appears to be more pronounced. As the wafer fabrication process grows in scale
and sophistication, owing to technology upgrade, or an increase in the number of processing steps
or the density of chips per wafer, wafers are expected to exhibit more intricate and mixed-type
defect patterns. Therefore, we anticipate that our proposed approach will generate more profound
impacts.
4. Conclusions
In this paper we have proposed an innovative pattern recognition framework (AC-iWMM) for spa-
tial data with mixed-type patterns. This framework integrates the adjacency-clustering model for
spatial filtering with an advanced mixture model (iWMM) for spatial clustering. The adjacency-
clustering model, enabled by utilizing the local neighborhood information, is able to distinguish
the systematic patterns from random noises. The adjacency-clustering model has a desirable com-
binatorial structure and can be solved in polynomial time by a minimum-cut algorithm. Because
of this effective spatial filtering, iWMM, which subsequently acts on the filtered data, can properly
cluster the systematic patterns into different types. We validate the superior performance of AC-
iWMM in detecting mixed-type defect patterns in wafer bin maps—a problem of vital importance
to ensuring quality control in the semiconductor manufacturing industry. Based on both visual
and quantitative comparisons in clustering quality, AC-iWMM outperforms the state-of-the-art
method in the literature, especially for complex-shaped, mixed-type patterns.
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With the development of the Internet of Things (IoT), spatial data streams are continuously
generated through sensors deployed in different locations (Feng and Shanthikumar 2018). Our
proposed AC-iWMM framework can be applied to other types of spatial data, where multiple
spatial patterns co-exist. For example, in public health sciences, AC-iWMM can be employed to
analyze spatial epidemiological data by automatically identifying different transmission patterns
that require immediate interventions. Also, in the context of spatial demand monitoring (e.g.,
delivery requests), our approach can be used to locate, in real-time, abrupt demand patterns due
to special events like concerts or sports. Similarly, in energy network management, our approach
can be adapted to monitor the energy consumption levels in different communities. We plan to
investigate more applications of AC-iWMM in the future.
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Appendix
A1. Additional details about the infinite warping mixture model (iWMM)
Here we provide additional details about iWMM, which was initially proposed by Iwata et al.
(2012) for nonparametric clustering. In this paper, we use iWMM to group the resulting systematic
defects filtered by the AC model into sub-clusters pertaining to distinct types of defect patterns.
This is the same spatial clustering model used by Kim et al. (2018). iWMM comprises two building
blocks: (1) a warping function to match the observed spatial locations of the AC-filtered results,
denoted by S = [s1, ..., sn]
T , with a set of latent spatial coordinates in a latent space, denoted
by Z = [z1, ...,zn]
T , and (2) a model-based clustering method which determines the clustering
assignments in in the latent space, denoted by A = [a1, ..., an]
T . While in theory, zi can have a
different dimensionality than si, it suffices in our setting to assume that both si,zi ∈R2.
As a warping function, a Gaussian process latent variable model (GPLVM) (Lawrence 2004),
with squared exponential covariance, is used, and can be expressed as in Eq. (5). Then, the infinite
Gaussian mixture model (iGMM) is used for spatial clustering, and is expressed as in Eq. (6). For
the iGMM, a Gaussian-Wishart prior is placed on its parameters µk and Vk, such that:
p(µk,Vk) =N (µk|m, (pVk)−1)W(Vk|R−1, r), (13)
where W(·) is the Wishart distribution. The parameters m, p are the mean and relative precision
of µk, respectively, while R
−1 and r are the scale matrix for Vk, and its degree of freedom, respec-
tively. One can then derive the probability distribution of Z given the clustering assignments A by
integrating out µk and Vk, as in Eq. (14).
p(Z|A,R,m, r, p) =
∞∏
k=1
pi−nk
p|R|r/2
pk|Rk|rk/2 ×
2∏
j=1
Γ( rk+1−j
2
)
Γ( r+1−j
2
)
, (14)
where nk is the number of chips assigned to the kth sub-cluster, while pk, rk, and Sk are the
posterior Gaussian-Wishart parameters of the kth component (or sub-cluster), such that pk =
p+nk, rk = r+nk, and Sk = S+
∑
i:ai=k
ziz
T
i + pmm
T − pkmkmTk , with mk =
pm+
∑
i:ai=k
zi
p+nk
.
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A Dirichlet process prior with concentration parameter α is used for infinite mixture modeling
in the latent space. Then, the probability distribution of A can be written as:
p(A|α) = α
k
∏K
k=1(nk− 1)!
α(α+ 1)...(α+n− 1) , (15)
Collecting the above pieces, the joint distribution of S, Z, and A conditional on all parameters,
can be written as in Eq. (16):
p(S,Z,A|Θ,R,m, r, p,α) = p(S|Z,Θ)p(Z|A,R,m, r, p)p(A|α), (16)
which is merely the product of the terms determined by Eqs. (5), (14), and (15).
Iwata et al. (2012) provide a detailed procedure to fit the iWMM to a set of observed spatial
locations S, where the latent coordinates Z, assignments A, as well as remaining parameters are
inferred through a Markov Chain Monte Carlo (MCMC)-based procedure. The procedure consists of
two steps, which are repeatedly performed until convergence. The first step entails a Gibbs sampling
scheme of the latent assignment of the ith chip, denoted by ai, from the following probability
distribution:
p(ai = k|Z,A−i,R,m, r, p,α)∝

n−ik p(zi|Z−ik ,R,m, r, p) assign to an existing sub-cluster
αp(zi|R,m, r, p) form a new sub-cluster,
(17)
where Z−ik is the set of latent coordinates assigned to the kth sub-cluster, excluding the ith chip.
Similarly, the set A−i is the set of chip assignments, excluding that of the ith chip, and n−ik is the
number of chips assigned to the kth sub-cluster, excluding the ith chip. The probability distribu-
tions in the right hand-side of Eq. (17) can be analytically derived in closed-form as detailed by
Iwata et al. (2012). The second step entails sampling the latent coordinates Z from the probability
distribution p(Z|A,S,Θ,R,m, r, p) using hybrid Monte Carlo. Combined, the two steps yield an
estimate of the posterior distribution of the latent coordinates Z and the latent assignments A.
A2. Clustering results for all wafers
Here, we present the full visual results for the wafer clustering of the nine wafers shown in Figure
4. The results shown earlier in Figure 5 represent a subset of the full results shown in Figure 11.
Across all nine wafers, AC-iWMM was able to clearly provide satisfactory performance in filtering
the raw wafer bin maps, and ultimately distinguishing different defect patterns.
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Figure 11 Results from all nine wafers, starting from wafer id (first column), raw wafer maps (second column), to
the AC filtering results (third column), and then to the iWMM clustering as applied to the AC-filtered
data, in both the original and latent spaces (fourth and fifth columns, respectively).
