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Abstract
Aproportionaldifferentiationmodelstatesthatqualityof
service of different classes of Internet trafﬁc should be kept
proportional to their pre-speciﬁed differentiation parame-
ters, independent of the class loads. The model has been
applied in the proportional queueing delay differentiation
(PDD) in both network core and network edges. However,
intheserver side,animportantandinterestingperformance
metric is slowdown, the ratio of a request’s queueing delay
to its service time. Slowdown is important because it is de-
sirable that a request’s delay be proportionalto its process-
ing requirement.
In this paper, we investigate the problem of processing
rate allocation for proportional slowdown differentiation
(PSD) on Internet servers. Existing algorithms for PDD
provisioning in the network side are not applicable to PSD
provisioningintheserversidebecauseslowdownisnotonly
dependent on a job’s queueing delay but also on its service
time, which varies signiﬁcantly depending on the requested
services. We ﬁrst derive a closed form expression of the
expected slowdown in an
￿
￿
￿
￿
￿
￿ FCFS queue, which is
an
￿
￿
￿
￿
￿ FCFS queue with a typical heavy-tailed service
time distribution (BoundedPareto distribution). PSD provi-
sioning is realized by deploying a task server for handling
each request class in a FCFS way. We then develop a strat-
egy of processing rate allocation for the task servers in sup-
port of PSD provisioning. Simulation results have showed
that the proposed rate allocation strategy can provide pre-
dictable and controllable PSD services on the servers.
1 Introduction
Internet applications and clients have very diverse ser-
vice expectations, demanding for provisioning of different
levels of quality of service (QoS) on the Internet. This
service differentiation provisioning problem was ﬁrstly ad-
dressed in the network core. Differentiated Services (Diff-
Serv)architecture,which aimsto providedifferentQoS lev-
els among multiple classes of aggregated trafﬁc ﬂows, has
been an active research topic since it was formulated by
IETF in 1998 [5]. Basically, there are two types of Diff-
Serv scheme. One is absolute DiffServ, in which each class
receives an absolute share of resource usages. The other
is relative DiffServ, in which a class with a higher desired
QoS level (referred to as a higher priority class) will re-
ceive better (at least no worse) service than a lower priority
class. Although absolute DiffServ is desired to Internet ser-
vices like audio/videostreaming applicationsthat have hard
time constraints, relative DiffServ is sufﬁcient and more at-
tractive for soft real-time Web applications. In order for a
relative DiffServ scheme to be effective, the scheme must
satisfy two basic properties: predictability and controllabil-
ity. Predictability requires that higher priority classes re-
ceive better or no worse service quality than lower priority
classes, independent of the system load conditions. Con-
trollability requires that the scheduler contain a number of
controllableparametersthat are adjustablefor the controlof
quality spacings between classes.
Theproportionaldifferentiationmodel[7]statesthatcer-
tain class performance metrics should be proportional to
thedifferentiationparametersthenetworkoperatorchooses,
independent of the class loads. The model has been ac-
cepted as an important relative DiffServ model and been
applied in the proportional delay differentiation (PDD) in
packet scheduling [8]. In this model, the network traf-
ﬁc is categorized into
￿ classes of service. Each class is
assigned a queueing delay differentiation parameter. The
packet scheduler of a router gives different priorities to dif-
ferent classes. The objective is to keep the ratio of average
delay of a higher priority class to that of a lower priority
class equal to the pre-speciﬁed value.
Since the PDD model was formulated in [8], many algo-
rithms have been designed to achieve the PDD provision-
ing in the network routers. They can be classiﬁed into two
categories: rate-based [8, 18], and time-dependent priority
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of Internet services is not only due to the packet transmis-
sion delay in the network core, but also due to the process-
ing and queueing delay on the servers. Therefore, servers
are a major force in DiffServ provisioning. Those algo-
rithmscanbetailoredforPDD provisioningonservers[15].
However, in the server side, an important and interesting
performance metric is slowdown, the ratio of a request’s
queueing delay to its service time. Both queueing delay
and response time are major performance metrics. But they
are not suitable to compare requests that have very different
resource demands. Actually, clients are likely to anticipate
short delays for ”small” requests, and are willing to tolerate
long delays for ”large” requests. Thus, it is desirable that
a request’s delay be proportional to its processing require-
ment. A high slowdown can also indicate that the system is
heavily loaded [25].
Slowdown is being used as a fundamental performance
metricofresponsivenessonInternetservers[13,21,25,24].
However,fewworkexistsforslowdowndifferentiation. Ex-
isting time-dependent priority based PDD packet schedul-
ing algorithms cannot be tailored to achieve proportional
slowdowndifferentiation(PSD) because theyadjust the pri-
ority of a backlogged request class according to the experi-
enced queueing delay of its head-of-line request or back-
logged requests, or both. Queueing delay aside, slowdown
is also dependent on the service time of a request, which
is costly, if not impossible, to predict ap r i o r ifor priority
request scheduling. Rate-based PDD packet scheduling al-
gorithms can be applied for server-side proportional delay
differentiation, but not PSD services because PSD provi-
sioning needs to consider queueing delay together with ser-
vice time.
In this paper, we investigate the problem of PSD provi-
sioning on Internet servers. The problem is important be-
cause the proportional model is a widely accepted DiffServ
modeland slowdown is a key QoS metric in the server side.
It is challenging because in order to meet the needs of dif-
ferentiation predictability and controllability, a closed form
expression of expected slowdown is required for the formu-
lation of resource allocation and scheduling. We consider
a popular heavy-tailed distribution, Bounded Pareto,f o rt h e
service time distribution. In the paper, an
￿
￿
￿
￿
￿ queue
with Bounded Pareto service time distribution is referred
to an
￿
￿
￿
￿
￿
￿ queue. We give the expected slowdown of
an
￿
￿
￿
￿
￿
￿ FCFS queue in a closed analytic form. We
then propose a processing rate allocation strategy for PSD
provisioning on servers, based on the assumption that the
processing rate of a server can be proportionally allocated
to a numberof task servers. Each task server
￿ (
￿
￿
￿
￿
￿
￿
￿)
represents a processing unit that handles requests from the
same class in a FCFS way. Recently, there has been a re-
newal of interests in achieving the proportional-share re-
source scheduling among multiple queues in both operat-
ing systems and networks; see GPS [14], PGPS [20], and
Lottery Scheduling [22] for examples. They provide a base
for the processing rate allocation in our work. Note that a
task server is an abstract concept in the sense that it can be
a child process in a multi-process server, or a thread in a
multi-thread server [6].
The structure of the paper is as follows. Section 2 gives
a slowdown model for
￿
￿
￿
￿
￿
￿ FCFS queues. Section 3
presentsthe processingrate allocationstrategyfor PSD pro-
visioning. Section 4 focuses on simulation issues and per-
formance evaluation. In Section 5, we review other related
processing rate allocation and scheduling disciplines in the
DiffServ areas. Section 6 concludes the paper.
2 Slowdown Modeling in an
￿
￿
￿
￿
￿
￿ Queue
2.1 Preliminaries of Slowdown
Recent Internet workload measurements indicate that,
for many Web applications, a heavy-tailed distribution is a
more accurate model for service time distribution than the
exponential distribution [3, 13]. In general, a heavy-tailed
distribution is one for which Pr
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿,w h e r e
￿ denotes the service time density distribution.
The Pareto distribution is a typical heavy-tailed distribu-
tion, with probability mass function
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (1)
and cumulative distribution function
￿
￿
￿
￿
￿ Pr
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿.
In practice, there is some upper bound on the maximum
size of a job. As the work in [13], throughoutthis paper, we
model job sizes as being generated i.i.d. from a distribution
that is heavy-tailed, but has an upper bound. This Bounded
Pareto distribution is characterized by three parameters:
￿,
the shape parameter;
￿, the shortest possible job; and
￿,t h e
upper bound of jobs. In the distribution,
￿
￿
￿
￿
￿.I t
follows that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Thus, as in [13], the probability density function for the
Bounded Pareto is deﬁned as:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Since
￿,
￿,a n d
￿ are parameters of the Bounded Pareto
distribution, for derivation simplicity, we deﬁne a function
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ in the following. The probability
density function
￿
￿
￿
￿ is rewritten as:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (2)
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￿
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￿
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According to Pollaczek-Khinchin formula [14], we have
Lemma 1. Given an
￿
￿
￿
￿
￿
￿ FCFS queue on a server,
where the arrival process has rate
￿ and
￿ denotes the
BoundedPareto service time density distribution. Let
￿ be
a job’s queueing delay, and
￿ be a job’s slowdown. Then,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
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￿
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￿ (6)
Note that the slowdown formula follows from the fact that
￿ and
￿ are independent from a FCFS queue.
2.2 Slowdown on Internet Servers
Based on the proportional-share resource scheduling
mechanisms like GPS [14], PGPS [20], and Lottery
Scheduling [22], we assume that the processing rate of an
Internet server can be proportionally allocated to a number
of task servers. Each task server
￿ (
￿
￿
￿
￿
￿
￿
￿)r e p r e s e n t sa
processing unit that handles requests in a service class in a
FCFS way. Let
￿
￿ denote the normalized processing rate of
the task server
￿. Then,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ for
￿
￿
￿
￿
￿
￿ (7)
Lemma 2. Given an
￿
￿
￿
￿
￿
￿ FCFS queue on a task
server
￿ with processing capacity
￿
￿,
￿
￿ denotes the
BoundedPareto service time density distributionon the task
server. Then,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (8)
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Proof. On the task server
￿, the lower bound and upper
bound for the Bounded Pareto distribution is
￿
￿
￿
￿ and
￿
￿
￿
￿,
respectively. According to (1), we have
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￿
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Thus, on the task server
￿, we deﬁne the probability den-
sity function for the Bounded Pareto as:
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Recall the deﬁnitionof
￿
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￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿, the prob-
ability density function for the Bounded Pareto on the task
server
￿ is rewritten as:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
We have:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ if
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ if
￿
￿
￿
￿
(11)
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿(12)
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ (13)
From (3) and (11), we have
￿
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￿
￿
￿
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￿
￿
￿
￿
￿.F r o m( 4 )
and (12), we have
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿. From (5) and (13), we
have
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￿
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￿
￿
￿
￿.
￿
According to Lemma 1 and 2, we have
Theorem 1. Given an
￿
￿
￿
￿
￿
￿ FCFS queue on a task
server
￿ with processing capacity
￿
￿,w h e r e
￿
￿ denotes the
arrival rate and
￿
￿ denotes the Bounded Pareto service
time density distribution on the task server. Let
￿
￿ be a
job’s queueing delay and
￿
￿ be a job’s slowdown on the
task server. Then,
￿
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￿
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Note that the
￿
￿
￿
￿
￿
￿ queue is reduced to an
￿
￿
￿
￿
￿
queue when requests’ service times are equal to a constant
￿. This kind of queueing model is interesting in a session-
based E-commerce workload model. A session is a se-
quence of requests of different types made by a single cus-
tomer during a single visit to a site. Requests at some states
such as home entry or register take approximately the same
service time. They can be modeled as an
￿
￿
￿
￿
￿ queue. In
the
￿
￿
￿
￿
￿ FCFS system, (14) is reduced to
￿
￿
￿
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tional Slowdown Differentiation
A proportional differentiation model ensures the quality
spacingbetweenclass
 andclass
  to beproportionaltocer-
tain pre-speciﬁed differentiation parameters
Æ
  and
Æ
  [7];
that is,
 
 
 
 
￿
Æ
 
Æ
 
￿
￿
 
 
 
￿
 
 
where
 
  and
 
  are the QoS factor of class
  and class
 ,
respectively. So it is up to applications and clients to select
appropriate QoS levels in terms of differentiation parame-
tersthat bestmeetstheirrequirements,cost, andconstraints.
The PSD model aims to control the ratios of the aver-
age class slowdown based on the differentiation parameters
￿
Æ
 
 
 
￿
￿
 
 
 
 
 
 
￿. Speciﬁcally, the PSD model requires
that the ratio of average slowdown between class
  and
 
is ﬁxed to the ratio of the corresponding differentiation pa-
rameters
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￿
 
 
￿
Æ
 
Æ
 
￿
￿
 
 
 
￿
 
  (16)
The differentiation predictability property requires that
higher classes receive better service, i.e., lower slowdowns.
Without loss of generality, we assume that class 1 is the
’highest class’ and set
￿
 
Æ
￿
 
Æ
￿
 
 
 
 
 
Æ
 .
For feasible rate allocation, we must ensure that the sys-
tem utilization
￿
 
 
￿
￿
 
 
 
￿
 
￿
￿
￿. That is, the total pro-
cessing requirement of the
  c l a s s e so ft r a f ﬁ ci sl e s st h a n
the server processing capacity.
According to Theorem 1, the set of (16), in combination
with (7), lead to
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From this equation, we can observe that the remaining ca-
pacity of the server is fairly allocated to different classes
according to their scaled arrival rates with respect to their
differentiation parameters.
It follows that the expected slowdown of class
 ,
 
￿
 
 
￿,
is calculated as:
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  (18)
From (18), we have the following three basic properties
regarding the predictability and controllability of the pro-
portional slowdown differentiation given by the allocation
strategy:
1. Slowdown of a request class increases with its request
arrival rate.
Request generator 1
Request generator N
Load estimator
Task server 1
Rate allocator
waiting queue 1
waiting queue N
Server
Task server N
Figure 1. The simulation model’s structure.
2. With the increase of the differentiation parameter of
a request class, its slowdown increases but all other
request classes have lower slowdowns.
3. Increasing the workload (request arrival rate) of a
higher request class causes a larger increase in slow-
down of a request class than increasing the workload
of a lower request class.
4 Performance Evaluation
In orderto evaluatethe performanceofthe proposedpro-
cessing rate allocation strategy for PSD provisioning un-
der an
 
 
 
 
 
￿ trafﬁc model, we conducted the simula-
tions with requests generated by using GNU scientiﬁc li-
brary [12]. In this section, after introducing the simula-
tion model, we ﬁrst illustrate the effectiveness of the rate-
allocation PSD strategy by comparing the achieved slow-
downs with those calculated from the PSD model. We then
show the differentiation predictability and controllability of
the proposed rate-allocation strategy. Finally, we discuss
the inﬂuence of the shape parameter
  and the upper bound
  of the Bounded Pareto distribution on PSD provisioning.
4.1 Simulation Model
We builtasimulationmodelwhichconsistedofanumber
of request generators, waiting queues, a load estimator, a
processing rate allocator, and a numberof task servers. Fig-
ure 1 outlines the basic structure of the simulation model.
The request generators producedrequests with appropri-
ate inter-arrival distribution and size distribution. In the
simulation model, we generated the Bounded Pareto ser-
vice time distribution by modifying GNU scientiﬁc library.
In the
 
 
 
 
 
￿ trafﬁc model, the request sizes of each
class followed a Bounded Pareto distribution. Note that
the number of classes in PSD provisioning on the server
is usually rather limited. It varied from 2 to 3 in many sim-
ilar experiments for PDD provisioning in packet schedul-
ing [8, 9, 11, 17]. Each request was sent to the server and
stored in a waiting queue according to its class type. Re-
quests from the same class were processed by a task server
in a FCFS manner.
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Figure 2. Simulated and expected slowdowns
of two classes (
Æ
￿
￿
Æ
￿
￿
￿
￿
￿ ).
The load estimator measured the arrival rate and the in-
curred load for every class. In the simulation, the load was
estimated for every thousand time units. A time unit was
set equal to the processing time of an average-size request.
We estimated a class’s load based on its history; that is, the
load for next thousand time units was the average load in
past ﬁve thousand time units. The rate allocator performed
the proposed rate-allocation strategy according to (17) for
everyclass. Meanwhile, the processing rate was reallocated
for every thousand time units.
Simulation parameters were set as follows. The shape
parameter (
 ) of the Bounded Pareto distribution was set
equal to 1.5, as suggested in [9]. As indicated in [13], its
lower bound and upper bound were set equal to 0.1 and
100, respectively. We also did experiments for larger up-
per bound settings to evaluate the inﬂuence. We assumed
that all classes had the same load. In the experiments, the
simulator ﬁrst warmed up for 10,000 time units. The slow-
down of a class was then measured for every thousand time
units. After60,000time units, we calculatedthe slowdowns
of classes. Each reported result is an average of 100 runs.
4.2 Effectiveness of the Rate-allocation Strategy
In this section, we show the effectiveness of the pro-
posed rate-allocation strategy by comparing the simulated
slowdowns with the expected values calculated by (18) un-
der various load conditions. Figure 2 shows the result of
two classes. Their differentiation parameters (
Æ
￿
 
Æ
￿)a r e
(1, 2). To show the results in a comparable way, the log-
arithmic y-axis is used. The ﬁgure shows very small differ-
ences between the simulated and expected slowdowns un-
der various load conditions. It also shows the achieved sys-
tem slowdowns, which are the weighted slowdowns of the
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Figure 3. Simulated and expected slowdowns
of two classes (
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￿
Æ
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￿
￿
￿ ).
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Figure 4. Simulated and expected slowdowns
of three classes (
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two classes, are also very close to the expected ones. We
thenchangethedifferentiationparametersofthetwoclasses
(
Æ
￿
 
Æ
￿) to (1, 4). The results are shown in Figure 3. We also
show the results of the experimentwith three classes in Fig-
ure 4, where the differentiation parameters (
Æ
￿
 
Æ
￿
 
Æ
￿)a r e
(1, 2, 3). From all these ﬁgures, we can observe that the
proposed rate-allocation strategy is effective in achieving
expected slowdowns under various load conditions. This
providesthe base for the following discussions on the prop-
erties of the PSD rate-allocation strategy.
0-7695-2132-0/04/$17.00 (C) 2004 IEEE
Proceedings of the 18th International Parallel and Distributed Processing Symposium (IPDPS’04) 02 0 4 0 60 80 100
System load (%)
0
2
4
6
8
10
12
14
16
18
20
22
S
l
o
w
d
o
w
n
 
r
a
t
i
o
Class 2/Class 1 (δ2/δ1=2)
Class 2/Class 1 (δ2/δ1=4)
Class 2/Class 1 (δ2/δ1=8)
27.07
Figure 5. Percentiles of simulated slowdown
ratios for two classes.
4.3 Differentiation Predictability of the Rate-
allocation Strategy
In this section, we show experiment results to demon-
strate the differentiation predictability of the proposed rate-
allocation strategy. Recall that the predictability property
means the slowdown of a higher class is proportionally
smaller than that of a lower class under various system load
conditions in various timescales.
We ﬁrst show the results in long timescales. Figure 5
and 6 shows the results of different parameter settings for
two and three classes, respectively. In both ﬁgures, the
upper line is the 95th percentile; the bar is the 50th per-
centile; and the lower line is the 5th percentile. When the
percentile is too large, we give its value in the ﬁgure di-
rectly. Both ﬁgures show that under various system load
conditions, the proposed rate-allocation strategy can guar-
antee that the achieved ratios of the average slowdown are
close to the corresponding pre-speciﬁed differentiation pa-
rameter ratios. It means that a higher class has proportion-
ally smaller average slowdown than a lower class in long
timescales, althoughthere exist some variances. From these
results, we ﬁnd that the proposed rate-allocation strategy
can achieve the objective of providing PSD services to dif-
ferent classes with different differentiation parameters un-
der various system load conditions in long timescales.
From the long-timescale results shown in the ﬁgures, we
can also observe that the achieved slowdown ratios are not
distributedequallyaroundthe 50thpercentile. For example,
Figure 5 shows when the pre-speciﬁed differentiation ratio
of the two classes (
Æ
￿
 
Æ
￿) is 4 and system load is 10%, the
95th percentile of the experienced slowdown ratio is about
12 while that of the 5th percentileis 1.2. We believethis be-
havior is caused by the heavy-tail property of the Bounded
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Figure 6. Percentiles of simulated slowdown
ratios for three classes.
Pareto distribution. More experiments will be conducted in
our future work to further investigate this behavior.
From Figure 5, we unexpectedly ﬁnd when the pre-
speciﬁed differentiation ratio is small (i.e.,
Æ
￿
 
Æ
￿
￿
￿ ), the
experienced slowdown of a higher class (class 1) can be
larger than that of a lower class (class 2). Such behavior
can be obviously observed when system load is 10%. That
is, the ratio of experienced slowdowns of Class 2 to Class 1
is lower than 1 at the 5th percentile, while the pre-speciﬁed
differentiation ratio is 2.
In order to demonstrate the differentiation predictabil-
ity due to the proposed rate-allocation strategy in short
timescales, we show the slowdowns of individual requests
in Figures 7 and 8. From Figure 7, we can observe that the
slowdown differencebetween class 1 and class 2 is small in
moderate-loadconditions. Some requests from class 1 have
large slowdowns while some from class 2 have large slow-
downs, although the pre-speciﬁed slowdown ratio of class
2 to class 1 is 2. Figure 8 shows the results in heavy-load
conditions. We can observe that requests from class 1 expe-
rienced larger slowdowns than those from class 2. This be-
havior contradicts their pre-speciﬁed differentiation ratios.
Close analysis shows that the slowdown ratio of class 2 to
class 1 is 0.33 instead of 2 during this period. More ex-
periments have been carried out to verify this. We ﬁnd that
sometimes the behavior of individual requests is consistent
with their slowdown parameters, and sometimes not. They
suggest that the proposed rate-allocation strategy can only
provide weak predictability in short timescales. Actually,
the strategy only determines the processing rate allocated
to one class periodically. In other words, it acts accord-
ing to the macro-behavior (class load) of a class rather than
its micro-behavior, such as experienced slowdowns of in-
dividual requests. Improving the performance of the rate-
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Figure 7. Slowdown of individual requests
when the system load is 50%.
allocation strategy in achieving differentiation predictabil-
ity in short timescales will be part of our future work.
4.4 Differentiation Controllability of the Rate-
allocation Algorithm
In this section, we show the differentiation controllabil-
ity due to the proposed rate-allocation strategy. Figure 9
shows the achieved slowdown ratios of two classes with
different differentiation parameter settings. It can be seen
that when the pre-speciﬁed differentiation parameter ratios
are small (i.e.,
Æ
￿
 
Æ
￿=2 and 4), the rate-allocation strategy
can accurately achieve the corresponding slowdown ratios
at various load conditions. As the pre-speciﬁed differentia-
tion parameter ratio increases (
Æ
￿
 
Æ
￿=8), the difference be-
tween the achieved slowdown ratios and pre-speciﬁed ones
become large at various load conditions. Such behavior, we
believe, is caused by the load estimation error.
From (17), we can see that the processing rate allocated
to a class is determined by its class load, its differentiation
parameter, and system load. Therefore, it is important for
the rate-allocation strategy to accurately estimate a class’s
load. Meanwhile, it is necessary to do such estimation in
short timescales, such as one thousand time units used in
ourexperiments,so as to governthe adaptivenessand short-
timescale predictability of the PSD provisioning. Such es-
timation, however, is difﬁcult because of the burstiness of
the Bounded Pareto distribution and the varianceof Poisson
distribution. According to (17), such estimation error has
larger inﬂuence on the achieved slowdown ratio with the
increase of the differentiation parameter.
Figure 10 depicts the simulated slowdown ratios for sys-
tem with three classes. In comparison with Figure 9, we
can see that the variance of these ratios is larger than those
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Figure 8. Slowdown of individual requests
when the system load is 90%.
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Figure 9. Simulated slowdown ratios of two
classes.
in system with two classes. This behavior is also caused
by the estimation error. When the load of one class is es-
timated inaccurately, it affects not only the processing rate
allocated to this class, but other classes as well. Therefore,
the situation may become worse as the number of classes to
be differentiated increases.
Although there exist some variances for the simulated
slowdown ratios under various system conditions, from
bothﬁgures,we can observethat therate-allocationstrategy
can achieve the pre-speciﬁed differentiation ratios. They il-
lustrate that the strategy can control the slowdown ratios
between classes adaptively.
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Figure 11. Inﬂuence of the shape parameter
of the Bounded Pareto distribution.
4.5 Inﬂuence of the Shape Parameter and Upper
Bound
In this part, we examine the inﬂuence of the shape pa-
rameter
  and the upperbound
  of the BoundedPareto dis-
tributionon the performanceof the proposedrate-allocation
strategy. The shape parameter determines the correlation of
trafﬁc requests. A large shape parameter implies that the
requests are independent with each other in size. The up-
per bound reﬂects the heavy-tail property of the Bounded
Pareto distribution.
Figure 11 shows the experienced slowdowns of two
classes (
Æ
￿
 
Æ
￿
￿
￿) due to various shape parameter set-
tings (
￿
 
￿
￿
 
￿
￿
 
￿). The ﬁrst observation is that the
shape parameter has little inﬂuence on the differentiation
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Figure 12. Inﬂuence of the upper bound of the
Bounded Pareto distribution.
predictability due to the proposed rate-allocation strategy.
Both classes can receive the differentiated slowdowns as
expected. The differences between the experienced slow-
downs and expected ones are not dependent on the shape
parameter. This behavior is explained by the fact that there
is no assumption about the shape parameter in the rate-
allocation strategy. The second important observation is
that, the slowdown of a class decreases as the shape pa-
rameter increases. Intuitively, for the given lower and up-
per bounds, the smaller the shape parameter
 , the burstier
the generated trafﬁc [16]. A request may experience larger
queueing delay than that from a “smooth” trafﬁc. Formally,
by (4), (5), we know that, when the shape parameter de-
creases, its second moment
 
￿
 
￿
￿ increases, its
 
￿
 
￿
￿
￿
decreases, and its expected slowdown also increases.
The upper bound of the Bounded Pareto distribution (
 )
alsoaffectstheexperiencedslowdownofthe
 
 
 
￿
 
￿traf-
ﬁc. We show the results in Figure 12. The ratio of the dif-
ferentiation parameter of two classes (
Æ
￿
 
Æ
￿) is 2. It can be
seen that the upper bound has little inﬂuence on the dif-
ferentiation predictability due to the rate-allocation strat-
egy. The differences between the experienced slowdowns
and expected ones are not dependent on the upper bound.
Second, the higher the upper bound, the larger the expected
slowdown of the classes. Note that the lower bound of the
Bounded Pareto distribution (
 ) remains the same. Intu-
itively, as the upper bound increases, the Bounded Pareto
distribution becomes more heavy-tailed and the slowdown
increases. By (4), (5), as the upper bound increases, the
second moment of the trafﬁc
 
￿
 
￿
￿ increases and
 
￿
 
￿
￿
￿
remains almost unchanged. We ﬁnd that, in the
 
 
 
￿
 
￿
trafﬁc model, as the shape parameter increases, the slow-
down decreases; as the upper bound increases, the slow-
down increases.
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The DiffServ provisioning problem was ﬁrst addressed
in the network core. The proportional differentiation
model [7] has been accepted as an important DiffServ
model and been applied in the PDD model in packet
scheduling [8]. Many algorithms have been designed
to achieve the PDD provisioning in the network routers.
They can be classiﬁed into two categories: rate-based;
see BPR [8] and JoBS [18] for examples, time-dependent
priority based; see WTP, PAD, and HPD [9], adaptive
WTP [11, 17], MDP [19], and VirtualLength[23] for exam-
ples. Servers play an important role in end-to-end DiffServ
provisioning. Those algorithms can be tailored for request
scheduling for PDD provisioning in the server side [15].
However, the algorithms are not applicable to PSD provi-
sioning in the server side because slowdown is not only de-
pendent on a job’s queueing delay but also on its service
time, which varies signiﬁcantly depending on the requested
services.
In the server side, a primary focus of DiffServ provi-
sioning has been on priority-based request scheduling for
responsive time differentiation [2, 4, 6, 10]. For example,
in[2],theauthorsaddressedstrict priorityschedulingstrate-
gies for controlling CPU utilization in Web content host-
ing servers. QoS was introduced by assigning priorities to
requests for different contents. Requests of lower priority
classes were only executed if no requests existed in any
higher priority classes. The results showed that service dif-
ferentiationcan be achieved but the quality spacings among
different classes cannot be guaranteed by this kind of strict
priority scheduling. Therefore, this kind of priority-based
scheduling schemes cannot achieve PSD provisioning.
Admission control is often used in combination with
priority-based scheduling for DiffServ provisioning. For
example, in [1], the authors used classical feedback control
theory to achieve overload protection, performance guaran-
tees, and service differentiation in Web servers. The strat-
egy was based on real-time scheduling theory which states
that response time can be guaranteed if server utilization is
maintained below a pre-computed bound. Thus, control-
theory approaches, in combination with content adaptation
strategies, were formulated to keep server utilization at or
below the bound. In [15], the authors proposed admission
control algorithms in combinationwith time-dependentpri-
ority scheduling for proportional queueing-delay differen-
tiation on a Web server. Therefore, this kind of admission
controlitself isnotsufﬁcientinPDD provisioningandisnot
applicable to PSD provisioning.
Stretch factor, a variant of slowdown, was adopted
in [25] as the performance metric for DiffServ provision-
ing in a cluster of Internet servers. The authors proposed a
demand-driven DiffServ strategy by adopting an
￿
￿
￿
￿
￿
queueing model to guide node-based resource allocation
optimization. They implicitly applied processor sharing
schedulingstrategy forthe modelingof stretch factor. How-
ever, in a single queue, a realistic scheduling strategy is
FCFS. We note that for an
￿
￿
￿
￿
￿ FCFS queue with
the unbounded exponential service time density distribu-
tion
￿, there is no valid stretch factor or slowdown because
￿
￿
￿
￿
￿
￿ is not existent. For an
￿
￿
￿
￿
￿ FCFS queue with
a bounded exponential service time density distribution
￿,
there is no closed form expression for the stretch factor or
slowdown because
￿
￿
￿
￿
￿
￿ only has a deﬁnite value when
the lower bound and the upper bound of service time are
given. RecentInternetworkloadmeasurementsindicatethat
for many Web applications the exponential distribution is a
poor model for service time distribution and that a heavy-
tailed distribution is more accurate [3, 13]. In this paper,
we investigate the problem of processing rate allocation for
PSD provisioning under a popular heavy-tailed trafﬁc pat-
tern (Bounded Pareto).
In [13], Harchol used slowdown as a primary perfor-
mance metric in evaluating task assignment strategies in a
distributed server system, where the workload was heavy-
tailed (Bounded Pareto) and job size was unknown to the
scheduler. The primary objective was to minimize mean
slowdown of all job classes in the distributed system. In
this paper, we give a closed analytic form of expected slow-
down in an
￿
￿
￿
￿
￿
￿ FCFS queue for processing rate allo-
cation on servers for PSD provisioning among different job
classes. Our work is complementary to the previous work.
6C o n c l u s i o n
Slowdown is an important performance metric on In-
ternet servers because it takes into account both the delay
and service time of a request simultaneously. Although
proportional delay differentiation has been studied exten-
sively in the literatures, there are few research work mod-
els for PSD provisioning in the server side. In this paper,
we have investigated the problem of processing rate allo-
cation for PSD provisioning on Internet servers. We have
derived a closed form expression of the expected slowdown
in
￿
￿
￿
￿
￿ FCFS queues with Bounded Pareto service time
distribution, referred to
￿
￿
￿
￿
￿
￿ queues. We have de-
ployed a task server for handling each request class in a
FCFS way and presented the strategy of processing rate al-
location for the task server in support of PSD provisioning.
We have built a simulation model for the processing rate
allocations. Simulation results have showed that the allo-
cation strategies can achieve the objective of providing pre-
dictable, controllable and fair proportional slowdown dif-
ferentiation on the servers. Our future work will be on im-
proving the performance of the rate-allocation strategy in
providing short-timescale differentiation predictability.
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