Abstract. Boolean circuits of polynomial size and poly-logarithmic depth are given for computing the Hermite and Smith normal forms of polynomial matrices over finite fields and the field of rational numbers. The circuits for the Smith normal form computation are probabilistic ones and also determine very efficient sequential algorithms. Furthermore, we give a polynomial-time deterministic sequential algorithm for the Smith normal form over the rationals. The Smith normal form algorithms are applied to the Rational canonical form of matrices over finite fields and the field of rational numbers.
Introduction
The main results of this paper establish fast parallel algorithms for computing the Hermite and Smith normal form of matrices with polynomial entries. The Hermite or Smith normal form of a square matrix is generally defined for the case of entries from a principal ideal domain. For example the entry domain may be the integers or univariate polynomials over a field. The forms are, roughly speaking, a triangularization, respectively a diagonalization, of the input matrix and they are computed entirely within the domain of the entries. Sequential algorithms for computing the forms are known at least since Hermite [7] and Smith [20] , but it requires some effort to show that the forms can be computed in polynomial-time. We refer to Kannan and Bachem [13] for integer entries and Kannan [12] for polynomial entries. Applications of both forms include solving linear systems over the domain of entries, computing the geometric multiplicities of the eigenvalues of a matrix, computing the invariant factors of a matrix over a field, and others. For discussion of applications see [1] and [18] .
We will show that computing the Hermite normal form over F [x ] , F a field, is NC 1 reducible to solving singular linear systems. We refer to Cook [4] for the definitions of the complexity classes NC and RNC and NC 1 reductions. Since the class NC requires us to perform field operations on Boolean circuits, the previous claim is precise only for concrete fields such as Q or GF(p ), the field with p elements. As a corollary we get from the parallel complexity of linear systems [2] and [16] that HERMITE FORM over Q[x ] and GF(p ) [x ] is in NC 2 , where HERMITE FORM over D is the problem of computing Hermite normal forms over D . Our parallel reduction is completely different from any of the sequential solutions, discussed for example in [13] . Of course, it has Kannan's result that HERMITE FORM over Q[x ] is in P as a consequence, where P is the class of sequential polynomial-time problems.
Secondly, we will present a probabilistic parallel algorithm for computing the Smith normal form over F [x ] , that is we establish that SMITH FORM over F [x ] is in RNC 2 . The nature of our probabilistic algorithm is such that with controllably small probability an incorrect result might be returned, similar to the fast probabilistic parallel rank algorithm [2] . Since Kannan [12] does not prove that his sequential algorithm for SMITH FORM over Q[x ] runs in polynomial-time we will also present another sequential algorithm with which we can establishing that SMITH FORM over Q[x ] is in P. Neither our probabilistic parallel algorithm nor our deterministic sequential algorithm for the Smith normal form is based on repeated computations of Hermite normal forms as is Kannan and Bachem's algorithm. Our key idea in the parallel algorithm is that though each entry in the Smith normal form is a quotient of two GCDs of possibly exponentially many minors we can quickly produce random linear combinations of these minors whose GCD is with high probability equal to the needed GCD. Unlike our parallel Hermite normal form algorithm our parallel solution for the Smith normal form also provides a practical algorithm superior to previously known methods.
We wish to add two remarks. In this paper we will restrict ourselves to non-singular square input matrices but we note that there are no great difficulties to generalize our approach to rectangular inputs of nonmaximal rank (cf. [23] ).
Parallel Hermite Normal Form Computation
In this section we construct an NC 1 -reduction from HERMITE FORM over F [x ] , F a field, to singular linear systems over F . But first we present the necessary definitions and lemmas.
A non-singular n by n matrix H over F [x ] is in Hermite normal form if it is lower triangular, the diagonal entries are monic, and the entries before the diagonal entry in each row are of lower degree than the diagonal entry. It is well-known that for every non-singular matrix A there exists a unique unimodular matrix U and matrix H in Hermite normal form such that AU = H . H is referred to as the Hermite normal form of A . It is fairly clear that Hermite [7] knew the uniqueness though he did not offer a proof. In any case, we need the uniqueness in a stronger form than is usually presented, which we will include as lemma 2.1. This is a system of linear equations over F in the unknown p i ,j ,k and g i ,j ,k for which the following statements hold.
1. The system has at least one solution, if and only if each d i is no less than the degree of the i th diagonal entry of a Hermite normal form of A .
If each d i
is exactly the degree of the i th diagonal entry of a Hermite normal form of A , then the system has a unique solution, hence G is the unique Hermite normal form of A and P is unimodular.
Proof: Let H be a Hermite Normal Form of A and U a unimodular matrix such that AU = H .
Suppose G and P solve the system for for a given degree vector (
, we have G =AP =HU −1 P . Because G and H are triangular and nonsingular, U −1 P must be also. It follows that the degrees d i must be no less than the degrees of h i ,i , which proves 1. in one direction.
On the other hand, if for each i , we have
. Then the system is solved with P =UD and G =HD . Thus 1. is proved if we can show that this solution is expressible within the degree bound given for P . Since det(A )P = adj(A )G , the degrees in P are bounded by the degrees in adj(A )G , which are bounded by
It remains to show the solution is unique (i.e., G =H ,P =U ) when d i =deg(h i ,i ). Let R denote the lower triangular matrix, U −1 P . It suffices now to show that if G and H are in Hermite normal form and R is a unimodular lower triangular matrix such that G =HR , then R =I (and G =H ). This we do by induction on n, the size of the matrices. Partition this system so that the upper left block is 1 by 1:
We see that g =hr , g c =h c r +H′r c , and G′ =H′R′ . Now G′ and H′ are in Hermite normal form, R′ is unimodular, so by induction, R′ is the n −1 by n −1 identity matrix and G′ =H′ . Also, since g and h are of the same degree and monic, we have r =1 and g =h . If any entry in the column vector r c is non-zero, let i be the index of the first non-zero entry. Then Now let LINEAR SYSTEMS over F be the problem of computing one solution to the (possibly) singular linear System Ax =b or indicating that a solution does not exist, given an n by n matrix A and length n column vector of l bit entries from F . Following Cook [4] , we say problem X is NC 1 reducible to problem Y , if there is a uniform family of Boolean circuits for solving X which use oracle circuits to solve Y . For the purpose of defining the depth of such circuits an oracle contributes a depth of log(r ), where r is the fan-in to the oracle. The main theorem of this section now follows. Proof: We construct our circuit as follows from processing units at three levels.
Let e = nd ≥ deg(det(A )). The input matrix
A is passed to each of n (e +1) processors which work in parallel. They are numbered by pairs (i ,j ) where 1≤i ≤n and 0≤j ≤e . The (i ,j ) processor constructs from A the appropriate input for a LINEAR SYSTEM circuit over F which determines if the system as described in lemma 2.1 can be solved when the degree vector is given by d i =j and d k =e , for k ≠i . If the oracle produces a solution then true is passed to the next step. If the oracle indicates no solution exists, then false is passed on. By lemma 2.1 the (i ,j ) circuit answers true just in case the i th diagonal entry of the Hermite normal form has degree less than or equal to j . The depth of the circuit at this point is O (log(size(A ))), by lemma 2.2.
2. The n circuits numbered 1 through n work in parallel. The i th processor gets input from the e +1 circuits of step 1 numbered (i ,0) to (i ,e ). Its output, d i , is the minimum j such that the output of processor (i ,j ) is true . Clearly, these circuits have O (log(size(A ))) depth and polynomial size. 
Parallel Probabilistic Smith Normal Form Computation
A polynomial matrix S is in Smith normal form if it is diagonal, each diagonal entry is monic, and each diagonal entry except the last is a divisor of the succeeding one. If S is equivalent to A , i.e. A = PSQ , where P and Q are unimodular, then S is called the Smith normal form of A .
Lemma 3.1:
Let A be an n by n non-singular matrix over F [x ].
1. There is an n by n matrix S in Smith normal form and unimodular matrices P and Q such that A = PSQ . For a proof see Gohberg, Lancaster, and Rodman [5] or Newman [17] .
Let s i
Let C i n denote all i element subsets of {1 , . . . , n } and let A I ,J , for I , J ∈ C i n , denote the minor of A restricted to the rows in I and columns in J . By the above theorem we could compute the Smith normal form of A by computing s i * = GCD I ,J ∈ C i n A I ,J . The problem is that there are exponentially many i by i minors. To overcome this problem we compute two random linear combinations of A I ,J whose GCD is likely to be the wanted GCD. These are the principal i by i minors of two randomly selected matrices equivalent to A . The following lemma shows this suffices. Let 1...i denote the set {1, . . . ,i }. 
Lemma 3.2: let
exists a polynomial π i ∈ F of total degree no more than 4i 2 d with the following property.
For any n by n matrices R , Proof: Let π = Πi=1 n π i . We are unlucky only if the randomly selected r j ,k , t j ,k , u j ,k and v j ,k are a zero of π. By a result of Schwartz [19] this happens with probability no more than deg(π)⁄cardinality(S ). The degree estimate for π i now immediately implies that deg(π) ≤ 4n 3 d .
We now can prove the following theorem.
Theorem 3.1:
There is a uniform family of probabilistic circuits of depth O (log 2 (size(A )⁄ε)) and polynomial size which compute the Smith normal form over F [x ] correctly with probability 1−ε. These circuits make O (n 2 log(nd ⁄ε)) random bit choices. In short, SMITH FORM
Proof: By lemma 3.3 the problem reduces to matrix multiplications, determinant and GCD computations. These are in NC 2 [2] . We must make our 4n 2 random choices from a subset S of Q for which 4n 3 d ⁄cardinality(S ) < ε. The integers less in absolute value than 4n 3 d ⁄ε will do. These are O (log(nd ⁄ε)) bit numbers. If the field is too small to allow choice of a sufficiently large set S , S may be chosen from an extension field. Like GCD's, the Smith normal form is an entirely rational form and thus is unchanged if one computes over an extension of the given field.
Lemma 3.2 remains true if we replace U by an upper triangular and V by a lower triangular matrix, as well as if we do not randomize B . This saves in both matrix multiplications and number of random bits required.
Sequential Deterministic Smith Normal Form Computation
The purpose of this section is to establish that SMITH FORM over Q[x ] is in P. First we note that it is a consequence of Kannan [12] that SMITH FORM over GF(p )[x ] is in P, a result on which we will have to depend. We can assume without loss of generality that our input matrix A has integer coefficients. The following lemma is the key to our argument.
Lemma 4.1:
Let A be a non-singular n by n matrix over Q[x ] with integer coefficients, d = max{deg(a i ,j )  1≤i , j ≤n }, L = max{  a i ,j ,k   1≤i , j ≤n , 0≤k ≤deg(a i ,j )}, l A be the leading coefficient of det(A ), and let S be the Smith normal form of A , d i = deg(s i ,i ). Then for any prime p which does not divide l A , exactly one of the following two conditions can occur for S , the Smith normal form of A mod p .
S mod
Then e i ≥ e i , e 0 = e 0 = 0, It remains to establish a condition under which
for all 1 ≤ i ≤ n . First we note that for
, problem 73-17). Secondly we appeal to the following (cf. [11] , lemma 4).
are polynomials with integer coefficients and deg(f j ) ≤ e , then there exists an e  by e  determinant ∆ ∈ Z \ {0}, e  ≤ 2e , whose entries are coefficients of the f j such that for any prime p which does not divide ∆ Since each term has degree at most e +(e −1), this equation may be viewed as a linear system, d =Fs of at most 2e equations over Q in te varibles, the coefficients of the s j . The entries of the matrix F are the coefficients of the f j . Such a linear system has a solution just in case the rank of F is the same as the rank of the augmented matrix (F ,d ). Since the system has a solution over Q, the rank condition holds. If the rank of F mod p is e  ≤2e , then an e  by e  minor, ∆, of F must be nonzero. If ∆ is nonzero mod p as well, it follows that the rank condition will hold mod p and hence the system will have a solution, s′ . Thus GCD(f j mod p )
Continuing the proof of lemma 4.1, we apply this proposition to A J ,K and obtain as the asserted determinant an integer B i , 
primes p j and compute for all primes not dividing l A the Smith normal form S  j of A mod p j . We note that the k th prime p k is ≤ k log(k ), k ≥ 6, which makes this step a polynomial-time process. Also more than half of the primes considered do not divide l A B A . Hence by the above lemma a majority of the S  j must possess the same diagonal-degree vector, say these mod p j , j ∈ J . Also by the lemma S  j , j ∈ J , is an image of S . By Chinese remaindering we compute 
Rational Canonical form and Similarity
If A is a matrix over a field F , then the diagonal entries of the Smith normal form of xI −A (over F [x ] ) are the invariant factors of A . The invariant factors characterize A up to similarity and their companion matrices form the diagonal blocks of the rational canonical form R of A . Thus we can compute RATIONAL FORM in RNC 2 and in P. Furthermore, we can compute the similarity transform U such that UAU −1 = R , whereas for the Smith normal form S such that PAQ =S , we did not obtain P and Q . Knowing U , we can verify that UAU −1 = R , Thus the probabilistic algorithm for Rational normal form is of Las Vegas type (controllably small probability of no result), whereas the Smith normal form algorithm was of Monte Carlo type (controllably small probability of incorrect result).
To compute the transform U , first compute R via the Smith form of xI −A , as indicated above. Then solve the linear system UA =RU . An arbitrary U satisfying this equation will not do, as it may be singular. However, we may do the following. We compute a basis U 1 , ..., U k of the solution space. Let λ 1 , ..., λ k be indeterminants and let
We choose r 1 , ..., r k at random from F and let
Then U is nonsingular unless π(r 1 , ..., r k ) =0. We know that π is not identically zero since if R is the rational form of A , then by definition, a nonsingular U such that UA =RU must exist. By Schwartz' result [19] the probability that we unluckily obtain a singular U is less than deg(π)⁄s , where s is the size of the set from which we choose the components of (r 1 , ..., r k ). Thus, if det(U ) is nonzero R is a verified rational canonical form of A . If it is zero then we return no solution. Either we were unlucky in computing R via the probabilistic Smith normal form algorithm, or we were unlucky in computing U . If F is finite, and a larger s is desired, the r i may be chosen from an extension of F .
More details on this and the construction of the Jordan normal form can be found in [22] .
Conclusion
In the meantime, we have discovered a Las Vegas solution for the Smith normal form problem of polynomial matrices [23] . This solution hinges greatly on the Hermite normal form process, as opposed to the Monte-Carlo solution proposed here. Its analysis, however, is similar to the one here. The new algorithm also finds the multipliers. In the future we will carry out practical experiments with our randomized algorithms.
