Introduction
Some 13.4 billion dollars are expended globally on marketing research (ESOMAR 1999) resulting in an abundance of information available to assist in managerial decisions. Indeed, in today's "information age", the concern appears to be not so much one of information availability but one of effective information utilization (Moorman, Zaltman and Deshpandé 1992; Porter and Millar 1985) .
It is widely acknowledged that effective use of marketing research information is important for reducing the uncertainty associated with managerial decision making (Glazer and Weiss 1993) , and for assisting managers in formulating and implementing sound marketing plans and strategies (Glazer 1991; Sinkula 1994) . This is particularly the case in an export setting, where the effective use of information has long been identified as a key variable affecting both export initiation and export expansion (Johanson and Vahlne 1977; Denis and Depelteau 1985) . There are often dramatic variations in the economic development, culture, customs, and consumer behavior of foreign markets which may not be adequately understood by an organization's domestic executives (Craig and Douglas 2000; Kumar 2000; Usunier 1993 ), thus resulting in costly mistakes and/or lost opportunities (Ricks 1983) .
Although the benefits of using export marketing research information appear obvious, it is important to identify the critical factors which induce organizations to employ such information so they might reap the rewards of their investments in research. In this context, although a few studies have examined variables which determine the managerial evaluation of domestic marketing research and how this assessment affects the subsequent use of the information (Lee, Acito and Day 1987; Jobber and Elliott 1992) , very little is known about this issue in an export setting; as Souchon and Diamantopoulos (1996, p.53 ) point out, "the export-specific literature addressing use is very scarce indeed".
Study Objectives And Positioning
The purpose of the present study is to provide empirical insights into the factors affecting the assessment and use of marketing research information in the context of export marketing. More specifically, the current investigation is concerned with the instrumental use of research information namely the "situation in which knowledge ... is used to guide behavior and make decisions" (John and Martin 1984, p.173) 2 . Instrumental use is the most common type of information use in marketing (Deshpandé and Zaltman 1982) as marketing research is usually conducted to fill a particular knowledge gap (Deshpandé 1981) 3 . The study focuses on the role that research design characteristics (namely type of study, type of sample and sample size) play on the managerial evaluation and use of export marketing research, the latter referring to "the research activities of firms carried out 2 Information can be used in a variety of ways (e.g. instrumentally, conceptually, and symbolically). Instrumental use can be defined as the "direct application of knowledge to solve a specific problem" (Souchon and Diamantopoulos 1996, p.54) . For a review of conceptualizations of information use with particular reference to marketing, see Menon and Varadarajan (1992) . An export-specific perspective is provided by Souchon and Diamantopoulos (1996) . 3 Indeed, "marketing research should ultimately be linked to and potentially affect a decision. There should be a reasonable expectation that the results will contribute to reducing uncertainty and the likelihood of a seriously "wrong" decision" (Aaker and Day 1990, p.59). either in the home market or in foreign markets for the purpose of reducing uncertainty surrounding international marketing decisions" (Cavusgil 1984, p.262) . Hence the current emphasis is on export marketing research studies involving the collection of primary data rather than pure "desk research" investigation, relying wholly on secondary data sources 4 .
It is important to note that this is the first study to investigate the criteria by which "real" decision-makers have evaluated and elected to use market research studies undertaken by their respective firms. Prior studies in this research stream have typically employed the use of simulations and/or managerial surrogates, such as students (e.g. Lee, Acito and Day 1987) .
Research design characteristics are important for several interrelated reasons.
First, and most obvious, such characteristics influence the methodological rigor of a research project and such rigor is a key criterion for evaluating research (Shrivastava 1987) .
Second, it has been found that "managers single out the technical quality as being the most important attribute of the [marketing research] report" (Deshpandé and Zaltman 1984, p. 37 , emphasis in the original); technical quality (as opposed to quality of presentation) is obviously a function of research design characteristics as well as other factors (e.g. the type and comprehensiveness of the analysis undertaken).
Third, the "accuracy" of the research, that is the extent to which it is believed to be "based on good input data" (John and Martin 1984, p.172 ) is likely to be affected by the way in which the data was generated in the first place, i.e. the study's research design.
Fourth, methodological aspects of marketing research studies are increasingly attracting the interest and scrutiny of research users; indeed, a longitudinal study showed a steady growth in the proportion of managers expecting to be consulted about research methodology (Krum, Rau and Keiser 1987/1988) .
Fifth, research design characteristics have direct resource implications and are thus a major determinant of the cost of a study (e.g. Churchill 1999; Aaker, Kumar and Day 1998; Malhotra 1999 ). This fact is of particular importance in the context of export marketing research which is relatively more costly than domestic research (Craig and Douglas 2000; Kumar 2000) and which is often characterized by low resource commitment on the part of firms, particularly smaller ones (Schlegelmilch, Diamantopoulos and Tse 1993; Diamantopoulos, Schlegelmilch and Allpress 1990) .
Finally, research design in an export setting poses problems and challenges beyond those typically encountered in a domestic setting because of the diversity and complexity of the international marketing environment (Malhotra 1991; Malhotra, Agarwal and Peterson 1996; Usunier 1993) .
In the next section, a brief background to the study of information use is provided, highlighting issues particularly relevant to the current investigation. Subsequently, several hypotheses linking research design characteristics and the assessment and use of export marketing research are developed. This is followed by a description of the study's methodology, providing details of the data collection methods and measurement procedures. Next, the results of testing the hypotheses are presented and their implications discussed. The paper concludes with an agenda for future research in the area.
Background On Information Use
Early studies of information use were primarily concentrated in the area of public policy decision making. These studies indicated that while research was valued, it did not make a significant, direct contribution to policy decisions (e.g. Caplan, Morrison and Stambaugh 1975; Knorr 1977; Weiss and Bucuvalas 1977 ; for relevant reviews see Deshpandé 1979; Beyer and Trice 1982; Deshpandé and Zaltman 1983) . Similarly, examinations of the use of research information by marketing managers indicated that the vast majority of marketing research studies had little influence on managerial decisions (e.g. Bellenger 1979; Holbert 1974; Krum 1978) . The findings of these latter studies generated a number of initiatives aimed at improving research use by practitioners 5 and resulted in a stream of investigations dedicated to identifying factors which serve as determinants of market research information usage (e.g. Deshpandé 1982; Deshpandé and Jeffries 1981; Deshpandé and Zaltman 1982 , 1987 Moorman, Zaltman and Deshpandé 1992) . The factors identified included, among others, conformity of the results to prior expectations; research report characteristics (namely technical quality, presentation, political acceptability, and actionability); organizational structure; purpose of the research; the product's life cycle; degree of interaction between manager and researcher; and trust in the researcher. 5 Such as the establishment of the Commission on the Effectiveness of Research and Development for Marketing Management (see Myers, Greyser and Massy 1979; Myers, Massy and Greyser 1980) and the AMA Task Force on the Development of Marketing Thought (Monroe et al. 1988) . Improvement of the use of marketing information also featured at the very top of the Marketing Science Institute's research priorities 1990-1992. Curiously, the impact of research design characteristics on the managerial evaluation and use of research has received little empirical attention, despite the fact that "a manager must rely on his or her intuitive regarding the soundness of the research design" (Churchill 1999, p.88) , before commissioning and/or using research. An experimental study in the US, using MBA students as subjects found somewhat inconsistent results relating to the type of study and sampling process involved (see Lee, Acito and Day 1987) . While quantitative research was more favourably evaluated than qualitative research, the latter was more likely to be used in decision-making; other than describing this pattern as "an interesting conflict" (Lee, Acito and Day 1987, p.193) , no further explanation was offered by the authors. Regarding the sampling process, neither the type of sampling undertaken (i.e. random vs. non-random) nor the size of the sample were found to affect the evaluation and use of the research.
With particular reference to export marketing research, very little work has been done in the areas of evaluation and use. The vast majority of existing studies have focused on acquisition issues such as the information needs and preferences of exporters (e.g. Wood and Goolsby 1987) , the sources of information used (e.g. Koh, Chow and Smittivate 1993) , the types of research studies undertaken (e.g. Bodur and Cavusgil 1985) , the organization and execution of research activities (e.g. Crick, Jones and Hart 1994), and the differences in organizational and export characteristics between users and non-users of export marketing research (e.g. Schlegelmilch, Diamantopoulos and Tse 1993) . Only very recently have researchers begun to examine empirically aspects relating to the actual use of export marketing research information either as part of broader investigations (e.g. Hart, Webb and Jones 1994) or as topics in their own right (e.g. Souchon 1996, 1999; Souchon and Diamantopoulos 1997) 6 . However, none of these studies has explicitly focused on issues relating to the evaluation of export marketing research information or on testing specific propositions such as the ones advanced in the section that follows.
Constructs And Theoretical Relationships
Information evaluation and information use are two related, yet distinct constructs 7 . In a marketing research context, the former relates to a manager's assessment of the research in terms of its perceived quality and usefulness (Menon and Varadarajan 1992) . Thus the focus is on the outcomes of a subjective evaluation process, since "perception of the accuracy and reliability of information from a given source may vary according to decision makers' experience, goals, or personal preferences" (O'Reilly 1982, p.758) . The emphasis on managerial perceptions is consistent with previous conceptualizations of information evaluation (e.g. John and Martin 1984; Lee, Acito and Day 1987; Wilton and Myers 1986 ) and reflects the view that " [information] quality is more appropriately viewed as a relative constructone that varies according to a receiver's context and perspective -than as something that is absolute" (Maltz and Kohli 1996, p.48) .
In contrast to information evaluation, the concept of information use is purely descriptive in that it does not imply a judgment upon the research (Kilmann, Slevin and Thomas 1983) . It can be defined as "the extent to which the research influences the user's decision making" (Moorman, Zaltman and Deshpandé 1992, p.71) . Within this broad definition, a range of more specific conceptualizations and operationalizations of information use can be found in the literature (for comprehensive reviews, see Beyer and Trice 1982; Menon and Varadarajan 1992; Souchon and Diamantopoulos 1996) . Without wishing to undermine the importance of other forms of use such as conceptual or symbolic (cf. Menon and Varadarajan 1992) , for reasons already stated, the current interest lies in the instrumental use of export marketing research information. Such information "is often collected in response to specific needs. It has a direct application to, and thus an explicit role in decision making" (Barabba and Zaltman 1991, p.115) . Moreover, previous research in an export setting has shown that the utilization of export marketing research is largely instrumental in nature Souchon 1996, 1999) .
Evaluation and use of information are expected to be positively related to one another, since a favourable evaluation of a marketing research study by a manager is likely to encourage its use in decision-making (O'Reilly 1982; Menon and Varadarajan 1992; Wilton and Myers 1986; Deshpandé and Zaltman 1982) . However, one cannot wholly discount the possibility that the reverse may also take place, i.e. that managers evaluate some studies more favourably because they use them. Within the confines of a cross-sectional investigation it is not possible to disentangle the directionality of causal patterns. Consequently, and consistent with John and Martin (1984) , while acknowledging the potential bidirectionality of the causal relationship between marketing research evaluation and use, we opt for a correlational specification; the latter posits a positive, significant -but not perfectcorrelation between the two constructs but refrains from explicating the causal order involved 8 .
The evaluation and use of export marketing research constitute the dependent variables in the study; the expected impact of the independent variables, namely the three research design characteristics, is discussed below.
Type of Study
The first two hypotheses center around the type of research conducted, i.e. qualitative vs. quantitative. Although the type of research is largely a function of the study purpose (e.g. an exploratory purpose tends to favour qualitative research whereas quantitative research is more likely to reflect a descriptive/causal purpose), in practice, "any given study may serve several purposes" (Churchill 1999, p.99) . Consequently, and bearing in mind the current emphasis on research design characteristics, it was decided to focus on what type of study was conducted as opposed to why it was conducted 9 .
In their now classic studies, Tversky (1972, 1973) found that people are more likely to derive conclusions using "case study" data rather than statistical data. This preference in use has been related to the "vividness" and personal involvement facilitated by the scripts of case studies (Borgida and Nisbett 1977; Nisbett et al. 1976; Lyon and Slovic 1976) . Indeed, decision-makers often exhibit an information processing bias whereby "concrete information (i.e. vivid or based on experience/incidents) dominates abstract information (e.g. summaries, statistical base-rates, etc.)" (Hogarth and Makridakis 1981, emphasis in the original). In a marketing context, Lee, Acito and Day (1987) found that qualitative research studies were used more in decision making, but quantitative studies were evaluated more favourably than qualitative studies. Jobber and Elliott (1992) also found a more favourable evaluation for a large scale quantitative survey over a small qualitative study. These findings suggest that qualitative research may be easier to read and assimilate, whereas quantitative research may just "look" better because of its larger sample size (see also hypothesis H4 below). Whether this pattern of marketing research evaluation and use also applies to an export setting remains to be seen, as no study has yet explicitly compared export decision makers' assessments and/or usage of qualitative versus quantitative research studies. Thus the hypotheses presented below are necessarily based upon the (limited) evidence in a domestic context and implicitly assume that the "concrete information" bias (Hogarth and Makridakis 1981) underpinning managerial information processing is likely to be manifested in export decision-making too.
H1:
The design of quantitative export marketing research will be evaluated more favourably than the design of qualitative export marketing research.
H2:
Qualitative export marketing research is more likely to be used by a decision maker than quantitative export marketing research.
Sample Size
Several authors (e.g. Tversky and Kahneman 1971; Nisbett and Borgida 1975; Hamill, Wilson and Nisbett 1980) have found that people are willing to make judgments based on very few observations. According to Kahneman and Tversky (1972) , sample size is not properly taken into account because of the "representativeness heuristic", whereby people "assess the likelihood of a sample result ... by the similarity of this result to the corresponding parameter ... The similarity of a sample statistic to a population parameter does not depend on the size of the sample. Consequently, if probabilities are assessed by representativeness, then the judged probability of a sample statistic will be essentially independent of sample size" (Tversky and Kahneman 1974, p.42) . The reliance on the representativeness heuristic underpins what has been termed "the law of small numbers", which states that "characteristics of small samples are deemed to be representative of the populations from which they are drawn" (Hogarth and Makridakis 1981, p.119).
While several studies have shown support for the law of small numbers (e.g. Bar-Hillel 1979; Well, Pollatsek and Boyce 1990; Fischhoff, Slovic and Lichtenstein 1979; Reagan 1989) , other research has shown that individuals do take sample size into account when making choices and drawing conclusions (e.g. Peterson and Beach 1967; Evans and Pollard 1985; Ducharme and Peterson 1969; Kunda and Nisbett 1986) . In a marketing decision-making context, the results are equally contradictory. Thus, while Lee, Acito and Day (1987) found no effect of sample size on the evaluation or use of marketing research, Jobber and Elliott (1992, p.263) concluded that "sample size is important when they [managers] make their evaluations of MR [marketing research] findings" 10 .
In the case of export marketing research, "there is a trade-off between the number of countries or contexts sampled and the sample size within each country or region" (Craig and Douglas 2000, p.240). Bearing in mind that financial resources allocated to international research are limited (Gofton 1994) , that several countries may have to be covered by a single study (Kumar 2000) and that sample size determination in international markets is often done on an ad hoc basis (Malhotra 1999) , the size of the sample is unlikely to act as a key criterion in the evaluation or use of the research. Thus it is hypothesized that:
H3:
The evaluation of an export marketing research study is not affected by the size of the sample.
H4:
The use of export marketing research results is not affected by the size of the sample.
Sample Type
The final two hypotheses relate to the sampling procedure employed. Past experimental findings indicate that subjects do not discern the inferential advantages of a probability sample over a non-probability sample (e.g. Hamill, Wilson and Nisbett 1980; Lee, Acito and Day 1987; Nisbett and Borgida 1975) and, thus, neither the assessment of a research study nor the use of the research results is likely to be affected by the nature of the sampling procedure. The reason that the benefits of a probabilistic sampling procedure are not appreciated is that the concept of randomness is not well understood by decision makers; in fact, it has been noted that "people are extraordinarily inept at recognizing and dealing with the concept" (Hogarth 1987, p.12) .
In an export context, problems of availability of suitable sampling frames (Craig and Douglas 2000), the fact that comparable sampling procedures may not produce comparable results (Van de Vijver and Leung 1997) , and the lack of detailed population information to provide a basis for assessing the quality of a sample (Kumar 2000) , all combine to reduce the benefits of following a probabilistic sampling approach versus a non-probabilistic one. Hence the following are hypothesized:
H5:
The evaluation of an export marketing research study is not affected by the sampling procedure used.
H6: The use of export marketing research results is not affected by the sampling procedure of the study.

Confounding Influences
In testing the above hypotheses, account must be taken of variables that may potentially confound the relationships between research design characteristics and the evaluation and use of export marketing research. Specifically, with regards to the type of study (hypotheses H1 and H2), the extent to which a qualitative versus quantitative research design will be opted for may partly depend on the firm's previous experience with the export market under consideration. This is because researchers often "lack familiarity with a culture or country ... In these instances qualitative data collection techniques can be helpful as they are unstructured in character" (Craig and Douglas 2000, p.169) . Thus in comparing qualitative versus quantitative research, export experience should be controlled for, otherwise any revealed differences may simply reflect differences in the way experienced and inexperienced exporters evaluate and use research rather than "true" differences between the study types involved.
With regards to sample size (hypotheses H3 and H4), resource availability is likely to be a constraint on how large a sample can be afforded; indeed, a common approach to sample size determination is the "all-you-can-afford" (Tull and Hawkins 1993, p.566) or "budget available" (McDaniel and Gates 1996, p.479) method. Thus, all other things being equal, larger firms are likely to be able to afford larger samples and, therefore, firm size (a proxy for resources) ought to be controlled for in an analysis of the relationship between sample size and evaluation and use of export marketing research. A second potentially confounding variable is the importance to the firm of the export market under investigation. If the particular market represents a substantial proportion of the firm's export business, then decisions based upon research relating to this market will have important implications for the firm's export success. Consequently, there is likely to be more concern with the precision and/or confidence that can be attached to the research results than would be the case if a relatively unimportant export market was involved. Given that the desired precision and confidence are direct determinants of sample size (e.g. see Cochran 1977), the firm's dependence on the specific export market to which the marketing research study relates should also be controlled for.
Finally, with regards to sample type (hypotheses H5 and H6), the same confounding influences as for sample size should be controlled for but for slightly different reasons. Firm size -reflecting resource availability -should be taken into consideration as larger firms are more likely to be familiar with the advantages of probabilistic sampling techniques than their smaller counterparts (due to more specialized personnel, better educated workforce, easier access to consultants, etc.). Export dependence should also be taken into consideration as more systematic and sophisticated sampling procedures are more likely to be justified when important export markets are being researched. This is because the expected cost of errors will be greater than for relatively unimportant markets and "high expected cost of errors favours the use of probability sampling" (Tull and Hawkins 1993, p. 548 ). Lastly, it should be evident that, since sample size and type are likely to be interrelated (since probabilistic sampling plans tend to be associated with larger sample sizes than non-probabilistic ones), the size of the sample should be controlled for prior to investigating the individual impact of sample type on the evaluation and use of research.
Methodology -Survey Sample
Seven hundred firms were randomly selected from the Sell's British Exporters business directory and mailed a self-completion questionnaire. The attached cover letter was addressed to the export director/manager and asked recipients to complete the questionnaire or, if they were unable, to pass it on to a more qualified colleague. This request was necessary because export marketing research responsibility may fall under the jurisdiction of a variety of personnel in different departments (e.g. marketing department versus export department versus specialized research unit) making respondent targeting rather problematic. The instructions asked respondents to answer the survey based upon the most recently conducted research for one particular export market with which they had been involved and for which a written report had already been completed. This approach mirrors the one used by Deshpandé (1982) , Deshpandé and Jeffries (1981) , and Deshpandé and Zaltman (1982 , 1987 , and helps minimize errors due to unreliability of respondents' memories 11 .
A major concern with implementing the survey centered around the issue of reaching a sufficient number of eligible respondents. Specifically, of all firms targeted, only those which (1) were currently exporting, (2) were users of export marketing research (done in-house and/or commissioned to external research suppliers), and (3) had recently carried out a formal research study (to warrant a written report), could be reasonably expected to complete the survey questionnaire. Any recipient of the data collection instrument not fulfilling all three criteria would not be an eligible respondent. Bearing in mind that (1) UK companies are much less likely to be users of marketing research that US firms (Schlegelmilch and Therivel 1988), (2) that, according to a previous UK study, only about 50% of exporters surveyed made use of any form of marketing research (Schlegelmilch, Diamantopoulos and Tse 1993) , and (3) that the response rate for that same study was 33% (including non-users of export marketing research), it was feared that a substantial proportion of the firms approached would not respond to the questionnaire. As it was clearly not possible to determine prior to the mailing how many firms would satisfy the three eligibility criteria, one hundred firms from the initial sample were randomly contacted by telephone in order to directly identify reasons for non-response and, thus, enable an assessment of likely non-response error. In this context, it needs to be emphasized that "a low response rate does not automatically mean that there 11 To further ensure that all respondents had a common frame of reference when answering the questionnaire, Cavusgil's (1984, p.262 ) definition of export marketing research as "the research activities of firms carried out either in the home market or in foreign markets for the purpose of reducing uncertainty surrounding international marketing decisions" headed the first page of the research instrument.
has been non-response error. Non-response error is a problem only when a difference between the respondents and the non-respondents leads the researchers to an incorrect conclusion or decision" (Tull and Hawkins 1993, p. 184) . In the present study, non-response error would be a cause for concern only if the main reasons for non-response were not related to the three eligibility criteria mentioned above but to respondent characteristics which directly and differentially affect responses to the substantive issues examined in the survey (Lesley 1972) 12 .
Response Rate and Non-Response Bias
Of the 700 questionnaires initially sent out, a total of 157 were returned, of which 51 came from non-eligible respondents (e.g. non-exporters, non-users of export marketing research). A further 11 firms returned the questionnaire incomplete, citing time constraints or company policy against filling in any questionnaire as reasons for non-response. Finally 24 firms returned the questionnaire incomplete or only partly completed without any explanation. This left a total of 71 usable questionnaires for further analysis.
While this pattern suggests that, in line with expectations, non-eligibility was the main reason for non-response, it is nevertheless based on those firms that did respond to the mailing; thus, inevitably, the response pattern reflects a self-selection effect. However, the telephone survey of randomly selected firms from the initial sample, painted an almost identical picture. Of the 100 firms contacted, no fewer than 60 (60%) turned out to be ineligible because they had ceased trading, were no longer exporting, or did not conduct any form of export marketing research 13 . Only 6 firms (6%) cited lack of time or company policy as reasons for non-participation, while the rest indicated that they had already returned the questionnaire or were about to do so.
From the above, it can be concluded that the response rate achieved largely reflects a low incidence of eligible respondents rather than specific shortcomings in the study's design or implementation (see also Wiseman and McDonald 1980; Wiseman and Billington 1984) . Indeed, if the results of the telephone survey are projected to the initial sample size, only about 280 out of the 700 firms originally targeted could be expected to participate in the study in the 12 Indeed, it has been argued that "no manuscript should be rejected on the basis of a potential nonresponse bias -no matter what the response rate is -unless there is good reason to believe that the respondents do in fact differ from the nonrespondents on the substantive issues in question and that these differences would make the results of the study unreliable" (Hunt 1990, p.174) . 13 The fact that many nonrespondents did not employ export marketing research, paints a rather negative picture on the value placed on research by exporters and supports the view that "it may be problematic actually to convince companies to make the necessary resource commitment to export marketing research" (Schlegelmilch, Diamantopoulos and Tse 1993, p.134). first place. Following the standard definition of response rate as the total number of fully-completed questionnaires (71) over the number of eligible responding units in the sample (280), the study's effective response rate comes to 25% which is in line with previous UK studies of export marketing research practices (e.g. the 30% response rate achieved by Hart, Webb and Jones (1994) ).
An analysis of the job titles of respondents revealed that 24% were chief executives/directors, another 35% were heads of export/international operations, and the remainder 41% consisted of marketing/sales managers. Regarding organizational characteristics, there was considerable variation among the responding firms in terms of size, age, export dependence and export experience. The length of time the organizations had been in business ranged from 2 to 183 years, with an average firm tenure of 61.9 years. Annual sales ranged from £900,000 to £455 million (mean = £10.9 million), while the number of employees varied from 2 to 65,000 (mean = 1,372). On average, the respondents generated some 43.6% of their total sales from export operations, with export-to-total sales ratios ranging from 1% to 100%. Export experience ranged from 1 to 126 years (mean = 42), while the number of export destinations ranged from 1 to 120 (mean = 34.2). Finally, some twothirds of the respondent companies were industrial goods producers, while the rest were consumer goods manufacturers; this pattern is consistent with previous evidence showing that "producers of industrial products ... attach greater importance to foreign market research than the producers of consumer goods" (Cavusgil 1984, p. 271) 14 .
Variable Measurement
Previous operationalisations of managerial evaluations of marketing research have either used single-item instruments to obtain a "global" assessment of a manager's perceptions of a marketing research study (e.g. Lee, Acito and Day 1987; Jobber and Elliott 1992) or composite scales capturing a firm's overall information effectiveness rather than the perceived quality of a specific marketing research study (e.g. Diamantopoulos 1995) . Neither approach is appropriate for present purposes; single-item measures preclude any form of psychometric assessment (cf. Spector 1992, DeVellis 1991), while overall evaluations on broad dimensions -such as complexity, timeliness, and cost of information -are too abstract to be linked with specific research design characteristics such as sample size or sample type.
Bearing the above in mind, the evaluation of export marketing research (EVAL) was operationalized by means of six statements selected from Deshpandé and Zaltman's (1982) scale describing the content quality of the research report. The statements were measured on a five-point Likert-type format and captured how well the research problems were addressed by the research, how well the recommendations followed from the data and how appropriate the data collection and analysis were perceived to be (see Appendix). A principal axis factor analysis (Sharma 1996 ) yielded a single factor solution, with all six items loading strongly and significantly on the common factor; a scree plot (Cattell 1966) also showed a major elbow after one factor thus further supporting the unidimensionality of the scale. A reliability analysis subsequently confirmed the internal consistency of the scale; an alpha value of .81 was obtained which is consistent with common reliability guidelines (e.g. DeVellis 1991; Spector 1992; Nunnally and Bernstein 1994; Traub 1994) .
Instrumental use of export marketing research (USE) was measured by a five-item scale developed by Deshpandé and Zaltman (1982) and capturing the dimensions of decision relevance, information surplus, recommendations implemented, and general project success (see Appendix). The original development of this scale was based on an exhaustive review of the knowledge utilization literature as well as substantial exploratory research (see Deshpandé and Zaltman 1982 and references given therein); moreover, the scale has been successfully used in previous studies of marketing research use both in a domestic (e.g. Zaltman 1984, 1987; Schlegelmilch and Therivel 1988) and an export context (e.g. Hart, Webb and Jones 1994). The dimensionality and reliability of the USE scale was assessed following the same procedures as for the EVAL scale; the results indicated that the scale was unidimensional and reliable (alpha = .73).
As expected, the EVAL and USE scales were positively and significantly correlated (r = .615, p < .001) but not perfectly so. This provides supporting evidence for the construct validity of the two scales since a positive linkage between the two constructs has been postulated in the literature (e.g. Menon and Varadarajan 1992; Souchon and Diamantopoulos 1996) . At the same time, the fact that the magnitude of the coefficient is less than unity, provides evidence of discriminant validity 15 for the scales concerned.
Regarding research design characteristics, respondents were asked to classify the overall study design (DESIGN) as qualitative or quantitative, identify the sampling procedure (SAMPTYPE) employed as probabilistic or non-probabilistic, and state the sample size (SAMPSIZE) involved. The use of probability samples was not widespread; only 35% of the projects mentioned were based on such samples, a finding that corroborates the points made in the methodological literature regarding the difficulties of applying probabilistic procedures in international settings (e.g. Craig and Douglas 2000; Malhotra 1999) . As far as sample sizes are concerned, these ranged between 10 and 2,000 elements. Cross-checks between study type, sampling procedure, and sample size revealed that export marketing research projects classified as qualitative involved less than 30 subjects, and none claimed to have used a probabilistic sampling procedure; use of the latter was consistently associated with quantitative investigations typically with 100 plus subjects 16 .
Finally, respondents were asked to indicate the number of years their firm had been operating in the export market in which the research was undertaken (EXPER), the proportion of total export sales accounted for by that market (DEPEND), and the number of employees (SIZE).
Analysis
Type of Study
Analysis of covariance (ANCOVA) was used to test hypotheses H1 and H2 relating to the impact of the type of study on the evaluation and use of export marketing research. In testing H1, the EVAL scale was used as the dependent variable with the (binary) DESIGN variable as the main effect and the number of years that the firm has been operating in the export market under consideration (EXPER) as the covariate. In testing H2, the same approach was used with the USE scale as the dependent variable.
In both analyses, a hierarchical decomposition of sum of squares was employed (Wildt and Ahtola 1978) , whereby the impact of the covariate was assessed first and followed by the assessment of the main effect. This procedure is appropriate in the present case since the covariate represents a potentially confounding variable which needs to be controlled for before the impact of the independent variable of interest can be determined (see earlier section on Confounding Influences). Table 1 summarizes the ANCOVA  results while Table 2 shows the cell means before and after adjustment for the covariate. Neither hypothesis H1 nor H2 is supported by the findings. Concerning the former, if anything, the results point to the opposite direction, suggesting that qualitative studies tend to be more favourably evaluated than quantitative studies (Table 2) . However, given the significance level attained (p < .10) and the absence of previous export-specific evidence, a more appropriate conclusion is that there is no difference in the evaluation of qualitative and quantitative export marketing research studies by managers. This cautious assessment of the ANCOVA results on EVAL is also more in line with the findings on USE, where a significant difference is not observed either. It is noteworthy that, unlike in a domestic setting, where an inconsistent pattern of results has been observed (with qualitative studies tending to be used more despite being less favourably evaluated than quantitative studies), the present results give a consistent picture of export decision makers' judgments and behavior. Regarding the impact of the covariate (EXPER), the length of time that the firm has been operating in the export market under consideration seemed to make little difference. While a marginally significant impact was detected on use (indicating a negative link between EXPER and USE), the overall effect of the covariate was negligible; indeed, inspection of the unadjusted and adjusted means in Table 2 shows hardly any change. 
Sample Size
Hypotheses H3 and H4 were tested by means of regression analysis. Two separate regressions were performed using the EVAL and USE scales as dependent variables respectively. A blockwise approach to predictor variable entry was adopted, whereby the control variables of company size (SIZE) and dependence on the export market involved (DEPEND) were entered first in the equation. Subsequently, the key independent variable of interest, SAMPSIZE, was entered and the change in R 2 noted 17 . Table 3 shows the regression results.
According to the results, neither the evaluation nor the use of export marketing research appears to be influenced by the size of the sample involved (both final equations are non-significant and so are the corresponding changes in R 2 ). While this is consistent with hypotheses H3 and H4, the fact that these were stated in a null form complicates their interpretation, since failure to reject a null hypothesis "is not synonymous with "accept"!" (Henkel 1976, p.35) . Here, particular attention must be placed to making a Type II error, namely "accepting the null hypothesis (when it is false)" (Mohr 1990, p.63) .
Bearing in mind that the control variables turned out to have no impact on either EVAL or USE (see Table 2 ), one can focus on the bivariate relationships between the dependent variables and SAMPSIZE and undertake some simple power calculations. Specifically, the correlation between SAMPSIZE and EVAL comes to .175, while that between SAMPSIZE and USE to .030. If these effect sizes were assumed to exist in the population, one would need sample sizes of 260 and 9511 to detect them, given a power level of 90% and a significance level of 5% (Kraemer and Thieman 1987) . Thus, it is clear that the current sample size is not sufficient to detect such small effects if they existed. Having said that, from a practical point of view the question is (a) whether such small effects have any substantive significance, and (b) if not, whether the present sample would be capable of detecting whatever effect sizes could be considered as being "large enough".
With regards to the former question, correlations less than .20 reflect less than 4% of shared variance and can hardly be viewed as reflecting strong relationships. With regards to the latter question, if a minimum of 20% shared variance (i.e. a correlation of .45) was taken to be indicative of an "important" relationship, the current sample would be perfectly capable of detecting it with a power level of .90 and a significance level fixed at .05. Thus, on balance, the results of Table 3 , coupled with the power issues just examined, seem to be supportive of hypotheses H3 and H4, indicating that decision makers are not influenced by sample size considerations when they evaluate or use export marketing research.
Sample Type
The final two hypotheses (H5 and H6), relating to the role of the sampling procedure utilized, were tested in exactly the same way as hypotheses H1 and H2, the only difference being that three covariates (SIZE, DEPEND and SAMPSIZE) were entered in the analysis. The results are shown in Tables 4  and 5 . The results fail to show any significant influence of the sampling procedure on either the evaluation or the use of export marketing research and are thus consistent with the findings in a domestic setting. However, the same interpretation problem as for the impact of sample size applies here, since hypotheses H5 and H6 are of the null variety and the interest lies in not rejecting them. Following the same rationale as previously, it is readily accepted that the current sample size is too small to be able to detect the effect sizes implied by the differences in EVAL and USE according to SAMPTYPE (see Table 5 ) 18 . However, as already noted, it is within the present sample's capability to detect "substantial" effects, i.e. those of a sufficient magnitude to be of practical importance. Therefore, again, it is concluded that, on balance, the results obtained are supportive of hypotheses H5 and H6, indicating that the type of sample used does not affect decision makers' evaluations of export marketing research or the use of the latter.
Discussion
The present study has sought to contribute to the limited body of knowledge concerning information evaluation and use in an export setting by focusing on the impact of research design characteristics. The two multi-item scales adapted from Deshpandé and Zaltman (1982) to measure the evaluation and instrumental use of marketing research in an export context showed good evidence of unidimensionality, internal consistency and validity. Therefore, the scales should prove useful to other researchers in future export studies. Reflecting on the results obtained, although the evaluation of the overall research design (EVAL) was positively related to the use of the resulting research information (USE), the specific research design characteristics investigated (type of study, sample size, and sampling procedure) were unrelated to both the usage and the evaluation of export marketing research. One reason for this lack of relationship may be the fact that export marketing research most frequently involves "research carried out in a country other than the country of the research-commissioning organization" (Malhotra 1999, p.27) . Undertaking research of this kind tends to be much more complex than domestic research because of critical differences which may arise in the political, legal, economic, technological, and sociocultural environments (Loudon 1975; Douglas and Craig 1982, 1984; Craig and Douglas 2000; Usunier 1993 ). Due to these additional complexities, there may be less concern exhibited for the type of research, the sample size, or the sampling process than is the case for domestic research. Needless to say that this explanation is clearly speculative and its veracity needs to be established by future research.
Another potential explanation for the results may be found in the relative importance that export decision-makers attach to the research design characteristics investigated versus other considerations. Indeed, the fact that only a very small proportion of variance in the EVAL and USE scales was explained by the ANCOVA and regression models in Tables 1, 3 and 4 (which included control variables such as size and export dependence and experience), suggests that, in an export setting, the evaluation and use of marketing research information is largely determined by factors other than the research design characteristics of the study. For example, it could be the case that methodological issues such as ensuring construct and measurement equivalence feature much higher in managers' priorities than do, say, sampling considerations (cf. Usunier 2000) . Other factors of importance may include the manager-research interface (Zaltman and Moorman 1988; Moorman, Zaltman and Deshpandé 1992; Moorman, Deshpandé and Zaltman 1993) , the degree of environmental turbulence (e.g. Glazer and Weiss 1993; Menon and Varadarajan 1992) , and the firm's existing knowledge base (e.g. Sinkula 1994 ). However, none of these factors has yet been empirically investigated in an export marketing research context, and this clearly constitutes another avenue for further study.
Of the six hypotheses tested, four were found to be supported by the data. Importantly, while some of the findings corroborated past studies focusing on domestic marketing research, other results did not (Table 6 ). The latter differences underscore the need of investigating the determinants of marketing research evaluation and utilization in different settings and highlight the situation-specific nature of information use. More specifically, the result that qualitative and quantitative marketing research studies were evaluated equally by the exporters in the sample, runs against previous evidence in both the UK (Jobber and Elliott 1992) and the US (Lee, Acito and Day 1987) . Given that Jobber and Elliott's (1992) findings were in line with Lee, Acito and Day (1987) , it appears that it is not country-specific factors that account for the different findings but the change in context, i.e. domestic versus export; in the latter context, the type of study per se does not seem to have an impact on its evaluation by managers. The same applies to the use of the resulting information, a finding that runs contrary to previous research indicating greater use of information by decision makers from qualitative studies (e.g. Tversky 1972, 1973; Nisbett et al. 1976; Lee, Acito and Day 1987) . Furthermore, and consistent with Lee, Acito and Day (1987) in a domestic setting, neither the size nor the type of the sample involved appear to have an influence on the export marketing research evaluation and utilization.
Conceivably, additional influences such as difficulties in obtaining appropriate sampling frames and reliable population information 
Managerial Implications
The research results reported in this study provide several insights into the way in which managers assess and use export marketing research information. Firstly, the findings reveal that a favourable evaluation of a research study is more likely to result in actual use of the information obtained. Although not unexpected, this outcome serves as concrete evidence that research perceived as "good" is indeed valued by export managers. Hence, managers display a behavior consistent with the positive link suggested in the literature between perceived usefulness and use of information (cf. Menon and Varadarajan 1992; Souchon and Diamantopoulos 1996) . Secondly, the finding that export managers perceive qualitative and quantitative research as equally good research methods is also good news. There should be no real a-priori preference for one type of study over the other, provided that both qualitative and quantitative studies are conducted using sound practices; after all, "the crucial tenet of research is that the design of the investigation should stem from the problem" (Churchill 1999, p.99 , emphasis in the original). In this context, the export managers' willingness to equally evaluate and use qualitative and quantitative research is preferable to contrary domestic findings which indicate that quantitative research is evaluated more favourably, but qualitative studies are used more frequently (c.f. Lee, Acito and Day 1987) .
Unfortunately, the determination of what constitutes "good" research for export managers may be somewhat problematic because the findings also indicate that the sample size and sampling procedure are not related to the evaluation and utilization of export marketing research. This is clearly a worrying sign both because sample considerations have a direct impact on the accuracy and precision of a study (Cochran 1977; Henry 1990; Kish 1995) and because of the resource implications involved (Craig and Douglas 2000; Malhotra 1999; Churchill 1999) . Explanations for these findings fall into the realm of two possibilities: Firstly, export managers may be willing to accept and utilize marketing research with weak design characteristics with the justification that this information is the most accurate that can be attained under the circumstances. That is, the difficulties often associated with undertaking research in international markets may encourage export managers to accept and use any primary information regardless of how the data was obtained. Thus, when asked to rate the quality and use of such information, managers "adjust for" or "factor in" such difficulties. Alternatively, export managers may simply lack an understanding of the benefits of a large probability sample in terms of sampling error control and greater statistical power; as a result, their views are consistent with the "law of small numbers" (Hogarth and Makridakis 1981) and indicate that the concept of randomness is not well understood by decision makers (Hogarth 1987) . Thus, in evaluating marketing research, export managers have insufficient knowledge of statistical procedures and sample design to enable them to distinguish between poorly done and well executed studies.
Both of the aforementioned explanations point to the need for export managers to broaden their education in the field of marketing research as a means of better assessing the quality of information prior to using such knowledge for decision-making (hence reducing reliance on questionable data). Provision of research training should prove beneficial in this respect as it would make obvious the benefits (and resource implications) of probabilistic sampling techniques and adequate sample sizes. Regarding the former, training should emphasize the fact that, by enabling the assessment of sampling error, only probability samples provide the decision-maker with an objective method for determining how good the sample is prior to using research results to make crucial business choices. With regards to sample size, training should emphasize that too small a sample may produce very high standard errors, which in turn, may result in highly inaccurate market projections; on the other hand, too large a sample may be unnecessary and thus waste valuable resources. Training along these lines should enable managers to decide on minimal sample sizes that are adequate for good research by highlighting the tradeoffs between the costs and benefits involved.
Overall, any training program should convey that poor research design is likely to result in incorrect estimates of population parameters (e.g. market size, market shares and distribution intensity). In turn, these inaccurate estimates are likely to generate poor export decisions, and squander the (often limited) resources of the exporting firm.
Consequently, it is imperative that export managers acquire sufficient grounding in marketing research to distinguish between sound and ill-devised studies, and to grasp the fundamentals of good international research design when commissioning future studies.
Future Research Directions
In addition to the specific future research directions arising directly from the study's findings, several broader issues are worth considering. One such issue concerns the influence of the party responsible for carrying out the research (e.g. internal marketing research unit versus marketing research supplier based in the home market versus local research agency). Given that there are several ways in which international marketing research can be organized (e.g. Cavusgil 1984; Koh 1991; Crick, Jones and Hart 1994; van Hamersveld 1989) and given that previous evidence suggests greater acceptance of export information generated by in-house personnel (Garrett and Hart 1993) , it would be interesting to see whether the evaluation and use of export marketing research information differs according to the source of research.
A related question is the extent to which specific types of studies (e.g. pricing projects versus product comparisons) and/or specific methodologies (e.g. personal versus telephone interviews) are more likely to be evaluated more favourably and/or used more than others. Of particular relevance, in this context, is the relative reliance of firms on secondary vs. primary export marketing research data as input to export decisions. The issues addressed in the current study are clearly specific to export marketing research projects based on primary data. A complementary issue worth investigating concerns the way exporters evaluate and subsequently use research data based on secondary sources.
Yet another issue for further study concerns the degree to which situational characteristics (e.g. ease of getting the information and availability of local research infrastructure) moderate the relationship between research design characteristics and the evaluation and use of the research; for example, could it be the case that a decision maker would evaluate more favourably a relatively basic marketing research study relating to, say, Kenya than a more sophisticated study on, say, France? More generally, given the limited explanatory power of research design characteristics as predictors of export marketing research evaluation and use, an examination of how managers do evaluate research and what factors (other than research design characteristics) they take into consideration in doing so would be welcome. By exploring these questions via, say, in-depth interviews with export decision makers, novel insights should be gained into the motivations underlying the conduct of research, the circumstances under which the latter is conducted and the utilization of research results in export decisions. In this context, given that the very purpose of using export information is to improve the decision making process, the link between export marketing research use and export performance deserves attention; while this link has been identified as a key area for future study (e.g. Souchon and Diamantopoulos 1996) , empirical evidence on it remains scarce.
Last but not least, there is a need to document why so many exporters do not undertake export marketing research. In this context, there is evidence to suggest that UK firms tend to rely less on export marketing research vis-à-vis other modes of export information acquisition, such as export intelligence and export assistance (see Souchon and Diamantopoulos 1999) . However, the reasons underlying such preferences (and their implications for decision making) have yet to be investigated empirically. Barabba, V.P. and Zaltman, G. (1991) , Hearing the Voice of the Market
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