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STATIONARY SOLUTIONS OF THE NONLINEAR
SCHRÖDINGER EQUATION WITH FAST-DECAY POTENTIALS
CONCENTRATING AROUND LOCAL MAXIMA
JONATHAN DI COSMO AND JEAN VAN SCHAFTINGEN
Abstract. We study positive bound states for the equation
−ε2∆u+ V u = up, in RN ,
where ε > 0 is a real parameter, N
N−2
< p < N+2
N−2
and V is a nonnegative
potential. Using purely variational techniques, we find solutions which con-
centrate at local maxima of the potential V without any restriction on the
potential.
1. Introduction
We consider the stationary nonlinear Schrödinger equation
(Pε)
{
−ε2∆u+ V u = up, in RN ,
u(x)→ 0 as |x| → ∞,
where ε > 0 is a real parameter, N ≥ 3, NN−2 < p <
N+2
N−2 and V ∈ C(R
N ,R+).
In the semi-classical limit when ε is small, one expects quantum physics to be
approximated by classical physics and thus the stationary solutions should con-
centrate around critical points of the potential. A first way to construct such a
family of solutions around a nondegenerate critical point of the potential is the
Lyapunov–Schmidt reduction [1,2,4,16,22–24]. Solutions of (Pε) can also be found
by variational methods. The most natural method yields solutions concentrating
around a global minimum of the potential V [25, 27]. More elaborate critical con-
structions allow to construct solutions concentrating around strict local minima
[11, 13] and around strict local maxima [12, 14].
All the works mentioned above are concerned with subcritical frequency case
infRN V > 0. In the critical frequency case infRN V = 0, solutions concentrating
around nondegenerate critical points [5] and around local minima have been ob-
tained [3, 10] provided that the potential V does not decay too fast at infinity. In
the case of local minima, the variational method has been adapted to construct
solutions concentrating around a local minimum with a fast decay potential V —
including a compactly supported potential [6, 20, 21, 28].
The goal of this work is to establish by a variational method the existence of
solutions concentrating around local maxima for fast-decaying potentials. Since any
potential that decays at infinity has a global maximum, this shows the existence of
solutions for a quite general class of potentials. We also think that this problem is
a good test of the robustness and flexibility of the variational methods for solutions
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concentrating around local maxima and of the penalization method for fast decay
potentials.
Our main result is the following
Theorem 1. Let N ≥ 1, p > 1 such that 1p >
N−2
N+2 and V ∈ C
N (RN ,R+),
V 6≡ 0 be a nonnegative potential. If lim|x|→∞ V (x) = 0 and either
1
p <
N−2
N or
lim inf |x|→∞ V (x) |x|
2
> 0, then, for ε > 0 small enough, the problem (Pε) has a
family of positive solution that concentrates around a global maximum of V .
A typical new potential V for which this result applies is given by V (x) = 1
1+|x|4
for x ∈ Rn. The assumption on p is optimal, since when 1p ≥
N−2
N and V is
compactly supported, (Pε) does not have any solution. Indeed, such a solution
would be positive and satisfy −∆u = up in RN \ suppV and that would imply
u = 0 on RN \ suppV [7]. Theorem 1 follows from the following result:
Theorem 2. Let N ≥ 1, p > 1 such that 1p >
N−2
N+2 and V ∈ C(R
N ,R+). Assume
that there exists a smooth bounded open set Λ ⊂ RN such that
sup
Λ
V > inf
Λ
V = sup
∂Λ
V
and
sup
Λ
V
p+1
p−1
−N
2 < 2 inf
Λ
V
p+1
p−1
−N
2 .
If either 1p <
N−2
N or lim inf |x|→∞ V (x) |x|
2 > 0, then for ε > 0 small enough,
problem (Pε) possesses a positive weak solution uε ∈ H1loc(R
N ) such that uε achieves
its maximum at xε ∈ Λ,
lim inf
ε→0
uε(xε) > 0
and
lim inf
ε→0
dist(xε,R
N \ Λ) > 0 .
The first assumption on V implies that
sup
∂Λ
V = inf
∂Λ
V ,
that is, ∂Λ is a level line of V .
Theorem 1 follows from Theorem 2 by taking Λδ = {x ∈ RN | V (x) > supV −δ}
for δ > 0. By Sard’s lemma, the set Λδ is smooth for almost every δ > 0. One
applies then Theorem 2 and a diagonal argument.
Our method of proof is based on the penalization method [11, 12] adapted to
decaying potentials [10,21]. However the decay of the potentials requires us to take
some extra care at several steps, especially when lower bounds on the energy of
solutions are needed.
This paper is organized as follows. We first introduce a penalized problem (sec-
tion 2) and recall some properties of the associated limiting problem (section 3).
We then study the asymptotic behaviour of families of critical points (section 4)
and minimizers (section 5) of the energy functional associated to (Pε). This allows
us to define a minimax level and prove the existence of a solution to the penalized
problem in section 6. Finally in section 7 we use the asymptotics and some compar-
ison argument to show that when ε is small, our solutions of the penalized problem
solve the original problem. Whereas the proof is written for N ≥ 3, we highlight in
section 8 how the proof can be adapted to the case N ≤ 2.
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2. The penalized problem
Following M. del Pino and P. Felmer [12], we introduce a penalized problem.
D.Bonheure and J.Van Schaftingen [9,10] have introduced a penalized problem for
decaying potentials. The penalization for fast decay potentials is due to V.Moroz
and J.Van Schaftingen [20, 21]. It was used by D.Bonheure together with the au-
thors to study solutions concentrating around spheres [8]. Another penalized prob-
lem was defined by Yin Huicheng and Zhang Pingzheng [28] (see also Fei Mingwen
and Yin Huicheng [15] and Ba Na, Deng Yinbin and Peng Shuangjie [6]).
2.1. The penalization potential. Recall that Λ is a bounded domain. Let x0 ∈ Λ
and ρ > 0 be such that B(x0, ρ) ⊂ Λ, and let χΛ denote the characteristic function
of the set Λ. For N ≥ 3, the penalization potential H : RN → R is defined by
H(x) :=
(
1− χΛ(x)
) (N − 2)2
4 |x− x0|
2
(
log ρρ0
log |x−x0|ρ0
)1+β
for some fixed β > 0 and ρ0 ∈ (0, ρ).
Let us recall that the operator −∆−H satisfies a positivity principle [21, Lemma
3.1].
Lemma 2.1. For every u ∈ C∞c (R
N ),∫
RN
(
|∇u|2 −H |u|2
)
≥ 0 .
Proof. Since N ≥ 3, this follows from the classical Hardy inequality since for every
x ∈ RN \B(x0, ρ),
H(x) ≤
(N − 2)2
4 |x− x0|
2 . 
2.2. The penalized nonlinearity. Fix µ ∈ (0, 1). The penalized nonlinearity
gε : R
N × R→ R is defined for x ∈ RN and s ∈ R by
gε(x, s) := χΛ(x)s+
p +
(
1− χΛ(x)
)
min
(
µ
(
ε2H(x) + V (x)
)
, |s|p−1
)
s+ .
Also set Gε(x, s) :=
∫ s
0
gε(x, σ) dσ. The function gε is a Carathéodory function
with the following properties :
(g1) gε(x, s) = o(s), as s→ 0, uniformly on compact subsets of RN .
(g2) for every x ∈ R
N and s ∈ R,
gε(x, s) ≤ (s)
p
+,
if moreover x ∈ RN \ Λ, then
gε(x, s) ≤ µ
(
ε2H(x) + V (x)
)
s+
(g3) for every s ∈ R, if x ∈ Λ,
(p+ 1)Gε(x, s) ≤ gε(x, s)s ,
and if x 6∈ Λ,
2Gε(x, s) ≤ gε(x, s)s ,
(g4) the function
t ∈ (0,∞) 7→
gε(x, ts)s
t
is nondecreasing for all x ∈ RN and s ∈ R.
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2.3. The penalized functional. The Hilbert space naturally associated to the
linear part of our equation is the weighted Sobolev space H1V (R
N ), which is the
closure of C∞c (R
n) under any of the equivalent norms
‖u‖2ε :=
∫
RN
(
ε2 |∇u|2 + V |u|2
)
defined for ε > 0.
We look for a solution u ∈ H1V (R
N ) of the penalized equation
(Qε) − ε
2∆u(x) + V (x)u(x) = gε
(
x, u(x)
)
for x ∈ RN .
The associated functional is
Jε : H
1
V → R : Jε(u) :=
1
2
∫
RN
(
ε2 |∇u|2 + V |u|2
)
−
∫
RN
Gε
(
x, u(x)
)
dx .
It is standard that Jε is well-defined and continuously differentiable and that its
critical points are weak solutions of the penalized equation (Qε).
2.4. The Nehari manifold. The Nehari manifold associated to the functional Jε
is defined by
Nε :=
{
u ∈ H1V (R
N ) \ {0} | 〈J ′ε(u), u〉 = 0
}
.
It is well-known that u ∈ H1V (R
N )\{0} is a critical point of Jε if and only if u ∈ Nε
and u is a critical point of Jε restricted to Nε.
We point out that Nε is bounded away from 0. We first have an integral estimate.
Lemma 2.2. Let ε > 0 and u ∈ Nε. Then∫
Λ
(u)p+1+ ≥ (1 − µ)
∫
RN
ε2 |∇u|2 + V |u|2 .
Proof. By (g2), one has∫
RN
(
ε2 |∇u|2 + V |u|2
)
=
∫
RN
gε(x, u(x))u(x) dx
≤
∫
Λ
|u|p+1 + µ
∫
RN\Λ
(V + ε2H) |u|2 .
We deduce from Lemma 2.1 that
(1− µ)
∫
RN
ε2 |∇u|2 + V |u|2 ≤
∫
Λ
|u|p+1 . 
Lemma 2.3. Let ε > 0 and u ∈ Nε. Then∫
Λ
ε2 |∇u|2 + V |u|2 ≥ cεN
where c > 0 is independent of ε and u.
Proof. Since infΛ V > 0, the Sobolev and Hölder inequalities imply that∫
Λ
|u|p+1 ≤ C
(∫
RN
|∇u|2
) p−1
4
N(∫
Λ
|u|2
) p+1
2
− p−1
4
N
≤
C
ε
p−1
2
N
(∫
Λ
ε2 |∇u|2 + V |u|2
) p+1
2
.
The conclusion follows from Lemma 2.2. 
We also have a uniform lower estimate on the maximum.
Lemma 2.4. Let ε > 0 and u ∈ Nε. Then
sup
Λ
up−1+
V
≥ 1 .
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This was proved for solutions of (Qε) by V.Moroz and J.Van Schaftingen [21,
Lemma 4.2] (see also [10, Lemma 17]).
Proof. One has by (g2),∫
RN
ε2 |∇u|2 + V |u|2 ≤
∫
Λ
(u)p+1+ + µ
∫
RN\Λ
(V + ε2H) |u|2
≤ sup
Λ
up−1+
V
∫
Λ
V |u|2 + µ
∫
RN\Λ
(V + ε2H) |u|2 ,
and thus by Lemma 2.1,
sup
Λ
up−1+
V
∫
Λ
V |u|2 ≥
∫
Λ
V |u|2 .
By Lemma 2.3,
∫
Λ
V |u|2 > 0, and the conclusion follows. 
We also note the following coercivity estimate.
Lemma 2.5. For every ε > 0 and u ∈ Nε,(1
2
−
1
p+ 1
)
(1− µ)
∫
RN
(
ε2 |∇u|2 + V |u|2
)
≤ Jε(u) .
Proof. Since u ∈ Nε, one has
Jε(u) =
(1
2
−
1
p+ 1
)∫
RN
(
ε2 |∇u|2 + V |u|2
)
+
1
p+ 1
∫
RN
gε
(
x, u(x)
)
u(x)− (p+ 1)Gε
(
x, u(x)
)
dx.
In view of (g3) and (g2),
1
p+ 1
∫
RN
gε
(
x, u(x)
)
u(x)− (p+ 1)Gε(x, u(x)) dx
≥ −
p− 1
p+ 1
∫
RN\Λ
Gε
(
x, u(x)
)
dx
≥ −
(1
2
−
1
p+ 1
)
µ
∫
RN\Λ
(ε2H + V ) |u|2 .
Thanks to Lemma 2.1, we reach the conclusion. 
2.5. The Palais-Smale condition. For every ε > 0, the functional Jε satisfies
the Palais-Smale compactness condition:
Lemma 2.6. For every ε > 0, if (un)n∈N is a sequence such that (Jε(un))n∈N
converges and (J ′ε(un))n∈N converges to 0 in (H
1
V (R
N ))′, then, up to a subsequence,
(un)n∈N converges in H
1
V (R
N ).
The proof of Lemma 2.6 is a combination of the arguments for the penalization
withoutH [10, Lemma 6] and without V [21, Lemma 3.5] whose main lines originate
in the proof for nondecaying potentials [11, Lemma 1.1]. It was already proved with
the present penalization for the functional restricted to a subspace of symmetric
functions [8].
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2.6. Minimizers on the Nehari manifold.
Proposition 2.7. For every ε > 0, there exists u ∈ Nε such that
Jε(u) = inf
Nε
Jε .
Proposition 2.7 was proved for the penalization for nondecaying potentials [11,
Lemma 2.1], the penalization withoutH [10, Proposition 9] the penalization without
V [10, Proposition 3.7] and the present penalization under symmetry constraints
[8].
Proof of Proposition 2.7. The proof is standard: by (g4) one has the equality [25,
Proposition 3.11]
inf
Nε
Jε = inf
u∈H1V (R
N )
u+|Λ 6=0
sup
t>0
Jε(tu) = inf
γ∈C([0,1],H1V (R
N ))
γ(0)=0
Jε(γ(1))<0
sup
t∈[0,1]
Jε(γ(t)) ;
by Lemmas 2.3 and 2.5, Jε is bounded away from 0 on Nε. Since Jε satisfies the
Palais-Smale compactness condition by Lemma 2.6, the existence of u follows. 
3. Limiting problems
3.1. The limit problem. For ν > 0 let Uν be the unique positive solution of the
problem
(3.1)


−∆u+ νu = up in RN ,
u > 0,
u(0) = max
RN
u.
The function Uν is radial around the origin [17]. The functional associated to (3.1)
is Iν : H1(RN )→ R defined for u ∈ H1(RN ) by
Iν(u) :=
1
2
∫
RN
(
|∇u|2 + ν |u|2
)
−
1
p+ 1
∫
RN
up+1+ .
One has the variational characterization
bν := inf
Mν
Iν = Iν(Uν)
where
Mν =
{
u ∈ H1(RN ) \ {0} |
∫
RN
(
|∇u|2 + ν |u|2
)
=
∫
RN
up+1+
}
.
We also set
(3.2) C(y) := bV (y) =
Srp+1
r
V (y)
p+1
p−1
−N
2 ,
where 1r =
1
2 −
1
p+1 and
S2p+1 := inf
{∫
RN
(
|∇u|2 + |u|2
)
| u ∈ H1(RN ) and
∫
RN
up+1+ = 1
}
.
We also recall the following classical result
Lemma 3.1. Let ν > 0 and (vn)n∈N be a sequence in Mν ⊂ H1(RN ). If
lim
n→∞
Iν(vn) = bν,
then there exists a sequence of points (yn)n∈N in R
N such that vn(· − yn)→ Uν in
H1(RN ).
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Proof. Let Fν : H1(RN )→ R be defined for v ∈ H1(RN ) by
Fν(v) =
∫
RN
|∇v|2 + ν |v|2 −
∫
RN
vp+1+
By a standard application of the Ekeland variational principle on the manifold
Mν (see for example [19, Theorem 4.1]), there exist sequences (v˜n)n∈N ⊂Mν and
(λn)n∈N ⊂ R such that Iν(v˜n) → bν , I
′
ν(v˜n) + λnF
′
ν(v˜n) → 0 in H
−1(RN ) and
vn − v˜n → 0 in H1(RN ) as n → ∞. The sequence (v˜n)n∈N is a Palais-Smale
sequence for the unconstrained functional Iν , that is I ′ν(v˜n)→ 0. Indeed one has
λn(p− 1)
∫
RN
|∇vn|
2
+ |vn|
2
= −λn〈F
′
ν(v˜n), v˜n〉
= 〈I ′ν(v˜n), v˜n〉+ o(‖v˜n‖H1) = o(‖v˜n‖H1) ,
as n → ∞. Since there exists a constant c > 0 such that ‖v‖H1(RN ) ≥ c for every
v ∈ Mν we deduce that limn→∞ λn = 0.
We compute that
2Iν(v˜n)− 〈I
′
ν(v˜n), v˜n〉 =
(
1−
2
p+ 1
)∫
RN
(v˜n)
p+1
+ dx→ 2bν .
Hence,
lim inf
n→∞
∫
RN
(v˜n)
p+1
+ > 0 .
Since (v˜n)n∈N is bounded in H
1(RN ), we deduce from [18, Part 2, Lemma I.1] (see
also [26, Lemma 1.21]) that∫
RN
(v˜n)
p+1
+ ≤ C
(∫
RN
|∇v˜n|
2
+ |v˜n|
2
)
sup
z∈RN
(∫
B(z,1)
(v˜n)
p+1
) p−1
p+1
.
Consequently, there exists a sequence (yn)n∈N ⊂ RN such that, if we set v¯n :=
v˜n(· − yn), we have
(3.3) lim inf
n→∞
∫
B(0,1)
(v¯n)
p+1
+ > 0.
Since (v¯n)n∈N is bounded in H
1(RN ) and 1p >
N−2
N , we can assume that v¯n ⇀ v¯
in H1(RN ), v¯n → v¯ in L
p+1
loc
(RN ) and v¯n → v¯ almost everywhere. By (3.3), v¯ 6≡ 0.
For all v ∈ H1(RN ), we have 〈I ′ν(v¯n), v〉 → 0 because v¯n is a Palais-Smale sequence,
and 〈I ′ν(v¯n), v〉 → 〈I
′
ν(v¯), v〉 because v¯n ⇀ v¯. We conclude that 〈I
′
ν(v¯), v〉 = 0 and
so v¯ is a solution of (3.1). We compute that
p− 1
p+ 1
∫
RN
(v¯n)
p+1
+ = 2Iν(v¯n)− 〈I
′
ν(v¯n), v¯n〉 → 2bν
and
p− 1
p+ 1
∫
RN
(v¯)p+1+ = 2Iν(v¯) = 2bν .
Therefore ‖(v¯n)+‖Lp+1(RN ) → ‖(v¯)+‖Lp+1(RN ). We infer that v¯n → v¯ in L
p+1(RN ).
Finally we can write
‖v¯n − v¯‖
2
H1(RN ) = 〈I
′
ν(v¯n)− I
′
ν(v¯), v¯n − v¯〉
+
∫
RN
(
(v¯n)
p
+ − (v¯)
p
+
)
(v¯n − v¯) .
Since I ′ν(v¯) = 0, I
′
ν(v¯n) → 0 as n → ∞ and the last term goes to 0 by Hölder’s
inequality, we conclude that v¯n → v¯ in H1(RN ). The conclusion follows. 
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3.2. Penalized limit problems. The two following lemmas will provide informa-
tion about the limit of sequences of rescaled solutions. The first lemma is due to
M. del Pino and P. Felmer [13, Lemma 2.3]. Let RN+ :=
{
x ∈ RN | xN > 0
}
.
Lemma 3.2. Let ν ≥ 0 and µ ∈ [0, ν]. If u ∈ H1(RN ) is a solution of{
−∆u+ νu = up+ in R
N
+ ,
−∆u+ νu = min
(
µ, |u|p−1
)
u+ in R
N
− ,
then |u|p−1 ≤ µ in RN− .
Proof. We follow the argument of M. del Pino and P. Felmer [13, Lemma 2.3]. By
elliptic regularity, u ∈ H2(RN ) ∩C1(RN ). Thus we can use ∂Nu as a test function
in the equation. Writing g(s) := min(µ, |s|p−1)s+ and G(s) :=
∫ s
0 g(σ) dσ, we
obtain
1
2
∫
RN
∂N
(
|∇u|2 + ν |u|2
)
=
1
p+ 1
∫
RN
+
∂N
(
up+1+
)
+
∫
RN
−
∂N (G ◦ u) .
This reduces to ∫
RN−1
(
G
(
u(x′, 0)
)
−
1
p+ 1
(
u(x′, 0)
)p+1
+
)
dx′ = 0.
Since G(u) ≤
up+1
+
p+1 on R
N , we haveG (u(x′, 0)) = 1p+1 (u(x
′, 0))p+1+ for all x
′ ∈ RN−1
and hence, for every x′ ∈ RN−1, u(x′, 0) ≤ µ
1
p−1 . One has on RN−
−∆u+ (ν − µ)u ≤ 0 .
Since ν ≥ µ, we deduce by the maximum principle that u ≤ µ
1
p−1 in RN− . 
The second lemma is an application of the maximum principle.
Lemma 3.3. Let ν ≥ 0 and µ ∈ [0, ν]. If u ∈ H1(RN ), u ≥ 0, is a solution of
−∆u+ νu = min
(
µ, up−1
)
u+ in R
N ,
then u ≡ 0.
Proof. If u is a solution, we have
−∆u+ (ν − µ)u ≤ 0 in RN .
Taking u as a test function, we obtain∫
RN
|∇u|2 + (ν − µ) |u|2 ≤ 0 .
Since ν − µ ≥ 0, this implies that u ≡ 0. 
4. Asymptotics of families of critical points
In this section we refine the asymptotic analysis in [10, Section 5] in order to
obtain an estimate of the energy of a critical point uε of Jε depending on the
number and the location of its local maxima. The corresponding lower estimate
was proved in [10].
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4.1. Asymptotics on small balls. The next lemma states that the sequences of
rescaled solutions converge in C1
loc
(RN ) to a function in H1(RN ).
Lemma 4.1. Let (εn)n∈N be a sequence in R+ such that εn → 0 as n → ∞, let
(un)n∈N be a sequence of solutions of Qεn such that
lim inf
n→∞
ε−Nn Jεn(un) <∞
and let (xn)n∈N be a sequence in R
N such that xn → x¯ as n → ∞. Denote by
(vn)n∈N the sequence defined by vn(x) = uεn(xn + εnx). If V (x¯) > 0, then there
exists v ∈ H1(RN ) such that, up to a subsequence, vn → v in C
1
loc(R
N ) as n→∞.
This lemma was proved for minimal energy solutions in [10, Lemma 13]. We
sketch here the argument in order to highlight that the proof only depends on the
fact that un is a solution that satisfies an energy bound.
Proof. Take ϕ ∈ C∞c (R
N ) such that ϕ ≡ 1 on B(0, 1). Set for R > 0 and x ∈ RN
ϕR(x) = ϕ(
x
R ). The sequence (ϕRvn)n∈N is bounded in H
1(RN ) for every R > 0.
By a diagonal argument, there exists v ∈ H1loc(R
N ) such that vn → v weakly in
H1loc(R
N ) along a subsequence.
Now note that for every R > 0,∫
B(0,R)
|∇v|2 ≤ lim inf
n→∞
∫
B(0,R)
|∇vn|
2 ≤ lim inf
n→∞
∫
RN
|∇vn|
2
and
V (x¯)
∫
B(0,R)
|v|2 ≤ lim inf
n→∞
∫
B(0,R)
V |vn|
2 ≤ lim inf
n→∞
∫
RN
V |vn|
2
,
so that v ∈ H1(RN ).
The remainder follows from classical regularity and compactness results. 
Lemma 4.2. Let (εn)n∈N be a sequence in R+ such that εn → 0 as n → ∞, let
(un)n∈N be a sequence of solutions of Qεn such that
lim inf
n→∞
ε−Nn Jεn(un) <∞
and let (xn)n∈N be a sequence in R
N such that xn → x¯ as n→∞. If V (x¯) > 0 and
lim inf
n→∞
uεn(xn) > 0 ,
then, x¯ ∈ Λ¯,
lim sup
n→∞
dist(xn,Λ)
εn
<∞ ,
lim
R→∞
lim sup
n→∞
∣∣∣ε−Nn
∫
B(xn,εnR)
(1
2
(
ε2n |∇uεn |
2
+ V |uεn |
2)−Gεn(., uεn))− C(x¯)∣∣∣ = 0 ,
and
lim
R→∞
lim sup
n→∞
ε−Nn
∫
B(xn,2εnR)\B(xn,εnR)
|∇uεn |
2
+ V |uεn |
2
= 0 .
Proof. Set vn(x) := uεn(xn+εnx). By Lemma 4.1 up to a subsequence, there exists
a v ∈ H1(RN ) such that vn → v in C1loc(R
N ). We have v(0) = limn→∞ vn(0) > 0
so that v 6≡ 0.
Let us now prove by contradiction that
(4.1) lim sup
n→∞
dist(xn,Λ)
εn
<∞ .
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Up to a subsequence, we can assume that limn→∞ dist(xn,Λ)/εn =∞. Then, since
the sequence of characteristic functions χn(x) := χΛ(xn+ εnx) converges pointwise
to 0, we have as n→∞
gεn(xn + εn·, vn) = min
(
µ
(
ε2nH(xn + εn·)vn + V (xn + εn·)
)
, |vn|
p−1)(vn)+
→ min
(
µV (x¯), |v|p−1
)
v+ ,
in Lqloc(R
N ) for 1 ≤ q < 2Np(N−2) , and thus v solves the limiting equation
−∆v + V (x¯)v = min
(
µV (x¯), |v|p−1
)
v+, in R
N .
By Lemma 3.3, v ≡ 0, which is a contradiction. Thus (4.1) holds.
Now, let us assume that
(4.2) lim sup
n→∞
dist(xn,R
N \ Λ)
εn
=∞ .
Since χn(x) converges pointwise to 1, we have, up to a subsequence, for n large
enough,
gεn(xn + εn·, vn) = (vn)
p
+ → v
p
+ ,
in Lqloc(R
N ) for 1 ≤ q < 2Np(N−2) . Hence v solves the limiting equation
(4.3) −∆v + V (x¯)v = vp+ in R
N .
If (4.1) holds but (4.2) does not, then
lim sup
n→∞
dist(xn, ∂Λ)
εn
<∞ .
Since Λ is smooth, χn → χE , almost everywhere as n→∞, where E is a half-space.
By Lemma 3.2, v is again a solution of (4.3).
In any case, v is thus a nontrivial solution of (4.3). Now we claim that
(4.4) lim
R→∞
lim
n→∞
ε−Nn
1
2
∫
B(xn,εnR)
(
ε2n |∇uεn |
2
+ V |uεn |
2)
=
1
2
∫
RN
∣∣∇UV (x¯)∣∣2 + V (x¯) ∣∣UV (x¯)∣∣2 .
For every R > 0, the convergence of vn to v in C
1
loc
(RN ) implies that
lim
n→∞
ε−Nn
1
2
∫
B(xn,εnR)
(
ε2n |∇uεn |
2
+ V |uεn |
2)
=
1
2
∫
B(0,R)
|∇v|2 + V (x¯) |v|2 .
Since v ∈ H1(RN ), and v and UV (x¯) are equal up to a translation, we conclude that
(4.4) holds. The argument for the other limit is similar. 
4.2. Asymptotics outside small balls. The solutions decay outside a neighbor-
hood of Λ:
Lemma 4.3. For every open set U such that Λ¯ ⊂ U , there exists C > 0 such that
for every ε > 0, if u ∈ H1V (R
N ) is a solution of Qε,∫
RN\U
(
ε2 |∇u|2 + V |u|2
)
≤ Cε2
∫
RN
(
ε2 |∇u|2 + V |u|2
)
.
Proof. Since V is continuous and infΛ V > 0, we can assume without loss of gen-
erality that infU V > 0. Take ψ ∈ C∞c (R
N ) such that ψ = 0 on Λ¯ and ψ = 1 on
R
N \ U . By taking ψ2un as a test function in (Qε), we obtain∫
RN
(
ε2 |∇(ψu)|2+V |ψu|2
)
=
∫
RN
gε(x, u(x))ψ(x)
2u(x)dx+
∫
RN
ε2 |∇ψ|2 |u|2 .
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Since ψ = 0 in Λ, we deduce from (g2) and Lemma 2.1 that∫
RN
gε(x, u(x))ψ(x)
2u(x) dx ≤ µ
∫
RN
(V + ε2H) |ψu|2
≤ µ
∫
RN
(
ε2 |∇(ψu)|2 + V |ψu|2
)
.
Therefore, since supp∇ψ ⊂ U \ Λ¯ and infU V > 0, we have
(1− µ)
∫
RN
(
ε2 |∇(ψu)|2 + V |ψu|2
)
≤
∫
RN
ε2 |∇ψ|2 |u|2 ≤ Cε2
∫
U\Λ¯
V |u|2 . 
Now we have an estimate outside small balls.
Lemma 4.4. Let (εn)n∈N be a sequence in R+ such that εn → 0 as n → ∞, let
(un)n∈N be a sequence of solutions of (Qεn) such that
lim sup
n→∞
ε−Nn Jεn(un) <∞ ,
and let (xin)n∈N ⊂ R
N , 1 ≤ i ≤ M , be sequences such that xin → x¯
i ∈ RN as
n→∞. If for every i ∈ {1, . . . ,M}, V (x¯i) > 0 and
lim inf
n→∞
un(x
i
n) > 0 ,
then
lim inf
R→∞
lim inf
n→∞
ε−Nn
(∫
RN\Bn(R)
1
2
(
ε2n |∇un|
2
+ V |un|
2)−Gεn(., un)) ≥ 0 ,
where Bn(R) :=
⋃M
i=1 B(x
i
n, εnR). Furthermore, if
inf
{
lim sup
n→∞
‖un‖L∞(U\Bn(R)) | R > 0, U is open and Λ¯ ⊂ U
}
= 0 ,
then
lim
R→∞
lim sup
n→∞
ε−Nn
∣∣∣∫
RN\Bn(R)
1
2
(
ε2n |∇un|
2
+ V |un|
2)−Gεn(., un)∣∣∣ = 0 .
The first assertion was proved in [10, Lemma 15].
Proof. First we claim that
lim
R→∞
lim sup
n→∞
ε−Nn
∣∣∣∫
RN\Bn(R)
(
ε2n |∇un|
2 + V |un|
2 − gεn(., un)un
)∣∣∣ = 0 .
This is proved in [10, Lemma 15] by taking a suitable family of test functions and
using Lemma 4.1. We do not need to go to a subsequence since by Lemma 4.2,
lim
R→∞
lim sup
n→∞
∫
B(xin,εnR)\B(x
i
n,εnR/2)
ε2n
(
|∇un|
2
+ V |un|
2)
= 0 .
The first assertion follows, as in [10, Lemma 15] from the inequality
1
2
∫
RN\Bn(R)
(
ε2n |∇un|
2
+ V |un|
2)− 1
2
∫
RN\Bn(R)
gεn(x, un(x))un(x) dx
≤
1
2
∫
RN\Bn(R)
(
ε2n |∇un|
2
+ V |un|
2)− ∫
RN\Bn(R)
Gεn(x, un(x)) dx .
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For the second assertion, we have by (g2) and (g3),∣∣∣∫
RN\Bn(R)
Gεn(x, un(x))−
1
2
gεn(x, un(x))un(x) dx
∣∣∣
≤
∫
RN\Bn(R)
1
2
gεn(x, un(x))un(x) dx
≤
1
2
∫
U\Bn(R)
(un)
p+1
+ +
µ
2
∫
RN\U
(
ε2nH + V
)
|un|
2
.
We compute that∫
U\Bn(R)
|un|
p+1 ≤ C ‖un‖
p−1
L∞(U\Bn(R))
∫
U\Bn(R)
|un|
2
≤
1
(infU V )2
‖un‖
p−1
L∞(U\Bn(R))
∫
RN
(
ε2n |∇un|
2
+ V |un|
2)
.
In view of Lemma 4.3, for every U ⊃ Λ there exists C > 0 such that we have∣∣∣∫
RN\Bn(R)
Gεn(x, un(x))−
1
2
gεn(x, un(x))un(x) dx
∣∣∣
≤
1
2
( 1
(infU V )2
‖un‖
p−1
L∞(U\Bn(R))
+ Cµε2n
)∫
RN
(
ε2n |∇un|
2 + V |un|
2) .
We conclude by taking U ⊃ Λ¯ small enough and R and n large enough, in view of
the hypothesis and Lemma 2.5. 
4.3. Conclusion. We can now state and prove the main result of this section is
Proposition 4.5. Let (εn)n∈N be a sequence in R+ such that εn → 0 as n → ∞,
let (un)n∈N be a sequence of solutions of Qεn such that
lim sup
n→∞
ε−Nn Jεn(un) <∞ ,
and let (xin)n∈N ⊂ R
N , 1 ≤ i ≤ M , be sequences such that xin → x¯
i ∈ RN as
n→∞. If for every i ∈ {1, . . . ,M}, V (x¯i) > 0 and
lim inf
n→∞
un(x
i
n) > 0 ,
and if for every i, j ∈ {1, . . . ,M} such that i 6= j,
lim
n→∞
∣∣xin − xjn∣∣
εn
= +∞ ,
then for every i ∈ {1, . . . ,M}, x¯i ∈ Λ¯,
lim
n→∞
dist(xin,Λ)
εn
< +∞ ,
and
lim inf
n→∞
ε−Nn Jεn(uεn) ≥
M∑
i=1
C(x¯i) .
Furthermore, if
inf
{
lim sup
n→∞
‖un‖L∞(U\Bn(R)) | R > 0, U is open and Λ¯ ⊂ U
}
= 0 ,
then
lim
n→∞
ε−Nn Jεn(un) =
M∑
i=1
C(x¯i) .
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Proof. This follows from Lemmas 4.2 and 4.4 (see [10, Proposition 16; 21, Lemma
4.3] for the details). 
5. Asymptotics of families of almost minimizers
5.1. Families of minimizers. Let us recall how the results of Section 4 allow to
study the asymptotics of infNε Jε.
Proposition 5.1. If infΛ V > 0, then
lim
ε→0
ε−N inf
Nε
Jε = inf
Λ
C .
This has been proved by M. del Pino and P. Felmer [11, (2.4) and Lemma 2.2]
when infRN V > 0, and has been extended to decaying potentials [10, Lemma 12
and proof of Proposition 21; 21, Lemma 2.2].
Sketch of the proof. First one shows that for every x ∈ Λ,
lim sup
ε→0
ε−N inf
Nε
Jε ≤ C(x)
by taking suitable multiples of cutoffs of UV (x)(
·−x
ε ).
By Proposition 2.7, for every ε > 0, there exists uε ∈ Nε such that Jε(uε) =
infNε Jε. By classical regularity theory, uε is continuous. Choose xε ∈ Λ¯ such that
uε(xε) = supΛ uε. By Lemma 2.4, lim infε→0 uε(xε) > 0. By Proposition 4.5,
lim inf
ε→0
ε−NJε(uε) ≥ inf
Λ
C . 
5.2. Decay of almost minimizers. The next ingredient is a decay estimate that
will allow to control the functional outside Λ in the proof of the strict inequality
(6.5).
Lemma 5.2. Let (εn)n∈N ⊂ R
+
0 be a sequence such that εn → 0 as n→∞ and let
(un)n∈N ⊂ Nεn . If infΛ V > 0 and
lim sup
n→∞
ε−Nn Jεn(un) ≤ inf
Λ
C,
then, for every open set U ⊂ RN such that Λ¯ ⊂ U ,
lim
n→∞
ε−Nn
∫
RN\U
(
ε2n |∇un|
2
+ V |un|
2)
= 0 .
This lemma is proved by M. del Pino and P. Felmer [12, (1.19)] when infRN V > 0.
The proof of Lemma 5.2 relies on the following lemma
Lemma 5.3. Let U ⊂ RN be such that Λ¯ ⊂ U and infU V > 0. Let ψ ∈ C1(RN )
and ϕ ∈ C1(RN ) be such that ψ = 0 on Λ, ϕ = 0 on RN \ U , and ψ2 + ϕ2 = 1 on
R
N . There exists C > 0 such that for every ε > 0 and u ∈ H1V (R
N ),
Jε(ϕu) + (1− µ)
∫
RN
(
ε2 |∇(ψu)|2 + V |ψu|2
)
≤ Jε(u) + Cε
2
∫
U\Λ¯
V |u|2 .
Proof. One has
Jε(u) = Jε(ϕu) +
1
2
∫
RN
(
ε2 |∇(ψu)|2 + V |ψu|2
)
−
1
2
∫
U\Λ¯
ε2(|∇ψ|2 + |∇ϕ|2) |u|2
−
∫
RN
Gε(x, u(x))−Gε(x, ϕ(x)u(x)) dx .
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One has for every x ∈ RN \ Λ, by (g2),
Gε(x, u(x)) −Gε(x, ϕ(x)u(x)) =
∫ u(x)
ϕ(x)u(x)
gε(x, σ) dσ
≤ µ
∫ u(x)
ϕ(x)u(x)
(
V (x) + ε2H(x)
)
σ dσ
=
µ
2
(
V (x) + ε2H(x)
)
|ψ(x)u(x)|2 ,
so that ∫
RN
Gε(x, u(x)) −Gε(x, ϕ(x)u(x)) dx ≤
µ
2
∫
RN
(
V + ε2H
)
|ψu|2 .
On the other hand,∫
U\Λ¯
ε2(|∇ψ|2 + |∇ϕ|2) |u|2 ≤ Cε2
∫
U\Λ¯
V |u|2 .
The conclusion follows. 
Proof of Lemma 5.2. Without loss of generality, assume that infU V > 0. Let ψ ∈
C1(RN ) and ϕ ∈ C1(RN ) be such that ψ = 0 on Λ, ϕ = 0 on RN \U , and ψ2+ϕ2 = 1
on RN . Define tn so that tnϕun ∈ Nεn . By Lemma 2.5,
lim sup
n→∞
ε−Nn
∫
RN
ε2 |∇un|
2
+ V |un|
2
<∞ ,
and thus
lim sup
n→∞
ε−Nn
∫
RN
ε2n |∇(ϕun)|
2
+ V |ϕun|
2
<∞ .
By the choice of tn,
t2n
∫
RN
ε2n |∇(ϕun)|
2
+ V |ϕun|
2
=
∫
RN
gεn(x, tnϕ(x)un(x))tnϕ(x)un(x) dx
≥ tp+1n
∫
Λ
|un|
p+1
.
We infer from Lemmas 2.2 and 2.3 that
lim inf
n→∞
ε−Nn
∫
Λ
|un|
p+1
> 0 .
Therefore, lim supn→∞ tn <∞ and
lim sup
n→∞
ε−Nn
∫
U\Λ¯
V |tnun|
2 <∞ .
By Lemma 5.3,
lim sup
n→∞
ε−Nn Jεn(tnun) ≥ lim inf
n→∞
ε−Nn Jεn(tnϕun)
+ lim sup
n→∞
ε−Nn (1− µ)t
2
n
∫
RN
(
ε2n |∇(ψun)|
2 + V |ψun|
2) .
By assumption, we have
lim sup
n→∞
ε−Nn Jεn(tnun) ≤ lim sup
n→∞
ε−Nn Jεn(un) ≤ inf
Λ
C ,
and since tnϕun ∈ Nεn , we deduce from Proposition 5.1 that
lim inf
n→∞
ε−Nn Jεn(tnϕun) ≥ inf
Λ
C .
Combining the last three inequalities, we obtain the conclusion. 
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5.3. Asymptotics of the barycenters. As in [12], we introduce a barycenter map
in order to localize functions. Let ψ ∈ C1(RN ) be such that suppψ is compact,
suppψ ⊂ {x ∈ RN | V (x) > 0} and ψ = 1 on a neighborhood of Λ. The barycenter
of a function u ∈ L2(RN ) is defined by
β(u) :=
∫
RN
x |ψ(x)u(x)|2 dx∫
RN
|ψ(x)u(x)|2 dx
.
The map β is well-defined on the set {u ∈ H1V (R
N ) | ψu 6= 0}, which contains Nε
for each ε > 0 by Lemma 2.3.
Proposition 5.4. Let (εn)n∈N ⊂ R
+
0 be a sequence such that εn → 0 as n → ∞
and let (un)n∈N ⊂ Nεn . If infΛ V > 0 and
lim sup
n→∞
ε−Nn Jεn(un) ≤ inf
Λ
C ,
then
lim
n→∞
V
(
β(un)
)
= inf
Λ
V .
Proof. Let tn > 0 be such that∫
RN
ε2n |∇tnψun|
2
+ V0 |tnψun|
2
=
∫
RN
(tnψun)
p+1
+ .
Define vn : R
N → R for y ∈ RN by
vn(y) := tnψ(β(un) + εny)un(β(un) + εny) .
Claim 1. The sequence (tn)n∈N is bounded.
By Lemmas 2.2 and 2.3,
lim inf
n→∞
ǫ−Nn
∫
RN
(ψun)
p+1
+ ≥ lim infn→∞
ǫ−Nn
∫
Λ
(un)
p+1
+ > 0.
Since
lim sup
n→∞
∫
RN
ε2n |∇tnψun|
2
+ V0 |tnψun|
2
by Lemma 2.5, the sequence (tn)n∈N is bounded.
Claim 2. One has
lim sup
n→∞
ε−Nn Jεn(tnψun) ≤ inf
Λ
C .
We can write
Jεn(tnψun) = Jεn(tnun) +
ε2n
2
t2n
∫
RN
|∇(ψun)|
2 − |∇un|
2
+
t2n
2
∫
RN
(ψ2 − 1)V |un|
2
+
∫
RN
Gεn(x, tnun(x))−Gεn(x, tnψ(x)un(x)) dx
Now, in view of Lemma 5.2, since ψ = 1 in a neighborhood of Λ and (tn)n∈N is
bounded,
ε2n
2
t2n
∫
RN
|∇(ψun)|
2 − |∇un|
2
=
ε2n
2
t2n
∫
RN
(ψ2 − 1) |∇un|
2
+ 2ψun∇ψ · ∇un + |∇ψ|
2 |un|
2
= o(εNn ) ,
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as n→∞. Lemma 5.2 also implies that∫
RN
(ψ2 − 1)V |un|
2
= o(εNn ) ,
as n → ∞. Finally, since ψ = 1 on a neighborhood U of Λ, we deduce from (g2)
that∫
RN
Gεn
(
x, tnun(x)
)
−Gεn(x, tnψ(x)un(x)) dx
≤
µ
2
t2n
∫
RN\U
(
ε2nH + V
)
|un|
2
= o(εNn ) ,
as n → ∞. where we have used Lemma 5.2 again. It follows from the hypothesis
that
lim sup
n→∞
ε−Nn Jεn(tnun) ≤ lim sup
n→∞
ε−Nn Jεn(un) ≤ inf
Λ
C ;
the claim follows.
Claim 3. There holds
lim sup
n→∞
IV0(vn) ≤ inf
Λ
C ,
where V0 = infΛ V .
One computes that, using (g2),
εNn IV0(vn) = Jεn(tnψun) +
t2n
2
∫
RN
(V0 − V )ψ
2 |un|
2
+
∫
RN
Gεn(x, tnψ(x)un(x)) −
tp+1n
p+ 1
(ψ(x)un(x))
p+1
+ dx
≤ Jεn(tnψun) +
t2n
2
∫
RN
(V0 − V )ψ
2 |un|
2
.
For κ ∈ (0, 1), define
Uκ =
{
x ∈ RN |
(
V0 − V (x)
)
ψ2(x) < κV (x)
}
.
Since V is continuous, Uκ is open and Λ¯ ⊂ Uκ. By Lemma 5.2,∫
RN
(V0 − V )ψ
2 |un|
2 ≤ κ
∫
Uκ
V |un|
2
+
∫
RN\Uκ
(V0 − V )ψ
2 |un|
2
≤ κ
∫
RN
V |un|
2
+ o(εNn ) ,
as n→∞. Since κ > 0 is arbitrary, and (tn)n∈N and (‖un‖ε)n∈N are bounded,
t2n
2
∫
RN
(V0 − V )ψ
2 |un|
2 ≤ o(εNn ) ,
as n→∞. The claim now follows from Claim 2.
Conclusion. We know from Claim 3 that (vn)n∈N is a minimizing sequence of IV0
on its associated Nehari manifold MV0 . By Lemma 3.1, there exists a sequence of
points (yn)n∈N ⊂ RN such that vn(· − yn) converges in H1(RN ) to the positive
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solution UV0 of problem (3.1). Let xn := εnyn. Since
β(un) = xn +
∫
RN
(x− xn) |ψ(x)un(x)|
2
dx∫
RN
|ψ(x)un(x)|
2 dx
= xn +
εn
∫
RN
y |vn(y − yn)|
2 dy∫
RN
|vn(y − yn)|
2
dy
,
we have limn→∞ β(un)− xn = 0.
Now, note that for n large enough, by Lemma 2.3,
lim inf
n→∞
ε−Nn
∫
Λ
|un|
2
> 0.
Since vn(· − yn) → UV0 in L
2(RN ), we must have dist(xn,Λ) = O(εn) as n → ∞.
Let
V¯ := lim sup
n→∞
V (xn) = lim sup
n→∞
V (β(un)).
Since V is continuous on the compact set suppψ, one has limn→∞ V (xn+εy) ≥ V0.
By Claim 2,
bV0 ≥ ε
−N
n Jεn(tnψun) + o(1)
≥
1
2
∫
RN
|∇vn|
2
+
1
2
∫
RN
V (xn + εy) |vn|
2 −
1
p+ 1
∫
RN
(vn)
p+1
+ + o(1),
as n→∞, and thus we obtain
1
2
∫
RN
|∇UV0 |
2
+ V0 |UV0 |
2 −
1
p+ 1
∫
RN
(UV0)
p+1
+ = bV0
≥
1
2
∫
RN
(
|∇UV0 |
2
+ V¯ |UV0 |
2)− 1
p+ 1
∫
RN
(UV0)
p+1
+ .
This implies that V¯ ≤ V0. The conclusion follows. 
6. The minimax level
6.1. Definition of the minimax level. Following M. del Pino and P. Felmer [12,
14], we define a minimax value for Jε.
Let η ∈ C∞c (R
+) be a cut-off function such that 0 ≤ η ≤ 1, η = 1 on a
neighborhood of Λ and supp η ⊂ {x ∈ RN : V (x) > 0}. We define wε,y ∈ C
∞
c (R
N )
by
(6.1) wε,y(x) := tε,yη(x)UV (y)
(y − x
ε
)
,
where tε,y > 0 is such that wε,y ∈ Nε. Let Λε ⊂ Λ be such that
(6.2) lim
ε→0
sup
x∈∂Λε
dist(x, ∂Λ) = 0
and
(6.3) lim
ε→0
inf
x∈∂Λε
dist(x, ∂Λ)
ε
=∞ .
We define the family of paths
Γε :=
{
γ ∈ C(Λε,Nε) | for every y ∈ ∂Λε, γ(y) = wε,y
}
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and the minimax value
(6.4) cε := inf
γ∈Γε
sup
y∈Λε
Jε(γ(y)) .
We want to apply the following theorem.
Theorem 3 (General Minimax Principle [26, Theorem 2.9]). Let X be a Banach
space. Let M0 be a closed subspace of the metric space M and Γ0 ⊂ C(M0, X).
Define
Γ :=
{
γ ∈ C(M,X) | γ|M0 ∈ Γ0
}
.
If ϕ ∈ C1(X,R) satisfies
∞ > c := inf
γ∈Γ
sup
z∈M
ϕ
(
γ(z)
)
> a := sup
γ0∈Γ0
sup
z∈M0
ϕ
(
γ0(z)
)
and if ϕ satisfies the Palais-Smale condition at the level c, then c is a critical value
of ϕ.
Since Jε satisfies the Palais-Smale condition (Lemma 2.6), we have to show that
for ε > 0 small enough,
(6.5) cε > sup
y∈∂Λε
Jε(wε,y) =: aε .
6.2. Estimates on the levels.
6.2.1. Estimate of aε. We begin with an estimate of aε.
Lemma 6.1. We have
lim
ε→0
ε−Naε = sup
∂Λ
C ,
Proof. By a standard computation, we find in view of (6.3)
Jε(wε,y) = ε
NIV (y)
(
UV (y)
)
+ o(εN ) .
as ε→ 0, uniformly in y ∈ Λ. Thus
aε = sup
y∈∂Λε
Jε(wε,y) = ε
N sup
y∈∂Λε
bV (y) + o(ε
N ) .
The estimate follows from (3.2), (6.2) and the continuity of V . 
6.2.2. Upper estimate of the critical level cε. The same method gives an upper
estimate on cε.
Lemma 6.2. We have
lim sup
ε→0
ε−Ncε ≤ sup
Λ
C .
Proof. As a test path in (6.4), we take wε,y defined by (6.1) for every y ∈ Λε. We
obtain the first estimate after a straightforward computation in view of (6.3). 
6.2.3. Lower estimate of the critical level cε. A more delicate construction gives a
lower estimate of the critical level cε.
Lemma 6.3. If
sup
Λ
C > inf
Λ
C,
then
lim inf
ε→0
ε−Ncε > inf
Λ
C.
We do not know whether one has the natural stronger conclusion
lim inf
ε→0
ε−Ncε ≥ sup
Λ
C.
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Lemma 6.4. Let x ∈ Λ. There exists ε0 > 0 such that for every ε ∈ (0, ε0) and
every γ ∈ Γε, there exists z ∈ Λε such that β(γ(z)) = x.
Proof. For every z ∈ ∂Λε, one has in view of the definition of wε,y,
β(wε,y) = y + o(1),
as ε→ 0, uniformly in z.
Let γ ∈ Γε. Therefore, if ε is small enough, one has for every y ∈ ∂Λε, by (6.2),
x ∈ Λε for n large enough.
When ε is small enough, we have
sup
y∈∂Λε
|β(wε,y)− y| < inf
y∈∂Λε
|y − x| ,
therefore, by the properties of the topological degree, if x ∈ Λε there exists z ∈ Λε
such that β(γ(z)) = x. 
We follow the arguments of [12]. Heuristically, the idea is to show that a sequence
of functions violating the strict inequality (6.5) cannot have enough energy to stay
concentrated inside Λ and must thus concentrate around a point of ∂Λ. But this
would in fact contradict the continuity of the paths in Γε.
Proof of Lemma 6.3. Assume by contradiction that there is a sequence (εn)n∈N
such that limn→∞ εn = 0 and limn→∞ ε
−N
n cεn ≤ infΛ C. By definition of cε, there
exists γn ∈ Γεn such that
lim
n→∞
sup
x∈Λεn
ε−Nn Jεn
(
γn(x)
)
≤ inf
Λ
C .
Choose x ∈ Λ such that V (x) > infΛ V . For each n ∈ N large enough, let xn be
given by Lemma 6.4 so that β(γn(xn)) = x. One has
lim sup
n→∞
ε−Nn Jεn
(
γn(xn)
)
≤ inf
Λ
C .
Proposition 5.4 brings then a contradiction. 
6.3. Existence of a solution. We are now in a position to prove the strict in-
equality (6.5).
Lemma 6.5. If
sup
Λ
C > inf
Λ
C = sup
∂Λ
C ,
then
lim inf
ε→0
ε−N (cε − aε) > 0 .
Proof. This follows directly from Lemmas 6.1 and 6.3. 
As a consequence of the General Minimax Principle, we have thus proved the
following existence result for the penalized problem (Qε).
Proposition 6.6. Let N ≥ 3, 1 < p < N+2N−2 and let gε : R
N × R+ → R be a
function satisfying assumptions (g1)- (g4). For ε > 0 small enough, there exists
uε ∈ Nε such that Jε(uε) = cε and J ′ε(uε) = 0.
Proof. This follows from the general minimax principle (Theorem 6.1), the Palais-
Smale condition coming from Lemma 2.6 and the strict inequality of Lemma 6.5. 
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7. Back to the original problem
7.1. Asymptotics of solutions. Thanks to the asymptotics of solutions of Sec-
tion 4 and the estimates on the critical level of Section 6.2, we prove that the
solution uε is single-peaked.
Lemma 7.1. Let (uε)ε>0 be a family such that for ε > 0 small enough, Jε(uε) = cε
and J ′ε(uε) = 0. Let (xε)ε>0 in Λ be such that
lim inf
ε→0
uε(xε) > 0 .
If
sup
Λ
C < 2 inf
Λ
C ,
then for every U ⊂ RN such that U¯ is compact and infU V > 0,
lim
ε→0
R→∞
‖uε‖L∞(U\B(xε,εR)) = 0 .
If moreover
sup
Λ
C > inf
Λ
C = sup
∂Λ
C ,
then
lim inf
ε→0
d(xε,R
N \ Λ) > 0 .
Proof. First we prove that
lim
ε→0
R→∞
‖uε‖L∞(U\B(xε,εR)) = 0 .
Assume by contradiction that there exist sequences (εn)n∈N and (yn)n∈N such that
for every n ∈ N, yn ∈ U ,
lim
n→∞
εn = 0 , lim inf
n→∞
uεn(yn) > 0 and lim
n→∞
|xεn − yn|
εn
= +∞ .
Then, by Lemma 6.2,
lim sup
n→∞
ε−Nn Jεn(uεn) ≤ sup
Λ
C ,
while by Proposition 4.5
lim inf
n→∞
ε−Nn Jεn(uεn) ≥ lim infn→∞
(
C(xεn) + C(yn)
)
≥ 2 inf
Λ
C .
This is a contradiction with our assumption.
Now we turn to the second assertion. Assume by contradiction that there exists
a sequence (εn)n∈N such that εn → 0 and limn→∞ dist(xεn ,R
N \ Λ) = 0. Then, by
the first assertion, the second part of Proposition 4.5 and Lemma 6.3,
inf
Λ
C < lim inf
n→∞
ε−Nn Jεn(uεn) = lim inf
n→∞
C(xεn) = sup
∂Λ
C .
But this contradicts our assumption. 
This allows now to show that uε is a subsolution for some second-order linear
elliptic operator.
Lemma 7.2. Let (uε)ε>0 be a family of positive solutions of (Qε) at the level cε
and let (xε)ε>0 ⊂ Λ be such that
lim inf
ε→0
uε(xε) > 0.
Then there exists ε0 > 0 and R > 0 such that for all ε ∈ (0, ε0),
−ε2(∆ + µH)uε + (1 − µ)V uε ≤ 0 in R
N \B(xε, εR).
Proof. This follows from Lemma 7.1, see [21, Lemma 5.1] for the details. 
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We then have a comparison principle [21, Lemma 3.2].
Lemma 7.3. Let Ω ⊂ RN be a domain with a smooth boundary. Let v ∈ H1V (Ω)
and w ∈ H1loc(Ω¯) be such that w ≥ 0 in Ω. If
−ε2(∆ + µH)v + (1− µ)V v ≤ −ε2(∆ + µH)w + (1− µ)V w, weakly in Ω.
and v ≤ w on ∂Ω, then v ≤ w in Ω.
Proof. Take ψ ∈ C∞c (R
N ) such that ψ ≡ 1 on B1 and suppψ ⊂ B2 and define ψn ∈
C∞c (R
N ) for n ∈ N and x ∈ RN by ψn(x) = ψ(x/n). Using ψ2n(v − w)+ ∈ H
1
V (Ω)
as a test function in the inequation, one has∫
Ω
(
ε2 |∇(ψn(v − w)+)|
2 − ε2µH |ψn(v − w)+|
2
+ (1− µ)V |ψn(v − w)+|
2)
≤ ε2
∫
Ω
|∇ψn|
2
(v − w)2+ .
By Lemma 2.1 on the one hand and by definition of ψn and nonnegativity of w on
the other hand, we have
(1 − µ)
∫
Ω
ε2 |∇(ψn(v − w)+)|
2
+ V |ψn(v − w)+|
2 ≤ C
∫
B2n\Bn
|v(x)|2
|x|2
dx.
By Lebesgue dominated convergence, we deduce that ψn(v − w)+ → 0 strongly in
H1V (Ω) as n→∞. Hence, (v − w)+ = 0. 
7.2. Barrier functions and solution of the original problem. Since uε is a
subsolution for some second-order linear elliptic operator, we shall compare it with
supersolutions of that operator. We first recall how suitable supersolutions can be
constructed.
7.2.1. The case of fast decaying potentials. Indepentently of the decay rate of V we
have
Lemma 7.4. Let (xε)ε ⊂ Λ be such that lim infε→0 d(xε, ∂Λ) > 0, let µ ∈ (0, 1) and
let R > 0. If N ≥ 3, then there exists ε0 > 0 and a family of functions (Wε)0<ε<ε0
in C1,1(RN \B(xε, εR)) such that, for ε ∈ (0, ε0),
(i) Wε satisfies the inequation
−ε2(∆ + µH)Wε + (1 − µ)VWε ≥ 0 in R
N \B(xε, εR),
(ii) ∇Wε ∈ L2(RN \B(xε, εR)),
(iii) Wε = 1 on ∂B(xε, εR),
(iv) there exist C, λ, ν > 0 such that for every x ∈ RN \B(xε, εR),
Wε(x) ≤ C exp
(
−
λ
ε
|x− xε|
1 + |x− xε|
)(
1 + |x|2
)−N−2
2
.
Proof. The arguments are the same as those of V.Moroz and J.Van Schaftingen
[21, Lemma 5.2], since the penalization potential H is the same. 
The decay of uε is then similar to the decay of Wε.
Proposition 7.5. Let (uε)ε>0 be a family of positive solutions of (Qε) at the level
cε and let (xε)ε>0 ⊂ Λ be such that
lim inf
ε→0
uε(xε) > 0 .
If N ≥ 3 then there exists C, λ > 0 and ε0 > 0 and R > 0 such that for all
ε ∈ (0, ε0),
uε(x) ≤ C exp
(
−
λ
ε
|x− xε|
1 + |x− xε|
)(
1 + |x|2
)−N−2
2
, x ∈ RN .
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Proof. This is a consequence of Lemmas 7.2 and 7.4 together with the comparison
principle (Lemma 7.3). 
We can now go back to the original problem.
Proposition 7.6. Let (uε)ε>0 be a family of positive solutions of (Qε) at the level
cε. If
1
p <
N−2
N , then there exists ε0 > 0 such that, for every 0 < ε < ε0, uε solves
the original problem (Pε).
Proof. The proof follows the lines of [21, Proposition 5.4]. By Lemma 2.4, there
exists a family of points (xε)ε>0 ⊂ Λ such that
lim inf
ε→0
uε(xε) > 0.
By Lemma 7.1, d0 := inf d(xε, ∂Λ) > 0. Hence, by proposition 7.5, we have for
ε > 0 small enough and for x ∈ RN \ Λ,
(uε(x))
p−1 ≤
(
C exp
(
−
λ
ε
|x− xε|
1 + |x− xε|
)(
1 + |x|2
)−N−2
2
)p−1
≤ µε2
(N − 2)2
4 |x− x0|
2
( log ρρ0
log |x−x0|ρ0
)1+β
= µε2H(x).
By definition of the penalized nonlinearity gε, one has then
gε (x, uε(x)) = (uε(x))
p
, x ∈ RN \ Λ,
and therefore uε solves the original problem (Pε). 
7.2.2. The case of slow decaying potentials. Now we assume that lim inf |x|→∞ V (x) |x|
2.
We first have a counterpart of Lemma 7.4.
Lemma 7.7. Let (xε)ε ⊂ Λ be such that lim infε→0 d(xε, ∂Λ) > 0, let µ ∈ (0, 1)
and let R > 0. If
lim inf
|x|→∞
V (x) |x|2 > 0,
then, there exists ε0 > 0 and a family of functions (Wε)0<ε<ε0 in C
1,1(RN \
B(xε, εR)) such that, for ε ∈ (0, ε0),
(i) Wε satisfies the inequation
−ε2(∆ + µH)Wε + (1 − µ)VWε ≥ 0 in R
N \B(xε, εR),
(ii) ∇Wε ∈ L2(RN \B(xε, εR)),
(iii) Wε = 1 on ∂B(xε, εR),
(iv) there exist C, λ, ν > 0 such that for every x ∈ RN \B(xε, εR),
Wε(x) ≤ C exp
(
−
λ
ε
|x− xε|
1 + |x− xε|
)(
1 + |x|2
)− ν
ǫ .
Proof. See the discussion after [21, Theorem 7]. 
As a consequence we have
Proposition 7.8. Let (uε)ε>0 be a family of positive solutions of (Qε) at the level
cε and let (xε)ε>0 ⊂ Λ be such that
lim inf
ε→0
uε(xε) > 0 .
If
lim inf
|x|→∞
V (x) |x|2 > 0,
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then there exists C, λ, ν > 0 and ε0 > 0 and R > 0 such that for all ε ∈ (0, ε0),
uε(x) ≤ C exp
(
−
λ
ε
|x− xε|
1 + |x− xε|
)(
1 + |x|2
)− ν
ǫ , x ∈ RN .
This allows us to go back to our original problem.
Proposition 7.9. Let (uε)ε>0 be a family of positive solutions of (Qε) at the level
cε. If
lim inf
|x|→∞
V (x) |x|2 > 0,
then there exists ε0 > 0 such that, for every 0 < ε < ε0, uε solves the original
problem (Pε).
Proof. The proof begins as the proof of Proposition 7.6. Applying proposition 7.8,
we have for ε > 0 small enough and for x ∈ RN \ Λ,
(
uε(x)
)p−1
≤
(
C exp
(
−
λ
ε
|x− xε|
1 + |x− xε|
)(
1 + |x|2
)− ν
ǫ
)p−1
≤ µε2
(N − 2)2
4 |x− x0|
2 (
log |x−x0|ρ0
)1+β = µε2H(x) ,
and therefore uε solves the original problem (Pε). 
7.2.3. Proof of the main theorem. Finally we complete the proof of the main theo-
rem.
Proof of Theorem 2. Let uε be the solution of the penalized problem (Qε) from
Proposition 2.7. By Lemma 2.4, there exists (xε)ε>0 such that
lim inf
ε→0
uε(xε) > 0.
By Lemma 7.1,
lim inf
ε→0
d(xε,R
N \ Λ) > 0 .
By Proposition 7.6 or 7.9, uε solves (Pε) for ε small enough. 
8. The low-dimensional case
In the case N ≤ 2, we do not have the Hardy inequality, but since one cannot
have 1p <
N−2
N , we can use some information about the decay of V .
We define the penalization potential H : RN → R by
H(x) :=
(
1− χΛ(x)
) 1
|x− x0|
2+β
for some β > 0.
In place of Lemma 2.1, we now have
Lemma 8.1. For every u ∈ C∞c (R
N ),∫
RN
(
|∇u|2 −H |u|2
)
≥ −C
∫
RN
V |u|2 .
Proof. Since lim inf |x|→∞ V (x) |x|
2
> 0, there exists R > 0 such that if x ∈ RN \BR,
H(x) ≥ V (x). One has ∫
RN\BR
H |u|2 ≤
∫
RN\BR
V |u|2 .
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Taking ϕ ∈ C∞(RN ) such that ϕ ≥ 0, suppϕ ⊂ B2R and ϕ = 1 on BR, by the
Sobolev inequality,∫
BR
H |u|2 ≤
∫
RN
H |ϕu|2 ≤ C
∫
RN
V |(1− ϕ)u|2 +
1
2
∫
RN
|∇(ϕu)|2
≤ C
∫
RN
V |(1− ϕ)u|2 +
∫
RN
(
|ϕ|2 |∇u|2 + |∇ϕ|2 |u|2
)
.
from which the conclusion follows. 
The proof of the counterpart of the Palais-Smale condition (Lemma 2.6) for
N ∈ {1, 2} relies on the condition lim|x|→∞ V (x) |x|
2
> 0.
The rest of the proof is the same up to minor modifications when Lemma 2.1 is
used. These modification of the argument works in fact also for N ≥ 3 when one
assumes that lim|x|→∞ V (x) |x|
2
> 0.
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