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Résumé 
Cet article vise à montrer que l’offre de crédit entretient les fluctuations 
économiques dans la CEMAC. Cette jonction se situe dans le prolongement 
de la «Théorie autrichienne du cycle économique » de Mises (1953).Cet article 
fait également appel au modèle à correction d’erreur en données de panel à 
version ARDL. Il ressort de ces résultats que la composante cyclique du crédit 
est positivement liée à celle des fluctuations économiques dans tous les pays 
de la CEMAC. Ce résultat signifie qu'au cours de la période considérée (1980-
2016), l’offre de crédit a un caractère pro cyclique vis-à-vis de l'activité. Et, 
l’offre de crédit  influence positivement le cycle économique. Cependant, 
l’IPC et le spread de taux d’intérêt contribuent négativement et 
significativement à l’explication des cycles économiques dans cette union 
monétaire. Ce résultat confirme donc l’hypothèse autrichienne centrale selon 
laquelle l’expansion est générée par une baisse du taux d’intérêt sous son 
niveau naturel et dure jusqu’à ce que cet écart se soit résorbé. Cependant, les 
effets négatifs de court terme de l’offre de crédit tiennent aux effets négatifs 
produits par le spread du taux d’intérêt et à la déconnection des politiques 
monétaires à l’activité. Il est donc nécessaire  que les autorités monétaires 
réduisent les difficultés  d’accès au crédit pour les PME, en rendant des 
ressources longues disponibles, et exigent aux entreprises de fiabiliser des 
documents financiers afin d’assurer un cadre optimal de financement des 
économies de la CEMAC. 
 
Mots-clés: Offre De Crédit, Fluctuations, Modèle À Correction D’erreur En 
Données De Panel À Version ARDL 
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Abstract  
This article aims to show that the supply of credit maintains economic 
fluctuations in CEMAC. This is an extension of Mises "Austrian Economic 
Cycle Theory" (1953). This article also uses the ARDL version of the panel-
error model. The results show that the cyclical component of credit is 
positively related to that of economic fluctuations in all CEMAC countries. 
This result means that during the period under review (1980-2016), the supply 
of credit is pro-cyclical with respect to the activity. The supply of credit also 
has a positive influence on the economic cycle. The CPI and the interest rate 
spread contribute negatively and significantly to the explanation of economic 
cycles in this monetary union. This result thus confirms the central Austrian 
assumption which states that the expansion is generated by a lowering of the 
interest rate below its natural level, and it lasts until this gap has subsided. The 
short-term negative effects of the credit supply stem from the negative effects 
of the interest rate spread and the disconnection of monetary policies from 
activity. It is therefore necessary that the monetary authorities should reduce 
the difficulties of access to credit for SMEs. This is possible by making large 
resources available, and this requires companies to make financial documents 
reliable in order to ensure an optimal financing framework for the CEMAC 
economies. 
 
Keywords: Credit Offer, Fluctuations, Error Correction Model in Panel Data 
to ARDL Version 
 
Introduction 
Le rôle de la finance dans l’activité économique est un sujet qui 
intéresse depuis longtemps les économistes et les pouvoirs publics. En effet, 
au cours du XXe siècle, un grand nombre d’auteurs ont évoqué les avantages 
du développement financier pour le développement économique. Schumpeter 
(1911) explique que les banques qui fonctionnent parfaitement stimulent 
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l’innovation technologique en identifiant et en finançant les entrepreneurs 
ayant des projets d’innovation à forte chance de succès. Il donne aux banques 
centrales un rôle déterminant dans la régulation des fonds bancaires, 
notamment dans les premiers stades du développement des économies. 
Deux grands courants s’opposent concernant les causes des cycles : 
certains y voient l’effet de phénomènes réels via les grappes d’innovations ou 
les guerres, d’autres la conséquence des phénomènes monétaires à travers les 
découvertes de métal précieux ou les variations du crédit bancaire. 
Historiquement, ce dernier courant a longtemps dominé. Par exemple, Fisher 
montre que « la monnaie fait valser le cycle ». Rappelons que la monnaie est 
constituée par l’ensemble des moyens de paiement dont disposent les agents 
économiques. Au sens étroit (M1), elle comprend les pièces, les billets, les 
dépôts à vue ; au sens large (M3), elle est synonyme de masse monétaire et 
comprend en plus des 3 éléments précédents les placements à vue rémunérés. 
La monnaie est intimement liée au crédit.  Doit-on considérer les variations de 
l’offre de crédit comme la principale origine des cycles économiques dans une 
union monétaire ?  
Le sujet que nous traitons a une grande place dans les débats actuels à 
partir du moment où le contexte économique actuel des pays de la CEMAC 
est caractérisé par des déséquilibres macroéconomiques ayant pour corollaire 
une instabilité économique élevée due à l’inappropriation de l’utilisation des 
politiques de crédit, liée aux politiques monétaires restrictives menées en Zone 
CEMAC. Après avoir relevé son taux directeur de 50 points de base en mars 
2017, la BEAC a maintenu un contrôle strict sur le refinancement des banques, 
qui a diminué jusqu’à fin octobre 2017. Grâce au gel de l’octroi brut de crédits 
aux États, les avoirs intérieurs nets de la BEAC sont restés globalement stables 
depuis fin 2016, en deçà des projections précédentes, et cela jusqu’à fin 2017. 
La masse monétaire, au sens large, ayant diminué de 5,4 % en glissement 
annuel en septembre 2017, les banques sont aujourd’hui confrontées à une 
faible liquidité et se montrent prudentes dans l’achat de titres d’État et d’octroi 
de crédit au secteur privé.  
En conséquence, le crédit au secteur privé a diminué de 2,1 % en 
glissement annuel en septembre. Cet article apparaît dès lors opportun à un 
double titre : il permet, d’une part, de tirer les principaux enseignements des 
effets de l’offre de crédit sur les cycles économiques des pays membres de la 
CEMAC dans le contexte d’adversité, d’instabilité de cycles économique; 
d’autre part, il permet de faire des propositions concrètes permettant de 
renforcer le rôle du système bancaire comme outil de financement fiable du 
développement. En outre, il permet de donner un avis sur la question de 
savoir si l’offre de crédit peut amplifier le cycle économique. Car selon la 
théorie du cycle de crédit, une contraction des variations de l’offre de crédit 
entraine celle de l’activité économique (Minsky, 1964 ; Eichengreen, 2001). 
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Et l’analyse de la nature du lien entre offre de crédit et le cycle économique 
en zone CEMAC constitue un approfondissement de l'analyse des effets de la 
politique monétaire dans cette zone. Cette question revêt une importance 
particulière pour la compréhension du rôle et de l'incidence du comportement 
des banques dans le financement des économies, d'une part, le renforcement 
de l’intégration économique et financière de la sous-région, d'autre part (Saab 
& Vacher, 2007).  
Au regard de ce qui précède, cet article vise à montrer que l’offre de 
crédit entretient les fluctuations économiques dans la CEMAC. Son originalité 
principale, par rapport à la littérature existante, se trouve dans son approche 
théorique et méthodologique. En effet, contrairement à Bismans et Mougeot 
(2008) qui se sont heurtés à deux difficultés notoires. 
De la transposition des concepts autrichiens en termes opérationnels et 
l’opposition méthodologique au test empirique de ces hypothèses, cet article 
trouve son affiliation dans la théorie autrichienne du cycle économique, c’est-
à-dire, la réaction des agents à la création monétaire du système bancaire. Tous 
restent fidèles de surcroit à l’idée que les cycles économiques ont une raison 
monétaire (Sechret, 1997). Il montre que les cycles économiques sont dus 
aux taux volontairement bas, à la création de monnaie et à l’inflation, qui ont 
pour conséquences le mal-investissement et la transformation d’un boom 
initial en krach final. 
L’article s’articule de la manière suivante : le premier point présente la 
revue de la littérature ; le deuxième point présente la méthodologie ; le 
troisième point fait une application sur les données de la CEMAC en 
identifiant la nature du co-mouvement entre les variables de l’offre de crédit, 
d’une part, et en mettant en évidence les effets de l’offre de crédit sur le cycle 
économique, d’autre part. Le quatrième point quant à lui, présente la 
discussion par rapport aux résultats ; le cinquième point, analyse les facteurs 
explicatifs de la performance de l’offre de crédit sur les cycles économiques. 
Et, pour finir, nous tirons les conclusions en matière de politique économique 
dans le sixième point. Les données utilisées dans cet article proviennent de 
trois sources. Les données sur la création d’entreprises sont issues de la BEAC 
et la Banque Mondiale, publiées en 2016.  
 
1.         Revue de la littérature  
Cette littérature nous permet de dégager les grilles de lecture 
structurant le débat. Il y a les travaux théoriques d’une part, et empiriques 
d’autre part. Sur le plan théorique, Machlup (1976) soutient que « les facteurs 
monétaires causent le cycle économique, en l’occurrence le ratio PIB réel/PIB 
naturel, mais les phénomènes réels le constituent ». La théorie autrichienne 
attribue, en effet, l’existence de cycles à des origines monétaires : « le boom 
artificiel est amené par l’extension du crédit et par la baisse du taux d’intérêt 
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à la suite de l’intervention des banques. La crise et la dépression qui la 
prolongent sont l’aboutissement de la période d’investissements injustifiée 
amenée par l’extension du crédit » (Mises, 1936). 
L'idée sous-jacente est que le financement commanderait le 
développement réel. Sur le plan théorique, l'analyse du canal du crédit établit 
une corrélation étroite entre les évolutions de l'offre de crédit et de l'activité 
économique, la contraction de la première entrainant celle de la seconde. La 
littérature relative au canal du crédit s’est attachée à mettre en évidence le rôle 
joué par l’offre de crédit et suggère que l’évolution de l’offre  et de la 
croissance économique  pourraient être étroitement corrélées 
(Rosenwald,1995). Dans un contexte de ralentissement de l’activité, l’offre de 
crédit bancaire se resserrerait. Cela pourrait résulter de deux phénomènes : 
 les établissements de crédit réagissent à la contraction de leurs 
ressources (et notamment des dépôts collectés) par une diminution de 
leurs emplois (canal strict du crédit) ; 
 les établissements de crédit sont confrontés à des problèmes 
d’asymétrie d’information, le prêteur ignorant la véritable situation 
financière des emprunteurs et les caractéristiques exactes des projets 
d’investissements envisagés ; ils peuvent se prémunir contre le risque 
de non-remboursement en limitant la distribution de prêts et/ou en 
discriminant les taux débiteurs sur la base des garanties offertes (canal 
large du crédit).  
 
Milton Friedman considère que la théorie keynésienne a échoué à 
limiter l’effet néfaste de l’inflation durant les années 1970 dans plusieurs pays. 
De ce fait, le ciblage de l’inflation par une politique monétaire restrictive est 
revenu à l’ordre du jour. La théorie monétaire des cycles s’inscrit dans le cadre 
de l’approche impulsion-propagation qui voit la cause des cycles dans des 
chocs extérieurs. Ce courant d’analyse a été impulsé par les travaux de Frisch 
(1933) et Slutzky (1937) et repris par Friedman dans le cadre de la théorie 
quantitative de la monnaie.  
Ainsi, cette idée va être formalisée par Bernanke et Blinder (1988) qui 
montrent que les chocs sur l'offre de crédit peuvent se traduire par des effets 
divergents sur les taux d'intérêt. Notamment un choc réduisant l'offre de crédit 
résultant, par exemple, d'une montée des risques sur les emprunteurs 
bancaires, peut réduire le crédit, le PIB et le taux sur les obligations publiques, 
pendant que le taux du crédit s'élève. De même, un choc sur l'offre, produit 
par un encadrement du crédit, peut avoir les mêmes effets où la politique 
monétaire restrictive coïncide avec une baisse des taux sur les titres (Barran et 
al., 2003). 
Dans un tel schéma, Pazarbasioglu (1996) montre que les variations de 
spreads peuvent servir d'indicateurs sur la nature du choc auquel l'économie a 
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été confrontée. L'importance de ces spreads se retrouve d'ailleurs dans les 
études empiriques. Blinder (1987) montre les conséquences d'un rationnement 
du crédit sur un modèle IS-LM, il met en évidence les effets réels du passage 
de l'économie vers une situation de rationnement et les régimes de croissance 
différents qui en résultent. 
Kashyap et al. (1993) ont observé, à partir de données américaines, que 
l’évolution du ratio crédits bancaires/(crédits bancaires + billets de trésorerie) 
est corrélée avec le cycle économique. Ce ratio, qu’ils dénomment ratio « mix 
», se replie dans les périodes de ralentissement de l’activité et s’accroît en 
phase de reprise. Réciproquement, en agissant sur le volume et/ou le coût des 
financements externes, le resserrement de l’offre de crédit bancaire serait 
susceptible d’affecter l’investissement des entreprises, donc la croissance, en 
particulier lorsque celles-ci ne sont pas en mesure de lever les financements 
de marché alternatifs31. 
Enfin, selon Clec et Alii (2001), la présence d’imperfections sur le 
marché du crédit peut pousser les banques à surestimer la solvabilité des 
emprunteurs durant la phase d’expansion du cycle d’activité et à augmenter 
leurs crédits, contribuant ainsi à amplifier le cycle. 
 Cependant, sur le plan empirique, les études relatives à l’évaluation de 
la relation entre le crédit et l'activité économique a fait l'objet de plusieurs 
travaux récents, parmi lesquels ceux de Friedman et Kuttner (1993) et Gertler 
et Gilchrist (1994), suggérant une certaine déconnexion entre l'évolution de la 
demande de crédit et celle du PIB. Friedman et Schwartz (1975) testent les 
liens entre cycles économiques et variations de la masse monétaire entre 1870 
et 1960 aux Etats-Unis. Les auteurs constatent qu’à chaque cycle, les creux ou 
les pics de l’activité économique sont précédés par des creux ou des pics de 
l’offre de la monnaie. Ainsi pour la crise de 1929, la variation de la masse 
monétaire serait une des causes de la Grande dépression, puisqu’il y a eu une 
baisse d’un tiers du stock de monnaie habituel sous l’effet des décisions de la 
Réserve fédérale. L’explication monétariste des causes des cycles 
économiques a été fortement soutenue et confirmée par les travaux empiriques 
de l’école de Saint-Louis avec les deux articles fondateurs d’Andersen et 
Jordon (1968) et d’Andersen et Carlson (1970). Gertler et Gilchrist aboutissent 
également a un résultat similaire pour l'économie américaine, en indiquant 
notamment qu'un ralentissement de la croissance, voire une baisse de l'activité 
économique, peut s'accompagner d'une augmentation de la demande de crédit 
bancaire.  
Sendeniz et Yüncü (2006) ont fait une analyse de causalité au sens de 
Granger, dans 11 pays de l’OCDE, sur le rôle du crédit bancaire dans le secteur 
réel. Ils ont relevé que le secteur bancaire joue un rôle de choix dans le secteur 
                                                        
31 La contrainte de financement concerne surtout les PME qui ne peuvent pas émettre des billets de 
trésorerie ou des obligations. 
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réel.  Meagon (2005) a étudié l’impact du financement bancaire sur la 
croissance économique au Sénégal. Il ressort de son analyse que la croissance 
au Sénégal s’explique principalement par le niveau du crédit à l’économie et 
les dépôts totaux. Soumaré (2009) a analysé le même problème sur l’économie 
Malienne et a abouti à la conclusion que le crédit bancaire agit négativement 
sur la croissance et les dépôts agissent positivement mais faiblement sur elle. 
Kashyap et Stein (1994) font, quant à eux, la différence entre les 
grandes et les petites banques commerciales dans l'analyse du financement 
intermède dans le cycle du crédit. Ils montrent qu'en cas de contraction 
monétaire, les petites banques trouvent plus difficilement des financements 
externes (émission de certificats de dépôt, par exemple) parce qu’elles sont 
elles aussi victimes des imperfections financières, en raison notamment du fait 
que les investisseurs souhaitant acquérir des certificats de dépôt tiennent 
compte de la qualité de signature de la banque émettrice. Ainsi, eu égard aux 
problèmes d’anti-sélection, de couts d’agence ou d’information imparfaite 
aboutissant à ces imperfections financières, ces banques limitent alors leur 
offre de prêt.   
L’étude de N’guessan (2010), qui s’intéresse aux pays de l’UEMOA, 
mérite également d’être citée. Cette étude conclut que, par pays, la composante 
cyclique du crédit est positivement liée à celle de l'activité dans tous les pays 
de l'Union, sauf au Sénégal. Ce résultat signifie qu'au cours de la période 
considérée (1970-2009), le crédit  a été pro cyclique vis-à-vis de l'activité, au 
Bénin,  au Burkina,  en Côte d'Ivoire,  au Mali,  au  Niger  et  au Togo,  tandis  
qu'il  a été  contra-cyclique  dans  le  cas  du Sénégal. De même,  Mezui-Mben 
(2012) a montré que les tests économétriques de la cointégration et de la 
causalité précisent la nature des interactions entre les cycles au sein des pays. 
En effet, au Tchad le cycle du crédit cause celui de l’activité. Dans l’espace 
CEMAC, un effet feedback est observé. Enfin, au Cameroun et en RCA, la 
causalité semble moins évidente. Finalement, les résultats révèlent des 
spécificités sur le comportement des banques vis-à-vis du financement de 
l’activité au sein de la CEMAC. 
Il convient de signaler qu’il existe quelques approches peu nombreuses 
qui considèrent, par contre, que les réactions d’optimisation des individus aux 
chocs réels exogènes sont suffisant pour reproduire les fluctuations 
économiques observées, et il n’est donc pas nécessaire de faire appel aux 
dysfonctionnements de la sphère financière et plus particulièrement à ceux du 
marché du crédit : Théorie des cycles réels (Kydland & Prescott, 1982). 
Le cadre théorique appliqué au raisonnement mené dans ce travail 
s’appuie sur le modèle Néo-autrichien , qui offre, de ce point de vue, un cadre 
conceptuel, particulièrement celui se situe dans le prolongement de la 
«Théorie autrichienne du cycle économique » de Mises (1953). 
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Le modèle de type Néo-autrichien  est un bon cadre théorique pour 
illustrer les effets d’une variation de l’offre de crédit sur le cycle économique, 
dans la mesure où il tient compte: (i) les économies des pays de la CEMAC 
sont instables ; (ii) - des anticipations des agents, (iii)  du taux d’inflation ; (iv) 
du cadre d’équilibre général dynamique fondé sur l’optimisation ; (v) de la 
prise en compte du temps et de la structure de production. 
Notons que la théorie autrichienne du cycle présente des apports très 
pertinents à la théorie économique. L'école autrichienne est d'abord une école 
qui intègre le mouvement de l'économie. C'est ainsi que l'entrepreneur est 
intégré à la théorie, tandis que dans les autres écoles il est un élément externe. 
Avec la théorie du cycle, ce sont les crises qui sont intégrées à la théorie. 
L'apport de la théorie autrichienne du cycle est aussi de s'interroger sur 
l'impact réel des politiques monétaires, alors que les autres théories traitent 
d’ordinaire l'effet sur l'inflation générale des prix. La théorie autrichienne 
reprend des éléments phares de l'école autrichienne, le temps et la structure de 
l'économie. Les crises proviennent des politiques menées antérieurement. Et 
si le boom a mis du temps à se construire, la restructuration de l'économie 
prend nécessairement du temps également. Les gouvernants devraient y penser 
avant de se lancer dans des politiques aventureuses qui impactent 
douloureusement les citoyens.  
 
2.        Méthodologie et Validation du Modèle 
2.1.     Méthodologie 
Notre objectif est d’établir une relation économétrique de long terme 
ou encore d’équilibre entre l’offre de crédit et le cycle économique. La 
démarche adoptée se compose de deux étapes. La première étape étudie le co-
mouvement entre les variables : offre de crédit et du cycle économique pour 
identifier le degré de concordance entre les cycles du crédit et de l’activité 
consiste en la construction de l’indice de concordance de Harding et Pagan 
(2002). Cet indice permet d’apprécier le lien entre les périodes de récession et 
d’expansion de deux séries x et y.  Formellement, l'indice de concordance 
entre x et y se calcule comme suit: 
𝐼𝐶𝑥𝑦 =
1
𝑁
∑[𝑆𝑥,𝑡 . 𝑆𝑦𝑡 + (1 − 𝑆𝑥,𝑡). (1 − 𝑆𝑦𝑡)]
𝑁
𝑡=1
 
Où,  𝑆𝑥𝑡 = 1. I[∆𝑧𝑡>0]. 
De sorte que si ICxy = 1, les séries x et y sont parfaitement en phase. 
Autrement dit, leurs phases d’expansion et de contraction sont parfaitement 
juxtaposées. Lorsque ICxy = 0, les séries x et y sont toujours dans des phases 
opposées, et il y a parfaite anti-concordance. 
La seconde étape, consiste à établir une relation économétrique entre 
l’offre de crédit et le cycle économique, en l’occurrence le ratio PIB réel/PIB 
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naturel, que l’on notera désormais (Rev), et autres variables de contrôles à 
savoir: l’indice des prix à la consommation (Ipc), qui est l’instrument de 
mesure de l’inflation ; le volume des dépôts bancaires collectés est la 
profitabilité intrinsèque des banques (lDep), permettant de déterminer la 
facilité avec laquelle celles-ci peuvent collecter des ressources et, partant, 
accroître leur capacité d’offre de crédit; linvpr désigne les dépenses 
d’investissement privés comme indicateur de la déformation de la structure de 
production au cours du cycle et le Spread désigne un indicateur de prime de 
risque, représenté par la différence entre le taux d’intérêt débiteur et le taux de 
prise en pension. Il peut agir soit sur les quantités, les crédits distribués, soit 
sur les prix, les taux d'intérêt (lint), la masse monétaire (lM2). Deux raisons 
laissent penser que les spreads de taux d'intérêt bancaires peuvent être liés à la 
croissance future. Si les banques anticipent une montée des risques de défaut, 
elles peuvent augmenter le taux d'intérêt sur le crédit et provoquer ainsi une 
réduction de la demande finale des agents dépendant du crédit bancaire.  
Ceci précisé, il faut immédiatement ajouter que toutes les séries 
utilisées possèdent une double dimension : transversale (six pays retenus) et 
temporelle (un grand nombre d’observations annuelles). Il s’agit donc de 
séries longitudinales qui se présentent sous la forme d’un panel cylindré de 
216 observations (N= 6, T = 36, N*T= 216). Bien entendu, il y a par nature 
une certaine dose d’hétérogénéité dans chacune des séries : pour se limiter à 
ce seul exemple, il est clair que la variable cyclique PIB évolue différemment 
dans les différents pays C’est pour tenir compte de cette hétérogénéité que les 
modèles de données de panels se présentent sous une forme différente du 
modèle de régression linéaire traditionnel : 
𝑦 = 𝑋𝛽 + 𝑢,  où 𝑢 est un aléa qui satisfait les « conditions classiques » pour 
l’application du théorème de Gauss-Markov. Par comparaison, et en gardant 
le même symbolisme, on peut formuler comme suit le modèle linéaire de base 
de l’économétrie des panels : 
𝑦𝑖𝑡 = 𝛽0 + 𝑥′𝑖𝑡𝛽 + 𝛼𝑖 + 𝑢𝑖𝑡𝑖 = 1, … , 𝑁, 𝑡 = 1, … , 𝑇,            (1) 
où 𝑦𝑖𝑡  est une observation, 𝛽0  est une constante, 𝑥𝑖𝑡 est un vecteur 
𝐾composantes (les K variables explicatives), 𝛽 est un vecteur colonne de taille 
K des cœfficients des variables explicatives, 𝑢𝑖𝑡~ 𝐼𝐼𝐷(0, 𝜎𝑢
2) des aléas 
supposés indépendants des 𝑥𝑖𝑡  pour 𝑖 et tout 𝑡 et, enfin, 𝛼𝑖 qu’est saisi  
l’hétérogénéité des données de panel. Le modèle utilisé est un modèle à effets 
fixes, lorsque 𝛼𝑖 est une constante ; au modèle à erreurs composées simple, 
lorsque 𝛼𝑖 est aléatoire
32. Dans ce qui suit, la relation de long terme prendra la 
forme d’un modèle à effets fixes que l’on peut écrire, en adaptant l’équation 
(1) à notre propos,  de la manière suivante : 
                                                        
32 On peut introduire un effet (fixe ou aléatoire) dans une équation (1) sous la forme d’un terme λt, 
auquel cas on obtient le modèle à double effets fixes ou à double erreurs composés. 
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𝑅𝑒𝑣𝑖𝑡 = 𝛽0 + 𝛽1𝑙𝑐𝑒𝑖𝑡 + 𝛽2𝑆𝑝𝑟𝑒𝑎𝑑𝑖𝑡 + 𝛽3𝑙𝑖𝑛𝑡𝑖𝑡 + 𝛽4𝑃𝑟𝑖𝑥𝑟𝑒𝑙𝑖𝑡 + 𝛼𝑖 + 𝑢𝑖𝑡,
𝑖 = 1, … ,6,                                                                                                  (2) 
𝑡 = 1, … ,216. 
Avec 𝛼 une constante déterministe spécifique au pays i. Pour estimer 
un tel modèle, nous utilisons un modèle à correction d’erreur VECM à version 
ARDL qui est un modèle dynamique à retards échelonnés du type VECM 
appliqué aux données de panel et pour estimateur, Pooled Mean Group 
(PMG). Pour plus de détails sur ces estimateurs et leurs propriétés, faisons 
référence à Baltagi  (2005), Sevestre (2002) ou encore à Hsiao (2003). Pour 
ce faire, l’examen de la stationnarité des séries (chronologiques) s’opère à 
l’aide des tests de racine unité, dont les principaux sont : IPS et Levin-Lin-
Chu. Ces tests ont comme hypothèse nulle la non-stationnarité de la série 
examinée, sauf celui de Hadri qui retient, lui, la stationnarité. Ils se 
différencient toutefois par la forme précise que prend cette hypothèse nulle et 
donc aussi par celle de l’hypothèse alternative. Pour le montrer, partons de la 
formule générale de la régression en panels commune à l’ensemble de ces 
tests, soit :  
∆𝑦𝑖𝑡 = 𝛼𝑖 + 𝑏𝑖𝑦𝑖,𝑡−1 + 𝑐𝑖𝑡 + ∑ 𝜃𝑖𝑗
𝑃𝑖
𝑗=1
∆𝑦𝑖,𝑡−1 + 𝜀𝑖𝑡 , 𝑖 = 1, … , 𝑁; 𝑡 = 1, … , 𝑇, (3) 
∆ 𝑦𝑖𝑡 est la différence première de la variable 𝑦, 𝛼𝑖 une constante à l’unité 𝑖, 𝑐𝑖𝑡 
un trend déterministe (également spécifique à 𝑖), 𝑝𝑖 le nombre de retards à 
prendre en considération (nombre variable en fonction de i) et 𝜀𝑖𝑡 un bruit 
blanc de moyenne nulle et de variance constante. 
Les hypothèses nulle et alternative pour le test de Levin-Lin-Chu sont : 
𝐻0: 𝑏1 = 𝑏2 =. . . = 𝑏𝑁 = 𝑏 = 0(                                   4) 
𝐻1: 𝑏1 = 𝑏2 =. . . = 𝑏𝑁 = 𝑏 < 0 
Dans ce cas, nous supposons qu’il y a homogénéité des paramètres  𝑏𝑖𝑡. A 
l’opposé, Im, Pesaran et Shin, de même que Maddala  et 𝑊𝑢, adoptent la 
formulation suivante : 
𝐻0: 𝑏𝑖 pour tout  𝑖 
{
𝑏𝑖 < 0, 𝑖 = 1, … , 𝑁1
           𝑏𝑖 = 0, 𝑖 = 𝑁1 + 1, … , 𝑁
                               (5) 
Il s’ensuit que l’on introduit une dose d’hétérogénéité des paramètres puisque, 
sous l’alternative, certaines séries peuvent être stationnaires et d’autres pas. 
Signalons enfin que le test de Hadri, même s’il adopte la stationnarité comme 
hypothèse nulle, 𝑖. 𝑒. 𝑏 < 0, retient, tout comme Levin et al., l’hypothèse 
d’homogénéité des unités individuelles. Les tests consistent à expliquer une 
variable réelle y par ses valeurs retardées, les valeurs retardées des prix p (prix 
à la consommation) et les valeurs retardées d'une variable financière. C’est 
ainsi que  nous appliquons à notre équation la méthode vectorielle à correction 
d’erreur en donnée de panel PVECM suivante : 
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∆𝑅𝑒𝑣𝑖𝑡 = 𝛼𝑖 + 𝛼𝑖1𝑙𝑐𝑒𝑖𝑡 + 𝛼𝑖2𝑙𝐼𝑝𝑐𝑖𝑡 + 𝛼𝑖3𝑙𝐼𝑛𝑣𝑝𝑟𝑖𝑡 + 𝜃𝑖4𝑆𝑝𝑟𝑒𝑎𝑑𝑖𝑡
+ 𝛹𝑖𝑗𝐶𝑜𝑖𝑛𝑡𝑞𝑖𝑡−1
+ ∑ 𝛽𝑖𝑗 ∆𝑅𝑒𝑣𝑖𝑡−𝑗
𝑝
𝑗=1
+ ∑ 𝜆𝑖𝑗∆𝑙𝑐𝑒𝑖𝑡−𝑗
𝑝
𝑗=0
+ ∑ 𝜑𝑖𝑗∆𝑙𝐼𝑝𝑐𝑖𝑡−𝑗
𝑝
𝑗=0
+ ∑ 𝜌𝑖𝑗 ∆𝑙𝐼𝑛𝑣𝑝𝑟𝑖𝑡−𝑗
𝑝
𝑗=0
+ ∑ 𝜎𝑖𝑗∆𝑆𝑝𝑟𝑒𝑎𝑑𝑖𝑡−𝑗
𝑝
𝑗=1
+ 𝜃𝑖1𝑙𝐷𝑒𝑝𝑖𝑡
+ 𝜃𝑖2𝑙𝑚2𝑖𝑡 + 𝜃𝑖3𝑙𝑖𝑛𝑡𝑖𝑡 + 𝜗𝑖 + 𝛿𝑡 + 𝜀𝑖𝑡                                     (6) 
Où  ε𝑡 suit un bruit blanc ; le premier terme à droite de l’équation 
représente la déviation de l’équilibre de long terme représenté par le 
coefficient 𝛼𝑖 qui, en valeur absolue, est compris entre 0 et 1. Et avec, 𝜈𝑖𝑗  , les 
termes retardés des variables endogènes dans la dynamique de courte, 𝛼𝑖, les 
termes de la première ligne correspondent à la dynamique de court 
terme,𝛽𝑖𝑗:Les coefficients de la dynamique de court-terme de la convergence 
du modèle à l’équilibre, 𝜗𝑖  , effet pays ou (effet individuel), 𝛿𝑡 , effet 
temporel ; 𝜀𝑖𝑡 , erreur (idiosycratique). 
𝛹𝑖𝑗 , la force de rappel (représente la vitesse d’ajustement). Dans l’équation 
(1),𝑅𝑒𝑣, représente le cycle économique, en l’occurrence le ratio PIB réel/PIB 
naturel, X est un ensemble de variables de contrôle, et la principale variable 
d’intérêt est le crédit à l’économie. Dans la suite de notre article, nous avons 
retenu le rapport entre PIB réel courant et PIB réel naturel comme indicateur 
des mouvements conjoncturels dans la zone CEMAC entre 1980 et 201633. A 
l’instar de Keeler (2001), nous avons défini le PIB réel naturel comme le PIB 
réel qui aurait été obtenu si l’activité économique avait progressé à un taux 
annuel constant entre les pics séparant deux cycles.  
 
3.        Application sur les données CEMAC 
3.1.     Analyse de co-mouvement entre les variables de l’offre de crédit et   
le PIB réel 
En ce qui concerne l’analyse de co-mouvement entre les variables de 
l’offre de crédit et le PIB réel, le Tableau n°1 illustre les corrélations 
                                                        
33Eurostat, series du PIB reel trimestriel, prix constant 1995 
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dynamiques de ces variables obtenues par l’approche de concordance de 
Harding et Pagan (2002). 
Tableau 1. Corrélations dynamiques entre les composantes cycliques du crédit et du PIB 
  k= -3 k= -2 k= -1 k= 0 k= 1 k= 2 k= 3 
CAM 0,13 0,36 0,63 0,88 0,89 0,89 0,9 
RCA 0,07 0,29 0,55 0,86 0,86 0,86 0,89 
CONGO 0,22 0,46 0,72 0,72 0,79 0,85 0,88 
TCHAD 0,3 0,44 0,78 0,78 0,77 0,75 0,74 
GABON 0,21 0,21 0,68 0,9 0,91 0,91 0,89 
GEQ 0,29 0,29 0,65 0,84 0,91 0,97 0,99 
CEMAC 0,21 0,43 0,67 0,91 0,93 0,95 0,96 
Source : Auteur à partir des données de la Banque centrale et Banque mondiale 
 
L'examen de ces corrélations montre  qu'à l'échelle de l'Union, la 
composante cyclique du crédit est positivement liée à celle des fluctuations de 
l'activité économique. Il apparaît donc un comportement pro cyclique du crédit 
dans la CEMAC. Cette pro cyclicité du crédit vis-à-vis du PIB est 
contemporaine (k = 0) et fortement significative. Ce résultat  obtenu pour 
l'Union, prise dans son ensemble, montre que sur la période 1980-2016, la 
politique d'offre du crédit  des  banques  a  accompagné  l'activité  économique.  
Plus  précisément, pendant  les phases d'expansion de l'activité réelle, en raison 
des imperfections du marché du crédit, les banques ont  surestimé la solvabilité 
des emprunteurs et procédé à une forte distribution de crédits, alors qu'elles 
ont diminué le volume des crédits accordés en période de récession. Le crédit 
aurait un comportement pro cyclique et contemporain vis-à-vis de l'activité 
économique. Ce co-mouvement du crédit et de l'activité laisse supposer que le 
système bancaire de l'Union n'est pas resté neutre dans le financement de 
l'activité réelle.  
 
3.2.      Relation économétrique entre les deux cycles 
Cette sous section de l'article vise à établir un lien économétrique entre 
l’offre de crédit, les variables de contrôle et celles de cycle économique fin de 
montrer l'influence de l’offre de crédit sur les fluctuations économiques, au 
cours de la période concernée par l'étude. 
 
3.2.1.  Validation du Modèle. 
3.2.1.1.Tests de stationnarités  
A la lecture des résultats des tests de stationnarités montrent que les 
probabilités de rejeter à tort l’hypothèse nulle de racine unitaire sur les 
variables en niveau sont supérieures à 5%, pour les variables : Rev, lce, lipc, 
linvpr, lm2, lint, ldep et spread pour les tests IPS et LLC, tandis que ces 
probabilités sont quasiment nulles lorsque les mêmes tests sont implémentés 
sur leurs différences premières. Cela nous amène à conclure que ces huit  
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séries sont affectées d’une racine unitaire, ou en d’autres termes, elles sont 
intégrées d’ordre 1, I(1). Pour la série Rev et lIpc, en revanche, les tests IPS et 
LLC conduisent au rejet de l’hypothèse nulle de racine unitaire. Par 
conséquent, nous retenons au seuil critique de 5% que les séries Rev et lipc 
sont  intégrées d’ordre  I(0). (Voir annexe page 20) 
 
3.2.1.2. Test de Cointegration 
Deux variables sont cointégrées s’il existe au moins une combinaison 
linéaire de celles-ci, telle que leur combinaison donne une variable 
stationnaire, c’est-à-dire intégrée d’ordre 0. En utilisant cette définition et les 
tests développés par plusieurs chercheurs, nous testerons une éventuelle 
cointégration de nos variables. En général, les tests de cointégration sont 
effectués sur des séries chronologiques. Toutefois, les auteurs tels que Pedroni 
(1999), Kao (1999) et Westerlund (2007) ont proposé des tests de 
cointégration qui s'appliquent à des données longitudinales. 
 
3.2.1.2.1. Test de cointégration selon l’approche de Pedroni 
Le test élaboré par Pedroni (1999) s’inscrit dans le cadre des tests basés 
sur les résidus. L’utilisation des techniques de cointégration en données de 
panel permet de tester la présence de relation de long-terme entre des variables 
intégrées. L'un des avantages des tests de cointégration sur des données de 
panel est l'accroissement en terme de gain de la puissance du test. Les résultats 
montrent que les probabilités associées au Panel PP-Statistic, Panel ADF-
Statistic, Group PP-Statistic et Group ADF-Statistic sont inferieures à 5%, cela 
permet de rejeter l'hypothèse nulle d'absence de cointégration. Nous pouvons, 
de ce fait, dire qu'il existe une relation de cointégration entre le Rev, lce, 
linvpr, lipc, lm2, lint, ldep et spread. Les résultats de l’application du test de 
Pedroni sont reproduits dans le Tableau 2. 
Tableau no2. Test de cointégration selon l’approche de Pedroni 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source : Auteur à partir du logiciel Eviews 9, des données de la BEAC et Banque mondiale 
      
      Alternative hypothesis: common AR coefs. (within-dimension) 
    Weighted  
  Statistic Prob. Statistic Prob. 
Panel v-Statistic -1.446629  0.9260 -0.093924  0.5374 
Panel rho-Statistic  1.656544  0.9512  0.041251  0.5165 
Panel PP-Statistic  0.879216  0.8104 -1.285088  0.0994 
Panel ADF-Statistic  0.819843  0.7938 -1.461404  0.0720 
 
Alternative hypothesis: individual AR coefs. (between-dimension) 
  Statistic Prob.   
Group rho-Statistic  0.111503  0.5444   
Group PP-Statistic -1.773921  0.0380   
Group ADF-Statistic -1.875587  0.0304   
      
      
Pedroni (1999) 
Pedroni (2004) 
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Les résultats issus du Tableau n02, portant sur les tests (Group PP-
Statistic, Group ADF-Statistic), montrent que l’hypothèse nulle de non-
cointégration peut être rejetée à hauteur de 5 % (à l’exception des tests de  
Panel PP-Statistic et Panel ADF-Statistic) qui sont rejetées à hauteur de 10%. 
Par conséquent, ces variables peuvent être cointégrées. D’où la nécessité de 
confirmer l’existence de la cointégration par le test de  Kao (1999). 
 
3.2.1.2.2. Test de cointégration selon l’approche de KAO 
Considérons le système d'équation suivant où les variables 𝑥𝑖𝑡 et 
𝑦𝑖𝑡sont intégrées d'ordre 1.  
𝑥𝑖𝑡 =  𝑥𝑖𝑡−1 + 𝜀𝑖𝑡  
𝑦𝑖𝑡 =  𝑦𝑖𝑡−1 + 𝜗𝑖𝑡  
Soit le modèle de régression  
𝑦𝑖𝑡 =  𝛼𝑖 + 𝛽𝑥𝑖𝑡 + 𝜗𝑖𝑡                                              (8) 
A partir du modèle (9), Kao dérive deux types de test en utilisant les 
estimateurs LSDV (Least Squares Dummy Variable) , le premier  type Dickey-
Fuller  s’applique au modèle suivant :  
?̂?𝑖𝑡 = 𝜌?̂?𝑖𝑡−1 + 𝑒𝑙𝑡                                                                   (9)  
L'estimation du paramètre ρ, par la méthode des moindres carrés ordinaires, 
est donnée par l’expression ci-dessous.  ?̂? = 
∑ ∑ 𝑈𝑖𝑡𝑈𝑖𝑡−1
𝑇
𝑡=2
𝑁
𝑖=1
∑ ∑ 𝑈𝑖𝑡−1
2𝑇
𝑡=2
𝑁
𝑖=1
                         (10) 
L’hypothèse nulle stipule que ρ = 1. En supposant que l'hypothèse nulle est 
vraie, on calcule la statistique suivante donnée par l'expression  √𝑁 *(?̂? − 1). 
La seconde approche est basée sur un modèle ADF donné par l'expression ci-
dessous :  
𝜌?̂?𝑖𝑡−1 = 𝜌?̂?𝑖𝑡−1 + ∑ ø𝑗
𝑃
𝑗=1 ∆?̂?𝑖𝑡−𝑗 +  𝑒𝑖𝑡𝑝                             (11) 
où ρ est choisi de sorte que les résidus 𝑒𝑖𝑡 ne soient pas autocorrélés. Comme 
le test de Pedroni, si on ne peut rejeter l'hypothèse nulle, alors on conclut que 
les séries sont non cointégrées. A l'opposé, le rejet de l'hypothèse nulle permet 
de conclure que les séries sont cointégrées. En résumé, le test se présente de 
la façon suivante :   
H0: ρ= 1 (Absence de cointégration)  
H1: ρ < 1 (Présence de cointégration) 
Tests de cointégration sur les variables  
Ce tableau présente les résultats des tests de cointégration en panel ayant pour 
objet de tester l'existence éventuelle d’une relation à long terme entre le Rev, 
lce, linvpr, lipc, lm2, lint, ldep  et spread. 
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Tableau no 3. Kao Résiduel Cointegration 
     
        t-Statistic Prob. 
ADF   -5.154952  0.0000 
     
     Residual variance  0.024807  
HAC variance   0.028313  
     
     
     
Source : Auteur  à partir du logiciel Eviews 9, des données de la BEAC et Banque mondiale 
 
Les résultats montrent que la probabilité associée test de ADF est de 
0,04 < 5% ; cela permet de rejeter l'hypothèse nulle d'absence de 
cointégration. Nous pouvons de ce fait, dire qu'il existe une relation de 
cointégration entre le Rev, lce, linvpr, lipc, lm2, int, ldep  et spread. Les 
résultats issus du test de Kao montrent qu’il existe, effectivement, un risque 
de cointegration et de l’estimation PVECM. Une fois de plus, en s'appuyant 
sur les statistiques des deux tableaux, il convient de conclure à l'existence de 
la relation de long terme qui est confirmée par le test de KAO. 
 
3.2.1.2.3. Test de cointégration selon l’approche de  Westerlund 
Ce test est basé sur le modèle à correction d’erreur. On considère a 
priori que le processus générateur de données est un modèle à correction 
d’erreur. On effectue le test sur le paramètre qui représente la vitesse 
d’ajustement, c'est-à-dire la vitesse à laquelle le système revient à l’équilibre 
après un choc. Si le paramètre est inférieur à zéro, alors il y a une correction 
d’erreur et les variables sont cointégrées. Par contre, si la vitesse d’ajustement 
est nulle, alors on conclut qu’il ya absence de cointégration des variables.  
Les expressions des quatre statistiques sont données par les relations 
suivantes : sont les estimateurs de la variance-covariance de Newey-West. A 
l'aide de ces quatre statistiques, si on ne peut rejeter l'hypothèse nulle, on 
conclut que les variables ne sont pas cointégrées, alors le processus générateur 
de données n'est pas un modèle à correction d'erreur.  
Gt =
1
N
∑
∝̂i
S. e(∝̂i)
N
i=1
(12), Pt =
∝̂i
S. e(∝̂i)
                       (13) 
                                      Ga =
1
N
∑
∝̂i
S.e(∝̂i)
N
i=1         (14)            Pa = T ∝̂i           (15) 
Le test de cointégration de Westerlund (2008) a été réalisé sur la série 
en deux étapes. A la première étape, le test ne permettait pas de rejeter 
l’hypothèse nulle. La deuxième étape, qui contrôle l’auto-corrélation des 
erreurs en réalisant un bootsrap des valeurs critiques, pour obtenir des 
statistiques robustes, a permis d’obtenir les résultats résumés dans le Tableau 
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4. Ces résultats suggèrent que l’hypothèse de non cointegration peut être 
rejetée au seuil de 5%. 
Tableau 4. Test de cointégration de Westerlund 
Statistic Value Z-value P-value 
Gt -3,332 -2,276 0,011 
Ga -11,743 -0,388 0,651 
Pt -13,764 -7,848 0,000 
Pa -25,300 -5,167 0,000 
Source : Auteur à partir du logiciel STATA 14 
Avec :- G ∶ groupe,Pooled  ou panel standard (P), a :  Pays et t : Temps. 
 
Trois statistiques (Gt, Pt, Pa) sur quatre nous permettent de conclure 
l'existence de cointégration entre les variables.  
Sur les quatre tests, trois sont normalement distribués et accommodent 
assez bien les dynamiques individuelles de courte période, les tendances, les 
paramètres spécifiques aux individus et les dépendances intra individus. Les 
deux premiers tests permettent de tester l’hypothèse nulle d’absence de 
cointégration contre l’hypothèse alternative, selon laquelle le les variables, 
dans leur ensemble, sont cointegrées, alors que les deux derniers testent 
l’alternative d’existence d’un individu pour lequel les variables sont 
cointegrées. Nous adoptons le test de cointegration pour tester l’existence 
d’une relation de long terme entre les variables de notre modèle.  
 
3.3.      Résultats du modèle estimé 
L'objectif principal de cette sous section est d'évaluer les effets de 
l’offre de crédit  sur le cycle économique de la CEMAC. Pour estimer les effets 
de l’offre de crédit sur le cycle économique, nous avons utilisé une technique 
du modèle à correction d'erreur en panel à version ARDL grâce à la méthode 
de Pooled Mean Group développé par (Pesaran, Shin & Smith, 1999) sous 
Eviews 9. A la lecture des résultats du Tableau no7 (voir annexe test de 
stationnarités)  ci-dessus, les probabilités de rejeter à tort l’hypothèse nulle de 
racine unitaire sur les variables en niveau sont supérieures à 5%, tandis que 
ces probabilités sont quasiment nulles lorsque les mêmes tests sont 
implémentés sur leurs différences premières. Cela nous amène à conclure que 
ces huit séries sont affectées d’une racine unitaire, ou en d’autres termes, elles 
sont intégrées d’ordre  I(0) et I(1).  
  Les résultats de l'estimation se présentent en deux phases, à savoir les 
effets des variables à long terme et ceux à court terme dans la CEMAC. 
L’estimation se fait par l’estimateur du Pooled Mean Group (PMG), dans la 
mesure où il présente un avantage dans le traitement des panels dynamiques 
pour lesquels le nombre d’observations temporelles T est aussi grand que celui 
des individus N (Pesaran et al., 1999). Il offre, en effet, la possibilité d’estimer 
une relation de long terme entre différentes variables, sans précautions 
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préalables au sujet de la stationnarité ou même l’existence d’une relation de 
cointégration entre ces dernières. Pour ce faire, l’estimateur est conçu sur 
l’hypothèse que la constante du modèle, de même que les coefficients de court 
terme et les variances des erreurs, peuvent différer selon les individus, les 
coefficients de long terme étant cependant contraints d’être identiques. Nous 
allons nous servir du Tableau 6 (cf. Annexe) pour présenter les résultats des 
effets de l’offre de crédit sur le cycle économique dans la CEMAC. 
En outre, le coefficient d’ajustement fourni au (Tableau no 6 au annexe) 
de cointeq01 est négatif et significatif. Ce qui prouve l’existence d’une force 
de rappel de l’offre de crédit  vers son niveau d’équilibre, et la stabilité de la 
relation de long terme. Les résultats présentés dans le tableau ci-dessus 
permettent d’illustrer, pour chaque pays de notre échantillon, les évolutions 
jointes des variables monétaires, financières et réelles. 
5.         Discussion  
Cette section vise à analyser les résultats obtenus à partir du logiciel 
Eviews 9. Cette discussion nous permet de capter les effets de court et long 
terme des variables monétaires et réels de crédit sur le cycle économique. 
 
5.2.1.   Interprétation des résultats du modèle de long-terme  
Sur les huit variables introduites dans notre modèle, seuls l’offre de 
crédit, le taux d’inflation, le spread de taux d’intérêt et la structure des 
dépenses d’investissement expliquent le cycle économique, à savoir le rapport 
entre PIB réel observé et PIB réel naturel représenté par le (Rev). 
Les hypothèses portant sur l’évolution du spread de taux d’intérêt et du 
taux d’inflation tendent à être confirmées empiriquement. Le signe négatif des 
coefficients associés à chacune de ces variables est, en effet, conforme au 
signe attendu par la théorie autrichienne. Notre modèle aboutit à la conclusion 
qu’une augmentation du spread entraîne une diminution du ratio entre PIB 
observé et PIB naturel. En d’autres termes, l’accroissement de l’écart entre 
taux à long terme et taux à court terme tend à réduire l’écart entre PIB observé 
et PIB naturel, réduction reflétant une accélération de l’activité économique 
pour retrouver son niveau naturel. 
Ce résultat confirme donc l’hypothèse autrichienne centrale selon 
laquelle l’expansion est générée par une baisse du taux d’intérêt sous son 
niveau naturel et dure jusqu’à ce que cet écart se soit résorbé. Autrement dit, 
la baisse théorique du taux de spread au cours de l’expansion se trouve 
empiriquement étayée. Considérons la structure des dépenses 
d’investissements relatives ; le signe positif du coefficient, qui lui est associé, 
signifie également qu’une augmentation des dépenses d’investissement 
entraîne une augmentation du rapport entre PIB réel observé et PIB naturel. 
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En d’autres termes, l’accroissement des dépenses d’investissement tend à 
augmenter  l’écart entre PIB observé et PIB naturel.  
La création excessive de l’offre crédit fait baisser le taux d'intérêt du 
marché en dessous du taux d'intérêt d'équilibre, ce qui entraine l’augmentation 
des investissements à un niveau important dans les industries de biens 
d'équipements et impose une épargne forcée dans celles dont les profits sont 
inférieurs à l'inflation (Hayek, 1933). Friedrich Hayek s'appuie sur la théorie 
de la structure de la production initiée par  Böhm-Bawerk (2002), qu’il qualifie 
cette théorie de théorie du mal-investissement. Car les modifications dans 
l'industrie des biens d'équipement n’ont  rencontré qu’un faible niveau de 
demande qui n’est pas proportionnelle. Aussi, beaucoup de projets se sont 
arrêtés avant leur maturité. Ce qui accélère la crise observée de 2014 à ce jour 
dans l’Union monétaire. 
En ce qui concerne la structure des dépenses d’investissement 
relatives, le signe positif du coefficient constaté signifie qu’une augmentation 
des dépenses d’investissement entraîne une augmentation du rapport entre PIB 
réel observé et PIB réel naturel. En d’autres termes, l’accroissement des 
dépenses d’investissements tend à augmenter  l’écart entre PIB observé et PIB 
naturel dans l’ensemble des pays de la CEMAC.  
 
5.2.2.  Interprétation  des résultats du modèle à court terme 
Les variables monétaires et financières de l’année courante composées 
de la masse monétaire, les dépôts bancaires et le taux d’intérêt directeur 
influencent négativement, à des faibles proportions, le cycle économique de la 
CEMAC, à savoir l’écart entre PIB observé et PIB naturel. Ce qui montre bien 
que le coût du crédit par les banques joue un rôle négatif dans la transmission 
de la politique monétaire dans les pays de la CEMAC. Ce taux justifie  le 
tarissement des sources essentielles de la création monétaire qu’est le crédit. 
En outre, le coût de financement des ressources des entreprises est élevé dans 
la CEMAC. Il enregistre des lors un choc négatif qui se traduit par une 
dégradation de la position bilancielle des entreprises dans la CEMAC. Cette 
augmentation des risques pousse les banques commerciales exploitant dans la 
CEMAC, à augmenter la prime de risque  qui conduit à une raréfaction de 
crédit et à un faible niveau des investissements à court terme. Donc, une  
hausse des taux d'intérêt débiteur  se traduit  par une faible augmentation de 
l'offre des crédits par les banques. Celle-ci résulterait de l'incertitude sur la 
solvabilité de certains clients, à la suite de l'augmentation du risque induite par 
la hausse du crédit. 
 C'est ainsi que Stiglitz et Weiss (1981) ont montré  qu'en présence 
d'une information asymétrique entre prêteurs et emprunteurs, les variations 
des taux débiteurs bancaires ne permettent pas un apurement efficace du 
marché du crédit. Dans une telle situation, le rationnement du crédit, qui est la 
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seule réponse optimale aux variations de taux d'intérêt débiteurs impulsés par 
les autorités monétaires, entraîne une diminution de la demande via la baisse 
de l'investissement. Toutefois, le caractère des politiques monétaires de la 
CEMAC conduit à une contraction du crédit bancaire, qui s'ensuit, à un faible 
niveau de l'investissement, déprimant ainsi l'activité économique. Ramsey 
(1993) reconnaît qu'une modification de politique monétaire induit un 
changement rapide de l'agrégat M2, il précise cependant que le crédit bancaire 
et la production réagissent avec des délais plus ou moins importants, ceci 
l'amène à conclure à une efficacité supérieure du canal de la monnaie et à un 
rôle marginal du canal du crédit. En revanche, selon les monétaristes, la 
politique monétaire a un rôle actif sur l’écart entre PIB observé et PIB naturel. 
De leur point de vue, la politique monétaire restrictive entraîne une diminution 
des prix relatifs des actifs monétaires, financiers et réels. Cela se traduit par 
une modification  des dépenses d'investissement, mais également des stocks 
réels accumulés. Ainsi pour Friedman (1968 ; 1969), à court terme les 
variations de la quantité de monnaie peuvent avoir des effets temporaires réels 
à cause de la rigidité initiale des prix.  
Les politiques monétaires menées en zone CEMAC ont  provoqué un 
boom qui s'est terminé en puissante récession dans la zone CEMAC. Cette 
création monétaire a provoqué des investissements en amont du cycle de 
production. C’est ainsi que Lionel (1934) souligne  que les marges des 
entreprises, en amont du cycle,  augmentent  beaucoup plus que celles des 
entreprises situées en aval du cycle. En d'autres termes, les industries les plus 
éloignées de la consommation finale voient leurs marges augmenter plus que 
celles plus proches du consommateur. Ce qui signifie que les investissements 
se sont dirigés en amont du cycle, et donc que le détour de production 
s'allonge. La création monétaire excessive a perturbé la structure de 
production qui se fait en plusieurs étapes au cours du temps,ce que l’école 
autrichienne appelle le détour de production. Ce détour a comporté plus  
d’étapes. Le niveau de surliquidité constatée a favorisé  un détour plus long. Il 
y avait plus d’argent disponible pour l’investissement. La création monétaire 
a allongé  artificiellement le détour de production. Elle a créé d’abord une 
croissance à la période décalée de 2 puis une récession à la période décalée de 
1 ; car les entrepreneurs, trompés par la création monétaire, ont fait des mal-
investissements. Pour que la crise s’estompe, il n’y a pas d’autres solutions 
que de laisser l’économie résorber les mal investissements à long terme. 
 
5.2.3. Analyse de la performance de l’offre de crédit sur les cycles 
économiques   
L’analyse de la performance de l’offre de crédit sur les cycles 
économiques vise à mettre en évidence la problématique du rationnement de 
crédit développée dans la littérature de Cont et Bruyère (2004) qui notent que 
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« le spread de crédit et le niveau des taux d'intérêt sont positivement corrélés. 
Ce phénomène s'explique dans la mesure où une hausse des taux d'intérêt 
entraîne une augmentation de la dérive du processus de la variable V (valeur 
de la firme), ce qui diminue la probabilité de défaut de la firme ». On trouve 
aussi cette idée exprimée dans Collin-Dufresne et Goldstein (2001). Les 
résultats de Leland et Toft (1996) en matière de duration reposent en grande 
partie, sur ce même effet supposé. 
Tableau no5. Corrélation entre le taux de spread et le taux d'intérêt directeur 
  SPEAD_CAM SPEAD_RCA SPEAD_CONG INT_TCHAD SPEAD_GAB SPEAD_GEQ 
INT_CAM 0.4329***    X  X  X  X 
  0.0074  X         
INT_RCA  X 0.3581***  X  X  X  X 
    0.0295         
INT_CONG  X  X 0.2960***  X  X  X 
     0.0752       
INT_TCHAD  X  X  X 0.2960**  X  X 
        0.0752     
INT_GAB  X  X  X X 0.3862***  X 
          0.0182   
INT_GEQ  X  X  X  X  X 0.5846*** 
            0.0001 
Source : Auteur à partir du logiciel Eviews 9, des données de la BEAC et Banque mondiale 
 
La corrélation positive entre le taux de spread d’intérêt et le taux 
d’intérêt bancaire montre le caractère crucial de la perception du risque par les 
banques. De même, les liens entre activité et marges bancaires dont celles-ci 
représentent la rémunération de l'activité d'intermédiation ou le différentiel de 
rémunération entre catégories de crédit, démontrent l'influence du crédit 
bancaire sur le cycle. Le comportement des banques influence la transmission 
des politiques crédits dans la CEMAC. Il agit sur les quantités, les crédits 
distribués, les prix, les taux d'intérêt demandés. Deux raisons laissent penser 
que le spread de taux d'intérêt bancaire explique l’écart entre PIB observé et 
PIB naturel de la CEMAC. 
 
6.         Conclusion 
Cet article s’est donné pour objectif de montrer que l’offre de crédit 
entretient les fluctuations économiques dans la CEMAC. La mise en évidence 
d’une telle relation a permis d’identifier la nature du co-mouvement entre les 
variables de l’offre de crédit, d’une part, et de mettre en évidence les effets de 
l’offre de crédit sur le cycle économique, d’autre part. 
Les résultats montrent que la composante cyclique du crédit est 
positivement liée à celle de l’activité dans tous les pays de l'Union. Ce résultat 
signifie qu'au cours de la période considérée (1980-2016), le crédit  a été pro 
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cyclique vis-à-vis de l'activité. En outre, nous avons dégagé une relation 
économétrique de long terme entre la variable représentative du cycle (le ratio 
PIB réel/PIB naturel) et quatre autres variables explicatives : l’offre de crédit, 
l’IPC, les dépenses d’investissements privés et le spread de taux d’intérêt. La 
mise en évidence d’une telle relation de long terme a pris la forme de 
l’estimation d’un modèle à correction d’erreur à version ARDL en données de 
panel à effets fixes construit à partir d’observations annuelles couvrant la 
période 1980-2016 pour six pays (Cameroun, Congo, Gabon, RCA, Tchad, 
Guinée Équatoriale).  
De l’analyse de cette relation, il s’ensuit principalement que deux des 
déterminants « autrichiens » cités (les dépenses d’investissement privées et 
l’offre de crédit)  influencent positivement le cycle économique. Cependant, 
l’IPC et le spread de taux d’intérêt contribuent négativement et 
significativement à l’explication des cycles économiques dans cette union 
monétaire. Ce résultat confirme donc l’hypothèse autrichienne centrale selon 
laquelle l’expansion est générée par une baisse du taux d’intérêt sous son 
niveau naturel et dure jusqu’à ce que cet écart se soit résorbé. Autrement dit, 
la baisse théorique du spread au cours de l’expansion se trouve empiriquement 
étayée. 
La création excessive de l’offre crédit fait baisser le taux d'intérêt du 
marché en dessous du taux d'intérêt d'équilibre. Cela a provoqué  des 
investissements importants  dans les industries de biens d'équipements et a 
imposé une épargne forcée dans celles dont les profits sont inférieurs à 
l'inflation (Hayek, 1933). En guise d’implication, les autorités monétaires et 
bancaires doivent  réduire les difficultés d’accès au crédit pour les PME en 
rendant des ressources longues disponibles, liées au coût du crédit, et exiger 
aux entreprises de fiabiliser des documents financiers. Les résultats obtenus 
dans cet article méritent d’être approfondi. C’est la raison pour laquelle, nous 
considérons qu’une perspective peut être ouverte, celle d’analyser les 
conditions d’optimalité des politiques de l’offre de crédit capable de faire 
valser les cycles économiques. 
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Annexe 
Tableau no6. Estimation des effets de l’offre de crédit sur le cycle économique 
     
Variable Coefficient Std. Error t-Statistique Prob.* 
     
      Long Run Equation   
     
     LCE 0.137875 0.065950 2.090614 0.0400 
LIPC -0.416385 0.160378 -2.596275 0.0114 
LINVPR 0.953300 0.210007 4.539367 0.0000 
SPREAD -0.017634 0.004358 -4.046771 0.0001 
     
      Short Run Equation   
     
     COINTEQ01 -1.221006 0.429270 -2.844377 0.0058 
D(REV(-1)) 0.511368 0.274023 1.866148 0.0660 
D(REV(-2)) 0.021982 0.201131 0.109292 0.9133 
D(REV(-3)) 0.073070 0.156652 0.466449 0.6423 
D(LCE) 5.019523 5.001777 1.003548 0.3189 
D(LCE(-1)) 3.618220 3.682579 0.982523 0.3290 
D(LCE(-2)) 1.575627 1.604471 0.982023 0.3293 
D(LCE(-3)) 0.568869 0.600449 0.947406 0.3465 
D(LIPC) 8.653385 7.782679 1.111877 0.2698 
D(LIPC(-1)) 3.483167 5.891841 0.591185 0.5562 
D(LIPC(-2)) 3.887284 2.414659 1.609868 0.1117 
D(LIPC(-3)) 14.76101 16.71303 0.883203 0.3800 
D(LINVPR) 15.03534 15.31502 0.981738 0.3294 
D(LINVPR(-1)) 21.52623 21.58349 0.997347 0.3218 
D(LINVPR(-2)) 10.95485 11.05810 0.990663 0.3251 
D(LINVPR(-3)) 6.244768 6.299157 0.991366 0.3247 
D(SPREAD) -0.013504 0.061054 -0.221175 0.8256 
D(SPREAD(-1)) 0.178336 0.154881 1.151439 0.2533 
D(SPREAD(-2)) 0.086359 0.056537 1.527465 0.1309 
D(SPREAD(-3)) 0.090115 0.072672 1.240026 0.2189 
LDEP -1.622395 1.526289 -1.062967 0.2913 
LM2 -0.702714 1.082158 -0.649364 0.5181 
LINT -9.001722 9.254338 -0.972703 0.3339 
C 27.02461 31.04778 0.870420 0.3869 
     
     Mean dependent var 0.026874 S.D. dependent var 3.859057 
S.E. of regression 1.695865 Akaike info criterion 0.002073 
Sum squared resid 212.8208 Schwarz criterion 2.270525 
Log likelihood 147.7699 Hannan-Quinn criter. 0.917933 
     
     *Note: p-values and any subsequent tests do not account for model 
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Tableau no 7. Résultats des tests de racine unitaire en panel sur la CEMAC 
 A Niveau En différence première 
Variables 
  St- IPS Prob Décision St- LLC Prob 
Décisio
n St- IPS Prob Décision 
St- 
LLC Prob Décision 
lce 
Inter 
2.13234 0.9835 Acceptée H0 2,26433 0,98820 
Acceptée 
H0 -6.6936 0.0000 Rejetée H0 6.50101 0.0000 Rejetée H0 
Trend 
1,57095 0,9419 Acceptée H0 0,83210 0,7973 
Acceptée 
H0 5.77718 0.0000 Rejetée H0 5.77718 0.0000 Rejetée H0 
ldep 
Inter 
3,2765 0,9995 Acceptée H0 0,67613 0,7505 
Acceptée 
H0 -173179 0,0000 Rejetée H0 
-
17,3814 0,0000 Rejetée H0 
Trend 0,17158 0,5681 Acceptée H0 1,03046 0,1514 
Acceptée 
H0 -166335 0,0000 Rejetée H0 
-
156449 0,0000 Rejetée H0 
linvpr 
Inter -1.25067 0.1055 Acceptée H0 -0.73696 0.0105 Rejetée H0 -12.22 0.0000 Rejetée H0 -12.134 0.0000 Rejetée H0 
Trend 
-1.55254 0.0603 Acceptée H0 -0.4442 0.3284 
Acceptée 
H0 -11.12 0.0000 Rejetée H0 -10.811 0.0000 Rejetée H0 
lint 
Inter 
11,883 1,0000 
Acceptée H0 
 12,3807 1,0000 
Acceptée 
H0 -12,5807 0,0000 
Rejetée H0 -
8,03587 0,0000 
Rejetée H0 
Trend 
7,2352 1,0000 
Acceptée H0 
4,32604 1,0000 
Acceptée 
H0 -9,88276 0,0000 
Rejetée H0 
17,5126 1,0000 
Rejetée H0 
spread 
Inter 
8,24368 1,0000 
Acceptée H0 
8,15621 1,0000 
Acceptée 
H0 -9,12337 0,00000 
Rejetée H0 -
10,5139 0,0000 
Rejetée H0 
Trend 
7,69443 1,0000 
Acceptée H0 
4,93412 1,0000 
Acceptée 
H0 -10,6240 0,00000 
Rejetée H0 -
11,5618 0,0000 
Rejetée H0 
lipc 
Inter 
-0,29205 0,3851 
Acceptée H0 
2,76564 0,0028 
Rejetée H0 
-8,70402 0.0000 Rejetée H0 
-
8,71557 0.0000 Rejetée H0 
Trend 
-2,67901 0,0037 
Rejetée H0 
2,58525 0,0049 
Rejetée H0 
-7,65597 0.0000 Rejetée H0 
-
8,86855 0.0000 Rejetée H0 
lpib 
Inter 
2,13234 0,9835 
Acceptée H0 
3.60752 0.9998 
Acceptée 
H0 -6,4620 0,0000 
Rejetée H0 
6,52606 0,0000 
Rejetée H0 
Trend 
-0,94243 0,3250 
Acceptée H0 
-0,4538 0,3250 
Acceptée 
H0 -4.9555 0,0000 
Rejetée H0 
3,90903 0,0000 
Rejetée H0 
lm2 
Inter 
 2.76280 0.9971 
Acceptée H0 
1.1899 0.883 
Acceptée 
H0 -5.651 0.0000 
Rejetée H0 
-4.288  0.00 
Rejetée H0 
Trend 
0.68247 0.7525 
Acceptée H0 
-0.441 0.329 
Acceptée 
H0 -4.209 0.0000 
Rejetée H0 
-3.243  0.00 
Rejetée H0 
Rev 
Inter 
-2.72507 0.0032 
Rejetée H0 
0.55992  0.7122 
Acceptée 
H0 --9.53346 0.0000 
Rejetée H0 
-5.5466  0.0000 
Rejetée H0 
Trend 
-2.15125  0.0157 
Rejetée H0 
1.29852  0.9029 
Acceptée 
H0 -8.41016  0.0000 
Rejetée H0 
-5.2708  0.0000 
Rejetée H0 
Source: Auteur,  à partir du logiciel Eviews 9 et des données de la BEAC et Banque mondiale 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
