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Consider the exterior boundary value problem (V* + k’) u = 0, in R, k > 0. 
u lr. = k where T is a smooth closed connected surface in Ip’, 
u - exp(ik 1x1) Ixl-‘f(k, n) as Ix/ + co, n =x lx]-‘, f is called the radiation 
pattern. We prove that when h runs through any dense set in L’(r) the 
corresponding radiation pattern f(k, n) runs through a dense set in L*(S’) for any 
k > 0, where S* is the unit sphere in P’. 
1. INTRODUCTION 
Let D c R’ be a bounded domain with a smooth closed connected 
boundary r, and let Q be the exterior domain. Let 
(V2 + k2) u = 0 in Q, k > 0, u = h(s) on I-, (1) 
u -Sb k) exW Ix D/lx I as /xl--* co, n =x/ix]. (2) 
The function f is the radiation pattern (scattering amplitude). 
The inverse problem of finding the obstacle r from the knowledge of 
f(n, k) was studied by many authors, and usually h(s) is taken as 
h = -uO = -exp{ik(v, s)}, where v is the unit vector in the direction of 
propagating of the incident plane wave u,,. In this case f=f(n, k, v). It is 
well known that r is uniquely defined iff(n, k, V) is known for n, v such that 
I = (n ~ v)/]n ~ v/ runs through the unit sphere S2 and all sufficiently large 
k. This result (in two-dimensional space) was obtained by J. Keller [ 11, who 
showed using geometrical optics that the Gaussian curvature of the convex 
smooth surface r can be determined from the above date. By Minkowski’s 
theorem [2] the Gaussian curvature determines the convex smooth r 
uniquely. This only proves uniqueness of the solution of the inverse problem 
because there is no constructive way for finding r from the knowledge of the 
Gaussian curvature. In [3, p. 2231 and [6] the author showed that the 
support function a(l) of the convex centrally symmetric body D can be deter- 
mined constructively from the above data. This gives a constructive way for 
solving the inverse problem. Indeed, a(l) is the semiwidth of D in the 
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direction 1, I= (a,, a*, a,), 111 = \/ a: + ai -t a: = 1, and the parametric 
equation of r is xj = &2(/)/a a., i <j < 3. For example, if D is a ball with 
radius R, then a(l) = R dm, &z(l)/aaj = Raj, 1 <j < 3. This is 
the parametric equation of the sphere with radius R. In [3, p. 3081 and [7] 
there is a general discussion of the inverse radiation problem in the elec- 
tromagnetic case and it is shown that the radiation pattern in general does 
not define the sources of the field uniquely, although in most of the concrete 
problems considered the uniqueness theorem holds (because of some 
additional assumptions made). In the scalar case the inverse problem is over- 
determined: the equation of the surface r can be written as r = R(n) in the 
spherical coordinates (assuming r is star shaped, i.e., there is a point in D 
from which every point of r can be seen), and R(n) is a function of two 
variables, say, n = ~(6, d), whilef(k, n) is a function of three variables. The 
uniqueness theorem is not proved for the case when k is fixed. One should 
describe the properties of the boundary data h(s) in the statement of the 
inverse problem of finding r from the knowledge off(k, n) =f(k, n; h(s)). A 
trivial but often used remark is that f(k, n) is an entire function of k (of 
exponential type, i.e., If(k, n)] < c exp(a 1 k(), c > 0, a > 0) and therefore’the 
knowledge of f(k, n) for some interval k, < k < k,, k, > k, determines 
f(k, n) for all 0 < k < 03. 
The problem to be discussed below is as follows: if h(s) runs through a 
dense set of L’(T) and k > 0 is fixed then is the set of the corresponding 
radiation patterns {f(k, n; h(s))} dense in L2(S2)? 
The answer to this question is yes. In the literature [4] one can find the 
opposite answer. The example given in [4] to support the negative answer is 
as follows: if the initial field in the two-dimensional space is 
ui = C,“=O J,(kr)[a, cos n@ + b, sin n#], where a,, b, are numbers and J,, is 
the Bessel function, then the scattered field is 
(1) u, = _ c 4 W-1 J&4 
H;“(ka) 
(a, cos n# + b, sin nQ). r > a. 
tl=O 
If D is a circle with radius a and ka is the root of J,(x) for some index 
n = m, then U, is orthogonal in L*(S’), where S’ is the unit circle, to cos rn# 
and sin m#, and therefore the radiation pattern is orthogonal to cos md and 
sin mq5. The explanation is that the set of hi(s) = ui JTYa, r= {s: Is] = a}, does 
not run through a dense set in L*(r): the set of hi is orthogonal to cos m$ 
and sin m+ In [4] a question was asked if an analogous example can be 
constructed for any closed curve and not only for a circle. The answer is yes. 
This will be explained below. 
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2. STATEMENT OF THE RESULTS 
THEOREM 1. Let D c R” be a bounded domain with a smooth closed 
connected boundary K Let h(s) in (1) run through a dense set of L’(T). Then 
the set of the corresponding radiation patterns is dense in L2(S2). 
THEOREM 2. The set of functions 
Th = 
i 
exp{-ik(n, s)} h(s) ds, k > 0, (3) r 
is dense in L2(S2) when h runs through a dense set of L’(T) if k2 is not an 
eigenvalue of -A,, the Dirichlet Laplacian in D. If kZ is an eigenvalue of 
-A,, then 
codim cl Ran T* = r, (4) 
where T* is the adjoint operator, Ran T = range of T, cl denotes the closure 
in L2(S2), and r is the dimension of the eigenspace of -A, corresponding to 
the eigenvalue k2. 
3. PROOFS 
Both Theorems will be proved simultaneously. 
Case 1. Let k2 be not an eigenvalue of -A, in D. Then the unique 
solution of the problem (l)-(2) can be written as 
u= 
i 
exp(ik jx - sf) 
r 4nlx-sl 
a(s) ds, 
the radiation pattern is 
f (k n> = (471)-l jr exp{ -ik(n, s)} a(s) ds, (6) 
and a is the unique solution of the equation 
Aa=h, Aa= exp(ik(s-s’1)(4z(s-s’()-I a(s’) 
! (7) r 
It is known that if k* is not an eigenvalue of -A, then A is a bijection of Hq 
onto Hqil, where Hq = W!(r) is the Sobolev space (see, e.g., [3, p. 2881). If 
h runs through a dense set of Ho = L=(T), then a = A -‘h runs through a 
dense set of H-‘. 
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Suppose that there exists a function g(n) E L*(S*) such that 
I gf(k, n) dn = 0. S= 
Then 
g(n) exp{-ik(n, s)} dn = 0. (8) 
Since c runs through a dense set it follows from (8) that 
Let 
I g(n) exp{-ik(n, s)} dn = 0, s E I-. (9) S2 
V(X) = i g(n) exp( -ik(n, X)} dn. (10) 
Js 
Assume u f 0 in D. We have 
(V* + k*) v = 0 in D,u],=O. (11) 
The boundary condition in (11) follows from (9). Thus k2 is an eigenvalue of 
-A,. This is a contradiction which proves that v E 0 in D. If u E 0 in D then 
u = 0 in R3 (being a solution to elliptic (Helmholtz’s) equation in R’). 
Therefore, g = 0. To see this one can either use the uniqueness theorem for 
the Fourier transforms for distributions or prove it directly, using the 
expansion of exp(-ik(n, x)} in the spherical harmonics and deriving that 
g(n) is orthogonal to all of the spherical harmonics. This concludes the case 
when k* is not an eigenvalue of -A,. 
Case 2. Let k* be an eigenvalue of -A,. Let us take a ball B,c D such 
that k* is not an eigenvalue of -A, , where D,= D\B,. This is possible. Let 
G, be the Green function of the Di&hlet Laplacian in R” \B,. This function 
can be constructed explicitly. In [5] it was proved that 
G&x, Y, k) - 
ewWxl) 4(n,y k) 
4X]X] ’ 
as (xl + co, x . Ix/-’ = n, (12) 
where #(n,u, k) is the solution to the scattering problem (distorted plane 
wave) and the dependence Q on E is supressed: 
(V* + k*) 4 = 0 in R3\B,=f2,, #=O onaB,, 
Q(n, Y, k) = ev{--ik(n, y)) + w 
(13) 
(14) 
409/98/l-7 
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where v/ satisfies the radiation condition. Let us repeat the argument given in 
Case 1 for 
u(x) = j G&x, s, k) a(s) ds. (15) 
I- 
This yields 
J 
g(n) #(n, s, k) dn = 0, s E l-, (16) 
s* 
(17) 
(V+k’)v=O in D,, v lrE = 0, r, = TV 3B,. (18) 
Since k* is not an eigenvalue of -AD, it follows from (18) that v = 0 in D,. 
The rest of the argument is the same as in Case 1. Another way to deduce 
the implication 
I g(n) @(n, x, k) dn = 0, VxER,*g=O, (19) s 
is as follows. Multiply (19) by an arbitrary smooth and rapidly vanishing at 
infinity function a(x) and integrate over QE to obtain 
J 
dn g(n) b(n) = 0, Vb, b=j a(x) @(n, x, k) dx. (20) .s I*, 
When a(x) runs through the set of all smooth rapidly decreasing at infinity 
functions the set of the corresponding b is dense in H’(lR3) and the set of 
their restrictions on S is dense in L*(S*). Therefore, (20) implies that g = 0. 
This proves Theorem 1 and the first part of Theorem 2. 
In order to prove (4) let us take g(n) I cl Ran T, where the bar denotes 
complex conjugation. Then (9) holds and g generates by formula (10) a 
solution to problem (11). If g, ,..., g, are linearly independent (in L*(S*)) 
then the corresponding vi ,..., 0, are linearly independent (in L’(D)). Indeed, 
if v = XI=, cjuj(x) = 0 in D then the corresponding g = Cs-, cj gj = 0 and, 
since g, +.- g, are linearly independent, all of c,i = 0. Thus 
V’ E codim cl Ran T < r, where r is the number of linearly independent 
solutions to (11). Let us prove that r < Y” = dim N(T), where N(T) = 
{h: Th = 0). Let v f 0 be a solution to (11). Then u = %/3Ni f 0 (because 
of the uniqueness of the solution to the Cauchy problem for elliptic 
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equations). Here and below av/~YN~(av/aN~) denotes the limit values of the 
normal derivative on r from the interior (exterior). Let 
exp(iklx-s]) 
w=jl 4n,x--s, 4s)ds. 
It is well known (see, e.g., [3, p. 2401) that 
av Au-a a0 
aiv,=2’ 
-= 
aNi 
y, Ao = .i, & ex;$;sm-l;‘) a(r) dt. (21) 
5 
Thus 
au Ao+a Au-u av 
-- 
u=F- 2 
*O=-=- 
2 aN, . (22) 
Since v(x) satisfies the radiation condition and solves the problem 
(V2 + k2) v = 0 in Q, k > 0, $- = 0, (23) 
c I 
one concludes that v = 0 in Q. 
Therefore. 
1 u(s) exp (-ik(n, s)} ds = 0, Qn E S’. (24) r 
Thus To= 0, u $0. But codim cl Ran T* = dim N(T). Thus r< v”. We 
proved that v’ < Y < v”. Note that codim cl Ran T = dim N(T*) = v’. Let us 
show that r = v”. Let u E N(T), i.e., (24) holds. Then the function (5) is of 
order O(]x(-*) as ]x] + 03 and therefore u E L’(Q). This implies (regardless 
of the boundary condition on r) that u = 0 in 0 (see, e.g., 13, p. 298 1). 
Therefore, &/aN, 1,. = 0, u 1,. = 0, and u = &laN, - au/aN, = au/aN,. Thus 
u(x) is a solution to (1 l), and v” < r. Therefore, v” = r. 
It is not clear if v’ = v”. If r is a sphere then v’ = v”. 
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