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In magnetized plasma physics, almost all developed analytic theories assume a Maxwellian dis-
tribution function (MDF) and in some cases small deviations are described using the perturbation
theory. The deviations with respect to the Maxwellian equilibrium, called kinetic effects, are required
to be taken into account specially for fusion reactor plasmas. Generally, because the perturbation
theory is not consistent with observed steady-state non-Maxwellians, these kinetic effects are numer-
ically evaluated by very CPU-expensive codes, avoiding the analytic complexity of velocity phase
space integrals. We develop here a new method based on analytic non-Maxwellian distribution
functions constructed from non-orthogonal basis sets in order to (i) use as few parameters as possi-
ble, (ii) increase the efficiency to model numerical and experimental non-Maxwellians, (iii) help to
understand unsolved problems such as diagnostics discrepancies from the physical interpretation of
the parameters, and (iv) obtain analytic corrections due to kinetic effects given by a small number
of terms and removing the numerical error of the evaluation of velocity phase space integrals. This
work does not attempt to derive new physical effects even if it could be possible to discover one from
the better understandings of some unsolved problems, but here we focus on the analytic prediction
of kinetic corrections from analytic non-Maxwellians. As applications, examples of analytic kinetic
corrections are shown for the secondary electron emission, the Langmuir probe characteristic curve,
and the entropy. This is done by using three analytic representations of the distribution function:
the Kappa (KDF), the bi-modal or a new interpreted non-Maxwellian (INMDF) distribution func-
tion. The existence of INMDFs is proved by new understandings of the experimental discrepancy
of the measured electron temperature between two diagnostics in JET. As main results, it is shown
that (i) the empirical formula for the secondary electron emission is not consistent with a MDF due
to the presence of super-thermal particles, (ii) the super-thermal particles can replace a diffusion
parameter in the Langmuir probe current formula and (iii) the entropy can explicitly decrease in
presence of sources only for the introduced INMDF without violating the second law of thermody-
namics. Moreover, the first order entropy of an infinite number of super-thermal tails stays the same
as the entropy of a MDF. The latter demystifies the Maxwell’s demon by statistically describing
non-isolated systems.
The observation of non-equilibrium distribution func-
tions is possible in a large number of areas other
than laboratory plasma physics such as in astrophysics
plasmas, hydrodynamic fluids and molecular dynamics,
atomic physics, condensed matter, chemical reactions
and in statistics (see Refs. [1–5]). We focus here on
laboratory plasma physics with charged particles in a
magnetic field relevant to tokamaks and spherical toka-
maks for the purpose of energy production by fusion en-
ergy. Some phenomena occurring in these devices break
the symmetry of the Maxwellian distribution function
(MDF) such as radio-frequency wave heating, neutral
beam injection, ion orbit loss or simply boundary and
external conditions (plasma-surface interaction, exter-
nal magnetic field configuration, etc) (see Refs. [6–13]).
Another phenomenon that is highly relevant to future
fusion reactors is the self-heating by alpha particles
produced by fusion reactions [14, 15]. All these phe-
nomena need to be considered in plasma physics in or-
der to better reproduce the dynamics of current toka-
maks and predict the confinement of future fusion re-
actors because to date, there is no rigorous and ef-
ficient theory describing non-Maxwellian distributions
(NMDF) at finite collisionality. The ability to describe
NMDFs is one of the most important unsolved prob-
lem in plasma physics. The number of studies about
NMDF has been increasing in the last decades, based
on some measurements of distribution function as well
as on kinetic numerical simulations. Indeed, the Kappa
distribution function (KDF) is usually observed in as-
trophysics [1, 3, 16] where different power laws in veloc-
ity phase space appear, but it is not usually observed
in laboratory plasma physics. Moreover, bi-modal dis-
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tribution functions (i.e., the sum of two MDFs) are
often used in order to better describe the presence of
super-thermal particles [17, 18], but we argue here that
the sum of Maxwellians is valid only in two collisional
regimes (i.e., when there is no collision or at infinite
collisionality). The interpreted non-Maxwellian distri-
bution function (INMDF) introduced here could be the
first self-consistent solution for the description of labo-
ratory non-Maxwellians at finite collisionality. The ini-
tial purpose of the INMDF introduced here is to more
effectively model already known effects. However, bet-
ter understandings coming from the physical interpreta-
tion of the INMDF could help in the future to intuitively
develop theories describing new physical phenomena.
These three ways of describing non-Maxwellians can be
generalized as needed by the readers in order to keep
manageable velocity phase space integrals. Indeed, the
analytic kinetic corrections obtained here are possible
with these three non-Maxwellians and our developed
method can be used with the creation of new distri-
bution functions describing the phenomenon under in-
vestigation. In order to clarify to the readers the nov-
elty of this work, we emphasize that in comparison to
the literature where a large number of orthogonal ba-
sis functions are used for the numerical representation
of NMDFs [19–21], we show the advantage to use non-
orthogonal basis functions for the efficient analytic de-
scription of NMDFs. This allows at the same time the
full analytic computation of the velocity phase space in-
tegrals with a small number of simple terms, as detailed
in the appendices. Indeed, all required velocity phase
space integrals which contain the introduced INMDFs
are reduced to some special functions (e.g., the hyper-
geometric 1F1(a, b, z) or the incomplete Gamma Γ(x, z)
functions). However, because these functions are eval-
uated at specific values, we obtain for the first time all
results as function of a small number of terms including
simple polynomials and the exponential and Error func-
tions. This method stays valid for a class of NMDFs ob-
tained from our non-orthogonal basis sets. Our analytic
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2description represents a real asset in plasma physics,
leading to the resolution of the efficient unification be-
tween kinetic and fluid theories [22, 23]. In summary,
this work is unique by its capability to analytically link
a specific shape of NMDFs to a small number of fluid
quantities observable in experiments. In order to rep-
resent the generality and universality of our work, we
focus here on a selection of three relatively different an-
alytic theories which are usually associated with MDFs
in the literature:
(i) As an example, there is a recurrent discrepancy
between the transport simulated by fluid codes
against its measurement in radiated detached di-
vertor plasmas. The divertor plasma is a crucial
component for the fusion energy because it is the
main material component in direct contact with
the plasma and can highly impact the cost ef-
ficiency due to the increase of required mainte-
nance. The difference of transport and plasma
profiles between experimental measurements and
edge simulations seems to be explained by the
presence of NMDFs [24–26]. The main issue of
these edge simulations is the description of the
radiation which is very sensitive to kinetic effects.
One of the radiations that directly impact the
edge (via the floating potential, the drag force
on dust and impurity, or the neutral collision) is
the secondary electron emission [27–35]. Recent
works focused on the secondary electron emission
by using a MDF and obtaining an empirical for-
mula [32]. We obtain here the analytic formulas
for MDFs and NMDFs.
(ii) Another example is the discrepancy of the Lang-
muir probe interpretation [36–47] with respect to
the Thomson scattering measurements [48, 49] of
the electron temperature which has been asso-
ciated with the presence of super-thermal parti-
cles [17, 18] (i.e., bulk and super-thermal popu-
lations, both at different thermodynamic equilib-
rium). The Langmuir probe is one of the most
used diagnostic for low temperature plasmas. Ad-
vanced concepts allow the measurement of the
electric potential, the electron density and tem-
perature or the radial electric field. All of these
measurements are possible by interpreting the sig-
nal and by using the assumption that the inci-
dent electrons are described by a MDF. Then, the
presence of NMDF obviously results in discrep-
ancies of the interpretation of physical quantities
from the signal. We show here analytic results
for MDFs and NMDFs in order to prepare future
modified interpretations of experimental data.
(iii) Finally, the last example which is analytically
based on MDFs is our understanding of the en-
tropy at the thermodynamic equilibrium (i.e., the
MDF). The entropy, viewed as the degree of dis-
order, is well known for a MDF. However, the ex-
perimental observations of NMDF steady-states
has to be addressed in order to have a more gen-
eral point of view of the entropy, similarly than in
Refs. [16, 50]. The analytic result shown here for
an INMDF motivates the generalization of ther-
modynamics for non-isolated systems (extending
Refs. [51, 52]) by using our INMDFs. Moreover,
a significant new result shown here is the explicit
decrease of the local entropy for some INMDFs.
Our work is drawn as follow. The first section de-
scribes the usual analytic representations (i.e., the KDF
and the sum of MDF) that are well documented in the
literature, and contains the foundations of new distri-
bution functions (i.e., the INMDFs) relevant to some
experimentally observed NMDFs. Then, this section
focuses on the physical motivations of the introduced
INMDF and its possible generalization. In Sec. II the
kinetic corrections of the secondary electron emission,
the Langmuir probe characteristic curve and the en-
tropy are analytically predicted and shown with as rel-
evant plasma physics parameters as possible. Finally,
the conclusion is detailed in Sec. III.
I. CHOICE OF AN ANALYTIC
REPRESENTATION OF NON-MAXWELLIAN
DISTRIBUTION FUNCTIONS
This section deals with the velocity phase space rep-
resentation of non-Maxwellian distribution functions
(NMDFs) using specific analytic forms instead of the
usual numerical discretization. In fact, the numeri-
cal approximation is not efficient for the description of
some NMDFs because of the requirement to use a high
number of terms. For example, it is not efficient to
use a numerical approximation of a Maxwellian distri-
bution function (MDF) in comparison to its analytic
form which uses only 3 variables (density, fluid velocity
and temperature). Indeed, this work argues the ad-
vantage of using a mesh-free representation of the dis-
tribution function in the velocity phase space by using
fluid parameters (called here the hidden variables) in-
stead of the discretization in the velocity phase space.
We adopt the notation of v for the one dimension ve-
locity phase space coordinate, x for the three dimen-
sion position and t for the time. The generalization to
three dimensional velocity phase space is ongoing for
isotropic distribution functions but some complexities
appear for anisotropic ones [23]. Further work will in-
clude anisotropic NMDFs. For simplicity of notations
the division of the temperature by the mass is omitted
in the distribution function.
In this section we show notations for existing distribu-
tions (the KDF and the sum of two MDFs) and we in-
troduce a new class of NMDFs (i.e., the INMDF) which
can be viewed as a non-orthogonal generalization of the
sum of Maxwellians and Hermite polynomials.
A. The Kappa distributions
The KDFs are commonly used in astrophysics [1, 3] to
describe different tail power laws than the Maxwellian.
The definition of the KDF fκ(x, v, t) is
fκ = ∆κ
(
1 +
v2
Wκ
)−(κ+1)
, (1)
where
∆κ =
n√
piWκ
(
Γ(κ+ 1)
Γ
(
κ− 12
))1/3 , (2)
Wκ = (2κ− 3)T, (3)
and Γ(z) is the Euler Gamma function. The fluid quan-
tities, which are evolving in time and are functions of the
position, are n(x, t), Wκ(x, t) (or T (x, t)) and κ(x, t).
For a shifted distribution function the fluid velocity
v(x, t) appears by the change of variable v → v − v
in Eqs. (1), (4) and (5). The KDF recovers the MDF
for κ → ∞. Many properties of the KDF have been
published in the literature and are not reproduced here.
Integrals of KDFs over the velocity phase space intro-
duce functions detailed in App. A
Kq(κ, T ) =
∫ ∞
−∞
vq
(
1 +
v2
Wκ
)−(κ+1)
dv, (4)
Kq(κ, T, a) =
∫ ∞
a
vq
(
1 +
v2
Wκ
)−(κ+1)
dv. (5)
3By using these integrals, it is trivial to obtain all fluid
moments of any shifted KDF centered at the fluid veloc-
ity v as function of a finite sum of the function Kq(κ, T ).
The KDF is successfully used to describe different power
laws in velocity phase space. However, because an over
population of fast particles localized around a specific
velocity is often observed, the sum of two Maxwellian
can be a better approximation for these cases.
B. The sum of Maxwellians
The approximation of localized super-thermal tails is
commonly used [17, 18, 53]. It is usually called the bi-
modal distribution function where two different temper-
atures dominate as function of the velocity coordinate
v. The sum of two shifted MDFs f2M (x, v, t) reads
f2M = ∆ exp
(
− 1
2T
v2 +
v
T
v
)
+ ∆f exp
(
− 1
2Tf
v2 +
vf
Tf
v
)
, (6)
with
∆ =
n√
2piT
exp
(
− v
2
2T
)
, (7)
∆f =
nf√
2piTf
exp
(
− v
2
f
2Tf
)
, (8)
where the density, fluid velocity and temperature are
respectively for the bulk and the super-thermal (i.e.,
fast particles) populations n(x, t), v(x, t), T (x, t) and
nf (x, t), vf (x, t), Tf (x, t). The velocity integrals are
directly given by the function Jk(a, b) detailed in App. B
and defined by
Jk(a, b) =
∫ ∞
−∞
vk exp
(−av2 + bv) dv. (9)
Another useful function is Jk(a, b, c) detailed in App. C
and App. D and defined by
Jk(a, b, c) =
∫ ∞
c
vk exp
(−av2 + bv) dv. (10)
The generalization with a sum of more than two MDFs
is possible with the Radial Gaussian Basis Function
(RGBF) which has successfully been used for artificial
neural networks. Many properties of the bi-modal dis-
tribution function and the RGBF have been published
in the literature and are not reproduced here.
This representation is accurate for example when there
is an external production of fast particles and when
there is no interaction between the bulk plasma (of col-
lisionality νth−th) and these fast particles (of collision-
ality νth−f). This means that the RGBF is valid only at
two collisional regimes: the limit of no collision between
thermalized and fast particles (i.e., νth−f = 0) or the
limit of infinite collisionality (i.e., νth−th/νth−f → ∞).
In other words, the RGBF is not consistent with inter-
actions between the bulk plasma and the fast particles
at finite collisionality because each of them become non-
Maxwellian. The novel representation introduced below
is a possible solution of this inconsistency.
C. The interpreted non-Maxwellian
The definition of the INMDF fI(x,v, t) was intro-
duced for the first time in one dimension by Refs. [22,
54, 55]
fI = f0 + δf, (11)
with
f0 = ∆ exp
(
− 1
2T
v +
v
T
v
)
, (12)
δf = ∆I(v− c) exp
(
− 1
2W
v +
c
W
v
)
, (13)
and with ∆ given by Eq. (7) and
∆I =
Γ√
2piW 3
exp
(
− c
2
2W
)
, (14)
where the fluid hidden variables {n, v, T,Γ, c,W} are
function of (x, t). The first part f0 is a MDF and due
to the second part δf , the INMDF fI cannot be de-
scribed with a finite number of terms using any of the
existing analytic representations. The second part is
related to a physical interpretation and could be valid
for all collisionality regimes because δf represents an
enhancement of the energy of a population of particles.
This new formula represents a real asset for the analytic
modeling of NMDFs. More details of the difference be-
tween the INMDF and all existing analytic NMDFs are
given in Sec. I D. The moments Mk =
∫
fvkdv of the
non-Maxwellian f = fI are
M0 = n, (15)
M1 = nv + Γ, (16)
M2 = n
(
T + v2
)
+ 2Γc, (17)
M3 = nv
(
3T + v2
)
+ 3Γ
(
W + c2
)
, (18)
M4 = n
(
3T 2 + 6Tv2 + v4
)
+ 4Γc
(
3W + c2
)
, (19)
M5 = nv
(
15T 2 + 10Tv2 + v4
)
+5Γ
(
3W 2 + 6Wc2 + c4
)
, (20)
M6 = n
(
15T 3 + 45T 2v2 + 15Tv4 + v6
)
+6Γc
(
15W 2 + 10Wc2 + c4
)
, (21)
and generally given as function of Jk(a, b). The usual
moments Pk = 1/M0
∫
f(v −M1/M0)kdv for k ≥ 2 of
the non-Maxwellian fI are also function of the hidden
variables. We do not write these moments since it is not
used here, but if needed, readers can easily obtain them
from the given Mk moments. Nevertheless, we remark
as expected for a MDF that when Γ = 0 the odd mo-
ments P2k+1 are equal to 0 and the even moments are
P2k = (2k−1)!! T k. The coefficient Γ has the dimension
of a momentum (a density times a velocity) then Γ/n
has the dimension of a velocity, c of a velocity, and W
of a temperature (square of a velocity, including the di-
vision of the temperature by the mass which is omitted
by simplicity of notations).
We remark that, by using the method of hidden vari-
ables, there is no reason to resolve the inversion of the
Eqs. (15)-(21) in order to extract the hidden variables
as function of the fluid moments. To date, the inver-
sion of these formulas to extract the hidden variables
{n, v, T} as function of the moments {M0,M1,M2} =
{n, nv, nT+nv2} is possible only for a MDF and it seems
too constraining to use this criteria for the description of
non-Maxwellian steady-state distribution functions ob-
served experimentally.
Fig. 1.(a) represents an INMDF (solid blue curve) with
a correction (dashed red curve) centered at the mean
velocity with respect to the MDF (dashed black curve).
This example corresponds to an asymmetric distribu-
tion function observed at least in presence of ion or-
bit losses [12] and will be investigated in future work.
4Fig. 1.(b) represents the same correction δf but cen-
tered at a higher velocity coordinate (i.e., higher value
of c). The tail at high energy (centered at c > v) is
(a)
v
f(
v
)
(b)
v
f(
v
)
FIG. 1: Schema of the Maxwellian (dashed black curve) and
the INMDF (solid blue curve) distribution functions and the
difference (dashed red curve). These curves are obtained
with the density n = 1019 m−3, the temperature T = 104
eV, the velocity space v ∈ [0, 105], the number of points in
the velocity space Nv = 1001, the fluid velocity v = (vmax−
vmin)/2, the kinetic flux Γ = 0.1n
√
T , the central flow (a)
c = 0 (b) c = 1.25v and the width of the heat spread W =
T/2. The physical interpretation of these three additional
variables is given below.
unstable when the distribution function increases and
is not monotonous. In another words, the distribution
function is unstable when its first derivative is positive
around v = c. Indeed, the stability criteria of the IN-
MDF fI = f0 + δf is obtained when the derivative of
the Maxwellian part f0 is bigger than the derivative of
the additional part δf (i.e. ∂fI/∂v < 0). We found the
stability criteria(
1− (v − c)
2
W
)
Γ
(2piW 3)
1/2
exp
(
− (v − c)
2
2W
)
<
v − v
T
n
(2piT )
1/2
exp
(
− (v − v)
2
2T
)
, (22)
then, for W < T the highest value at v = c gives for
c > v the stability criteria
Γ
n(c− v)
(
T
W
)3/2
exp
(
(c− v)2
2T
)
< 1. (23)
For W > T , similar stability criterion can be obtained
for a range of velocity but are not detailed here. More-
over, the constraint to consider a strictly positive dis-
tribution function is given by the relation fI(v) > 0
for all v, particularly when, for v < c, the additional
non-Maxwellian part δf is minimum (for Γ > 0). The
minimum value of the additional non-Maxwellian part
δf is obtained at
∂δf
∂v
= 0 ⇔ (v − c)
2
W
= 1,
⇔ v = c−
√
W. (24)
Then the constraint of a strictly positive distribution
function is given by fI
(
v = c−√W
)
> 0, so
Γ
√
T
nW
exp

(
c− v −√W
)2
2T
− 1
2
 < 1. (25)
We remark that for Γ < 0, similar relations can be ob-
tained using the minimum value of δf obtained for v > c
(i.e., at v = c+
√
W ).
Before investigating corrections of some existing theo-
ries due to non-thermal population of particles, we have
to understand how the previously given formulas could
accurately describe deviations from MDFs. For that,
the physical interpretation of the INMDF is given here.
The fluid quantity Γ(x, t) is called here the kinetic flux,
v
f(
v
)
v
T
c
W
Γ
f0
fI
δf
FIG. 2: Schema of the physical interpretation of the IN-
MDF. The Maxwellian f0 (black curve), the INMDF fI
(blue curve) and the difference δf = fI − f0 (red curve)
are shown. These curves are obtained with the density
n = 1019 m−3, the temperature T = 104 eV, the veloc-
ity space v ∈ [0, 105], the number of points in the velocity
space Nv = 1001, the fluid velocity v = (vmax−vmin)/2, the
kinetic flux Γ = 0.1n
√
T , the central flow c = v + 1.25
√
T
and the width of the heat spread W = T/2.
c(x, t) the central flow and W (x, t) the width of the heat
spread. Similar to the graphical interpretation of n, v
and T for the MDF, the graphical interpretation of the
non-Maxwellian part Γ, c and W is shown in Fig. 2.
Fig. 2 represents the displacement of a population of
particles (∼ 5%) from the dark-green area to the light-
green area. The hidden variable Γ is called the ki-
netic flux since it happens in the velocity phase space
and has a dimension of a particle flux (i.e., a density
times a velocity). The central flow c is the velocity
where the INMDF equals the MDF. Finally, the width
of the heat spread W characterizes the width in veloc-
ity phase space of the super-thermal population mod-
ified by an external source of energy (e.g., the current
drive). In the following figures, the coefficients (q, r, s)
are used to parameterize the super-thermal tail such
that Γ = 2qn
√
T/100 where q represents approximately
the percentage of super-thermal particles over the to-
tal number of particles, r represents the position of the
central flow by the relation c = v + r
√
T , and s repre-
sents the ratio of the width of the heat spread over the
temperature W = s2T (i.e., s =
√
W/T is the ratio of
the widths).
D. Generalization with other INMDFs
It is possible to use other formulas for the descrip-
tion of non-Maxwellians such as shown in Fig. 3 where
different NMDFs are obtained from
f =
Nk∑
k=0
ak (v − bk)nk
(2pidmkk )
1/2
exp
(
− (v − ck)
2
2ek
)
, (26)
with mk = 2E[(nk + 1)/2] + 1, nk ∈ N where E[x]
is the floor function and ak, bk, ck, dk, ek are fluid
5(a)
v
f(
v
)
(b)
v
f(
v
)
FIG. 3: Example of two INMDFs obtained from Eq. (26)
with different values of the fluid hidden variables.
coefficients for all integer k. The set of coefficients
{ak, bk, ck, dk, ek} are the hidden variables. We notice
that ak has a dimension of a density if nk is even and of a
particle flux if nk is odd, bk and ck have the dimension of
velocities and dk and ek of temperatures. This general
form can describe asymmetric distribution functions f
which deviate from MDFs f0 and the effective density
can be different to n (e.g., when we consider odd values
of nk). Moreover, because the hidden variables bk and
ck as well as dk and ek can be different, in opposite to
the Fig. 1, we can consider asymmetric corrections δf
as shown by red curves in Fig. 4. Further investigations
(a)
v
f(
v
)
(b)
v
f(
v
)
FIG. 4: A possible asymmetric correction of INMDFs given
by Eq. (26).
using this generalized INMDFs given by Eq. (26) are
possible. In summary, this formulation (i.e., the gen-
eralized INMDFs) can be related to a generalization of
the Hermite polynomial representation [56–58] (due to
the presence of (v − bk)nk term) but each term is asso-
ciated with a different MDF. The representation given
by Eq. (26) forms a non-orthogonal basis in opposition
to usual work found in the literature where orthogonal
basis are used in order to project the distribution func-
tion on the basis set, but here this non-orthogonal basis
is relevant to a significant reduction of the number of
required hidden variables. Moreover, the completeness
property is intrinsically inherited from the usual Her-
mite polynomial since Eq. (26) can be reduced to an
Hermite polynomial with specific relation between all
hidden variables (similar argument with a possible re-
duction to the RGBF, see below). The main advantage
of this representation against the Hermite polynomial is
that the required number of terms can be drastically re-
duced for the description of non-Maxwellians with high
flows. Some researchers argue that one needs to keep
at least hundreds or thousands of terms with the usual
Hermite polynomial representation (so at least hundreds
or thousands independent fluid moments, see Ref. [23])
for an accurate description of non-Maxwellian plasmas.
With our generalization given by Eq. (26), it is con-
ceivable to keep much less hidden variables (related to
much less independent fluid moments). Having less hid-
den variables is an argument of the advantage of the
INMDF. Another argument is the physical interpreta-
tion (see the end of Sec. I C) of the hidden variables.
We remark that our general representation can also re-
produce the sum of shifted MDFs (i.e., the RGBF) by
imposing other constraints such as nk = 0 and mk = 1.
The moments Mq of the generalized distribution func-
tion given by Eq. (26) become
Mq =
Nk∑
k=0
[
∆k
nk∑
p=0
(
nk
p
)
(−bk)(nk−p)
×Jp+q
(
1
2ek
,
ck
ek
)]
, (27)
where ∆k = ak (2pid
mk
k )
−1/2
exp
(−c2k/(2ek)), ( mn ) is
the combination and the function Jk(a, b) is introduced
above. The introduced INMDF given by Eq. (11) or
Eq. (26) is a new minimal formulation for a local non-
Maxwellian deviation. This distribution function can-
not be exactly obtained with a finite number of terms
by any of the existing basis functions. In comparison to
the sum of MDFs (i.e., the RGBF [59]), valid only at
two collisionality limits, the INMDF is the first distri-
bution function which can be self-consistent with MDFs
steady states at finite collisionality. More properties of
the INMDF will be published later.
E. Physical reality of the INMDFs
The readers may be concerned about the physical
reality of the newly introduced INMDFs with respect
to the well observed KDF in astrophysics or the natural
expansion with a sum of MDFs. In order to argue about
the physical picture introduced by the displacement of
population of particles in the velocity phase space of the
INMDFs, we describe below a qualitative fitting of an
indirect experimental measurement of the distribution
function. In fact, to date there is no universal direct
measurement of the velocity phase space variations of
the distribution function but it is common to indirectly
compute the distribution function from different diag-
nostics. Moreover, even if we choose to perform the
qualitative fitting (without the necessity to use the
experimental data) of only one published article on the
electron temperature measurement discrepancy, it is
at least possible (not shown here, see Ref. [23]) to fit
NMDFs observed by Fokker-Planck numerical codes in
presence of lower hybrid current drive or by particle in
cell codes in presence of ion orbit losses. Fig. 5 proves
FIG. 5: Over plot of our qualitative fitting of a MDF f0 (blue
dashed cruve) and two INMDFs fI,1 (green dashed curve)
and fI,2 (cyan dashed curve). Our fitting is done with re-
spect to the numerical model NMDF (red dashed curve) of
Ref. [49] which explains the inconsistency between the elec-
tron cyclotron emission and the Thomson scattering mea-
surements. The background figure is reprinted from [Beau-
sang, et al., Rev. Sci. Instrum. 82, 033514 (2011)] with the
permission of AIP Publishing. See Fig. 2.a in Ref. [49].
the capability of INMDFs to describe experimentally
6observed physical processes. With some density and
temperature constraints in presence of NBI and ICRF
in JET [48, 49] and TFTR [60–62], it has been observed
a 20% discrepancy of the electron temperature between
the interpretation from the electron cyclotron emission
(ECE) and Thomson scattering (TS) due to kinetic
effects [49]. De La Luna, et al. and Beausang, et
al. numerically found a model NMDF (dashed red
curve) constructed from the spectrum of the ECE. In
fact, the measurement of the ECE spectrum was not
consistent with a MDF. De La Luna, et al. originally
found the way to better recover this ECE spectrum
by numerically modifying the distribution function
and obtaining the called model NMDF. It turned out
that this model NMDF resolves the discrepancy of the
interpreted electron temperature by TS. The physical
processes at the origin of this model NMDF are not
understood. Our three over plots (blue, green and
cyan dashed curves) in Fig. 5 can help to understand
the origin of the detected NMDF. The blue curve f0
corresponds to a MDF with a specific set of parameters.
The green curve fI,1 = f0 + δf1 is obtained by adding
δf1 with the parameters (q, r, s) = (1.7, 0.52, 0.48).
Then, the cyan dashed curve fI,2 = fI,1 + δf2 is
obtained by adding δf2 with (q, r, s) = (−0.2, 1.3, 0.2).
This means that we detect both, an enhancement (i.e.,
a heating δf1) and a reduction (i.e., a cooling δf2) of
the energy of two different populations of particles. We
notice that because we use interpreted parameters, we
do not need to access the data (i.e., the density, fluid
velocity and temperature of the background MDF).
Our additional parameters (Γ, c,W ) are the only way to
modify the shape of the distribution function and the
use of the terms (q, r, s) make our figure independent
of the data. We prove here that the 20% TS-ECE
discrepancy is due to approximately 1.7% of heated
particles and 0.2% of cooled particles, and both are
attracted by a resonant-like process around 1.0 uth.
We highlight the fact that this result may not be the
detection of a new physical effect but, at least, it helps
to describe and understand the unsolved problem of
the TS-ECE discrepancy. Future work could try to link
our understandings with known heating and current
drive resonant theories or may lead to the discovery of
a new physical effect. Fokker-Planck codes may help to
fully understand the details of the energy transfer. In
summary, we do not attempt to describe here what is
resonant with what in this complex unsolved problem
where an electron NMDF, associated here with a kind
of current drive resonance, is experimentally observed
in presence of ion heating and current drive (NBI and
ICRH). However, even if we do not know yet the exact
origin of these detected physical processes (heating
and cooling), the analytic formula of the INMDF
fI,2 can be directly used to understand the effects
of non-Maxwellian bulks on other diagnostics and on
the transport and turbulence. Indeed, even without
theoretically or numerically describing the physical
processes at the origin of the heating and cooling down
we observed here, we can still have a good description
of the deviations of the NMDF with respect to a MDF
and analytically predict and validate the kinetic effects
from this observed NMDF on different diagnostics.
Our capability to calibrate different experimental di-
agnostics is indispensable since we prove here that less
than 2% of super-thermal particles can lead to a 20%
discrepancy of the electron temperature interpretation
between TS and ECE when a MDF is assumed. It is
specially indispensable for the prediction of the effects
of super-thermal tails on different diagnostics in ITER
where a 90% of self-heating by fusion reactions is
planned in addition to some external heating. Future
work will focus on our detected INMDF fI,2 and will
help to initiate standard experimental procedures to
measure NMDFs and to resolve inconsistencies between
diagnostics more or less sensitives to kinetic effects.
In the next section, the advantage of using one of
these NMDFs is shown for the analytic computation
of kinetic corrections on the secondary electron emis-
sion, the Langmuir probe characteristic curve and the
entropy.
II. KINETIC CORRECTIONS DUE TO
NON-MAXWELLIANS
This section applies the NMDFs shown in the previ-
ous section on some existing theories relevant to current
and future plasma devices. Analytic corrections of these
theories are given as function of the fluid hidden vari-
ables. These corrections can be implemented in existing
numerical simulations in order to better describe some
kinetic effects when they need to be taken into account.
A. Corrections for the secondary electron
emission
In tokamaks scrape-off-layer (SOL), incident primary
particles (i.e., charged or neutral particles) release sec-
ondary electron from a solid surface. The secondary
electron emission (SEE) reduces the sheath poten-
tial and can modify many phenomena in the plasma-
material interface [27]. The computation of the SEE
is obtained by formulating the SEE yield for incoming
particles of energy E related to the material under inves-
tigation (Sternglass formula [27–29]) multiplied by the
proportion of particles at this energy (i.e., the distribu-
tion function f(E)) and has been under investigation
in the literature [30–34]. By integrating over the possi-
ble energy of incoming particles, the secondary electron
emission δsee with respect to the incoming particles dis-
tribution function f(E) becomes
δsee =
∫∞
0
√
2E
m f(E)δs(E)dE∫∞
0
√
2E
m f(E)dE
, (28)
with δs(E) = ∆s E exp
(
−2√E/√Emax
)
, the constant
coefficient ∆s = (2.72)
2δmax/Emax, and E = mv
2/2 is
the kinetic energy. Some values of Emax and δmax have
been obtained experimentally and are dependent of the
material under consideration (e.g., see Refs. [29, 32]).
The value of Emax corresponds to the energy associated
to the value of δmax, the maximum SEE measured and
used to obtain a normalized δsee. The empirical formula
for a MDF obtained in Ref. [32] is
log10 [δsee(T )] ≈ C3x3 + C2x2 + C1x+ C0, (29)
with x = log10(T ), the coefficient Ck are given ad-hoc
for each species, and the dependence with respect to the
fluid velocity v disappears by using the assumption of
a Maxwellian plasma with no mean flow. However, we
can reformulate Eq. (28) to
δsee =
∫∞
0
v2f(v)δs(v)dv∫∞
0
v2f(v)dv
, (30)
with δs(v) = ∆s mv
2/2 exp (−2v/u), and u =√
2Emax/m. Here we found the following exact analytic
formula from Eq. (30) for a MDF given by Eq. (12)
δsee,0(v, T ) = δ
J4
(
1
2T ,
v
T − 2u , 0
)
J2
(
1
2T ,
v
T , 0
) , (31)
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FIG. 6: Distribution functions (a) and effects of the tails
on the SEE (b) from Eq. (31) for a Maxwellian and from
Eqs. (33) and (34) for different INMDFs.
with δ = (2.72)2/(8
√
pi)δmax/u
2 and where the gen-
eral form and some functions Jk(a, b, 0) are detailed in
App. C where
Jk(a, b, 0) =
∫ ∞
0
vk exp
(−av2 + bv) dv. (32)
Following the same analytic method, it has been possi-
ble to obtain the corrections δsee,κ from a KDF. How-
ever, we do not focus on this result here because it
involves the hypergeometric PFQ function instead of
Kq(κ, T ) due to of the presence of exp(−2v/u) in the
term δs(v) and it may not be possible to obtain a sim-
ple analytic form in comparison to the following results.
This may mean that the KDF is less natural than the
sum of two MDFs or the INMDF (see results below)
due to the complexity of the solution of the SEE δsee,κ.
We found for the sum of two Maxwellians the following
corrections
δsee,2M = δ
[
∆J4
(
1
2T
,
v
T
− 2
u
, 0
)
+∆fJ4
(
1
2Tf
,
vf
Tf
− 2
u
, 0
)]
×
[
∆J2
(
1
2T
,
v
T
, 0
)
+∆fJ2
(
1
2Tf
,
vf
Tf
, 0
)]−1
, (33)
and for the INMDF given by Eq. (11) the following cor-
rections
δsee,I = δ
[
∆J4
(
1
2T
,
v
T
− 2
u
, 0
)
+∆IJ5
(
1
2W
,
c
W
− 2
u
, 0
)
−c∆IJ4
(
1
2W
,
c
W
− 2
u
, 0
)]
×
[
∆J2
(
1
2T
,
v
T
, 0
)
+ ∆IJ3
(
1
2W
,
c
W
, 0
)
−c∆IJ2
(
1
2W
,
c
W
, 0
)]−1
, (34)
where the secondary electron emissions δsee,0(v, T ),
δsee,2M (n, v, T, nf , vf , Tf ) and δsee,I(n, v, T,Γ, c,W ) are
functions of all fluid hidden variables and the quantities
δ, ∆, ∆f and ∆I are previously defined.
Fig. 6.(a) shows different NMDFs computed from the
bi-modal NMDF given by Eq. (6) and from the INMDF
given by Eq. (11) for a temperature T = 1keV . The
corrections of the secondary electron emission as func-
tion of the temperature are shown in Fig. 6.(b).
An important result is that the black curve obtained for
a MDF with our exact formula does not match exactly
the red curve of the empirical formula given in Ref. [32].
The reason is due to an undetected presence of super-
thermal particles in Ref. [32] because our analytic for-
mula δsee,I with the INMDF fI(q = 3, r = 1.25, s = 0.5)
(cyan dashed curve) matches better the empirical for-
mula (red curve) better in opposition to our analytic for-
mula δsee,0 with the MDF f0(n0 = 10
18, v = 0, T = 103)
(black curve). Moreover, the empirical formula is bet-
ter matched for T < 102eV with fI(q = 2, r = 1.2, s =
0.45) (blue dashed curve) and for T > 3.102eV with
fI(q = 4, r = 1.3, s = 0.55) (green dashed curve). We
remark that only for the cyan curve in Fig. 6.(b) we
used δmax = 0.95 instead of 1, but it is possible to find
other parameters which match the red empirical curve
(e.g., keeping δmax = 1 and multiplying n and Γ by 0.95
because δsee is linear with respect to these two quanti-
ties). Finally, it seems that the super-thermal particles
of the empirical formula are clearly better described by
the INMDF rather than by a sum of two MDFs (yel-
low solid curve is one of the best fit). Nevertheless,
the goal is to predict the modifications of the secondary
electron emission in presence of different super-thermal
particles. The effects of a tail on the secondary electron
emission are significant specially for a low temperature
(i.e., T ≤ 10eV ) of the background plasma since a fac-
tor around 5 can be observed (i.e., (q, r, s) = (2, 2.5, 1)
8not shown here). Then, it is indispensable to take into
account super-thermal particles even if this population
represents less than 4% because, at least, the dynamics
of dusts, neutrals and impurities are highly impacted by
the secondary electron emission. It looks like our ana-
lytic prediction (with s > 1) is able to observe two peaks
in the SEE like it has been experimentally observed (see
Ref. [35]). Future work will investigate this two peaks
observation, particularly the addition of other terms in
Eq. (11), in order to avoid negative distribution function
for all v < c.
B. Corrections for the Langmuir probes
interpretations
A commonly used diagnostic of edge (cold) plasma is
the Langmuir probe. By applying an electric potential
scan on the Langmuir probe, we can measure the current
of the probe as function of the applied potential. This
give us the well known characteristic curve. The theory
of the Langmuir probe has successfully been developed
in the past century [63, 64] and properties of the plasma
can be extracted from the characteristic curves such as
the electron temperature, or the floating and plasma
potentials by interpreting the measurement for a back-
ground Maxwellian plasma. However, a recurrent dis-
crepancy of the interpretation of the plasma properties
with other diagnostics (e.g., with Thomson scattering
measurements [48, 49, 53] in attached plasma) has been
observed. This discrepancy has been related to NMDFs
as detailed in Refs. [17, 18, 44] where bi-modal distri-
bution functions (distribution function of 2 populations
of particles at different temperatures) have been used.
Other results are published in the literature describ-
ing effects of non-Maxwellians on the Langmuir probe
measurements [36–47]. The bi-modal approximation is
the first efficient way to describe NMDFs, but it as-
sumes the superposition of two populations of particles
at the Maxwellian equilibrium and the self-consistency
is very restricted since in this bi-modal description the
plasma is enough collisional to assure a MDF for each
species but do not allow collisions between these two
populations. In order to resolve this inconsistency, we
propose to use the INMDF of the plasma (only one pop-
ulation of particles with 1 effective temperature) which
contains super-thermal particles. In our case, all parti-
cles (viewed as one species) collide together and external
sources or sinks of energy create non-Maxwellian steady
states.
The general formula of the electron current [36, 40, 44,
46] can be written as a function of any distribution func-
tion f(E) of the kinetic energy E of particles
Ie(U) = −8pieS
3m2
∫ ∞
eU
(E − eU)f(E)
γ(E)
[
1 + E−eUE ψ(E)
]dE, (35)
where ψ(E) is a diffusion parameter, γ(E) a geometric
parameter of the probe, U = Up − Upl is the differ-
ence between the applied potential at the probe and
the plasma potential, S the surface of the probe, and m
is the mass of electron. The classical regime is obtained
by assuming a diffusionless limit (ψ(E) 1), and with
γ = 4/3 for a spherical probes. This formula computes
the flux of electron which have higher relative energy
than the potential eU because electrons of lower energy
cannot contribute to the current due to the Coulomb
barrier generated by other electrons at the probe inter-
face. With the change of coordinate E = mv2/2 and
u =
√
2eU/m, the electron current becomes
Ie(U) = −2pieS
m
∫ ∞
u
(
mv2
2
− eU
)
vf(v)dv. (36)
If we assume a background MDF f0 given by Eq. (12),
the electron current becomes
Ie,0(U) = −∆2pieS
m
(
m
2
J3
(
1
2T
,
v
T
, u
)
−eUJ1
(
1
2T
,
v
T
, u
))
, (37)
with the definition of the function
Jk(a, b, c) =
∫ ∞
c
vk exp
(−av2 + bv) dv, (38)
detailed in App. D. Then, from the KDF given by
Eq. (1) the electron current becomes
Ie,κ(U) = −∆κ 2pieS
m
(
m
2
K3 (κ, T, u)
−eUK1 (κ, T, u)
)
, (39)
from the sum of two MDFs given by Eq. (6) the electron
current becomes
Ie,2M (U) = −2pieS
m
(
m
2
∆J3
(
1
2T
,
v
T
, u
)
−eU∆J1
(
1
2T
,
v
T
, u
)
+
m
2
∆fJ3
(
1
2Tf
,
vf
Tf
, u
)
−eU∆fJ1
(
1
2Tf
,
vf
Tf
, u
))
,(40)
and from the INMDF fI given by Eq. (11) the electron
current becomes
Ie,I(U) = −2pieS
m
(
m
2
∆J3
(
1
2T
,
v
T
, u
)
−eU∆J1
(
1
2T
,
v
T
, u
)
+
m
2
∆IJ4
(
1
2W
,
c
W
, u
)
−m
2
c∆IJ3
(
1
2W
,
c
W
, u
)
−eU∆IJ2
(
1
2W
,
c
W
, u
)
+eUc∆IJ1
(
1
2W
,
c
W
, u
))
. (41)
As shown in Fig. 7, different NMDFs (see Fig. 7.(a))
with the same Maxwellian background (black curve) can
significantly modify (see Fig. 7.(b)) the electric current
measured by a Langmuir probe. This figure is obtained
for parameters relevant to the SOL plasmas close to
the divertor plates (i.e., T = 15eV , n = 1020m−3).
However, we remark that the amplitudes are not consis-
tent with the experimental measurements by the Lang-
muir probes since the formula given by Eq. (35) (see
Refs. [36, 40, 44, 46]) is not dimensionally correct. Usu-
ally, results are given in arbitrary units in the litera-
ture [53] in order to avoid this dimensional inconsis-
tency. This dimensional issue can be investigated later
since it is not the focus here.
Moreover, Eq. (36) (directly linked to the Druyvesteyn
formula [36, 40, 45, 46]) is the diffusionless limit of
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FIG. 7: Logarithms of distribution functions (a) and effects
of the tails on the Langmuir probe current (b) from Eq. (37)
for a Maxwellian and Eq. (41) for different INMDFs.
Eq. (35). In comparison to other studies [53], the IN-
MDF used in the diffusionless limit Eq. (36) can repro-
duce similar curves than the use of a MDF in the diffu-
sional Eq. (35). This observation is not surprising be-
cause the particles diffusion describes an enhancement
of the displacement of particles as well as the popula-
tion of super-thermal particles. This is a very important
observation because instead of using ad-hoc diffusion
parameter in order to reproduce experimental observa-
tions, the existence of NMDFs could replace those.
Finally, all common interpretations of the plasma pa-
rameters are modified by the NMDF. For example, the
floating potential Uf is defined by Ie(Uf ) = Ii(Uf )
where Ii(U) is the current of the Langmuir probe gener-
ated by ions and commonly assumed to be constant due
to ion mass and temperature involved. From the result
given by Eq. (41) and its version for the ion current, it
is possible to better evaluate the floating potential from
the distribution function. Of course, all other quantities
such as the plasma potential Upl, the electron temper-
ature Te and the radial electric field Er are interpreted
differently due to NMDFs. Additional investigations
will be reported later.
C. Entropy decrease
In the thermodynamics theory, the entropy is inter-
preted as the degree of disorder of a system. A gener-
alization of the entropy is required for the description
of non thermodynamics equilibrium. By sharing similar
perspectives than Refs. [16, 50], corrections of the en-
tropy can be analytically computed from a NMDF. In
an isolated plasma, the entropy can only increase due
to collisions in order to reach its maximum value when
the distribution function is Maxwellian. The definition
of the statistical entropy developed by Boltzmann is
s = −kB
∫ ∞
−∞
f
n
log
(
f
n
)
dv, (42)
where f is the distribution function of the particles of
density n =
∫
fdv and kB is the Boltzmann constant.
The maximal value of the entropy is obtained with a
MDF f0 (see App. F)
s0 = −kB
∫ ∞
−∞
f0
n
log
(
f0
n
)
dv, (43)
=
kB
2
[
1 + log(2piT )
]
, (44)
such that ∂ts0 = −kB∂t
∫
f0/n log (f0/n) dv =
kB/(2T )∂tT = 0 for isolated equilibrium plasmas. For
other distribution functions than the MDF, the entropy
can only be smaller to this value and increase (∂ts ≥ 0).
However, in order to make a link with observed NMDFs
for non-isolated plasmas, it makes sense to interpret
the entropy by a level of sharing energy or informa-
tion. The maximal entropy obtained with a MDF of
an isolated plasma is reached when the interaction be-
tween all particles of the plasmas have shared the total
energy of the system after a thermalization character-
istic time tth. This level of sharing can decrease when
an external source or sink of energy of a non-isolated
plasma appears locally in the velocity phase space at
a finite collisionality. The presence of a steady-state
super-thermal population of particles due to external
sources introduces corrections of the entropy because
at finite collisionality some particles can be sensitive to
the external source of energy in time range t < tth,
shorter than the one associated to the sharing of en-
ergy. The analytic computation of the corrections be-
comes possible using the INMDF written in the form
fI = f0 + δf = f0(1 + δf/f0) with the MDF f0 and
the corrections δf previously defined (respectively by
Eqs. (12) and (13)). The modified entropy due to the
presence of a super-thermal population reads
sI = −kB
∫ ∞
−∞
fI
nI
log
(
fI
nI
)
dv, (45)
where nI =
∫
fIdv = n. Using the Taylor expansion of
the logarithm of (1 + x) around 0 (i.e., log(1 + x) =
−∑∞k=1(−1)kxk/k) if we assume relatively small de-
viations from the Maxwellian (i.e., |δf |  f0), then,
following the details of App. F, the entropy becomes
sI = s0 + δs with
δs = −kB 1
n
∫ ∞
−∞
δf log
(
f0
n
)
dv
+kB
∆
n
∞∑
k=1
(−1)k
k(k + 1)
(
∆I
∆
)k+1 k+1∑
m=0
(−c)k+1−m
×
(
k + 1
m
)
Jm
(
k + 1
2W
− k
2T
,
(k + 1)c
W
− kv
T
)
. (46)
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At the first order in the expansion of |δf |  f0 (i.e., the
sum is of higher order, see App. F) and with the use of
the following relations
J1 (A,B)− cJ0 (A,B) = 0, (47)
J2 (A,B)− cJ1 (A,B) = WJ0 (A,B) , (48)
J3 (A,B)− cJ2 (A,B) = c(W − c2)J0 (A,B) , (49)
∆IJ0 (A,B) =
Γ
W
, (50)
when A = 1/(2W ), B = c/W and with the functions
Jk(a, b) given in App. B, the correction of the entropy
is
δs ≈ −kB
∫ ∞
−∞
δf
n
log
(
f0
n
)
dv, (51)
≈ −kB Γ
nT
[
v − c
2
+
c3
2W
]
, (52)
In comparison to Refs. [51, 52] where the entropy can
decrease in presence of frictions, here we assume an
INMDF steady-state without friction. We found that
the first order correction of the entropy can either be
positive or negative as function of the hidden variables
describing the INMDF. We remark that our INMDF is
not related to an isolated system, so the inclusion of the
collision and the source of energy (e.g., radio-frequency
waves, neutral beam, runaway electron) would recover
known thermodynamic results of isolated systems (e.g.,
similar to Ref. [52]). This means that when an exter-
nal source or sink of energy is turned on, the corrected
entropy of the plasma (δs) computed from an INMDF
can increase or decrease with respect to the entropy s0
obtained from a MDF. Both cases are possible without
violating the second law of the thermodynamics since
here the plasma is non-isolated and the total entropy
increase due to the external source is not taken into ac-
count. In fact, instead of describing a complete theory
of the source and the plasma, we rather focus on the sta-
tistical description of the plasma in presence of sources.
Then, for a non-isolated system, the maximum value
of the entropy is a higher value than s0 as function of
the plasma parameters. Moreover, since both variations
of sI are possible, the intermediate case δs = 0 is the
solution where the super-thermal particles do not mod-
ify globally the entropy of the Maxwellian at the first
order. There are 2 solutions of δs = 0. The first, for fi-
nite values of the density and temperature when Γ = 0,
recovers the MDF. The second solution is obtained for
c 6= 0 and c 6= v when
W =
c2
1− 2vc
. (53)
The physical interpretation of this specific value of the
width of the heat spread still needs to be understood
and is still under investigation. However, with this
specific INMDF profile, the statistical entropy of the
plasma, i.e., without including the entropy increase due
to the external sources, is locally constant. This means
that the increase of the energy (which increases the
entropy) is compensated exactly with the departure
of the INMDF with respect to the MDF (which de-
creases the entropy). The time derivative of the entropy
is found by using the Boltzmann equation and omit-
ting the collision operator. It reads ∂ts(0) = −∇s(1)
where s(k) = −kB
∫
(f/n) log(f/n)vkdv. For the IN-
MDF, ∂tsI,(0) = −∇sI,(1) with sI,(0) = sI , and sI,(1) =
s0,(1) + δs(1). Using the same expansion of the loga-
rithm, we found that the time evolution of the entropy
is modified at the first order by the spatial derivatives
of
s0,(1) = kB
v
2
[
log(2piT )− v
2
T
]
, (54)
δs(1) ≈ kB Γ
2n
[
log (2piT ) +
v2
T
− 2vc
T
(
1− c
2
W
)
+
3(W + c2)
T
− 2
]
. (55)
These relations can be used in order to compute the lo-
calized statistical entropy evolution of the plasma as
a fluid quantity. As a numerical error criteria, for
a MDF and without sources, we have to verify that
∂ts0,(0) = −∇s0,(1) = 0 where s0,(0) = s0.
The increase or decrease of the entropy in time is given
here as function of the spatial gradients of the the hid-
den variables. A very important interpretation of this
result is following:
In many experiments (even for other areas than plas-
mas) non-Maxwellian steady-state distribution func-
tions are observed. This means that in order for us
to approximate this steady-state with the proposed IN-
MDF or by creating new analytic NMDFs with as few
hidden variables as possible, we have to verify that
the local entropy of a non-isolated plasma (including
sources) is constant in time because the entropy in-
crease due to the sources is compensated by the en-
tropy reduction of the NMDF steady-state with re-
spect to the maximum entropy of a heated MDF. Then,
there cannot be evolving local entropy at NMDF steady-
state. From our result of ∂tsI,(0) = −∇sI,(1) written
as function of the 6 hidden variables, there are an in-
finite number of solutions which locally conserve the
entropy ∂tsI,(0) = 0 at least at the first order in the
expansion of small non-Maxwellian deviations. For ex-
ample, we obtain one class of these solutions by triv-
ially extracting the density n as function of the other
fluid hidden variables (v, T,Γ, c,W ) since the equation
sI,(1) = s0,(1) + δs(1) = 0 contains only one occurrence
of n. We can write this equation as A + B/n = 0 with
A = s0,(1) and B = nδs(1) which are both functions
of (v, T,Γ, c,W ). This class of solutions of locally con-
stant entropy is obtained when n = −B/A, if A 6= 0
(i.e., if v 6= 0 and v2 6= T log(2piT )). We have an infi-
nite number of solutions because we have 6 parameters
to resolve the equation ∂tsI,(0) = −∇sI,(1) = 0. An-
other class of solution can be found by canceling the
derivative of sI,(1). However, even if a decrease of the
local entropy can be found in this case, it is an artifact
decrease because we intentionally omit the entropy of
the external sources which generate the tail (i.e., via
the collision operator). This means that by including
the collision operator for the self-collisions and the col-
lisions with the sources, the entropy have to be able to
increase only following the second law of thermodynam-
ics of isolated systems.
As a summary, this result highly suggest the existence
of an infinite number of analytic solutions of the Boltz-
mann equation for non-isolated systems. All these so-
lutions can be obtained as function of the collision fre-
quencies between the plasma and the sources.
The result of the allowed decreasing entropy demys-
tifies the Maxwell’s demon since the statistical descrip-
tion of the plasma is still possible even for a non-isolated
system. There is no violation of the second law of the
thermodynamics which postulates only increasing en-
tropy until the Maxwellian equilibrium of an isolated
system. This work could enhance a large range of
present technologies since the isolation of a system is
very rare. This new approach offers many perspectives
since instead of developing more accurate “interaction”
theories to include very complex external phenomena in
a much larger isolated system, we are statistically de-
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scribing non-isolated systems without dealing with the
exact description of the external “interaction” theories.
Ongoing investigations directly motivated by this re-
sult could be on (i) the expansion of the thermodynam-
ics theory for non-isolated systems, (ii) the inclusion
of higher orders in (δf/f0)
k, (iii) the inclusion of the
collision operator in the time evolution of the entropy
as function of the hidden variables or, (iv) the numer-
ical observation of NMDF steady states in presence of
sources by evolving in time the dynamic equation of the
local entropy.
A very large number of other theories usually assume
a MDF and can be modified following the three exam-
ples shown above. The first goal could be to describe
self-consistently the dynamics of dusts, neutrals and im-
purities from the corrections of measured quantities in
presence of non-Maxwellian plasma background. The
second goal could be to develop new diagnostics and
interpretations of data to systematically measure in ex-
periments non-Maxwellian distribution functions.
III. CONCLUSION
We describe in Sec. I the KDF and the sum of MDFs
which are successfully used by researchers for numeri-
cal post-analyses. The KDF observed in astrophysics is
one example of NMDF, even if to date there is no phys-
ical interpretation of the parameter κ. Another choice
of NMDF commonly used is the bi-modal distribution
function (the sum of two MDFs) but this choice can be
consistent only at a very specific collisionality regime
(the self-collisionality of the bulk and the fast popula-
tion are both much larger than the collisionality of the
interaction between them). Moreover, a new function
called the INMDF is introduced here in order to offer
more choices (consistent with a finite collisionality) for
the representation of NMDFs. Readers can create as
new analytic distribution functions as needed to rep-
resent the phenomenon under investigation in such a
way that the velocity phase space integrals are analyti-
cally manageable as function of as few hidden variables
as possible. In comparison to the bi-modal distribution
function, the INMDF is a possible solution for other col-
lisionality regimes since it describes a displacement of a
population of particles from one energy to another. As a
summary of this work, INMDFs are new proposed func-
tions that seem much more efficient in describing non-
thermalized plasmas than any existing formula thanks
to the low number of required parameters (i.e., hidden
variables). Moreover, INMDFs help to understand un-
solved problems such as the ones at the origin of non-
Maxwellian bulks observed in JET and TFTR, thanks
to the physical interpretation of the hidden variables.
With the distribution functions described in Sec. I, it
is shown in Sec. II that analytic predictions of kinetic
corrections are possible and examples on the SEE, the
Langmuir probe characteristic curve and the entropy
are shown. Because these examples are not directly
related to a specific plasma, this proves the universal
property of the INMDFs and the physical interest to
consider non-orthogonal basis sets. More applications
will be found later. Moreover, other details of NMDFs
will be published elsewhere such as the fluid reduction
(see Ref. [23]), which opens the access to the next gen-
eration of fluid codes by including non-collisional and
collisional kinetic effects (see Ref. [22]), or the descrip-
tion of the transport. Indeed, some results suggest that
fluid models can be similar to kinetic codes such as the
observation of asymmetric heat flux inside an island
by using a fluid model with some finite Larmor radius
terms [65], using profiles of transport coefficients [24–
26] to reduce the radiation shortfall or using nonlocal
fluid closures [66, 67]. A clarification of these examples
will be detailed later.
For the physical interpretation of the kinetic effects
shown in Sec. I E and Sec. II, we found four ground-
breaking results
(i) The physical reality of the INMDFs introduced
here is proved by the over plot fitting of the nu-
merical NMDF model obtained in Ref. [49] for
the explanation of the TS-ECE discrepancy of the
electron temperature interpretation in JET. We
found that some particles at low energy are heated
and others at higher energy are cooled down. This
interpretation would help to understand the phys-
ical origin of the NMDF observed in JET and to
resolve discrepancies between diagnostics due to
the presence of NMDFs.
(ii) The presence of super-thermal particles in the
Langmuir probe characteristic curve induces dif-
fusion effects which have been commonly observed
by using a diffusion term in the formula when a
MDF was assumed. This result highly suggests
more investigations to replace the usual ad-hoc
dissipative coefficients and the diffusion terms by
NMDFs.
(iii) The use of the analytic computation of the SEE
in presence of NMDFs allows us the unexpected
observation that the empirical formula of the SEE
published in Ref. [32] is not consistent with a MDF
but is consistent with a presence of ∼ 3% of super-
thermal particles. Moreover, because the sum of 2
MDFs does not reproduce much better the empir-
ical formula (in contrary to the INMDF), it sug-
gests that the collisionality in Ref. [32] was not
negligible or infinite, but finite as explained above.
(iv) Finally, the physical motivation of the INMDF
given by Eq. (11) is shown by the explicit decrease
of the entropy for a non-isolated system without
violating the second law of thermodynamics. This
is the first simple analytic function which can be
consistent with NMDFs at finite collisionality in
presence of external source of energy. With this
work, the entropy is not viewed as a degree of
disorder but is interpreted as a level of sharing
information (or energy) between particles of the
plasma.
From these results obtained thanks to our new INMDFs,
many perspectives are possibles such as the description
of ion orbit losses [68, 69] and the fast ions [70, 71],
or the development of experimental measurements of
NMDFs using for example Thomson scattering [48, 49]
or Langmuir probes. In summary, because different
measurements can be more or less sensitive to the pres-
ence of super-thermal particles, better interpretations of
experimental data are possible and more accurate mea-
surement techniques of the distribution function can be
developed.
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Appendix
In these appendixes, we detail analytic computations
obtained from Mathematica and Ref. [72]. The reduc-
tion from special functions such as the hypergemoet-
ric 1F1(a, b, z) or the incomplete Γ(x, z) functions to a
small number of terms is possible because of the evalu-
ation of these functions at specific values. All velocity
phase space integrals of any INMDF can be analytically
computed following these appendices.
Appendix A: Integrals of Kappa distributions
From the definition of Kq(κ, T ) given by Eq. (4) we
found
Kq(κ, T ) =
1 + (−1)q
2
W (q+1)/2κ
×Γ
(
1+q
2
)
Γ
(
1−q
2 + κ
)
Γ(1 + κ)
. (A1)
From the definition of Kq(κ, T, a) given by Eq. (5) we
found
Kq(κ, T, a) =
W
(κ+1)
κ
(1− q + 2κ)a(1−q+2κ)
×2F1
(
κ+ 1, κ1;κ2;−Wκ
a2
)
,(A2)
with a 6= 0, κ1 = κ− (q − 1)/2 and κ2 = κ− (q − 3)/2,
where 2F1 is the hypergeometric function and
Kq(κ, T, 0) = W
(q+1)/2
κ
Γ
(
1+q
2
)
Γ
(
1−q
2 + κ
)
2Γ(1 + κ)
.(A3)
Appendix B: Integrals of Maxwellian distributions
From the definition of Jk(a, b) given by Eq. (9) we
found
Jk(a, b) =
a−(
k
2+1)
2
[ (
1− (−1)k) b Γ(k
2
+ 1
)
× 1F1
(
k
2
+ 1,
3
2
,
b2
4a
)
+
(
(−1)k + 1)√a Γ(k + 1
2
)
× 1F1
(
k + 1
2
,
1
2
,
b2
4a
)]
, (B1)
with k ∈ N and the Kummer confluent hypergeometric
function of the first kind 1F1
1F1(p, q, r) =
∞∑
n=0
(p)n
(q)n
rn
n!
, (B2)
where (p)0 = 1 and (p)n =
(p+n−1)!
(p−1)! . However, this def-
inition of the Kummer confluent hypergeometric func-
tion with the sum of an infinite number of term turns
out to have a finite number of terms for the values
(p, q) of interest (i.e., p ∈ {3/2, 2, 5/2, 3, 7/2} and q ∈
{1/2, 3/2}) as
1F1
(
1,
1
2
, z
)
= 1 + Z, (B3)
1F1
(
1,
3
2
, z
)
=
1
2z
Z, (B4)
1F1
(
2,
1
2
, z
)
= 1 + z +
(
3
2
+ z
)
Z, (B5)
1F1
(
2,
3
2
, z
)
=
1
2
+
1
2
(
1 +
1
2z
)
Z, (B6)
1F1
(
3,
1
2
, z
)
= 1 +
9
4
z +
1
2
z2
+
1
2
(
15
4
+ 5z + z2
)
Z, (B7)
1F1
(
3,
3
2
, z
)
=
5
8
+
1
4
z +
1
4
(
3
4z
+ 3 + z
)
Z, (B8)
1F1
(
1
2
,
1
2
, z
)
= exp(z), (B9)
1F1
(
3
2
,
1
2
, z
)
= (1 + 2z) exp(z), (B10)
1F1
(
3
2
,
3
2
, z
)
= exp(z), (B11)
1F1
(
5
2
,
1
2
, z
)
=
(
1 + 4z +
4
3
z2
)
exp(z), (B12)
1F1
(
5
2
,
3
2
, z
)
=
(
1 +
2
3
z
)
exp(z), (B13)
1F1
(
7
2
,
1
2
, z
)
=
(
1 + 6z + 4z2 +
8
15
z3
)
× exp(z),(B14)
1F1
(
7
2
,
3
2
, z
)
=
(
1 +
4
3
z +
4
15
z2
)
exp(z),(B15)
where Z =
√
pi
√
z exp(z)Erf (
√
z). Then the first terms
of Jk(a, b) are
J0(a, b) = a
−1/2C, (B16)
J1(a, b) =
a−3/2
2
bC, (B17)
J2(a, b) =
a−5/2
4
(2a+ b2)C, (B18)
J3(a, b) =
a−7/2
8
(6a+ b2)bC, (B19)
J4(a, b) =
a−9/2
16
(12a2 + 12ab2 + b4)C, (B20)
J5(a, b) =
a−11/2
32
(60a2 + 20ab2 + b4)bC, (B21)
J6(a, b) =
a−13/2
64
(120a3 + 180a2b2
+30ab4 + b6)C, (B22)
and so forth and so on, with C =
√
pi exp
(
b2
4a
)
if a ∈
R+?.
Appendix C: Useful relations for the secondary
electron emission
From the definition of Jk(a, b, 0) given by Eq. (32) we
found a generalization of the function Jk(a, b, 0)
Jk(a, b, 0) = a
−(k+2)
[
aΓ(k + 1) 1F1
(
k + 1,
1
2
,
b2
4a
)
+b
√
a Γ
(
k +
3
2
)
1F1
(
k +
3
2
,
3
2
,
b2
4a
)]
, (C1)
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with the Kummer confluent hypergeometric functions
of the first kind 1F1 given in App. B. Then the first
terms of Jk(a, b) are
J0(a, b, 0) =
a−1/2
2
C, (C2)
J1(a, b, 0) =
a−3/2
4
[
bC + 2
√
a
]
, (C3)
J2(a, b, 0) =
a−5/2
8
[
(2a+ b2)C + 2b
√
a
]
, (C4)
J3(a, b, 0) =
a−7/2
16
[
b(6a+ b2)C
+2
√
a(4a+ b2)
]
, (C5)
J4(a, b, 0) =
a−9/2
32
[
(12a2 + 12ab2 + b4)C
+2b
√
a(10a+ b2)
]
, (C6)
J5(a, b, 0) =
a−11/2
64
[
b(60a2 + 20ab2 + b4)C
+2
√
a(2a+ b2)(16a+ b2)
]
, (C7)
with C =
√
pi exp
(
b2
4a
)(
1 + Erf
(
b
2
√
a
))
and Erf(z) is
the error function at z.
Appendix D: Useful relations for the Langmuir
probe interpretation
From the definition of Jk(a, b, c) given by Eq. (38)
and by using the change of variable x = v − b/(2a) we
found
Jk(a, b, c) = exp
(
b2
4a
)∫ ∞
C
(
x+
b
2a
)k
exp
(−ax2) dx,
= exp
(
b2
4a
) k∑
n=0
(
k
n
)( b
2a
)k−n
×Γ
(
n+1
2 , aC
2
)
2a(n+1)/2
, (D1)
with C = c−b/(2a), the help of the equation 3.381.9 on
page 346 of [72] where Γ(a, b) is the incomplete Euler
Gamma function detailed in App. E. The first terms of
Jk(a, b, c) are
J0(a, b, c) = G2, (D2)
J1(a, b, c) =
1
2a
[E2 + bG2] , (D3)
J2(a, b, c) =
1
(2a)2
[
(b+ 2ac)E2 + (b2 + 2a)G2
]
, (D4)
J3(a, b, c) =
1
(2a)3
(
b2 + 4a+ 2ac(b+ 2ac)
)E2
+
1
(2a)3
b(b2 + 6a)
G2
E2 , (D5)
J4(a, b, c) =
E2
(2a)4
(
(b+ 2ac)(b2 + 4a2c2) + 12a2c+ 10ab
)
+
1
(2a)4
(12a2 + 12ab2 + b4)
G3
E2 , (D6)
with the following definitions
E1 = exp
(
b2
4a
)
, (D7)
E2 = exp
(−ac2 + bc) , (D8)
G1 = Erf
(
b− 2ac
2
√
a
)
, (D9)
G2 = 1
2
√
pi
a
E1 (1 + G1) , (D10)
G3 = 1
2
√
pi
a
E1 (1 + (b− 2ac)G1) . (D11)
Appendix E: Useful relations for the incomplete
Gamma function
The used form of the incomplete Gamma function are
Γ (n+ 1, x) = n! exp(−x)
n∑
k=0
xk
k!
, (E1)
Γ
(
n+
1
2
, x
)
= Γ
(
n+
1
2
)
Erfc
(√
x
)
+ (−1)n−1 exp(−x)√x
×
n−1∑
k=0
(
1
2
− n
)
(n−1−k)
(−x)k, (E2)
with n ∈ N?, Γ(0) = 1, Γ(k, 0) = Γ(k), (u)k is the
Pochhammer symbol and the first terms of the incom-
plete Gamma function read
Γ(1, x) = exp (−x) , (E3)
Γ(2, x) = (1 + x) exp (−x) , (E4)
Γ
(
1
2
, x
)
= X, (E5)
Γ
(
3
2
, x
)
= C +
1
2
X, (E6)
Γ
(
5
2
, x
)
=
(
x+
3
2
)
C +
3
4
X, (E7)
where C =
√
x exp(−x), X = √piErfc (√x) and
Erfc(x) = 1− Erf(x) is the inverse error function.
Appendix F: Entropy corrections
From the entropy defined by Eq. (42) we found using
the previously defined function Jk(a, b) and with the
fact that
log
(
f0
n
)
= log
(
∆
n
)
− 1
2T
v2 +
v
T
v, (F1)
that the entropy for a MDF is
s0 = −kB
∫ ∞
−∞
∆
n
exp
(
− 1
2T
v2 +
v
T
v
)
×
[
log
(
∆
n
)
− 1
2T
v2 +
v
2T
v
]
dv, (F2)
= −kB ∆
n
[
log
(
∆
n
)
J0
(
1
2T
,
v
T
)
− 1
2T
J2
(
1
2T
,
v
T
)
+
v
T
J1
(
1
2T
,
v
T
)]
, (F3)
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s0 = −kB ∆
n
[
log
(
∆
n
)√
2piT exp
(
v2
2T
)
− 1
2T
√
2piT exp
(
v2
2T
)
(T + v2)
+
v
T
√
2piT exp
(
v2
2T
)
v
]
, (F4)
s0 = −kB
[
log
(
∆
n
)
−
(
1
2
+
v2
2T
)
+
v2
T
]
, (F5)
s0 =
kB
2
[
1 + log(2piT )
]
, (F6)
Then,
sI = −kB
∫ ∞
−∞
(
f0
n
+
δf
n
)(
log
(
f0
n
)
+ log
(
1 +
δf
f0
))
dv,
= s0 − kB
∫ ∞
−∞
δf
n
log
(
f0
n
)
dv
+ kB
∞∑
k=1
(−1)k
k
∫ ∞
−∞
(
f0
n
+
δf
n
)(
δf
f0
)k
dv.(F7)
sI = s0 − kB
∫ ∞
−∞
δf
n
log
(
f0
n
)
dv
+
kB
n
∞∑
k=1
(−1)k
k
∫ ∞
−∞
(δf)
k
(f0)
k−1 +
(δf)
k+1
(f0)
k
dv.(F8)
The first order (k = 1) of the last integral is proportional
to
∫∞
−∞ δfdv = 0. This last sum can be written with
the fact that
(f0)
k
= ∆k exp
(
− k
2T
v2 + k
v
T
v
)
, (F9)
(δf)
k
= ∆kI (v − c)k exp
(
− k
2W
v2 + k
c
W
v
)
,(F10)
and by using the previously defined function Jk(a, b), as
∞∑
k=1
(−1)k
k(k + 1)
∆
(
∆I
∆
)k+1 k+1∑
m=0
(
k + 1
m
)
(−c)k+1−m
×Jm
(
k + 1
2W
− k
2T
,
(k + 1)c
W
− kv
T
)
. (F11)
Then sI = s0 + δs with
δs = −kB 1
n
∫ ∞
−∞
δf log
(
f0
n
)
dv
+ kB
∆
n
∞∑
k=1
(−1)k
k(k + 1)
(
∆I
∆
)k+1 k+1∑
m=0
(−c)k+1−m
×
(
k + 1
m
)
Jm
(
k + 1
2W
− k
2T
,
(k + 1)c
W
− kv
T
)
.(F12)
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