We describe a new approach to fault collapsing that extends fault collapsing based on fault equivalence and fault dominance. The new approach is based on a metric called level of similarity between faults.
Introduction
The concepts of fault equivalence and fault dominance are used in test generation to reduce the number of faults targeted. This is referred to as fault collapsing [1] - [4] . If two faults are equivalent, only one of them needs to be considered during test generation. As soon as one fault is detected, the other one is guaranteed to be detected as well. Similarly, if a fault f j dominates a fault f i and f i is detectable, only f i needs to be considered during test generation. As soon as f i is detected, f j is guaranteed to be detected as well.
In circuits with very large numbers of faults, fault collapsing beyond that based on fault equivalence or fault dominance may be needed for producing a set of target faults of reasonable size. Fault sampling can be used in this case to reduce the size of the set of target faults [5] - [7] . However, unlike fault collapsing, fault sampling cannot provide a single set of faults whose detection guarantees the detection of all the detectable circuit faults.
In order to improve the ability of fault collapsing to reduce the set of target faults, we extend the concepts of fault equivalence and fault dominance into the level of similarity between faults. Informally, a fault f j is said to be similar to a fault f i with a level of similarity SL i ,j ≤ 1 if a fraction SL i ,j of the tests for f i also detect f j . In this case, a test for f i will detect f j with probability SL i ,j . If SL i ,j is high enough, one may exclude f j from the set of target faults and rely on the test for f i to detect f j as well. If the set of target faults includes, in addition to f i , also 1 faults f i 1 , f i 2 , . . . , f im such that SL i 1,j , SL i 2,j , . . . , SL im ,j > 0, the probability of detecting f j without targeting it explicitly is even higher.
We define the level of similarity in Section 2. We discuss ways of computing it in Section 3. We then describe a procedure for fault collapsing based on the level of similarity in Section 4. We study the effectiveness of fault collapsing based on the level of similarity experimentally in Section 5. Specifically, we identify a minimum level of similarity that will allow us to perform fault collapsing without losing fault coverage in benchmark circuits.
The level of similarity
We use the following definition of equivalence, which is different from functional equivalence [2] for circuits with multiple outputs. This definition is useful when equivalence is used to perform fault collapsing. Definition 1: Faults f i and f j are said to be equivalent if the set of input vectors T i that detect f i and the set of input vectors T j that detect f j are identical. Here, T i and T j are formed out of the set of all the possible input vectors of the circuit.
We use the following definition of fault dominance. Definition 2: Fault f j is said to dominate fault f i if the set of input vectors T i that detect f i and the set of input vectors T j that detect f j satisfy the condition T i ⊆ T j .
We extend these definitions into a definition of the level of similarity between faults as follows. Equivalent faults have identical sets of input vectors that detect them, and we would like their level of similarity to be one. For non-equivalent faults, we would like the level of similarity to reflect the amount of overlap between the sets of input vectors that detect them. We use the following definition. Definition 3: Let T i be the set of input vectors that detect a fault f i and let T j be the set of input vectors that detect a fault f j . Let f i and f j be detectable faults, i.e., T i ≠ φ and T j ≠ φ. The level of similarity of f j relative to f i is
It it important to note that the level of similarity is not symmetric, i.e., we can have SL i ,j ≠ SL j ,i . We demonstrate this point below.
The following special cases are of interest. If f i and f j are equivalent, i.e., T i = T j , we obtain T i ∩ T j = T i = T j , and SL i ,j = SL j ,i = 1. If f j dominates f i , i.e., T i ⊆ T j , we obtain T i ∩ T j = T i and SL i ,j = 1. For SL j ,i we obtain in this case SL j ,i = | T i | / | T j | < 1. In all other cases as well we obtain SL i ,j ,SL j ,i < 1.
The level of similarity SL i ,j has the following meaning. Suppose that a test set T includes a test t ∈ T i for a fault f i . The probability that t is also a test for f j is equal to the probability that t ∈ T j , or t ∈ T i ∩ T j . This probability is equal to | T i ∩ T j | / | T i | , which is the level of similarity SL i ,j . Thus, the level of similarity SL i ,j is also the probability that a test for f i will detect f j . The higher the level of similarity SL i ,j , the more likely it is that a test for f i will also detect f j . For equivalent faults and when f j dominates f i this probability is 1.
We provide several examples of the level of similarity next. We use the combinational logic of MCNC finite-state machine benchmark lion for this example. The circuit has four inputs, 16 input vectors, and 40 faults, f 0 , . . . ,f 39 . We represent an input vector by its decimal value. Thus, the input vectors are 0,1, . . . ,15. As before, we denote by T i the set of input vectors that detect f i .
For f 0 we have T 0 = {9, 10, 11, 12, 13, 14, 15} and for f 2 we have T 2 = {4, 7, 13}. We have T 0 ∩ T 2 = {13}. Therefore, SL 0,2 = 1/7 = 0.14 and SL 2,0 = 1/3 = 0.33.
For f 4 we have T 4 = {2, 6, 7, 10, 14, 15}. We have T 0 ∩ T 4 = {10, 14, 15}. Therefore, SL 0,4 = 3/7 = 0.42 and SL 4,0 = 3/6 = 0.5.
For f 3 we have T 3 = {0, 3, 9} and for f 10 we have T 10 = {0}. We have T 10 ⊂ T 3 and T 3 ∩ T 10 = T 10 = {0}. In this case, SL 3,10 = 1/3 = 0.33 and SL 10,3 = 1/1 = 1.
Computing the level of similarity
Computation of the level of similarity can be done in one of several ways, discussed next.
For circuits with small numbers of inputs it is possible to enumerate all the input vectors, find the sets T i explicitly, and use set operations to compute the exact level of similarity as in the example above. We use this approach for circuits with small numbers of inputs.
For circuits with large numbers of inputs it is possible to use the same procedure as above but with a set of random vectors of limited size. The random vectors will allow us to find approximate values of SL i ,j , which are expected to be accurate enough for fault collapsing using the proposed concept of level of similarity. This is one of the approaches we use in this work for circuits with large numbers of inputs. Another procedure for computing the level of similarity is described next. The procedure uses a partition of the circuit into fanout free regions to compute levels of similarity between faults in the same fanout free region. We use this procedure in this work as an alternative to the use of a set of input vectors. We use it for circuits with small as well as large numbers of inputs.
A fanout free region is a single-output subcircuit that has the following properties. (1) Its output is either a fanout stem or a primary output. (2) Its inputs are either fanout branches or primary inputs. (3) It does not include any fanout stems except possibly its output. We compute SL i ,j for faults f i ,f j only if f i and f j are contained in the same fanout free region R . Furthermore, we require that the number of inputs to R would not exceed a constant denoted by N IR . Otherwise, we set SL i ,j = 0. The implication of setting SL i ,j = 0 to fault collapsing is that f i will not be used for removing f j from the set of target faults. The advantage of using fanout free regions is that the level of similarity can be computed efficiently.
We compute SL i ,j for f i ,f j in a fanout free region R with at most N IR inputs by considering R as if it were the complete circuit, and applying Definition 3 to the set of input vectors of R . Let the set of inputs of R be I . Initially, T i = T j = φ. We consider the 2 | I | input vectors of R one at a time. For every input vector v , we apply v to R and simulate f i and f j in R . If v detects f i (f j ) on the output of R (i.e., v propagates a fault effect to the output of R ), we add v to T i (T j ). At the end of this process, T i (T j ) includes all the input vectors of R that detect f i (f j ) on the output of R . We define SL i ,j using T i and T j as in Definition 3, i.e., we set
It is also possible to consider fanout free regions with larger numbers of inputs by using a limited number of random vectors for such regions.
Inaccuracies in the computation of SL i ,j using fanout free regions can result from the following. (1) An input vector v of R may not be justifiable in the complete circuit. Thus, its contribution should not be counted in an accurate computation of SL i ,j . (2) A fault effect produced on the output of R by a vector v may not be propagatable to a primary output. In this case also, the contribution of v should not be counted in an accurate computation of SL i ,j .
Application to fault collapsing
Fault collapsing based on fault equivalence reduces the set of faults that need to be targeted during test generation by removing a fault f j from the set of target faults if it is known to be equivalent to a fault f i , which is included in the set of target faults. Fault collapsing based on fault dominance removes a fault f j from the set of target faults if it is known that f j dominates a fault f i , which is included in the set of target faults. In this section, we extend the ability to reduce the set of target faults by performing fault collapsing based on the level of similarity.
Fault equivalence and fault dominance are binary properties, i.e., a pair of faults either have an equivalence (dominance) relation or not. The level of similarity has a continuum of values. Therefore, to perform fault collapsing based on the level of similarity, it is necessary to define a constant level of similarity above which a fault would be considered similar enough to another fault to be excluded from the set of target faults. We denote this constant by SL MIN . If SL i ,j ≥ SL MIN , fault collapsing based on the level of similarity can exclude f j from the set of target faults and keep only f i .
By varying SL MIN , we study the extent to which fault collapsing based on the level of similarity can reduce the set of target faults while still ensuring that all the detectable faults would be detected by a test set generated for the collapsed set of faults. To facilitate the consideration of different levels of similarity, we truncate the similarity level SL i ,j to two digits after the decimal point for every pair of faults f i ,f j . Thus, SL i ,j ,SL MIN ∈ {0, 0.01, 0.02, . . . , 1}.
For a given SL MIN , we perform fault collapsing based on the level of similarity as follows. Initially, all the circuit faults are included in the set of target faults CF , and all the faults are unmarked. We remove faults from CF as follows. For every f i ,f j ∈ CF , if SL i ,j ≥ SL MIN and f j is unmarked, we remove f j from CF and we mark f i . The marking of f i indicates that a fault was removed from CF because it is similar to f i . This dictates that f i needs to be kept in CF for the reason demonstrated next.
Consider three faults f 0 ,f 1 ,f 2 with sets of input vectors that detect them T 0 = {0,1,2,3,4}, T 1 = {3,4,5} and T 2 = {5,6}. Let SL MIN = 0.5. There are two fault pairs with SL i ,j ≥ 0.5, f 1 ,f 0 with SL 1,0 = 0.66 and f 2 ,f 1 with SL 2,1 = 0.5. Suppose that we first eliminate f 0 from CF due to f 1 , and then eliminate f 1 from CF due to f 2 . The implication is that a test for f 2 needs to detect f 1 , which in turn needs to lead to the detection of f 0 . However, SL 2,0 = 0 since none of the tests for f 2 detects f 0 . By marking f 1 after f 0 is removed from CF , we ensure that f 1 will not be removed due to f 2 .
The procedure for fault collapsing based on the level of similarity is given next. Table 1 . These values were computed by applying Definition 3 to the set of all the input vectors of the circuit and considering only cases where i ≠ j . We apply Procedure 1 using SL MIN = 0.20. The fault pairs considered by Procedure 1 are the following. Table 1 The faults f 0 ,f 6 with SL 0,6 = 0.33 ≥ 0.20. We remove f 6 from CF and we mark f 0 .
The faults f 0 ,f 7 with SL 0,7 = 0.33 ≥ 0.20. We remove f 7 from CF (f 0 is already marked).
The faults f 1 ,f 2 followed by f 1 ,f 4 and f 1 ,f 11 . We remove f 2 from CF and we mark f 1 . We then remove f 4 and f 11 from CF .
The pairs f 2,j for j = 8, 9, 10, 11 are not considered since f 2 (and f 11 ) have already been removed.
The faults f 3 ,f 8 followed by f 3 ,f 9 and f 3 ,f 10 . We remove f 8 from CF and we mark f 3 . We then remove f 9 and f 10 from CF .
The faults that remain in CF are f 0 , f 1 , f 3 and f 5 . Considering f 4 that was removed from CF , we have SL 0,4 = 0.16, SL 1,4 = 0.50, SL 3,4 = 0 and SL 5,4 = 0.16. Thus, three faults in CF can contribute to the detection of f 4 . The probability that f 4 will be detected by a test set generated for CF can be approximated as 1-(1-0.16)(1-0.50)(1-0.16) = 0.65. This is higher than SL MIN , and higher than SL 1,4 = 0.50 because of which f 4 was removed from CF . For f 11 , the probability that it will be detected by a test set for CF is approximately 1-(1-0.16)(1-0.50)(1-0.33)(1-0.16) = 0.76.
Experimental results
In the following subsections we describe a test generation procedure that will allow us to evaluate the effectiveness of fault collapsing based on the level of similarity. We then present experimental results.
The test generation procedure we use is based on test selection. This approach has the advantage that it always selects the same test when given the same fault, independent of other faults that need to be targeted.
For every circuit considered we use a set of input vectors U to perform test selection. When the level of similarity is computed based on a set of input vectors, we use the same set U for this purpose as well. For circuits with small numbers of inputs, U is the set of all the input vectors. For circuits with large numbers of inputs (larger than 14), U is a set of 20,000 random vectors.
We denote by F the set of all the circuit faults after they have been collapsed using the conventional approach, where fault collapsing is done using equivalence relations among faults on the inputs and output of the same gate. We denote by UF ⊆ F the subset of faults which are detected by U . We perform fault collapsing based on the level of similarity starting from UF to obtain a set of collapsed faults CF . It is important to note that UF is already collapsed using the conventional approach. Thus, any additional collapsing we achieve will be on top of the conventional approach.
One of the metrics we will be interested in is the percentage reduction in the number of collapsed faults, or | CF | / | UF | . 100. It is also possible to compute this percentage with respect to F by adding the faults in F −UF (which are not considered by the proposed procedure) to CF and using ( | CF | + | F | − | UF | )/ | F | . 100 as the per-centage reduction in the number of collapsed faults. Since F −UF is a very small subset of F in our experiments, this will not have a significant impact on the percentages reported. In many cases, UF = F .
Test selection
We are interested in obtaining test sets for several subsets of faults. (1) A test set CT for the set of collapsed faults CF obtained after applying fault collapsing to UF using similarity level SL MIN , for different values of SL MIN . (2) A test set UT for the set of faults UF . When CT detects all the faults in UF , we will be able to compare its size to UT since they detect the same set of faults. This will allow us to empirically evaluate whether the proposed fault collapsing method has any effect on the number of tests needed to detect all the faults obtained by using the conventional fault collapsing method.
We select a test set T ⊆ U for a set of target faults F targ ⊆ UF using Procedure 2 given below. Procedure 2 considers the faults in F targ one at a time. Initially T = φ. For every fault f ∈ F targ , Procedure 2 selects out of U the first test that detects f . The procedure adds t to T and drops from F targ all the faults detected by t . At the end of Procedure 2, F targ = φ. Procedure 2: Test selection (1) Let F targ be the set of target faults and let U be the set of input vectors. Set T = φ.
Find the first vector t ∈ U that detects f . Add t to T and drop from F targ all the faults detected by t . Our goal is to find the smallest value of SL MIN such that the test set CT , which is derived for the set of target faults CF obtained using SL MIN , detects all the faults in UF . We achieve this goal by applying Procedure 3. Instead of increasing SL MIN by 0.01, it is also possible to increase SL MIN to the next value SL next for which there is a fault pair f i ,f j with SL i ,j = SL next .
Results using U
In this subsection we report the results obtained when the set of input vectors U is used for computing the levels of similarity. We apply Procedure 3 to the combinational logic of MCNC finite-state machine benchmarks, and to the combinational logic of ISCAS-89 and ITC-99 benchmarks. We also apply the procedure to ISCAS-85 benchmarks, where a comparison is possible with the recent fault collapsing approach of [4] , which is based on fault equivalence and dominance. The results are reported in Tables 2, 3 , 4 and 5 as follows. After the circuit name we show the number of circuit inputs, the number of input vectors in U , and the number of faults detected by the input vectors in U (the size of UF ). We then show the number of tests included in the test set UT computed by Procedure 2 for UF . Under column collapsing we show the following information for fault collapsing based on the level of similarity. Under subcolumn SL we show the value of SL MIN for which all the faults in UF are detected (the value found In the last column of Table 5 we show the percentage of faults included in the collapsed set of faults computed in [4] . This is the most recent fault collapsing procedure based on equivalence and dominance.
The following points can be seen from Tables 2, 3 , 4 and 5. The value of SL MIN for which all the faults in UF are detected is on the average 0.66 for MCNC finitestate machine benchmarks. Similar averages are obtained for the other benchmarks. These values indicate that the level of similarity does not have to be 1 to guarantee with a high probability the detection of all the circuit faults.
The size of CF is on the average 30.07% of the size of UF (which is collapsed by the conventional equivalence-based method) for MCNC finite-state machine benchmarks. Similar percentages are obtained for the other benchmarks. These values indicate the effectiveness of fault collapsing based on the level of similarity in aggressively reducing the set of target faults.
For ISCAS-85 benchmarks we can compare the relative size of CF to the one obtained in [4] using equivalence and dominance relations. It can be seen that fault collapsing based on the level of similarity allows significantly smaller sets of target faults to be obtained.
The test set CT selected for the collapsed set of faults based on the level of similarity is typically smaller than the test set UT selected by considering all the circuit faults. This indicates that the proposed fault collapsing method leaves a set of faults whose tests are more likely to detect other, non-targeted faults.
The following points can be seen from Tables 6, 7,  8 and 9. The most noticeable difference from Tables 2, 3 , 4 and 5 is that the percentage of faults included in the collapsed fault set CF is higher when fanout free regions are used for computing the levels of similarity than when levels of similarity are computed based on a set of vectors U . This is due to the following effect. When the set of input vectors U is used, we can potentially associate a non-zero level of similarity with every pair of faults. When considering fanout free regions, only faults in the same fanout free region can have a non-zero level of similarity. The fault pairs with level of similarity equal to zero cannot contribute to fault collapsing. As a result, with fanout free regions we have fewer faults that can contribute to fault collapsing, and CF is larger.
Nevertheless, we obtain non-trivial reductions in the size of CF even when fanout free regions are used. For MCNC finite-state machine benchmarks, the size of CF is on the average 77.69% of the size of UF .
Summary
As discussed earlier, the level of similarity SL i ,j is one when f j is equivalent to f i or when f j dominates f i . Thus, fault collapsing based on the level of similarity with SL MIN = 1 is identical to fault collapsing based on equivalence and dominance relations. With SL MIN < 1, additional fault collapsing will occur.
The comparison with the results from [4] indicates that collapsing based on the level of similarity can provide significantly higher levels of reductions in the number of target faults than existing approaches.
From the experiments reported in Subsections 5.2 and 5.3, we obtain collapsed sets of faults that are around 30% of the conventional collapsed sets when levels of similarity are computed based on sets of input vectors, and around 75% when they are computed based on fanout free regions. This indicates that there is significant room to develop efficient methods for computing the level of similarity that will achieve high levels of fault collapsing.
Concluding remarks
We described a new approach to fault collapsing based on the level of similarity between faults. A fault f j is said to be similar to a fault f i with a level of similarity SL i ,j ≤ 1 if a fraction SL i ,j of the tests for f i also detect f j . If SL i ,j is high enough, one may exclude f j from the set of target faults and rely on the test for f i to detect f j as well. Fault collapsing based on the level of similarity extends the earlier approaches to fault collapsing based on fault equivalence and fault dominance. Specifically, fault collapsing based on the level of similarity reduces to fault collapsing based on fault equivalence and fault dominance when only faults with level of similarity one relative to faults in the set of target faults are excluded from the set of target faults. We described a procedure for fault collapsing based on the level of similarity, and studied its effectiveness experimentally. In particular, we identified a minimum level of similarity that allows us to perform fault collapsing based on the level of similarity without losing fault coverage in benchmark circuits.
