Abstract. It is known that the first eigenvalue for Aharonov-Bohm operators with half-integer circulation in the unit disk is double if the potential's pole is located at the origin. We prove that in fact it is simple as the pole a = 0.
Introduction
In the present paper we are interested in the spectral properties of Schrödinger operators with AharonovBohm vector potential (see e.g. [8, 27, 7] ), acting on functions u : R 2 → C, i.e.
(i∇ + A where the vector potential is singular at the point a and takes the form
(1.2)
We address here its eigenvalues in the unit disk in the special case when circulation α = When the circulation of the vector potential is not an integer, i.e. α ∈ R \ Z, the latter norm is equivalent to the norm
, by the Hardy type inequality proved in [25] (see also [9] and [16, which holds for all r > 0, a ∈ R 2 and u ∈ H 1,a (D r (a), C). Here we denote as D r (a) the disk of center a and radius r.
By a Poincaré type inequality, see e.g. [5, A.3] , we can consider the equivalent norm on H From classical spectral theory, for every (a, α) ∈ Ω × R, the eigenvalue problem (1.3) admits a diverging sequence of real and positive eigenvalues {λ k (a, α)} k≥1 with finite multiplicity. These eigenvalues also have a variational characterization given by
The paper [6] started the study of multiple eigenvalues of this operator with respect both to the position of the pole a ∈ Ω and the circulation α ∈ (0, 1). It shows that multiple eigenvalues in general occur, even if under suitable assumptions they are very rare locally with respect to the two parameters. Here we just mention that these assumptions rely on the local behavior of the corresponding eigenfunctions. Moreover, to the best of our knowledge, no result is available about this rareness globally with respect to the two parameters, yet (on this general theme the interested reader can see [31] ).
As already mentioned, in this paper we consider the eigenvalue problem when Ω is the unit disk
2 < 1} and the circulation α = 1 2 , i.e. the problem
Throughout the paper we will erase the index α, since it is fixed α = 1 2 . Because of this choice, in view of the correspondance between the magnetic problem and a real Laplacian problem on a double covering manifold (see [17, 30] ), the operator (1.1) behaves as a real operator. As a consequence, the nodal set of the eigenfunctions of operator (1.1) (i.e. the set of points where they vanish) is made of curves and not of isolated points as we could expect for complex valued functions. More specifically, the magnetic eigenfunctions always have an odd number of nodal lines ending at the singular point a, and therefore at least one.
In particular, we are going to focus our attention on the first eigenvalue to problem (1.5) and to study its multiplicity as the pole is moving from the origin around the disk. One can prove that this situation fulfills the assumptions of [6, Theorem 1.6] , so that we know that the origin is locally the only point where the first eigenvalue is double. The main result of the paper is then the following We recall that the necessary condition is still known (see [11] ). The new result is in fact the sufficient condition. The proof relies essentially in two steps. Firstly, we observe that eigenvalue functions are radial functions. Thanks to the local analytic regularity of eigenvalues with respect to analytic perturbations of the problem, the double eigenvalue for a = 0 immediately splits in two locally analytic branches, which a priori can be the same. We will show that in fact they are really different by means of their Taylor expansion's first terms. The first derivatives of the two branches at the origin can be computed in terms of the corresponding eigenfunctions' asymptotic expansions in the spirit of [6] . This is the content of Section 3.
From a technical point of view, the disk gives us chances to compute eigenfunctions explicitly. This can be done by reducing problem (1.5) to a suitable weighted Laplace eigenvalue problem on the double covering and thanks to a certain spectral equivalence between Problem 1.5 and suitable Laplace eigenvalue problems with mixed boundary conditions (see Section 2). This is enough to prove that the first derivatives of the two aforementioned analytic branches computed at the origin are different, in particular with opposite sign, thus concluding Section 3.
The proof is concluded in Section 4 thanks to the continuity and monotonicity of the two branches up to the boundary of the domain. 2 is motivated by the fact that nodal domains of their eigenfunctions are strongly related to spectral minimal partitions of the Dirichlet Laplacian, i.e. partitions of the domain minimizing the largest of the first eigenvalues on the components, in the special case when they present points of odd multiplicity (see [11] ). We refer to papers [12, 13, 18, 17, 19, 20, 21, 22, 23] for details on the deep relation between behavior of eigenfunctions, their nodal domains, and spectral minimal partitions. Related to this, the investigation carried out in [2, 3, 4, 14, 26, 29] highlighted a strong connection between nodal properties of eigenfunctions and asymptotic expansion of the function which maps the position of the pole a in the domain to eigenvalues of the operator (i∇ + A a )
2 (see also [1, Section 3] for a brief overview). The interest in the case of disk comes from the seminal papers [19] and [10] , where the so-called Mercedes Star Conjecture is introduced and discussed . Roughly speaking, the conjecture evokes that the spectral minimal 3-partition for the disk is in fact the Mercedes Star partition (see [10, Figure 1] ).
For what concerns us, the disk gives us the opportunity to begin to tackle the interesting question about how rare multiple eigenvalues are with respect to the position of the pole globally in the domain. This is a first contribution to carry on the analysis started in [6] . On the other hand, the present paper is not dealing directly with the aforementioned conjecture, but it presents arguments which may be useful towards it. Finally, Theorem 1.1 validates numerical simulations presented in [10, Figure 1 ] for the first eigenvalue.
Explicit eigenfunctions and eigenvalues
The aim of this section is exploiting the symmetry of the disk in order to deduce peculiar features of eigenvalues to Problem (1.5). Firstly, we recall that the map a → λ k (a) is a radial function for any k ∈ N \ {0}.
Eigenfunctions in the double covering. In the papers [17, Lemma 3.3] and [30, Section 3] it is
shown that in case of half-integer circulation the considered operator is equivalent to the standard Laplacian in the double covering. We then briefly recall some basic facts about Aharonov-Bohm operators. For any a ∈ R 2 , we define θ a : R 2 \ {a} → [0, 2π) the polar angle centered at a such that
Thus, it results (see [16, 17, 6] for deeper explanations) that 2A a is gauge equivalent to 0, as 2A a = −ie −iθa ∇e iθa = ∇θ a . We introduce the following antilinear and antiunitary operator
which depends on the position of the pole a ∈ Ω through the angle θ a . It results that (i∇ + A a ) 2 and K a commute. The restriction of the scalar product to L 2 Ka (Ω) := {u ∈ L 2 (Ω, C) : K a u = u} gives it the structure of a real Hilbert space and commutation implies that eigenspaces are stable under the action of K a . Then we can find a basis of L 2 Ka (Ω) formed by K a -real eigenfunctions of (i∇ + A a ) 2 . Being allowed to consider K a -real eigenfunctions of (i∇ + A a ) 2 allows to reduce the analysis to the real operator 
is real valued and it is a solution to the problem
The second basic special feature of the disk is stated in the following Proof. By Definition 2.1, the double covering of the unit disk D is
If we identify C with R 2 in the standard way and consider the polar coordinates (
Then, observing that y 1 = x 1 2 − x 2 2 and y 2 = 2x 1 x 2 , a simple computation shows that
Thanks to Lemma 2.3, we are in position to have an explicit expression of eigenfunctions to Problem (1.5) by means of Bessel and trigonometric functions.
Lemma 2.4. If λ 0 is an eigenvalue of the problem (2.2), then it is double and its eigenfunctions take the form
with A, B ∈ R and for some n ∈ N \ {0}.
Coming back to the original problem (1.5) on the original domain D, λ 0 is a double eigenvalue of the problem (1.5) and its eigenfunctions take the form
The radial part produces a Bessel-type equation which reads
whose solutions are given by the so-called modified Bessel functions
2 ) (for the modified Bessel functions, see the book by Watson [33] ). From the results in [16, 17] we know that the eigenfunction is regular at the origin, so its radial part will be given in terms of the only J n/2 . Imposing the boundary conditions at ρ = 1, we find J n/2 ( √ λ 0 ) = 0, which means that
where {α n/2,k } k∈N denote the sequence of zeros of the Bessel function J n/2 . This concludes the first part of the statement. By virtue of Lemma 2.2 the rest of the statement follows.
Note that the case of the disk is covered by the paper [11] : the fact that every eigenvalue is double was already provided by [11, Proposition 5.3 ] in a more general context. Nevertheless, this is not the main point we are interested in.
We recall that there is a connection between the zeros of the Bessel functions (to this aim we refer to The second case is n = 3 and k = 1, which produces the double third eigenvalue. 
Isospectrality and consequences on eigenvalues. We introduce two auxiliary problems. Let us denote D
+ := {(x 1 , x 2 ) ∈ D : x 2 > 0}.
Definition 2.6. ([26]) The two problems
     −∆u = λu in D + u = 0 on ∂D + \ (t, 1] × {0} ∂u ∂ν = 0 on (t, 1] × {0}      −∆u = λu in D + u = 0 on ∂D + \ [−1, t) × {0} ∂u ∂ν = 0 on [−1, t) ×
4) (Neumann-Dirichlet problem, respectively). Then the maps
are continuous in (−1, 1).
We observe that in this case the standard Courant-Fisher characterization of eigenvalues establishes Another consequence of Lemma 2.7 is the following result.
Lemma 2.10. Let us consider the problems in (2.4). For t = 1 we have
We note the latter result can be proved by direct computation, in terms of Bessel-type functions, as in the proof of Lemma 2.4. Now, if a = (t, 0) let us denote λ j (t) the j-th eigenvalue of the problem (1.5). By Lemma 2.7, symmetry of the disk and Remark 2.9 (non-increasing monotonicity of the map t → λ
We have as well
where the last equivalence follows from Lemma 2.8, Remark 2.9 and Lemma 2.10, recalling that λ
(1) which denies Lemma 2.10.
Immediate splitting of the eigenvalue
The aim of this section is to show that as the pole is moved, then the double eigenvalue split and produce two locally different analytic branches of eigenvalues. The first one is stricly monotone decreasing whereas the second one is stricly monotone increasing in a small neighborhood of the origin, with respect to the distance of the pole from the origin. In order to do this, we are going to exploit the results achieved in Section 2. In addition, by rotational symmetry, we will restrict ourselves to the case when the pole is moving along x 1 -axis.
3.1. Analytic perturbation with respect to the pole. As already pointed out in the Introduction (see also [6, Section 2] , [26] ), as the pole moves not only the operator changes, but also this produces different variational settings: functional spaces depend on the position of the pole. In order to study the moving pole's effect on eigenvalues, first of all we need to define a family of diffeomorphisms which allow us to set the eigenvalue problem on a fixed domain, in the spirit of [6, 26] .
We consider a particular case of the local perturbation introduced in [6,
Notice that Φ a (0) = a and that Φ ′ a is a perturbation of the identity
, so that
where J a is defined in (3.3). Such a transformation γ a defines an isomorphism preserving the scalar product in L 2 (Ω, C). Moreover, since Φ a and √ J a are C ∞ , γ a defines an algebraic and topological isomorphism of H 
With a little abuse of notation we define the application γ a : (H 
⋆ by the following relation (Ω, C)) ⋆ ). Now, let us consider the special case a = (a 1 , 0), which means moving the pole just along the x 1 -axis. For simplicity, in the following we denote t := a 1 and G t := G (a1,0) . Then, following the same argument in [26, Section 4] , the family t → G t is an analytic family of type (B) in the sense of Kato with respect to the variable t. In order to prove it, by definition (see [24, Chapter 7 , Section 4]) we need to show that the quadratic form g t associated to G t , defined as
is an analytic family of type (a) in the sense of Kato, i.e. it fulfills the following two conditions:
(i) the form domain is independent of t; (ii) the form g t (u) is analytic with respect to the parameter t for any u in the form domain.
The first assertion follows from (3.6) (see [6, Section 7 .1]), whereas the second one follows from [6, Lemmas 5.1,5.2,7.1] possibly shrinking the interval (−R, R) where the parameter t is varying. The Kato-Rellich perturbation theory gives some information in the case when the considered eigenvalue is not simple. Let λ 0 be any double eigenvalue of G 0 . Then there exist a family of 2 linearly independent L 2 (Ω)-normalized eigenfunctions {u j (t)} j=1,2 relative to the associated eigenvalue µ j (t) for j = 1, 2 which depend analytically on the parameter t and such that for j = 1, 2 µ j (0) = λ 0 and µ j (t) is an eigenvalue of the operator G t . We recall that G t has the same eigenvalues with the same multiplicity as operator (i∇ + A (t,0) ) 2 . Note that the 2 functions t → µ 1 (t), t → µ 2 (t) are not a priori necessarily distinct. The Feynman-Hellmann formula (see [24, Chapter VII, Section 3]) then tells us that
3.2. Computing the derivative at 0 of the two branches. The aim of this subsection is showing that the two (a priori not necessarily different) analytic branches t → µ j (t), j = 1, 2, have a different derivative at t = 0. In order to do this, we refer to the paper [6] . In particular, for j = 1, 2 (3.7) together with [6, Lemma 8.2, Lemma 8.6] yield
where A j , B j ∈ R are the coefficients in the expansion (2.3).
What is left is detecting u j (0) for j = 1, 2. To this aim, we are going to exploit the symmetry property of the domain with respect to the x 1 -axis. We refer to [11] and define the antiunitary antilinear operator Σ : 
We can therefore define the operators (i∇ + A 0 )
2 is the union (counted with multiplicities) of the spectra of (i∇ + A 0 ) In view of (3.4) and (3.6) we have that u 1 (0) and u 2 (0) are two K 0 -real linearly independent eigenfunctions of (i∇ + A 0 )
2 . Therefore via (3.9), Lemma 3.1 and Lemma 2.4 u 1 (0) is aΣ-invariant whereas u 2 (0) is Σ-invariant. From Lemma 2.4, Remark 2.5 and the asymptotic expansion of the Bessel functions (see e.g. [ thus concluding the first step towards our main result.
Conclusion
We are now in position to conclude the proof of our main result.
Proof of Theorem 1.1. Thanks to rotational invariance of eigenvalues, it is sufficient to prove that if a = (t, 0) and λ 1 (t) is the first eigenvalue of the problem (1.5), which is double for t = 0, then λ 1 (t) is simple for any t ∈ (0, 1).
By the results of Section 3, there exists δ > 0 such that the two analytic eigenbranches µ 1 (t) and µ 2 (t) are different for t ∈ (−δ, δ), since Moreover, we have that λ 1 (t) = µ 2 (t) for t ∈ (−δ, 0] µ 1 (t) for t ∈ [0, δ), (4.2) since µ j (t) are eigenvalues of the operator G t which is spectral equivalent to (i∇ + A a ) 2 with a = (t, 0). In order to prove that it is simple for t ∈ (0, 1), it will be sufficient to prove that λ 1 (t) < λ 2 (t) for t ∈ (0, 1). This is guaranteed by (4.2), (4.1),(2.6), (2.7) and Remark 2.9. This concludes the proof of Theorem 1.1. 
