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Abstract
One-bit radar involving direct one-bit sampling is a promising technology for many civilian appli-
cations due to its low-cost and low-power consumptions. In this paper, problems encountered by one-bit
LFMCW radar are studied and a two-stage target detection approach termed as DR-GAMP is proposed.
Firstly, the spectrum of one-bit signal in a scenario of multiple targets is analyzed. It is indicated that
high-order harmonics may result in false alarms (FAs) and cannot be neglected. Secondly, DR-GAMP
is used to suppress the high order harmonics. Specifically, linear preprocessing and predetection are
proposed to perform dimension reduction (DR), and then, generalized approximate message passing
(GAMP) is utilized to suppress high-order harmonics. Finally, numerical simulations are conducted to
evaluate the performance of one-bit LFMCW radar with typical parameters. It is shown that compared to
conventional radar with linear processing approach, one-bit LFMCW radar has 0.5 dB performance gain
when the input signal-to-noise ratios (SNRs) of targets are low. Moreover, it has 1.6 dB performance
loss in a scenario with an additional high SNR target.
Keywords: one-bit radar, harmonic suppression, dimension reduction, GAMP, target detection
I. INTRODUCTION
As radar systems scale up in both bandwidth and the number of antenna elements to improve per-
formances of target detection, recognition and anti-jamming ability [1–4], conventional high-precision
analog-to-digital converter (ADC) becomes a limiting factor [5–8] in the fully digital architecture of
the modern radar. The fully digital radar has two challenges: (i) Hundreds or even thousands of high-
precision ADCs working at Nyquist sampling frequency make the system costly and power-hungry. (ii)
The huge data generated by antenna array is difficult to transmit, store, access and process. As a result,
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1it is unaffordable in practice, especially for civilian applications such as automotive radars and Google’s
hand gesture recognition radars [9, 10].
A promising solution to overcome the above bottlenecks is to adopt one-bit ADC which has recently
attracted considerable research interest for 5G wireless communications systems [11–15] and radar [7,
8, 16–18]. Compared to conventional radar systems, one-bit radar system has two advantages. Firstly,
one-bit ADC can be implemented inexpensively and energy efficiently through a simple comparator.
Secondly, the data rate generated by antenna array can be largely reduced.
A. Related Work
The related signal processing of one-bit radar can be classified into two categories: signal reconstruction
based and parameter estimation based methods. From the signal reconstruction point of view, where linear
processing approach is usually adopted, the spectrum of one-bit quantized signals, sampling frequency
and target detection methods have been studied [8, 17–22]. While from the parameter estimation point
of view, the goal is to perform target detection and localization directly via nonlinear processing such as
compressed sensing algorithms. Both the nonlinear signal processing methods [7, 16, 23] and the effect
of oversampling [24–27] have been studied.
1) Signal Reconstruction: In [19], the spectrum of one-bit quantized sinusoidal signal is analyzed and
synthetic aperture radar (SAR) imaging is considered. Results show that the quantized signal consists of
plentiful self-generated high-order harmonics. When the SNR is low, conventional linear method, e.g.,
matched filtering, can still be used for SAR imaging and the performance degradation is small. In contrast,
this work focus on target detection and extends [19]. The spectrum of cross-generated harmonics caused
by one-bit quantization is analyzed. In [20, 21], the effects of high-order harmonics on SAR imaging
performance are studied when strong scatters with high SNRs are present in the received signals. For high
SNR scenarios, high-order harmonics can not neglected and will enlarge the bandwidth of the received
signal. From the respect of linear signal processing, oversampling reduce the overlap between the spectrum
of fundamental components and high-order harmonics [21], and is beneficial for SAR imaging. It is shown
that the aliasing effect caused by high-order harmonics can be reduced effectively with an oversampling
being 2. In [8], in order to suppress high-order harmonics and perform target detection based the one-bit
samples efficiently using conventional algorithms, an unknown dithering scheme is proposed for linear
frequency modulated continuous wave (LFMCW) radar. However, adding noise reduces the received
target SNRs simultaneously and hence results in performance degradation for target detection.
2) Parameter Estimation: In [7], target detection of one-bit pulse radar in fast time domain is studied,
and a l1 minimization based sparse target detection approach is proposed. Numerical results demonstrate
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2the effectiveness of the proposed approach. In [16], the spatial domain is taken into account and target
detection is carried out in fast time domain for each antenna element. In [23], A maximum a posteriori
(MAP) approach is proposed for one-bit SAR imaging. Compared to the above works, this paper takes all
of three domains, i.e., spatial, slow time, and fast time domain into account. When all of three domains
are considered, the dimension of the observation model is generally huge and the previous methods can
not be applied directly. While in this work, a two-stage DR-GAMP approach is proposed to perform
target detection and localization. As for sampling frequency, the loss caused by one-bit ADC can be
compensated by oversampling as well. It is shown that Nyquist rate results in performance loss more
than 2/pi (for low SNR case, the loss is about 2/pi) compared to unquantized system, oversampling can
reduce this performance loss [25].
B. Contributions
This paper studies the one-bit LFMCW radar system. All of the three dimensional signal processing
i.e., spatial, slow time, and fast time domain are taken into account. The main contributions of this work
can be summarized as follows:
• The spectrum of one-bit signal is analyzed. In particular, for a two targets scenario, the closed-form
of the average amplitudes of the cross-generated harmonics are obtained. The average amplitudes of
the 3-order cross-generated harmonics are larger than that of the 3-order self-generated harmonics
if the two targets have the same received SNRs, i.e., SNR1 = SNR2. Moreover, it is shown that the
3-order harmonics can cause FAs.
• To suppress the harmonics, a two-stage approach DR-GAMP exploiting the sparsity of the targets
in the searching space is proposed. In the first stage, conventional linear processing methods are
implemented to perform dimension reduction (DR). In the second stage, GAMP algorithm is adopted
to suppress the harmonics and recover true targets. It is numerically shown that DR-GAMP benefits
significantly from DR.
• Performances of the proposed method are investigated for both on-gird and off-gird cases through
numerical simulations under typical parameters. Results show that DR-GAMP is effective to remove
high-order harmonic FAs and perform target detection for one-bit LFMCW radar.
The rest of this paper is organized as follows. In Section II, signal model is introduced. The spectrum
of one-bit signal and its effects on target detection are analyzed in Section III. Then the proposed DR-
GAMP is presented in Section IV. In Section V, substantial numerical experiments are conducted to
illustrate the performance of one-bit LFMCW radar. Finally, we conclude the paper in Section VI.
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3C. Notation
Let csign(·) = sign(Re(·))+ jsign(Im(·)), where Re(·) and Im(·) denote the real and imaginary parts,
respectively, and sign(·) returns the componentwise sign. Let E(·) denote the expectation operation. Let
⊗ denote the Kronecker product. F(·) denotes the Fourier transform. ‖ · ‖0 is the zero pseudo-norm. b·c
rounds its variable to the nearest integer less than or equal to that variable. rect(·) denotes the rectangle
function.
II. SIGNAL MODEL
In this paper, the transmitter for one-bit LFMCW radar is the same as the conventional radar and in
a coherent pulse interval (CPI), periodic linear frequency modulated pulses are transmitted. Considering
a fully digital uniform linear array, the receiver architecture and general model of data collection for
one-bit LFMCW radar is illustrated in Fig. 1. Different from conventional radar applying high-precision
ADCs, one-bit ADCs are adopted.
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N-1 
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The pth pulse
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Fig. 1. The receiver architecture and general model of data collection for a fully digital one-bit radar. RX denotes the RF
channel mainly including low noise amplifier (LNA), dechirping and filter. After RX, one-bit ADC is applied to implement
signal sampling. After sampling, the baseband data can be collected in a data cube.
As shown in Fig. 1, each antenna element includes a separate radio frequency (RF) channel represented
as the RX block. Before dechirping (also known as stretch processing), the received signal in a CPI for
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4the lth antenna element can be represented as 1
ql(t)=
P∑
p=1
σ˜s,prect
(
t−kTI−τp(t)
TI
)
exp(−j2pifc(t−KTI−τp(t))+jpiµ(t−kTI−τp(t))2+j2pifsp,pl)
+ wq(t), (0 ≤ t ≤ (K − 1)TI) (1)
where 0 ≤ l ≤ L− 1, fc is the carrier frequency, P is the number of targets, τp(t) is the delay of the pth
target and σ˜s,p is the random, complex voltage. K is the number of pulses in a CPI, 0 ≤ k ≤ K − 1. TI
is the pulse interval and µ is the frequency modulation slope. wq(t) is the additive white Gaussian noise
(AWGN). fsp,p = dsinϕp/λ is the spatial frequency, where ϕp is the azimuth angle of the pth target and
d is the inter-element spacing of the antenna array. Then, the dechirping is performed to obtain a beat
signal as
rl(t) = ql(t)rect
(
t− kTI
TI
)
exp(j2pifc(t−KTI)−jpiµ(t− kTI)2). (2)
Let τmax be the maximum target delay and 0 < τp(t) ≤ τmax. The valid observation time in the kth pulse
is (kTI + τmax, (k + 1)TI ]. Here, we merely consider the received signal (2) in the valid time duration
and we have
rl(t) =
P∑
p=1
σ˜s,pexp
(−j2pifcτp(t)− j2piµ(t− kTI)τp(t) + jpiµτ2p (t) + j2pifsp,pl)+ wq(t), (3)
where τp(t) is τp(t) = 2(R0,p − vpt)/c = τ0,p − 2vp(kTI + t − kTI)/c, R0,p is the initial range of the
pth target for the current CPI, τ0,p = 2R0,p/c and c is the speed of light. kTI and t− kTI are known as
the slow time and fast time, respectively. Then, (3) can be further simplified as
rl(t)=
P∑
p=1
σs,pexp
(
j2pi(fd,pkTI+(fr,p+fd,p+2µvpt/c)(t−kTI)+fsp,pl+ 1
2
µτ2p (t))
)
+wq(t), (4)
where σs,p = σ˜s,pexp(−j4piR0,p/λ), fd,p = 2vp/λ is the Doppler shift, vp denotes the pth target velocity.
fr,p = −µτ0,p denotes beat frequency which represents the range of the pth target. In general, |(fd,p +
2µvpt/c)(t− kTI)|  1 and |µτ2p (t)|  1. Hence, (4) can be approximated as
rl(t) ≈
P∑
p=1
σs,pexp (j2pi(fd,pkTI + fr,p(t− kTI) + fsp,pl))+ w(t), (5)
The signal bandwidth of targets in the fast time domain is no more than |µτmax|, i.e., fr,p ∈ [−Br, 0].
Then, the received signal bandwidth is limited to Br by applying a bandpass filter. Meanwhile, the
1Here the clutter are neglected. Since the clutter can be modeled as a signal dependent noise and is correlated over the slow
time domain, it is difficult to analyze the performance and provide effective detection algorithms. This paper plans to take a
first step to study the one-bit LFMCW radar without clutter.
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5bandwidth of noise is reduced to Br as well. After one-bit ADC sampling, the received data in one CPI
can be represented by a K×L×N data cube, as shown in Fig. 1. The one-bit baseband sample r(k, l, n)
of the data cube can be modeled as
r(k, l, n) = csign
 P∑
p=1
σs,pexp(j2pi(fr,pnTs + fd,pkTI + fsp,pl)) + w(k, l, n)
 , (6)
where 0 ≤ n ≤ N − 1 and N is the number of samples in the fast time domain within the duration T
in one received pulse. Ts = 1/fs is the sampling interval.
For conventional system with high-precision ADCs, linear signal processing is generally implemented
independently in the three domains. In contrast, as will be seen, the nonlinear algorithm is applied to
process the received data in the three domains jointly in one-bit radar system. In order to satisfy the later
requirement of one-bit signal processing, we subsequently represent the received signal model in matrix
forms.
The slow time domain is first considered. The continuous Doppler shifts of targets lie in the interval
[0,PRF], where PRF = 1/TI denotes the pulse repetition frequency (PRF). Here, this interval is
discretized into Md grids and in order to establish the signal model, we assume that the Doppler
shifts of targets lie on the grid. In general, Md should satisfies (PRF/Md) ≤ ∆fd, i.e., Md≥K,
where ∆fd = 1/(KTI) denotes the Doppler frequency resolution. We construct a dictionary matrix
Ad ∈ CK×Md whose mdth column is ad(fd,md) = [1, exp(j2pifd,mdTI), ..., exp (j2pi(K − 1)fd,mdTI)]T,
where 0 ≤ md ≤ Md − 1 denotes slow time grid index and fd,md = (mdPRF)/Md. Then, for the lth
antenna element and nth range cell, the received signal can be expressed as
rd(l, n) = csign (Adxd(l, n) +wd(l, n)) , (7)
where xd(l, n) = [xd,0(l, n), ..., xd,md(l, n), ..., xd,Md−1(l, n)]T∈CMd×1 and the number of nonzero ele-
ment of xd(l, n) satisfies ‖xd(l, n)‖0 ≤ P . The inequality comes from the fact that targets with different
spatial or beat frequency may share the same Doppler shift, otherwise equality holds. In practice, targets
do not lie on the grids exactly. However, when the dictionary is densely enough, (7) is valid and xd(l, n)
is approximately sparse [28].
Similarly, observation vectors in the spatial and fast time domain can be described by
rsp(k, n) = csign (Aspxsp(k, n) +wsp(k, n)) , (8)
and
rr(k, l) = csign (Arxr(k, l) +wr(k, l)) , (9)
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6where xsp(k, n) = [xsp,0(k, n), ..., xsp,msp(k, n), ..., xsp,Msp−1(k, n)]T∈CMsp×1 and Msp denotes the
number of grids in spatial domain. xr(k, l)=[xr,0(k, l), ..., xr,mr(k, l), ..., xr,Mr−1(k, l)]T∈CMr×1 and Mr
denotes the number of grids in fast time domain. msp and mr are the spatial and fast time grid indices,
respectively. Generally, Msp≥L and Mr≥N . We assume the spatial frequencies and beat frequencies
of targets lie on the grid as well. Similar to the case in the slow time domain, the number of nonzero
elements of xsp(k, n) and xr(k, l) satisfy ‖xsp(k, n)‖0 ≤ P and ‖xr(k, l)‖0 ≤ P , respectively. At mspth
spatial grid, the spatial frequency is fsp,msp = msp/L. For the fast time domain, the beat frequency
at mrth grid is fr,mr = −2µRmr/c, where Rmr is the target range corresponding to the mrth grid.
Asp∈CL×Msp is the dictionary matrix in the spatial domain and its mspth column is asp(fsp,msp) =[
1, exp(j2pifsp,msp), ..., exp
(
j2pi(L− 1)fsp,msp
)]T. Ar is the dictionary matrix in the fast time domain
and its mrth column is ar(fr,mr) = [1, exp(j2pifr,mr), ..., exp (j2pi(N − 1)fr,mr)]T.
Combining (7), (8) and (9), the received data cube can be reduced to a KLN×1 column vector which
is represented as
r = csign (Ax+w) , (10)
x=[x(0), ..., x(mdMspMr+mspMr+mr), ..., x(MdMspMr − 1)]T∈CMdMspMr×1 and x(md(MspMr) +
mspMr + mr) denotes the complex amplitude of the target whose Doppler shift, spatial frequency and
beat frequency are fd,md , fsp,msp and fr,mr , respectively. A = Ad⊗Asp⊗Ar∈CLKN×MdMspMr . In the
three signal domain, targets are generally sparse and typically, the number of nonzero elements of x
satisfies ‖x‖0 = P << MdMspMr.
Because one-bit ADC is a highly nonlinear device, conventional linear processing methods, as shown
in the ensuing Section III, may be ineffective because of harmonics. While for nonlinear reconstruction
methods, it is generally impossible to implement because of the large dimension of A in (10). For
example, assuming the vector r and x both have dimension 106, the matrix A contains 1012 entries
which leads to difficulties with computation and memory.
III. SPECTRUM ANALYSIS OF ONE-BIT QUANTIZED SIGNAL
For the target detection in one-bit radar, a natural question is whether linear processing methods, e.g.,
fast Fourier transform (FFT), are still effective or not. To answer this question, signal spectrum of one-
bit signal is investigated in a multiple target scenarios. An approximation of one-bit signal after FFT is
provided based on which, effects of one-bit quantization on target detection are discussed.
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In this subsection, the real part of the received complex one-bit signal is firstly analyzed and then the
main difference between the real signal and complex signal is provided. Without loss of generality, we
take the signal in fast time domain of (6) for example to analyze. In the continuous form, according to
(6) with both indices of the slow time and spatial domain fixed, the received signal of one pulse in the
fast time domain can be abstracted as
vq(t) = rect
(
t
T
)
sign
 P∑
p=1
Ap cos(ωpt+ Φp) + w(t)
 (11)
Since the term rect
(
t
T
)
has no effect on the discuss of harmonic characteristics and its effects on spectrum
of vq(t) is known, we ignore rect
(
t
T
)
in the following for simplicity. Let u(t) =
P∑
p=1
Ap cos(ωpt+ Φp),
the one-bit signal vq(t) is given by
vq(t) = sign(u+ w) = − j
pi
∫ ∞
−∞
exp(j(u+ w)ξ)
ξ
dξ
= − j
pi
∫ ∞
−∞
exp(jwξ)
ξ
 P∏
p=1
ejAp cos(ωpt+Φp)ξ
dξ
(a)
= − j
pi
∫ ∞
−∞
exp(jwξ)
ξ
P∏
p=1
 ∞∑
mp=0
mpj
mpJmp(Apξ) cos(mpωpt+mpΦp)
 dξ, (12)
where Jmp(·) is the Bessel function of the first kind and equality (a) follows from [29, pp. 361]. 0 = 1
and m = 2 for m ≥ 1. From equation (12), it is shown that vq(t) not only preserves their original
frequencies ( also known as fundamental harmonics), but also generates new frequencies (higher-order
harmonics) due to both the cross terms of the original different sinusoidal signals and terms of the same
sinusoidal signals. Amplitudes of both original and new frequencies in vq(t) are related to the noise
w(t), i.e. these amplitudes are all random variables. As will be seen in section IV, one-bit signal is first
processed using 3-D FFT in the slow time, spatial, and fast time domain. Clearly, the 3-D FFT can be
regarded as an averaging process over the noise signal w(t). Since the number of observation points is
very large in radar, similar to [19], amplitudes of both original and new frequencies can be represented
approximately by its average value after 3-D FFT. The average of vq(t) with respect to w(t) is
E(vq(t)) = − j
pi
∫ ∞
−∞
1√
2piσ2w
e
− w2
2σ2w
∫ ∞
−∞
ejwξ
ξ
P∏
p=1
 ∞∑
mp=0
mpj
mpJmp(Apξ) cos(mpωpt+mpΦp)
dwdξ
= − j
pi
∫ ∞
−∞
e−
σ2wξ
2
2
ξ
P∏
p=1
 ∞∑
mp=0
mpj
mpJmp(Apξ) cos(mpωpt+mpΦp)
dξ, (13)
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equation (13), the self-generated and cross-generated harmonics can be extracted. For an even m, i.e.,
m = m1 + ... + mP is an even nonnegative number including zero, both the average amplitudes of
self-generated and cross-generated harmonics are equal to zero (refer to Appendix VII-A). For an odd m,
calculating the average amplitudes of the harmonics is rather clumsy and not necessary for a general P .
In [19], the spectrum under P = 1 has been analyzed. For completeness, we outline the results presented
in [19]. To reveal the characteristics of both self-generated and cross-generated harmonics, the spectrum
under P = 2 are studied. Detailed derivations are moved to Appendix VII-A and here, we summarize
the main results and provide interesting insights.
For P = 1, the average signal E(vq(t)) is [19]
E(vq(t)) =
∞∑
m=1,m odd
cm cos(mωt+mΦ), (14)
where
cm = −jm+1
√
2
pi
αm
(
A1
σw
)m
F
(
m
2
;m+ 1;− A
2
1
2σ2w
)
, (15)
F (m2 ;m+ 1;− A
2
1
2σ2w
) is the hypergeometric function [29, pp. 504],
αm =
1
(m−12 )!m
2−
3(m−1)
2 , m is odd. (16)
For example, α1 = 1, α3 = 1/24, α5 = 1/640. When the received SNR = 10log(A21/2σ
2
w)  0 dB,
F (·, ·, ·) ≈ 1, for a nonnegative integer value m we have
|cm| ≈
√
2
pi
αm
(
A1
σw
)m
. (17)
According to (17), we have
20 log
|cm|
|c1| ≈ 20(m− 1) log
A1
σw
+ 20 log
αm
α1
. (18)
When SNR << 0 dB, the harmonics decrease rapidly with the harmonic order m. Nevertheless, whether
high-order harmonics can be omitted or not is determined by the following three factors: the received
SNR, the order m and the digital integration gain of radar. As will be seen later, the 3-order harmonic
can not be omitted for many applications. For m > 5, the average energy of harmonics are really small
and can be omitted. For the case m = 5, 5-order harmonics are merely needed to be considered in some
cases at high received SNRs.
For P = 2, the average signal E(vq(t)) can be viewed as the superposition of the self-generated
harmonics and cross-generated harmonics (Note that for P = 1, the average signal E(vq(t)) only has
self-generated harmonics.). The general expression for the average amplitudes of the self-generated and
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9cross-generated harmonics are given in (41) and (43) (refer to Appendix VII-A). Here we consider the
special case where A1 = A2 and reveal characteristics about the self-generated and cross-generated
harmonics.
For the m-order self-generated harmonics, without loss of generality, we only consider the coefficient
of cm,0 cos(mω1t+mΦ1) from the first target signal A1 cos(ω1t+ Φ1). From (41) in Appendix VII-A,
the coefficient is given by
cm,0 = −jm+1
√
2
pi
1
(m−12 )!m
2−
3(m−1)
2 3F3
(
m+ 1
2
,
m
2
+ 1,
m
2
; 1,m+ 1,m+ 1;−2A
2
2
σ2w
)
. (19)
When SNR 0 dB, F (·, ·, ·) ≈ 1 and we have
|cm,0| ≈
√
2
pi
αm
(
A1
σw
)m
. (20)
The above result is the same as the P = 1 case as shown in (17) .
For the m-order cross-generated term cm1,m2 cos(m2ω2t + m2Φ2) cos(m1ω1t + m1Φ1), if A1 = A2,
the coefficient cm1,m2 is calculated by (refer to (43) in Appendix VII-A)
cm1,m2 = −jm+1
√
2
pi
2−m+2
(m− 2)!!
m1!m2!
(
A1
σw
)m
3F3
(
m+ 1
2
,
m
2
+ 1,
m
2
;m2 + 1,m1 + 1,m+ 1;−2A
2
2
σ2w
)
.
(21)
where (m− 2)!! = 1× 3× 5 · · · × (m− 2) and m = m1 +m2.
When SNR 0 dB, we have
cm1,m2 ≈ −jm+1
√
2
pi
α
′
m1,m2
(
A1
σw
)m
, (22)
where
α
′
m1,m2 = 2
−m+2 (m− 2)!!
m1!m2!
. (23)
Consider the 3-order self-generated and cross-generated harmonics, according to (20) and (22), we have
20 log
α
′
1,2/2
c3,0
= 20 log 3 ≈ 9.5 dB. (24)
In (24), it shows that for the A1 = A2 case, the average energy of the 3-order cross-generated harmonics
is 9.5 dB higher than that of the 3-order self-generated harmonics. As a result, the 3-order cross-generated
harmonics may have a stronger effect on target detection in practice.
Subsequently, we consider a complex signal. In a single target scenario, the complex signal after one-bit
quantization is
uC(t) = csign
(
A1e
j(ωt+Φ)
)
= sign (A1 cos (ωt+ Φ)) + j (signA1 cos (ωt+ Φ− pi/2))) . (25)
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Its spectrum can be, respectively, obtained through analyzing the real and imaginary parts and similar
results can be obtained. Comparing with real signal, we need to pay attention to the frequency localizations
of high-order harmonics. For example, according to (14) and (25), the 3-order harmonic is
c3 cos (3ωt+ 3Φ) + jc3 cos (3ωt+ 3Φ− 3pi/2) = c3e−j(3ωt+3Φ), (26)
which means that the frequency of the self-generated 3-harmonic is −3ω. Furthermore, when the number
of targets is P = 2, it can be calculated that the 3-order harmonics contain 6 components and the
corresponding frequencies are −3w1, −3w2, 2w1−w2, 2w2−w1, −2w1−w2, and −2w2−w1, respectively.
For a general P and the order m, we can similarly obtain the frequency localizations.
B. Approximation of one-bit signal after FFT
We still take the signal in fast time domain for example and omit rect
(
t
T
)
. The received one-bit
complex signal in continuous form can be described as
vqC(t) = csign
 P∑
p=1
Apexp(j(wpt+ Φp)) + w(t)
 . (27)
For the pth target, its received SNR before one-bit quantization is defined as SNRp=10log(|Ap|2/(2σ2w)),
where σ2w is the noise power of the real part or image part of vqC(t).
For many applications, SNRp satisfies SNRp < 0 dB and then, m-order harmonics (m > 5) can be
generally neglected since their average amplitudes are really small. The average of F(vqC(t)) can be
approximated as
E (F(vqC(t))) ≈
Q∑
q=1
Aqδ(f − fq), (28)
where Q is the number of main components in (27) including fundamental and 3/5-order harmonics.
Similar to [19] and the previous analysis in (13), the signal component (including harmonics) of vqC(t)
can be represented approximately by their average value after Fourier transform. Taking the noise into
account, we have
F(vqC(t)) ≈ E (F(vqC(t))) + w(f). (29)
Here, we assume the term w(f) is Gaussian noise with its bandwidth Br. Such an assumption will be
validated through numerical experiments in Section V. Using the approximation (28), (29), the one-bit
signal after performing the Fourier transform can be approximated as
F(vqC(t)) ≈
Q∑
q=1
Aqδ(f − fq) + w(f). (30)
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The above assumption shows the following two important points:
1) When the signal (27) is sampled, the conventional FFT processing method is still effective for
improving the SNR of both fundamental and high-order harmonics.
2) Based on the FFT results, we can design the CFAR detector to detect both fundamental and
high-order harmonics. The fundamental components correspond to true targets, while high-order
harmonics detected are called as ghost targets or FAs that need to suppress.
IV. A TWO-STAGE DR-GAMP TARGET DETECTION APPROACH
Section III shows that for one-bit signal in (6), linear approach is effective for improving target SNRs,
while it is difficult to suppress higher-order harmonics. To overcome the drawback, GAMP algorithm
which takes the quantization effects into account is proposed. Nevertheless, because the number of grids
in the target space is very large in a typical radar system, considering the computation and memory
required, GAMP can not be performed directly. As a result, a two-stage DR-GAMP target detection
scheme is proposed and is shown in Fig. 2. At the first stage, efficient linear processing is applied in
the three domains separately to improve target SNRs and then a pre-detection procedure is carried out
to perform DR. At the second stage, GAMP algorithm is performed to recover the true targets and
suppresses the harmonics simultaneously.
Slow time 
Spatial Fast time 
Doppler
Beat 
frequency
Spatial
frequency
3-D  frequency-domain map
Nonlinear 
Reconstruction
li r 
tr ti
Dimension 
Reduction
i i  
ti
Target 
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r t 
r t ti
3-D FFT -   
Target 
Detection
r t 
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one-bit Data Cube
Pre-detection
results
Recovery vector Detection
results
The first stage The second stage
Fig. 2. A two-stage DR-GAMP target detection scheme. In the first stage, linear processing is applied to perform DR. In the
second stage, GAMP is adopted firstly to suppress FAs and then, target detection is carried out based on reconstruction results
of GAMP.
A. Dimension Reduction
3-D FFT is firstly performed over the slow time, spatial, and fast time domain of the received one-bit
data cube, respectively. By 3-D FFT procedures, the SNRs of the fundamental frequencies and high-order
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harmonics of one-bit signal can be all integrated coherently. Assuming the FFT pionts in the slow time,
spatial, and fast time domain are Cd, Csp and Cr, the element of the output 3-D frequency-domain map
can be represented as
y(cd, csp, cr) = a
H(cd, csp, cr)r, 0≤cd≤Cd − 1, 0≤csp≤Csp − 1, 0≤cr≤Cr − 1. (31)
where r is the received data in vector form, as shown in (10). a(cd, csp, cr) is the steering vector of the
current cell in frequency domain and
a(cd, csp, cr) = ad(fd,cd)⊗asp(fsp,csp)⊗ar(fr,cr), (32)
where fd,cd , fsp,csp and fr,cr denotes the Doppler, spatial and beat frequency, respectively, and fd,cd =
(cdPRF)/Cd, fsp,csp = csp/Csp and fr,cr = (crfs)/Cr.
Subsequently, target predetection is implemented for the 3-D frequency-domain map. In this paper, we
apply the order statistic constant false alarm rate (OS CFAR) detector [30, pp. 371]. The threshold γ1 of
the OS CFAR detector is
γ1 = αOSxη, (33)
where xη is the ηth order statistic of reference cells, αOS is a scale factor. OS CFAR is sequentially
performed over the Doppler, spatial and beat frequency domain, respectively. Let Ipd denote the number
of pre-detection targets (PTs) after OS CFAR. PTs consist of three parts, i.e., true targets, FAs caused
by the high-order harmonics and FAs caused by noise. γ1 is chosen based on the noise FAs rate PFA,w.
Under the assumption of Gaussian noise in (30), γ1 can be easily set based on PFA,w. Typically, we can
set a very small PFA,w, e.g., ranging from PFA,w = 10−3 ∼ 10−6. On the other hand, for most practical
scenarios, true targets and their m-order harmonics (consider m ≤ 5 case) are sparse in the 3-D frequency
data cube as well. That is the FA rate PFA,h caused by high-order harmonics satisfies PFA,h << 1 as
well. Therefore, Ipd obviously satisfies Ipd << CdCspCr. Let x˜κ = [x˜κ(0), ..., x˜κ(ipd), ...x˜κ(Ipd −
1)]T ∈ CIpd×1 represents the pre-detection vector, where x˜κ(ipd) denotes the complex amplitude of
the ipdth PT and its corresponding frequency cell indices are cd,ipd , csp,ipd and cr,ipd , respectively, and
0 ≤ cd,ipd ≤ Cd − 1, 0 ≤ csp,ipd ≤ Csp and 0 ≤ cr,ipd ≤ Cr.
Considering the definition of md, msp and mr, the frequency cell indices of cd, csp and cr can be
regarded as grid indices in the slow time, spatial, and fast time as well. Let Md = Cd, Msp = Csp,
Mr = Cr and we have md = cd, msp = csp, mr = cr. Therefore, the number of grids in the three
domains can be controlled by adjusting the FFT points. As a result, we introduce the common overgriding
factor
ra ,Md/K = Msp/L = Mr/N ≥ 1. (34)
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Obviously, a higher value of ra indicates larger number of grids in the three domains. As will be seen
later in Section V, when targets are off-grid, in order to suppress high-order harmonics, ra should be
increased.
Based on the above discussion, the number of pre-detection targets satisfies Ipd << CdCspCr =
MdMspMr. Since pre-detection results reveal the grid indices of the main components in the vector r,
we can obtain a dimension reduced model of (10) given by 2
r≈csign(Aκxκ +w). (35)
where xκ = [xκ(0), ..., xκ(ipd), ..., xκ(Ipd−1)]∈CIpd×1. For the ipdth entry, if a target is absent, xκ(ipd) =
0. Otherwise, xκ(ipd) denotes the true complex amplitude of the target whose Doppler, spatial and beat fre-
quencies are fd,ipd = (md,ipdPRF)/Md, fsp,ipd = msp,ipd/Msp and fr,ipd = (mr,ipdfs)/Mr, respectively.
Aκ∈CKLN×Ipd is the dimension reduced observation matrix and Aκ = [aκ(0), ...,aκ(ipd), ...,aκ(Ipd −
1)], where aκ(ipd) = ad(fd,ipd)⊗asp(fsp,ipd)⊗ar(fr,ipd). Based on the known Aκ and r, we can try to
reconstruct the vector xκ instead of x in (10).
B. GAMP Reconstruction
Mathematically, the goal of the target reconstruction problem is to find a sparse vector xκ consistent
with the observation model (35). Here we recover xκ via Bayesian methods.
The above problem can be abstracted as a sparse signal recovery problem in generalized linear model
(GLM), where a sparse signal xκ follows i.i.d. prior p(xκ) =
Ipd∏
i=1
p(xκi) and undergoes a linear transform
z = Axκ, and the measurements r is a componentwise probabilistic mapping of z, i.e., p(r|z) =∏
i
p(ri|zi). To apply GAMP, the i.i.d. Bernoulli Gaussian prior distribution is imposed for the signal xκ,
i.e., p(xκ) =
Ipd∏
i=1
p(xκi)
p(xκi) = (1− ρκ)δ(xκi) + ρκCN (xκi ;µκ, σ2κ). (36)
where the sparsity rate ρκ, prior nonzero mean µκ and variance σ2κ are all unknown. Given that the
parameters θ = [ρκ, µκ, σ2κ]
T of the prior distribution are unknown, expectation-maximization (EM)
algorithm is incorporated to iteratively learn the parameters [31]. For the details about the implementa-
tion including the EM step, please refer to [32]. Since A∈CKLM×Ipd , the computation complexity of
2Notice that for off-grid case, biases exist between the true frequencies and grids predetected. We can use 35 to represent r
as well. Performance of the propose target detection performance for off-grid case based on will be provide in section V.
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GAMP is O(KLNIpd). Without DR, GAMP works directly on the matrix A∈CKLM×MdMspMr , and the
computation complexity is O(KLNMdMspMr), which is significantly higher as Ipd << MdMspMr.
Let xˆκ = [xˆκ(0), ..., xˆκ(ipd), ...xˆκ(Ipd − 1)]T ∈ CIpd×1 denote the reconstructed vector. Based on xˆκ,
target detection can be then implemented to remove FAs in pre-detection vector x˜κ. Assume the detection
threshold is γ2. If |xˆκ(ipd)| ≥ γ2, a target is present in this grid. Otherwise, target is absent.
Further, to compare with the received signal before one-bit quantization, we can obtain, based on xˆκ,
the recovered synthesis signal in a vector form
sˆ = Aκxˆκ. (37)
As we show later, the strength of the harmonics of the reconstructed signal sˆ is largely reduced. It is
worth noting that GAMP takes the quantization effects into consideration, and tries to find a sparse vector
xκ while consistent with the observation model (35). As shown in [33, 34], GAMP can be viewed as the
iteration between the standard linear model (SLM) running AMP and the minimum mean squared error
(MMSE) or maximum a posterior (MAP) module. The MMSE or MAP module takes the quantization
into account and iteratively refine the pseudo observations of the SLM. While for the SLM, AMP takes
the signal sparsity into account and estimate the signal. For the conventional FFT method, it performs
directly on the binary data, which has plentiful harmonics and yields harmonic false alarms. As a result,
GAMP has the powerful harmonic suppression capabilities.
C. Considerations of Sampling Frequency
The two-stage approach combines linear and nonlinear signal processing method to implement target
detection. In this paper, we consider the case that targets are sparse in the spatial, slow time and fast
time domain, i.e., the number of targets P << MdMspMr. Meanwhile, we only, in general, need to
take 3-order harmonics generated by targets with high received SNRs and high-order harmonics are
sparse as well in the three domains. Then, the number (represented by Q) of discrete frequencies of
fundamental components and high-order harmonics satisfies Q << MdMspMr and spectrum aliasing
has little impacts on target predetection. On the other hand, in order to avoid frequency ambiguities of
true targets, fs should satisfies fs ≥ Br. Based on the above considerations, we apply Nyquist sampling
frequency in this paper, i.e., fs = Br 3.
From the respect of nonlinear signal processing, recent works [24–27] for wireless communications
study the relationship between the bound of the Fisher information and sampling frequency. It is show that
3At fs = Br , it will cause frequency ambiguities for high-order harmonics. However, high-order harmonics are undesired
components and can be removed in the second stage.
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the loss in one-bit ADC can be compensated via oversampling with respect to Nyquist rate. Nevertheless,
oversampling results in noise correlation and it is hard not only to characterize the performance gain
analytically, but also to design efficient algorithms. Investigating the performance gains of oversampling
for one-bit radar will be left for future work.
V. NUMERICAL RESULTS
In this section, substantial numerical experiments are provided from three aspects: Firstly, effects of
one-bit quantization on target detection is evaluated. Secondly, the effectiveness of the proposed method
on reconstructing of targets and suppressing FAs caused by high-order harmonics is investigated. Thirdly,
the target detection performances are presented and performance comparisons are provided between one-
bit radar and conventional radar using high-precision ADCs.
The variance of the additive complex noise 2σ2w is assumed to be available since this information
can be estimated through a training process in the built-in self-test (BIST) stage of radar. Here we set
2σ2w = 1. To perform DR-GAMP, the ηth statistics xη in (33) are set as the b0.75Rdcth, b0.75Rspcth and
b0.75Rrcth elements of the ordered lists of reference cells in the three domains, where Rd, Rsp and Rr
are the corresponding numbers of reference cells. For the scale factor αOS , it is set according to noise
false alarm PFA,w and is given in the corresponding simulations.
A. Effects of one-bit quantization on target detection
In this subsection, we firstly validate the assumption (30) via numerical experiments. Then, attenuations
of 3-order harmonics relative to the fundamental frequencies, FAs caused by 3-order harmonics and SNR
losses caused by one-bit quantization are discussed. After the Fourier transform, define the SNR of a
fundamental frequency or a high-order harmonic in (30) as 10log(|Aq|2/(2σ2wf )) dB.
1) Validation of Noise statistical characteristics in (30): In (30), we assume that w(f) is Gaussian
noise with its bandwidth Br. At Nyquist sampling frequency, i.e., fs = Br, the noise cells after FFT
should be i.i.d. complex Gaussian random variables 4. Without loss of generality, we take the fast time
domain for example and consider the received one-bit signal vqC(t) in (27). Assume that the number of
target is P = 2. The sampling frequency is 100 MHz and the normalized frequencies of the two target are
fr,1 = 0.4 and fr,2 = 0.05, respectively. The observation time duration is 10 ms and the corresponding
number of samples is N = 106.
The frequency spectrum of one-bit signal after FFT is shown in Fig. 3. It is shown that energies
for both fundamental frequencies and high-order harmonics are focused in the frequency domain at
4At C = N , where C is the number of FFT point and N is the number of observations.
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Fig. 3. Spectrums of high-precision and one-bit quantization signals. Before one-bit quantization, the received SNRs of the
two targets are SNR1 = SNR2 = −5 dB. The number of FFT points is Cr = 106. Note that because fs = Br , frequency
ambiguities exist for several 3-order harmonics.
certain frequency cells. The real part of F(vqC(t)) is, without loss of generality, considered for analyzing
noise statistical characteristics. Removing cells of the fundamental frequencies and 3-order hamrmonics,
QQplots5 and autocorrelation coefficient curves are provided in Fig. 4 (a)-(d) for different received SNR
cases. For the cases of SNR = −15 dB and SNR = −5 dB, the QQplots of the remaining cells are
approximately a straight line. This means that the noise is approximately Gaussian. Nevertheless, for
SNR = 0 dB case, several cells with large values deviates from the straight line. The reason is that at
SNR = 0 dB, the 5-order harmonics can not be ignored again. If we further remove cells of 5-order
harmonics, the QQplot is back to a straight line and hence, the noise is approximately Gaussian as well.
Autocorrelation coefficients of noise cells are shown in Fig. 4 (d). Clearly, the noise after FFT is almost
independent. Hence, the noise w(t) in (30) can be modeled as the additive Gaussian noise with the
bandwidth of Br.
2) FAs caused by high-order harmonics: We still consider the two targets scenario and set SNR1 =
SNR2. The frequencies of the two targets are denotes as fr,1 and fr,2, respectively. The attenuations
of the self-generated and cross-generated 3-order harmonics relative to the fundamental frequencies are
shown in Fig. 5. It can be seen that when SNR < −10 dB, both the theoretical exact results (19) and
(21) are consistent with their approximations (20) and (22). In addition, when −15 dB≤ SNR ≤ 8 dB,
5A QQplot is a visual inspection tool for checking the Gaussianity of the data. In a QQplot, deviation from a straight line is
an evidence of non-Gaussianity.
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Fig. 4. QQplots and autocorrelation coefficient curves for checking the Gaussianity of data after FFT. (a) SNR = −15 dB. (b)
SNR = −5 dB. (c) SNR = 0 dB. (d) Autocorrelation coefficients of noise cells for the three SNR cases.
the Monte Carlo (MC) results are consistent with (19) and (21) which validates the theoretical analysis.
In Fig. 5, it is shown that when the SNR is low, the attenuations are very large and both the self-
generated and cross-generated 3-order harmonics can be ignored. As SNR increases, the attenuations
becomes smaller and the strength of the 3-order harmonics can not be ignored. For example, when
SNR = −5 dB, the SNRs of the 3-order cross-generated and self-generated harmonics are about 23.6
dB and 34.8 dB lower than that of fundamental frequencies, respectively. The 3-order harmonics will
result in FAs in many application scenarios. Consider a set of typical parameters (details will be shown
later in Table I) in automotive radar: K = 200, L = 24 and N = 1000. The digital integration gain is
10log(KLN) = 66.8 dB (without considering processing loss) and after integration, the SNRs of the
3-order cross-generated and self-generated harmonics are about 38.2 dB and 27.0 dB, respectively. As
a consequence, the 3-order harmonics can not be ignored. Since 3-order harmonics are target-like (as
shown in Fig. 3), they will result in FAs.
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Fig. 5. Attenuations of 3-order harmonics.
Furthermore, the corresponding frequency range of 3-order harmonics is partly overlap with that of
true targets (no matter how large the sampling frequency fs is selected) and hence, linear processing
methods is difficult to completely remove FAs caused by harmonics. For example, two of the 3-order
harmonics that have frequencies of 2fr,1 − fr,2 and 2fr,2 − fr,1 may be equal to that of true targets and
can not be suppressed in frequency domain 6.
3) SNR loss of one-bit quatization: For one-bit quantization, fundamental frequencies suffer SNR
losses comparing with high-precision quantization especially for scenarios with high SNR targets. The
SNR loss can be evaluated through conducting statistics of the SNR differences between the conventional
and one-bit radar after 3-D FFT. For a given target, the SNR loss is defined as SNRc − SNRob, where
SNRc and SNRob denotes the target SNRs in conventional system and one-bit radar. We again consider
a two targets scenario. For the first target, we fix its SNR as SNR1 = −30 dB. For the second target,
its SNR is varied from −30 dB to 20 dB. The SNR losses for the both targets are calculated and results
are shown in Fig. 6. When the SNR of the second target satisfies SNR2 < −10 dB, the SNR loss is
about 2 dB for both targets. As SNR2 increases from −10 dB to 20 dB, the SNR loss of the first target
increases from 2 dB to 14 dB. At SNR2 = 0 dB, the SNR loss of the first target is about 3.5 dB which
is generally acceptable in practice. However, when SNR2 > 12 dB, the SNR loss of the first target is
about 10 dB which can degrade the detection performance of targets with low SNRs significantly.
6The frequency locations of the 3-order harmonics of two targets are −3f1, −3f2, −2f1 − f2, −2f2 − f1, 2f1 − f2 and
2f2 − f1, respectively. In [21], oversampling are used to separate these harmonics from the fundamental frequencies. However,
the last two harmonics may lie in the range of the target frequency and can not be removed via linear processing approaches.
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Fig. 6. SNR losses for the two targets. The blue solid line with circle marker and the red solid line with plus-sign marker
denote the SNR losses for the 1th and 2th target, respectively.
The SNR losses indicate that the dynamic range is reduced for one-bit radar due to the application of
one-bit quantization. A possible solution is to adopt the time varying threshold in one-bit radar system
by accommodating large dynamic range of the received signal [7, 18, 35].
B. Effectiveness of DR-GAMP
In this subsection, effectiveness of DR-GAMP is investigated under both on-grid and off-grid cases.
Firstly, the benefit of DR in DR-GAMP is elucidated. Then, the excellent performance of DR-GAMP
in terms of suppression of high-order harmonics is demonstrated. To evaluate the performance of recon-
struction, the normalized mean squared error (NMSE)
NMSE = 20 log
‖sˆ−Ax‖2
‖Ax‖2 (38)
is also used, where sˆ is defined in (37).
1) Benefit of DR: For convenience, we still take the fast time domain for example and consider a
scenario with SNRs of two targets being SNR1 = SNR2 = −5 dB. The scale factor αOS of OS CFAR
is set as αOS = 8.9 dB. The number of samples is N = 1000, the bandwidth of the received signal and
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Fig. 7. The on-grid case. Fig. 7 (a) presents the normalized amplitude in frequency domain, where the normalized amplitudes
are calculated such that the maximum amplitude is set as 0 dB. For GAMP, the normalized amplitude above −15 dB is plotted
for clarity. The maximal amplitude for the true target, predetection, GAMP and DR-GAMP results are −5.0 dB, 23.4 dB, 38.3
dB, −5.0 dB, respectively. Compared to GAMP, DR-GAMP recovers the amplitudes of the targets. Fig. 7 (b) presents the NMSE
of DR-GAMP versus the number of iterations.
the sampling frequency are Br = fs = 100 MHz 7.
The common overgriding factor in (34) is set as ra = 2, thus Mr = raN = 2000 and the grid interval
is fs/Mr = 0.05 MHz.
1) On-grid scenario: The frequencies of the two targets are fr,1 = −40.1 MHz and fr,2 = −15.4 MHz,
respectively. The results are shown in Fig. 7. From Fig. 7 (a), several false components around
true targets (their amplitudes are only 4 ∼ 6 dB lower than the true targets) are reconstructed by
GAMP, which will lead to false alarms. In contrast, DR-GAMP recovers the true targets without
false components, and its NMSE is about −8 dB in Fig. 7 (b), which demonstrates the benefit of
DR.
2) Off-grid scenario: The frequencies of the two targets are fr,1 = −40.07 MHz and fr,2 = −15.18
MHz. The biases of the two frequencies from their nearest grids (the corresponding frequencies
7We choose N = 1000 for two reasons: (1) GAMP can be directly implemented as the dimension is not huge. (2) The
harmonics can be neglected and we thus focus on the benefit of dimension reduction. As shown in Fig. 5, the attenuation of the
3-order cross-generated harmonics compared to the fundamental frequency is at least 23 dB. Under one-bit quantization, Fig. 6
shows the SNR loss (corresponding to the conventional radar) is at least 2 dB. The integration gain is 10 logN = 30 dB. Thus
the SNR of the 3-order cross-generated harmonics is about −5− 2 + 30− 23 = 0 dB.
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Fig. 8. The off-grid case. Fig. 8 (a) presents the normalized amplitude in frequency domain. The maximal amplitude for the
true target, predetection, GAMP and DR-GAMP results are −5.0 dB, 23.2 dB, 38.3 dB, −5.4 dB, respectively. Compared to
GAMP, DR-GAMP recovers the amplitudes of the targets. Fig. 8 (b) and (c) presents the fine details around the first and second
target, respectively. Fig. 8 (d) plots the NMSE of DR-GAMP versus the number of iterations.
are −40.05 MHz and −15.20 MHz, respectively) are 0.02 MHz and 0.02 MHz, respectively. The
results are shown in Fig. 8. The phenomenon are basically the same as that in on-grid scenario.
DR-GAMP still works well and reconstructs the targets located on the grids which are nearest to
the true frequencies, which also demonstrates the benefit of DR.
2) High-order harmonic FAs suppression: We consider the on-grid and off-grid scenarios with two
targets. Simulation parameters are shown in Table I. Here we mainly concern high-order harmonic FAs
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TABLE I
SIMULATION PARAMETERS
Parameters Value
Carrier frequency fc 24GHz
Frequency modulation slope µ 1013Hz/s
Pulse repeat interval TI 2×10−5s
Bandwidth Br 100MHz
Sampling frequency fs 100MHz
Number of pulses K 200
Number of antenna elements L 24
Antenna element spacing d 0.00625m
Number of fast time samples N 1000
Spatial window Taylor
Slow time window and peak sidelobe Chebyshev, −60 dB
Fast time window and peak sidelobe Chebyshev, −60 dB
and set a relative high pre-detection threshold αOS = 10.6 dB for the OS CFAR detector in the first
stage. The SNR of the received signal before one-bit quantization are the same and SNR1 = SNR2 = −7
dB.
For the on-grid case, the two targets share both the same zero spatial frequencies fsp,1 = fsp,2 = 0.
Beat frequencies and Doppler shifts are fr,1 = −40 MHz, fr,2 = −3 MHz, fd1 = 2 KHz and fd2 = 7
KHz, respectively. Note that the above parameter settings make the high-order harmonic FAs appear
merely in the cspth spatial cell with fsp,csp = 0. The overgriding factor ra in (34) is set as ra = 2.
For the off-grid case, targets parameters are set as follows: fd,1 = 2.1 KHz, fd,2 = 7.35 KHz,
fsp,1 = 0.0125 Hz, fsp,2 = 0.0354 Hz, fr,1 = −40.015 MHz, fr,2 = −3.06 MHz. We investigate the
performance under ra = 1, 2, 3, 4. Under each ra, the biases between the true frequencies of targets in
the three domains and their nearest grids are given in Table II.
1) On-grid scenario: Numerical results are presented in Fig. 9. In Fig. 9(a), normalized amplitudes of
vector xκ, x˜κ and xˆκ are presented. It can be seen that after predetection, 34 PTs are detected,
including 2 true targets, 6 3-order harmonic FAs and 26 noise FAs. Then, applying the DR-GAMP
algorithm, all the 3-order harmonics are suppressed significantly. Range-Doppler maps are provided
in Fig. 9(b) and 9(c) for the one-bit signal and reconstructed signal at the spatial cell with fsp = 0.
Results show that after FFT, 3-order harmonics of one-bit signal have high SNRs, while the 3-
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order harmonic strengths of the DR-GAMP reconstructed signal in (37) is negligible, which further
demonstrates the excellent harmonics suppression performance of DR-GAMP.
2) Off-grid scenario: Simulation Results are plotted in Fig. 10. The ability of suppressing harmonics
improves as ra increases. For ra = 1, DR-GAMP is almost ineffective to suppress harmonics.
While for ra = 4, DR-GAMP suppresses the harmonics effectively.
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Fig. 9. The on-grid case. (a) Normalized amplitudes of xκ, x˜κ and xˆκ. The maximal amplitudes for the true target, predetection
and DR-GAMP results are −7.0 dB, 55.4 dB and −7.0 dB, respectively. (c) Pre-detection results on the range-Doppler map
(one-bit data after FFT) at the spatial cell with fsp = 0. (d) Reconstructed range-Doppler map (based on the reconstructed
signal in (37) to perform FFT) at the spatial cell with fsp = 0.
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TABLE II
PARAMETER SETTINGS FOR THE OFF-GIRD CASE.
ra PRF/Md (KHz) 1/Msp (Hz) fs/Mr (MHz) ∆fd,1(KHz) ∆fd,2 (KHz) ∆fsp,1 (Hz) ∆fsp,2 (Hz) ∆fr,1 (MHz) ∆fr,2 (MHz)
1 0.5 0.0417 0.1 0.1 0.15 0.0125 0.0063 0.015 0.04
2 0.25 0.0208 0.05 0.1 0.1 0.0083 0.0063 0.015 0.01
3 0.167 0.139 0.033 0.067 0.0167 0.0014 0.0063 0.015 0.0067
4 0.125 0.0104 0.025 0.025 0.025 0.0021 0.0042 0.01 0.01
1 ∆f denote the bias between the true frequency and its nearest grid.
C. Performance comparisons between one-bit and conventional radar
In this subsection, the detection performance of one-bit radar is compared with that of the conventional
radar under off-grid case. Two scenarios are considered:
• Scenario 1: 10 targets with identical SNRs are added for each trial. The SNRs of targets varies from
−28 dB to −19 dB.
• Scenario 2: The parameters are the same as scenario 1, except that we add a new target with a high
SNR being 0 dB.
For each trial, all targets are randomly added in the spatial, slow time, and fast time domain. The number
of MC trials is 100. The number of pulses, antenna elements, samples in the fast time domain are
K = 100, L = 10 and N = 100. When 3-D FFT is implemented, data windows are used for both
conventional and one-bit radar prior to 3-D FFT processing to suppress the sidelobe of strong targets.
For slow time and fast time domain, Chebyshev window is adopted with peak sidelobe of −40 dB. In
the spatial domain, we adopt the Taylor window. The SNR loss caused by data windows in the three
domains is about 2.8 dB [30, pp. 257].
For one-bit radar, the overgriding factor is ra = 4. The threshold γ1 in (33) is αOS = 7.0 dB 8 and
η are 18, 75 and 75 in spatial, slow time, and fast time domain, respectively. To detect targets based
on reconstructed results in the second stage, the threshold γ2 should be chosen carefully. If γ2 is too
large, the true targets can be missed. While if γ2 is too small, the FA rate increases. In this paper, we
empirically set γ2 = (Ga − 11.6) dB, where Ga = 10log(KLN).
For the conventional radar, 3-D FFT and OS CFAR detector is implemented to detect targets. The
parameter settings about the OS CFAR are the same as the one-bit radar except the scale factor αOS ,
which is set based on the average FA rate of the one-bit radar. The detection performances of the two
8Since the predetection in the first stage only provides coarse information about targets and the GAMP algorithm is powerful
to suppress FAs, we can, in the first stage, set a lower threshold than that of conventional system.
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Fig. 10. Off-grid case. Fig. 10(a), 10(b), 10(c) and 10(d) present the normalized amplitudes of x˜κ and xˆκ corresponding to
ra = 1, 2, 3, 4. The maximal amplitudes for the predetection and DR-GAMP results are 54.2 dB and −9.9 dB (ra = 1), 54.9
dB and −8.4 dB (ra = 2), 55.1 dB and −7.6 dB (ra = 3), 55.2 dB and −7.3 dB (ra = 4).
system are compared under the same FA rate. For the first scenario, the average FA rates of one-bit radar
are PFA,1 = 7.2×10−5 and we set the scale factor in the conventional radar as αOS,c1 = 9.9 dB. For the
second scenario, the average FA rates of one-bit radar are PFA,2 = 3.5× 10−4 and we set αOS,c2 = 8.9
dB.
The detection performances versus the target SNRs for both scenarios are presented in Fig. 11(a) and
Fig. 11(b). For the first scenario, though SNR loss of targets is 2 dB, the performance of one-bit radar
has a slight superiority to the conventional system, as shown in Fig. 11(a). At PD = 0.5, the performance
gain is about 0.5 dB. The reason is that there exists 2.8 dB weighted loss in the conventional radar
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Fig. 11. Performance comparisons. (a) Scenario 1: Low received SNRs case. (b) Scenario 2: With an additional high SNR
target case. Note that PD is calculated as the detection probability of targets with low SNRs varing from −28 dB to −19 dB,
and the target with SNR = 0 dB is removed.
system. In contrast, for the one-bit radar, although the weighted loss still exists in the first predetection
stage, a lower threshold γ1 < γc is set to have a higher sensitivity, and in the second stage, GAMP
algorithm which has no weighted loss is applied to suppress FAs.
For the second scenario, due to the presence of the target with high received SNR, SNR loss of weak
targets increases from 2 dB to 3.5 dB (refer to Fig. 5) and this makes the one-bit system inferior to
the conventional system. At PD = 0.5, the one-bit system has about 1.6 dB performance loss under the
parameter settings.
VI. CONCLUSIONS
In this paper, we investigate problems encountered in one-bit LFMCW radar and propose a two-stage
DR-GAMP approach for target detection. It is shown that for a multiple targets scenarios, the 3-order
harmonics including self-generated and cross-generated terms can not be omitted and linear processing
is ineffective because it can not suppress these 3-order harmonics especially for 3-order cross-generated
terms. As a result, a two stage DR-GAMP target detection approach is proposed. In the first stage, the
linear preprocessing is performed to coherently integrate the received data and then, CFAR is performed
to predetect the targets. Based on CFAR results, the number of grids in the target space is reduced
significantly. Then, the GAMP algorithm is proposed to reconstruct true targets. Substantial numerical
experiments are conducted to validate the effectiveness of DR-GAMP.
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VII. APPENDIX
A. The average amplitudes of harmonics
The average of vq(t) with respect to w(t) is given by (13).
For m = 0, its average coefficient c0 is
c0 = − j
pi
∫ ∞
−∞
exp
(
−σ2wξ22
)
ξ
P∏
p=1
J0(ξAp)dξ (39)
For the first kind Bessel function, we have Jm(x) = Jm(−x) for m being even, otherwise Jm(x) =
−Jm(−x). As a consequence, we have
c0 = 0. (40)
Similarly, for the self-generated even harmonics, its average amplitudes are zeroes as well. For the
odd harmonics, we calculate the case where P = 2. For general P , calculations are very similar but the
analytical expressions are hard to obtain.
For P = 2, two equations [36, pp. 1096, 6.633, eq.(1)] and [36, pp. 1097, 6.633, eq.(5)] are uti-
lized. Without loss of generality, we calculate the coefficient of the m-order self-generated harmonics
cm,0 cos(mω1t + mΦ1) from the first target signal A1 cos(ω1t + Φ1). The coefficient can be calculated
as
cm,0 = −2j
m+1
pi
∫ ∞
−∞
exp
(
−σ2wξ22
)
ξ
J0(A2ξ)Jm(A1ξ)dξ
= −4j
m+1
pi
Am1 (
σ2w
2 )
−m
2
2m+1Γ(m+ 1)
∞∑
i=0
Γ(i+ m2 )
i!Γ(i+ 1)
(− A
2
2
2σ2w
)i × F
(
−i,−i;m+ 1; A
2
1
A22
)
. (41)
If A1 = A2, (41) can be further simplified as
cm,0 = −2j
m+1
pi
∫ ∞
−∞
exp
(
−σ2wξ22
)
ξ
J0(A2ξ)Jm(A1ξ)dξ
= −jm+1
√
2
pi
1
(m−12 )!m
2−
3(m−1)
2 3F3
(
m+ 1
2
,
m
2
+ 1,
m
2
; 1,m+ 1,m+ 1;−2A
2
2
σ2w
)
. (42)
For the m-order cross-generated harmonics cm1,m2 cos(m2ω2t + m2Φ2) cos(m1ω1t + m1Φ1) where
m = m1 +m2 (m1,m2 ≥ 1), its coefficient can be calculated as
cm1,m2 = −
4jm+1
pi
∫ ∞
−∞
exp
(
−σ2wξ22
)
ξ
Jm2(A2ξ)Jm1(A1ξ)dξ,
= −8j
m+1
pi
Am11 A
m2
2 (
σ2w
2 )
−m
2
2m+1Γ(m1 + 1)
∞∑
i=0
Γ(i+ m2 )
i!Γ(i+m2 + 1)
(− A
2
2
2σ2w
)i × F
(
−i,−m2 − i;m1 + 1; A
2
1
A22
)
. (43)
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When A1 = A2, we have
cm1,m2 = −
4jm+1
pi
∫ ∞
−∞
exp
(
−σ2wξ22
)
ξ
Jm2(A2ξ)Jm1(A1ξ)dξ
=− jm+1
√
2
pi
2−m+2
(m− 2)!!
m1!m2!
(
A1
σw
)m
3F3
(
m+ 1
2
,
m
2
+1,
m
2
;m2 + 1,m1 + 1,m+ 1;−2A
2
1
σ2w
)
. (44)
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