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Abstract 
As a quick econometric solution to potential endogeneity issues in panel data models, the 
generalized method of moments (GMM) estimator is gaining popularity in IS research. 
Despite the sensitivity of this estimator to model specifications and estimation strategies, 
a noticeable number of IS studies employing this method fail to report the detailed model 
specifications, robustness check results with different specifications and estimation 
strategies, or test statistics, which render their empirical results less credible. We 
demonstrate that passing the commonly required tests such as the m2 test and the 
Sargan-Hansen test does not guarantee the validity of the estimate, because the size and 
statistical significance of the estimate can depend on the choice of estimation procedure 
and moment restrictions that pass such required tests. We urge researchers to be explicit 
about the model specifications and estimation strategies, and to provide robustness 
checks with different model specifications, along with complete test results. 
Keywords: dynamic panel estimation, generalized method of moments, model specification 
Introduction 
Information Systems researchers are turning to the Arellano-Bond (1991) and Arellano-Bover 
(1995)/Blundell-Bond (1998) generalized method of moments (referred to as “GMM” in the rest of the 
paper for brevity) estimators when working with panel data. Thirteen empirical studies, published in the 
major IS journals (ISR, JMIS, and MISQ) from 2013 to 2017 employ the GMM estimator as their main 
estimation method, compared to only one study ever before (Appendix A3). This recent popularity is mainly 
due to its ability to address endogeneity issues between the dependent and explanatory variables in a 
dynamic panel model. The GMM estimator exploits the lagged values of endogenous variables as 
instruments, without sourcing the instrument variables from outside data. 
The GMM approach provides flexibility in its implementation, which allows researchers to have numerous 
choices for their model specification and estimation strategy. The GMM estimator is, however, sensitive to 
the choice of estimation procedure and moment restrictions; failing to report them makes it difficult to 
replicate or verify the empirical result. A different choice of instrument set, for example, can yield 
significantly different coefficient estimates and their p-values. Nonetheless, a noticeable number of IS 
studies often fail to report such important details or provide robustness checks. 
Thus, this paper raises concerns for our community by demonstrating how incomplete model specification 
details or missing robustness checks leave room for other possibilities, rendering the analysis results less 
credible. We also summarize several attempts to improve the credibility of the empirical results obtained 
by the GMM estimator, which may facilitate future IS studies employing the method. 
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The rest of the paper is organized as follows. In the next section, a brief introduction of the GMM estimator 
is given, along with common diagnostic statistical tests. Then we discuss its sensitivity to the choice of 
instrument set, as well as the many instruments problem. Subsequently, we take a closer look at the current 
practice in Information Systems. We conclude with a few remarks on how to take advantage of the flexibility 
of the GMM estimator rather than falling victim to its sensitivity. 
What is the GMM Estimator 
When estimating a dynamic panel data model with a lagged dependent variable(s) as a regressor(s), the 
simplest form is as follows, for individual i (i=1,..,N) at time t (t=2,…,T): 
 𝑦𝑖𝑡 = 𝛼𝑦𝑖,𝑡−1 + 𝜇𝑖 + 𝜀𝑖𝑡 ,       |𝛼| < 1 (1) 
Two important assumptions that lead to moment restrictions are that the initial condition, 𝑦𝑖1 should be 
uncorrelated with the error term 𝜀𝑖𝑡, (2) and that the errors should not be serially correlated (3):  
 𝐸(𝑦𝑖1𝜀𝑖𝑡) = 0          for 𝑡 = 2, … , 𝑇 (2) 
 𝐸(𝜀𝑖𝑠𝜀𝑖𝑡) = 0          for ∀𝑡 ≠ 𝑠 (3) 
The level equation (1) can be first-differenced to eliminate individual fixed effects, 𝜇𝑖: 
 ∆𝑦𝑖𝑡 = 𝛼∆𝑦𝑖,𝑡−1 + ∆𝜀𝑖𝑡 ,        |𝛼| < 1 (4) 
Given that 𝑦𝑖,𝑡−1 = 𝛼𝑦𝑖,𝑡−2 + 𝜇𝑖 + 𝜀𝑖,𝑡−1, ∆𝑦𝑖,𝑡−1 is endogenous (as it is correlated with ∆𝜀𝑖𝑡), which makes the 
ordinary least squares estimation invalid. On the other hand, 𝑦𝑖,𝑡−2 and ∆𝑦𝑖,𝑡−2 are not correlated with ∆𝜀𝑖𝑡, 
but are correlated with ∆𝑦𝑖,𝑡−1 , making them suitable for instrumenting ∆𝑦𝑖,𝑡−1  in this first-differenced 
equation. These two instrument variables were first devised by Anderson and Hsiao (1981), thus called the 
Anderson-Hsiao estimator. Likewise, deeper lags of dependent variables can also be considered as potential 
instruments, given that only one or two instruments may not be strong enough. As such, it is proposed that 
a matrix of lagged dependent variables, 𝑍𝑖 , can be employed as the instruments (which is commonly 
referred to as the “difference GMM”) (Arellano and Bond 1991): 
𝑍𝑖 = [
𝑦1 0 0 ⋯ 0 0 ⋯ 0
0 𝑦1 𝑦2 ⋯ 0 0 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ 𝑦1 𝑦2 ⋯ 𝑦𝑇−2
] 
The moment restrictions are 
𝐸(𝑦𝑖,𝑡−𝑠∆𝜀𝑖𝑡) = 0          for  𝑡 = 3, … , 𝑇, and 𝑠 = 2, … , 𝑡 − 1 
or, in matrix form, 
𝐸(𝑍𝑖
𝑇∆𝜀𝑖) = 0,          where ∆𝜀𝑖 = [
∆𝜀𝑖3
⋮
∆𝜀𝑖𝑇
] = [
∆𝑦𝑖3 − 𝛼∆𝑦𝑖2
⋮
∆𝑦𝑖𝑇 − 𝛼∆𝑦𝑖,𝑇−1
] 
The autoregressive parameter α is estimated by minimizing the quadratic distance of (𝑍𝑇∆𝜀)𝑇𝐴𝑁(𝑍
𝑇∆𝜀) 
with a weighting matrix 𝐴𝑁, where Z = [𝑍1
𝑇 , … , 𝑍𝑁
𝑇]
𝑇
and ∆ε = [𝜀1
𝑇 , … , 𝜀𝑁
𝑇]𝑇. The procedure to obtain such 
a matrix that yields asymptotically efficient and consistent ?̂? is not straightforward. First, a full-rank 𝐴𝑁 is 
chosen to produce an initial estimation of 𝛼, ?̂?1, usually referred to as the one-step estimator; theoretically 
speaking, such an initial estimation is consistent, in and of itself, and will lead to asymptotically efficient ?̂? 
after the second step (Arellano and Bond 1991). A choice of 𝐴𝑁 commonly used and suggested in Arellano 
and Bond (1991) is 
𝐴𝑁 = (𝑁
−1 ∑ 𝑍𝑖
𝑇𝐻𝑍𝑖
𝑁
𝑖=1 )
−1, 
where H is predetermined. Then 𝐴𝑁 is updated with residuals ?̂?𝑖 obtained from the first-step estimation as 
𝐴𝑁 = (𝑁
−1 ∑ 𝑍𝑖
𝑇(?̂?𝑖?̂?𝑖
𝑇)𝑍𝑖
𝑁
𝑖=1
)
−1
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The ?̂?, often referred to as the two-step estimator, calculated based on this 𝐴𝑁, is optimal, asymptotically 
efficient, and robust (Hansen 1982). 
The difference GMM is not a panacea to address the endogeneity issue inherited in a dynamic panel model. 
When the change in the dependent variable is close to a random walk, for example, it is not reasonable to 
use lagged level variables to instrument the difference. With the initial condition requirement (5) and the 
additional assumptions (6), Blundell and Bond (1998) proposed extra moment conditions (7): 
 𝐸((𝜇𝑖 + 𝜀𝑖1)𝜇𝑖) = 0 (5) 
 𝐸(𝜇𝑖) = 𝐸(𝜀𝑖𝑡) = 𝐸(𝜀𝑖𝑡𝜇𝑖) = 0          for t = 2, …, T  (6) 
 𝐸 ((𝜇𝑖 + 𝜀𝑖1)∆𝑦𝑖,𝑡−1) = 0          for t = 3, …, T (7) 
With these extra moment conditions, the instrument matrix is augmented to: 
𝑍𝑖
+ = [
𝑍𝑖 0 ⋯ 0
0 ∆𝑦2 ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ ∆𝑦𝑇−1
] 
GMM estimation based on the above instrument matrix is called the “system GMM,” which improves the 
estimation accuracy and efficiency, especially when the length of the panel is small or the autoregression 
parameter 𝛼 is large (Blundell and Bond 1998). 
To check whether some of the crucial assumptions behind the GMM estimators (both the difference GMM 
and the system GMM) are held, several diagnostic tests have been proposed. Among those, the 
Sargan/Hansen over-identifying restrictions test (short for the Sargan/Hansen test or sometimes also 
referred to as the Hansen J-test) and the m2 test are regarded as the most crucial ones that should be 
reported after the estimation. 
The Sargan/Hansen test aims to check the joint exogeneity of the instrument set. It is based on the 
asymptotic distribution of Sargan/Hansen statistics, which follows a chi-square distribution with degrees 
of freedom of the number of coefficients being less than the number of moment conditions.  
As the main variant of the Sargan/Hansen test, we also conduct the difference-in-Hansen test (also known 
as the incremental Sargan/Hansen test or the C test). Its statistics involve the difference in two 
Sargan/Hansen statistics of cases, with and without a subset of instruments, which tests the joint exogeneity 
of the subset. The difference-in-Hansen test is highly recommended for a system GMM estimation that 
exploits extra moment restrictions. 
In addition to the Sargan/Hansen test, we perform the m2 test to check whether there is a significant 
second-order serial correlation between first-differenced residuals. The null hypothesis of the test is that 
there is no second-order serial correlation. Since GMM estimators (both the difference GMM and the 
system GMM) assume the absence of such a correlation, the desired outcome is not to reject the null 
hypothesis.   
Flexibility and Sensitivity of the GMM 
There exist many possible variations in identification for the GMM estimator. Our current practice is to 
accept the estimation result, as long as the assumptions hold. The GMM estimator is, however, sensitive to 
the choice of estimation procedure and moment restrictions. As such, it is possible for researchers to choose 
the one that returns a desirable outcome. Further, we often fail to report test statistics or accept the 
estimation results with the p-value in test statistics of one, which leaves room for the many instruments 
problem. This section goes through potential variations in the estimation and illustrates the danger of not 
reporting the details. 
Flexibility of the GMM in Identification 
The GMM estimator has flexibility in identification, where a different choice of estimation procedure (one 
step vs. two step), lag length, or instrument matrix (collapsed vs. uncollapsed) is allowed. 
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One-step vs. Two-step Estimation. Two-step estimation has a smaller asymptotic variance; however, such 
efficiency gain might not be realized in the finite sample (Blundell and Bond 1998). When the difference 
GMM was first proposed, the two-step estimator had a serious problem, in that the estimates of the 
standard errors are heavily downward biased, which may be the reason for its efficiency gain. As such, 
caution was advised in making inferences based on the two-step estimator (Arellano and Bond 1991). In 
light of this downward biased standard error problem, researchers usually reported a one-step estimation 
result before the finite sample correction (Windmeijer correction) was proposed to alleviate it (Windmeijer 
2005). 
Some researchers have come up with quantitative procedures to determine whether one-step or two-step 
procedure should be used; however, the argument was made under fixed-smoothing asymptotics rather 
than conventional asymptotic approximation (Hwang and Sun 2015). 
Despite that the two-step procedure is becoming popular with the Windmeijer correction, there is still no 
consensus as to which one should be used in the case of finite samples. 
Instrument Set. There is also flexibility in deciding the lag length of the instrumenting variables. When the 
GMM estimator was first introduced, the convention was to use all available lags as instruments, that is, lag 
2 and up for an endogenous variable, and lag 1 and up for a predetermined variable, such as 𝑦𝑖,𝑡−1. The 
number of instruments exploded quickly, proportional to the quadratic of T. Later when researchers 
became more aware of the many instruments problem, methods were suggested to limit the size of the 
instrument matrix, of which a widely accepted one restricts the instruments to certain lags (not all) of the 
instrumenting variables so that the instrument count is linear in T (Bowsher 2002; Windmeijer 2005). 
Quantitative methods have been proposed by economists to select lag order, yet they involve complicated 
computation and are far from wide application in the IS field. Interested readers can refer to Lee and 
Phillips (2015). To some extent, there is no standard as to which lags should be used. 
Collapsed/Uncollapsed Instrument Matrix. An alternative way to reduce the number of instruments is to 
“collapse” the instrument matrix from  
𝑍𝑖 = [
𝑦1 0 0 ⋯ 0 0 ⋯ 0
0 𝑦1 𝑦2 ⋯ 0 0 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ 𝑦1 𝑦2 ⋯ 𝑦𝑇−2
] 
to 
𝑍𝑖 = [
𝑦1 0 ⋯ 0
𝑦1 𝑦2 ⋯ 0
⋮ ⋮ ⋱ ⋮
𝑦1 𝑦2 ⋯ 𝑦𝑇−2
] 
In a nutshell, it imposes the orthogonality of 𝑦𝑖,𝑡−𝑠 and ∆𝜀𝑖𝑡 for each s, rather than for each pair of s and t 
(Roodman 2009a, 2009b). It is at the discretion of researchers to determine whether to restrict lags of the 
instrumenting variables or to collapse the instrument matrix. 
Sensitivity of the GMM Estimator 
In this section, we demonstrate that the GMM estimator is sensitive to the choice of estimation procedure 
and moment restrictions. We adopt the employment dataset used in Arellano and Blundell (1991) to 
illustrate that the estimated coefficient and p-value can largely depend on such choices.  
The dataset is an unbalanced panel containing the employment and related financial statistics of 140 U.K. 
companies from 1976 to 1984. Table 1 illustrates the summary statistics and variable description, which is 
also available in Arellano and Blundell (1991). We estimate the following employment equation with both 
the system GMM and the difference GMM and present the results in parallel: 
𝑒𝑚𝑝𝑖𝑡 = 𝛼𝑒𝑚𝑝𝑖,𝑡−1 + 𝛽1𝑤𝑎𝑔𝑒𝑖𝑡 + 𝛽2𝑤𝑎𝑔𝑒𝑖,𝑡−1 + 𝛽3𝑐𝑎𝑝𝑖𝑡𝑎𝑙𝑖𝑡 + 𝛽4𝑐𝑎𝑝𝑖𝑡𝑎𝑙𝑖,𝑡−1 + 𝛾𝑡 + 𝜇𝑖 + 𝜀𝑖𝑡 
Suppose that we are interested in estimating the effect of contemporaneous wage and capital (wageit and 
capitalit). Since they are endogenous, the lags of those variables are instrumented for the estimation. 
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Regarding the lag length, one may employ all of the available lags, or just some of them. We examine twelve 
different choices of lags for illustration. When we employ second to deepest lag of all three regressors as 
GMM instruments in the differenced equation for the difference GMM,  and first to deepest lag of the first 
difference of all three regressors as GMM instruments in the levels equation additionally for the system 
GMM, the instrument set is denoted as 2:99, following the syntax of R language. The other eleven choices 
are 2, 2:3, 2:4, 2:5, 3, 3:4, 3:5, 3:99, 4, 4:5, and 4:99, accordingly. Also, we estimate the model under either 
the collapsed or uncollapsed instrument matrix, as well as one-step or two-step procedure. Consequently, 
we run the GMM 96 times, where 48 different moment conditions (12 different choices of lag length with 
either the system GMM or difference GMM instrument set, collapsed or uncollapsed) are employed and 
estimated under 2 different procedures (one step vs. two step). Table 2 summarizes the number of models 
(out of 12) that pass the Sargan/Hansen test and m2 test at the 0.05 significance level under different 
specifications. 
 
We display the estimated p-values of the contemporaneous capital in Figures 1 to 4. The estimated p-values 
of the contemporaneous wage are displayed in the appendices, A1 and A2. 
The two boxplots in Figures 1 and 3 illustrate the variation of estimated p-values for the contemporary 
capital under different specifications. The boxplots clearly show that the results are quite sensitive to the 
estimation method (system GMM vs. difference GMM). Besides, whether the instrument set is collapsed or 
not also makes a huge difference in the distribution of p-values, contrasting the 1st/3rd boxplot (collapsed) 
with the 2nd/4th boxplot (uncollapsed) in both Figures 1 and 3. The estimation procedure (one-step vs. two-
step) also plays an important role in determining the magnitude of the p-value, especially when the 
instrument set is collapsed (1st and 3rd boxplots) and fewer moment conditions are used. The scatter plots 
in Figures 2 and 4 show that the lag lengths in the instrument set largely affect the estimated p-values. 
Similar patterns are found for contemporary wage (see Appendices A1 and A2). 
 
Table 1. Variable Description and Summary Statistics 
Variable Description Mean S.D. 
Employment Number of U.K. employees 7.9 15.9 
Wage Average annual remuneration of U.K. employees 23.9 5.6 
Capital Value of gross fixed assets 2.5 6.2 
Note: Adapted from Arellano and Bond (1991) 
 
Note: “No. models” means the number of possible model specifications. “No. passed” means the number 
of specifications that pass both the second-order autocorrelation test and the Sargan/Hansen test at the 
0.05 significance level. 
 
Table 2. Summary of Different Specifications 
 System GMM Difference GMM  
 One-step Two-step One-step Two-step  
 Collapsed  Uncollapsed Collapsed  Uncollapsed Collapsed  Uncollapsed Collapsed  Uncollapsed Total 
No. 
models 
12 12 12 12 12 12 12 12 96 
No. 
passed 
11 4 12 6 8 8 9 12 70 
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Figure 1. Capital: p-value vs. Specification (System GMM) 
 
 
Figure 2. Capital: p-value vs. Instrument Set (System GMM) 
Note: The labels on the instrument set axis correspond to the 12 choices mentioned in the text; 1 to 12 
correspond to 2, 2:3, 2:4, 2:5, 2:99, 3, 3:4, 3:5, 3:99, 4, 4:5, and 4:99 respectively. Same correspondence 
applies to all the scatter plots in this paper. 
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Figure 3. Capital: p-value vs. Specification (Difference GMM) 
 
 
Figure 4. Capital: p-value vs. Instrument Set (Difference GMM) 
 
The plots show that the GMM estimator is highly sensitive to model specifications, where the variations of 
the coefficient estimates and p-values are considerably large across different specifications, or even only a 
different choice of lags of instrumenting variables. According to the plot, for almost all of the subsets, the 
p-value of the coefficient estimates of the variable is greater than 0.05, or even 0.1, for a noticeable number 
of specifications that nonetheless successfully pass the two most widely applied diagnostic tests. If the 
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researcher is interested in showing that the significant effect of firm capital on the employment, s/he is 
tempted to report only results with a p-value of wage and capital lower than 0.05. If s/he does not report 
any of the three specification details (i.e., choice of lags, collapsed vs. uncollapsed instrument matrix, one-
step vs. two-step estimation) but only the result, the credibility of the result is undermined because, with a 
considerable number of possible sets of specifications, readers will not be able to know which one is used, 
or if others yield estimates at a similar significance level. Therefore, it is dangerous for researchers to apply 
GMM estimation without reporting the detailed specifications, including but definitely not limited to the 
abovementioned cases.  
Additionally, we suggest thorough robustness checks as we demonstrate with the employment equation, 
generating estimation results for as many different models as possible, with reasonable instrument sets and 
estimation procedures. Presenting the results in tables or graphs not only help researchers gain a better 
understanding of the coefficients of their focal variables, but also make it viable for reviewers and readers 
to determine the robustness of the results. 
In summary, given that there is no explicit guideline for setting up the model and choosing the estimation 
strategies, failing to report the detailed model specifications, robustness check results with different model 
specifications, or estimation strategies may cast doubt on the validity of the estimates. 
Many Instruments Problem 
Besides an arbitrary choice of model specification, studies employing GMM estimation should report 
concrete p-values or test statistics of the (incremental) Sargan/Hansen test to show that their estimation is 
not subject to a many instruments problem, which may render the statistical inference invalid. 
The many instruments problem happens when there are “too many” instruments generated in the 
instrument set, which may lead to biased estimation results and a less powerful Sargan/Hansen test. When 
all available lags are exploited in the instrument matrix, the number of instruments grows quadratically in 
the period, T. As such, the many instruments problem becomes serious, especially when N is not that large, 
compared to T. 
The intuition is aptly explained by Roodman (2009a), who made an analogy with 2SLS estimation; if the 
number of individuals is equal to the instrument count, then the endogenous variable will be overfitted, and 
2SLS will be the same as the biased OLS. Windmeijer (2005) also shows that one of the major reasons for 
finite sample bias is overidentification. He demonstrates in his simulation that reducing the instrument 
count from 28 to 13 could decrease the two-step estimator bias by 40 percent. 
Many instruments pose a threat not only to estimate results, but also to diagnostic tests. As pointed out by 
Sargan (1958) himself, the magnitude of error of his test is proportional to the number of instruments. 
With too many moment conditions, the Sargan/Hansen test has extremely low power (Bowsher 2002). 
When the instrument count is well above the number of individuals, the Sargan/Hansen test easily 
reaches an average of a 1.00 p-value across all simulated panels (Roodman 2009b). 
 
Although there is no clear guideline in deciding how many instruments are considered as “too many,” two 
telltale signs are when the number of instruments exceeds the number of individuals, and when the p-value 
of the (incremental) Sargan/Hansen test is an impossibly perfect one (Roodman 2009b). That is the reason 
why researchers are always encouraged to report p-values or test statistics of the (incremental) 
Sargan/Hansen test and/or instrument counts. A simple statement of “pass” or “insignificant” at a 
conventional significant level erodes the credibility of the estimation results since the many instruments 
problem might be present. 
Current Practice of GMM Estimation in IS Research 
In this section, we review all research papers published in the major IS journals (ISR, JMIS, and MISQ) 
that employ GMM estimation as either their main analysis or robustness check, with a particular focus on 
(1) whether the specification details and test statistics have been reported, and (2) whether the robustness 
checks with different model specifications, namely instrument sets, have been provided (Appendices A3-
A6). Table 3 summarizes the counts of papers that apply GMM as the main analysis but fail to fulfill (1) and 
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opt to adopt (2). Besides the main analysis, we also reviewed papers that employ GMM as a robustness 
check. The result is summarized in Table 4. 
Presentation of Estimation Details 
As demonstrated in Section 2.1, as well as in previous studies (Kiviet et al. 2017; Ziliak 1997), the choice of 
instrument set can significantly affect the estimation results. We highly recommend that researchers report 
the specification details and provide the rationale behind their choice of model specification. Only half of 
the papers reported the details and even fewer elaborated the rationale associated with their choice, which 
is quite alarming. Yet, some IS researchers are well aware of the importance of instrument set choice; 
besides the exogeneity of the instrument variables or passing the Sargan/Hansen test, the authors also 
indicate their careful considerations regarding instrument choice (Burtch et al. 2013; Goode et al. 2014; 
Kwon et al. 2016; Menon and Kohli 2013).  
Given that a different choice of estimation procedure or the adoption of the collapsed or uncollapsed 
instrument matrix can yield different estimation results, such details should be reported. Most papers fail 
to report whether they employ the one-step or two-step procedure, while a few implicitly indicate the two-
step procedure by reporting Windmeijer corrected errors. One-step robust estimation used to be widely 
relied upon when making inferences; however, after Windmeijer (2005) proposed the corrected standard 
errors for two-step estimation, the latter has become increasingly popular. No matter which estimation 
strategy is adopted, types of standard errors should be made clear. For instance, if the author applies two-
step estimation without reporting whether or not the standard errors are corrected, there is a chance that 
the reported significance level of the focal variable might be higher than what it actually is, due to heavily 
downward biases of two-step standard errors. Reporting the error type can address this doubt and 
demonstrate the authors’ awareness and academic rigor regarding the issue (Aral et al. 2012; Kim et al. 
2016). Regarding the instrument matrix, most of them are silent about whether they adopt the collapsed or 
uncollapsed instrument matrix. 
Furthermore, approximately half of the papers reviewed do not report the p-values or test statistics of the 
Sargan/Hansen test, or some of the p-values reported are exactly one, which signals the existence of the 
many instruments problem. We did not take into account the incremental Sargan/Hansen test necessary 
for the system GMM; if this is also considered, then the numbers should be even larger than those in the 
tables. As discussed, it is definitely a dangerous practice that renders the validity of the instruments 
questionable. When the p-value of the (incremental) Sargan/Hansen test is exactly one, robustness checks 
against the reduced instrument set or collapsed instrument matrix should be carried out. In light of this, 
the importance of reporting the test statistics cannot be emphasized enough. 
 
Table 3. IS Studies Adopting GMM for the Main Analysis 
Journal p-value 
One-step/ 
Two-step 
Collapsed/ 
Uncollapsed 
Set of 
Instruments 
Robust Test: 
Instrument Set 
Total 
Reviewed 
MISQ 1 2 2 2 0 2 
ISR 4 6 7 3 3 9 
JMIS 1 2 3 2 1 3 
Total 6 10 12 7 4 14 
Note: Column “p-value” is the number of papers without concrete p-values for the Sargan/Hansen test, or 
some of which are exactly equal to one. Column “Robust Test: Instrument Set” counts the number of papers 
that use different sets of moment conditions as a robustness check. Other columns are the number of papers 
that fail to be explicit about a certain model specification. 
 
 
Comment on GMM Estimation in IS Research 
 Fortieth International Conference on Information Systems, Munich 2019 10 
Table 4. IS Studies Adopting GMM for a Robustness Check 
Journal p-value 
One-step/ 
Two-step 
Collapsed/ 
Uncollapsed 
Set of 
Instruments 
Details 
Presented 
Total 
Reviewed 
MISQ 2 1 2 2 2 4 
ISR 5 6 7 3 8 11 
JMIS 3 3 3 2 3 5 
Total 10 10 12 7 13 19 
Note: “Details Presented” counts the number of papers that report detailed results of GMM estimation in 
robustness check section. Column “p-value” is the number of such papers without concrete p-values for the 
Sargan/Hansen test, or some of which are exactly equal to one. Other columns are the number of papers 
that fail to be explicit about a certain model specification; papers using GMM as the main analysis yet not 
in the robustness check, or only presenting general result for robustness check, are excluded in the count. 
 
The many instruments problem, although potentially lethal, can be alleviated in some ways. The more 
common way is to restrict the number of lags of instrumenting variables, which in turn, emphasizes the 
importance of reporting the unambiguous instrument set. Another less common way is to collapse the 
instrument matrix, essentially utilizing fewer moment restrictions, to lower the degree of overidentification. 
Such a method has been proven to help reduce the size problem in the Sargan/Hansen test and is widely 
applied in empirical research (Beck and Levine 2004; Calderon et al. 2002; Kiviet et al. 2017). However, 
researchers are advised to state whether or not their instrument matrix is collapsed, since even the same 
lags of the instrument variable can generate different moment conditions. The many instruments problem 
itself has gone largely unnoticed yet is still recognized by some authors who adopt either of the two methods 
or both, which has improved the credibility of their results (Burtch et al. 2013; Goode et al. 2014; Kim et al. 
2016). 
Besides aforementioned specifications and test statistics, other details should be reported to help enhance 
the validity of estimation results: the length of each dimension of the panel (T and N) and the inclusion of 
time dummies.  
The information about T and N gives the reader an intuitive sense of the appropriate size of the instrument 
set, relative to the total number of observations. Suppose that there is only one endogenous variable, which 
is instrumented with all of its available lagged values from T-2 with an uncollapsed instrument matrix. 
Then, the number of moment conditions is 0.5× (T-1) × (T-2). If T equals 10 and N equals 30, for example, 
the instrument count exceeds the number of individuals, indicating a high likelihood of the many 
instruments problem and casting great suspicion on the estimation results (Roodman 2009a). Reporting 
the number of instruments used in each estimation is, of course, the more explicit and effective way to 
alleviate the concern of such problem (e.g., Goode et al. 2014). 
Time dummies are generally recommended for inclusion in the model, to remove time-related shocks from 
the errors; otherwise, these errors might be correlated within individuals, which violates the assumption of 
the m2 test. Therefore, the inclusion of time dummies would enhance the robustness of the analysis (e.g., 
Salge et al. 2015), and should be reported. 
For a more comprehensive view of specification details that require reporting, readers can refer to the 
guidelines provided in Roodman (2009a). 
Robustness Checks 
Considering the sensitivity of GMM estimator to the choice of estimation procedure and possible moment 
restrictions, the importance of GMM-specific robustness checks cannot be emphasized enough; however, 
only a few studies conduct such robustness checks. Testing with a different set of instrument variables or 
different lags is the most common approach employed in those studies (Chen et al. 2015; Goode et al. 2014; 
Kwon et al. 2016; Menon and Kohli 2013). Notably, Menon and Kohli (2013) estimated difference models, 
level models and both of them simultaneously, to ensure the robustness of their results against various 
moment conditions. This approach is consistent with what has been suggested as good practice or as a 
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possible robustness test, in that one could reduce instrument counts in some way or choose the random 
subsets of the whole available instrument set to examine the behavior of the estimates and the 
Sargan/Hansen test (Roodman 2009b). 
Other studies, although not applying a GMM-specific robustness check, employ other ways of adding 
credibility to their results. A considerable number of studies use alternative formulas to explore the possible 
dynamic relationship between the dependent variable and explanatory variables; they usually include or 
exclude lagged dependent variables or deeper lags of the dependent variables as explanatory variables 
(Burtch et al. 2013; Dewan and Ramaprasad 2014; Goes et al. 2014; Goode et al. 2014; Salge et al. 2015). 
Others turn to alternative estimation methods in robustness checks or directly include them in the main 
analysis (Kettinger et al. 2013). Common estimators include 2SLS with similarly constructed instruments 
and OLS with fixed/random effects, and in this way, obtain more diagnostic test statistics (Burtch et al. 
2013; Greenwood and Gopal 2015). Using a different operationalization of variables (Kettinger et al. 2013; 
Kim et al. 2016; Kwon et al. 2016; Thies et al. 2016) and removing outliers are two other tactics widely 
applied in robustness checks (Burtch et al. 2013; Goes et al. 2014; Goode et al. 2014; Thies et al. 2016). 
Some authors reconstruct the same panel data with different time horizons or lengthen/shorten the time 
period to provide extra support (Greenwood and Gopal 2015). Although there is no standardized procedure 
for robustness checks, abovementioned non-GMM specific tactics can also serve as a guideline for future 
studies to add credibility to their GMM analysis results. 
Conclusion 
The introduction of Arellano-Bond and Arellano-Bover/Blundell-Bond GMM estimators has enabled 
empirical researchers to analyze panel data in a dynamic setting where external instruments are difficult to 
find. However, the risk is that the quality of the inference largely depends on the choice of moment 
restrictions and the estimation procedure made by researchers, or even the unknown underlying data- 
generating process, which is well beyond the control of the researchers (Kiviet et al. 2017). Researchers turn 
to sophisticated estimation methods to tackle challenges in a seemingly easy way, with the assistance of 
software packages that have already implemented the whole estimation process, yet without fully 
appreciating their properties. This paper serves as a reminder that whichever estimation technique is 
employed, the specification details and rationales should be explicit.  
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Appendix 
 
A1. Wage: p-value (System GMM) 
 
 
A2. Wage: p-value (Difference GMM) 
 
A3. IS Studies Adopting GMM: Main Analysis and Robustness Check 
Journal Main Analysis Robustness Check 
MISQ Dewan and Ramaprasad 2014; Salge et al. 2015 Ghose 2009; Rai et al. 2015 
ISR 
Aral et al. 2012; Burtch et al. 2013; Chen et al. 2015; Goes 
et al. 2014; Greenwood and Gopal 2015; Kettinger et al. 
2013; Kim et al. 2016; Kwon et al. 2016; Menon and Kohli 
2013 
Bardhan et al. 2013; Cheng and 
Nault 2012; Ghose and Yao 
2010; Tambe and Hitt 2012 
JMIS Goode et al. 2014; Khansa et al. 2015; Thies et al. 2016 Lim et al. 2013; Qiu et al. 2015 
Note: The “Main Analysis” column lists articles employing GMM as their main analysis (most also as a 
robustness check). The “Robustness Check” column lists articles employing GMM as their robustness check. 
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A4. IS Studies Adopting GMM as the Main Analysis and Details Reported 
One-step / Two-step Aral et al. 2012; Chen et al. 2015; Khansa et al. 2015; Kim et al. 2016 
Choice of GMM instruments 
Burtch et al. 2013; Chen et al. 2015; Goode et al. 2014; Greenwood and 
Gopal 2015; Kettinger et al. 2013; Kim et al. 2016; Kwon et al. 2016 
Collapsed / Uncollapsed 
instruments 
Burtch et al. 2013; Chen et al. 2015 
p-value / Test statistics of 
overidentification test 
Aral et al. 2012; Chen et al. 2015; Goode et al. 2014; Greenwood & 
Gopal 2015; Kettinger et al. 2013; Khansa et al. 2015; Kim et al. 2016; 
Kwon et al. 2016; Menon & Kohli 2013; Salge et al. 2015 
 
A5. IS Studies Adopting GMM as the Robustness Check and Details Reported 
One-step / Two-step Bardhan et al. 2013; Ghose 2009; Kim et al. 2016 
Choice of GMM instruments 
Bardhan et al. 2013; Burtch et al. 2013; Kettinger et al. 2013; Kim et al. 
2016; Kwon et al. 2016; Lim et al. 2013 
Collapsed / Uncollapsed 
instruments 
Burtch et al. 2013 
p-value / Test statistics of 
overidentification test 
Bardhan et al. 2013; Cheng and Nault 2012; Kettinger et al. 2013; Kim 
et al. 2016; Kwon et al. 2016 
 
A6. Robustness Check Approaches 
GMM Related Different moment conditions 
Chen et al. 2015; Goode et al. 2014; Kwon et al. 
2016; Menon and Kohli 2013 
Non-GMM 
Related 
Alternative formulas 
Burtch et al. 2013; Dewan and Ramaprasad 2014; 
Goes et al. 2014; Goode et al. 2014; Salge et al. 
2015 
Alternative estimation methods 
Burtch et al. 2013; Greenwood and Gopal 2015; 
Kettinger et al. 2013 
Removal of outliers 
Burtch et al. 2013; Goes et al. 2014; Goode et al. 
2014; Thies et al. 2016 
Different operationalizations 
Kettinger et al. 2013; Kim et al. 2016; Kwon et al. 
2016; Thies et al. 2016 
Different time horizons / spans Greenwood and Gopal 2015 
Sub-sample analysis Goode et al. 2014 
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