Fault tolerance and security in drinking water distribution operations are important issues that have received increased attention in the last few years. In this work the problem of leakage detection is formulated within a systems engineering framework, and a solution methodology to detect leakages in a class of distribution systems is proposed. Specifically, the case where water utilities use standard flow sensors to monitor the water inflow in a District Metered Area (DMA) is considered.
The CUSUM feature signal Water Losses has defined a set of metrics for water utilities to audit how provided water is consumed or lost. In general, water intended for consumption is segmented into 'Authorized Consumption', which corresponds to the billed or unbilled authorized consumption, and to the 'Water Losses', which corresponds to the 'Apparent Losses', due to unauthorized use, metering inaccuracies or calibration issues, and to the 'Real Losses', due to leakages, breaks, etc. (Alegre et al. ) . Water losses impose a huge economic burden; hence the reduction of both apparent and real losses is an important goal for most water utilities.
Leakage is a type of hydraulic fault, which may be caused due to pipe breaks, loose joints and fittings, as well as due to overflowing water storage tanks (Farley ) .
Some of these problems are prompted by the deterioration of the water delivery infrastructure, which is affected by age and high pressures. Leakage faults which occur within the water distribution network may correspond to slowly developing incipient faults, as well as to abrupt faults, which may require immediate attention. Leakages may cause consumer problems, health risks as well as financial losses (Farley ) , therefore their early detection and repair, if possible, is imperative. Leakages are classified by water utilities as 'background' (small undetectable leaks for which no action to repair is taken, with single leakage outflow less than 0.25-0.5 m 3 h -1 at 50 m water head), 'unreported' (moderate flow-rates which accumulate gradually and require eventual attention), and 'reported' (high flow-rates which require immediate attention) (Lambert & Morrison ; Thornton et al. ) . In practice, there may be a significant time delay between the time a leakage occurs to the time the leakage is detected and the time it is located and repaired (Thornton et al. ) . From a systems and control framework, leakages can be classified as:
(a) slowly increasing incipient faults, to describe breaks which in the beginning are small but may deteriorate further while their size increases; (b) stepwise abrupt faults, which appear at a certain time step and whose physical characteristics do not change (Isermann ; Zhang et al. ) .
In 1980, the UK Water Authorities Association proposed the concept of District Metered Area (DMA) management methodology to monitor leakage in water distribution networks (WAA ). According to Farley () , the main benefits of using DMA management over standard centralized monitoring and control are reduced fault detection time, better leakage detection and location isolation, as well as low pressure regulation. This approach has been adopted by a large number of water utilities around the world. Each DMA connects to the water distribution network through one or more water supply pipes; at each supply pipe, real-time flow sensors, pressure sensors and pressure reducing valves are installed (Farley ; Morrison ) .
A number of water utilities apply the minimum nightflow analysis at each DMA, to estimate the quantity of water loss due to leakages (Thornton et al. ) . The utilities examine the inflow at a DMA during the minimum consumption hours, e.g. between 12-4 a.m., at which times demand flow and its variance are usually low and the leakage outflow is high due to high DMA pressures. Through manual observation of the minimum flows during the minimum consumption hours and by comparing them to measurements from previous days or to certain thresholds, the water utility operators may be able to detect an unreported leakage fault which has occurred within a DMA (Thornton et al.  
MATHEMATICAL MODEL
Consider a DMA which is connected to the main water however if it is known that trends appears in the signal, this can be incorporated into the proposed methodology.
Specifically, DMA inflows are modeled in this work using a multiplicative formulation with respect to the signal components (Yamauchi & Huang ) . In accordance with the multiplicative model, the uncertainty and weekly periodic variation amplitudes increase (or decrease) as the yearly seasonal component increases (or decreases). In addition, the uncertainty variation amplitude increases (or decreases) as the weekly periodic component increases (or decreases); for instance, during the day when the demand is high, the uncertainty variance is high, whereas during the night when the demand is low, the uncertainty variance is low.
For the time step k, let q(k) be the DMA inflow, r(k) be the function which describes the yearly seasonal component of the flow, s(k) be the function which describes weekly periodic water demand signal, and n(k) be the multiplicative uncertainty component with zero mean normal distribution.
Therefore, the multiplicative model of the flow signal q(k) is described by 
Therefore, the mathematical model of DMA inflow with leakage is given by
An important consideration to take into account is the fact that the uncertainty term r(k)s(k)n(k) in the flow model (2) may have a significantly larger variance than the variance corresponding to the leakage fault. On the other hand, the uncertainty term r(k)s(k)n(k) has a zero average value, while at the same time, the leakage fault has a positive (non-zero) average value. This is a key characteristic which is exploited in the leakage fault detection algorithms presented in this work.
Furthermore, it is important to note that the yearly seasonal component is significant for the leakage detection methodology proposed in this work, as it is used to normalize the DMA inflow signal, to compute a signal with constant average value, so that it is possible to detect small leakage faults. In the opposite case, if the signal is not normalized, seasonal variations of large magnitude may cause a large number of false positives or false negatives in some leakage detection algorithms.
The yearly seasonal function r(k) is in general unknown;
an approximation of this signal can be computed based on the historical measurements. It is important to note that some known or unknown leakage faults may exist in the historical data; in this work it is considered that the hydraulic data may have some unknown leakage faults, but for the purposes of the detection algorithms, these are considered as normal consumption; as a result, the detection algorithm will be able to detect only new leakages.
Let K ξ be the set of historical time instances considered for computing the seasonal component. Let ρ(k;ξ r ) be the estimate of the unknown r(k), which is computed off-line, where ρ(·) is a selected structure for the estimator function and ξ r is a set of approximation parameters. In the case of yearly seasonality, ρ(·) can be formulated as a Fourier series with a small number of terms and fundamental period of a year, to capture the seasonal consumption changes. In this case, the parameter ξ r is the estimated coefficient vector of the polynomial of the Fourier series, computed given sufficient recorded hydraulic measurements, by solving the least-squares optimization problem
The approximation signal ρ(k;ξ r ), which is computed offline, is used in the following sections to normalize the flow signals used in the leakage fault detection algorithms. Based on Equation (2), and assuming that r(k) ¼ ρ(k;ξ r ), the nor-
In case of incomplete yearly hydraulic data, a less accurate approximation of the seasonal model could be constructed based on the available data, which corresponds to higher uncertainty and may reduce the leakage detection sensitivity; the seasonal signal can be updated periodically, to improve the approximation accuracy.
LEAKAGE FAULT DETECTION METHODOLOGY
The proposed fault detection algorithm is comprised of two parts: the adaptive DMA inflow approximation and the leakage fault detection logic component.
Adaptive DMA inflow approximation method
In this subsection, the adaptive inflow approximation methodology is formulated based on the concept of learning adaptively the periodic signal corresponding to the normalized flow and utilizing that information in the detection logic component. The unknown weekly periodic signal s(k) 
is time-varying, it is useful to compute and update in time the parameter vector θ r (k), so that 
The normalized flow estimation error e r (k) is given by
The error e r (k) is useful in computing the parameter vector estimate for the next time instance, using the normalized projection algorithm, such that
where θ r (0) ¼ θ r 0 are the initial conditions, α is a positive nonzero constant selected by the designer to exclude the zero denominator case, and G is a learning gain diagonal matrix used to change the update step, whose bounds are analytically computed as 0 < G i < 2 for the i-th diagonal element of G, to guarantee learning stability (Astrom & Wittenmark ) . If the learning gain is small, then the adaptation will be slow; however, if it is large, then the adaptation will be faster, but may over-react to random events (Farrell & Polycarpou ).
The initial conditions of the estimated parameter vector, θ r 0 , at the detection algorithm activation time, can be computed off-line, by taking into consideration a set of historical measurements. Let K θ be the set of the mostrecent time instances for which the system operated without any known significant leakage faults. By solving a leastsquares optimization problem, the initial condition vector estimation is computed, such that
where q r (k) ¼ q(k)/ρ(k;ξ r ) is the normalized flow.
The update law (6) can be used to adapt θ r (k) with respect to the changes in the consumption dynamics. However, in addition to the consumption, the update law can learn the unknown leakage fault dynamics which begin at discrete time T. Specifically, the leakage fault acts as a positive offset to the flow signal and its magnitude may vary according to the pressure variations at the leakage location; the update law will change the elements of parameter vector estimator, to approximate the new flow characteristics and reduce the estimation error, which corresponds to learning the leakage faults.
Note that when certain known exogenous factors affect the periodic consumption, the update law can be suitably faults increase the average value of the monitored signal, the one-sided CUSUM algorithm is thus given by
where η > 0 is the average outflow a small leakage, as specified by the operator. In general, the smaller the value of η, the larger the maximum values C(k) takes; similarly, for larger values of η, the smaller the maximum values C(k)
takes. A detection alarm is triggered at the time instance k d at which the metric C(k) is greater than the threshold h s , such that
The selection of h s is important, since the smaller the threshold, the more sensitive the detection algorithm is;
however, it may also trigger false alarms. Note that the detection threshold h s does not have a direct physical meaning, but it depends on the system's DMA inflow variance. In practice, h s can be selected by applying the adaptive approximation and the CUSUM algorithm on a set of recent historical DMA inflow data, which are assumed to describe the normal operation, for a specific small leakage magnitude η, and calculate a threshold h s which is greater than the maximum value of the feature C(k) within that period; a conservative selection of h s could reduce the number of false alarms, but could also miss some leakages of small magnitude.
Finally, part of leakage fault diagnosis methodology is to identify the magnitude of the leakage; the large uncertainties in the measurements, however, impose difficulties in the task. To compute an estimate of the average leakage outflow φ 0 considering the finite set of K φ of time samples, corresponding to some period after the leakage is detected and for which the inequality C(k) ! h s is true, the following algorithm is utilized
which corresponds to the average flow increase due to a leakage, based on the DC term θ 0 (k) of the Fourier series and the seasonal signal approximation ρ(k,ξ r ).
Baseline night-flow analysis method
In practice, utility operators use night-flow monitoring to determine the presence of leakage faults. This is usually done by comparing the average of the minimum night flow with those of the previous days; however, this decision may be subjective to the utility operator assumptions. In addition, at some periods night flows may appear to be increasing (or decreasing), when this could be justified as a result of trends or seasonality. In the following, a baseline leakage fault detection algorithm is formulated based on the average night flow, which takes into consideration the DMA water inflow during low consumption hours, normalized with respect to the seasonal signal. This will also serve as a comparison to the adaptive approximation algorithm proposed in the previous section. The intuition behind using the night-flows is that since the flows during the night have smaller variations than during the day, and since the leakage losses will be larger because of the higher pressures in the system, it will be easier to detect leakage faults.
Let w(l ) be the average night-flow measured for the l-th period, which corresponds to 24 hours. Let Δt be the sampling time (in minutes) for measuring the flow. Let t a and t b be the discrete times at which the night-flow begins and ends. Considering that the first discrete time k ¼ 0 corresponds to midnight of period l ¼ 0, and T H ¼ (24·60)/Δt to the number of samples in one day, let N(l ) ¼ {t a þ lT H , t a þ 1 þ lT H ,…,t b þ lT H } be the set of discrete times corresponding to night-flows of the l-th day. In general, t a and t b are constant; however, in some cases (e.g. due to the daylight savings time change) they may need to shift. At the l-th day and after the night-flow period has finished, the normalized average night flow w(l ) is computed by
where q r (·) is the normalized flow with respect to the estimated yearly seasonal signal ρ(k;ξ r ). The feature signal used for detection is δ(l ), the difference of the average night flow w(l ) with the minimum average night flow of the previous M δ ! 1 days, such that
Let l d be the day a leakage fault is detected, such that
where h w is a detection threshold which is selected off-line by using historical measurements, such that to minimize false positives and maximize true positives. This approach gives rise to certain tradeoffs: setting h w too low may cause a large number of false positive leakage fault alarms, while setting it too high may cause the detection algorithm to miss some leakage faults. In addition, due to the large uncertainties in the flow measurements, e.g. due to festivities or other events, this threshold could be exceeded even when no leakage fault has occurred in the system.
As an improvement, the algorithm can be modified to consider a window of difference measurements, so that detection occurs when the difference δ(·) computed for each day within that period is greater than a certain threshold h w , for at least M days. If a leakage fault has not been detected after M δ days from its day of occurrence, the algorithm will consider the previous average night flow measurements as normal, and may not be able to detect the leakage fault in the future; this is a significant drawback of the night-flow based, leakage fault detection methodology.
SIMULATION EXAMPLES
In 
Outlier detection and replacement
Real sensor data are sometimes affected by outliers, i.e. data points which are inconsistent with the expected values (Pearson ) . In the dataset considered in this work, three outliers were identified and replaced. These were detected and replaced as follows. Consider the following real subset of flow time-series in the dataset considered:
{7. 56, 7.56, 7.2, 7.92, 46.8, 7 .2}m 3 h À1 ; the measurement 46.8 m 3 h À1 corresponds to an outlier. To detect and replace these outliers, the use of an online robust filter is considered (Menold et al. ) . Let q*(k) be the sensor measurement at time k; if the inequality|median{q*(k-N μ þ 1), …, q*(k)}-q* (k)| > μ is true, where N μ is a window length considered and μ an outlier detection threshold, then an outlier is detected and is replaced by
In the case when a large abrupt leakage fault occurs, it may be detected as an outlier, initially; however, as new sensor measurements arrive, the filtered signal will converge to the measured signal with some time delay, depending on the window length N μ . The threshold μ can be selected by the designer off-line after computing the absolute differences based on historical data (which may already contain background leakages);
for example, the threshold may be large enough so that it 
Seasonal signal estimation
The historical data were considered to compute the seasonal signal estimation ρ(k;ξ r ), by solving the least-squares optimization problem, Equation ( The weekly periodic function does not change significantly within the examined period; therefore, the coefficient vector θ r of the weekly periodic approximation function θ T ζ(k) is computed by solving the following optimization problem
for which K θ is the set of discrete times corresponding to that week K θ ¼ {36576,… 38592}. The approximation signal which corresponds to a Fourier series with 100 terms is depicted in Figure 1(c) . Finally, the uncertainty estimation is depicted in Figure 1 (d); this is calculated by
The estimated uncertainty follows a normal distribution (as verified by the Lilliefors normality test), with 0.045 standard deviation.
Estimator performance
To evaluate the effectiveness of the estimation algorithm, the RMSE of the estimated and the actual signal for part of the historical data is calculated for various numbers of Fourier series terms N z ϵ {10, 50, 100, 200}, as well as for various learning gains G i ϵ {0.01, 0.1, 1, 1.9}. Let T S ¼ 2016 be the number of samples within a weekly period, ω s ¼ 2π/T S ¼ 0.0031, and α ¼ 0.01 for the update law is considered. In this example the first 14 days of 'Period A' dataset are used to compute with Equation (7) the initial conditions of the parameter vector θ r ; then the update law (6) is activated for the next 55 days from the same dataset; afterwards, the update law stops and with these parameters the Fourier series signal is compared to the historical measurements;
in particular considering the following 14 days of the dataset, the RMSE is computed and the results are given in Table 1 . From the parameter examined, the Fourier series with N z ¼ 100 terms and a learning gain G i ¼ 0.01 achieves the smallest RMSE. These results demonstrate the performance of the estimation algorithm, and in addition, provide intuition on how to select its parameters when historical data are available. As the results demonstrate, small learning gains can generalize better than larger learning gains, but adapt more slowly. Furthermore, increasing the number of Fourier terms generally improves learning performance; however, after a certain point, learning cannot be improved, e.g. due to noise, as it is the case for G i ¼ 0.01 and N z ¼ 200.
On the other hand, large learning gains may cause the algorithm to over-react to random errors, as it appears to be the case for G i ¼ 1.9. In that case, the estimated Fourier signal cannot approximate well the actual normalized weekly periodic dynamics, even though the number of Fourier terms increases.
Leakage detection using adaptive inflow approximation
In this example, the adaptive inflow approximation leakage detection methodology is evaluated. The first 14 days of 'Period A' dataset are considered to compute the initial conditions of the parameter vector θ r ; then, the update law is activated for the next 227 days from the dataset, with N z ¼ 100 Fourier series terms learning gain G i ¼ 0.1; these terms are not the best parameters with respect to Table 1, but they have been selected to facilitate both faster adaptation and efficient learning of the unknown, normalized periodic dynamics. Furthermore, the magnitude of change which corresponds to the average outflow of a small leakage is selected as η ¼ 0.5 m 3 h À1 ; therefore, the CUSUM feature signal is given by
As an indication of the detection threshold magnitude, the feature signal is computed based on the historical values. The reasoning behind the detection threshold selection, is not to trigger any False Positives (false alarms) with respect to recent historical data (e.g. of the last few months) which do not contain known hydraulic faults. For the last 100 days of 'Period A' dataset, for η ¼ 0.5 m 3 h À1 , the maximum value of C(k) is 35.7 for learning law gain G i ¼ 0.1.
This maximum value can serve as a lower bound for the selection of the leakage fault detection threshold h s . As a special case, different detection thresholds could be considered during festivity periods, which may correspond to known increased water demands.
In the following paragraphs the efficiency of the proposed algorithm for detecting randomized leakages simulated during 'Period B' is demonstrated. In this case study, four different thresholds are examined, for h s ϵ {20, 30 ,40, 60}. For each test, 1000 random leakages are simulated and added to the real flow data, as in Equation (2) The average detection delays are reported in Table 2 , with respect to the True Positive alerts; the higher the detection threshold, the higher the average detection delay.
Considering the case which corresponds to the detection threshold h s ¼ 30, the distribution of the detection delays for the 1000 simulated leakage scenarios is skewed to the right (skeweness metric is 2.4); specifically, 49.3, 78.0 and 85.4% of the simulated leakage scenarios were detected within the 1, 2, and 3 weeks, respectively.
After the leakage was detected, the leakage magnitude estimation algorithm (10) Leakage detection using night-flow analysis It should be noted that the average detection delays reported in Table 3 are relatively shorter than those reported in Table 2 ; for the night-flow method, the average detection delays are calculated based mostly on large-magnitude leakages which have in general shorter detection delays (73% of all scenarios examined), whereas for the adaptive learning method, the average detection delays are calculated based on leakages of all magnitudes (94.5% of all scenarios examined), and reported detection delays appear longer due to the small leakages which may require weeks to be detected. In general, detection delay for the adaptive learning approach can be reduced by lowering the detection threshold (with the possibility of some False Positive alarms), or by increasing the adaptive learning gain parameter (which may increase sensitivity to noise).
CONCLUDING REMARKS
Fault tolerance in water distribution system is receiving increasingly more attention in the context of leakage detection, so that water utilities can be more effective in reducing water losses. Previous research has examined the problem by monitoring transient waves using high-frequency pressure sensors, or by solving an optimization problem when part of the distribution network model was known;
however, most water utilities do not have high-frequency pressure sensors or system models available. A common practice is for water utility operators to routinely observe the inflow measurements in DMAs during night hours, sampled every few minutes, to detect leakage faults by using some standard leakage detection approaches, such
as night-flow analysis, which are suitable for leakages of large magnitudes; however, small leakages or incipient faults may remain unnoticeable for some time, and finally be considered as normal consumption.
In this work, the problem of small-leakage detection in a DMA is addressed considering the availability of water does not affect the adaptive learning leakage detection methodology.
The selection of the detection threshold depends on historical data; however, if these data are affected by background leakages, these would be considered as normal and a high detection threshold would be selected;
as a result, the proposed algorithm would be able to detect only new leakages. Moreover, in the case of a new DMA for which few historical hydraulic measurements are available, it is possible to initially make some conservative assumptions regarding the approximated yearly seasonal signal as well as the detection threshold; both of which could be updated periodically, utilizing the latest recorded data, to improve estimation accuracy.
In general, both methods are able to detect leakages with some time delay, which can be longer than some of the other methods discussed in the literature, e.g based on transient analysis (which require specialized sensors) or other algorithms which may be suitable for larger leakage faults or cause large number of False Positive alarms.
Future work will examine the use of a sample of various leakage detection algorithms, to reduce False Positives alarms and to reduce detection time.
