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1. Introduction
The stability of time-delay systems is a problem of practical and theoretical interest since the existence of a delay in
a physical system may introduce instability or poor performance [1]. In certain control problems, one encounters linear
hyperbolic differential equations with mixed initial and derivative boundary conditions, e.g., for processes including steam
or water pipes and lossless transmission lines, which can be described by means of functional differential equations of
neutral type [2].
In this work, we consider the following nonlinear nonautonomous neutral differential system in a component form:
x˙i(t) =
n
j=1
aij(t)fj(xj(t))+
n
j=1
bij(t)fj(xj(t − τ (1)ij ))+
n
j=1
cij(t)x˙j(t − τ (2)ij ), i = 1, 2, . . . , n, (1)
xi(s) = φi(s), x˙i(s) = ψi(s), s ∈ [−τ , 0], (2)
where aij, bij, cij and fj are appropriate functions specified below, τ
(1)
ij and τ
(2)
ij are positive constants, τ = maxi,j{τ (1)ij , τ (2)ij },φi
is piecewise continuous on [−τ , 0], andψi is bounded and integrable on [−τ , 0], satisfying φ˙i(s) = ψi(s) almost everywhere
on [−τ , 0]. By a solution of (1)–(2) for given (φi, ψi)we will mean xi (i = 1, 2, . . . , n) such that xi is absolutely continuous
on intervals (0, T )with 0 < T <∞ and satisfies (1) almost everywhere on (0, T ); also xi satisfies (2) on [−τ , 0].
By the asymptotic stability of the trivial solution xi(t) ≡ 0 (i = 1, 2, . . . , n) of (1) we mean here that solutions of (1) are
defined for t ≥ 0 and have the property that
lim
t→∞ xi(t) = 0, i = 1, 2, . . . , n.
The asymptotic stability of systems of the type (1) has been investigated extensively in the literature; see [3–20] and
references therein. In [3–8], a method based on the quadratic Lyapunov functionals was used to derive sufficient stability
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criteria in terms of linear matrix inequalities for linear neutral systems. In practice, this method is difficult to apply for
arbitrary and large scale nonlinear systems. In [9–15], the authors used a method based on the characteristic equation to
study the asymptotic stability of linear systems of the type (1). However, this method is not always applicable when the
system considered is not autonomous and linear. Some other new stability criteria for the neutral system were established
recently in [16–19].
The purpose of this work is to propose two easily verifiable sufficient conditions for the asymptotic stability of the trivial
solution of (1). On introducing an adjusting function ξ(t) satisfying ξ(t) > 0 for t ≥ 0 and ∞0 ξ(t)dt = ∞, themain results
become less restrictive than that given in [20] even when the system (1) reduces to a linear system.
2. The main results
Throughout this work, assume the following:
(i) aij, bij, cij (i, j = 1, 2, . . . , n) are continuous and aii(t) < 0 on [0,∞).
(ii) There exist a continuous function ξ(t) on [0,∞) and a constant β > 0 such that ξ(t) > 0, ∞0 ξ(t)dt = ∞, aij(t)/ξ(t),
bij(t)/ξ(t) are bounded, and
aii(t)+
n
j=1,j≠i
|aji(t)| +
n
j=1
|bji(t + τ (1)ji )| ≤ −βξ(t), t ≥ 0. (3)
(iii) There exists a nonnegative constant c such that
c = max
1≤i≤n
{c∗i } < 1, where c∗i = sup
t≥0
n
j=1
|cji(t)|, i = 1, 2, . . . , n. (4)
(iv) fi(u) (i = 1, 2, . . . , n) is continuous on [−H,H] for any H > 0, and ufi(u) > 0 for u ≠ 0. For example, fi(u) = |u|λi−1u
for λi > 0.
We say that (ii) is a dominating condition in which aii dominates aji (j ≠ i) and bji through an adjusting function ξ(t).
Recall the dominating condition given in [20] as follows:
(v) There exists a positive constant α such that
aii(t)+
n
j=1,j≠i
|aji(t)| +
n
j=1
|bji(t + τ (1)ji )| ≤ −α, t ≥ 0. (5)
It is easy to see that (3) is less restrictive than (5) due to the introduction of an adjusting function ξ(t) satisfying ξ(t) > 0
for t ≥ 0 and ∞0 ξ(t)dt = ∞. In fact, when ξ(t) ≡ 1, condition (3) reduces to (5).
We now present an easily verifiable stability criterion for the asymptotic stability of (1).
Theorem 1. If assumptions (i)–(iv) hold, then the trivial solution of (1) is asymptotically stable.
Proof. For the ith component xi of a solution of (1), we first define a constant t∗i for any given t > 0. Choose t
∗
i such that x˙i
has the same sign on (t∗i , t). If the given t is a zero of x˙i, set t
∗
i = t . If x˙i has a finite number of zeros on (0,∞), choose t∗i > 0
to be the last zero. If x˙i has no zeros on (0,∞), set t∗i = 0. Then, t∗i is well defined for any given t > 0. Next, let us choose a
Lyapunov functional for (1) as follows:
v(t) =
n
i=1

|xi(t)| + |xi(t∗i )| −
n
j=1
 t
t∗i
|cji(s+ τ (2)ji )||x˙i(s)|ds
+
n
j=1
 t
t−τ (1)ij
|bij(s+ τ (1)ij )|fj(|xj(s)|)ds+
n
j=1
 t
t−τ (2)ij
|cij(s+ τ (2)ij )||x˙j(s)|ds

t>0
. (6)
On the basis of the assumptions on the coefficients and initial functions of (1), we see that v(0) is finite. By (4) and (6), we
have
v(t) ≥
n
i=1

|xi(t)| + |xi(t∗i )| − c∗i
 t
t∗i
|x˙i(s)|ds

≥
n
i=1
[|xi(t)| − c∗i |xi(t)|]
≥ (1− c)
n
i=1
|xi(t)|, t ≥ 0. (7)
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A straightforward computation of the right derivative D+v yields
D+v(t) =
n
i=1

D+|xi(t)| −
n
j=1
|cji(t + τ (2)ji )||x˙i(t)| +
n
j=1
[|bij(t + τ (1)ij )|fj(|xj(t)|)− |bij(t)|fj(|xj(t − τ (1)ij )|)]
+
n
j=1
[|cij(t + τ (2)ij )||x˙j(t)| − |cij(t)||x˙j(t − τ (2)ij )|]

. (8)
On the other hand, by (1) and the assumption (iv) on fi, we have that
D+|xi(t)| ≤ aii(t)|fi(xi(t))| +
n
j=1,j≠i
|aij(t)||fj(xj(t))| +
n
j=1
|bij(t)||fj(xj(t − τ (1)ij ))|
+
n
j=1
|cij(t)||x˙j(t − τ (2)ij )|, i = 1, 2, . . . , n.
From this, together with (3), (8) and the fact that
n
i=1
n
j=1 aij =
n
i=1
n
j=1 aji, we have
D+v(t) ≤
n
i=1

aii(t)+
n
j=1,j≠i
|aji(t)| +
n
j=1
|bji(t + τ (1)ji )|

|fi(xi(t))|
≤ −βξ(t)
n
i=1
|fi(xi(t))|. (9)
Set
w = η(t) :=
 t
0
ξ(s)ds.
Since ξ(t) > 0 for t ≥ 0 and ∞0 ξ(t)dt = ∞, we have thatw is strictly nondecreasing,w(0) = 0 andw →∞ as t →∞.
Let v(t) = v(η−1(w)) := V (w) and xi(t) = xi(η−1(w)) := yi(w), where η−1 is the inverse of η. From (9) we have
D+V (w) = D+v(t) dtdw =
D+v(t)
ξ(t)
≤ −β
n
i=1
|fi(xi(t))|
= −β
n
i=1
|fi(yi(w))|, (10)
wherew > 0 and i = 1, 2, . . . , n. Integrating (10) and using (7), we get
(1− c)
n
i=1
|yi(w)| + β
 w
0
n
i=1
|fi(yi(s))|ds ≤ V (0) <∞, w ≥ 0.
Since c < 1, this implies that yi(w) (i = 1, 2, . . . , n) is bounded forw ≥ 0 and ∞
0
n
i=1
|fi(yi(s))|ds <∞. (11)
On the other hand,
dyi(w)
dw
= dxi(t)
dt
1
ξ(t)
=
n
j=1
aij(t)
ξ(t)
fj(xj(t))+
n
j=1
bij(t)
ξ(t)
fj(xj(t − τ (1)ij ))+
n
j=1
cij(t)
ξ(t)
x˙j(t − τ (2)ij )
=
n
j=1
a˜ij(w)fj(yj(w))+
n
j=1
b˜ij(w)fj(yj(σ
(1)
ij (w)))+
n
j=1
c˜ij(t)y˙j(σ
(2)
ij (w)), (12)
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where
a˜ij(w) = aij(η
−1(w))
ξ(η−1(w))
, b˜ij(w) = bij(η
−1(w))
ξ(η−1(w))
, c˜ij(w) = cij(η−1(w)),
σ
(1)
ij (w) = η(η−1(w)− τ (1)ij ), σ (2)ij (w) = η(η−1(w)− τ (2)ij ).
Define
M(w) =
n
i=1
sup
s∈[σ(w),w]
dyi(w)dw
 ,
where σ(w) = min{σ (1)ij (w), σ (2)ij (w)}. By the hypothesis that a˜ij(w), b˜ij(w), c˜ij(w) are bounded and the fact that yi(w) is
bounded, it follows from (12) that
M(w) ≤ C + cM(w), w ≥ 0,
where
C =
n
i=1
n
j=1
sup
w≥0

|a˜ij(w)| + |b˜ij(w)|

sup
w≥σ(0)
fj(|yj(w)|) > 0
is a constant. This shows that M(w) is bounded on [0,∞) since c < 1. Noting that yi is bounded and fi ∈ C[−H,H] for
any H > 0, we have that
n
i=1 |fi(yi(w))| is uniformly continuous on [0,∞). Such a uniform continuity together with (11)
yields that
n
i=1 |fi(yi(w))| → 0 as w → 0. By the assumption on fi, we have yi(w)→ 0 as w →∞. Therefore, xi(t)→ 0
(i = 1, 2, . . . , n) as t →∞ on the basis of the definition ofw. The proof of Theorem 1 is complete. 
When fi(xi) = xi, Theorem 1 generalizes the main result from [20]. For the case when condition (3) is independent of
τ
(1)
ij for i, j = 1, 2, . . . , n, Theorem 1 presents a delay-independent stability criterion for the system (1). For example, the
coefficients of (1) are constants.
When bii(t) < 0 on [0,∞), we consider another less restrictive condition:
(vi) There exist a continuous bounded function ξ(t) on [0,∞) and a constant β > 0 such that ξ(t) > 0, ∞0 ξ(t)dt = ∞,
aij(t)/ξ(t), bij(t)/ξ(t) (i, j = 1, 2, . . . , n) are bounded, and
aii(t)+ bii(t)+
n
j=1,j≠i
[|aji(t)| + |bji(t + τ (1)ji )|] ≤ −βξ(t), t ≥ 0.
We have the following easily verifiable stability criterion for the system (1) with fi(u) = u.
Theorem 2. Let assumptions (i), (iii) and (vi) be satisfied. If
ci + diτ (1)ii < 1, i = 1, 2, . . . , n,
where di = maxt≥0{|bii(t)|}, then the trivial solution of the linear system (1) with fi(u) = u is asymptotically stable.
Proof. Rewrite (1) with fi(u) = u in the following equivalent form:
x˙i(t) = bii(t)xi(t)− bii(t)
 t
t−τ (1)ii
x˙i(s)ds+
n
j=1
aij(t)xj(t)+
n
j=1,j≠i
bij(t)xj(t − τ (1)ij )
+
n
j=1
cij(t)x˙j(t − τ (2)ij ), i = 1, 2, . . . , n. (13)
Define a Lyapunov functional v for (13) as follows:
v(t) =
n
i=1

|xi(t)| + |xi(t∗i )| −
n
j=1
 t
t∗i
|cji(s+ τ (2)ji )||x˙i(s)|ds
− diτ (1)ii
 t
t∗i
|x˙i(s)|ds+
n
j=1,j≠i
 t
t−τ (1)ij
|bij(s+ τ (1)ij )||xj(s)|ds
+
n
j=1
 t
t−τ (2)ij
|cij(s+ τ (2)ij )||x˙j(s)|ds+ di
 t
t−τ (1)ii
(s− t + τ (1)ii )|x˙i(s)|ds

,
where t∗i is defined as above. The remaining details of the proof are exactly similar to those for Theorem 1 and hence are
omitted. 
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We show that the convergence to zero as t → ∞ for all solutions of (1) remains valid even when the right side of
(1) is perturbed by the addition of nonautonomous terms of the form g(t) satisfying |g(t)|/ξ(t) < ∞ for t ≥ 0 and∞
0 g(t)/ξ(t)dt <∞, where ξ(t) is defined as in (ii) and (v).
3. A numerical example
We now work out a numerical example to illustrate the main result. Consider the following neutral system:
x˙i(t) = ξ(t)

n
j=1
aijfj(xj(t))+
n
j=1
bijfj(xj(t − τ (1)ij ))

+
n
j=1
cij(t)x˙j(t − τ (2)ij ), i = 1, 2, . . . , n, (14)
where ξ(t) and fi satisfy the assumptions in (ii) and (iv), and aij and bij are constants satisfying
aii +
n
j=1,j≠i
|aji| +
n
j=1
|bji| < 0, i = 1, 2, . . . , n.
By Theorem 1, we have that the trivial solution of system (14) is asymptotically stable for all delays τ (1)ij and τ
(2)
ij and all
possible nonlinear functions fi(u) (i = 1, 2, . . . , n). Therefore, wemay say that system (14) is absolutely stable in this sense.
However, many existing results in the literature fail to reveal this fact.
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