The Kalman filter is a powerful tool in linear-systems analysis. We have a particular application in which there are more measurements than states. In such an application the state-space system can be replaced by an equivalent one that has the same number of measurements as states. The Kalman filter will produce the same state estimates for both systems. Using the equivalent system leads to a substantial saving in computer operations.
Introduction
In signal processing and control applications the Kalman filter is a powerful tool that relies on a state-space model of a system. It is an efficient, recursive and l 2 -optimum estimator of the system's state.
This letter describes a method of reducing the computational complexity of the Kalman filter for systems that have more measurements than states. An equivalent state-space system can be used in which the number of measurements equals the number of states. A Kalman filter based on the equivalent system produces identical results to a Kalman filter based on the original system. First we briefly introduce the Kalman filter equations, give the requirements for the state-space system and then describe the equivalent, reduced-measurements system. We prove that the systems are identical by showing that in each case the Kalman filter produces the same sequence of error-covariance matrices and state estimates. Then we give an expression that approximates the fractional reduction in computation that the equivalent system gives.
We briefly describe an application which has more measurements than states. The purpose is to estimate the shape of an m-element towed array using m(m − 1)/2 phases taken from the array-covariance matrix [2] . The shape of the array is defined by the m states of a linear system. Because there are more measurements than states, a simple linear regression can be used to estimate the array shape. Gray and Goris [3] proposed using the Kalman filter to estimate the states based on a dynamical model of the array's shape. The Kalman filter is an improvement on the linear regression because, for the low SNRs we experience, the model noise is less than the measurement noise.
The Kalman filter
The discrete-time, state-space representation of a system is as follows [1] . Assume that the linear system can be modeled in the form
The measurement of the process is represented by the equation
The terms and notation of (1) and (2) are: x k is the m-dimensional state vector at time k, F k is the state-transition matrix, w k is the process noise, z k is the n-dimensional measurement vector, H k is the n × m measurement matrix and v k is the measurement noise. The covariance matrices of w k and v k are Q k and R k , respectively.
The Kalman filter begins with an initial, a priori estimate of the state,x − k , and the error covariance matrix
The hat denotes an estimate and the superscript minus indicates that the estimate in an a priori one. The Kalman filter equations are shown in Table 1 .
A Reduced-measurement system
Now, suppose we have a system given by F, Q, z 1 , H 1 and R 1 in which there are more measurements than states (i.e. n > m). Because R 1 is positive defineti there exists a non-singular (n × n) matrix, S, such that
This matrix is known as a pre-whitening matrix because it transforms a system into one with uncorrelated noise. From (4),
where I is the identity matrix. Now suppose that A is the pseudo inverse of
, and AS T H 1 = I. Pre-multiplying both sides of (2) by AS T and dropping the subscript k gives
This now defines a new measurement system in which the measurement vector is z 2 = AS T z 1 , the measurement matrix is H 2 = I and the measurement-noise covariance matrix is
The new measurement vector is length m. The two systems, defined by the measurement equations {z 1 , H 1 , R 1 } and {z 2 , H 2 , R 2 }, are identical. We prove that the systems are identical by showing that the updated error-covariance matrices and state estimates are the same for both systems.
Error-covariance matrix
From Table 1 the updated error-covariance matrix is
where the subscript k has been dropped from H and R. The updated error-covariance matrices for the two systems will be identical if
Expanding the right-hand side of (10) and using (8) gives
And so the updated covariance matrices for the two systems are identical.
State estimate
From the Kalman filter equations in Table 1 the updated state estimate is given bŷ
where the subscript k has been dropped from H, R and z. The state estimates from the two systems are identical if
The right-hand side is given by
And so the updated state estimates for the two systems are identical.
As a result of (11) and (14) 
Computation savings
The number of computations for one recursion of the Kalman filter is O(2m Compute error covariance inverse for updated estimate
Update state estimatex k|k =x k|k−1 + K k (z k − H kxk|k−1 ) Project aheadx k+1|k = F kxk|k P k+1|k = F k P k|k F T k + Q k 
