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Abstrakt 
Tato práce se zabývá technikou PSO (Particle Swarm Optimization neboli Optimalizace pomocí 
částicových rojů), s jejíž pomocí je možné řešit komplexní problémy. Tuto techniku lze využít při 
řešení složitých kombinatorických problémů (obchodní cestující, úloha o batohu), návrh 
integrovaných obvodů a antén, v oborech jako je biomedicína, robotika, umělá inteligence nebo 
i finančnictví. Přestože je algoritmus PSO velice efektivní, čas nezbytný pro nalezení vhodného řešení 
reálných problémů často přesahuje hranice únosnosti. Cílem této práce je tedy urychlit běh tohoto 
algoritmu pomocí grafického adaptéru, který nabízí velmi vysoký výpočetní potenciál při zachování 
příznivé ceny a rozměru. Pro demonstrační účely a ověření kvality implementace byl zvolen problém 
rozhodnutelnosti systému logických formulí (SAT), jenž patří do třídy NP-úplných problémů. 
Redukcí časové náročnosti algoritmu PSO při řešení SAT problému jsme tedy schopni akcelerovat 
celou třídu úloh a řešit problémy, které byly dosud prakticky neřešitelné. 
 
Abstract 
This work deals with the PSO technique (Particle Swarm Optimization), which is capable to solve 
complex problems. This technique can be used for solving complex combinatorial problems (the 
traveling salesman problem, the tasks of knapsack), design of integrated circuits and antennas, in 
fields such as biomedicine, robotics, artificial intelligence or finance. Although the PSO algorithm is 
very efficient, the time required to seek out appropriate solutions for real problems often makes the 
task intractable.  The goal of this work is to accelerate the execution time of this algorithm by the 
usage of Graphics processors (GPU), which offers higher computing potential while preserving the 
favorable price and size. The boolean satisfiability problem (SAT) was chosen to verify and 
benchmark the implementation. As the SAT problem belongs to the class of the NP-complete 
problems, any reduction of the solution time may broaden the class of tractable problems and bring us 
new interesting knowledge.  
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1 Úvod 
Algoritmus optimalizace1 pomocí částicových rojů (PSO, Particle Swarm Optimization) [8] je 
jednoduchý, ale výkonný algoritmus, který spolu s dalšími metodami jako jsou ACO (Ant Colony 
Optimization, optimalizace pomocí mravenčí kolonie) [46] nebo ABC (Artificial Bee Colony 
algorithm, algoritmus včelí kolonie) [47] patří mezi optimalizační techniky inspirované přírodou, 
především pak emergentním chováním. Emergentní chování je charakterizováno větším počtem 
jedinců, kteří sami dokáží vykonat pouze jednoduché úkony, avšak jako celek vykazují komplexní 
chování, které jednotlivci nedokáží. 
U ACO je proces optimalizace založen na pohybu mravenců, kteří při sběru potravy za sebou 
zanechávají feromonovou stopu, která postupem času mizí. Pokud mravenec narazí na feromonovou 
stopu, pak po této stopě vyrazí za potravou a nechává za sebou svou feromonovou stopu, čímž sílu 
stopy zesílí. Pokud se může mravenec rozhodnou pro více stop (např. na rozcestí), pak si vybere tu 
„nejsilnější“ (s určitou pravděpodobností). 
Podobně pak pracuje i ABC algoritmus, který je pro změnu inspirovaný včelami, které sbírají 
nektar z květů a tuto informaci o potravě mezi sebou sdílí.  
Tato práce se zabývá algoritmem PSO, který podobně jako předchozí dvě varianty, prohledává 
stavový prostor částic a hledá nejlepší ohodnocení částice. Ten však nevyužívá ani mravenců, ani 
včel, ale obecně pracuje s roji částic, pod kterými si lze představit např. hejna ptáků, hejna ryb, hmyzí 
roje atp. 
Jelikož v dnešní době jsou dostupné výkonné grafické karty, které lze využít nejen 
k zobrazování grafiky, ale i k obecným výpočtům, je této výhody využito a algoritmus je s její 
pomocí akcelerován. 
Jako testovací úloha pro ověření PSO a ověření jeho rychlosti byl zvolen 3-SAT problém, který 
rozhoduje, zda daná logická formule je splnitelná či ne [16]. 
1.1 Výpočty na grafickém adaptéru 
Do doby než se objevilo GPGPU (General-Purpose Computation on GPU) [17] neboli využití 
grafického adaptéru pro obecné výpočty, byli programátoři zvyklí programovat na klasických 
procesorech (CPU, Central Processing Unit). Ve většině počítačů se objevuje ještě jedna výkonná 
výpočetní jednotka – grafický procesor (bývá i integrována např. do jednoho pouzdra společně s CPU 
jako je tomu u architektury Sandy Bridge [53]), která může být využita pro vysoce náročné výpočty. 
Grafický procesor byl vyvinut primárně pro paralelní zpracování velkého množství pixelů. 
Paralelismus zajišťují multiprocesory složené z jednoduchých skalárních jednotek umístěné na 
grafickém čipu, které dohromady tvoří velice výkonnou jednotku. Pro dosažení vysoké výkonnosti 
a redukci logiky řízení se využívá technika SIMT (Single Instruction Multiple Threads) [18], která 
zpracovává jednu instrukci nad velkým množstvím dat, jejichž zpracování je rozděleno mezi velký 
počet vláken. Naproti tomu klasický procesor využívá SISD (Single Instruction Single Data) [19], což 
znamená, že jedna instrukce je spouštěna nad jedním balíkem dat – v podstatě odpovídá von 
Neumannově architektuře [42]. Dnešní CPU již pracuje v podstatě také jako paralelní HW (vydávání 
více instrukcí v jednom taktu, více jader na čipu2, využití SIMD rozšíření MMX, SSE či AVX), 
                                                     
1
 Proces modifikace systému, který vede k vyšší efektivitě nebo ke snížení nároků na čas nebo na paměť se 
nazývá optimalizace [15] 
2
 Procesory s jednotkami jader se nazývají multi-core procesory, tímto případem jsou současná CPU 
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oproti GPU však nemá stovky výpočetních jednotek jako je tomu v případě GPU3. Na druhou stranu 
je nutné podotknout, že GPU sice obsahuje větší počet výpočetních jader, ty však dokáží pracovat 
pouze se stejným (jednoduchým) typem dat (viz obrázek 1.1). Proto se grafický adaptér hodí jen pro 
některé úlohy jako jsou například náročné operace nad velkým množstvím dat (vektory, matice), 
různé simulace (metoda konečných prvků, konečných diferencí, řešení diferenciálních rovnic) apod. 
To také neznamená, že GPU by mělo nahradit CPU. Cílem spíše je, aby se GPU využívalo jako 
koprocesor ke klasickému procesoru, ne však, aby jej zcela nahradilo. 
1.2 Historie GPU 
Z vývojového hlediska můžeme grafické karty rozdělit do několika generací. První generaci některá 
rozdělení ignorují nebo uvádějí je jako „předgenerační“ grafické karty [2].  Zvládaly jednoduché 
operace jako vykreslování přímek, křivek, trojúhelníků a znakových bitmap. 
Druhá generace se vztahuje k roku 1998, kdy zaznamenáváme postupný nástup AGP portu. 
Hlavními představiteli jsou Riva TNT od firmy NVIDIA a 3dfx Voodoo3. Tyto procesory prováděly 
převážně rasterizaci, která však vyžadovala již transformované vrcholy. Tuto operaci zde stále ještě 
provádělo CPU. Některé čipy podporovaly „multitexturing“, který byl schopen v jednom 
rasterizačním kroku míchat většinou dvě, ale i více textur dohromady. Tyto čipy mohly obsahovat až 
deset milionů transistorů. 
Na přelomu roku 1999 se objevily grafické procesory třetí generace, které díky provádění 
transformace a osvětlení přímo na čipu bývají také nazývány T&L GPU (tedy transformation and 
lighting) [2]. Tyto výpočty, dříve vykonávané klasickými procesory, byly kvůli frekventovanosti 
přesunuty již na stranu grafické karty. Tyto nové jednotky poskytly programátorovi nové operace, 
plné programovatelnosti však dosaženo nebylo. Jako zástupce této generace lze jmenovat NVIDIA 
Geforce256 nebo GeForce 2 a z dílny ATI Radeon 7500, kteří obsahují v řádu 25 milionů transistorů. 
 
Obr. 1.1 Zpracování dat na CPU a GPU [3] 
                                                     
3
 Vzhledem k počtu jader se procesorům jako je GPU říká many-core procesory 
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Další generace (konec roku 2001) zaznamenává významnou změnu, která na grafickém 
hardwaru v budoucnu umožní využít zřetězeného zpracování (pipelining) podobně jako na stream 
procesoru [2]. V této generaci se poprvé objevuje programovatelná jednotka shader, čímž se také 
poprvé nakročuje k možnosti vykonávat na grafické kartě obecné výpočty. Jedná se pouze 
o programovatelnou jednotku pro výpočty na vrcholech (vertex shader) a o velmi omezenou jednotku 
pro výpočty na úrovni pixelů (pixel/fragment shader). Omezení spočívá ve způsobu přístupu 
k texturám, v omezení formátu dat a také díky absenci řízení kontroly toku programu (větvení). 
Dalším vylepšením těchto čipů je např. nativní podpora stínování a 3D textur. Produkty této generace 
mohou obsahovat okolo 60 milionů tranzistorů. Jako zástupci mohou být jmenovány NVIDIA 
GeForce 3 případně GeForce 4 a od konkurence ATI Radeon 8500. 
Poslední generace v podstatě vystihuje současnou situaci. V této chvíli se již shadery unifikují 
a stávají se plně programovatelnými. Generace začíná sérií GeForce 8800 od firmy NVIDIA 
a Radonem 9700 od ATI (dnes již patří pod značku AMD), přičemž každá v sobě obsahuje již více 
jak sto milionů tranzistorů. 
Existují dokonce i grafické karty zaměřené přímo pro obecné výpočty. Je jím řešení od firmy 
NVIDIA a její Tesla, která svým výkonem (přes 1000 GFLOP4 v  plovoucí čárce s jednoduchou 
přesností [4] na jedno GPU) může konkurovat i některým clusterům. Existuje několik verzí a to jak 
pro stolní počítače, tak pro serverové (rack) systémy. K tomuto hardwaru je navíc od stejné firmy 
nabízena technologie CUDA (viz další kapitoly). 
V době psaní tohoto textu byla nejvýkonnější grafická karta společnosti NVIDIA GeForce 
GTX 680 (obrázek 1.2, [52]). Tato karta je postavena na architektuře Kepler. I když je teoreticky 
výkonnější než předchozí architektura Fermi (konkrétně NVIDIA GeForce GTX 580), není pro 
počítání příliš vhodný (detailnější informace jsou uvedeny v následující podkapitole) [32]. 
 
Obr. 1.2 Grafické karty NVIDIA GeForce GTX 680 (vlevo) a 3dfx VooDoo3 (vpravo) 
1.2.1 Současné technologie GPU 
Vzhledem k tomu, že architektura grafického čipu má vliv na jeho využití pro obecné výpočty, jsou 
zde uvedeny některé důležité informace o architektuře Fermi [31] od společnosti NVIDIA, která je 
v současné době nejlépe přizpůsobena k tomuto druhu využití (co se týče desktopových grafických 
karet). 
Architektura Fermi vychází ze svých předchůdců a to G80 a GT200. Architektura G80 
(reprezentativním zástupcem může být jmenována GeForce 8800) položila základy současným 
grafickým kartám. Poprvé byl v tomto případě grafický procesor unifikován (došlo ke sloučení pixel 
a vertex shaderů), podporoval jazyk C/C++ a byla zavedena sdílená paměť a bariérová synchronizace 
                                                     
4
 1 GFLOP = jedna miliarda operaci v plovoucí řádové čárce za sekundu 
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pro mezivláknovou komunikaci. Následující architektura, GT200 (např. GeForce GTX 280), pak byla 
v podstatě pouze výkonnostním vylepšením té předchozí. Další novinky pak přinesla právě Fermi 
(např. GeForce GTX 580), o které bude nadále řeč. 
Každý čip obsahuje až 512 CUDA core procesorů (viz obr. 1.3). Těchto 512 CUDA core je po 
32 organizováno do 16 streaming multiprocesorů (SM). GPU má šest 64-bitových paměťových částí, 
pro 384-bitové rozhraní paměti, která může být až 6 GB GDDR5 DRAM velká. GigaThread plánovač 
rozděluje bloky vláken plánovačům jednotlivých multiprocesorů. 
 
Obr. 1.3 Vlevo schéma grafického čipu Fermi, vpravo schéma SM 
Každý SM multiprocesor tedy obsahuje 32 CUDA procesorů. Každý CUDA procesor (viz 
obrázek 1.4) má plně zřetězenou aritmeticko-logickou jednotku (ALU) a jednotku pro operace s čísly 
s plovoucí řádovou čárkou. Dále každý multiprocesor obsahuje 4 SFU jednotky, které slouží pro 
výpočet složitějších operací (jako je sinus, cosinus, …). V neposlední řadě je součástí každého SM 
64kB konfigurovatelné sdílené paměti a L1 cache. Těchto 64 kB může být rozděleno následovně: buď 
48 kB pro sdílenou paměť a 16 kB pro L1 cache nebo 16 kB pro sdílenou paměť a 48 kB pro L1 
cache. Využití této paměti se liší aplikaci od aplikace. Konfigurace se provádí při kompilaci nebo 
před spuštěním kernelu (pojem kernel je diskutován později) v kódu. Kromě této paměti se na čipu 
vyskytuje také unifikovaná L2 cache o velikosti 768 kB společná pro všechny multiprocesory. 
Architektura Kepler [32] přináší další novinky, které se však neuplatní pro obecné výpočty, ale 
převážně pouze v případě původního účelu grafické karty, tedy k zobrazování pixelů. Tabulka 1.1 
porovnává dvě vlajkové lodě posledně jmenovaných architektur. Z ní je sice patrné, že architektura 
Kepler má sice vyšší teoretický výkon, ale vzhledem k limitaci paměťového subsystému – tento fakt 
není pro GPGPU příliš významný. Důvodem je především velikost sdílené paměti (resp. L1 cache), 
jejíž velikost se nezměnila, naopak množství sdílené paměti alokovatelné jedním CUDA Core se 
několikanásobně snížilo. Propustnost grafické paměti pak díky výraznému počtu těchto jednotek také 
není dostačující. Vhledem k množství dat a datovým závislostem v HPC kódu je pak nemožné zásobit 
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všechny jednotky, což vede ke vkládání prázdných cyklů a degradaci výkonnosti. Naopak maximální 
propustnost sběrnice, na kterou je grafický adaptér připojen se zdvojnásobila, což má obrovský přínos 
v případě, že není možné umístit kompletní data do paměti GPU. Tato rychlost se zdvojnásobila 
z 8 GB/s (PCI-express 2.0) na 16 GB/s (PCI-express 3.0). Došlo ke sjednocení hodin (Fermi měla 
oddělené hodiny pro výpočetní jednotky a pro zbytek jádra). Takt těchto hodin je však oproti taktu, na 
kterém pracovaly CUDA procesory architektury Fermi, nižší. Na závěr je třeba zmínit i výkon GPU 
v plovoucí řádové čárce s dvojitou přesností. Ten nedosahuje ani výkonu Fermi, což může vadit, 
pokud aplikace dvojitou přesnost vyžaduje. 
Tab. 1.1 Porovnání vlastností architektur Fermi a Kepler 
Vlastnost Fermi (GF GTX 580) Kepler (GF GTX 680) 
Technologie 40 nm 28 nm 
Spotřeba energie 244 W 195 W 
CUDA Core  512 1536 
SM 16 8 
Cuda Core na SM 32 192 
L1 cache na SM 64 kB 64 kB 
L2 cache 768 kB 512 kB 
Šířka paměti 384 b 256 b 
Typ sběrnice PCIe 2.0 x16 PCIe 3.0 x16 
Propustnost GDDR 192.2 GB/s 192.2 GB/s 
Rychlost jádra 772 MHz 1002 MHz 
1.3 Výkonnost GPU 
V roce 1965 Gordon Moore předpověděl, že počet tranzistorů, který může být umístěn na jednom 
čipu, bude každým druhým rokem dvojnásobný [5]. Jeho předpověď trvá dodnes a zdá se, že ještě 
nějaký ten rok platit bude. Během čtyřiceti let, kdy byl Moorův zákon vyřčen, se počet tranzistorů 
zvedl z padesáti až na neuvěřitelné stovky milionů až miliardy. 
Nové čipy však nenavyšují pouze počet tranzistorů, ale navíc také zmenšují jejich velikost, 
přičemž díky menší velikosti mohou pracovat rychleji než jejich předchůdci. Zvýšením rychlosti 
tranzistoru se odráží ve zvýšení taktu hodin. Dohromady se zvýšením počtu tranzistorů a rychlostí 
hodin zvýší výkon procesoru okolo 71% ročně. 
Obr. 1.4 CUDA procesor 
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Graf 1.1 Porovnání výkonu GPU a CPU serveru v Linpacku5 [33] (dvojitá přesnost) 
CPU Server: 2x Intel Xeon X5550 (Nehalem – Quad core) 2.66 GHz, 48 GB RAM, $7K, 0.55 kW 
GPU-CPU Server: 2x Tesla C2050 + 2x Intel Xeon X5550, 48 GB RAM, $11K, 1.0 kW 
Polovodičová paměť, která používá jemně odlišnou technologii, také těží z podobných 
výrobních pokroků. Předpovídá se, že kapacita paměti (DRAM) se každé tři roky zdvojnásobí. Výkon 
paměti se dá měřit ze dvou hledisek: šířka pásma, což je množství dat, které se přesunou každou 
sekundu nebo latence, což je doba, která uplyne od podání žádosti o data k jejich poskytnutí. Nicméně 
výkon pamětí neroste tak rychle jako výkon procesorů. 
Obecně lze předchozí věty brát jako pozitiva, problém však nastává v tom, že u procesorů se 
zvyšuje výkon rychleji než u pamětí, což způsobuje určité disproporce mezi výpočetní silou 
a komunikací mezi procesorem a pamětí. Předchozí odstavce se věnovaly spíše CPU, než grafickým 
procesorům. U grafických procesorů totiž vývoj probíhá ještě rychleji (např. v dnešní době je situace 
následující: výkon CPU Intel Core i7 je 55 GFLOP [28], oproti tomu výkon GPU NVIDIA GTX 580 
je neuvěřitelných 1581 GFLOP) [29] a to díky neustálému nátlaku ze strany jak uživatelů, tak i ze 
strany např. herního průmyslu, který vyžaduje co nejrealističtější zobrazení v počítačových hrách. 
Nicméně i tak se společnosti zabývající grafickým hardwarem mohou pochlubit svým ročním 
obratem, i když spoustu financí investují do neustálého vývoje. 
Rychlost hodin, tak i velikost čipu se zvětšuje (výjimka potvrzuje pravidlo – viz Kepler). Čas, 
který zabere cesta signálu přes celý čip, měřený v hodinových cyklech, se také zvětšuje. Na dnešních 
nejrychlejších procesorech posílání signálu z jedné strany čipu na druhou typicky vyžaduje více 
hodinových cyklů a tento čas vzrůstá s každou další generací. Tento trend můžeme charakterizovat 
jako nárůst ceny komunikace v porovnání s cenou výpočtu. Důsledkem toho budou návrháři 
v budoucnu více využívat výpočtů pomocí tranzistorů, aby odstranili potřebu drahé komunikace. 
Bude tedy rychlejší některé údaje znovu spočítat, než je číst z paměti. 
                                                     
5
 Benchmark, který měří výkon systému v plovoucí řádové čárce (FLOP) 
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Obr. 1.5 Vývoj výkonu GPU oproti CPU [7] 
Mezera mezi šířkou pásma a latencí vůči výpočetní rychlosti bude také důležitým prvkem 
budoucích architektur. Protože latence se zlepšuje mnohem pomaleji než šířka pásma, musí návrháři 
implementovat taková řešení, která budou tuto mezeru vyplňovat např. nějakou užitečnou prací.  
I když menší tranzistory vyžadují méně energie, nárůst počtu tranzistorů na procesoru je vyšší 
než snižování potřebné energie. Proto každá generace GPU potřebuje čím dál více energie (grafická 
karta řady NVIDIA GeForce GTX 580 v nejhorším případě vyžaduje až 244 W (viz tabulka 1.1). 
V dnešní době se již výrobci grafických karet snaží spotřebu energie regulovat (navíc se 
pravděpodobně narazilo na hranici, kdy jde jádro grafické karty ještě uchladit). Příkladem může být 
architektura Kepler, u které se podařilo snížit spotřebu na 195 W. 
Abychom využili bohatého výkonu, který nabízejí dnešní grafické karty, a dosáhli tak 
vysokého výkonu našich aplikací, je třeba si uvědomit dvě věci: za prvé je nutné rozprostřít výpočetní 
sílu tak, aby výkon hardwaru byl co nejvíce využit a za druhé je potřeba zajistit efektivní komunikaci 
v podobě dobře uspořádaných dat. Efektivní komunikace je nutná pro dobré zásobení výpočetních 
jednotek dostatkem dat. 
1.4 Výhody a nevýhody GPU 
V předcházející podkapitole bylo hovořeno o vysokém výkonu grafických karet, což můžeme brát 
jako největší výhodu tohoto způsobu programování. Navíc si musíme uvědomit, že všechny dnešní 
počítače mají nějakou grafickou kartu. To, že některé knihovny vyžadují specifický hardware, je 
ovšem věc jiná. Velkou výhodou jsou ceny grafických karet, které jsou např. oproti superpočítačům 
velmi nízké. 
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Obr. 1.6 Vývoj šířky pásma GPU oproti CPU [7] 
Existují zde však i určitá negativa. Ne každý grafický čip je vhodný pro jakoukoliv knihovnu 
(viz CUDA pro grafické karty NVIDIA a ATI/AMD Stream pro stejnojmenné grafické karty). 
Některé knihovny již nejsou lehce dostupné (např. RapidMind nebo EcoLib). Pro některé 
programátory však může být největším problémem přechod na nový programovací model, který se od 
klasického modelu značně liší. 
1.5 Problém splnitelnosti 
Problém splnitelnosti má v praxi řadu využití. Lze jmenovat následující: EDA (Electronic Design 
Automation, automatizovaný návrh integrovaných obvodů), ATPG (Automatic Test Pattern 
Generator, verifikace integrovaných obvodů), směrování v FPGA, logická syntéza, kryptoanalýza 
hashovacích funkcí [35], řešení Sudoku [36]. Navíc tento problém patří mezi NP-úplné, tudíž lze na 
něj redukovat všechny problémy, které spadají do třídy NP a to v polynomiálním čase. 
Pro vysvětlení problému splnitelnosti je nejprve nutné definovat logickou formuli. Formule je 
složena z množiny m klauzulí, které tvoří konjunkci C1˄C2˄…˄Cm, kde každá klauzule Ci je tvořena 
disjunkcí n booleovských proměnných (literálů) x1∨ x2∨…∨ xn nebo jejich negací, kde xj ∈ {0, 1}. 
Formule tedy tvoří konjunkční normální formu. 
Problém splnitelnosti (neboli SAT problém) pro danou formuli pak zjišťuje, zda je pro dané 
ohodnocení literálů x̄ tato formule splnitelná. 
Takto je definován obecný SAT problém. Pokud pak každá klauzule obsahuje právě tři 
literály, pak je tento problém nazýván 3-SAT. Obdobně lze definovat i další n-SAT (n ∈ Ζ). 
Příkladem 3-SAT může být následující formule: 
 ∨ ̅ ∨	 ̅	 ∧  ∨  ∨ ̅	 ∧ ̅ ∨ ̅ ∨ 			1.1	 
Pokud proměnným přiřadíme následující hodnoty: x1 = 1, x2 = 1, x3 = 0 a x4 = 1 a tyto hodnoty 
dosadíme do formule 1.1, pak výsledkem dostaneme hodnotu 1, což znamená, že formule je 
splnitelná. Vyvrátit tvrzení o splnitelnosti  lze pouze prokázáním nepravdivosti formule pro každé 
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ohodnocení (tzn., že neexistuje takové ohodnocení, pro které by formule byla splnitelná). Nalezení 
řešení má tedy exponenciální složitost. Ohodnocení formule však má pouze složitost lineární. Obě 
možnosti jsou závislé na počtu klauzulí, které se vyskytují ve formuli. 
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2 Optimalizace pomocí techniky 
částicových rojů 
Optimalizace s využitím částicových rojů (PSO – Particle Swarm Optimization) byla odvozena ze 
simulací pohybu hejn ptáků a ryb. Těmito sociálními modely se zabývali především Reynolds [20] 
a Heppner s Grenanderem [21]. Reynolds se zabýval estetikou choreografie ptačích hejn a Heppner 
s Grenanderem simulovali pohyb ptačích hejn. Ti se rovněž zajímali o to, jak velký počet ptáků se 
 
Obr. 2.1 Původ algoritmu PSO 
může shlukovat, často a náhle měnit svůj směr pohybu, rozptylovat se, přeskupovat atp. Oba zjistili, 
že lokální procesy, stejně jako ty, které mohou být modelované např. celulárním automatem [22], 
mohou být základem nepředvídatelné dynamiky ptačího chování. Toto chování pak bylo považováno 
za snahu hejna udržovat optimální vzdálenost mezi jednotlivými jedinci hejna. Stěžejní hypotézu pro 
vývoj PSO vyřkl E. O. Wilson, který o rybích hejnech prohlásil, že sdílení informací o potravě mezi 
jednotlivci hejna je výhodná a tato výhoda převažuje nad soupeřením o kousky potravy [23]. 
2.1 Vývoj základního algoritmu PSO 
Algoritmus PSO má své kořeny v simulacích zjednodušeného sociálního chování, kde původním 
záměrem bylo grafické zobrazení elegantní, avšak nepředvídatelné choreografie ptačího hejna. PSO je 
definován jako stochastická optimalizační technika založená na populaci částic inspirovaná ptačími 
a rybími hejny. Poprvé byla prezentována Eberhartem a Kennedym v roce 1995 [8]. 
Od počátku vzniku algoritmu se hovořilo o hejnech ptáků, ryb atd., ale poté co se algoritmus 
přetvořil do podoby určené pro optimalizaci, bylo vhodné zavést nové označení. Začaly se tedy 
používat výrazy “částice a roje“. 
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2.1.1 Porovnání rychlosti nejbližšího souseda a pomatenost 
Základní simulace se opírá o dva pilíře: porovnání rychlosti nejbližšího souseda a „pomatenost“ 
(craziness). Populace ptáků se náhodně inicializuje na pozice v prostoru a na počáteční vektor 
rychlosti. V každé iterační smyčce se pak pro každého jedince zjistí nejbližší soused a podle něj se 
přepočítala rychlost. Toto pravidlo zajišťuje synchronní pohyb ptáků. 
Pohyb hejna se však velmi rychle ustálí v jednotný a neměnný směr. Tomuto lze předejít 
zavedením stochastická proměnné, nazývané „pomatenost“, která do systému zavádí 
nepředvídatelnost, čímž se přibližuje k realitě, i když realita je vytvořena zcela uměle. 
2.1.2 Vektor kukuřičného pole 
Heppnerova simulace měla v prostoru místo (tzv. hnízdiště), které ptáky přitahuje. Krouží kolem něj, 
až nakonec na tomto místě přistanou. Tento bod (místo) zcela eliminovalo výše zmíněnou 
stochastickou proměnnou „pomatenost“. I když tento způsob byl poutavý, ve skutečném životě však 
ptáci přistanou na jakémkoliv místě, které jim v tu chvíli vyhovuje (strom, telefonní drát) a především 
tam, kde je jídlo. 
Druhá varianta algoritmu tedy definovala jakýsi vektor „kukuřičného pole“, což je 
dvourozměrné pole identifikující místo pomocí x-ové a y-ové souřadnice. Každý částice roje pak 
ohodnocuje svou současnou pozici vůči tomuto bodu. Např. pomocí rovnice: 
    	  !"  "	,						2.1	  
kde cornfieldx a cornfieldy jsou souřadnice hledaného „kukuřičného pole“ a presentx a presenty jsou 
současné pozice částice, pomocí kterých se vypočítává její ohodnocení. 
Každá částice si uchovává informaci o nejlepší dosažené pozici. Tyto hodnoty se uchovávají 
v polích o velikosti roje. Těmito poli jsou pbestx[], kde se uchovává nejlepší x-ová souřadnice pozice 
a pbesty[], kde se uchovává informace o nejlepší y-ové souřadnici pozice částice. Jednotlivé částice 
jsou v poli identifikovány svým pořadím. Po výpočtu ohodnocení všech částic pomocí rovnice 2.1 se 
aktualizuje jejich rychlost tak, jak je uvedeno níže (rovnice 2.2). Identifikace částice, která má 
nejlepší ohodnocení v rámci celého roje se provádí pomocí ukazovátka gbest. Pak tedy pbestx[gbest] 
identifikuje nejlepší x-ovou pozici a pbesty[gbest] nejlepší y-ovou pozici částice. Mohou tedy nastat 
následující situace, jak vypočítat nové rychlosti částic: 
• if presentx[] > pbestx[gbest] then vx[] – rand() * increment 
• if presentx[] < pbestx[gbest] then vx[] + rand() * increment 
• if presenty[] > pbesty[gbest] then vy[] – rand() * increment 
Obr. 2.2 Vývoj rychlostí a pozic částic vůči nejlepší nalezené pozici částice 
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• if presenty[] < pbesty[gbest] then vy[] + rand() * increment (2.2), 
kde increment je parametr systému a rand() je funkce generující náhodné číslo v intervalu <0,1). 
Tímto se tedy snažíme směrovat částice k té nejlepší z celého roje. Zmíněný popis je nastíněn na 
obrázku 2.2. V první části jsou zobrazeny částice rozmístěné v prostoru, které se pohybují danou 
rychlostí. Červený bod označuje nejlepší pozici nejlepší částice (tato částice již může být v prostoru 
na jiném místě, ale již nedosahuje, tak kvalitního ohodnocení – pBest[gBest]). Rychlost tohoto bodu 
lze ignorovat, protože pro další výpočet není potřeba. V prostřední části obrázku dochází k přepočtu 
rychlostí částic vůči nejlepší pozici (červený bod) a v jeho poslední části dojde podle vypočítané 
rychlosti k posunu částic do nových pozic. Poté dojde k ohodnocení částic a celý výpočet se opakuje. 
Po spuštění simulace je pak vidět, jak částice krouží kolem „kukuřičného pole“ dokud jej 
nenaleznou. Pokud je systémový parametr increment nastavený poměrně vysoko, pak simulace 
proběhne tak, že hejno je jakoby nasáto do „kukuřičného pole“. Pokud je tento parametr naopak 
nastavený poměrně nízko, pak toto kroužení vypadá více realisticky, probíhá i vybočování ze směru 
ale nakonec hejno přistane na patřičném místě. 
2.1.3 Identifikace a eliminace zbytečných částí algoritmu 
Poté, co bylo zjištěno, že tato metoda dokázala najít parametry jednoduché lineární funkce takové, že 
výsledná hodnota funkce byla maximální resp. minimální (optimalizace funkce), se identifikovaly 
potřebné části algoritmu. Bylo zjištěno, že některé jeho části nemají vliv na kvalitu řešení. Těmito 
částmi byla „pomatenost“ a porovnání rychlosti nejbližšího souseda (odstraněním této části se 
výpočet dokonce i urychlil). 
Parametr increment nebyl odstraněn úplně, neboť má pozitivní vliv na kvalitu řešení. Proces 
optimalizace dosahuje lepších výsledků, pokud tento parametr nabývá nižších hodnot. 
Experimentálně bylo tedy ustanoveno, že hodnota tohoto parametru [54] se bude pohybovat 
v intervalu <0;4> (standardně se používá 2). 
Odstranění porovnávání rychlosti částice s nejbližším sousedem se nahradilo rozdílem dříve 
porovnávaných hodnot. Díky tomuto je algoritmus jednodušší a zároveň také rychlejší. 
Proměnná pbest se chová podobně jako autobiografická paměť, kdy si každý jednotlivec 
pamatuje svou vlastní zkušenost (ačkoliv je tato zkušenost omezena pouze na jednu předchozí) 
a proměnná gbest odpovídá veřejné normě či standardu, kterého se snaží jednotlivci dosáhnout. 
Z výše uvedených informací lze již jednoduše odvodit zjednodušený a současně nejpoužívanější tvar 
rovnic základního algoritmu PSO (viz algoritmus 1 v další kapitole): 
• vx[] = vx[] + 2 * rand() * (pbestx[] – presentx[]) + 2 * rand() * (pbestx[gbest] – presentx[]) 
• vy[] = vy[] + 2 * rand() * (pbesty[] – presenty[]) + 2 * rand() * (pbesty[gbest] – presenty[]) (2.3), 
kde vx a vy je aktuální rychlost částice. 
2.1.4 Další pokusy o zefektivnění algoritmu 
Byly vyzkoušeny i další varianty algoritmu, ale žádná již nebyla účinnější než výše diskutovaná 
verze. Jedna verze se např. snažila do algoritmu zahrnout koncept „průzkumníků“ a „osadníků“ [8]. 
Průzkumníci slouží k prohledávání prostoru mimo hejno a osadníci hledají nejlepší možné řešení. 
Tato metoda oproti zjednodušené variantě uvedené v kapitole 2.1.3 neprokazuje významné zlepšení, 
a proto je efektivnější využít zjednodušený algoritmus. Další verze ignorovala přírůstek rychlosti. 
Tato varianta byla tedy jednodušší, ale naopak se prokázalo, že snadno uvízne v lokálním optimu [8]. 
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2.1.5 Vícerozměrná varianta PSO 
Reálné optimalizační problémy jsou charakterizovány velkým množstvím vstupních parametrů, které 
se podílejí na výsledném řešení. Aby bylo možné použít algoritmus PSO na tyto problému, musíme 
rovnice 2.3 zobecnit. Jednorozměrná pole se nahradí dvourozměrnými o velikost D x N, kde D je 
počet rozměrů a N počet částic. V prvním rozměru pak jsou tedy udány polohy N-té částice (ta je tedy 
identifikován pomocí druhého rozměru) v D rozměrném prostoru. Pro jednoduchost budeme i nadále 
používat naši dvourozměrnou variantu PSO. 
2.2 Algoritmus PSO 
PSO je nejprve inicializován skupinou částic s náhodnou polohou a počáteční rychlostí. Po této fázi 
následuje prohledávání prostoru řešení pro nalezení optimální hodnoty. Pokud současná hodnota 
nevyhovuje kritériím, pak je roj aktualizován. V každé iteraci je poloha a rychlost částice 
aktualizována pomocí dvou následujících „nejlepších“ hodnot. První je nejlepší řešení, kterého částice 
dosáhla - pBest. Druhá hodnota je nejlepší hodnota celého optimalizátoru (roje) – gBest. Pokud 
částice hledá nejlepší hodnotu pouze v části populace (např. jen u svých topologických sousedů), pak 
existuje pouze lokální nejlepší hodnota označovaná jako lBest. Globální verze je rychlejší, ale může 
pro některé problémy konvergovat do lokálního optima. Lokální verze je mírně pomalejší, avšak 
robustnější. Možným postupem běhu aplikace je spuštění globální verze a pro zjemnění výsledků 
následně verze lokální. 
Pokud současné ohodnocení nejlepší částice nesplňuje požadavky, kterých je potřeba 
dosáhnout pro zastavení výpočtu, pak částice aktualizují své vektory rychlosti (již bylo diskutováno 
výše) a pozice. Vektor pozice částice je aktualizován tak, že se k aktuálnímu vektoru pozice přičte 
nově vypočítaný vektor rychlosti. 
Pseudokód tohoto algoritmu je tedy následující: 
for (i = 0; i < počet částic; i++) 
    inicializuj částici i; 
 
while (max. počet iterací || velikost chyby <= požadovaná přesnost) 
    for (i = 0; i < počet částic; i++) { 
       Vypočti fitness hodnotu částice i; 
       if (fitness hodnota částice i je lepší než pBest) 
            Nastav současnou hodnotu jako pBest; 
    } 
 
    Vyber částici s nejlepším ohodnocením a ulož ji do gBest; 
 
    for (i = 0; i < počet částic; i++) { 
         Vypočti rychlost částice i; 
         Aktualizuj pozici částice i; 
    } 
} 
Algoritmus 2.1: Pseudokód PSO 
V PSO není mnoho parametrů, které se musejí nastavovat, což lze považovat za výhodu. Mezi 
základní parametry patří počet částic, dimenze částice, rozsahy jednotlivých dimenzí, vmax (určuje 
maximální změnu rychlosti jedné částice v rámci jedné iterace), systémový parametr increment 
a podmínka zastavení (maximální počet iterací a maximální chyba). 
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2.3 PSO vs. Evoluční techniky 
PSO sdílí mnoho podobností s evolučními technikami, jako jsou např. genetické algoritmy [43]. 
Systémy jsou inicializovány náhodně vybranou populací, hledají optima přepočítáváním aktuálních 
populací, obě počítají fitness hodnoty, podle kterých se rozhodují, zda současná populace je či není 
optimální. Pokud ne, populace se aktualizují a postup se opakuje. Je jasné, že žádný systém 
negarantuje úspěch výpočtu. 
Nicméně PSO nemá genetické operátory jako křížení a mutace. Částice se aktualizují samy 
pomocí vnitřní rychlosti. Mají také paměť, která je pro algoritmus důležitá. V porovnání 
s genetickými algoritmy, je mechanismus sdílení informací v PSO značně odlišný. V Genetických 
algoritmech chromozomy sdílí informaci mezi sebou. V PSO je sdílena pouze hodnota gBest resp. 
lBest. Na rozdíl od genetických algoritmů mají všechny částice sklon směřovat k nejlepšímu řešení 
rychle. 
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3 Vývojové prostředí pro vývoj GPGPU 
Tato kapitola se věnuje knihovnám, které lze využít pro obecné výpočty na GPU. Začneme od 
základních jazyků, které jsou nativně určeny pro programování grafických aplikací (proto jsem od 
programování s pomocí těchto jazyků upustil), a protože podporují programování shaderů, lze je 
využít právě pro GPGPU. Mezi tyto jazyky, patří GLSL (OpenGL Shading Language jako součástí 
OpenGL) [24] a HLSL (High Level Shading Language jako součástí DirectX) [25], který byl vyvíjen 
po boku jazyka Cg (od společnosti NVIDIA) a který mu je velice podobný. Cg [10] neboli C for 
Grafics historicky vychází z několika modelů. Z jazyka C zdědil jak syntaxi, tak i sémantiku. Dále 
spojuje koncepty, které jsou určeny pro non-real-time shading jazyky jako je RenderMan (API 
vyvinuté animačním studiem Pixar pro foto realistické zobrazování; využíváno i Hollywoodem) 
a svoji funkcionalitu zakládá na rozhraní OpenGL a Direct3D pro vykreslování 3D real-time grafiky. 
Poté, co se začaly grafické adaptéry využívat pro obecné výpočty, začaly vznikat knihovny na 
bázi jazyka C/C++ přímo stavěné pro GPGPU. Mezi ně patří hlavně knihovny vyprodukované 
výrobci grafických karet – NVIDIA s architekturou CUDA a ATI Stream (dnes již pod značkou 
AMD). Tyto knihovny však jsou použitelné pouze na hardwaru vyráběném těmito výrobci. Výjimku 
tvoří knihovny RapidMind, EcoLib, StreamIt, OpenCL. Ty však, kromě OpenCL, jsou buď ve fázi 
vývoje, již zanikly nebo nejsou veřejně dostupné, a proto jsou zde uvedeny spíše jen pro ilustraci. 
3.1 RapidMind 
RapidMind (celý název zní RapidMind Multi-core Development Platform) [1] je produkt 
stejnojmenné kanadské firmy, který minimálně a intuitivně rozšiřuje C++. Lze jej využít nejen pro 
klasické a grafické procesory, ale i pro procesory Cell [26]. Rozdíly mezi těmito architekturami 
RapidMind úplně stírá, tzn., že není třeba psát jednotlivé verze pro každou architekturu. Obsahuje tzv. 
Code Optimizer, který analyzuje a optimalizuje paralelizaci výpočtů, Load Balancer, který plánuje 
a synchronizuje práci tak, aby všechna jádra byla co nejlépe využita, Data Manager, který se 
automaticky stará o přenos dat v rámci paměti (což je důležité hlavně u grafické paměti, která je 
úzkým hrdlem celého výpočetního systému) a nakonec nástroj pro zaznamenávání dosaženého 
výkonu. V současné době se na této knihovně již nepracuje a ani není dostupná. Za zmínku stojí fakt, 
že tuto knihovnu koupila společnost Intel, která s využitím této knihovny vytvořila svou vlastní 
knihovnu ArBB (Array Building Blocks [11]), která má sloužit pro jednodušší paralelní 
programování na multicore a manycore procesorech kompatibilních s architekturami této společnosti. 
Algoritmus 3.1 demonstruje příklad použití této knihovny. Před funkcí main() je definován 
kernel addMatrix, který ve svém těle deklaruje vstupní proměnné in1, in2 a výstupní proměnnou out 
a poté jednoduchým přiřazením součtu vstupních hodnot do výstupní proměnné realizuje součet 
matic. Ve funkci main() pak již proběhne pouze inicializace zařízení pouhým zavoláním funkce 
Rapidmind::init(), inicializace vstupních matic a zavoláním funkce addMatrix, který přepíše vstupní 
matici a. 
3.2 EcoLib 
Další knihovnou, která podporuje běh na grafických kartách AMD i NVIDIA, které mají pixel 
shadery od verze 2.0 je knihovna EcoLib [1]. Pro její používání lze využít C++ nebo Javu a je nutné 
mít nainstalovaný DirectX 9.0c. Obsahuje dalších pět knihoven, které slouží pro generování 
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náhodných čísel, počítání lineární, vektorové nebo maticové algebry (BLAS), řešení lineárních rovnic 
(LAPAC) nebo knihovnu pro zpracování signálů. Zabezpečuje optimalizovaný přenos dat mezi 
procesorem a grafickou kartou. Tato knihovna opět patří mezi ty, které skončili v propadlišti dějin 
a po které již není žádná stopa. 
// funkce, která bude vykonána paralelně 
Program addMatrix = BEGIN { 
 In<Value3f> in1, in2; 
 Out<Value3f> out; 
 
 out = in1 + in2; 
} END; 
int main(int argc, char** argv){ 
 Rapidmind::init(); 
 
 Array<2, Value3f> a(512, 512), b(512, 512); 
 a = addMatrix(a, b); 
} 
Algoritmus 3.1: Součet dvou matic pomocí knihovny RapidMind 
3.3 StreamIt 
Zajímavou knihovnou je StreamIt (projekt MIT) [12], která je zamýšlená pro zjednodušení výpočtů se 
signály a pro další proudové výpočty. Programátor si vytvoří blokové schéma obsahující elementární 
bloky zvané filtry, které mají jeden vstup a jeden výstup a které se dále spojují a vytvářejí tak celou 
strukturu schématu. Existují tři druhy těchto spojení (viz obrázek): jednoduché spojení filtrů za sebou 
(pipeline), větvení filtrů (split-join) a zpětná vazba (feedback loop). Tato spojení mají stejně jako 
filtry jeden vstup a jeden výstup. Jako programovací jazyk je v tomto případě zvolena Java, jejíž 
kompilátor spolu s touto knihovnou vygeneruje efektivní kód určený pro cílovou architekturu. 
Demonstrační příklad ukazuje jak StreamIt pracuje. Místo funkce main() je program 
definován filtrem, který má jako vstup i výstup typ void. V tomto případě je to filtr Minimal, který své 
tělo zpracovává zřetězeným voláním dalších filtrů (parametr pipeline), které si mezi sebou předávají 
výsledky v pořadí, v jakém jsou zapsány. Každý filtr má svou inicializační část, která se provede jen 
po spuštění aplikace (init), a část work, která běží v nekonečné smyčce. Filtr IntSource je jakýmsi 
generátorem vstupu (v tomto případě generuje celá čísla od 0), který v každém kroku výpočtu vydává 
Obr. 3.1 Znázornění základních schémat používaných v StreamIt 
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jeden výsledek na vstup dalšího filtru. Tím je filtr Averager, který počítá průměr n čísel. Je důležité 
zmínit, že výpočet průměru proběhne až v době, kdy má filtr dostatečný počet čísel. Posledním 
filtrem, který zpracovává výstup z filtru Averager je IntPrinter, který pouze vypisuje výsledky. 
Protože program běží v nekonečné smyčce, je při jeho spouštění zapotřebí zadávat jako parametr 
počet iterací, které mají proběhnout (např. Minimal –i 50, kde uvedené číslo znamená počet iterací, do 
kterého se však nepočítají „úvodní“ iterace, při kterých filtr Averager čeká na dostatečný počet čísel). 
// vytvoření pipeline 
void->void pipeline Minimal { 
 add IntSource(); 
 add Averager(10); 
 add IntPrinter(); 
} 
 
// vstupní stream 
void->int filter IntSource { 
 int x; 
 init { x = 0; } 
 work push 1 { push(x++) }; 
} 
 
// výpočet průměru 
int->int filter Averager(int n) { 
 work pop 1 push 1 peek n { 
  int sum = 0; 
  for (int i = 0; i < n; i++) 
   sum += peek(i); 
  push(sum/n); 
  pop(); 
 } 
} 
 
// výstupní stream 
int->void filter IntPrinter { 
 work pop 1 { print(pop()); } 
} 
Algoritmus 3.2: Ukázkový kód s použitím knihovny StreamIt 
3.4 ATI Stream 
ATI Stream SDK [13], dříve známo pod názvem CTM (Close To Metal), zahrnuje jednak překladač 
Brook+, což je hardwarově optimalizovaná verze překladače vyvinutého na Stanfordské univerzitě, 
který je optimalizovaný pro stream computing a jednak CAL (Compute Abstraction Layer), který je 
určen pro nízkoúrovňové programování. Výhodou ATI Stream SDK je stejně jako u ostatních 
knihoven datový paralelismus, který dovoluje paralelní vykonání operace nad větším objemem dat, 
a síla aritmetických výpočtů. Architektura staví na proudech dat (stream), které se vykonávají přes 
jádra (kernel) na grafickém adaptéru. Klasické C rozšiřuje o definování právě těchto streamů 
a speciální označování funkcí pro rozlišení kernelů. Pro běh aplikací vyvinuté pod touto knihovnou je 
zapotřebí minimálně ATI Radeon HD2350. Knihovna se může pochlubit i jejím komerčním využitím. 
Video editor PowerDirector [55] zpřístupnil rozšířenou verzi o HW akceleraci enkódování pomocí 
ATI Stream. Toto rozšíření však neexistuje pouze pro ATI stream, ale i pro CUDA, kde dokonce 
dosahuje lepších výsledků a více možností. Využití zasáhlo také herní průmysl, kde ve hře Froblins 
[27] se snaží urychlovat a vylepšovat umělou inteligenci. Následuje příklad jednoduchého kernelu 
addMatrix, který sečte dvě matice a následně je zavolán z funkce main(), kde je navíc provedena 
deklarace matic, naplnění vstupních matic daty a nakonec uložení výsledné matice: 
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// kernel, který sečte matice A a B a výsledek uloží do streamu // result 
kernel void addMatrix(double A<>, double B<>, out double result<>) { 
result = A + B; 
} 
int main(int argc, char** argv) { 
// vytvoření streamů 
double A<Height, Width>; 
double B<Height, Width>; 
double C<Height, Width>; 
 
// zápis dat do streamů 
streamRead(A, inputA); 
streamRead(B, inputB); 
 
// zavolání kernelu 
addMatrix(A, B, C); 
 
// zápis dat zpět ze streamu 
streamWrite(C, output); 
} 
Algoritmus 3.3: Součet matic s pomocí ATI Stream 
Od druhé poloviny roku 2009 se již však tato knihovna nepoužívá. Místo ní společnost AMD 
nabízí možnost programování na grafické kartě pomocí knihovny OpenCL (viz níže), která v podstatě 
využívá původní knihovny ATI Stream s dalšími úpravami a vylepšeními. 
3.5 OpenCL 
OpenCL (Open Computing Language) [15] je první otevřený standard pro programování paralelních 
heterogenních systémů pro obecné výpočty určený pro vícejádrové CPU, GPU, Cell procesory 
a další. Podporuje vývoj širokého spektra aplikací, od vestavěného softwaru, přes uživatelské aplikace 
až k HPC (High Performance Computation) řešením. Byl vytvořen skupinou Khronos za účasti 
mnoha průmyslových společností jako je AMD, Apple, Broadcom, IBM, Intel, Motorola, Nokia, 
NVIDIA, RapidMind a dalších. 
 Algoritmus 3.4 ilustruje příklad kernelu pro sčítání vektorů/matic, které jsou uloženy 
v paměti grafického adaptéru. Každé vlákno, které pracuje s kernelem, vypočítává jeden element 
vektoru/matice. Identifikace vlákna je použita zároveň pro index do polí, se kterými se pracuje. 
Vzhledem k tomu, že může dojít k situaci, kdy počet vláken převyšuje velikost pole, je potřeba 
provádět kontrolu, zda se stále pohybujeme v mezích polí. Po této kontrole následuje jednoduché 
sečtení dvou elementů a uložení do výsledného pole. V příkladu není ukázáno, jak se kernel volá, 
protože je to poněkud složitější a protože tato knihovna nebude v našem případě použita 
k implementaci, tak to není ani nijak důležité. Příklad je uveden pro představu, že její použití (její 
syntaxe) není příliš odlišné od použití standartního jazyka C/C++. 
__kernel void VectorAdd(__global const float* a, __global const float* b, __global 
float* c, int iNumElements){ 
    // získání indexu pole 
    int iGID = get_global_id(0); 
 
    // kontrola na hranici poctu elementu v poli 
    if (iGID >= iNumElements) 
        return;  
     
    // sečtení prvků elementu 
    c[iGID] = a[iGID] + b[iGID]; 
} 
Algoritmus 3.4: Kernel pro součet matic s pomocí OpenCL 
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3.6 CUDA 
V listopadu roku 2006 NVIDIA představila Compute Unified Device Architecture (CUDA) [7], 
paralelní architekturu pro obecné výpočty s novým paralelním programovacím modelem a instrukční 
sadou, která povyšuje engine grafických karet NVIDIA pro řešení mnoha komplexních výpočetních 
problémů a to efektivnější cestou než na CPU. 
CUDA přichází se softwarovým řešením, které dovoluje vývojářům použít vysokoúrovňový 
jazyk C. Programátoři však nejsou omezeni pouze na tento jazyk, ale lze využít např. i Fortran, 
Python nebo C++. 
Programovací model je vytvořen pro ulehčení programování tak, aby skryl paralelismus. 
Jádrem jsou tři klíčové abstrakce – hierarchické skupiny vláken, sdílená paměť a bariérová 
synchronizace – které jsou programátorovi předloženy v minimálních rozšířeních jazyka. Navíc je tu 
výběr ze dvou způsobů implementace. A to buď pomocí runtime knihovny, která je postavena na 
druhém způsobu a tím je nízko úrovňové Driver API. 
CUDA aplikace je možné vyvíjet jak na nejvýkonnějších kartách jako je GeForce GTX 580, 
případně na profesionálních produktech známých pod názvem Tesla, tak i na levných a lehce 
dostupných adaptérech (GeForce 8100 a vyšší, Quadro Plex 1000 a vyšší, Quadro NVS 130 a vyšší 
a Quadro FX 360 a vyšší). Je nutné dodat, že i když je GPU jako celek výkonná výpočetní jednotka, 
jednotlivé CUDA procesory (obr. 1.4) jsou jednoduché a mají velice malý výkon. Proto také není 
vhodné pracovat s nízkým počtem vláken, protože pak se nevyužije potenciálu grafické karty (nebyly 
bychom schopni využít zřetězeného zpracování v rámci CUDA cores a tím pádem bychom 
nedokázali překrývat paměťové latence). 
Vzhledem k tomu, že tato knihovna byla zvolena pro finální implementaci v rámci této práce, 
tak je zde uvedeno o této architektuře více detailů. 
Jazyk C pro CUDA je rozšířen tak, aby vývojář mohl definovat funkce, které se budou 
vykonávat na GPU. Tyto funkce se nazývají kernel. Kernel je definován pomocí klíčového slova 
__global__, které musí být následováno návratovým typem void, a při jeho volání (pouze ze strany 
CPU neboli hosta; samotný běh kernelu již běží na GPU) je nutné uvést spouštěcí parametry, které 
definují, jak je výpočet rozdělen mezi výpočetní prostředky. Tyto prostředky jsou organizovány do 
nezávislých bloků vláken o konstantní velikosti. Jinou možností zápisu kernelu je s použitím 
klíčového slova __device__ (návratový typ již může být libovolný). Takovýto kernel lze již volat 
pouze z jiného kernelu, jenž běží na grafické kartě. Slouží tedy k modularitě GPU kódu, či případné 
rekurzi. 
Každé vlákno je v rámci bloku rozeznáno svým unikátním identifikátorem, který je 
zpřístupňován pomocí vestavěné proměnné threadIdx. Pro úplnost, threadIdx je tříprvková struktura. 
Vlákna mohou být v rámci bloku identifikována použitím jedno-, dvou- nebo třírozměrným indexem. 
Vlákna jsou sdružována do bloků (může být maximálně dvourozměrný) vláken, které jsou podobně 
identifikovány pomocí proměnné blockIdx. Toto poskytuje přirozenou cestu, jak vyvolat výpočet přes 
elementy výpočetních domén jako je vektor nebo matice. 
Vlákna v rámci bloku mohou mezi sebou sdílet data a komunikovat s použitím sdílené 
paměti. Pro synchronizaci je pak nutné do určitého místa v kódu vložit bariéru __syncthreads(), která 
zajistí, aby další kód nebyl vykonán do té doby, než se nad všemi vlákny vykonají operace 
definované před bariérou. Z tohoto a z technologického důvodu je počet vláken v bloku omezen. 
V dnešních GPU je počet vláken na blok omezen na cca 1024 (počet vláken v bloku lze zjistit pomocí 
proměnné blockDim). Kernel však může operovat nad více bloky, takže celkový počet vláken může 
být navýšen. Tyto bloky jsou pak organizovány do jednorozměrné až třírozměrné mřížky nazývané 
grid, jehož rozměry jsou uchovány v proměnné gridDim. 
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Obr. 3.2 Uspořádání vláken do bloků a mřížky [7] 
Bloky musí být možno vykonávat nezávisle, aby je bylo možno vykonat v jakémkoliv pořadí, 
ať už paralelně nebo sériově.  
Každé vlákno má svoji lokální paměť, každý blok má sdílenou paměť, ke které mají přístup 
vlákna tohoto bloku. Všechna vlákna mohou přistupovat ke globální paměti. Každé vlákno může 
rovněž přistupovat ke konstantní paměti (o kapacitě 64 kB) a paměti textur (tato paměť je vhodná 
v případě, že se k ní přistupuje podle určitého vzoru; např. načítání 4-okolí bodu), které slouží pouze 
pro čtení. Tyto paměti jsou rychlejší (mají nižší latence, protože obsahují paměti cache 
optimalizované na 1/2D přístup) než paměť globální, která je i díky vysoké latenci i úzkým hrdlem 
celé architektury (i když grafická karta je výkonná, tak může dojít k situaci, kdy aplikace nedokáže 
dodávat dostatek dat a tím i brzdit celý běh). Vyšší rychlosti je dosaženo pomocí sdílené paměti na 
úrovni bloku. Velikost těchto pamětí je však značně omezena a není vhodná pro každý problém 
(záleží na topologii dat a přístupovém vzoru).  
Výpočetní schopnosti daného hardwaru jsou definovány hlavním a vedlejším číslem revize 
CUDA. Hlavní číslo vypovídá o architektuře jádra, zatímco vedlejší revizní číslo označuje vylepšení, 
která se projevují nad danou architekturou.  
Aplikace, ve kterých byla CUDA využita, jsou např.: 
• Knihovna do Matlabu, díky které kód Matlabu běží na GPU (http://www.accelereyes.com) 
• Power Director, jenž byl zmíněn již v předchozí kapitole 
• Multimediální přehrávače – např. PowerDVD (www.cyberlink.com/products/powerdvd/) 
• GPUGRID – výzkum z oblasti biomedicíny (http://www.gpugrid.net/) 
• Folding@home – vědecká oblast, která na základě proteinů zkoumá nemoci 
(http://folding.stanford.edu) 
• Kódování videa – např. Badaboom Media Converter (http://www.badaboomit.com/) 
• Geografický informační systém od firmy Manifold (http://www.manifold.net) 
• Elcomsoft Distributed Password Recovery – aplikace pro nalezení hesla od souborů produktu 
MS Office, PDF, ZIP/RAR archívy a další (http://www.elcomsoft.com) 
• Pluginy pro Photoshop. 
• a mnoho dalších. 
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3.6.1 Pokročilé vlastnosti 
CUDA neposkytuje pouze prostředky pro práci s kernely, bloky a vlákny, ale i další prostředky [37], 
které budou shrnuty v této podkapitole. Jedná se o alokaci paměti typu Page-Locked a Zero-Copy, 
CUDA streamy a atomické funkce. Tyto techniky jsou závislé na typu použité grafické karty, proto je 
nezbytně nutné před použitím dané techniky zjistit, zda ji vůbec podporuje (kromě Page-Locked). 
3.6.1.1 Page-Locked a Zero-Copy memory 
Pokud potřebujeme přenášet data z paměti hosta do paměti grafického adaptéru, je potřeba nejdříve 
alokovat paměť na straně hosta, do které se inicializují data, která se poté přenášejí do grafické 
paměti. Tuto operaci provedeme přes klasickou C funkci malloc(). Touto funkcí se alokuje standartní 
stránkovatelná paměť. Nicméně CUDA runtime knihovna nám nabízí využití funkce 
cudaHostAlloc(), která alokuje „nestránkovatelnou“ paměť (Page-Locked/Pinned memory). Tato 
funkce zajišťuje, že takto alokovaná paměť nebude nikdy odsunuta na disk a že bude po celou dobu 
její alokace přítomna v hlavní paměti. Díky této vlastnosti pak při kopírování do/z paměti grafické 
karty lze využít přímý přístup do paměti (DMA – Direct Memory Access). Je sice velice 
pravděpodobné, že DMA bude využito i v případě využití strankovatelné paměti, nicméně v tomto 
případě se budou data kopírovat dvakrát. Nejprve z uživatelských buferů do paměti ovladače GPU 
uzamčené proti odložení na disk a teprve poté z těchto bufferů na stranu GPU (v případě kopírování 
dat z hosta na GPU). Tím pádem je pak rychlost přenosu omezena pouze propustností sběrnice PCI 
Express a FSB (Front Side Bus). Tento způsob inicializace má ale i své nevýhody. Jelikož alokovaná 
paměť nemůže být přesunuta na disk, tak se může stát, že bude vyčerpána veškerá hlavní paměť 
a v tom případě dojde k pádu aplikace. 
Stejné funkce se využívá pro alokaci tzv. Zero-Copy paměti (odlišnost je pouze v použití 
odlišného parametru funkce; navíc se z důvodu odlišných virtuálních paměťových prostorů GPU 
a CPU musí zavolat funkce cudaHostGetDevicePointer(), pro zajištění překladu z adresového  
prostoru hosta do adresového prostoru grafického adaptéru). Takto alokovaný paměťový prostor se 
přímo mapuje do paměti GPU. Nedochází tedy k explicitnímu transferu na stranu GPU, ale GPU 
přistupuje přímo do paměti hosta.  
Pokud se využívá takto alokované paměti i pro zápis, je potřeba po skončení kernelu zavolat 
funkci cudaThreadSynchronize(), která garantuje, že veškerá data jsou již korektně uložena.  
Tento způsob práce s pamětí je výhodný v okamžiku, kdy takto alokovaná data využijeme 
pouze jednou, nebo v případě kdy se data nevejdou do paměti GPU. Obrovskou výhodu rovněž 
přináší pro GPU integrované na základní desce nebo přímo na stejném čipu jako CPU, kdy je hlavní 
paměť počítače sdílena mezi CPU a GPU. Odpadá tedy nutnost provádět zde zbytečnou kopii 
z adresového prostoru hosta do adresového prostoru GPU, když oba tyto prostory jsou mapované do 
paměti RAM. Tento způsob použití paměti se však dá s výhodou použít pouze v případě, že k ní GPU 
nepřistupuje příliš často. Ideální případ je ten, kdy si kernel načte/zapíše jednou data do/z paměti 
GPU čipu (jak již bylo řečeno, tak tyto paměti jsou rychlé, ukládat takto načtená data do globální 
paměti by bylo značně neefektivní). 
3.6.1.2 CUDA streamy 
CUDA stream představuje frontu operací jako je spouštění kernelů a kopírování dat (je potřeba využít 
asynchronní kopírování a kvůli tomu také alokaci Page-Locked paměti). Operace ve streamu budou 
vykonávány, tak jak jsou v něm seřazeny. Pokud vytvoříme více streamů, pak můžeme dosáhnout 
toho, že kopírování dat se bude překrývat s výpočtem kernelu a tím pádem i určitého zrychlení.  Pro 
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dosažení zrychlení je nutné správně seřadit zpracování streamů tak, aby překrytí kopírování a výpočtu 
bylo co největší.  
Streamy se používají také v případě, že na grafickém adaptéru není dostatečně velká paměť 
a tudíž je potřeba data kopírovat a zpracovávat po částech.  
 Celý proces funguje tak, že vstupní (resp. výstupní) data se rozdělí do částí, které se kopírují 
na stranu GPU, nad touto částí se spouští kernel a stejně velký díl dat s výsledky se i kopíruje na 
stranu hosta. Po skončení zpracování streamů je potřeba zavolat funkci cudaStreamSynchronize(), 
protože streamy se zpracovávají asynchronně a tedy i po jejich zpracování se může dokončovat 
nějaká práce. 
3.6.1.3 Atomické operace 
Atomické operace je potřeba používat v situacích, kdy více vláken chce zapisovat na stejné paměťové 
místo. Využívá se pro vzájemné vyloučení. Pokud bychom toto neudělali, pak by se výpočet nechoval 
deterministicky (race condition). Samotná funkce se skládá z načtení operandů, provedení patřičné 
operace a uložení výsledku. Celý tento proces se provede v jednom kroku a během něj žádné jiné 
vlákno nemůže měnit nebo číst hodnotu výsledku.   
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4 Návrh aplikace s využitím CUDA 
Implementace aplikace byla nejprve provedena pro CPU. V této části se provedou optimalizační 
úpravy, které povedou ke zrychlení aplikace. Tento krok je zároveň nutný pro spravedlivé porovnání 
s následující implementací, která s vývojovým prostředím CUDA využívá grafického adaptéru.  
Podle pseudoalgoritmu 2.1 bude každá fáze smyčky while rozdělena do minimálně tří kernelů. 
Rozdělení do více kernelů je nejen kvůli dekompozici problému, ale také proto, že synchronizace 
celého gridu probíhá pouze po skončení výpočtu kernelu (obr. 4.2), a proto by byl problém 
synchronizovat celý roj v rámci jednoho kernelu (v rámci kernelu lze zesynchronizovat akorát vlákna 
na úrovni bloku). 
 
První kernel bude počítat fitness hodnotu (což bude také časově nejnáročnější část výpočtu), 
druhý bude hledat částici s nejlepším ohodnocením (pBest a gBest) – toto povede na paralelní redukci 
(paralelní operace, která soubor n vstupních hodnot redukuje na jedinou výslednou hodnotu 
postupným aplikováním dané operace, typicky sečtení prvků vektoru. Na jedno vlákno jsou 
mapovány dvě hodnoty vektoru - viz obr. 4.1). Třetí kernel bude aktualizovat vektor rychlosti 
a pozice částic. 
Tyto kernely se iteračně spouštějí tak dlouho, dokud není dosaženo maximálního počtu iterací, 
nebo pokud není nalezen výsledek. Po skončení výpočtu algoritmu na GPU bude tentýž algoritmus 
spuštěn na CPU a výsledky srovnány na kvalitu řešení. Změří se také doba zpracování obou běhů, což 
poslouží pro výpočet zrychlení aplikace na grafickém adaptéru.  
PSO algoritmus bude rozdělen tak, že jedno vlákno bude zpracovávat jednu částici. 
V rámci dalších kroků se bude muset také navrhnout topologie umístění částic ve sdílené 
paměti tak, aby se využilo co největšího potenciálu grafické karty. 
 
Obr. 4.1 Paralelní redukce 
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4.1 Strategie optimalizace (GPU) aplikací 
Pro dosažení maximální efektivity implementovaného řešení je nutné využít maximálně paralelního 
výpočtu a optimalizací organizace datových struktur v paměti. Zrychlovat však nejde do nekonečna. 
Podle Amdahlova zákona [50] se s přibývajícím počtem procesorů (vláken) stále zmenšuje přírůstek 
zrychlení. 
Maximalizace paralelního výpočtu spočívá ve strukturování algoritmu tak, aby se využil, co 
nejefektivněji datový paralelismus. Poté, co je identifikován paralelizmus v algoritmu, je zapotřebí 
algoritmus co nejvíce přizpůsobit hardwaru, na kterém výpočet bude běžet. Tzn. přizpůsobení počtu 
vláken na blok a uspořádání bloku v rámci gridu (spouštěcí parametry kernelu). 
Efektivní využití paměti se rozumí minimalizace přenosů dat mezi hostem a grafickou kartou, 
protože tyto přenosy mají mnohem menší přenosovou rychlost než např. interní přenosy na grafickém 
adaptéru, které se provádějí v jednom hodinovém cyklu. Přístup vláken v rámci kernelu do globální 
paměti by měl být redukován  za pomoci sdílené paměti. V některých případech je dokonce lepší si 
některou hodnotu opět spočítat, než pro ni přistupovat do globální paměti. Dále je také nutné využít 
různé techniky organizace přístupu do paměti (jednotkový rozestup), aby se při načítání bloků 
nepoužil pouze zlomek dat a zbytek byl zahozen. Toto se týká všech pamětí, jen s tím rozdílem, že 
různé paměti mají odlišné latence přístupu k datům (globální paměť v řádu stovek taktů). 
Pokud by aplikace nevyžadovala při výpočtu některých funkcí (jako je dělení, sinus, cosinus) 
vysokou přesnost výpočtu, bylo by možné využít funkcí jednotky SFU, které takovéto funkce 
zpracovávají rychleji (na úkor přesnosti). Nakonec je také potřeba dávat pozor na větvení, které není 
prováděno na základě indexu vlákna. V tom případě může docházet k divergenci vláken v rámci 
warpu6. Tím je myšleno, že nad částí vláken se vykonává jiný kód a dochází k serializaci práce a tím 
pádem i ke snížení výkonu celé aplikace. Existují i další doporučení [30], kterých je dobré se držet: 
• Předcházet libovolným konverzím z jednoho typu na jiny a to především automatickým 
konverzím typů na double – operace nad tímto typem je pomalejší než nad typem float 
• Pokud je to možné, tak používat místo dělení bitového operátoru pro posuv (dělička není 
součástí GPU, a proto je tato operace velice pomalá) 
• Počet vláken by měl být dělitelný 32 – vzhledem k tomu, že CUDA dokáže v jednom 
okamžiku pracovat s jedním warpem (balík 32 vláken) 
• Snažit se mít správně uspořádané instrukce (GPU neumí zpracování mimo pořadí [48]) 
• Využívat závorky pro priorizaci výrazů (např. (a+b) + (c+d) + (e+f)), takovýto výraz se 
zřetězí a jeho výpočet je proto rychlejší. Navíc je potřeba dávat pozor při práci s čísly 
s plovoucí řádovou čárkou – operace s nimi nejsou asociativní (a + (b + c) ≠ (a + b) + c) 
• Rozbalením smyčky docílíme eliminace některých instrukcí, které hrají pouze režijní roli 
(posuv ukazovátka, test na konec smyčky, skok na začátek smyčky). 
  
                                                     
6
 Warp je balík vláken, které se zpracovávají v jednom kroku. V současné době je velikost warpu rovna 
32 vláknům. 
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Obr. 4.2: Běh aplikace 
  
Obr. 4.3 Naznačení synchronizace roje 
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5 Implementace 
V této kapitole jsou shrnuty implementační detaily aplikace. V první fázi byla vytvořena verze, která 
využívá pouze CPU. Tato verze byla optimalizována tak, aby výpočet aplikace byl co nejrychlejší.  
Kvalitní CPU implementace PSO poskytla základ pro GPU implementaci. Díky tomuto postupu není 
vytvoření příslušných kernelů tak náročné (lépe se ladí) a vývojář se tak může zaměřit více na 
architekturu CUDA spíše než na samotný algoritmus, i když samozřejmě obě aplikace by měly dávat 
pokud možno stejné výsledky. Oddělení obou verzí do dvou aplikací bylo kvůli přehlednosti 
zdrojového kódu. V následujících podkapitolách jsou sepsány informace o obou verzích a o jejich 
společné části, kterou tvoří především načtení parametrů příkazové řádky, načtení formule ze 
souboru, inicializace roje a tisk výsledků. 
Podle článku [38] lze algoritmus PSO urychlit tím, že se využije jeho asynchronní verze. 
Algoritmus 2.1 zobrazuje synchronní verzi. Asynchronní verze se od synchronní příliš neliší. Jak je 
vidět v algoritmu 5.1, jediný rozdíl je v tom, že se nezpracovává každá fáze zvlášť (výpočet fitness 
všech částic, aktualizace pBest/gBest všech částic, aktualizace rychlosti a pozice všech částic), ale 
v podstatě dohromady. Tzn., že se nečeká, až se vypočítají všechny fitness hodnoty, aby se mohla 
aktualizovat struktura pBest atp. Z toho tedy vyplývá, že mezi fázemi odpadá synchronizace potřebná 
v synchronní verzi algoritmu. Je však nutné implementovat vzájemné vyloučení pro aktualizaci 
nejlepší globální částice. Sice není zaručeno, že algoritmus bude pracovat s aktualizovanými daty, ale 
to by nemělo podle [38] mít na výsledek vliv.  
for (i = 0; i < počet částic; i++) 
    inicializuj částici i; 
 
do { 
    for (i = 0; i < počet částic; i++) { 
       Vypočti fitness hodnotu částice i; 
       if (fitness hodnota částice i je lepší než pBest) 
            Nastav současnou hodnotu jako pBest; 
 
       Porovnej aktuální částici s gBest a pokud je lepší, proveď záměnu 
 
       Vypočti rychlost částice i; 
       Aktualizuj pozici částice i; 
    } 
}while (max. počet iterací || velikost chyby <= požadovaná přesnost) 
Algoritmus 5.1: Pseudokód asynchronního PSO 
5.1 Společná část implementace 
Všechny verze aplikace mají společné načítání parametrů příkazové řádky, načítání formule, 
inicializaci roje a tisk výsledků. Tyto části (funkce) nebyly nijak optimalizovány ani paralelizovány. 
Jen pro úplnost, po spuštění aplikace se nejprve načítají parametry příkazové řádky. Mezi ně 
patří název vstupního souboru s benchmarkem, maximální počet iterací a počet částic. Pokud je zadán 
pouze název souboru, pak se ostatní parametry nastavují implicitně na danou hodnotu. 
5.1.1 Datová reprezentace formule 
Vstupem aplikace je soubor s formulí. Pokud budeme uvažovat formuli 1.1, pak tvar takového 
souboru odpovídá výpisu 5.1. První řádek určuje počet klauzulí, které se v souboru nacházejí. Každý 
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další řádek pak odpovídá jedné klauzuli a každé číslo na tomto řádku odpovídá jednomu literálu této 
klauzule. Absolutní hodnota čísla identifikuje, o který literál se jedná (jeho index) a případné záporné 
znaménko vyjadřuje, že takovýto literál je negovaný. Data z tohoto souboru jsou ukládána do 
struktury TFormula, která uchovává počet klauzulí, počet proměnných a jednotlivé klauzule 
uspořádané do pole struktur TLiteral, které odděleně uchovávají identifikaci literálu a jeho znaménko 
(výpis 5.2). 
 3 
 1 -2 -4 
 2 3 -4 
 -1 -3 4 
Výpis 5.1: Formát souboru formule 1.1 
struct TLiteral 
{ 
 int idxLiteral; 
 int value; 
}; 
 
struct TFormula 
{ 
 int cntLiteral; 
 int cntClause; 
 TLiteral* formula; 
}; 
Výpis 5.2: Datové struktury pro uložení formule do paměti (vlevo definice literálu, vpravo definice formule) 
5.1.2 Uložení částic v paměti a jejich význam pro 3-SAT 
Každá částice se v prostoru vyskytuje na určité pozici, jež reprezentuje jedno kandidátní řešení 3-SAT 
problému. V porovnání s genetickými algoritmy v podstatě odpovídá chromozomu, který je 
reprezentován binárním řetězcem, kde každý bit reprezentuje ohodnocení jednoho literálu formule, 
který je identifikován indexem bitu. Vzhledem k povaze algoritmu PSO jsou operátory křížení 
a mutace nahrazeny aktualizací polohy a rychlosti. Nelze tedy pracovat s binárními geny. 
 
Obr. 5.1 Zarovnaný přístup vláken do paměti 
Jako datový typ pro reprezentaci jednoho rozměru pozice byl zvolen unsigned char, který dává 
potřebné rozlišení pro to, aby mohl škálovat k řešení. Tímto datovým typem se však omezujeme na 
pouhých osm bitů a v takovém případě bychom se tedy omezili na řešení problému rozhodnutelnosti, 
který pracuje s formulí s maximálně osmi proměnnými. Proto je potřeba podle počtu proměnných ve 
formuli rozšířit problém do více. Při výpočtu rychlosti se pracuje s desetinnými čísly, a proto je 
rychlost typu float (rozsah není vzhledem k datovému typu pozice plně využit, mohl by se využít 
úspornější způsob, ale v tomto bodě byl brán ohled na algoritmus, kde je takto rychlost definovaná). 
Ta je pak při přičtení k pozici přetypována na celočíselný typ. Zbývající částí částice roje je fitness 
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hodnota, která udává kvalitu částice (kandidátního řešení). Její hodnota udává počet klauzulí, které 
jsou vůči aktuálnímu ohodnocení splnitelné. Pokud je rovna celkovému počtu klauzulí, pak se tato 
částice, ke které fitness hodnota patří, stává řešením SAT problému. Veškeré informace o částicích 
jsou zapouzdřeny do struktury TParticles. 
Fitness hodnoty jsou inicializovány na nulu a inicializace pozice a rychlosti probíhá s využitím 
pseudonáhodného generátoru čísel (pozice se pohybují v rozmezí <0 do 255) a rychlost <0, 1)). 
Zarovnání dat je uzpůsobeno tak, aby byl vhodný pro GPU implementaci. Pro CPU verzi sice 
není vhodný, protože do paměti přistupuje s rozestupem a dochází k zahazování dat, ale je vhodné 
v případě, že by bylo využito SSE7 jednotek. Tato optimalizace je plánová jako budoucí rozšíření. 
Moderní překladače sice podporují autovektorizace, což by zapříčinilo, že by se SSE jednotky využily 
bez zásahu do zdrojového kódu, ale bohužel tato metoda nezafungovala. Struktura TParticles je 
strukturou jednorozměrných polí (rychlost, pozice a fitness částic), které jsou zarovnány tak, aby 
každé vlákno přistupovali k prvním pozicím částic bez rozestupu (Obr. 5.1). Pokud by datový typ pro 
částice byl definován jako pole struktur v klasickém zarovnání jak jsou na něj programátoři zvyklí, 
pak by přístup vláken do paměti nebyl zarovnaný a celý běh aplikace by byl pomalý. 
struct TParticles 
{ 
 int arraySize; 
 unsigned char* position; 
 float* velocity; 
 int* fitness; 
}; 
Výpis 5.3: Datová struktura pro uložení roje 
 
Obr. 5.2 Ilustrace uložení částic v paměti 
5.1.3 Tisk výstupu 
Je naimplementováno několik druhů tisku výstupu, které lze řídit pomocí maker. Toho je pak využito 
při měření výsledků, kdy formát výstupu odpovídá CSV (Comma Separated Values) formátu nebo 
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 SSE je rozšířením instrukční sady procesoru, která využívá princip SIMD [51] 
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tisk fitness hodnot v průběhu výpočtu. Jsou také tisknuty údaje o efektivitě vyrovnávacích pamětí 
a výkonu aplikace na CPU, pro jejichž zjištění je použita knihovna PAPI (Performance Application 
Programming Interface) [56], která dokáže pracovat s hardwarovými čítači, které jsou umístěny na 
procesoru a s jejichž pomocí se právě takovéto informace můžeme dozvědět. 
5.2 CPU část implementace 
V této kapitole bude popsána implementace jednotlivých fází podobně, tak jak je tomu v algoritmu 
2.1. 
5.2.1 Výpočet fitness 
V první fázi dochází k výpočtu fitness hodnoty všech částic. Fitness hodnota jedné částice se vypočítá 
tak, že se postupně procházejí klauzule formule a ohodnocují se patřičnými bity kandidátního řešení. 
Protože se pracuje ve více rozměrech, je nejdříve nutné vypočítat, ve které dimenzi částice se literál 
nachází a teprve poté určit jeho pozici mezi zbývajícími osmi bity. Veškerý výpočet se provádí 
pomocí bitových operátorů, které nahrazují operace jako je dělení a modulo, které jsou relativně 
pomalé. Nahradit dělení bitovým operátorem posuvu si můžeme dovolit, protože dělíme mocninou 
dvojky (2n). Pokud alespoň jeden literál dané klauzule je po ohodnocení true, pak se fitness hodnota 
navýší o 1. Z důvodu urychlení běhu byla vnitřní smyčka for, která pracuje v rozsahu 0 až 2, plně 
rozbalena. V případě použití Intel Compileru se využije klauzule #pragma unroll, která je použita pro 
ilustraci. Implementace fitness funkce byla porovnána s genetickým algoritmem naimplementovaným 
s pomocí knihovny GALib (obecně slouží k ulehčení implementace evolučních algoritmů), ve kterém 
byla použita stejná fitness funkce a který simuloval algoritmus PSO. 
for (y = 0; y < NSAT; y++) { 
 // zjištění, ve kterém rozměru se literál nachází 
posIdx = (sat.formula[x * 3 + y].idxLiteral - 1) >> 3; 
// zjištění, který bit je hledaný literál 
 posLiteral = (sat.formula[x * 3 + y].idxLiteral - 1) & 7; 
// získání požadovaného bitu pro ohodnocení literálu 
 literalBit = (swarm.position[posIdx * swarmSize + i] >> posLiteral) & 1; 
 // nejméně jedno ohodnocení literálu musí být pravdivé, aby formule mohla být  
// splnitelná 
 resClause = resClause || (literalBit == sat.formula[x * 3 + y].value); 
} 
Výpis 5.4: Ohodnocení jedné klauzule (proměnná x identifikuje klauzuli, swarmSize velikost roje) 
5.2.2 Hledání nejlepších částic 
Následuje aktualizace struktury pBest, což je stejná struktura jako je datový typ pro roj – TParticles. 
Ta, jak již bylo řečeno dříve, uchovává nejlepší hodnoty každé částice. Tato spočívá pouze v tom, že 
se porovná aktuální fitness hodnota částice s tou, která je uložena v pBest. Pokud aktuální částice 
představuje kvalitnější řešení (má vyšší hodnotu fitness), pak jsou všechny hodnoty pBest dané 
částice nahrazeny těmi současnými. 
Poté, co je aktualizovaná struktura pBest, přichází na řadu nalezení globálně nejlepší částice 
této struktury, jejíž hodnoty se opět porovnává podle fitness hodnoty. 
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5.2.3 Aktualizace roje 
V poslední fázi dochází k aktualizaci částic. Přepočítává se rychlost podle rovnic 2.3. V tuto chvíli je 
využito knihovny pro generování pseudonáhodných čísel Philox [39]. Tato knihovna je generátor 
pseudonáhodný čísel založený na čítačích s dlouhou periodou. Dokáže generovat na jedno zavolání až 
čtyři 64-bitová pseudonáhodná čísla, ale vzhledem k tomu, že v našem případě jsou potřeba pouze 
dvě čísla s menším rozsahem, používá se v tomto případě jeho „lehčí“ verze, která generuje dvě 32-
bitová čísla. Ta jsou však v celočíselném formát, a proto je potřeba je patřičně upravit. Podle autorů 
PSO, by koeficienty, které se generují, měly být v intervalu (0, 1), ale experimentálně bylo zjištěno, 
že kvalitnějších výsledků se dosahuje, pokud se pohybují v rozmezí (0, 10). Po spočítání nové 
hodnoty rychlosti, je provedena kontrola, zda částice nepřekračují maximální povolenou rychlost. 
Pokud ano, je jejich hodnota zmenšena. Hranice i změna této rychlosti byla opět zjištěna 
experimentálně. 
K dosažení kvalitnějších hodnot byl vyzkoušen i jiný přístup aktualizace pozic. Podle rychlosti 
částice se zjistilo, kolik bitů se změní. Čím vyšší rychlost tím větší počet bitů se měnil. Poté se 
„náhodně“ vybral příslušný počet bitů a tyto bity se negovali (pomocí masky a operace exklusivního 
součtu). Tato metoda však dosahoval menší kvality než ta, která byla diskutována výše. 
5.2.4 OpenMP 
Pro rozdělování práce mezi jádra procesoru byla použita knihovna OpenMP [45]. S pomocí této 
knihovny lze zdrojový kód snadno paralelizovat pomocí direktiv. Počet vláken nebyl nijak omezen, 
tzn., že počet vláken odpovídá počtu jader procesoru. Pokud architektura zahrnuje Hyper-threading 
[44], pak je počet vláken dvojnásobný. Využití Hyper-threadingu nemusí být vždy přínosem, a proto 
bylo vyzkoušeno, jaký má na běh aplikace vliv. S jeho použitím byla aplikace rychlejší, což 
pravděpodobně značí fakt, že není vyladěna na maximální možný výkon, protože v opačném případě 
by měl Hyper-threading negativní vliv na rychlost aplikace (pokud fyzické procesory využívají 
maxima potenciálu HW, pak logické procesory nemají žádné zdroje, se kterými by mohly pracovat). 
V aplikaci se konkrétně využívá direktivy pro paralelizaci smyček for. Direktiva označuje začátek 
paralelní sekce a ta platí až do konce smyčky. Před vstupem do paralelní sekce existuje pouze jedno 
vlákno (master thread). Po vstupu do paralelní sekce toto vlákno vytvoří příslušný počet vláken, která 
s ním pak blok smyčky zpracovávají paralelně. Je zvoleno implicitní plánování přidělování iterací (tj. 
statické – rozdělování práce mezi vlákna probíhá rovnoměrně před začátkem provádění smyčky). Po 
skončení paralelní sekce následuje implicitní bariéra (pokud direktiva neobsahuje dovětek nowait). 
5.2.5 Větvení 
Dalším potenciálním problémem je větvení typu if, a proto byla snaha tento typ operace co nejvíce 
omezit. Ve finále se v celém algoritmu PSO vyskytují pouze tři větvení, které již odstranit nelze. 
Mezi ně patří porovnání částic na maximum (globální/lokální) a na maximální rychlost částice. 
5.2.6 Statická bezpečnostní analýza 
Pro odladění chyb byla použita statická bezpečnostní analýza nástroje Intel Inspector XE [57], který 
dokáže odhalit chybnou práci s pamětí (únik paměti, nekorektní práce s ukazateli a dynamicky 
alokovanou pamětí) nebo i nedosažitelný kód. 
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5.2.7 Asynchronní verze 
Asynchronní verze kódu těží z možnosti odstranit globální synchronizaci. Změna spočívá pouze ve 
výpočtu fitness funkce, která v tomto případě počítá pouze fitness hodnotu jedné částice a přesunutí 
vyhledání nejlepší globální částice. To je jediná úprava, která byla v kódu provedena. 
5.3 GPU část implementace 
Optimalizovaná verze GPU implementace vznikala postupným začleňování jednotlivých technik, 
které bylo možno využít. Nejprve byla vytvořena základní implementace, která víceméně odpovídala 
CPU implementaci jen s tím rozdílem, že funkce byly přepsány na kernely a že nejsou paralelizovány 
prostřednictvím jader procesoru (odpadá využití OpenMP), ale prostřednictvím CUDA vláken. Jediná 
zásadní odlišnost tkví ve vyhledání globálního maxima, tedy globálně nejlepší částice. Zde bylo nutno 
použít paralelní redukci, která vyhledala nejlepší částici každého bloku, a následně po ní se 
redukovaly nejlepší hodnoty všech bloků do jediné hodnoty. Poslední část redukce bylo potřeba 
implementovat s pomocí zámku (implementovaný pomocí atomických operací), který zajišťuje, že 
redukce proběhne bez úhony vůči korektnosti. 
5.3.1 Konstantní paměť a paměť textur 
V základní verzi bylo pro uložení formule na grafické kartě využito konstantní paměti. Ta se alokuje 
v maximální možné míře. Vzhledem k tomu, že konstantní paměť je velká 65536 B a jedna klauzule 
zabírá 24 B (každá klauzule má 3 literály a literál má 8 B – dvakrát velikost datového typu int), pak je 
možné alokovat max. 2730 klauzulí. Konstantní paměť se tedy stala limitujícím faktorem celé 
aplikace. V dalším kroku optimalizace byl sice zmenšen datový typ literálu na polovinu (index 
a hodnota literálu jsou uloženy v jedné proměnné a tedy datový typ TLiteral se eliminoval do 
jednoduchého datového typu int), i když za cenu toho, že přibyly další nutné operace pro výpočet 
indexu a hodnoty (změny lze zaznamenat při porovnání výpisu 5.4 a 5.5). 
posIdx = (abs(d_sat.literal[j * NSAT]) - 1) >> 3; 
posLiteral = (abs(d_sat.literal[j * NSAT]) - 1) & 7; 
literalBit = (sPosition[posIdx] >> posLiteral) & 1; 
resClause = resClause || (literalBit == (-d_sat.literal[j * NSAT] & SIGN_BIT) >> 31); 
Výpis 5.5: Ohodnocení prvního literálu jedné klauzule 
 To však v případě výpočtu na grafickém adaptéru nevadí, jelikož v aplikacích používající GPU 
je potřeba, co nejvíce omezit komunikaci s pamětí a raději využívat vysokého výkonu výpočtu. I když 
se sice paměť zmenšila na polovinu, tak stále jsme omezeni na 5460 klauzulí. Z toho důvodu bylo 
použití konstantní paměti odstraněno a v rámci optimalizace byla snaha tuto paměť nahradit pamětí 
textur, která je limitovaná „pouze“ maximální velikostí rozměru (pokud pracujeme s 1D pamětí, tak 
maximální velikost je 65536, pokud by to nestačilo, byla by možnost rozšířit rozměr až na 3D a tím 
zvětšit rozsah). Ta však na rychlost aplikaci měla negativní vliv, takže od jejího použití se upustilo. 
5.3.2 Využití sdílené paměti 
Dalším krokem bylo zapracování sdílené paměti. Ta již byla použita při paralelní redukci. Po 
prozkoumání ostatních kernelů bylo zjištěno, že tento typ paměti lze využít pouze ve fitness funkci. 
V ostatních případech by to nemělo význam, protože každé vlákno pracuje pouze s jedním rozměrem 
jedné částice právě jednou (takže v nejhorším případě dojde k načtení jedné hodnoty z globální 
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paměti do registru, se kterým se nadále pracuje a po výpočtu se uloží zpět do globální paměti). 
U fitness funkce tomu tak však není. Vzhledem k tomu, že se ohodnocuje formule, kterou se postupně 
prochází, tak je velice pravděpodobné, že jednotlivé rozměry částice budou načteny vícekrát. Z toho 
důvodu si každé vlákno před vlastním výpočtem uloží celou částici do sdílené paměti. 
Tab. 5.1 Využití sdílené paměti při různých velikostech bloku  
Velikost bloku Max. počet proměnných  (Geforce 9400 GT) 
Max. počet proměnných 
(GeForce GTX 580) 
32 4096 12288 
64 2048 6144 
128 1024 3072 
256 512 1536 
512 256 768 
1024 n/a8 384 
Sdílená paměť je však dalším omezujícím faktorem. Nejenže má malou kapacitu, ale také se 
může u různých grafických karet lišit. Vzhledem k tomu, že je sdílena mezi vlákny každého bloku, 
pak také závisí na konfiguraci spouštěného kernelu, konkrétně na velikosti bloku vláken. Tabulka 5.1 
zobrazuje možnosti nastavení velikosti bloku a zároveň pro ilustraci porovnává dvě výkonnostně 
velice odlišné grafické karty. Zakomponováním sdílené paměti bylo dosaženo určitého zrychlení, 
a proto se i nadále bude využívat v dalších variantách aplikace i za cenu, že je limitujícím faktorem 
(v tomto případě není tolik limitující jako je tomu v případě konstantní paměti). 
5.3.3 Akcelerace fitness funkce 
Poslední zásadní optimalizací se stala úprava fitness funkce, která rozšiřuje možnosti datového 
paralelismu a zpracovává každou částici několika vlákny. Tato změna vyústila z faktu, že jednotlivé 
klauzule formule jsou na sobě nezávislé, takže každá klauzule může být zpracovávána jedním 
vláknem. Mezivýsledek je uchováván ve sdílené paměti, jejíž hodnoty jsou poté pomocí redukce 
sečteny do jedné hodnoty, která je ve finále přenesena do globální paměti. Díky tomuto mapování 
částic na vlákna se zvětší možnost využití sdílené paměti, protože se využívá pouze pro uložení jedné 
částice a uložení mezivýsledků výpočtu fitness hodnoty, což znamená, že v nejhorším případě 
u architektury Fermi (tj. blok obsahuje 1024 vláken) můžeme řešit problém, který má až 360448 
proměnných, což je téměř třicet krát více než fitness funkce bez úpravy na toto mapování částic na 
vlákna. Tento počet proměnných je však naprosto dostačující a na současném HW s největší 
pravděpodobností neřešitelná (s předpokladem, že k takovému počtu proměnných bude rozumný 
počet klauzulí). V tomto bodě, kdy jednu částici zpracovává více vláken, dochází k tomu, že při 
načítání částice do sdílené paměti všechna vlákna bloku pracují se stejnými daty. Data se tak načítají 
redundantně. Toto by šlo změnit tak, že každé vlákno by načítalo různé části dat. Ale vzhledem 
k tomu, že částice nepředstavuje nijak velké množství dat, tak toto vylepšení se na rychlosti nijak 
neprojeví (toto bylo ověřeno pomocí implementace). 
5.3.4 Práce s konstantní pamětí 
Přesunutím některých konstant (počet částic a počet dimenzí částice) do konstantní paměti se také 
dosáhlo menšího zrychlení. Je to způsobeno tím, že konstanty, které se vyskytují v kódu, se při běhu 
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 Maximální počet vláken na blok této grafické karty je roven 512  
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aplikace načítají z globální paměti. Nebylo však dobré do konstantní paměti ukládat všechny, protože 
v tom případě se zrychlení neprojevilo. 
Byla i snaha využít konstantní paměti aspoň v případech, kdy by řešený problém byl tak velký, 
že by se do ní vešel, ale po všech předchozích úpravách se její využití příliš neprojevilo a z toho 
důvodu není proč tuto paměť využívat. 
 
Obr. 5.3 Schéma ohodnocení formule více vlákny 
5.3.5 Ostatní úpravy 
Předchozí odstavce se věnovaly úpravám jednotlivých kernelů. Nyní stojí za zmínku využití technik, 
které byly vyjmenovány v kapitole 3.6.1. S výhodou je využito uložení dat na hostu s pomocí alokace 
„nestránkovatelné“ paměti, avšak alokace typu „Zero-Copy“ již efektivně využít nelze. A to z toho 
důvodu, že práce kernelů s globální pamětí je příliš častá. Tím pádem tento způsob alokace by kvůli 
přenosové rychlosti sběrnice PCI-express aplikaci příliš brzdil. Co se týče streamů, tak ty nelze 
využít, protože na stranu grafické karty kopírujeme data pouze jednou a tudíž nemáme čím výpočet 
překrývat. 
Pro zjištění, zda jsou výsledky GPU implementace totožné s CPU implementací, byly 
vytvořeny ověřovací funkce. Díky nim byl odhalen problém, který spočívá v hardwaru grafické karty. 
Při přičítání rychlosti k pozici částice (přetypování datového typu float na int) dochází k chybě, kvůli 
které nejsou výsledky tak kvalitní (výsledná fitness hodnota je nižší) jako při výpočtu pomocí CPU. 
Architektura CUDA přímo poskytuje funkci pro přetypování z typu float na int, ale výsledek je ve 
finále totožný jako bychom použili přetypování, se kterým se pracuje v jazyku C. 
5.3.6 Asynchronní verze 
Přepsání synchronní verze na asynchronní ve své podstatě odpovídá stejnému postupu jako u CPU 
implementace. Vycházelo se ze základní GPU implementace. Všechny kernely se spojily do jediného 
a díky tomu, že v základní implementaci je mapování ve všech kernelech stejné (jedna částice na 
jedno vlákno), tak po sjednocení kernelů bylo potřeba udělat pouze upravení vyhledání globálního 
maxima, které spočívalo pouze v jednoduchém porovnání aktuální částice s aktuálně nejlepší částicí 
a to s využitím zámků, aby nedošlo k situaci, kdy se tento index přepíše nesprávnými hodnotami. 
Tento zámek však způsobuje extrémní navýšení času běhu aplikace (doba výrazně převyšuje i CPU 
implementaci) a z toho důvodu se s touto verzí přestalo pracovat. Navíc v průběhu implementace se 
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objevil článek [40], ve kterém je tvrzení, že v případě asynchronní verze dochází k nedostatku 
hardwarových prostředků a že maximální počet částic je 64, což je málo. 
5.4 Překlad zdrojového kódu 
Pro překlad CPU implementace byly vyzkoušeny dva překladače: GNU Compiler 4.5 a Intel 
Compiler 12, který je součástí balíku Intel Composer XE [58] respektive Intel Parallel Studio [59]. Po 
překladu na obou překladačích a srovnání rychlostí na stejném benchmarku, byla verze přeložená 
pomocí g++ rychlejší. Je docela možné, že překladač Intelu by byl vhodnější, pokud by se využily 
prostředky, které Intel nabízí (Intel Threading Building Blocks nebo Intel Cilk Plus – obdoba 
OpenMP, Intel Math Kernel Libraries – optimalizovaná knihovna matematických funkcí). Naopak 
nezvládne tolik redukcí výrazů jako GNU [41]. U obou je potřeba myslet i na přepínače. Pokud 
zapomeneme zapnout optimalizaci překladačem, pak běh aplikace bude pomalejší (v našem případě 
to je přepínač –O3). Intelovský překladač nabízí i další přepínače (např. –ipo), ale při jejich využití se 
neprojevilo žádné zlepšení ve výkonu aplikace. 
Co se týče překladače pro architekturu CUDA, tak tam na výběr není. Jediný překladač, který 
lze použít je překladač od společnosti NVIDIA. Při jeho použití je nejdůležitější nastavení výpočetní 
schopnosti grafické karty, pokud toto číslo bude např. větší než je číslo architektury grafické karty, 
pak aplikace nepůjde spustit. Pokud by tomu bylo naopak, pak aplikace nemusí využít plného 
potenciálu grafické karty. V případě, že by aplikace používala funkce/techniky, které jsou dostupné 
od určité výpočetní schopnosti, a toto číslo by při překladu bylo nižší, pak by překlad aplikace selhal. 
V rámci SDK CUDA je distribuován soubor common.mk, který je přednastaven na překlad aplikací 
používající tuto architekturu. S jeho pomocí pak již není složité vytvořit vlastní Makefile, kde se 
nastaví potřebné parametry (především soubory pro překlad a číslo výpočetní schopnosti). Při použití 
tohoto souboru je pak potřeba si dávat na příkaz „make clean“. Tento příkaz totiž zajistí, že se 
smažou veškeré binární soubory a přeložené knihovny z SDK. Proto z vlastní zkušenosti vřele 
doporučuji tento příkaz přejmenovat nebo rovnou přepsat. 
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6 Výsledky měření 
Všechny verze aplikace byly měřeny na stroji s procesorem Intel Core i7 920, pamětí 12 GB DDR3 
1333 MHz a grafickou kartou NVIDIA GeForce GTX 580. Byly použity benchmarky ze soutěže SAT 
Competition9. Z nich byly vybrány takové, které byly vhodné pro měření této aplikace – splnitelné 
formule a ne příliš velké, aby se testy daly změřit v rozumném čase. Počet literálů se pohyboval mezi 
50 a 800 a počet klauzulí mezi 250 a 3500. 
6.1 Parametry PSO 
Nastavení parametrů vycházelo z doporučení autorů algoritmu. Optimální počet částic s ohledem na 
architekturu grafické karty je 256. Vyšší počet částic nemá význam, protože kvalita řešení se 
nezmění. Nicméně za účelem otestování výkonu aplikace je změřena i s vyšším počtem. V gGraf 6.5 
je vidět, že rozdíly fitness hodnot při různých počtech částic nejsou opravdu příliš rozdílné a dokonce 
v případě „1024 vláken/blok“ je vidět, že menší počet částic dosáhne vyšší fitness hodnoty než větší 
počet. I když bychom pro co největší využití grafické karty potřebovali pracovat s co největším 
počtem části, je to pro výsledek aplikace irelevantní, a proto by měl být využit jen efektivní počet 
částic. 
Dimenze a rozsah částic je definován samotným problémem. U maximální rychlosti žádná 
doporučení nejsou, tudíž byly optimální parametry zjišťovány experimentálně. Ve výsledku se došlo 
k závěru, že pokud je rychlost mimo rozsah (-2, 2), pak je rychlost podělena 10. Koeficienty PSO by 
se měli pohybovat od 2 do 4. Po odzkoušení vyšlo nejlépe číslo 4 (i v tomto případě se provedly 
experimenty s hodnotami mimo doporučený rozsah, ale ty však nevedly k lepším výsledkům). 
Počet generací je stanoven na 100 tisíc. Experimentálně bylo zjištěno, že do tohoto počtu se 
hodnota fitness funkce zvyšuje. Pak záleží na „náhodě“ jak se fitness bude vyvíjet dále. V Graf 6.1 je 
vidět příklad vývoje fitness. Tento test nebyl na počet iterací omezen (algoritmus běžel v nekonečné 
smyčce), ale pro ilustraci byla x-ová osa oříznuta na dva miliony iterací. Od této hodnoty se fitness již 
nezvýšila (celkový počet iterací tohoto běhu byl přes 18 mil.), tento jev se vyskytuje nezávisle na 
použité formuli. V tuto chvíli je dobré se zamyslet nad možností, jestli v určitém bodě nejsou částice 
„nasycené“ a již se nepohybují. Tuto myšlenku lze však jednoduše vyvrátit. Pokud si uvědomíme, jak 
se počítá rychlost a pozice (důležitou roli zde hrají parametry výpočtu rychlosti), pak zjistíme, že tato 
možnost je téměř nepravděpodobná. Aby se částice přestaly pohybovat, musely by mít nulovou 
rychlost a nacházet se na stejné pozici jako nejlepší částice. Pokud budou na stejné pozici jako 
nejlepší částice, ale budou mít nějakou rychlost (u pozdějších iterací se např. absolutní hodnota 
rychlosti nejlepší částice pohybuje nejvíce v rozsahu (1, 2)), pak v dalším kroku budou mít alespoň 
některé rozdílné hodnoty. V tom případě pak v další generaci může nastat okamžik, kdy při výpočtu 
nové rychlosti generátor náhodného čísla vygeneruje číslo blížící se hodnotě 10. Tím pádem částice 
dostane vyšší rychlost a od shluku kolem nejlepší částice se odtrhne.  
                                                     
9
 Internetové stránky SAT Comptetition: http://www.satcompetition.org/ 
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Graf 6.1 Vývoj fitness po 2 mil. iteracích 
 
6.2 Analýza algoritmu 
Před diskuzí o naměřených výsledcích je potřeba se zmínit i o složitosti algoritmu. Pro zjištění 
celkové časové složitosti je potřeba rozebrat jeho jednotlivé části. 
Časová složitost fitness funkce je při zvětšování počtu klauzulí ve formuli lineární. Pokud se 
však bude zvyšovat počet proměnných, tak se složitost ohodnocení nezvýší, protože se stále pracuje 
s 3-SAT problémem (klauzule má konstantní počet literálů), takže jediné, co se zvětší, tak jsou data 
pro formuli. Časová složitost nalezení nejlepší částice je lineární (pokud budeme uvažovat paralelní 
redukci, která je použita v GPU implementaci, tak tam je složitost logaritmická), čas aktualizace 
struktury pBest i aktualizace roje se zvyšuje lineárně s počtem částic. Z tohoto tedy vyplývá, že 
celková složitost algoritmu je lineární. Z Graf 6.1 je však vidět, že s fitness hodnotou blížící se 
globálnímu optimu se konvergence zpomaluje. Vyřešení problému nám pak dává složitost 
exponenciální. Navíc algoritmus PSO (stejně jako i ostatní stochastické algoritmy) nezaručuje 
výsledek v konečném čase. 
6.3 Naměřené výsledky 
V této kapitole budou shrnuty naměřené výsledky jednotlivých implementaci a následně pak 
porovnány vůči sobě. Pro zjištění části kódu, které jsou nejpomalejší, bylo použito profilerů 
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(v případě CPU implementace se nakonec využila pouze knihovna PAPI, která nám poskytuje 
veškeré potřebné prostředky pro měření; v případě GPU implementace se použil NVIDIA Visual 
Profiler). S jejich pomocí lze také monitorovat výkonnostní metriky, ale v případě  NVIDIA Visual 
Profileru se to nepodařilo (především chybí metrika „počet instrukcí“, se kterou by šlo lehce porovnat 
výkon GPU verze s CPU verzí – tento parametr nešlo získat ani přes příkazovou řádkou ovládaný 
profiler). Při měření na testovacím stroji vždy profiler zamrzl a profilace musela být ukončena, 
protože celý stroj se stal neovladatelným. 
6.3.1 Měření CPU implementace 
Jak již bylo zmíněno, CPU implementace je měřena pomocí PAPI. Nejdříve byl záměr použít nástroj 
Intel VTune, ale po změření nedává tak jednoznačné výsledky a popis naměřených hodnot je ve 
zkratkách, které jsem nikde nenašel popsané, takže knihovna PAPI se stala jako výborná možnost pro 
zjištění potřebných informací (vývojář ví, co měří a v jakých jednotkách výslednou hodnotu dostane). 
V tabulce Tab. 6.1 je CPU implementace změřena pro tři různé formule. Z tabulky vyplývá, že 
výpočet fitness funkce je nejnáročnější fáze celého algoritmu (hodnota je od ostatních tak rozdílná, že 
musela být použita tabulka, protože v grafu byly v podstatě vidět pouze časy fitness funkce). Pokud 
by měl být algoritmus ještě více vyladěný, pak by mělo význam ladit právě tuto funkci. 
Zajímavé je, že v případě, že se formule dvakrát zvětší (počet klauzulí), tak výsledný čas 
takového problému není dvojnásobný, ale menší (tzn., že dostáváme superlineární zrychlení). To je 
zapříčiněno tím, že kromě fitness funkce se časová náročnost nezvýší. V ostatních případech 
(aktualizace pBest, nalezení nejlepší částice a aktualizace roje) totiž náročnost na výpočet zůstane 
konstantní – velikost roje zůstává stále stejná. Proto při zvětšení problému se jen lineárně zvětší doba 
výpočtu fitness hodnoty, kde se pracuje přímo s formulí. To, že běh fitness funkce také není 
dvojnásobný, je dáno tím, že se zvětšujícím se problémem se podíl režie (smyčka for, OpenMP) na 
práci zmenšuje. 
V další tabulce 6.1 jsou pak shrnuty výkonnostní údaje. Z nich je vidět, že výkon CPU 
implementace není příliš vysoký. A to i vzhledem k tomu, že bylo použito OpenMP. Tento fakt 
zapříčiňuje uspořádání dat v paměti. Díky nezarovnanému přístupu dochází k výpadkům z cache 
a kvůli latenci nižších úrovní paměti je pak nižší celý výkon aplikace. Tohoto faktu jsem si všiml 
příliš pozdě, aby aplikace byla přepsána a všechny experimenty přeměřeny. Pokud by se totiž do L1 
vešla i zbývajících dat, která jsou dále umístěna v L2, případně L3 (v nejhorším případě 7,4% dat 
z celkové velikosti), pak by propustnost paměti byla vyšší a aplikace by se tím pádem také zrychlila. 
Tab. 6.1 Čas jednotlivých fází CPU implementace (256 částic, 100000 iterací) [s] 
Název 50 literálů, 1000 klauzulí 
50 literálů 
2000 klauzulí 
50 literálů 
3000 klauzulí 
Aktualizace pBest 0,470429 0,167423 0,262351 
Aktualizace roje 4,91738 5,3213 4,92929 
Nalezení nejlepší částice 0,0525232 0,0526996 0,0522502 
Výpočet fitness 59,2189 115,62 171,451 
celkem 64,6592322 121,1614226 176,6948912 
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Tab. 6.2 Metriky zjištěné pomocí PAPI (procesor Intel Core i7 920) 
Údaj z PAPI 50 literálů  1000 klauzulí 
50 literálů  
2000 klauzulí 
50 literálů 
3000 klauzulí 
Velikost souboru s daty 9944 B 19864 B 29819 B 
L1 CacheHits 29840M [95.56 %] 54038M [93.434400 %] 75933M [92.6 %] 
L1 CacheAccesses 31225M 57835M 82000M 
L2 CacheHits 507M [14.06 %] 2400M [32.43 %] 4176M [36.94 %] 
L2 CacheAccesses 3610M 7399M 11308M 
Branch misprediction 16,06% 14,40% 13,33% 
CPI 0,97 0,93 0,93 
IPC 1,03 1,08 1,07 
MIPS (jedno jádro) 2735,35 2876,66 2851,95 
MIPS (všechna jádra) 21882.8 23012,28 22815,6 
 
6.3.2 Měření GPU implementace 
Stejně jako v CPU implementaci byly změřeny jednotlivé fáze algoritmu – v tomto případě tedy 
kernely (viz Graf 6.5). Situace u naivní verze je obdobná jako u CPU implementace. Výpočet fitness 
hodnoty vysoce převyšuje ostatní fáze. S použitím sdílené paměti pro uložení částic je algoritmus 
o něco rychlejší, ale toto zrychlení není příliš vysoké (z gGraf 6.5 je vidět, že se aplikaci podařilo 
urychlit cca o pětinu). K výraznému zrychlení však dochází v případě, kdy se pro ohodnocení formule 
využije více vláken na částici (do této chvíli jednu částici ohodnocovalo jedno vlákno). Pro výpočet 
konečné fitness hodnoty (mezivýsledky ze sdílené paměti jsou sečteny do jediné výsledné hodnoty) 
byly vyzkoušeny dva způsoby. Jeden využíval atomické operace a druhý paralelní redukci. 
Překvapivě mezi oběma způsoby není příliš velký rozdíl. Redukce je podle očekávání o něco 
rychlejší, ale toto zrychlení je vcelku zanedbatelné. 
V tento moment už není nejdelším výpočtem ohodnocení částic, ale vyhledání nejlepší částice. 
Pokud bychom tedy chtěli aplikaci ještě více urychlit, přišlo by na řadu ladění tohoto kernelu. Obecně 
totiž platí, že se ladí časově nejsložitější části kódu. Pokud bychom např. v případě naivní GPU 
implementaci začali ladit aktualizaci struktury pBest, tak bychom aplikaci příliš neurychlili (spíš 
vůbec). 
6.3.2.1 Konfigurace kernelů 
Po ladění kódu kernelů přichází na řadu vyhledání nejvhodnější konfigurace jejich spouštění. 
V naivní implementaci a implementaci se sdílenou pamětí byla situace jasná. Při mapování vlákna na 
částice 1:1 pro všechny kernely, bylo pouze potřeba zjistit jaký je nejvhodnější počet vláken na blok. 
Počet bloků se pak odvodil od celkového počtu částic. Experimentálně bylo zjištěno, že optimální 
velikost bloku je 64 vláken na blok. Při testování konfigurací se vycházelo z předpokladu, že 
optimální počet částic je 256. 
Složitější situace nastává v případě, že částici ohodnocuje více vláken. V takovém případě je 
více možností jak konfiguraci nastavit. Přímo se nabízí mít jedno nastavení kernelů pro fitness funkci 
a jiné pro ostatní kernely. Po několika testech se nakonec ale ukázalo, že původní strategie nastavení, 
které se používalo od naivní verze, se zdá být nejlepším. Určení přesné velikosti bloku lze zjistit při 
pohledu na Graf 6.3 a Graf 6.4. Podle nich se zdá být nejlepší velikost bloku 64 vláken. 
Na Graf 6.4 lze také zpozorovat, že aplikace škáluje do určitého počtu částic. Od počtu částic 
se totiž odvíjí celkový počet bloků a vláken. Pokud budeme uvažovat např. 128 vláken na blok a 5120 
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částic, pak na spuštění kernelu na výpočet fitness bude potřeba 5120 bloků po 128 vláknech (celkem 
tedy 655360 vláken; 320 bloků na jeden SM procesor), zbytek kernelů pak bude spouštět 40 bloků po 
128 vláknech (celkem tedy 5120 vláken; v průměru 2,5 bloku na SM – část zpracuje 3 bloky, část 
pouze 3). Nyní se podívejme, jak taková konfigurace vypadá pro optimální velikost bloku – 64 
vláken. Počet bloků pro fitness funkci zůstává stejný (5120 bloků), ale velikost bloku se zmenšil na 
64. Celkový počet vláken pro fitness funkci se tudíž snížil na 327680 vláken. Pro ostatní kernely to 
znamená, že budou pracovat s 80 bloky po 64 vláknech (tj. 5 bloků na SM). 
  
Graf 6.2 Porovnání jednotlivých verzí GPU implementace 
1. verze: využití sdílené paměti SM + ohodnocení částice zpracovává více vláken 
(celková fitness dopočítána pomocí redukce) 
2. verze: stejně jako 1. Verze, ale celková fitness hodnota dopočítána atomickou operací 
3. verze: pouze využití sdílené paměti (SM) 
4. verze: naivní implementace 
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6.3.2.2 Využití zdrojů 
Nyní se můžeme podívat na využití dalších zdrojů. Podle profileru se rychlost přenosu dat pohybuje 
mezi 3,5 MB/s do 5,4 GB/s. Nízké hodnoty jsou dány tím, že se přesouvá malé množství dat. Pokud 
je množství dat vyšší, pak se rychlost pohybuje kolem 5 GB/s. 
 Co se týče využití sdílené paměti, tak to záleží na velikosti bloku. Proto budeme opět 
uvažovat 64 vláken na blok. Začneme u naivní verze. Zde je sdílená paměť využita pouze pro redukci 
pro vyhledání nejlepší částice. Ta pracuje se dvěma vektory datové typu int (4 B), a proto celková 
velikost využité paměti je 512 B (64 vláken * 2 vektory * 4 B).  
V dalším kroku byla zavedena sdílená paměť pro uložení částice. Vzhledem k tomu, že z celé 
částice se načítá pouze pozice, tak jedna dimenze částice ve sdílené paměti zabírá 1 B. Protože ale 
předem nevíme, kolik prostorů částice bude mít, tak je potřeba alokovat dostatečnou velikost. 
Velikost byla zvolena jako maximální možná velikost sdílené paměti vydělená velikostí bloku. 
Podobně je alokovaná paměť i v případě, že formule ohodnocuje více vláken. V tomto případě však 
musíme navíc počítat s alokací sdílené paměti pro mezivýsledky výpočtu fitness (ta je rovna velikosti 
bloku * 4 B pro datový typ int). Pokud bychom alokovali maximální velikost sdílené paměti, aplikace 
by se kvůli této alokaci značně zpomalila, a proto se provádí pouze alokace části paměti. 
Je také potřeba dávat pozor na počet využitých registrů na blok (u Fermi je počet registrů na 
blok roven 32768). Pokud tento počet přesáhneme, pak se data ukládají do lokální paměti, která je 
umístěna v globální paměti, čímž se běh aplikace výrazně zpomalí. Počet registrů pro jednotlivé 
kernely je následující: 
• Výpočet fitness = 64 (velikost bloku) * 16 = 1024 
• Aktualizace pBest = 64 * 19 = 1219 
• Vyhledání nejlepší částice = 64 * 12 = 768 
• Aktualizace roje = 64 * 23 = 1472 
Takže i v případě, že bychom pracovali s největší možnou velikostí bloku, tak bychom stále 
byli v rámci mezí (1024 vláken na blok * 23 = 23552 registrů v nejhorším případě). 
6.3.2.3 Výkon GPU 
I když se nepodařilo s pomocí profileru zjistit výkon aplikace, můžeme jeho výkon teoreticky 
odvodit. Výkon CPU implementace známe a pokud tento údaj vynásobíme zrychlením, pak 
dostaneme toretický výkon GPU implementace. Pokud vezmeme konfiguraci, která nám dává největší 
zrychlení, tak z naměřených hodnot dostáváme hodnotu 4 TIPS10 (tato hodnota však není ani 
teoreticky možná, protože přesahuje maximální teoretický výkon grafické karty GeForce GXT 580, 
na které byla aplikace měřena). Pokud však počet částic nastavíme na 256, pak výkon klesne na 730 
GIPS11. 
6.3.3 CPU vs. GPU 
Jediné, co nám v tuto chvíli zbývá, je porovnání CPU a GPU implementace. V Graf 6.6 je možné 
vidět zrychlení vůči CPU implementaci. V tomto měření bylo záměrně použito většího počtu částic, 
aby se více využil výkon grafické karty. Nejvyššího zrychlení pak aplikace dosahuje při 8192 
částicích. Jeho hodnota činí 173,8. 
                                                     
10
 TIPS = Tera Instractions Per Second 
11
 GIPS = Giga Instructions Per Second 
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Graf 6.3 Vývoj času GPU implementace při různých velikostech bloků 
 
Graf 6.4 Rychlost zpracování klauzulí 
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Graf 6.5 Vývoj fitness pro různé počty částic (GPU implementace) 
 
Graf 6.6 Zrychlení GPU implementace při velkém počtu částic 
 Další srovnání je v Graf 6.7 a Graf 6.8 (od této chvíle se pracuje pouze s 256 částicemi, které 
jsou zvoleny jako ideální hodnota parametru). Grafy porovnávají kvality výpočtu a je vidět, že 
z tohoto ohledu výpočet na GPU zaostává. To je způsobeno numerickou chybou při přetypování, ke 
které dochází při výpočtu rychlosti. V těchto grafech je také vidět jaký vliv má na kvalitu řešení počet 
proměnných. Pokud počet proměnných je relativně nízký, tak obě implementace se k nalezení řešení 
docela blíží. Pokud však počet literálů roste, kvalita fitness hodnot klesá. 
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Graf 6.7 Porovnání fitness hodnot GPU a CPU implementace (stejný počet klauzulí) 
 
 
Graf 6.8 Porovnání fitness hodnot GPU a CPU implementace (stejný počet klauzulí) 
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Graf 6.9 Porovnání doby běhu GPU a CPU implementace (různé počty literálů) 
 
 
Graf 6.10 Porovnání doby běhu GPU a CPU implementace (různé počty klauzulí) 
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Graf 6.11 Porovnání všech verzí na jednom benchmarku 
Nyní, když je počet částic nastavený na rozumný počet částic můžeme porovnat implementace lépe 
(s ohledem na kvalitu řešení). Časy můžeme pozorovat v Graf 6.9, kde je vynesen čas při měnícím se 
počtu literálů. Zde je opět vidět, že čas příliš neroste. Jak již tu bylo řečeno, je to způsobeno tím, že 
stále pracujeme s 3-SAT problémem, tedy zvětšilo se množství dat, ale ne množství výpočtu. Graf 
6.10 pak zobrazuje vývoj času, když se mění počet klauzulí. 
 Na posledním grafu (Graf 6.11) jsou nakonec porovnány všechny verze (včetně CPU). 
Benchmark byl zvolen maximální možný, aby se formule vešla do konstantní paměti, která je využita 
v naivní implementaci. 
6.3.4 Porovnání s jinými aplikacemi řešící SAT 
Na začátku této velké kapitoly byla řeč o SAT Competition, která je soutěží aplikací, které řeší SAT. 
Tyto aplikace však porovnávat s aplikací diskutované v této práci nelze, protože aplikace ze soutěže 
využívají algoritmy vhodné pro řešení SAT problému. Tyto algoritmy jsou oproti PSO daleko 
výkonnější. SAT problém, který je řešen pomocí PSO byl pouze vybrán jako demonstrativní příklad, 
který může tento algoritmus využívat, ne však proto, aby konkuroval ostatním algoritmům. Záměr 
byl, co nejvíce akcelerovat samotný algoritmus PSO, ne však řešení SAT problému. 
6.4 Další úpravy 
Vzhledem k tomu, že aplikace nedokáže vyřešit větší problém, je potřeba se zamyslet jakým 
způsobem by šlo tuto závadu odstranit. Nabízí se možnost využití paralelních rojů. Ve své podstatě to 
znamená, že by aplikace pracovala, jakoby byla spuštěna vícekrát. Po dokončení by se pak vybralo 
nejlepší řešení. Takovéto řešení by pravděpodobně nevedlo k nalezení správného ohodnocení 
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formule, ale vedlo by alespoň ke kvalitnějším výsledkům. Další úprava, která by teoreticky mohla 
pomoci, by zmenšila počet bitů, které by se využily z hodnoty pozice. Tím by bylo zaručeno, že 
ohodnocení formule by se více obměňovalo a tím by se teoreticky zvýšila pravděpodobnost nalezení 
řešení. Nebylo by špatné i vyzkoušet protichůdnou úpravu (vůči té předchozí). V době, kdy již 
aplikace příliš nekonverguje k řešení, by se pozice celého roje přeformoval do většího datového typu 
(např. long int). Tím bychom zmenšili počet prostorů a vzhledem k relativně nízké hodnotě rychlosti 
bychom touto úpravou mohli vnést trochu jiný pohyb částic v prostoru. Pokud bychom však toto 
učinili, bylo by potřeba přepsat celý PSO algoritmus a pravděpodobně i pracovat s jinými parametry 
PSO.  
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7 Závěr 
Tato práce byla zaměřena na algoritmus PSO, kterým lze podobně jako evolučními algoritmy řešit 
složité problémy. Oproti evolučním algoritmům však má několik výhod. Mezi ně patří především 
větší rychlost a jednodušší ladění parametrů (parametrů je méně). 
Na tento algoritmus byl namapován problém rozhodnutelnosti logické formule. Tento příklad 
využití je univerzální, protože SAT problém patří mezi NP-úplné problémy, a tudíž lze na něj převést 
všechny problémy z třídy složitosti NP. 
K akceleraci algoritmu bylo využito grafického adaptéru, který v dnešní době představuje 
obrovský potenciál. Nejen, že dosahuje vysokého výkonu, ale také, v porovnání s clustery, jsou 
výhodnější variantou co do prostoru, peněz i spotřeby energie. Největší nevýhodou však je 
skutečnost, že s pomocí GPU nelze počítat jakékoliv problémy. Pro počítání na grafické kartě jsou 
vhodné problémy, které se dají paralelizovat a které nepracují s příliš velkým množstvím dat (výpočet 
musí převažovat nad paměťovými operacemi). 
Po dokončení CPU implementace bylo potřeba odladit parametry algoritmu PSO. Tento proces 
není tak náročný jako u evolučních algoritmů. Navíc existují určitá doporučení, kterými se dá řídit. 
Nejhůře se ladily parametry maximální rychlost a koeficient rychlosti (hodnota, kterou se rychlost 
podělí). Jelikož většinu rozhodnutelných formulí algoritmus nedokázal vyřešit, byla snaha jej 
nějakým způsobem upravit. Jediné možné místo, kde šlo algoritmus upravit, byl výpočet rychlosti 
a pozice částice. Nejnadějnější pokus spočíval v tom, že podle rychlosti se změnil příslušný počet bitů 
pozice, které se vybraly náhodně. Bohužel však pokus skončil neúspěchem. Kvalita výsledků byla 
ještě horší než původní varianta. 
Po implementaci CPU verze a snaze ji co nejlépe odladit, se přešlo k vývoji GPU 
implementace. Byl zvolen inkrementální způsob vývoje, takže se během něj dalo ověřovat, jestli se 
dosahuje lepších výsledků. Takto tedy vznikly čtyři verze pro GPU. Nejdříve vznikla naivní verze, 
kterou nebylo těžké naprogramovat (vycházelo se z CPU implementace). Z ní se pak vyvíjely další 
pokusy, ze kterých nebyly všechny úspěšné. Do naivní verze se pro uložení částice zapracovala 
sdílená paměť. Tato úprava sice dokázala aplikaci urychlit, ale toto urychlení nebylo tak radikální 
jako v případě, kdy k ohodnocení formule nedochází pomocí jednoho vlákna, ale hned několika. 
Vlákna ukládají své mezivýsledky do sdílené paměti, které následně jsou sečteny do výsledné fitness 
hodnoty. Výslednou hodnotu lze získat buď použitím atomické operace, nebo pomocí paralelní 
redukce. Paralelní redukce je sice rychlejší variantou, ale jen nepatrně. 
V rámci experimentů bylo zjištěno, že s ohledem na kvalitu řešení nelze grafický adaptér 
využít naplno. Pokud bychom zvolili vysoký počet částic, tak sice dosáhneme zrychlení oproti CPU 
implementaci až 178, ale takovýto počet nemá vliv na kvalitu výsledku, takže s ohledem na něj byl 
tento počet snížen na relevantní hodnotu. To se pak promítne i na maximálním zrychlení. Takovéto 
zrychlení je těžké přesně stanovit (pohybuje se od 8 do 34), protože pro různé velikosti formule je 
zrychlení jiné. Nicméně ve všech měřených případech bylo zrychlení dosaženo. Zrychlení by ale 
nemuselo nastat v případě příliš malé formule. V takovém případě by mohlo dokonce dojít k situaci, 
kdy již počáteční inicializace roje je samotným řešením formule (samozřejmě pouze v případě, že 
formule je rozhodnutelná). Během experimentů bylo zjištěno, že algoritmus má superlineární 
zrychlení. Tzn., že při zdvojnásobení velikosti problému se čas na jeho vyřešení nezvýší dvojnásobně, 
ale méněkrát. Je to způsobeno tím, že algoritmus kromě fitness funkce ve všech případech pracuje 
s konstantní složitostí bez vlivu velikosti problému (složitost těchto fází lze zvýšit jedině zvýšením 
počtu částic). Jediné ohodnocení formule se při zvětšování problému prodlužuje lineárně. 
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Závěrem tedy můžeme říci, že algoritmus sice nedokáže vyřešit větší SAT problémy, ale i tak 
je algoritmus velice zajímavým. Navíc není nikde řečeno, že PSO nedokáže SAT problém vyřešit. 
Ještě pořád zbývá několik variant, které by šlo vyzkoušet a možná je mezi nimi ta správná, která 
povede k úspěšnému řešení problému. Tyto úpravy jsou však dalším rozšířením, které lze v budoucnu 
využít. 
Dalším faktem je, že na tento algoritmus lze snadno namapovat i jiný problém než SAT. 
V podstatě by stačilo změnit jen fitness funkci a úprava je hotova. 
Za komentář také stojí, jaký rozdíl je mezi laděním implementace pro CPU a GPU. Podle mého 
názoru je ladění CPU implementace daleko těžší a výsledný efekt není na rozdíl od ladění GPU 
implementace příliš vidět (pokud nebudeme programovat paralelní algoritmy na nějakém clusteru).  
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