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DOTSENT ELMAR REISERS 60 
11. märtsil 1989.a. tähistas oma juubelit Tartu Riik­
liku Ülikooli õppejõud, füüsika-matemaatikakandidaat dot­
sent Elmar Reimers, kes on enam kui 30 aasta jooksul olnud 
õpetajaks meie vabariigi paljudele matemaatikutele, füüsi­
kutele, kuid ka mitmete teiste erialade inimestele TRÜ vi­
listlaste seas. 
Elmar Reimers sündis Gafcsinas. Sõjakeerises sattus ta 
koos perekonnaga Tallinna, kus 1949.a. lõpetas kuldmedaliga 
Tallinna 20. keskkooli. Seejärel astus ta Tartu Riikliku 
Ülikooli matemaatikat õppima, üliõpilasaastail ilmutas E. 
Reimers end võimeka ning teaduslike huvidega noorena, mis­
tõttu prof. G.Kangro valiß fca enda õpilaseks. Peale ülikoo­
li kiitusega lõpetamist 1954.a. sai Elmar Reimersist prof. 
G.Kangro aspirant ning ta asus uurima summeeruvusteooria 
probleeme, olles sellel alal üheks esimestest prof. G.Kang­
ro aspirantidest. Elmar Reimersist kujunes Tartu summeeru-
vuskoolkonna üks esimesi ja olulisemaid liikmeid, kelle pa­
nus selle prof. G.Kangro poolt loodud ning laialdaselt tun­
tud koolkonna töödesse on märkimisväärne. Sellest aga eda­
sises. 
Peale aspirantuuri lõpetamist 1957.a. sai Elmar Rei-
mersist Tartu Riikliku ülikooli geomeetria kateedri vanem­
õpetaja. Kui prof. G.Kangrost sai 1959.a. matemaatilise 
analüüsi kateedri juhataja, siis sai ka Elmar Reimersist 
selle kateedri vanemõpetaja ning 1963. aastast dotsent,kel­
lena ta töötab tänaseni, olles vaid aastatel 1966-68 vanem­
teaduri kohal. Nende enam kui 30 tööaasta jooksul on dots. 
S.Reimers lugenud väga mitmeid kursusi erinevate erialade 
üliõpilastele, on läbi viinud praktikume ja seminare ning 
olnud juhendajaks paljudele matemaatika-üliõpiiastele kur­
suse- ja diplomitööde koostamisel. Selles suures töös on 
dotsent E.Reimersit saatnud heasoovlikkus ja nõudlikkus, 
täpsus ja rahulikkus, tagasihoidlikkus ja pedagoogiline 
takt, aga ka suur lugupidamine oma kolleegide ja õpilaste 
vastu. See kõik on taganud temale suure. autoriteedi nii õp­
pejõudude kui ka üliõpilaste seas. 
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Kõige enam on dots. E.Reimers olnud seotud matemaatili­
se analüüsi õpetamisega nii matemaatikutele kui ka füüsiku­
tele. Ta oli koos dots. S.Baroniga põhiliseks autoriks nel­
jaosalisele rotaprindi väljaandele "Matemaatilise analüüsi 
Praktikum"[l4-,18,21,24] , mis mitmete trükkidena on olnud 
hindamatuks materjaliks väga paljudele üliõpilastele selle 
klassikalise distsipliini põhitõdede omandamisel. Peale dots 
S.Baroni lahkumist hakkas B.Reimers sellele väljaandele oma­
seid metoodilisi ideid edasi arendama ning vastava töö tule­
musena on meil nüüd kirjastuse "Valgus" vahendusena kaheosa­
line "Matemaatilise analüüsi praktikum" [40,41] , mis kujutab 
endast suure väärtusega teost ning kahtlemata annab oma olu­
lise osa matemaatilise hariduse täiustamisel meie vabariigis. 
Dotsent S.Reimers on olnud õppejõud, kes küllalt suurt 
tähelepanu on pööranud õppemetoodilisele tööle. Selle tule­
museks on olnud ülalmärgitud teosed, mitmed teised õppeva­
hendid [28,3?]> ag® ka esinemised metoodikaalastel konve­
rentsidel ja nõupidamistel [36] . 
Erilist märkimist väärib aga dotsent Elmar Reimersi töö 
matemaatika-alaste tööde publitseerimisel. Ta on olnud toi­
metajaks paljudele teaduslike tööde kogumikele, aga ka G. 
Kangro õpiku "Matemaatiline analüüs I" 2. trükile. Selles 
töös on ta aimud hindamatut abi paljudele kolleegidele ning 
olnud nõudlikuks õpetajaks paljudele noorematele autoritele. 
E.Reimersi esimeseks teaduslikuks uurimisalaks oli ha­
juvate ridade teoorias tuntud Cauohy korrutisrea summeeruvu-
se probleem. Keskväärtusteoreemide abil leidis ta täpsed 
tingimused Cauchy korrutisrea summeeruvuseks ja absoluut­
seks summeeruvuseks juhul, kui üks tegurridadest on abso­
luutselt koonduv [1,3]« Seejärel tõestas ta keskväärtusteo­
reemid kahekordsete jadade korral ja lahendas sama probleemi 
kahekordsete summeeruvate ridade korrutise jaoks [2,4]. Need 
tulemused moodustavad tema kandidaadidissertatsiooni [5] põ­
hiosa. 
Seejärel siirdus E.Reimers oma teaduslikes uurimustes 
Tauberi teoreemide üldise teooria alale. Olgu A mingi kolm­
nurkne maatriks-summeerimismenetlus. Kasutades omaloodud 
meetodit leidis ta täpsed ja efektiivsed piisavad tingimu­
sed selleks, et A-summeeruv jada oleks koonduv või summee-
ruv mingi teise mäatriksmenetlusega ' 9]• Koonduvustingimu-
sed ta üldistas ka mittekolmnurksete maatriks-summeerimis-
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menetlustele [23] . Töös [26] võttis E.Reimers kasutusele nn. 
multiplikaatormenetlused, mille abil on samuti võimalik 
tõestada mitmesuguseid tingimusi A-summeeruva jada koonduvu­
seks. Lisaks leidis ta veel sellised Tauberi tingimused 
koonduvuseks, mis sõltuvad vaadeldavast jadast [28l . 
Töödes [26,27,3l] vaatles B.Reimers üldisemat problee­
mi kui seda on Tauberi probleem - nimelt jada ja tema A-
teisendi ekvivalentsuse probleemi. Ta leidis täpsed, aga ka 
efektiivsed piisavad tingimused nende jadade ekvivalentsu­
seks. Saadud tulemustest erijuhuna tulevad välja vaadelda­
vad Tauberi tüüpi teoreemid. 
Ekvivalentsusteoreemide tõestusmeetod laieneb ka kahe­
kordsetele jadadele ja jälle erijuhuna saadud ekvivalentsu­
se tulemusest järelduvad Tauberi tüüpi teoreemid kahekord­
sete summeeruvate jadade jaoks [42] . 
Töödes [10,12,13] võttis E.Reimers kasutusele nn kon-
tinuaalsed summeerimismenetlused, mis on maatriksmenetlus­
te üldistusteks. Avaldades originaalsel viisil mõõtuvad 
funktsioonid arvjadade kaudu, näitas ta, et kontinuaalsed 
menetlused võivad sisalda endas erijuhuna Lebesgue'i integ­
raali. 
Kontinuaalsete summeerimismenetluste omadustest tuleb 
esile tõsta järgmist. Nagu teada ei saa regulaarne maatriks-
summeerimismenetlus summeerida kõiki tõkestatud jadasid. 
Kuid regulaarsete kontinuaalsete summeerimismenetluste seas 
on olemas ka sellised, mis summeerivad kõiki tõkestatud ja­
dasid. Need tulemused kontinuaalsete summeerimismenetluste 
alalt moodustavad tema doktoridissertatsiooni [lb] põhiosa. 
Kahjuks aga meil valitsenud ja senini valitsev bürok­
raatlik süsteem teaduslike kraadide kaitsmisel ei olnud 
ühildatav dotsent Elmar Reimersi tagasihoidlikkuse ja ene­
seväärikusega, mistõttu see küllaltki oluliste teaduslike 
ideedega dissertatsioon ei jõudnud kaitsmiseni. 
Koos Eesti matemaatikaüldsusega õnnitleme dotsent El­
mar Reimersit juubeli puhul ning soovime talle edaspidiseks 
palju loomingulist rõõmu. 
E.Jürimäe,. K.Türnpu 
5 
Tartu Ülik. Toimetised.Уч. зап. 
Тартуск. ун-та, 1989 , 846,6-10. 
К ШЕСТРЩЕСЯТИЛЕГИЮ СО ДНЯ РОВДЕНШ ДОЦЕНТА Э.РЕЙМЕРСА 
II марта исполнилось 60 лет со дня рождения доцента ка­
федры математического анализа Тартуского госуниверситета 
Эльмара Реймерса. После окончания математического 
отделения 
Тартуского госуниверситета в 1954 году он поступил в аспи­
рантуру при кафедре математического анализа, где под науч­
ным руководством профессора Г.Кангро написал свою кандидатс­
кую диссертацию [4], которую успешно защитил в 1958 году. 
Свою педагогическую деятельность в университете Э.Реймерс 
начал в 1957 году. Звание доцента он получил в 1963 году. 
На прот. пении более чем 30 лет педагогической работы 
в Тартуском университете доц. Э.Реймерс читал много различ­
ных курсов по высшей математике доя студентов математиков и 
физиков, руководил семинарами и практическими занятиями по 
математическому анализу, а также курсовыми и дипломными ра­
ботами студентов математиков. Доц. Э.Реймерс уделял также 
много внимания методическим проблемам преподавания математи­
ки в университете. Он написал ряд учебно-методических посо­
бий по математическому анализу [40,41 j и выступал на учеб­
но-методических совещаниях и конференциях <_35j . 
Научные исследования Э.Реймерс начал с изучения проб­
лемы суммируемости ряда-произведения Коши. При помощи тео­
рем о среднем, он нашел точные условия для суммируемости и 
абсолютной суммируемости ряда-произведения, если один ряд-
сомножитель абсолютно сходится [I,3j. Затем он доказал тео­
ремы о среднем для двойных последовательностей и решил та­
кую же проблему для умножения суммируемых двойных рядов | 2, 
4]. Эти результаты составляют основную часть его кандидатс­
кой диссертации [б]. 
Затем Э.Реймерс начал свои исследования по общей теории 
тауберовых теорем. Пусть А - треугольный матричный метод 
суммирования. Пользуясь своим методом он дал точные, а также 
эффективные достаточные условия для того, чтобы А-суммируе-
мая последовательность сходилась или была бы суммируема ка-
ким-нибудь другим методом [9]. Условия сходимости обобщают­
ся им и на нетреугольные матричные методы суммирования|_23] . 
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В работе [2б] Э.Реймерс ввел так называемые мультипли-
каторные методы суммирования, при помощи которых также до­
казываются различные условия для сходимости А-суммируемой 
последовательности. В добавок этому ему удалось найти та­
кие тауберовы условия для сходимости, которые зависят от 
рассматриваемой последовательности [28]. 
В работах [26,27,31] Э.Реймерс рассматривает более 
общую проблему, чем тауберова проблема, а именно проблему 
эквивалентности последовательности и ее А-преобразованной 
последовательности. Он доказал точные, а также эффективные 
достаточные условия для эквивалентности этих 
последователь­
ностей. Из полученных результатов как частные случаи выте­
кают рассматриваемые теоремы тауберова типа. 
Метод доказательства теорем эквивалентности распрост­
раняется и на двойные последовательности, и опять как част­
ные случаи из полученных результатов эквивалентности выте­
кают теоремы тауберова типа для различных сходимостей двой­
ных суммируемых последовательностей [42]. 
В работах [10,12,13] Э.Реймерс ввел так называемые 
континуальные методы суммирования, которые являются обоб­
щениями матричных 
методов суммирования. Выражая оригиналь­
ным способом измеримые функции через числовые последова­
тельности, он показал, что континуальные методы суммирова­
ния 
могут содержать в себе как частный случай интеграл Ле­
бега. 
Из свойств континуальных методов суммирования следует 
указать на следующее. Как известно регулярный матрич­
ный метод суммирования не может суммировать все ограничен­
ные последовательности. Однако среди континуальных регу­
лярных методов суммирования имеются и такие, которые сум­
мируют все ограниченные последовательности. Эти результаты 
по континуальным методам суммирования составляют основную 
часть его докторской диссертации [ 16]. 
Вместе со всеми математиками Эстонии поздравляем до­
цента Эльмара Реймерса с юбилеем и желаем ему новых твор­
ческих успехов. 
Э.Юримяэ, Х.Тюрнпу 
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ТОПОЛОГИЧЕСКИЕ АЛГЕБШ С НЕПУСТЫМ СПЕКТРОМ 
М.Абель 
Лаборатория прикладной математики 
Пусть А - топологическая алгебра (т.е. линейное тополо­
гическое пространство над <Г, которое является ассоциативной 
алгеброй и в которой умножение элементов (как билинейное ото­
бражение А*А в А ) раздельно непрерывно), 3<wA - множество 
всех обратимых элементов в А , - единица алгебры А , 6>
д
~ 
нулевой элемент алгебры А и 
Вр
А
(а)-{ХбС: а - 4- ^'Vv А 3 
- спектр элемента а еА. 
Топологическая алгебра А называется 
а) алгеброй Валбрука, если множество А открыто в А 
и обращение а -»а4 непрерывно; 
б) локально псевдовыпуклой алгеброй (локально выпуклой 
алгеброй), если ее топология определена системой 
непрерывных k^-однородных полунорм при 0 < kA<-. 1 для каждо­
го че£>( (соответственно, непрерывных полунорм); 
в) локально m-псовдовыпуклой алгеброй (локально ^ -вы­
пуклой алгеброй), если она локально псевдовыпукла (соот­
ветственно, локально выпукла) и каждая полунорма fu. удовлет­
воряет условию 
р^СсО. ) 4 для каждых сц d £ Ах, 
г) локально р-псевдовыпуклой алгеброй (локально 
А-(т-псевдовыпуклойУ алгеброй), если она локально псевдовы­
пукла, (соответственно, локально m-псевдовыпукла) и для 
каждого ы , 
д) равномерно поглощенно псевдовыпуклой алгеброй (рав­
номерно поглощенно выпуклой алгеброй), если она локально 
псевдовыпукла (соответственно, локально выпукла) и для каж­
дого а <?Д найдутся такие положительные числа М (о) и N(сО , 
что d^(cul) 4 и 4 Nie) р^Сб ) для всех 
£ е А независимо от полукормы р., • 
2 * 
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е) локально ограниченной алгеброй (нормированной алге­
брой) , если ее топология определена непрерывной р-одаородаой 
нормой при 0 <• pi,!(соответственно, непрерывной нормой); 
ё) р-банаховой алгеброй (банаховой алгеброй), если она 
локально ограничена, отделима и полна (соответственно, норми­
рована и полна). 
Известно (см. ^Ilj , с. 57), что спектр каждого элемента 
топологической С-алгебры А непуст, если 
а) обращение элементов в алгебре А непрерывно 
и 
б) для кадцого элемента q fe АМб^найдется такой непре­
рывный линейный функционал ^ на А , что f=õ -
Так как отделимые локально выпуклые пространства обладают 
свойством б) (см., например, [5*], с. 172), то спектр каящо-
го элемента непуст в тех отделимых локально выпуклых С-ал­
гебрах с единицей, в которые обладают свойством а). Кроме 
того (см. [6], с. 410—411), спектр кадцого элемента локаль­
но выпуклой С-алгебры А с единицей непуст, если она обла­
дает свойством 
(«U для каждого пеА найдется такое число А
а
с€\{о], 
что последовательность ^ а/Х)") сходится к нулю в алгебре А . 
Хорошо известно, что обращение элементов в отделимых 
локально n-ъ-выпуклых алгебрах непрерывно (см. [ill, с. 52, 
[12] , с. 10, или [18] , с. 94) и то, что каждая равномерно 
поглощении выпуклая алгебра обладает свойством («О (см. [13] 
с. 851). Поэтому в таких С-алгебрах с единицей спектр каж­
дого элемента непуст. В дополнение к сказанному выше, о-ба-
наховы алгебры обладают свойством а) (см., например, [17] с. 
Ю, и [18],с. 18), но не все обладают свойством б). Несмотря 
на это спектр каждого элемента непуст и в р-банаховых С-ал­
гебрах с единицей (см. [8], с.201). Кроме того, спектр каж­
дого элемента непуст и в отделимых локально псевдовыпуклых 
<С-алгебрах Валбрука с единицей и с непрерывным умножением 
элементов (см. [19], с. 195, и Li б] , с. 152-153). При этом 
найдутся такие топологические С-алгебры, которые содержат 
элементы с пустым спектром (см., например, [19], с.141-148, 
[9] , с. 75, или [17], с. 44). 
В данной статье показывается непустота спектра каждого 
элемента в отделимых локально псевдовыпуклых t-алгебрах с 
единицей, обладающих свойством (-ч ) , в отделимых локально 
псевдовъ-пуклых ((.'-алгебрах Валбрука с единицей и в полных 
отделимых р-(rri-псевдовыпуклых) (J-алгебрах с единицея. 
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§1. Резольвента элементов в топологических алгебрах 
__ Пусть IN= ^,4,2., 5 , N ••= lO^OiN , !Ы
П 
= (S2-) > Л) и 
= \O^U INN ДЛЯ каждого n е N • Далее, пусть 11 - замк­
нутое подмножество в <С, 4^ = € \ И , = (С <-){«»} , У - линей­
ное топологическое пространство над <Г и С (X., V) - множество 
всех непрерывных ti-значных (функций на топологическом прост­
ранстве X . 
Говорят, что функция ,у) принадлежит классу 
См (€ * \ U , М ) , если 
1) для каждого оь iN^ найдутся функция Dp (<£) <= С(Ч^ , У) 
и для каждого р<ьфункции ^(<f) <ь С(^ * , У), удовлет­
воря ю щ и е  у с л о в и ю  ^  ({) (  X, X х )  =  в  у для ка ж д о г о  Х е  ^ »  
такие, что 
^ (f) (j-1) "= xf Dp.,K:(()(X) + (yu($-)(*,!«) 
для каждого е при каждом фиксированном Д € <1^ц (здесь 
A,(f) =f); 
2) в пространстве V существует предел , 
3) функция g, определенная в некоторой окрестности нуля 
С поля С* равенством 
( AU/X), если 
9IX) — -j ' 
0 I Cim ilVAV если л =-0, 
Х-#о г J> 
определяет для каждого р е lNw функцию IX fqj (которая непре­
рывна в точке Л =- О ) и для каждого pt iN^ - функцию А,^, (у) 
(которая непрерывна в точке л = о и удовлетворяет условию 
1у)(с) = <Э
у
) тайке, что 
D > C X )  -  " £  D p  „ и  ( g j  ( О )  £  +  ^  ( 3  ) ( Х )  
для всех л € 0 (здесь D0 f^j =y ). 
Кроме того, говорят, что функция Ч) принадлежит 
классу ) ^ j ., если 
I) i-i П CN(C"\tl5S) 
IV cb ?N 
2) (5гР)(Х) = в
а 
на ^ , (^(0) - е9 
(здесь ^|-= 555;- <-:щ '• 
Чтобы показать непустоту спектра элементов в топологи­
ческих алгебрах введем следующие обозначения. Пусть А обозна­
чает пополнение отделимой топологической алгебры А( как от­
делимое линейное топологическое пространство), Г*
д 
- взаимно 
непрерывною линейную инъекцию А на всщду плотное подмно­
жество в А , определенную пополнением алгебры А , и Ra -
резолвенту элемента а е Л , т.е. отображение Й
й 
, которое 
на С Xsp^ti) определяется равенством 
Ra ^  '= (»- ->- еА)"! 
Во первых докажем 
Предлоклие, Если выполнено одно из следующих условий: 
а) А является отделимой локально псевдовыпуклой С-ал­
геброй с единицей, которая обладает свойством (<*) 
или 
б) А является отделимой алгеброй Валбрука с единицей, 
то о с £У(<Г*Л , К ) в случае а) для тех a 6 А, при 
котором sp^(a) является замкнутым ограниченным подмножест­
вом в € , и в случае 6) для всех a е А . 
Доказательство. а) Пусть А - отделимая локально псевдо­
выпуклая С-алгебра с единицей, топология которой определе­
на системой е- непрерывных ^однородных полунорм 
при 0< Xy.« 1 для всех <*eö(. Поскольку каждая полунорма р*. 
равностепенно непрерывна на А , то рц о ы' имеет едшст-
венным образом определенное продолжение на Ä", которое 
удовлетворяет условию £Ü (тг
А 
(Ä)) « для каждого ^eõ-( 
(см.., например, £lcQ, с. 129), Легко заметить, что каждое 
продолжение является ^--однородной полунормой на А • 
Поэтому система {р^_ - ;же ö(,\ определяет на А отделимую ло­
кально псевдовыпуклую топологию. Поскольку последовательность 
( t (сх5д'' )и )) сходится к нулю в пространстве А по усло­
вию М для каждых фиксированных элементов Oj&eA , то пос­
ледовательность Qk&rA(& сходится к нулю при любом 
ееЧ . Поэтому для кавдых фиксированных а 1 ь с-А и oi. <l-ОС су­
ществует такое число М„
л 
Ся, t ) > л, что 
(1) 
при всех h fe N. 
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Дальнейшую часть доказательства разделим на две части. 
I) Во-первых покажем, что Су(С\4р
д
(а),Х)для каж­
дых фиксированных аеА и Л/еЛ/. Для этого зафиксируем ае А и 
M&IN , положим = <С\sp^(a)и предположим, что а имеет зам­
кнутый спектр. Тогда открыто в <С. Пусть далее X 6 <1^, 
а(Х> = Й^О"), 
<D„ - fpeC : |р-Х| < >1/(4,1 S-x|)1Г Л'««v 
(где Sx = SQ(X>)- число, определенное условием (О) и 
Dp (~aü 1ч )С^0 = р • 1) 
на для каждого p« (Nw . Тогда D0(vA j = ÕAои 
f^AU(rrV^] ^ ILJ^JT (f4->r A^(a(xrtH> 
+ (м-Л)М~Р (2) 
для всех Z fe /К7, р fc /А/д, и yv & %
я 
, где 
з£,« и и - i  «wOsfHf.-*Гт6и(гГ'«ад*,ы] 
И 
XN(fclP)= f! (Л/4°' 
N P (р-tc)! (N + K + i-pV 
Поэтому 
%(rA"ßx)(v) = ^0р^(Тд
О
R jCx) 4-
4- (p -X)N-P cjP (X,|M) (3) 
для всех pts <lla и ре , где aP = oP 
Далее покажем, что отображение непрерывно на 
, а_отображение непрерывно на к для каждо­
го pe/N . Для этого зафиксируем у>е /ЛГ , f е //V и «се©Г и 
оценим велкцту (/и • Поскольку (по условию 
(I)) для каждых фиксированный"«< е <Э£ , v<s /Л/ и /и^£\ су­
ществует число M^Cv, Х,|к)>0 такое, что 
S^^}X) = р.[г
А
(а(
г)^ «а(ху] < ^ Л,Г)1^ 1^  
при всех 5 е IN , то 
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f u - L ( [ 1 л ^ ( x ,  |u)3 $  
^ l%J^~ ^1 ( М ^ ( о , Х , | ч ) — ( X ^ >  J > p )  
1 (АВД^'Р5 
при M e <С?
Л 
, где 
-(^слр)/^ + ')^ ( 4 )  
стремится к нулю при N —лоо для фиксированных dk , v и р . По­
этому 
йм S. С(|М - X)N~ PjJ (Л, /V,)], = Q (5) 
Л/-у«~ 11 С"') 
для всех w e (СХ при фиксированных &! , -А <ь 'Z^ , t е /А/ и 
ре- /Д/д, . Следовательно, из равенств (2) и (5) следует 
СХЭ : 
- Z ^ :>т <r.-*r\(«ftV*") (6, 
для всех 
П
Р
И 
фиксированных AfcUa» ŽeiNlHpeW^ . В силу 
этого, 
DpCVRjCp) ~DrV ßjM = £ ott)k^ 
для всех Mfc и ре (N^, при фиксированном Ae4trt .Поскольку 
(пс условии) (I)) для каждых фиксированных *fcür и Ле су­
ществует число "> Q т?кое, что 
ры.(т
А
[й(л^ ]) 4 NU(XMSA|^  
при всех '6 е N , то 
Р^ й)р(г
д^ гл
)(
г
\ - 0
г
(г
А
о Ra)t*U .К^рСх)!^ --М** 
при Н€ <£^ для всех фиксированных л с- С[, и р 
где 
'4,р(х) = a.^M*(x)|5;Whл)у (
Г
л) 
и 
I . х (   к +р )  ( \  
£ //Vy , 
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Поэтому 
- Dp CrA о £„ )f>) 
для каждых Л с- и ре //V^ . Таким образом непрерывность 
отображения ß^(rAo^,) на <UC^  для каждого ре /АЛ, показана. 
Остается показать еще непрерывность отображения на у ^  
для каждого ^ . Так как 
-- CDfCvO^-$^
о^йо
у>) 1р££](
г
ъ)Р~н (8) 
при л, |ч & 0}^ и w =4 Л , то из непрерывности отображений 
Dp (Тд с ß<4) на для каждого р€ (N^ сдерует непрерывночть 
отображения ß ft на (У
а
х К^х^х.х); Хег^ДДЯ каждого р е iNJ v„. 
Далее, аналогично изложенному выше, 
(по равенствам (6) и (7)) для всех аеOl , ре^и при 
фиксированном А «е , где 
<UCp,V> .ц.ци/И 
к-о ' 
Поэтому 
/£а ?1<лг> - < 9 >  
для всех А е и
л 
и ре IV^ . Учитывая это и сказанное выше, 
отображения ^  непрерывны на <11
л 
х '^_и удовлетворяют ус­
ловию А,Ч) ^ для каждого уое Ai и 
2) Пусть опять аеЛ и спектр s/r^ (о) является ограни­
ченным подмножеством в С . Тогда существует число М
д
>0 та­
кое, что sp (а) е€;! Xi < ^ .Так как Й
а
(4 /х) - Aa1)'1 
на (2?, = {ХеС: С?<1Х|<Н/М^ и 
{€
Л 
-А<' = X (Ха)к  4. (е„ -ЛйУ<(Аа)Л,  +  1  
для всех А € (Е^ U {03 и N s IN , то 
Т
А
[(Ч - ХаУ] - f ХХСа^) +X^rAL(tA-X«fa^j U0) 
для всех таких X и N , 
Пусть далее 
с^ = {х«с". |Л|< mirt[ i/cais;j), 4 /м
д^
, 
где - число, определенное условием (I). Тогда для каж­
дых фиксированных AeOj^ и =4еOf существует (по условию (I)) 
3 
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число N^W>0 такое, что 
P^ \,[(4-a»)V4) 4 ч.оо»Л(,ж> 
для всех fVe/N . Поэтому 
to" fi. 1>
А
((«*, -ЛлТ') - 5хХ («")] = О 
Л/—) м 1 у к «о 
по равенству (10) при рассматриваемых Л и «<. . Следовательно, 
' fÄ-хсоП = Г*Ч(<) 
, к=о " 
при всех ХеО
л 
, Учитывая это и условие (I), множество 
{Щ^а С (с*, - XaV'J ) : 
является ограниченным для каждого Поэтому 
-ХаУ'} = (II) 
Пусть теперь 
9ftW tV4,l>A)np. \*0 
3ft 1 ©г- при > ~ О д 
на > Õ° и Ор^Ух) - -el^ßv-Лл^ на 
<z>l при всех реМ . Тогда Cfc (л Мо)=-pl^. (&.Р ) при 
ре/К) и Y ^ Г 
р!Се
л
-Х«)-(Р4^  _ jf ryJ (aX)K+\N~Pt fx) (13) 
k - о * - %р у 
при всех pe/N^ и , где 
Ч>0) = f^p)^'(b-Xa)~<"<> c t*'+«+1~P i  
Поэтому 
 >•> +Х"~Ч(*> 1141 
для всех р€ и \ь(0^ , где 
dp„t>0 - -1 х^рК-Ч CK - vr("'V"]. 
Аналогично тому как и выше, для каждых фиксированныхote 
eöt , ХеС^ и КбА/ существует (по условию (I)) число Л^О,Х)> 
>0 такое, что 
$Д
А 
Ш -Xaf(fcH)as ] ) 4 1 
при всех Selb/, в силу чего 
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ß*-(X P^[LW (X) ^ 
'  k — o  '  
для всех фиксированных <*fc<3£ , £е/Л/ ,pe/-Vw и А е , где 
числа ц^и,к: р) (определенные равенством (4)) стремятся к 
нулю при И~>оа. Таким образом, 
<^Ffr*V4(,0e'3)-0 
для всех рассматриваемых фиксированных ot , f , р и Л . Теперь, 
учитывая это и равенство (13), имеем 
Г
А
[(е
А 
- Х*)-(Г-+,У]  £^  ^ (15) 
для всех фиксированных p4/NN, fe/Л/и Ae „ Опять) аналогично 
изложенному выше, для каждого ы.е&1 существует М >0 такое, что 
при всех ve-N. Поэтому (по равентсву (15)) 
для каждых Ле^,<<е(9( 
и 
реА/^, где 
Pv,p = ^K.\$^Pv(^) 
и 'V(^,*) - число, определенное равенством (7). Следовательно, 
о т о б р а ж е н и я  E > p ( < f a )  я в л я ю т с я  н е п р е р ы в н ы м и  в  т о ч к е  Х ~ о  
для каждого ре /Л/
Д( . Опять по равенству (15) легко заметить, 
что 
р^(Ех^(Х)) 4 Ld|p/tv/ IM**-
при всех фиксированных *ec?t , и Л 6-С^, где 
La.,p,M= ±(TNtK,p)A^>^ 
Поэтому 
м = %-. de) 
для каждых фиксированных Л/с-А'и реД^.Такюл образом отображе-
ниянепрерывны в точке МО и &Р ($) = $%• для каждого 
. Следовательно,fnj,X)для каждых фикси­
рованных я6-/1 и А/еА/ . В силу этого при всех а е-А, справед­
ливо 
С
ы 
с (17) 
л/ыы I а 
Поскольку 
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3* 
•^k-V°*> - -г«"«) 
И 
a«<o)" -гтА<ч), 
TO 
7>5У, ^AC ^ Л)О0 ~ «FR (18) 
на и 
(^И)(о) = ^ <M) 
для каждого фиксированного элемента a e А . Учитывая все, что 
представлено вше, справедливоТ
А
°Qae.SfirVsp («),£) при всех 
тех ее А, для которых $ь(а) является замкнутым ограниченным 
подмножеством в С . 
б) Пусть теперь А - отделимая <Г-алгебра Валбрука с еди­
ницей. Тогда множество -УмА открыто в Д. Поэтому sp (<я) ог­
раничено и замкнуто в С для каждого at А (
С
м. [?}* с. 206-
-207). Если, в частности, алгебра А локально выпукла или рав­
номерно поглощенно р-псевдовыпукла, то^ она обладает свойст-
^Пусть А _-_отделимая^локально выпуклая €-алгебра Валб­
рука и а <г А . Тогда 
|i3o/?«(V/A) = - Xc)'1 =6
А
, 
ибо обращение элементов в А непрерывно. Пусть М
я
>0 - число, 
удовлетворяющее условию (ввиду ограни­
ченности спектра), A, ={\e«Tt о<im< vh*S = i4aCva) на 5а. и 
a(ot = е. . Поскольку А отделима и локально выпукла, ее топо­
логическое сопряженное пространство А* непусто 1см..например, 
[53 с. 172). Учитывая это и сказанное выше, »о является 
голоморфной функцией в u = для каждого ее произ­
водные ff» а уК) (•=)=-и! tffc,"") при всех П 6 /м . Поэтому ряд 
Тейлора функции <jp°q сходится в iU для всех сре-А . Значит, 
сходится и ряд T.ip(X«A)h; для всех cfeA* при фиксированном 
Х = Х0 е o«, s 8 силу чего последовательность ((о>.Л ) яв­
ляется слабо ограниченной< Как известно (см., например, [4 j * 
с. 167), слабо ограниченные и ограниченные подмножества в А 
совпадают. Поэтому последовательность f (аЛ
о
у) ограничена и в 
топологии алгебры А . Учитывая это, последовательность^/^); 
сходится к нулю в алгебре А , если fp| > I J,Г, 
Пусть теперь А - равномерно поглощенно р-псевдовыпуклая 
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вом (-=$.) и таким образом теорема доказана, 
Приведем теперь доказательство теоремы для общего слу­
чая* Для этого используем непрерывность обращения элементов в 
алгебре А (см. ^3]|, с. 204-205) и непрерывность отображений^ 
с k определенных на А равенством v4rc\ = afc для 
каждого ас- А. Как к выше в данном случае имеют место равенст­
ва (3), (8), (II), (18) и (19>л_ я в окрестности нуля 
также равенства (12) и (14). Поскольку 
при к,Се IN и Õ\&Uavi 
А ~ М 
при , то справедливы и равенство (9) для каждых Де 
е и р еЛ/^ и равенство (16) для калщого реЩ. Таким об­
разом отображение Dp Сс
д 
= является непрернвным на Ua , 
- непрерывным на Ц(< у <UCkj (см. равенство _(8)), а i)pfo 
и - непрерывными в точке Х=Одля всех .В силу 
этого, С^(С*\«.р
д
<:с'), А) для каждых aeA иД/еА/и спра­
ведливо равенство (17). Следовательно, с 
для калщого a е А . 
§2. Спектр элементов топологических алгебр 
В этом параграфе докажем основные результаты данной 
стаьти. 
Теорема I. Пусть А - отделимая локально псевдовыпуклая 
С -алгебра с единицей. Если, кроме того, выполнено одно из 
следующих условий: 
а) алгебра А обладает своцством (А) 
или 
б) А является алгеброй Валбрука, 
то спектр 5р^ (а) каждого элемента ae А непуст. 
алгебра при o<psl. Тогда ее топология определена семейством 
р-однородавх полунорм {, р* • «-« OiJ. «удовлетворяющих условию: 
для каждого о- е А существует число М > о toe зависимое от 
такое, что р*С«А) 5 М tu ft) для всех te д и *еС{ . Поэтоку 
рл(»к) 4 п* ( t».4) для каждых eveА и «i-e ©f. Учитывая 
это, последовательность (Co/xV) сходится к нулю в алгебре 
А , если lXl>W. 
2
Как известно (см. [19], с. 87, или [14], предложение 
I), отображением, определяемое на А * д равенством uif«, ь)» 
-.ai-1-6cv,непрерывно. Так как vk(с,)»,(«)/*,) для каждых 
ЙСГА при и > л. , то непрерывны на А отображения при г\>,А. 
Доказательство. Предположим, что в алгебре А найдется 
элемент й, , спектр которого является пустым множест­
вом. Тогда 3p^(ö) ограничено и замкнуто в (Г . Поэтому, по 
предложению , , справедливо г
А 
° õ-(<£"] К) (здесь (как и 
выше) А обозначает пополнение алгебры А , а - взаимно не­
прерывную всюду плотную линейную инъекцию А в А). Так как А -
полное отделимое локально псевдовыпуклое пространство над<Г 
то, по теореме Лиувияля для А-значных голоморфных функций 
(см.. fl5], теорема 2) rA о является постоянной функцией 
на . В доказательстве предложения показано справедли­
вость равенства (II) в обеих случаях а) я б). Учитывая это 
и инъективность отображения получаем, что #
л
ГА)=йна С, 
что невозможно. Следовательно, каждый элемент алгебры Ä меет 
непустой спектр. 
Теорема 2. ПУСТЬ ре (О,Q И А - полная отделимая 
-псевдовыпуклая) С -алгебра с единицей. Тогда спектр 
) Нилу , г для каждого элемента а е А, 
Доказательство, В стаье [lj, теорема 4» доказано,, что 
алгебра А является топологически изоморфной строгому плотно­
му проективному пределу &'/и Ai некоторой проективной систе­
мы р-банаховых алгебр с единицей. Этот изоморфизм 
обозначим через § . Поскольку для каждого o.e.А имеет место ра­
венство 
(см. [lj , теорема I в)), где .ftg,обозначаем каноническую проек­
цию в для каждого «е а Ol, и спектр каждого элемента 
р-банаховой С-алгебры непуст, то непусто и множество 
sp. д£§М),Отсюда ясно, что непусто и множество :«) для 
каждого а е А . 
Примечание. Следует отметить, что открытость множества 
3rwA в теореме 16) излишня, если алгебра А локально выпук­
ла, и полнота алгебры А в теореме 2 излишня, есл}1 алгебра А 
локально m-выпукла (см., например, [IIJ, следствие 4.1). В 
статье [2], лемма 2.2а), показано, что в локально oi-псевдовы-
пуклых алгебрах с единицей обращение элементов непрерывно. 
Поэтому, если кроме локально |s-(m -псевдовыпуклнсти) алгебры 
А в теореме 2, она является ©-алгеброй, то теорема 2 непо­
средственно следует из теоремы 16), а если она является рав­
номерно поглощенно псевдовыпуклой, то из теоремы 1а). Оказы­
вается, что существую' и такие полные отделимые ^~(от-псевдо-
выпуклне) С-алгебры с единицей, которые не являются ни ö-ал-
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гебрами, ни равномерно поглощенно псевдовыпуклыми алгебрами. 
Примером таких алгебр является алгебра ССХ) всех С-значных 
непрерывных функций на непсевдокомпактном отделимом локально 
компактном пространстве X , наделенная > топологией, которая 
определена системой {р
к
; р-однородных полунорм, где 3^  
обозначает множество всех компактных подмножеств пространст­
ва X , 
Рк W — SU-P 
=с еК 
для каждой функции «£«С(Х) и ре (0,11. 
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TOPOLOGICAL ALGEBRAS WITH NON-EMPTY SPECTER 
M. Abel 
Summary 
Let A be one of the following topological algebras with 
units 
a) a locally pseudoconvex Hausdorff 6-algebra which has 
the property 
(••><.) for each a e. A there exists а Л^С 4 \0^ such that the 
sequence ((а /X) ) converges to zero in A; 
b) a locally pseudoconvex Hausdorff Waelbroeck С-algebra 
or 
c) a complete locally p-(m-pseudoconvex) Hausdorff С-al­
gebra . 
In this paper it is shown that every element of A has 
non-empty specter. 
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ПРОСТРАНСТВА ГОМОМОРФИЗМОВ ТОПОЛОГИЧЕСКИХ МОДУЛЬ-АЛГЕБР 
А. Кокк 
Тартуский государственный университет 
Изучению пространства гомоморфизмов топологического 
тензорного произведения топологических алгебр и выражению 
этого пространства через пространства гомоморфизмов сомножи­
телей посвящены 
работы многих авторов (см., например, [19, 
38 , 21, 27, 28 , 29 , 8 , 37, 17]), Имеются также работы, в 
которых рассматриваются описания пространства гомоморфизмов 
топологического А-тензорного произведения топологических 
А-алгебр (см, £20, 24, 26] ) и пространства гомоморфизмов 
топологической алгебры, порожденной своими подалгебрами (см»', 
например, [18, 15, I, 22 , 36 , 25 , 34 , 23 , 2 , 6j), В этих слу­
чаях пространство гомоморфизмов реализуется в виде некоторо­
го подпространства произведения пространств гомоморфизмов 
рассматриваемых подалгебр. 
В настоящей работе рассматриваются аналогичные описания 
пространства гомоморфизмов топологических модуль-алгебр. При 
этом многие 
ранее известные теоремы оказываются частными 
случаями полученных ниже результатов. 
В § 1 приведены определения и обозначения, используемые 
в дальнейшем, и доказаны основные результаты настоящей рабо­
ты, описывающие пространство гомоморфизмов из топологической 
модуль-алгебры в топологическую алгебру. Затем, в §§ 2 и 3, 
эти результаты применяются соответственно, для описания 
пространства модуль-гомоморфизмов топологической модуль-ал­
гебры и для описания пространства гомоморфизмов локально 
С^алгебры Фреше, порожденной двумя замкнутыми коммутатив­
ными подалгебрами. 
§ I. Описание гомоморфизмов модуль-алгебры 
Введем некоторые понятия и обозначения. 
Пусть К - поле С или R и А - топологическая К-ал­
гебра, т.е. А - линейное топологическое пространство над НС , 
являющееся ассоциативной IK-алгеброй с раздельно непрерывным 
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умножением элементов. 
Топологическая !К-алгебра В с единицей е
в 
называется 
алгеброй с непрерывным умножением, если умножение эле­
ментов алгебры В непрерывно в совокупности; 
алгеброй Фреше. если на В можно определить инвариант­
ную метрику так, что топология, порожденная этой метрикой, 
полна и совпадает с исходной топологией алгебры В; 
локально m-выпуклой, если топология на В определена 
такой насыщенной системой полунорм 
{fit : v€I), (I.I) 
что tv г, Се-6) = \ и fi^ Cct-lr) 4 ti/iWfaOr) для всех ie I и 
<*,НВ; 
локально С*-алгеброй. если ß является полной комплекс­
ной локально m-выпуклой алгеброй с инволюцией, топология 
которой определена такой насыщенной системой полунорм (IЛ), 
что для всех 8-е в и се I ; 
модуль-алгеброй относительно алгебры А или, коротко, 
(АД)-алгеброй. если 
1) А есть топологическая (К-алгебра, 
2) В есть А-бимодуль, 
3) 0,(5-^ )= (яЛг,)&4 , 6-l1(fr-2a/)=(^ 6-ž)a- и (^а-6-2) = 
= (^ а)(г2 для всех eve А и ,^6-2еВ , 
4) cve-6 = е6а, для всех аеА , 
5) если алгебра А имеет единицу е
д 
, то е/
А
6- = &• = f-eA 
для всех 6-е В . 
(А,1К)-алгебра В называется (A, IK)-алгеброй с непрерыв­
ным умножением, если она является топологической IK-алгеброй 
с непрерывным умножением. 
Пусть А - топологическая IK-алгебра с единицей, С - то­
пологическая IK-алгебра, В - (А,1К)-алгебра с единицей и 
пусть £ - подалгебра алгебры В такая, что с-6 е £ . Через 
Колг(А,С) будем обозначать множество всех нетривиальных 
непрерывных гомоморфизмов А в С , наделннное слабой тополо­
гией, а через Až. - подалгебру алгебры В , порожденную мно­
жеством {cvz : а,е А ? zeZ] . Пусть, далее, fuym, А-
" Рют/(А, К) , Nn= {I, 2,...,tt| для каждого п,6 N 
HAZC= ^om-CA, С) * fu>fn-(ž,C) и 
"V - fTV 
EA-,g](Z П «w/zfcO-Z П X(aj)q(zj) IC=1 ICi 
для всех пар (X, g) e Н
АЬС 
, чисел m, n-^e IN .с «, e IN
  
и 
элементов aje А , zje 2 с k-elN^H j = 1, 2,..., . В 
случае, когда отображение Ae fu>m.(A2.,C) имеет продолжение 
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на замыкание с£
в
А2. подалгебры АI в топологии алгебры В, 
это продолжение будем обозначать через А . Кроме того, через 
A^iC будем обозначать множество тех пар (Л,, g) е HAi£ » 
для которых выполнены условия 
(ос) если числа иг, IN с к, е INm и элементы aj € А , 
zJgž С к,е Nm, , j - I, 2,...,1г
Л 
суть Такие, что
1 
Ш 'Чо ; _ 
Z П a,J zj = ee , 
"•=< Г1 
ТО .1*4 . •. 
I>,§](Z П 0
С 
, 
(р) г(е
д
) = §(е,
в
) 
и 
(у) отображение [>, д] непрерывно на А£ . 
Следующие две теоремы служат основой для различных опи­
саний пространства гомоморфизмов модуль-алгебр. 
Теорема I. Пусть А - топологическая К -алгебра с еди­
ницей , С - топологическая К -алгебра с непрерывным умноже­
нием, Б - (А,К)-алгебра с единицей и Ъ - подалгебра алгебры 
В такая, что 
е 
Ь . Если 
(а) отображение а- —- ае6 непрерывно на А 
и 
(б) множество fu>m,(Ab7C) непусто, 
то кадцый гомоморфизм Ле РимпХА£,С) определяет О, §) е 
е &А£с ' такой» что ^ = [*-» §] и отображение <р, определяемое 
для всех (г, д)е 5
д;ы. равенством (р((Л,§)) = [Л,д] , являет­
ся гомеоморфизмом пространства SAibC/ на Кх$т,(АЬ,С-) . 
Теорема 2. Пусть А - топологическая К -алгебра с еди­
ницей, С - полная отделимая топологическая IK -алгебра с не­
прерывным умножением,В- (АЖ)-алгебра с непрерывным умноже­
нием и с единицей и ž - подалгебра алгебры В такая, что 
б
Б
е 
Ъ . Если выполнены условия (а), (б) и 
(в) подалгебра АХ всюду плотна в В , 
то каждый гомоморфизм А
е 
РимпСВ^С) определяет элемент 
(л,,_g) Е 6
АЬО
такой, что Л = [>,9] , и отображение Ф , опре­
деляемое для всех (>,§)eSA5bC/ равенством g)) = [л,, е>] , 
является биекцией 6
АЗЬ
<^ на Rwv(B,C) , обратное отображение 
которой непрерывно на Ялмп,(В?С) . 
В частности, при вьтолнении и условия 
(г) пространство FVCHTV(AZ,,C) локально равностепенно 
* Через 6g, обозначается нулевой элемент алгебры В . 
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непрерывно) 
Ф является гомеоморфизмом пространства 3
А
£
С 
на fWvCB,C) . 
Доказательство теоремы I. Заметим вначале, что для каж­
дого элемента Fv е Až существуют чтсла N с К/ е IN^ и 
aj е А , Z,*/е Ь с юе и j = I, 2,...,л
л 
такие, что 
tn 
& - z. п w. H=j j=<( 
Для каждого Л
е fum(AE,C) рассмотрим отображения и %
А 
» 
определяемые для всех а>е А и z, е~£ равенствами §
д
(г) = 
= Л(л) и Л.
Л
(а)= А(а.б/^. Поскольку (по условию (а)) отоб­
ражение А
Л 
непрерывно, то пара (А
Д; §л) принадлежит Н дje. . 
Более того, (А
Л
, §
л
) удовлетворяет условиям (А), (Р) и (-у), 
ибо Л = [Л/д,д
Л
] . Далее, любая пара (%, §) из SAit, оп­
ределяет (по условию («/)) на А£ отображение [Л,, §] , ко­
торое непрерывно (по условию (j)), нетривиально (по условию 
(f>)), линейно и мультипликативно. Следовательно, [А, q>] е 
е fuom-(Až,C) для всех (А, 9) е SAbC, . 
Пусть теперь, §4), (Л,2, д2)е 5АЪС и (Х„,§4)*(л,2,§2). 
Тогда для некоторых п,0 
G 
А и za ® ž имеем либо 
[тц7д,,](п,0гв) = ^ (cv0) * 7Vz(ctb) = [>2л SaKcto&e) , либо 
[!Ц, 9JCx0)= §4(х0) * 92(2,О) - §z](z-o) . Поэтому 
fa.«, ^ [A.i? g2] . Итак, отображение tf> (определяемое 
для всех (Ar, 5)6 Зди равенством ip(0, 9)) = [А, §]) 
является биекцией &
А5ЬС на р1от.(А£,С) . 
Далее покажем непрерывность отображения if . Для этого 
пусть Сч>, go) е SAic , элемент ft е Až. и 0 - любая ок­
рестность нуля алгебры С . Тогда 
ITV , 
fv= Z П 
для некоторых m^^elN , a,KJeA » zjež с не IN^, и j = 
= 1, 2,... .н^и в алгебре С найдутся окрестности нуля О*, с 
не М
т 
такие, что О
л 
+ 02 + ... + Ощ, <= Ю . В силу непре­
рывности умножения в алгебре С , найдутся, в свою очередь, 
окрестности элементов A0(a«J) и окрестности 'If J эле­
ментов 90(2,^) такие, что 
< C« - • - <= 0» + n\0(ccj)n0frj) 
для всех К/ е IN-m, . Пусть + 5J и = 
= 90(х^) + R.J , где Зк/ и /?^ - некоторые окрестности 
нуля алгебры С . Положим 
[я-е fiotn/CA,C) : (X-XoXcbbbeSj j 
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пг 
wto 
^ =  Д U e  *^*(£,0 : (§-§0)(zJ)F Rj j . 
Теперь из (Х-,§)е1Д= (1Д, х й^) О SAÄC сразу же вытекает 
П Ua,J)g(zJ)GL 0^+ я<0Cn<J)go(z>J) О е in ) ? 
в силу чего, элемент [x,,g](fv) принадлежит- ©+[Л/
с
, g0](!v). 
Тем самым показано, что для любого элемента Lg А?, и любой 
окрестности нуля ® алгебры С существует такая окрестность 
•У- с 5
Аг
,
е
, пары (я-о, §0) , что 
([^  7 §] ~ L^ e ; С{о]ХЮ fc '•*-> 
для всех (A,, g)eS" , Но это означает непрерывность отобра­
жения TF на SAFCC . 
Непрерывность отображения ip-4 на iuwt(A2-,C) показы­
вается аналогично как в доказательстве теоремы I из статьи 
[б] . Теорема доказана. 
Доказательство теоремы 2 вытекает из теоремы I и из 
следующего предложения. 
Предложение I. Пусть D - топологическая К-алгебра с 
непрерывным умножением, Е - всюду плотная подалгебра алгебры 
D и Н - полная отделимая топологическая К-алгебра с не­
прерывным умножением такие, что множество fwm(E,H) не­
пусто. Тогда кавдый гомоморфизм 03 е fbont (Е,Н) продолжается 
до гомоморфизма õ <= копь ( D, Н) и отображение JX., опреде­
ляемое для всех q е LontCD,И) равенством^ juL(q)= qIE , 
является непрерывной биекцией пространства lotrv(D, Н) на 
Pvotn.(Е,Н) . В частном случае, когда пространство ?ьот.(Е,Н) 
локально равностепенно непрерывно, ц, является гомеоморфизмом 
пространств Fucrm- (D, Н) и Н) . 
Доказательство см. [б] , с. 4. 
Из теоремы 2 вытекают 
Следствие I. Пусть А - топологическая К -алгебра с еди­
ницей , С - полная отделимая топологическая К-алгебра с не­
прерывным умножением,В - (А,К)-алгебра с непрерывным умно­
жением и с единицей и 2 - подалгебра алгебры В такая, что 
£BeZ: . Если выполнены условия (а) и (в), то пара (х,§) 
из Нд£
С 
удовлетворяет условиям (oi), ф) и (-у) тогда и 
только тогда, когда существует гомоморфизм Ae ftotrv (В,С) 
такой, что q- Ali, и l(cv) = Л(ае.
в
) для всех cte А . 
Следствие 2. Пусть А - топологическая К -алгебра с еди-
^ Здесь q|E обозначает сужение отображения § на Е . 
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ницей, С - банахова К-алгебра с единицей, В - локально 
т-выпуклая (А,К)-алгебра с единицей, топология которой оп­
ределена насыщенной системой полунорм (1.1) и ic В - та­
кая подалгебра, что е
в
е£. Если выполнены условия (а), (б), 
(в) и (г), то пространство from,(В, С) гомеоморфно прост­
ранству тех пар (Д,д) е Ндг.с , которые удовлетворяют ус­
ловиям (р) и 
( 6 )  существуют К>0 и i£I такие, что 
m % . m. 
HZ П KK(Z П 
для всех nv, 1г„, e |N , a, J e A , с цеМ, и j = 
I , 2 , ... 9 e 
В заключение первого параграфа отметим, что приведенные 
нами результаты являются расширениями многих соответствующих 
теорем из отмеченных выше работ (см. также [9, 10, 16], [30, 
гл. 12] . [33] ). 
§ 2. Пространство модуль-гомоморфизмов модуль-алгебры 
Пусть А и С - топологические К-алгебры с единицей, 
С(А) - центр алгебры А, В - (А,К)-алгебра с единицей и 
пусть 
fuMTv1(A,C) = {Ле ßv»m,(A70) : A(aA)=ec,j . 
Пространством модуль-гомоморфизмов (A,IK)-алгебры В бу­
дем называть множество 
FU>wvA(B7A) = {Ле ficm^CßjA): А(сц&-п,г) = ацЛШй/г 
для всех СЦ; cl2 е А , frе ß| } 
наделенное слабой топологией. 
Пусть, далее, А - такая топологическая К-алгебра, что 
пространство torn. А непусто, C(Fiom/A) - алгебра всех 
К -значных непрерывных функций на front А , наделенная ком­
пактно-открытой топологией и *9
А 
- представление Гельфанда 
алгебры А , т.е. отображение А в C(fumA) , определяемое 
равенством *д
А
(а)СХ) = Л,(а) для всех а.® А и 71е Рит А . 
Для описания пространства модуль-гомоморфизмов модуль-
алгебры и выражения этого пространства через некоторое мно­
жество непрерывных отображений, нам понадобятся следующие два 
предложения. 
Предложение 2. Пусть А - топологическая К -алгебра с 
непрерывным умножением и с единицей, В - (А.К)-алгебра с 
единицей и Z - подалгебра алгебры В такая, что е,
в 
G 2> „ Ес­
ли выполнении условия (а), 
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(д) 0,2, = z a  для всех GL6 А И Zež 
и 
(е) пространство Рит
А
(А2;,А) непусто, 
то существует гомеоморфизмЧ'"пространства fu>m,A(A£,A) в 
fiom.4(ž? С(А")) такой, что 
m m  
л( z, oifcZ j=z ^(mxzj 
4 - 1  к^ -t 
для всех frve IN , Лe flom,A(A£7 А) и a^e A , 2 с 
K.£INW . 
Предложение 3. Пусть A - такая топологическая С -алгеб­
ра, что пространство fuwtA непусто и В - коммутативная ло­
кально С*-алгебра Фреше с единицей. Если представление 
Гельфанда 
19
д 
алгебры А непрерывно, то существует биекция 
<5 пространства Puom^CA, В) на множество C(fiom,B, fiom-A) 
всех непрерывных отображений kom,B в (vomА . 
Доказательство предложения 2. Пусть if - гомеоморфизм 
Э
А5ЬА на ficmtCAi,, А) такой, что if«X, §)) = [Л.,§] для 
всех (х, §)е 5
аьа 
(if существует по теореме I) и пусть А® 
е FuowA(Ab,A) . Тогда А=[я,§] , где (х,§)= ц>н(Л) и, по­
скольку, (jv, g) е 6
АМ 
, то (по условию (fO) A(z) = 
= xCe-A)§Cz) = g(z.) для всех isi . Ввиду этого, 0x3(2,) = 
= я-ЛСь)й/
А
= A(az) = Л(й/
а
2,я,) = §Cz)ov для всех a-e А , 
х, е В • Значит, дСя.) е С(А) для всех z>ež . Кроме того, 
л-(я-) = Я.(о-)^(а-
а
) = A(cve6) = я,Л(а0")еА= я, для всех ae А 
и, следовательно, для всех я,еА и zež справедливо ра­
венство 
A(ax) = x,(a/)§(2.)= coq(z)= cv((x ° f  
где х - проекция простравнста Н
АЬА 
на Piwn-CZ-, А) . Пусть 
if, = зс ° if-< и V - гомеоморфизм fumi4(ž,C(A)) в fuwn,(ž,A) 
такой, что •v(A)(z)=ACi) для всех Aе fu>tn,4(£?CCA)) и 
z-e ž . Из сказанного выше следует теперь, что на 
fvomA(AZ,,A) существует отображение Y- v"1 • cfi которое 
и является гомеоморфизмом fuwLACA£, А) в fu>m,4(2>,CCA)) . 
При этом 
fw irv m 
А( 21 ЯхЛ J = Z ACa^zJ» z ^(х-ф'ХА)^)« 
К.—-1 fc~l H--I 1 
= £a-*Y(A)(z*) 
для всех nve M и cv^e A f zfcej с к-е М^,. Предложение 2 
доказано. 
Доказательство предложения 3. Известно (см. [12] )» что 
представление Гельфанда ^ коммутативной локально С^-алгеб-
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ры Фреше В с единицей является топологическим изоморфизмом 
В на C(fiomB) . 
Пусть б - отображение fvom-1(A,B) в C(FvonvB, Ръоп-ъА) , 
определяемое для всех Л € Lorn./А, В) и § 6 ост В равенст­
вом <У(ЛХф = д«К , Поскольку - топологический изомор­
физм В на C(fu>m,B), то для каждого ненулевого элемента 
fr-« В найдется gefiomB такой, что §(6-)¥ö . Поэтому 
S(A4)*d(Ла) для всех различных гомоморфизмов , Л2 из 
Körrig (А, В) „ Итак, отображение 8 является взаимно од­
нозначным на вот,,, (А, В) . Легко убедиться и в том, что 
6 является сюръективным. В самом деле, пусть f- s 
EC(FUW»vB, FLOTTVA) - некоторое отображение и пусть т*-
отображение, определяемое равенством f*(d)-d°f для всех 
dz е C(RxwA). Тогда f*s ?Ьсигц(С(Яот-А)? C(LcmvB)) и, 
следовательно, Л = % °f°% принадлежит ^от,4(А; В) „ Теперь 
%(А(и/))=9
а
Сс1/)о^ для всех н.е А и, потому, 
Q: (о)) = °f Х<?) - f(o))(oü) 
для всех ae А , QG Fuifr.-B » Таким образом, d(AXg) = 9 °A = 
= f(§) Для всех ge Fiom-В , т.е. S(Л) = -f . Предложение 
доказано. 
В дальнейшем рассмотрим пространство модуль-гомоморфиз­
мов (А.,К)-алгебры В в случае, когда центр С(А) алгебры А 
тривиален, т.е. С(А) = (cte,A = cc G К] . Справедлива 
Теорема 3. Пусть А - отделимая топологическая К-ал­
гебра с непрерывным умножением и с единицей, В - (А, 0<) —ал­
гебра с единицей и Z - подалгебра алгебры В такая, что 
&
в
е2 . Если центр С (А) алгебры А тривиален и выполнены 
условия (а), (в), (д), (е) и 
(ж) для каждого ое kom 2 найдется гомоморфизм 
Е FVO A(B,A) такой, что для всех АЕА ,Z.E£ справед­
ливо = я-gCz,) , 
то отображение ~ g является непрерывной биекцией 
&опъ
д
(В, А) на Lom.j£ . 
Доказательство. Заметим, во-первых, что отображение 
т : схе
Л 
—- öl является изоморфизмом 'С(А) на К . Чтобы по­
казать непрерывность отображения т- , берем любую окрестность 
нуля О в К . Тогда <0£ = ^  oi е К : | <х| } с @ для не­
которого £>0 . Если ol0 б 0е\[О| , то (в силу отдели­
мости алгебры А ) существует закругленная окрестность нуля 
<У с С (А) такая, что ос0аЛ е ^ • Теперь из а-0'а е & 
вытекает ft£0£ . В самом деле, если <&е-
А
®  и 1сс| » Б , 
ТО (оСа*"4!' 4 , в силу чего 0Lo&A = (eb»et-1 )(cVÜA) 6 /V" 
32 
Но это невозможно, Значит, отображение V непрерывно в точке 
9
а 
И, следовательно, на С CA) . Кроме того, т~"СаО = осе
А 
для всех осе IK . Отсюда ясно, что непрерывно и отображение 
х~* . Итак, т является топологическим изоморфизмом С(А) 
на IK „ В силу этого, отображение с* , определяемое для всех 
С (А)) равенством т*( д) = г»д , является 
гомеоморфизмом пространства Рют.,, (£,, С(А)) на , 
Поэтому м = т* = ¥ (здесь ¥ суть гомеоморфизм пространства 
&ет,
д
(А5Ь , Ä) в Pu3m,4(ž ? С (А)) определенное в предложе­
нии 2) является гомеоморфизмом ftom-д (А£, А) в ftomž . 
Пусть [л - отображение RctwA(B, А) в Pvom.A(Až, А) , оп­
ределяемое для всех А
€ 
вопъ
А
(В,А) равенством <и.(Л) = 
= А1А£ . Тогда отображение fb непрерывно на fu>m-Ä (В, А) 
к, значит, y=cõ°ji есть непрерывное отображение Äxm-A(В,А) 
в fi-om, Ъ „ При этом 
&д(ч|>(ф§)(л))= ^ А(г<Т(^ (#§Жх))) =^ (фд)(х) = &*§(*-) -
для всех сзе piom,.ž и z,ež . Поэтому (Фд)- д ДЛЯ всех 
qs Rx>tu.ž . Далее, по условию (ж) ясно, что if) является 
отображением ^шм-дСВ, А) на кшг Ъ . Но поскольку алгебра 
А отделима, то ip является и взаимно однозначным (по усло­
вию (в)). Теорема доказана. 
Пусть теперь А - локально С*-алгебра Фреше с единицей, 
В - (А,К)-алгебра с единицей и i - замкнутая подалгебра 
алгебры В такая, что а
в
е£ „ Если Б является комплексной 
локально to,-выпуклой алгеброй Фреше и пространство ficmvž 
непусто, то представление Гельфанда алгебры Ъ непре­
рывно (см,, например, [31] , с. 14). Поскольку центр С(А) 
локально С -алгебры Фреше с единицей является коммута­
тивной локально С*-алгеброй Фреше с единицей, то, со­
гласно предложению 3, пространства äjom/4(ž , С (А)) и 
С(Яот. С(А), fiom I) биективны. Далее, если выполнены 
условия (а), (в), (д), (е) и 
(з) каждый гомоморфизм д s гьсгт,., (£ ? С (А)) продол­
жается до такого гомоморфизма А^€ Fuom,A(B,A) , что Л^(ил) = 
= ccg(z.) для всех ае А , z, е 2 , 
то, по предложению 2, биективны и множества ?ЮПЪ
а
(А£, А) 
и 0(A)) . Учитывая теперь то, что каждый го­
моморфизм А е Fiom.A(Až,, А) продолжается до гомоморфизма 
А 
6 R*?m,A(B,A) (по условию (э)), мы получаем следующий 
результат. 
Теорема 4. Пусть А - локально С*-алгебра Фреше с еди­
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ницей, В - (А,К) -алгебра с единицей и 2 - замкнутая подал­
гебра алгебры В. Если В является комплексной локально -ш,-вы-
пуклой алгеброй Фреше, е
Б
е Ъ и выполнены условия 
(а), (в), (д), (е) и (э), то множества fumvÄ(B,A) и 
С( Lom. О(А) , tumv ž) биективны. 
В частном случае, когда В = С(Х,А) - алгебра всех 
непрерывных функций компактного пространства X в С*-алгеб-
ру А , пространство модуль-гомоморфизмов fvotrv^B,А) есть 
нечто иное, чем относительный спектр алгебры В (см.[3, 4] ). 
§ 3. Пространство гомоморфизмов локально С*-алгебры Фреше, 
порожденной своими подалгебрами 
Пусть А - локально С*-алгебра с единицей, топология 
которой определена насыщенной системой полунорм (I.I), и 
пусть i0e I , A/0etam-A такие, что |il0(cv)| & р,£,(я/) для 
всех а/6 А . Через А(<,<,) будем обозначать множество всех 
таких функционалов А на А, что A(Üa) = -I И |A(ct)l ^ P-I(CI-) 
для всех cte А ; а через A(i,,,x0) - множество тех cte А 
для которых я,0(а/)= = и 0^я,(о-)*/1 для всех 
% е fvom, А . Так как для всех я,1 , из A(t0, Я.0) спра­
ведливо 
4 = I ^ о(^ ) = I ^ O(ojicc2)\ 4 fb^ Cco^ z) 4 
<  f i =  ^  ,  
то А(с„, Д,0) . Более того, для всех сц , cv2 из 
A(t-0, А-0) имеем 
2 — | А.0(я^ )| =  Л/р(Я/,,+ tVg)] < fLo ( СЦ + Я/2) — 
^ + f^VoC^) = 2 -
Поэтому и элемент (а*+ cv£)/2 содержится в А(с„, Я/„) . 
Далее, для каждого ve I через Ai, обозначим факторал-
гебт^г А / wie , а через Sc - естественный гомоморфизм А 
на А^. Положив (ас<,(а/))* = Xj,(a,*) и 11^(и-)||= jLi(cv) для 
всех я.в А , заметим (см. [31] , с. 9), что Ai, суть норми­
рованная алгебра с инволюцией, удовлетворяющая для всех 
аеА условию IIii(a)*3Cj,(a,)|| = Цтс^СсОЦ2 . Для каждых tel , 
и сц , а2, ..., а-п, е А через (и.4, cvz,..., oi/n) 
будем обозначать совместный нормальный аппроксимативный 
спектр набора элементов (%•;,(СЦ), , oci(cvn)) , 
т.е. множество тех (оц , , • • • , для которых су­
ществует такая последовательность Xi (av),,.^ с , что 
li^iOOII = 4 («-»О , 
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farv II XiCCaj - Aj e^a-JII = 0 
И 
Kunz II 3Ci (x*(CL; - Ob; £.д))|| = 0 
41-»oo * 6 
для всех j e 1\|„, . 
В дальнейшем рассмотрим некоторое описание пространства 
гомоморфизмов локально С*-алгебры Фреше, порожденной двумя 
замкнутыми коммутатикными подалгебрами. Справедлива 
Теорема 5. Пусть С - локально С*-алгебра Фреше с еди­
ницей, топология которой определена насыщенной системой по­
лунорм (I.I) и которая порождена такими коммутативными ло­
кально С*-подалгебрами А и В , что АПВ . Тогда для 
любой пары (я, 9) из HA6t следующие утверждения равносильны: 
1) существует гомоморфизм А6 Pu>m.C такой, что AIA = 
= я, и А1В = 9 ; 
2) существует ve I такой, что л  е АО) , gе В(Ч) 
и р,((яЛ) = fi-iCaJfiiCЮ для всех я. е А (С, Я.) , 6- е ВО, Q.) ; 
3) существует ie I такой, что не АО) , g е ВО) 
и 6-)= pt/a)+fi<i/lr)для всех аеА(с,я) , N6(i, 9) ; 
4) существуют isI и Л е СО) такие, что А(си) = а,(а) 
и Л(1г) = для всех ct-e A(t,l) , 6-е ВО, <5) ; 
5) существует te I такой, что для всех tv, tn € IN , 
A(c,x) И 6-«,e BO,<>) с je IN*, , к, е IN ^  имеем 
(яСо,.,),..., £(£,), • •, §(lr»v))e hi-• '7 ЬиЗ-
Доказательство проведем по схеме 
2)<== I) =>3) 
О (I О 
4) =>5)<= 4) 
I) ==>2). Пусть A е Кот,С такой, что AIA = TV и 
AI В = g . В силу непрерывности гомоморфизма А найдутся 
К > 0 и tel такие, что I А(С)| i К|н(С) для всех 
с е С . Значит, отображение Л, , определяемое для всех сеС 
равенством А^Сж^Сс-)) = А (с.) , принадлежит (шт. Ci „ 
Учитывая полноту алгебры (см. [13] ) можно утверждать, 
что для всех се С справедливо 
I Л(с,)| = I А^ х^ М)! 4 II X(,(c,)ll = fii(c) 
(см. [5] , с. 50). Поэтому 
fa(aj)fiiCtr) = I Л/(а/)||д(6-)| = I Л(а&)| 4 р/у(а.5-) 4 
дляI всех; „ е АО, О , 6е ß(t, <?) и I г(п)| = |Л<»| ^ • 
lq(8-)l= |Л(6-)1 4 (v; (й для всех я,е А , Š-eB . 
ЗЬ 
5* 
1) >3) доказывается аналогично доказательству 
I )  =>2 ) .  
2) =>4). Пусть t<= 1 такой, что Xs А(л) , о 6 B(t) 
и p,i,(cUr)= |Li,.(n,)|Li,(6-) для всех aeAU, л) , 6- s B(i, ф , 
Как было уже отмечено, Ci является С*-алгеброй и, следова­
тельно , существует изометрический »-изоморфизм Т алгебры 
Ci в алгебру L(H) линейных ограниченных операторов в 
гильбертовом пространстве И . При этом а = 2.ц;н}= 
= T(3Ci(<Lc,)) (см. [14] , с. 265). Пусть tn.,п е IN , Uj, jb«, £ 
s 
С , я.;бА(цг) и B(i,g) с je ВМ
№ 
, «-е и пусть 
irv tv 
я, = П CL; 6-= П Ik 
d ' к.И 
И 
nt fV 
с = 2, et'(а; - е-с.) + Z &,(>*,- е^) . 
« " к,=и1 
Оказывается, что |ц,(с- e,t.)>i . В самом деле, пусть с = 
= TCXf(b)) , ä = T(3t{,(£*/)) , i = Т(зс^(6-)) , = T(x,.(cvp 
И 6-K, = T(%i,(6-J) с je INm, , юе INn, . Так как а« А(0,Л-) 
и 6-е B(t, <^)_ , то 
II5к II = II JccCoWl = ц4 (об-) = f-v^fwXW = 4 . 
Значит, в Н существует последовательность СМ*5.-1 такая, 
что II Fu^ ll = 4 ( 6 > <i ) и 
toila.KUI-'l . 
l-oo 
Отсюда 
Еш, 116ь,(Ь
ь
)#= Krtvjlkfut,)«- \ 
-*DO £ ->ov 
для всех «,€ INh, . Поскольку 
turv IKi - eXUll = О 
t»ob 
(см. [II] , с. 240), то, в силу равенства 
I ||акЦ)11 - II cKLb)ll I ^  11(5,(1-ЖЦ)И & ||(8~b)(fct)l 
имеем 
Curv II Õ,;(MÖ = turu II П/(Ри,)|| — \ 
t-co ' l-oo v 
для всех je INm, . Теперь 
U m  11(5,: - 6,)(Fup)|| = 0 
для всех je Um, . Кроме того, 
Ц|Е(Ц)1Ыи ll(&-5Xfu t)ll& IIE-EU 
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* |ц (е- &) 
и 
т. 
+ ŽIM ис^-юа^п $4=4 
для всех tM . Отсюда ясно, что |ч(с- - О'•* ^ • Согласно 
теореме Хана-Банаха существует теперь Л
е CCI) такой, что 
A(cv)= я(о) , А 00 = для всех .eve А(6, X) , B(t-, д) . 
3) =^4) доказывается аналогично доказательству 
2) =>4). 
4) ==>5). Пусть te 1 
и 
пусть Л е ССО такой, что 
Л(а) = Л,(&) , Л(И= §(6-) для всех cv б A(I, X) , Ь е B(i, Ф . 
Положим A,(xi(c))= Л(с-) для всех сеС . Ясно, что Л,, 
является непрерывным функционалом на С; . При этом 
!Л„(х<,(с))1 = |Л(с)| 4 |1сСь) = 11 Xi(c)|| для всех сеС м 
Л1(%с(<г-с)) = '1 • Поэтому 
С Ä/^Д-ц) у ••• J t * * * J — 
= 
у •.. j Л4 (.ж^Ссь/пУ)7 Aj C&j))j • • • j Aj 
 ^<3 ^ С Cbj 7 " ' '7 Rs/rv 7 7 ' • • 7 ) 
для всех m-, #v G <V j а,-e A(i, 7C) } S-^e B(67g) с j£/Nm, , 
не (см. [321 , с. 257). 
5) => I) см. [7] , теорема 5. 
В заключение отметим, что в случае С*-алгебр эквива­
лентность условий I) и 2) показана в [34] и [35] . 
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SPACES OP HOMOMORPHISMS OF TOPOLOGICAL MODULE-ALGEBRAS 
A. Kokk 
Summary 
Let К be one of the fields iR or € , A and С be 
topological |K-algebras and let PUWTVCA,C) be the set of 
all non-zero continuous homomorphisms of A into С , endowed 
with the topology of simple convergence in A « 
A topological algebra В with identity. eB is called a 
topological (A,IK)-algebra if: 
1) A is a topological IK-algebra with identity &
д 
$ 
2) Б is a A-bimodule with separately continuous module 
multiplications;. 
3) (xJ, 'rz - frz) , (^, 2^)cv= and a-)6-z = 
= ^(cv^) for all я-еА , 8-1?6-£sB ; 
4) &A!r = fr = 6-ax for all HB 
and 
5) (&£.a= &eCl for all C$/6 A 
Now, let С be a topological K-algebra and let В be a 
topological (A,K)-algebra with identity. Moreover, let ž, be 
a subalgebra of В such that the subalgebra Až.- generated 
by the set {ал : cos A , is dense in В . 
In this paper we characterize the space Fu>m-(B9C) = 
In section 1s this space is realized as a certain subset of 
the product space FLOITVCA . 6) x FuomzCb, O) , in sections 2 
and 3, we use this realization to characterize the space of 
module-homomorphisms of a topological module-algebra and to 
determine the space of characters on a locally G^-algebra 
which is generated by two commutative locally C*-subalgebras 
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СИЛЬНАЯ ЕДИНСТВЕННОСТЬ МИНИМАЛЬНОГО ПРОДОЛЖЕНИЯ ЛИНЕЙНЫХ 
НЕПРЕРЫВНЫХ ФУНКЦИОНАЛОВ И ТЕОРЕМА О МОНОТОННОМ *-СЛАБОМ 
БАЗИСЕ 
3, Оя 
Тартуский государственный университет 
I, Пусть X - нормированное пространство и 5ФЦо} - его 
подпространство. Говорят [9 j, что У обладает свойством U 
В X СИЛЕ свойством единственности минимального продолжения 
линейных непрерывных функционалов), если любой элемент ££ из 
сопряженного пространства допускает единственное про» 
донжение j€fX* сохраняющее норму. В [з] было введено и 
изучено сильное свойство U (коротко , свойство SU): под~ 
пространство У обладает свойством SU "в X $ если его ан~ 
нулятор У™™ имеет дополнение в X* обозначаемое через 5 s 
такое
г 
что при всех fsX* ^@0;, 
выполняется неравенство !! § У > У g И . Известно £ 31» что У 
обладает свойством SU в X тогда и только тогда» когда У 
обладает свойством (J в X и существует линейный непрерыв­
ный проектор Р в Xе" о 4
г 
Кег Р=«У-к 
Обозначим через i тождественное отображение из У в X, 
Тогда сопряаенный к < оператор ч* кавдому функционалу fs 
бХ* ставит в соответствие его сужение на У. Введем обоз­
начение 
Если У обладает свойством SU в X» то (см.[з]) дополне­
ние Q в определении свойства SU является единственным, 
причем G =• У* 
В [ 31 доказано 8 что У обладает свойством S U  в X 
тогда и только тогда, когда существует изометрический изо­
морфизм эе из У* в X* такой, что 
У
1
- V J е X*, (I) 
причем 
tlf II И, если X* и (2) 
4-1 
6 
В настоящей заметке устанавливается единственность э£ (см. 
теорему I) и показывают, какими сетями операторов эе может 
быть порожден (см. теорему 2). 
Предложение. Пусть У обладает свойством U в X. Если 
линейный непрерывный проектор Р в X* удовлетворяет усло­
виям 1Р| = У и Кег У-'-, то lm Р •= У* 
Д о к а з а т е л ь с т в о .  С о г л а с н о  в ы ш е с к а з а н н о м у ,  
У обладает свойством SU в X, причем (д = У* в опреде­
лении свойства SU. Поэтому остается показать, что в ка­
честве G из определения свойства 5U можно взять Im Р. 
Рассмотрим ieX*. Тогда f —Pf+ А Поскольку ttPl\— 
— то Il ^  il ^ ||Pf.П. Заметим, что *- i* Pf- Если ||fl! = 
= ИР|11, то в силу свойства (J имеем J = , т.е. 
Итак, II ^  11 > II Pf Ц, если к -ф О. 
Имеем непосредственное 
Следствие I. Если У обладает свойством SU в X , то 
существует один и только один линейный непрерывный проектор 
Р в X* удовлетворяющий условиям ИРII = 4 и Кег Р=У-Ц 
При этом Im. Р =» У* . 
Замечание I. Расширяя терминологию [6], можно сказать, 
что подпространство У единственно разложимо в X , если 
существует один и только один линейный непрерывный проектор 
Р 
в X* удовлетворяющий условиям IIP| = i и Кег Р = У-к 
Банаховы пространства У, единственно разложимы в У** , 
изучены в [63. 
Замечание 2. В [I ] установлены достаточные условия 
единственности проектора с единичной нормы в банаховом про­
странстве X. Из [I] и теоремы Бишопа-Фелпса (см. .например, 
[53, стр. 189) следует, что если подпространство УсХ об­
ладает свойством (J , то в X не существует более одного 
проектора Q с II ($11=1, Этот результат легко выте­
кает и из нашего предложения, так как единственность проек­
тора Р с ИР|| = ^ и Кег Р = У-^ в X* влечет за собой 
единственность проектора Q с !1<311 = У и 1(н£? = У в X. При 
этом в X* такой единственный проектор Р может существо­
вать даже тогда, когда в X вообще не найдется проектора Q 
с ImQ=y. Это так, например, если Х= 4оГ>с:о=' /^ (существо­
вание единственного проектора Р в X* в этом случае выте­
кает из следствия I). 
Непосредственно проверяется, что верна следующая 
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Лемма. Если линейный непрерывный оператор те из У в 
X* удовлетворяет условиям ЦзеУ$. 1 и (I), то Ре act* явля­
ется линейным непрерывным проектором в X* с IIPits'! и 
Кегa t*ae- единичным оператором в У*. 
Теорема I. Если У обладает свойством SU в X, то 
существует один и только один линейный непрерывный оператор 
эе из У* в X* удовлетворяющий условиям \ и (I). 
При этом S4 есть изометрический изоморфизм из У* в X* и 
выполняется условие (2). 
Д о к а з а т е л ь с т в о .  Т а к  как У обладает свой­
ством SU в X I то существует изометрический изоморфизм эе 
из У* в X* , удовлетворяющий условиям (I) и (2). Пусть 
- линейный непрерывный оператор из У* в X*, удовлет­
воряющий условиям !1 И < i и (I). В силу леммы и следствия 
1, »5 <*—»€., -с*. Поэтому, ввиду леммы, ЗС = эе t*»e — 
Пусть теперь У - нормированное пространство, -с обоз­
начает каноническое вложенйе пространства У в У**, а У 
отоядествляется с Im, •с. Через J. обозначим каноническое 
вложение У*1 в У***. Отметим, что jе У"1", fв У*** 
Учитывая и то, что У обладает в V** свойством SU тогда 
и только тогда, когда »У обладает в У** свойством U [3], 
получаем из теоремы I 
Следствие 2. Пусть У обладает свойством U в У** . 
Тогда У* удовлетворяет следующему условию еднственности 
канонического вложения: 
(Е) Если для линейного непрерывного оператора эе из У* 
в У***, выполняются условия 11« US'/ и / - -act* е У-1*, /> _ V'*** - ' ' jSJ , ТО 'et€ — L . 
Если У обладает свойством SU Б X, ТО теоремой I 
паре X, У сопоставляется единственным образом оператор 
Следующий результат дает возможность определить <?е в виде 
предела сети операторов (такая возможность была использована 
в [2] для установления разложимости X* в прямую сумму 
аннулятора У-L и подпространства, изометрически изоморфно­
го У*). 
Теорема 2. Предположим, что не существует более одного 
линейного непрерывного оператора 9t из У* в X" , удов­
летворяющего условиям 11э€|1<Н и (I), Если сеть ( S^) линей­
ных непрерывных операторов из У* в X* удовлетворяет ус­
ловиям sup-ß 113^11$ \ и 
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6* 
^еУ> (3) 
то вышеупомянутый оператор эе существует и определяется ра­
венством 
(9ер(х)=£сm,ß(Sp,p(x) Y^ eX, е У®, (4) 
Д о к а з а т е л ь с т в о .  И з в е с т н о  (см., например» 
'С51, стр. 230), что пространство всех линейных непрерывных 
операторов из произвольного нормированного пространства 2 
в X* канонически изометрически изоморфно (X $ % )*, Поэтому 
мы можем рассматривать сеть ( 5^) в единичном шаре В сопря­
женного пространства (XŠ У*)*, Так как В является Лс-сла-. 
бо компактный (согласно теореме Алаоглу-Бурбаки), то С Sa ) 
обладает в нем * -слабой предельной точкой« которая отож-
дествима с некоторым линейным неирерывню оператором К из 
У* в X* удовлетворяющим условию Ц эе й 4 -j. 
Рассмотрим теперь произвольную * -слабую предельную 
точку сети () „ принадлежащую В » Она отовдествша с не­
которым линейным непрерывным оператором S из У" в X* ä 
удовлетворяющим условию US II5 4. Покажем, что S удовлетвор­
яет условию (I). Пусть подсеть (SAw)  сети •(5А) ж-сла~ 
бо сходится к S . Тогда при всех 'хеХ, ^  е Vй 
( 5'^ Cot) — (Sгрб*), 
значит в силу (3) имеем 
V^- € У* . 
Рассмотрим произвольные ^еХ* и ^ е У Пусть Cj =€*•£. Тогда 
fty) — (Sf xy)=f(y)~ ff)=о, 
так что (I) выполняется. 
Таким образом,'ЭС удовлетворяет условию (I) и» если 
учитывать также предположение теоремы, является единственной 
*-слабой предельной точкой сети ( Е^) в В „ Поэтому CS^a) 
сходится к 9е в * -слабой топологии пространства (X ё У*)*' 
так что имеет место равенство (4). 
Теорема доказана. 
Замечание 3. Пусть Sp = Vp', где (V^) - сеть из теоре­
мы I статьи С 2 ], причем здесь \/ц рассматриваются как опе­
раторы , действующие из X в У » Теорема 2 показывает, что в 
условии (5) из Е23 сходится в действительности сеть ( Vp )
г 
а не только ее подсеть. 
Следствие 3. Пусть У - такое нормированное пространст­
во , чтс У* удовлетворяет условию (Е) (из следствия 2).Ес­
ли сеть (Тр линейных непрерывных операторов в У* удов« 
летворяет условиям 117^  И ä 1 и 
»ViW-M1 vry-v?«y* 
то (Т^ ,) сходится к единичному оператору в слабой 
операторной топологии. 
Для доказательства достаточно в  теореме 
2 положить Х - У** и 5^ J- „ 
2. Полученные результаты можно применять в теории ба­
зисов и шаудеровых разложений. Хорошо известно (см о, напри­
мер, [43., стр„ 621), что в любом банаховом пространстве 
имеет место теорема о слабом базисе; всякий слабый базис 
является базисом» Пусть У - нормированное пространство,На­
помним (см., например,[1 ], стр. 145), что последователь­
ность (%,) в У* называется *-слабый базисом простран­
ства. У*., если (•&„,) ямчется базисом для У* как ло­
кально выпуклого пространства, наделенного #: слабой топо­
логией е
- (У*„ У),, -lue. если для каждого элемента ср. <~ У* 
найдется единственная последовательность чисел (СЦСр.)) , 
для которой 
4 cP* k (v у # е У -
Будем называть *-слабый базис (<2^) монотонным, если при 
всех eeV* и п е N 
" tv 
Il z: ) ekll^. il ^ ii. 
Будем говорить, что в У* имеет место теорема о монотонном 
* -слабом базисе. если всякий монотонный *-слабый базис 
пространства У* является базисом. 
Теорема о монотонном *.-слабом базисе в произвольном 
У*-, вообще говоря, место не имеет. Так например, = 
= (15 О, О, ... ) f -е%— СО, 1, О, О,...), ... образуют моно­
тонный «-слабый базис в пространстве /* — f , В то же 
время 1^, будучи несепарабельным, базисом не обладает (1^ 
не обладает даже шаудеровым разложением (см., например,[II ] 
стр. 494)). 
Следствие 4. Пусть У - такое нормированное простран­
ство 5 что У* удовлетворяет условию (Е}= Тогда в У* имеет 
место теорема о монотонном *-слабом базисе. 
Д о к а з а т е л ь с т в о .  П р и м е н я я  с л е д с т в и е  3  к  
последовательности естественных проекторов, ассоциированной 
с монотонным *<~слабым базисом (е
л
) в У* получим, что 
(е
л
) есть слабый базис в У*. Согласно теореме о слабом 
базисе, («*> является базисом в У*. 
Для получения более конкретного результата, чем 
следствие 4, рассмотрим пространство с0 (Г), где Г «про­
извольное бесконечное множество индексов. Отметим, что в 
%(Г)* £ - слабая ш слабая сходимости последовательностей 
не являются эквивалентными, ибо %(Г) не является прост­
ранством Гротзндика (о пространствах Гротендика см., нап­
ример, в [Б]). Пусть У " подпространство фактор-простран­
ства с0 (Г). (Отметим, что понятия "подпространство фак-
TOp^ipoe-транства" и "фактор-пространство подпространства" 
совпадают 
' •>«., например, [8], стр. 85).) Известно (см., 
напримерД?3, что У есть М-идеал в У", т.е. У1 имеет 
такое дополнение G в У***, что при всех f— е У*** 
АеУ
1
, выполняется равенство II f II — ll^H+ll£!i. Ясно,что 
У обладает свойством SV, а значит, и свойством U в У*", 
Поэтому, в силу следствия 2, У4" удовлетворяет условию (Е) 
и согласно следствию 4 имеем 
Следствие 5. Пусть У - подпространство фактор-прост­
ранства с0(Г). Если в У* существует монотонный * -сла­
бый базис О
п
), то (-е
к
) является также базисом в У*. 
Замечание 4. Все вышесказанное естественном образом 
распространяется на шаудеровы разложения: если У* удов­
летворяет условию (Е) (например, если У - пространство из 
следствия 5), то в У* имеет место теорема о монотонном 
*-слабом разложении: всякое монотонное * -слабое разложе­
ние пространства У* является шаудеровым разложением. 
Замечание 5. Требование монотонности *-слабого базиса 
в следствии 5 (значит, и в теореме о монотонном * -слабом 
базисе) существенно. Например, е( = (1, -4} О, О, ...), 
— i, ~А, 09 О,,,.), ®у=(0,0, -f,-'f, О, О,... образуют 
*.-слабый базис в ^ s е
е
*$ поскольку есть сопряжен­
ная система к базису (-<, О, О,... ), ( 1, -f, О. О, .. „), 
(4,4, -<» О, О,пространства с0, но н е  яв­
ляется монотонным, поскольку для <$.•=(4, имеем 
If ü4C|)e^ii= ll^il« 2S a II g. 11 — 1. Система (-eri_) не являет­
ся базисом в ^ , так как а ("1, 0,0,...} не принадлежит 
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замкнутой линейной оболочке системы («*.) (последний 
факт ясен из того, что для функционала Fe^ , Ff§ k)=53 
имеем = и FCeh.)=0 при всех и. ). 
Пусть У - банахово пространство. Известно (см..напри­
мер, till, стр. 476), что существование базиса в У* влечет 
за собой существование базиса также в У . В то же время 
проблема 13.2 а) из [10], стр. 151 (см. также [II], стр. 
521) - обладает ли У базисом, если У* обладает *-слабым 
базисом? - остается пока нерешенным. В силу следствия 4,эта 
проблема решается утвердительно для У* со свойством (Е) 
при дополнительном предположении о монотонности * -слабого 
базиса. Последний результат не вытекает из ранее известных 
результатов, что вышеупомянутая проблема решается утверди­
тельно в случае 
*-слабого шаудерова базиса (см. ПО], стр. 
155), а также тогда, когда У является сепарабельным (см, 
СИ], стр. 476). В самом деле, этот результат применим .нап­
ример, к монотонному *-слабому базису в не являю­
щемуся * -слабым шаудеровым базисом, который описывается в 
примере 14.1 из [103, стр. 153, а также к несепарабельному 
У= с
д 
(Г), где Г - несчетное множество индексов. 
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SO'RONG OHiqUBHBSS OF MINIMAL EXTENSION OF LINEAR CONTINUOUS 
JUNCTIONALS AND MONOTONE WEAK" BASIS THEOREM 
B. Oja 
S ummary 
Let X be a norated linear space and УсХ be a linear 
subspaeeo We shall say that У has the property SC/ (strong 
uniqueness property) if its annihilater У-* is complemen­
ted in X* by a subepaee G such that whenever g. S G and 
A еУ"Ц{-0} then ß-U>U^,U. In 131 we have proved fchat У 
has the property SU if and only if there exists an iso--
metrical isomorphism '2€ from У* into X* such that 
f-'aeflyey-'- V f e X* (1) 
and 
llflt>li||yii if j б X* and 
The following main, results deal with the uniqueness 
and the construction of , 
Theorem 1. If У has the property SV then there is 
o n e  a n d  o n l y  o n e  l i n e a r  c o n t i n u o u s  o p e r a t o r  :  V й X  *  
which satisfies ll'3tll<.4 and (1)» 
Theoram 2<. Suppose that there is not more than one li­
near continuous operator 5€; У*-*Х* which satisfies ||®ej|^  'f 
48 
and (1). If there is a net (5^~) of linear continuous ope­
rators from V* into X* satisfying ЦIU4 and 
Vt^eY, Vpy* 
then the operator Я€ exists and is defined by 
<5*^X«) = (S^)Cx.) VaceX, V^eV* 
Let О*,) be a weak* basis in X#. We shall say that 
C^n.) is monotone if for every f — w*- fon. ŽT <г
к 
e X* 
we have ^ 
Il ^  altelc 4 ^ И f Ü (n*4, 2,.. 
k«i v 
From theorems 1 and 2 it follows that every monotone weak* 
basis of X* is a basis of X* if X has the property SU 
in X** (of. corollary 4). 
7 
Tartu Ülik. Toimetised. Уч. зап. 
Тартуск. ун-та, 1989, 846,50-60 
О СТРУКТУРЕ ПОЛЕЙ Л-СУММИРУЕМОСТИ МАТРИЦ 
Т. Лейгер 
Тартуский государственный университет 
Теория суммируемости с заданной скоростью -х (коротко, 
•X-суммируемости), основанная Г.Кангро [2, 3, 4], имеет 
важные приложения в теории приближения функций, тауберовых 
теорем и других областях математического анализа. Примене­
ние методов функционального анализа к изучению проблем А-
суммируемости обеспечивается наличием в поле -х-суммируе­
мости матрицы А линейно-топологической структуры (см. 
[3]). Целью настоящей статьи является дальнейшее изучение 
структуры сд. Следуя идеям теории "обычной" суммируемости, 
определим и исследуем т.н. отличительные подпространства в 
С
А -
Изучение отличительных подпространств поля суммируе­
мости с
д 
началось в 1952-ом году в работах Виланского [61 
и Целлера [13]. С тех пор эта тематика находится в центре 
внимания общей теории суммируемости, ибо она связана со 
многими существенными проблемами суммирования (например, 
заменимость, совместность и совершенность методов суммиро­
вания). Подробное и систематическое изложение этих вопросов 
имеется в монографиях Бооса С 7] и Виланского [II]. 
Отметим, что все доказываемые ниже результаты об отли­
чительных подпространствах в Сд имеют соответствующие 
аналоги в теории "обычной" суммируемости. Их можно найти 
в указанных выше монографиях, а также, например, в [91. 
§ I. Основные понятия и обозначения 
I. Пусть Д:=(й„
к
) - бесконечная числовая матрица. 
Для числовой последовательности х=(х
к
) обозначим* 
 ^v\, 1 — (nt IN), 
Коротко обозначается 2-K,u. В настоящей статье 
IN : = {0, 1,1,... 5 . 
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Поле суммируемости 
С
А ••= Ix-U.) : 3 
матрицы А является FK-пространством, топология которого 
определяется семейством полунорм 
-р
п
(х) ••= lxni + *ujpm I akKxK 1 (nfclN), (I) 
pA(x) := , 
а ^бс
д
' в точности тогда, когда 
(^Х) — |Ч.+ 5^ 1«. it + (х  ^'-fi) > 2^) 
где £:=•(?„) 6 { и Л:=(с<
к
)6CAf (CI21). Матрица называет­
ся консервативной, если 
С
д 
о С : = ix = (х
к
) 1 3 tiw Kxk = ! I 1 , 
Пусть е
(к)>
.= (5"
к
(,) £ с
д ; это значит, что существует 
U*w ^  а
ик 
= 
1 
а
к 
(«in). При изучении структуры поля суммируе­
мости е
д 
важную роль играют следующие т.н. отличительные 
подпространства: t 
= |Х£С
Д 
•' 
ряд Ž.K акхк сходится ^ , 
Ад 
= 1x61
Л 
= 
А
д
(х)=0}, где Д
А
(х) Ь
к
а
к
х
к
, 
lA - {xtcA • ряд LkI,vvTnahKxK сходится для tfcEi, 
Вд 
= 1хес
А 
= 1 ^-к=0 i ^ 00 I, 
Fa = IX6C A  S ряд !LK xK^ (e<k)) сходится для ^е(1д i, 
ч 
-1^Fa: f IX) = Z>kXK|(eu>) для ^ е САI, 
^д 
- {xfc с
д 
- X = lKxKetk) в FK-пространстве Сд] . 
Известно (см., например,[91), что 
SAC Ч = Ч П ЛА С  WA ® <u.> = FA = L AnlAC L a= ßAl 
где 0> - одномерное подпространство, определенное эле­
ментом iLе Г
д
. Очевидно, х е В
д 
в точности тогда, когда 
отрезки 
х
12
""
3 
. = (х0, , х^, 0, 0 , . . .  )  (vwfclN) 
^Через X' обозначается сопряженное пространство тополо­
гического векторного пространства X. Далее, [••= ix= (х
к
) : 
<°"j. Для множества Ь последовательностей обоз­
начается Е 
:
-{х=(х
к
): ряд Z.KžKxk сходится для г fe El 
И Б
15:-- \x~U^) 5-
к
"о 2.
К
Х
к
\<=о ДЛЯ 2 Е Е i . 
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з 
ограничены в с
д
. Другими словами , В
А 
= iСд)
д6 п СА. 
2. Пусть X:- lAK), 0<xKt«>. Последовательность х 6 с 
называется А-сходящейся, если существует предел (А.М
к 
где |Ь
К 
1 =• Х
К
(х
К
-1) (кьIN). Множество с* всех X-
сходяшихся последовательностей — В K-пространство с нормой 
Их И • = , а СЛ П С
ь 
суть его замкнутое 
подпространство. Заметим, что последовательности е'*' (к&М), 
е
х
. = (VxK) принадлежат схпсс, а е •• = Ц, 1,... ) б СЛ\ с,. 
Дая матрицы А поле X-суммируемости 
С д
:
= { х 6 С
д
:  3  U w v
  
fnLx) =•• *£<.*> ] , 
где : = xn(yn--v^) (hfeiM) является FK-пространством, 
топологию которого определяют полунормы (см. (I)) и 
/р*(х) ••= l^ll. 
Функционал ^ принадлежит е
д
' в точности тогда, когда 
|("х) = + [у + ci
п 
у «.(*) + ZKtKxk (3) 
где di-(cih)6^ и i-. = (tK) 6(Сд)^ ([33). 
Матрица А называется Л-консервативной, еслис
Л
сс
д
, 
Для ^-консервативности необходимы и достаточны условия 
I) е б с.д} 2) ZKlaKl/xK<=o, 3) матрица 0i-~(o<,nll) с 
^ (к,к е iM) 
^ к 
консервативна (С31, лемма 3). Так как для консервативной 
матрицы !Х существуют пределы 
сС
к
>= Шп
н
о<,
ик 
(kfcIN), «, &^
п
Ъ
к
оО
пк 
, 
а 5_
к 
(см., например,[И, стр. 13), то можно опре­
делить -х (&)••= <х, -ZKo(,K. При '"х(6() = 0 Х-консервативная 
матрица А называется Х-конулевой, в противном случае — 
X -корегулярной (С31, определение I). 
В дальнейшем для матрицы А будем предполагать, что 
tiwzipcuv{е1"': k6In}—ч>с Сд. Это значит, что существуют 
пределы <Х
К 
и <х
к 
С k e IN). 
§ 2. Подпространства и Вд 
При применении методов функционального анализа к исс-
^ Через X . „ обозначается множество всех последователь-
— А° _ Х, 
ностей, отрезки которых ограничены в I- к-пространстве X . 
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ледованию проблем суммируемости наиболее эффективным инст­
рументом служит общая форма (2) непрерывного линейного 
функционала в с
д
. В связи с этим важно знать» для каких 
х. Е с
А 
во втором слагаемом 21 можно изменить 
порядок суммирования, т.е. когда выполняется равенство 
при всех Xet. Оказывается (С91, лемма 4.2), что для 
этого необходимо и достаточно, чтобы х б LA . 
Исходя с аналогичных соображений, определим для мат­
рицы А подмножество 
LXA := {ХЬСД : РЯДЫ 
и. 
сходятся и равенство 
л* 
к 
 ^cL 
к 
<ч, х
к 
= 2—  ^*с (б) 
выполняется для всех d е I } . 
Согласно этому определению, из условия хе Lxft вытекает схо­
димость ряда 2-|<йкхк. Поэтому сходится и ряц 2LKo(.„Xft* 
( 5LK <ХККХК - 2LKaKXK), откуда в силу условия ArtT 
следует, что LKahl(XK- Z^x,^ 0. В итоге 
LA - с 1
А 
- (7) 
Наряду с Lxa будем рассматривать подпространство 
Вд ' ~ i х ^ сд • /VU-p„f  m I 2_к = 0 ^k^-rvk *к i < 00 j , 
Легко убедиться, что отрезки х
Ст3 (to EIN) последова­
тельности х ограничены в С
А 
в точности тогда, когда 
<Мл
-р»и рА f-xc,v>') < •*>, т.е. когда 
И., Пг ' 2L 
к  
= I) * к хк ' , ' = 0 лк.Х
к
1 ^ < 00  . 
Таким образом, 
(^)дв Л = Вд 0 i(aK)f. СБ) 
Установление соотношений мевду подпространствами L4 
и 5 A мы начнем с доказательства включения 1_ХД с: ВА. Дяя 
этого докажем следующее более сильное утверждение: если ряд 
(5) сходится при всех ett £, то х е В
А 
. 
Рассмотрим в В К-пространстве I (функционалы 
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 ^**V ^   ^  ^К -3 О € IN ) . 
Тогда e l' и 
ll w^ll =• ШМъ 1 l-K^o ^Гч^-кк Х»Л tv« € IN). 
Последовательность (|m) сходится всюду в I, поэтому 
11^11= 0М), т.е. х е 6д, • у 
Из включений LXA с. ВА , LA с 1Ас {(аД и равенства 
(8) следует, что 
LXA с (са\В П сА с ВА - (9) 
Теперь докажем включение 
в>1, ' 1-Л. но) 
Дня хе.ВдП1
А 
обозначим 
U.NM •• = 2_К = 0 ХКО<,У,К ХК (W,VN Е IN). 
Согласно определению Вд существует такое число М>0, что 
lu.hmt sM tn.vnelN). Перейдя в последнем неравенстве к пре­
делу в процессе m —> «>, получаем неравенство 
1 xK<x^Kxk 1 4 М Ы е IN) , 
из которого вытекает сходимость рада (4) при всех (let. Вви­
ду равномерной по м сходимости рада 2_
ч 
с1^и.
пт
, отсюда 
следует, что 
и, ^  л ^'К ^Ик * к — и ^ и. ^' t v v  m ^  n m 
— ^ ^ u. 
А ^
 = Ö 
Таким образом, х е. LXA . 
Из включений (7),(9) и (10) следует 
Предложение I. Выполняются равенства 
LxA = вх
А
ат
А 
= в^ аДд. 
х 
Из предложения I вытекает, что при а
к 
= О (<е IN) LA 
= «Uoc> = в>. 
§ 3. Подпространства FA и WA 
Для матрицы А положим 
1д - [х 6 Сд •• РЯД 5^к к*«.** сходится i , 
5  ^
rX1:'= 1хе1д : Гд(х) - о], где 
Рд1=|х&с^: ряд Z.KxK|(e(k1) сходится для 
^ 6 сх'} 
Wi«= {xfc FA ; f(x)=lKxKKl) для ^ е с*']. 
Ясно, что Гд С ( С д)
АВ
ПСд с В д .  Далее, вследствие монотон­
ности РК-
ТОПОЛОГИЙ и 
включения Сд с с
д 
имеем FA с Fft с 1д. 
В итоге 
Пусть |е тогда из (3) следует 
|(etK)  = 1г а
к 
+ txKo(,K + Zarto(.KX,.o<,nK+iK (kein). (II) 
Для каждого х е L'\ учитывая (6), имеем 
^-1Е Х
К ^
(Е'К)) = к. 2JkQ.kXk + £ Ž-KXK ^-KXK  
^ Х
К
-Ь
К
Х
К 
- 4л. ^  4*  ^ Х^ О^ Х^  5-Ахк. 
Таким образом, ряд 5L.k xK*Ve<;ic)) сходится в точности 
тогда, когда сходится ряд Х-
к
Х
к
Ж
к
х
к
. Мы доказали 
Предложение 2. Выполняется равенство FA=LAOlA. 
Рассмотрим теперь подпространство WA. Так как <у( 
6 СХд , ТО ДЛЯ X 6: \л/д 
j^L(x) = %.
л
х
к
у.(е.м) = I_KXK*kxK , (12) 
следовательно, WA с Гд1. Таким образом, 
W£ 
С 
FXNRAXL Е LXANRAXL. 
Обратно, пусть xeLAf\fA'L, тогда справедливы равенст­
ва (б) и (12), а Дд(х) =0 в силу включения (7). Поэтому 
fcx) = fi Q- I(XK + Е. 2_кХкс(г^Хк •*" « ПЦ+Х-К^ЦХК 
= 1_
к
х
к^
е""), 
т.е. xeWA. Итак, справедливо следующее предложение, кото­
рое было доказано Г.Кангро (С 31, теореме I). 
Предложение 3. Выполняется равенства 
w 
А 
= LxnrAxl - fa а г£\ 
Отметим, что так как функционал Г
А 
определен в точ­
ности в подпространстве IA ( то cocti-m Гд"1"^  1 в 1 \ , 
т.е. I* = Гд^Ф <v>, где V 6 I
А 
. Из предложения 3 вы­
текает, что 
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FAX = WAX @ <V> , ve RA\ (13) 
§ 4. -X-конулевые .и х-корегулярные матрицы 
Пусть А — л-консервативная матрица, т.е. с
А
. 
Сначала заметим, что в этом случае е
х
е LXA, В самом деле 
в силу консервативности матрицы ©I, 
1 £ - Л о « ' и к 1  5 1  2 -
к
\ о ь
п к
\  = 0 ( 1 ) .  
(см., например,[I], стр. 13), т.е. ех£ В
А
. Далее,извест­
но С С 33 а лемма 3), что при XKt oo 
а
х ™  1и м
п  
Ц
к  
а
к к
/ х
к  
=  2 L K a K / x K ,  
значит, е
х
е Ад, Согласно предложению I, е Lд, Сле­
довательно, 2х& V/д в точности тогда, когда ех е 
т.е. когда (ех) = 2,
к
об
к
. С другой стороны, у(«х)-ос. 
Таким образом, е
х£ WA в точности тогда, когда <х(90 = 0. 
Мы установили следующий результат, впервые доказанный Г. 
Кангро (133, следствие 3). 
Предложение 4. X -консервативная матрица А является 
X-корегулярной в точности тогда, когда ехф, WA в сх. 
Из предложения 4 и равенства (13) следует, что для 
X -корегулярной матрищ А выполняется 
FA = WA ® < ех> . 
Известно (см., например,С.II], гл. 14), что для неко­
торых матриц-А (в частности в случае f-"A + WA) коэффициент 
|м. в (2) для каждого .?£ Сд в отличие от остальных коэф­
фициентов 1
п 
и <х.
к 
, определен однозначно. Это свойст­
во матриц, связанное с различными вопросами суммируемости, 
изучалось многими авторами ([6 , 10] и др.). В теории X-
еуммируемости в роли |ч выступает коэффициент t в предс­
тавлении (3). 
Предложение 5, Если Г
д 
+ WA (в частности, если А 
является X-корегулярной), то коэффициент Е в С3) для 
каждого |с Сд' определяется однозначно. 
Д о к а з а т е л ь с т в о .  Е с л и  и з  ( I I )  в ы р а з и т ь  
4
К 
и вставить в (3), то для |'б е х' получим 
f t x )  ~  f i y  +  E y « )  +  Z . n c l K X K  ( H - K a n k x K - - v | )  
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+ J_KL|(e ) " ^к&к- ž-.h.ct-K^K^WK; 1 хк • 
Отсюда для x £ Гд , учитывая предложения 2, заключим 
fix) = tvAÄ(x) + е,Гд(х) + 1кхк^ ем). (14) 
Пусть Гд = Vx/д $<v> с V б Рд\ ^ обозначим d••= ГдМ^О. 
Из (14) следует, что 
I = ^  Cfivj - LKvK|(€°"^ - tv ЛАМ. 
О ^ § 5. Подпространство г
д 
При описании множества совершенности с в поле сумми­
руемости Сд консервативной матрицы А видную роль играют 
функционалы |е с ' feytyt з с . Оказывается, что при 
"х(А) ¥= 0 для таких в представлении (2) |ч = 0. Исходя 
из этого, Виланский СсмДП], гл. 15) назвал такие функцио­
налы пробными функциями. Подпространство 
•' = \х 6 ' |(х) = 0 для всех пробных функций ^ \ 
содержит L. , а при 'х(А) = 0 совпадает с с. 
Принимая во внимание сказанное, дадим следующие опреде­
ления. 
Функционал vj?6. будем называть Л-пробной функцией s 
•если Ы.кIэкр и I- О Б некотором его представлении(3). 
Множество всех -Х-пробных функций обозначим через Тд . 
Положим 
f =  { * £ Са :  ? С х> = 0  ^  f £ Та 1, 
т.е. Р
А 
= jr£TaL Отсюда следует, что Рд замкнуто. 
Непосредственно проверяется, что (Д с Рд . 
Для дальнейшего.исследования подпространства Рд нам 
понадобится 
Лемма I. Если [_
д ^
 WA , то кавдый функционал | £ С д
с h.%м I з является !Х-пробной функцией. 
Д о к а з а т ' е л ь с т в о .  П у с т ь  к л л . и .  |  = >  1 _
д  
: >  
предположим противное9 т.е. что £ + 0. Для хе 1_д из (3) 
получим 
|(х) = + If UH + 2KtKxK 
- K ^  + I Y~ (X) + 2.K <>K X.К , 
где 6^;= X.jVdn\K.'Xni, + tK (кfcIM). Так как 0 =• ^ (eW) 
-  ,  т о  < S " K  =  - k a ( < t W )  и  в  с и л у  у с л о ­
вия (7), имеем 
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« 
8 
0 = 1 U) - tw| + E yuo- tv 1,
к
й
к
х
к  
— i  
=• k Л
А
(х) 1- £ Гд (х) 
-tr^W, 
откуда получим Гд (х) «= 0. Таким образом |_д с I 
А 
, 
что противоречит предположению Uд (см. предложение 3). 
Предложение 6. Если 1_д Ф W* , то Рд =• 1Х
А 
. 
Доказательство. Пусть |6 Сх
д
' произ­
вольный такой функционал, что ibuvK j о L\ . Согласно лем­
ме I, |6 Тд , вследствие чего Ьш |о Рд. Таким обра­
зом, pj с (см., например,[51, теорема 3.5). Из_^вклю­
чения 1_д с Рд следует 1_д с Рд = Рд. В итоге ? д - [?
А 
. 
Предложение 7. Для любой матрицы Ас с
д 
выпол­
няется одно из равенств рд = 5 или Рд = ^  Ф <и> 
Л 
где 
U.6 Р^\^. ' 
Д о к а  з _ а  т е л ь с т в о .  И з  в к л ю ч е н и я  ^  с  Р
д  
следует ^ с Рд = Рд. Остается показать, что если ^ ^ Р
д 
, 
то Р* = ^ ®<и> с иеРд\^. 
Пусть u е Рд X ц> , тогда найдется | £ с* со свой­
ствами fcuuiи |(U) ®1. Согласно определению 
подпространства Р \ , коэффициент 1*0 во всех пред-
ствалениях (3) функционала |. Допустим противное, т.е.^ 
предположим, что ^ ©<w> + Тогда существуют v 6 Рд 
\(<f ®<и>) и 6 с д' с Ц ® <и-> с buh в и q tv) •= 1. 
Во всех представлениях ^ ч 
Cj (X) = + iy.tx)+ 5-vlcihyhUH- X.kik,X1<_ (х£Сд) 
коэффициент I 4 0. Построим функционал 1•• = l j  - t  4f , 
тогда t e Сд' и 
1 ( х >  =  ( t k  -  t  U , )  +  ( l i  -  i t )  ) y » ( x )  
+ Z. K (itk. ~ f £k)x K . 
Так как 11 -  IL  -  0  и г э о>, ^ то т. — •Л-пробная 
функция. Но с другой стороны, 1 [и) = iflu) ~ 1й(») = t И 0, хотя 
U fc Рд . Полученное противоречие доказывает, что в случае 
и.ьРд\^ верно равенство Рд = ^  Ф <«•>. 
Предложение 8. Если матрица А Ъ-корегулярна, то 
РД = • д 
Д о к а з а т е л ь с т в о .  Т а к  к а к  c ' x 0 c v  с  Р д  ,  т о  
С
х
гк
с 
с 
Рд - Рд. Докажем противоположное включение. 
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Возьмем такой функционал Сд', что fcrnn. | з cXf\ с0( 
тогда 1=0. В самом деле, 
0=f(e*)= tva*  + (е х )  + + 1
К
^Л
К  
И 
0= 2-
к
|(е )Дк ~ iv lLKdK/xK +  2. 1Лк + ^кДц^л^пк^^кАк, 
откуда 0 е  ~ 1
к
<И
к
)=?#). Поскольку -X(Oi) * 0, 
то L - О. Таким образом, ^ является X-пробной функ­
цией. Значит, Ьлж I о Рд для всех |?£С-д' с Ьлл ^  
эс
х
ос0,т.е. РдС с
х
П Сд. В итоге равенство р£ = сАа с0 дока­
зана. 
Г.Кангро [4] назвал х-консервативную матрицу X-
совершенной, если последовательности е
tK) (KT IN) , ех 
и е составляют в Сд тотальное подмножество. Так как 
tuvi^acik leLk>, ех;к.е1Ы!с 
с
х
Пс0 в Сд , то из предложения 
6 вытекает 
Следствие. X-нерегулярная матрица А является 'X-
совершенной в точночти тогда, ,когда Сд = Рд ф <е>. 
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STRUKTUR VON -X-WIRKFELDERN VON MATRIZEN 
T. Leiger 
Zusammenfassung 
% sei Л : = (XK) mit 0 <XK t 00 . Eine Folge X=(xK) 
heipt X-konvergent, wenn tüw.KxK= 4 und tuwK XK(xK ~ ^  ) 
existieren. Die Menge с* aller X-konvergönten Folgen zu­
sammen mit der Norm llxll- = AijLpK|XKlxfc-^l, 1^11 ist ein BK-
Raum. Für eine Matrix A = (QMK) (n,kь IN) und eine Folge X 
setzen wir 
• — 2L k  <X п к  X K  tu £ INI 
Das -X-Wirkfeld 
Сд • = {x = (x*) : = 
ist ein FK-Raum. In der vorliegenden Arbeit untersuchen 
wir die ausgezeichneten Teilräume L-д , В д , F д , 1д , Г д4" 
und Рд von Сд die analog zu den bekannten Teilräumen 
l~A,ßA,FA;WA , IA , Лд und Рд von CA definiert sind. 
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0 КОШЕВЫХ И КОРЕШЯРНЫХ ОПЕРАТОРНЫХ МАТРИЦАХ СУММИРОВАНИЯ 
Т. Лейгер, К. Плаксо 
Введение 
Согласно определению Виланского С121, консервативная 
числовая матрица А = = (й„
к
) называется конулевой, если y(Ai 
1 = lLwinLKa„K - = и нерегулярной, если 7 (А) 
-ф- 0. Оказывается, что по многим свойствам,' изучаемым в тео­
рии суммируемости, конулевые матрицы отличаются от нере­
гулярных г более близких к регулярным матрицам. Юримяэ СП 
указал на топологическое значение этой классификации: мат­
рица А является конулевой в точности тогда, когда отрезки 
последовательности е = = (4,4,...) в поле суммируемости с
д 
слабо сходятся к е . 
В СП аналогичная классификация вводится в класс всех 
консервативных операторных матриц А = = (А
и к
), где А
л к  
— 
непрерывные линейные операторы из банахова пространства X 
в банахово пространство У (п,ке IN ). По аналогии с число­
выми матрицами было бы естественно определить понятия ко-
нульности и корегулярности при помощи оператора "Х_(А): Х-* У, 
где Х(АК^) ••= И<м
л
И
к
(\
пк
(-$)- И
к
1ш1
п
А,
п^
) ЦбХ). К сожа­
лению, ряд Атс
1
-?), вообще говоря, не сходится в 
У, вследствие чего, оператор "XL(А) в общем не определен 
на всем пространстве X. Поэтоцу в С 11 в качестве опреде­
ления. понятия конульности консервативной матрицы А берется 
условие о слабой сходимости по отрезкам в точках е Ц) 
(jtX) в поле суммируемости с
д
(Х) (см. также 
[ 4 3 ) .  
При переходе от числовых матриц к операторным многие 
утверждения теряют силу. Известно (CI41, теорема 5.7), что 
в поле суммируемости с
д 
нерегулярной числовой матрицы А 
все ограниченные последовательности являются точками при­
косновения подпространства с всех сходящихся последователь­
ностей, т.е. с
А
Пw с с . Аналогичное утверждение для нере­
гулярных операторных матриц в общем неверно (см.СЗЗ, пример 
2). Юримяэ С21 определил класс (X) нерегулярных оператор­
ных матриц А > удовлетворяющих следующему условию (Т )': 
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из равенства 
IWm if - 22.^0 = 0 (^feXl 
вытекает, что ^ = 0 в У'. 
Оказывается, что для А& (X) все ограниченные последователь­
ности в Сд(Х) принадлежат замыканию подпространства с(X) 
всех сходящихся последовательностей пространства X • 
В настоящей статье изучается новый вид суммируемости 
операторными матрицами, обобщающий понятие обычной суммируе­
мости числовыми матрицами, а также суммируемости 
последова­
тельностями конечнострочных числовых матриц« Для ненулевого 
иеУ определяется БК-пространство cjy) • - с„(У) © <e(vU> 
(см. § 2). Матрица А с А » с CXWc^Y) называется и.-кон-
сервативной. Находятся необходимые и достаточные условия для 
U,-консервативности (теорема 3). Оказывается, что и-консер­
вативные матрицы допускают описание конульности и нерегуляр­
ности при плоти некоторого функционала yi. (А) £ X' (теорема 
5). Для нерегулярной «.»консервативной матрицы А в поле 
суммируемости ctiA(X) все ограниченные последовательности 
принадлежат подпространству с (X) ив случае А ф (Т) (тео­
рема б). Из названных результатов в § 5 непосредственно по­
лучаются соответствующие утверждения для суммируемости чис­
ловых последовательностей последовательностями числовых ко­
нечнострочных матриц, 
§ I. Используемые понятия и факты 
Пусть X - банахово пространство с нормой ни, а 
и(Х) - векторное пространство всех последовательностей^ 
X =(|
к
) с 6 X (к е IN). Полное метрическое локально вы­
пуклое пространство Е(Х) с w(X) называется F К -пространст­
вом , если из сходимости в Е(Х) следует, что 
^к~"> Ue IN) в X , где х
л
-.= (|^) (и. е IN). Нормиро­
ванное FK-пространство называется ßi<-пространством. Нап­
ример , 
t (X) : = {х 6 СО (X ) : II X I11 '• = 2- КН|К11 < 06 j 
является ВК-пространством с нормой II llv а 
m (X) : = ix е u(X) •' II х Им '• = ло-р
к 
l!I
к
И < 00i, 
~ В этой статье IN $ = {0,1Д, .. Л , a IK : = 1 или IR . 
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С (X) -- 1 х 6 ulx) • 3 ?iwiK |к = •• tim X \ , 
с0(Х) •• -  Кх. е с (X) "• Ыт х = Ol 
суть ВК-пространства с нормой II II«,. Каждый элемент хес(Х) 
представляется в виде х =• 2 et|), где г е с0СХ), |•. = 
(шх и еС|): - ). Общая форма непрерывного 
линейного функционала в с (X) дается формулой 
*F(X)  =  Х)  +  L K ^K;(^ K )  ,  ( I )  
где^ ^  £ X', a (ipK) в f(X'). Отметим еше, что оператор 
ЕЛЛИ : С(Х) -> X непрерывен и линеен. 
Пусть е
к
(|) •• = (0,...,0,|,0,...) с | еХ на к-
том месте (kt IN). Через xCwl будем обозначать отрезки 
последовательности х , т.е. х 
с
"
3 *• = 21 
к
™0 екс к^) 
= (|0,... , 1^,0,0,... ) (mfelKl). Пусть ЕСХ) - некоторое 
FK-пространство с Е(Х) э t^(Xb = Eiwpüit {e^l.'KfelN^feXl. Го­
ворят, что в точке xfc ECK) имеет место слабая сходимость 
по отрезкам, если |(х) = 2.
к
|!(е
к
(
к^
У) для всех Е(Х)! 
Часто ставится и проблема об ограниченности отрезков точки 
xtto(X) в ЕСХ). 
Пусть А- = (А
пк
) - матрица операторов А„
к
£ LCX.V) 
(к,Kt IN), где X и У - некоторые банаховые пространства. 
Будем рассматривать матричное преобразование 
: = X 
к 
А^ С
к^
) (vifelN). (2) 
Через ь) (X) обозначаем область определения преобразова­
ния (2), т.е. множество всех х 6 и(Х), для которых АМ; = 
и := (
к^
) существует. В поле суммируемости 
СД(Х) : = ix 6 WA(X) •• Э =: 1ипдх1 
полунормы 
-ро(х) •• = ли^р
п  
Н , 
'рп-м 
: 
=• II ^  n II + A-tip m II Z. к = о А„к( к^)11 thtM) 
определяют Fk-топологию, а ^ принадлежит С
д
(X) в точ­
ности тогда, когда 
|(х> = |ч(йт
д
х) +- Zn^ n) + 1 khKty) (хесА(Х)) (3) 
Через М' будем обозначать сопряженное к топологическо­
му векторному пространству М. Для топологических векторных 
пространств М и N через L(M,N) обозначаем множество 
всех непрерывных линейных операторов из М в N. 
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где реУ', Ь
к
бХ' и ряд LKkK( K^) сходится при 
всех х£ t-lA(X) (см.LID« Легко убедиться, что отрезки точ­
ки х е и (X) ограничены в с
А 
IX) в точности тогда, когда 
Aupw р0(хСп,1)<«>, т.е. 
л,т ИЗ-к-о < «о . 
Матрица А называется консервативной, если с
д
(Х)=>с(Х1 
Теорема I (Целлер [15]). Матрица А консервативна в 
точности тогда „ когда выполняются следующие условия: 
3fcuvtaAKK(|) = •• йк^ 1 (ке IN , 1 е X), (4) 
3 tlwi„ ZKArtk(^) = : &(|) (I е X) , (5) 
1КА
кк
)1! : " ли|5 {|| LK=o АИк,( к^)II : 11^'1 II H.W&IN}<=о. (6) 
Примечание I. Если А * консервативная матрица то 
ClK, й £ КХД, (к& IN) к С ср.[7], определение 2.1) 
!l(Qk)il:= АШ) {l! акС|<)Н: , mfcIN} <°°. 
При этом рад 2LKQK( | k) сходится всюду в с
с
(Х), хотя 
2-к. Q.к(^), вообще говоря, не сходится. Для всех к & с (X) 
(см.Г153) 
1ш,
А
х ~ а(tun х) +• И
к
&к(
к^
-£дах) „ (7) 
В случае Х = IK вместо Е(1К) будем писать t . Нап­
ример, с-' - с (IK.), m: = mUK) итд. Элементы числовой матрицы 
А будем обозначать через CLnK Ы,кь IN) Отметим СсмД?], 
теорема 2„7), что числовая матрица А консервативна (т.е. 
СдЗ с) в точности тогда, когда существуют пределы ?WnQni, 
= г а
к 
(kfeIN) и йм
л
2.
к
а
п<=- а , a Ик1акк1 = ( ). При 
этом Z.KlaKt < °о. 
§ 2о и-консервативные матрицы 
Пусть У - банахово пространство ни - ненулевой эле­
мент в У. Обозначим 
Cvi М • = I ij& w(y) '• = i -ь Хеш), tfcC6(y), X6KL 
Ясно, что с (У.) 3 CU(Y) 3 СЬ1У). Далее, 
^ £ СцДУ) — "Xu. f (6) 
а компоненты а и -Л для каждого u t С
и
(У) определяются 
однозначно. Таким образом, в С
и
(У) определен функционал 
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uv-^Ov, который будем обозначать буквой "X . 
Предложение 2. с
и
(У) является ВК-пространством с 
нормой II II с . 
Д о к а з а т е л ь с т в о .  Д о с т а т о ч н о  п о к а з а т ь  з а м к ­
нутость векторного подпространства с
а
(У) в с СУ). Предпо­
ложим, что ijn е с
и
(У) и у*-» в с (У), тогда = 
2^+Л^еСи) с г
п
ес0СУ) и X „.6.1К (nelN). Ввиду непре­
рывности оператора Ыт с СУ) —> У имеем 
Üm = ЧХт. = й,ш
п
Х
л
и, 
т.е. 1^6 С и. СV). Тем самьш, замкнутость подпространства 
Сц(У) в с СУ) доказана. 
Очевидно, что cocUvvt с0(У) = 1 в c<* (У), поэтому 
С0(У) замкнуто в сц(У) и линейный функционал X непре­
рывен в с
ц 
(У), ибо с0(У 1 - fejL-t X , Далее, имея в веду эк­
вивалентность (8), из общей формы (I) функционала с СУ) 
получим, что ^  принадлежит С
и
(У)' в точности тогда,ког­
да 
|Oj) = jv Х(^) + Z.K4>K( K^) Cij-.= (-V(K) б си(У)), 
где |ие1К и t K^) е W). 
Пусть теперь X и У » банаховые пространства и А
кк 
с 1(Х#У) (п,кб IN). Для матрицы А и ненулевого элемента 
U 6 У обозначим 
С
и
д(Х) : =  { Х £ О
д
(Х) А(Х) 6 С
и
(У)5 . 
Полунормы -р
п 
(и.6 IN) (см. § I) определяют в с^(Xl Fk-
топологию (см.[4], предложение 2.4). Таким образом, CUA(X) 
является замкнутым подпространством в FK-пространстве с
д
(Х), 
Обозначая Х
д
-.= Х=А и учитывая, что А £ L (ca.CX), 
С
и
1УЛ (СМ.[4], предложение 2.7), имеем Х
Д 
Е С
ЦД
(Х)'? 
а из (8) следует, что 
х  е  С
и
д(Х) <—> WAх  = ХА(х^и  . (9) 
Отсюда и из представления (3) получим общий вид непрерывно­
го линейного функционала в С
ад
(Х) •-
•|(х) = |иХ
д
(Х) + (xfcC^tX)), (Ю) 
где JM б IK , (jn)efCy') и рад И
К 
с К
л
бХ' (к.6IN) 
сходится при^всех х е Ю
А
(Х) . 
Определение I. Матрицу А называем u-консервативной, 
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9 
если cu (XV Э СЛХ) (т.е. А : с (X)— *  с  ^ V/) ) ,  
Теорема 3. Матрица А является ^.-консервативной в 
точности тогда, когда выполняются условия (4),(5) и (6) с 
aKi|) - ас^) = «(^)u tfbX), (Ii) 
где ос
к 
, <Х, £ х' (kt IN) . 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  
Пусть А 
: 
с(Х) —тогда А : с(Х) —» сСУ), поэтому,сог­
ласно теореме I, выполняются условия (4),(5) и (6). Так как 
е
к
(^) и et^) принадлежат с
ид
00 для всех кь!Ы и 
^ е X, то, обозначая 
Л,
к
(^) <*(^) '• - 'Хд(б(-|)) (KblN^feX), 
имеем (см. (9)) 
а
к
(^) - Кмп
д
е
к
(^) = оо^) и. Сvcе IN), 
Ct^) = ei-|) = ot(^)u . 
Легко убедиться, что операторы е.
к 
и е из X в С
Цд
(Х) 
непрерывны и линейны, вследствие чего 
к 
(к t /М) и (X, при­
надлежат X 
Д о с т а т о ч н о с т ь .  В  с и л у  т е о р е м ы  I ,  и з  у с л о ­
вий (4),(5) и (6)) следует, что А •• с(X) —^сЛУ) Если при 
этом выполняются равенства (II), то ред 2LKo(,l<( K^-fcLmx) 
сходится для хес(Х) (см. примечание I) и ввиду формулы(7) 
£Ш1
Д
Х = LcX.^) + ILK6(,K( k^-^Vvvx)lu (XfctOO), 
т.е. х£С
Ц
д(Х) для всех х 4С(Х). 
Примечание 2. Если А - (^-консервативная матрица, то 
согласно примечанию I, имеем 
т.е. HC^JH < 00. Известно (С71, предложение З.о), что 
ItO^Mt = ZkII^KII , если - непрерывные линейные функ­
ционалы. Итак, для u-консервативной матрицы А верно усло­
вие П
к 
!|<х,
к
!| <оо. 
§ 3. Нерегулярные и конулевые u-консервативные матрицы 
Согласно определению Юримяэ ГII, консервативная опера­
торная матрица А называется конулевой, если в поле сумми­
руемости с
А
(Х) в точках ei|) (^<=Х) имеет место слабая 
сходимость по отрезкам. В противном случае А называется 
корегулярной. Имея в виду, что каждая ц.-консервативная 
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матрица консервативна , а с
ид
М - замкнутое подпростран­
ство в Сд(Х) получим что и.-консервативная матрица А яв­
ляется конулевой в точности тогда, когда в с
ид
(Х) в точ­
ках ес|) бХ) имеет место слабая сходимость по отрез­
кам. 
Б отличие от общих консервативных матриц и.-консерва­
тивные матрицы допускают описание конульности и при помощи 
некоторой характеристики у(А) е. X . Так как Z_Kl!o(,Kll<0 0  
(см. примечание 2),то 
?f(A)(^) : = <Х,(^ ) - LK01'*'-! 1 
определено для всех ^ е X. Мы покажем, что ^с(А) = 0 в точ­
ности тогда, когда А - конулевая матрица. Для этого исполь­
зуем следующее предложение, доказательство которого сообщил 
нам Йоханн Боос (г. Хаген, ФРГ). Отметим, что для числовых 
матриц аналогичный результат доказан в L131 (лемма 4.2). 
Предложение 4. Пусть матрица А удовлетворяет условию 
(4). Отрезки точки х € Сд(Х] ограничены в с
д
(Х) в точ­
ности тогда, когда для каждой последовательности (
п^
)е[(У') 
ряд сходится. В этом случае 
И. ^  К- ( ^-К ~ 2-К ž-it (12) 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  
В силу условия (4), с
д
(Х) содержит отрезки любой после­
довательности из и(Х). Допустим, что отрезки точки х£С
д
(Х) 
ограничены, т.е. выполняется условие 
М != 
"Xm11 с 00 , 
где 1 
' —  К. - О А 
к  k( I к) In ,*vv fc IN) . (13) 
Пусть J б W) , тогда М Z-Jl^ll 
(me IM), значит, ряд сходится равномерно по 
Vw . Поэто^ 
Таким образом, ряд Z.
к
L* А
Ик
(?
к
)) сходится для 
всех (^) е С (У1) и верно равенство (12). 
Д о с т а т о ч н о с т ь .  Д о п у с т и м ,  ч т о  д л я  х  f c  С
Д
( Х )  
ряд Z.KHK Cj„.(Anl((^ сходится при всех (qn) е С(У') 
Рассмотрим в " ВК-пространстве Е(У') линейные функционалы 
•f П\ с 
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9* 
|
ч
(6):= 1ц (<a' = (cj*) £ IC/'), ha&lN), 
где %
пт 
определены в (13). Так как 
IL(Ü)I 4 Xjgjl^jt 4 ли^1К
им
11 IlG«, 
то { W £  ПУО' И ll m^ll 4 AafVKnJI < °о (vnelN). Положим 
: 
= (0,...,0,<j,О,... ) с ^бУ' на и-ом месте, тогда 
= II^11 у/ и {m(6J» gliKm), а поэтому 
11^11 = Aap |i|m(G)l 5 IIGilKlVž Auj> {ltj(ikw)l: ligiUll 
~ II xhwi'' U.m £ IN) . 
Значит, И^И^ли^Цч^И и в итоге имеем равенство ll|mll = /UL|)nilahJI 
(meIN). Так как существует предел 
= L^L^IA^*)) (6БПУ')), 
то последовательность функционалов поточечно, а тем 
самым и равномерно ограничено в l{i') т.е. Au^^,m 11гЛт11 
<оо. Это равносильно ограниченности отрезков точки х. Пред­
ложение доказано. 
Примечание 3. В точках х е с
д
(Х) Пм(Х) при консерватив­
ной матрицы А имеет место ограниченность по отрезкам. В 
самом деле, 
к.т ilb,T=o Akl<^ KMl 4 JUHATU <<*> . 
Согласно предложению 4, для всех хе с
д
(Х)Пт(Х) (в том 
числе для ес|) fcX)) верно равенство (12). Этот факт ис­
пользуем при доказательстве следующей теоремы. 
Теорема 5. u-консервативная матрица А является кону­
левой в точности тогда, когда у. LA) = 0. 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  
Допустим, что = 2LK^ (eK(^)l (|fc X ,cU/((X)') 
и положим ^:=Х
Д 
(см.(9)). Получим 
а(^) = Х
А
(е(|)) = ZK\A(e*i^)) = "LkOCKC-^ ) 
т.е. ^ (А) - О. 
Д о с т а т о ч н о с т ь .  П р е д п о л о ж и м ,  ч т о  ^ х ( А ) =  0 .  
Для произвольного ч|е имеем (ср. (10)) 
{(е*(|>) = + Znan(AnK(^)) + ixKtf) ^KfelN, ^ feX) 
с <*>. При нахождении суммы И
к 
учиты­
ваем примечание 3. Для всех |&Х имеем 
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= + Ь
П^
(1.
К
А
КК
(^) + 
Итак, А - конулевая матрица. 
§ 4. Ограниченные последовательности в поле суммируемости 
Си
А
(Х) 
В введении мы сформулировали условие (Т) из_[ 21, обес­
печивающее выполнение включения с
д
(Х)П w(X) с с(Х) в поле 
суммируемости С
д 
(X). Нерегулярная и-консервативная 
матрица А, вообще говоря, не удовлетворяет условию (Т). 
В самом деле, 
(а(^) - LK"o cu^)) = if (u) l^eX), 
откуда ясно, что этот предел равен нулю для всех ^ 6.Х с 
а б {од. if. Тем не менее верна 
Теорема 6. В поле суммируемости с
а
д(Х) нерегулярной 
матрицы А ограниченные последовательности являются точка­
ми прикосновения подпространства сСХ). 
Д о к а з а т е л ь с т в о .  Д л я  д о к а з а т е л ь с т в а  у т ­
верждения возьмем произвольный функционал |€с
чд
(Х) с 
<^(х) = 0 при х £ с (X) и покажем, что jUx) •=• 0 для всех 
хе cu,(X)(\m(X). Так как ^ представляется в виде (10) и 
|(еЦ)) = |(е
к
(^)1" 0 (<fclN^feX); то 
0 =  =  f t  
0= 1- XWX.A^» + lKtvk(^). 
Отсюда, учитывая примечание 3, получим 
0 - jm - X«.0(^(^)1 - jvt у.(А)(^) t^eX) . 
Ввиду условия ylA) ^ О имеем j-i = 0. Для всех х & с^д(Х) П 
wi(X) выполняется равенство (12) (см. примечание 3), по­
этому 
|(х) = Ик = I-xf (е
к
(^)) = 0. 
Итак, С
и
д(Х) П m(X) с(Х) . 
Теорема 7. Если wi (X) = с
ч д
(Х) = с(Х), то С
Ч Д
(Х) = с(Х). 
Доказательство. Сначала отметим, что в 
случае m (X) = с
и
д(Х) з с (X) матрица А коре гул ярна. В самом 
деле, если допустить, что |(e(|V) = I_K^ (e1;(^)) для 
всех <-"ид(Х)'t то это равенство верно и для всех ^ € 
т (X) . Это противоречит известному факту, что в 8К-
пространстве w (X) слабая сходимость по отрезкам имеет 
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место только в подпространстве с0(Х). 
Согласно теореме 6 ^ с (К), где замы­
кание берется в с
д^
(Х). В силу включения с„
д
(.х1 с ги(Х) 
имеем с
а
д (X) = с (X) в В K-пространстве м(Х'), т.е. с
чд
(Х) 
= сОО, 
В случае Х=У=1К этот результат доказан Мазуром и Ор-
личем ([6], теорема 7). 
§ 5. Применения к ^-суммируемости числовых последователь­
ностей 
Пусть о(,:= (Ate>) - последовательность бесконечных 
числовых матриц А'
е,
= = (а
к^
) (telN). Числовая последова­
тельность х - (|
к
) называется суммируемой методом а (ко­
ротко, ос.-суммируемой) к числу , если ряды И
к 
| 
к 
{и.,?6 IN) сходятся и 
|
к 
- 11 ='• Яим** раномерно по ? 
(см., например,[9]). Вопросы ос-суммируемости, в особенности 
о<.-суммируемость ограниченных последовательностей изучались 
многими авторами (Г51,110],С1П,С63 и др.). 
Через Сое, обозначим поле ot-суммируемости, т.е. мно­
жество всех Ü£-суммируемых последовательностей. Метод сум­
мирования ос, называется консервативным, если с
и 
л с. 
Теорема 10 (см. Белл L"53). Метод со является консерва­
тивным в точности тогда, когда 
1° существует такое IK, что tuvLna„K = йк равно­
мерно по t ( к б IN ) , 
2° существует такое а. 6 IK, что ZK 0.^ = Q. рав­
номерно по L , 
3° HKtül^ U«> (n.EeIN) и для želN и 
n ^  N при некоторых М > 0 и NelN . 
Нетрудно убедится, что если метод <х, консервативен, то 
XLKla,J <<*> . 
Консервативный метод st, будем называть конулевым, если 
^Х(«-):= a - LK(xK'Of и нерегулярным, если ;х(«Л #0. 
Мы будем исследовать такие методы с*., которые удов­
летворяют следующим двум условиям: 
1) матрицы А<е) конечнострочны U ё IN) , 
2) /уи.р
г 
Iа^! < °» Си.,к fe INI , 
Оказывается, что при таких ограничений ас-суммируемость 
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можно рассматривать как частный случай изучаемой в преды­
дущих параграфах суммируемости операторными матрицами. По­
ложим X : = IK , У-- Kvv и : =• ^ , где jj 6Ik, г
ЛК 
= = 
(0-^)^0 £ w- U.keIN). Имеем А
Л1( fc LUK,м), ибо умножение 
на число в 8 К-пространстве иг непрерывно и линейно. Сог­
ласно условию I) матричное преобразование 
~ К ^И-К.^К (к 6 IN ) 
определено для всех к fc и . Так как в т. СХОДИМОСТЬ по нор­
ме равносильна равномерной сходимости по координатам, то 
числовая последовательность х = (
к^
) <х-суымируема к числу 
•v| в точности тогда, когда 
t im n  L K ž. a K ^ K  »  
в иг, т.е. хе с
е^
 . Значит , с
к 
= с
ед 
= с
ед
(1К). 
Таким образом, из доказанных высше фактов непосредст­
венно вытекают соответствующие утверждения для а-суммируе­
мо с та при условиях I) и 2). Поле суммируемости С
Л 
суть 
FK-пространство,топология которого определяется полунор­
мами 
tn б IN). 
Теорема 10 непосредственно получается из теоремы 3. 
Условия 1° и 2° соответствуют условиям (4) и (5) с выпол­
нением равенств (II). Условие 3° теоремы 10 при ограниче­
ниях I) и 2) будет иметь более простой вид: 
•^,1 (13) 
Действительно, условие (6) в данном случае принимает вид 
•иир {Ц^о ' lf<l IN) . 
Положив при фиксированных и. и I 5 * = а'
к^ 
(к t IM), 
получим неравенство 
'Ux^IL^ola^l 4 М Ui. UIM), 
равносильное условию (13). 
Согласно теореме 6 консервативный метод ос является ко-
нулевым тогда и только тогда, когда в точке е в поле сумми­
руемости Со, имеет место слабая сходимость по отрезкам. Из 
результатов четвертого параграфа следует, что все ограни­
ченные последовательности в с«, являются точками прикосно­
вения подпространства с, если метод <х, корегулярен. 
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Из теоремы 7 заключим следующий результат. 
Теорема II. Если консервативный метод & суммирует 
только ограниченные последовательности, то он суммирует 
только сходящиеся последовательности. 
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ÜBER KOHULLÄBE ШВ KOKEGULÄRE OPERA IORWERTIGE MA TRI ZEH 
1. beiger, K. Plakso 
Zusammenfassung 
Bs seien X und У Banachräume und A:= tAnit) eine Matrix 
mit А
И1(е L(XzY). Mit ж(Х); c(X); Cg(X) bezeichnen wir die Mengen 
aller beschränkten, konvergenten bzw. zum Hullelement konver­
genten Folgen X = (|K), S-цбХ. Weiter bezeichnen wir 
Oy(Y) '• = t-fltVjф <et,u)> mit ueY, u.^0 und etu):=-(a,u,...). 
Das Wirkfeld 
СидСХ) ' = ix=(^0 : 3A(xV.= 
ist ein FK-Raum. Eine Matrix A mit С„ д(Х] о clX) nennen wir 
a-konvergenztreu. A ist genau dann u.-konvergenztreu, wenn 
die Bedingungen 
^w.nlKA K^ ) = «^)u 6jfcX,KfcM, 
AU,p illLk"o Ам,1|
к
Н1 : H|KlUl, и.,m fcIN3 <=0 
ex-füllt sind. Eine u.-konvergenztreue Matrix A heijbt konullär 
wenn für jedes sc-X die Abschnitte ec"?p von ) in c„^(X) zu ei|) 
schwach konvergieren. Die nichtkonullären u-konvergenztreu-
en Matrizen heilen koregulär. Es wird bewiesen, dap, eine u.-
konvergenztreue Matrix A genau dann konullär ist, wenn;x(A) = 0 
mit yr(AK|): = o4i|) - 2_
к
о(.
к
Ц) 0?fcX)gilt. Ist A koregulär, so gilt 
die Inklusion С
ад
ШП м(.Х) с сЛХ), Daraus folgt die Implikation 
m(X) => с^д(Х) э С (К) С
ЧД
(Х) = c(X). % 
Als einen Spezialfall von dem betrachtenden Limitierungs-
begriff untersuchen wir die oc-Limitierbarkeit. Es sei CL--
wobei (g'Jk') (EtlN) skalarwertige zeilenfinite Matri­
zen mit /MAj^fciJ^loo (и,к.<ЦМ) sind. Eine Zahlenfolge x=t^ K) 
heip,t ix-limititirbar, wenn existiert fcmh Гцй^'^ gleich­
mäßig für CfelN, Mit сx bezeichnet man die Menge aller e£-
limitierbaren Folgen. Setzen wir X = = !K, У» = vn и := e i = 
(U>...> und А
ИК
(^) = I inic mit ?tlK, in<:= (a^)"ö 6 wi 
(n.KtlNl), so erhalten wir c« = С 
ед 
•• = С (lk) . 
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О ТЕОРЕМЕ Г.КАНГРО ДЛЯ ЛАКУНАШЫХ РЭДОВ 
И. Таммерайд 
Таллинский политехнический институт 
Профессор Г.Кангро ввел понятие суммируемости со ско-' 
ростью [i] и с единой точки зрения исследовал проблемы, 
связанные со скоростью суммирования. Среди проблем такого 
рода особое место принадлежит тауберовым теоремам с оста­
точным членом. Кангро [3,4] доказал тауберовы теоремы с 
остаточным членом для метода взвешенных средних Риса. 
Кангро и предлагал методику ослабления ["2] и вариации 
[4] тауберовых условий. Среди неопубликованных материа­
лов Г.Кангро имеется одна лакунарная тауберова теорема с 
остаточным членом для метода суммирования арифметических 
средних, в доказательстве которой Кангро предлагает свою 
методику доказательства лак,унарных тауберовых теорем для 
Л -суммируемости. При оформлении статьи [б] автор не 
знал теорему Кангро о лакунах, но по сути эти теоремы раз­
ные (сравни лемму 2 настоящей статьи с теоремой Г.Кангро) 
— одна о Л -ограниченности, другая о Л -сходимости. В 
настоящей заметке излагается эта теорема Г.Кангро и лаку­
нарная тауберова теорема с остаточным членом для метода 
Риса, доказанная при помощи методики Кангро. 
Пусть А— матричный метод суммирования последова­
тельностей и Л— монотонно возрастающая последователь­
ность положительных чисел. Обозначаем 
С
Л 
= { х : з p,k } ; Сд = {х : Азе 6 СА J 
ИТ* = { ОС (Ь
К 
= 0 (l) } , кгЛ = [ X : Axei-r^]^ 
где 
5= р
к 
= Лц(^-$), 
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Пусть ^ =Ах , у={г)г,} с 
Пи 
= 21 
' К 
q= €vw | )
и  
, ^и=Л
п  
С^-^, r = ^ t > M  Ги-
Методом взвешенных средних Риса Р = (&,рп~) называют 
треугольный матричный метод, определенный последователь­
ностью чисел {р„} в виде преобразования (I) с матрицей 
^ик = PK / R, > (2.^ 
п 
где Ph = X! рК у Р
п 
Ф О • В частности, метод 
(R, Л) является методом средних арифметических С . 
Пусть {kv} монотонно возрастающая последо­
вательность неотрицательных целых чисел, удовлетворяющая 
условию 
K v + „  -  k v  >  6 k v  ( 6  >  О ) .  ( 3 )  
Пусть ряд Е удовлетворяет условию 
И
К
= О С К ^  ^У ) С ^  ) 
и х последовательность частичных сумм ря­
да И «
к
. 
Теорема Г.Кангро. Пусть 
Л
к  
/  Я к = 4 (5)  
V * V-M V 4 '
и ряд Z! и
к 
удовлетворяет условию (4). Тогда из условия 
30 £• С£ следует хе сЛ , причем и jf=p>-
Условие (55 является естественным условием Л - сходи­
мости лакунарных радов. Это следует из одного неопублико­
ванного критерия Г.Кангро. 
Лемма I. Если ряд £«
к 
с лакуной (3,4) является 
Л -сходимым, то справедливо условие (5) или условие 
^г1 ?«***„<-а/ к+-°-  со  
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Доказательство. При условиях (3) и (4) справедливы со­
отношения 
РК = 
Л
К ^
к у
-^) Ov * « < к* +„) 
и 
/ bK= yVpK v  /Л к у  С K V  < к < ). С?) 
Из условия (7) следует справедливость соотношений (5) или 
(6), в зависимости от величины (Ъ. ^ 
Лемма 2 (см. [б] , стр. 52). Если хе , спра­
ведливы соотношения (3), (4) и метод С сохраняет Л -огра­
ниченность, то х е w \ 
Теорема 2. Пусть 
*.МК], R,-5(P„-P„ir,),Pvr'3(P.-P„v.<). (8) 
Есж справеджвы соотношения (3), (4) и (5), то из эс € Ср 
следует, что хес^ с £=7 и ft — &• 
Доказательство. Из соотношений (I), (2), (3) и (4) вы­
текает, что 
ц Kv~- 4 И 
Р
и  ^ и-Z РкЛх. — ŽI futile"* -  Л. =  
к=о > 
к=
о 
1 k=Kv' 
k v-1 
•= Il Q(h,K v) 7  
< = 0 
где 
(1  и , kv) = £ hK . 
Следовательно, справеджвы соотношения 
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-P„> /Q(",«.)- P<v-, i*v-< 
И 
^Ч> = Л*у ^ Kv-^) = 
"Лс-ДР* »]„- R<9-4 1Kv-*~ + ^КуЧ *|)/^КИ> 0 = 
= 
л
к„ (р
м 
Ни" 1) - PKv-4 ^?Kv-< - n ))/<2 (и, 0= 
= (V v /A M )  ^ Р и /  CS * v )-
- C^KV  /Лк^ ) )Гку-л Pkv-t /^ Си/ k%>). f9) 
Если jf = О , то из соотношения (9) при условиях (5) и (8) 
следует, что 
&v*t /2>
к 
— О , 
V I V 
Если у#О , то из равенства (9) получаем, что 
/*к
у
- г = Р
и 
а я Kv /я и) - г)/а <>, О -
~ 
PKV-1 ) Vkv-i - $)/Q би.ку) 
И 
Следовательно, имеем 
A &AV, А% 
и из условия (5), ввиду леммы I, следует, что х ес.\ 
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Следствие. Из теоремы 2 при ph = 4 следует теорема 
Кангро. 
Примечание I. Условие (5) (сравни с соответствующим ус­
ловием леммы 2) выполняется при сравнительно медленно рас-
тущихся последовательностях Л , например, /1
К
- (м С к + 
с % = 
Примечание 2. При помощи теоремы Г.Кангро и метода об­
разующих (см. [б] ) можно получить лакунарные тауберовы 
теоремы с остаточным членом для методов суммирования Чезаро 
С
и 
и Гельдера Н
и ( п е  N ) .  
Примечание 3. Используя методику Кангро вариации тау­
беровых условий (см. [4] , стр. 164-165) и теорему 2 мож­
но получить выводы о ytt -сходимости Р ^ — сумшруёмого 
ряда. 
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ON A THEOREM OP G.KANGRO FOR GAP SERIES 
I. Tammeraid 
Summary 
In this paper two Tauberian remainder theorems for gap 
series are given. The first one is unpublished theorem of G. 
Kangro for the method (Сy l) and the second one is for the 
Riesa method ( R . 
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СУММИРУЕМ)СТЬ ЧИСЛОВЫХ И АБСТРАКТНЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
ЧИСЛОВЫМИ МАТРИЦАМИ 
8. Кожьк6 С, Баронов 
Тартуский государственный университет 
Введение 
Обоэна®ш через л(Х) множество всех последовательнос­
тей'^ x:=(xg) с хк&Х, где X «банахово пространство 
над полек К вещественных чисел R или компекснж чисел С, 
Вместо sb(lK; пишем коротко 4 . Введем еща обозначения^ 
Су: - ja. =(#.£,)£Л : &та
к
=0, ||a.j|=4£/y&|A K |/; 
(Цьщы lalh(Lh^}, рь 
ZK:-(kKC), ГД® 4г° "Ри 1ФК и <ЪсЬ 
(L(zy.-(a.yl) >  где 0L=(a^)e<i и z&X; 
Ч>(Х) :={^ еЮ :  f=fllK); 
[ft] •&- (/ 
K-1 k ? 
A;-(QhK), где anKclK; 
Км
:=%сап/к'> Ax™fA/); 
(E, F): -  {A=(ahK):Ax£FcA(X) \/x£Ec<s(X)j-
l*l-(H\ll) ; |A|:=(lV); 
A[Xj-'~{x = (Xk)e^(X) : /Х/eAj^ где Ac^s. 
Пространствами последовательностей будем называть та-
1 
Свободные индексы к индексы суммирования принимают- все 
значения из множества //\J: . . .  J .  
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кие линейные подпространства Е векторно пространства Л (Х), 
что Х)сЕ. Пространство последовательностей Ac<s на­
зывается нормальным (или солидным), если из (а
к
)ё.\ и 
\\\ 1ст
к
1 слезет 
Банахово пространство последовательностей Ее /$(Х) 
называется ßK~пространством, если все операторы 
где ^ (х): = х
к 
, непрерывным, и AK-пространством, ее-
•йтх^-х для всех хе£. Норму II - Ih банахова 
ли 
И, 
пространства последовательностей Ас-j будем называть мо~ 
нотонной, если для всех а.-(а
к
)еА и с 1а
к
1^ 
4 1-^.1 имеем lia(U i |МИ1д. Отметим, что если нормаль­
ное пространство последовательностей А с ,4 обладает моно­
тонной нормой, то 
a=taK)бА ja.|= (1«
к
1)бА, Цсс11
х
= 1Ца-1Н
л
-
Непосредственно доказывается (ср.[4], стр, 98, пред­
ложение I) 
Предложение I. Если Хс-4 - нормальное ß^-простран­
ство с монотонной нормой, то А[Х] является ВК-прост-
ранством относительно нормы 
ilx !lX[)fj: = II Iх! ilx- 1 
Б 1956 году Г»Кангро [2] показал, что AstfcXl,fcXj) 
тогда и только -тогда, когда Д6(-f., f)- Т.Ахун и автор[4] 
доказали
е 
что утвервдение 
Äe(AtX],fi[Xl) Ае(А; к) СП 
выполнено, если Л » нормальное ВК-АК~пространство с 
монотонной нормой и Данная заметка посвящена изу­
чению утверждения (I) в случае произвольного нормального 
ВК-пространства Н, с монотонной нормой. Доказывается, что 
из Ае'(А[Х]/^ [У]'/) следует Дб(А7ук), а из |А|б(Х;ум.) 
следует Аб (A[Xj, Ja.[X] ), Отсюда вытекает сгфаведливость 
утверждения (I) для любого АК»пространства к, ибо в та­
ком случае из Ae(X;jU.) следует IAl6(Ä;fi). 
I. Некоторые свойства пространств последовательностей 
Сначала докажем 
Предложение 2. Пусть Хс-6 = нормальное ВК-прост-
ранство с монотонной нормой. ВК-пространство Х[Х] яв­
ляется Акг-пространством тогда и только тогда, когда X 
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11 
является АкАпространством. 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь »  
Для элемента zeX с j|zlj=l рассмотрим подпространство 
={a[z): аеХ} пространства Х[Х]. Оператор Ф:Я2[Х;-» 
-»А, Ф(с1(2)).'=а- является линейной биекцией, причем 
ll<P(alz))!i Ä = llallÄ= II |аЛ1
Л
=|| /0.(2)1/1^= Ца(г)Ц
Х [ У ]. 
Итак, пространство X линейно изометрично подпространству 
XZ['X] . Так как  (a.(z)1'n:,) - аР^ для всех nellV , то 
в силу непрерывности Ф иэ свойства АК пространства А[Х] 
вытекает свойство АК пространства Л, 
Д о с т а т о ч н ' о с т ь .  П у с т ь  X  -  А  ^ п р о с т р а н с т в о  
и х = (Х
к
) е AcXj, т.е. |Х| = (/1Х
к
||)бЛ. Тогда -lünx 1^ — 
=.х и, значит, 
II ixl [ n l~ixlL = 0. (2) 
Л, А 
Так как 
II Xм- X = II IXм- XIЛ
А 
= II 1x1 М- 1x1 II
х
, 
то из (2) выводим равенство -wia х^=х в пространстве 
Х[Х]. Предложение доказано. 
Для матричного метода суммирования А имеет место 
Предложение 3. Пусть Ас 4 - нормальное банахово 
пространство. Если jic6 является Ak-пространством, то 
из Ае(А;Д) следует /AjecA,^). 
Д о к а з а т е л ь с т в о .  П у с т ь  А € : ( А ; М . )  и  х = 
= (х
к
)еА. Для фиксированного индекса m рассмотрим после­
довательность xha:=((4gncL/nK)XK). В силу нормальности Л 
имеем х
т
бА и, значит, Ax^e/t. Таким образом, ряд А
м
х^ 
= £ 1а
ЖК
|х
к 
= |Aimx сходится дяя любо­
го индекса m  и  в в и д у  в к л ю ч е н и я  t f c p с  в с е  о т р е з к и  y L -
последовательности у:-1А1х принадлежат в АК-простран-
ство fA.. Следовательно принадлежит в пространство уч, и 
последовательность /АЫ =у= Žirny^l Предложение доказано. 
2. Преобразования числовых и абстрактных последовательнос­
тей 
Здесь мы исследуем справедливость утверждения (I) в 
случае, когда Хим.- нормальные ßK-пространетва с мо-
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котонными нормами и А=(а
пк
) - числовая матрица. Для это­
го напомним одну теорему Целлера Сем. [5] , или[1] » 
стр. 28; ср. также [3], стр„ 32, теорема I). 
Предложение 4. Если Л является Д«-пространством, то 
Ae(Aj|H.) тогда и только тогда, когда 
1° AeL£м. (Се IN), 
2° ЦАЛ1^М1Ы% (хеЛ, hzIN). 
Далее $ Аб(Л[Х]7 jU[X]) тогда и только тогда9 когда 
I00 А е1 (г) & д[Х7 {ie N, z&X), 
2оо |]ДхЮЦ4 М IIxMfiA[Xj (x&A[X];ne/N). 
Условие I00 означает. что (а
п
-г)Д €yU[X], т.е. 
(|cL^jiiz||)n" €ук. Но последнее соотношение выполнено в точ­
ности тогда', когда С lÄnj.0n=i,£ Д» которое в силу нормаль-
ности му равносильно условию Так как 
Canc)n^zt= AeL, то в итоге доказана эквивалентность усло­
вий 15'и I00. 
Убедимся теперь, что из условия 200 следует 2°. Дейст­
вительно , если а.=(а
к
)еХ и z&X с 112.11=1, то х: = 
= а(2)-(й.
к
2)е ХсХл. Поэтому, учитывая равенства 
И*И11 
х
,_Х] = «ОЦгН.Ца^и,КаД 0,0
Г
..)/1
Л
=1/^! 1
Л 
И 
увидим, что неравенство 200 для нашей последовательности х= 
= a(z) превращается в неравенство 2° для последовательности 
д,. Итак, в силу предложения 4 имеет место 
Предложение 5. Если X является AK-пространством, то 
из AecAtXl, Д[Х]) следует Ае(Л^). 
Докажем теперь, что если условие 2° выполнено для мат­
рицы JAt 7 то условие 200 выполнено для матрицы А. Дейст­
вительно, если *=(х
к
)€; ХцХ]? то lx| = (l|xKK)eX и по 
условию 2° имеет место неравенство 
ll!AlMWilK^  Millxlw|iA. О) 
Далее, так как при всех me IN 
II А
т
х
Ю1Н |>Л1! 4 tlaj «хк|| = lAljxl^ 
1 if 
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то на основе монотонности нормы 11*11 jn, имеем 
II А^|1
КХ
,- IKIA^Dm 4^ ИА1МЮ11
Н
. 
Следовательно, условие 200 выполнено в силу неравенства (3) 
и равенства II M^il^llx^jl^. 
Так как условие lAleL€.|^ равносильно условию 1° вви­
ду нормальности пространства До, то на основе предложения 
4 доказано 
Предложение 6. Пусть X - AK-пространство. Если 
lAlecX,^), то Ае.(А[Х), ju,[X]), 
Для матрицы А с неотрицательными элементами условия 
A£(A,j4.) и |А|€(Х,|Ц) равносильны. Поэтому из предложений 
5 и 6 непосредственно вытекает 
Следствие I. Пусть X - AK-пространство. Если А= 
= (а^) - неотрицательная матрица, то Afc(А[Х],^[Х]) тог­
да и только тогда, когда Ае(Л,уи.). 
На основе предложения 3 из A£(X,jk) следует |А| 6 
£ (A,jn), если пространство уь является АК-простракством. 
Поэтому справедливо также 
Следствие 2. Если оба пространства X и уч< являются 
А к-пространствами, то А<£(А[Х], м[Х]) тогда и только 
тогда, когда Аб(Л,j4.). 
бедствие 2 при доказали Э.Кольк и Т.Ахун (см. 
[4], стр. 103, следствие 2), а случай А=и=£1 изучал Г. 
Кангро [2]. 
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SUMMABILITY OF SCALAR AND ABSTRACT SEQUENCES BY SCALAR MAT­
RICES 
E. Kolk, S. Baronov 
Summary 
For a Banach spaces X over the field IK of real or 
complex numbers let (X) be the set of all X-valued se­
quences x: = (Xk), Define 
4: = 4(1КУ; JN:-{1,2,...}; 
C0: = fa=(aK)€4 : ЦаЦ=Лир /<д} ;  
u1:-{a=(ak): |a||=ZjaRJ<: + ooj; 
eK(Z): = (<5'KLZ) where KtN, 2£.X ;  S*^=0 for } 
if(X):z {f. eK(z^): Z^X, me/Wj; 
> 7 : K = f e 4 ) ;  
K=1 K 7 
A"(anK) where anK&i; )Aj: =()%!), M'=("xKjl); 
• ~ jf~ann*k j Ax:- (Anx); 
(E,F)'={A-(%) :  AxeFC4(X), Vxe[c6(X)}; 
A[X]:-{x£4(X): |x/6:AJ where Ac4. 
Any linear subspace E of the vector space 4(л) with 
^(X)cE is called a sequence space. A sequence space Ac 4 
is called normal (or solid) if (•ujt)€.A whenever l-ž^] 4 l<*J 
(K&IN) for some (cig)cA . A Banach sequence space E<^/S(X) 
is called a BK-space if the maps 
are continuous and an AK-space if -Um x^^x in £ for 
all X6 E. The norm || • |U of a Banach sequence space Ac-I 
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is called monotone if for all (-^,) ? С(1^)€.Х with j $ Ц 
6 |dK| (KfelNJ) the inequality Ц(-^)|/д 4 |iCd^)!!^ holds« 
If X is -a normal BK-space with the monotone norm then 
A[X] is the Bi'v-space with respect fco the norm 
i|xflXL)Cj:-||MilA-
G.Kangro [2] has shown that Аё.(-С iX], I [XJ) if and 
only if t). Later it was proved by T.Ahun and 
author [4] that the statements A&(AjXl^ CQ-VO) and A в 
£(X?Cc) are equivalent if A is a normal BK-AK-space 
with the monotone norm. In this note ifc :1a proved that 
A&(A[)Õ,j4[X]) Ae(A./uu) 
and 
I A l 6 ( X,jLi) ,Аб(Л[Хз;^ д[У]) 
if А ав (4 are normal Bj\-spaces with the monotone norms 
and A iß an AJ^'Spaee, Hence ifc follows that the state­
ments Аб.(Я[Х^ И[ХЗ) and Дб(Х,уч) are equivalent if A 
and ДС are both normal ßK-/\l(-spaceß with the monotone 
norms« 
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НОВОЕ СЕМЕЙСТВО ОБОБЩЕННЫХ МЕТОДОВ СУММИРОВАНИЯ НЁРЛУНДА 
А. Тали 
Таллинский педагогический институт 
В настоящей статье вводится новое семейство обобщенны? 
методов Нёрлунда^, исследуются его структура и свойства.При 
этом применяются результаты работ [1-5] о выпуклых семей­
ствах, о суммировании со скоростью и о сильном суммировании 
со скоростью. 
I. О строении методов (W, j%^°> 
I.I. Пусть6- - отделимое локально выпуклое пространст­
во (ЛВП) над полем комплексных чисел Й- (ИЛИ (R), топология 
которого определена семейством полунорм V= {Г1} , и Х= С^) -
последовательности, где при любом it = Ь,4 $ ... . Расс­
мотрим семейство методов суммирования*^ А
л
, заданных в виде 
преобразований последовательностей^ X € Х^ в последователь­
ности где Tj^e , оС - непрерывный веществен­
ный параметр со значениями Ы. >el0 и UQ- фиксированное чис­
ло. 
Говорят, что последовательность X суммируема методом 
(коротко А^-суммируема) к сумме VC & , если 
и
=  1 • (1Л) 
Пусть, далее, Х- СЛ^- некоторая числовая последова­
тельность, где Л
а
>0 и 
Говорят, что последовательность X суммируема методом 
со скоростью А (коротко А^ -суммируема) к сумме Т) , 
если выполнено условие (I.I) и существует предел 
В частности, если £с,ГП/1^)= 6 , где в - нулевой эле­
мент пространства & , то последовательность X называется 
Об этом семействе автором было сделано сообщение на 
конференции Тартуского университета в 1988 году (см. [51). 
Условимся в дальнейшем обозначать символом как 
метопы суммирования, так и семейство этих методов. 
^ Символ Х
Л 
обозначает поле применения метода А
Л 
. 
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регулярно -суммируемой к 'П . 
Говорят, что X является А^ -ограниченной, если вы­
полнены условия (I.I) и 1|>= Q(.f4) • 
Для дальнейшего введем следующие обозначения: 
С А
Л 
- поле суммируемости метода А
Л 
, 
С А
Л 
- 
пол
е суммируемости и нулю бе б' метода А
д
, 
пг - поле ограниченности метода , 
е^А^. - множество всех А
л 
-суммируемых последо-
вательностей; 
С^А^ - множество всех регулярно А^ -суммируе-
д мых последовательностей, 
М А,^ - множество всех -ограниченных последо­
вательностей. 
Предположим, далее, что методы А
л 
и А
л+$- при любых 
х€ , «с. ч d">0 связаны соотношением (см., например, El» 
2, 51) п. . 
oL+cT 4 <р j et) dT И oL et 
^ Чп, =~^to ,b>k (1.2) 
г et сГ v Ду ктаи г i$t i 
где (ct-fl/k) ~ НЙЖНЙЙ треугольная хшеловая матрица с СС
а
д -
• if М
А
, причем число не зависит от 1 и п » а (&£) -
некоторая числовая последовательность с ф- О. fr 
В работах [1-53 исследуются свойства семейства мето­
дов А^ , связанных соотношением (1.2), Результаты упомя­
нутых работ будут ниже применены к одному новому семейству 
обобщенных методов Нёрлунда. 
1.2. Введем семейство обобщенных методов Нёрлунда 
^/£Лв ! для СУ1®111?053311™ последовательностей X . 
Для этого рассмотрим сначала числовую последовательность, 
f At'1) » которая формально определена степенным рядом (см, 
( 4 - i )  (log7тт) = ЕоАа г , (1.3) 
где ы , /т,, £ £ iR и б- - основание натурального логарифма. 
Введем методы
4 AL= С N. ft 0^, Q ^  ) при помощи соотношения 
£,^44» . »•« 
'» £. Cf 14 «Мг 
некоторые числа, при которых R.^' 0^ Ф О. 
4 
Здесь и в дальнейшем /}0 , у0 , - произвольно фик­
сированные вещественные числа. 
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Заметим, что, в частности, когда /ь
о
= О , методы 
(N, fyj превращаются в обобщенные методы Нёрлунда 
(см-» например, [4, 9] ). Если, к тому же,(^ = d 
при любом П= 0,4,... , то мы получаем методы Нёрлунда ( JVa*) 
(см., например, [4, 7] ). В частности, когда А 0^'1^  и 
А'^ , то методы (N,[1^ } являются методами 
f cV, fio, у-с ,<?<> ) ' введенными в работе [8 ]. Если О, 
то методы (C,d. ,fbc,/0,6'0) превращаются в обобщенные методы 
Чезаро (C,eL, V-ä), если же и 0 , то мы получаем методы 
Чезаро (С, л.) . 
Л 
Убедимся, далее, что методы А
л
- ( N, с^) и 
.4^= (N, С^) при любых ot и <Г> 0 связаны соотно­
шением „ _ 
еМ-jf j Jk дО-4 r>°t''A> of. 
1?П, - в*-**,/ь
в 
&- ' (I°5^  
w , (5—4 оv ^ FV 
где А
г<_„£ - числа Чезаро (см. соотношение (1.3)). 
Для этого покажем сначала, что имеет место соотношение 
й 
ы.+£,р>0 _ А^~\ и ^ 'ßo ,
т 
». 
f-fl, ~ £ 0^ »t-fe. p-k • (1.6) 
Действительно, при помощи равенства (см. [81 ) 
£* ™к-к Afe - Лл, / и-7) 4=0 
мы получаем, что 
*4/»» А =ГГ А*-4'0 -
^ £А-ь гч -
Учитывая соотношения (1.4) и (1.6), мы выводим соотно­
шение (1.5): 
а+<Г 4 ~ 4 Д <*,А> 
*2 .г - й^ /w ^ N-V % )v"' fc0\^ An^ kfo Я,jv" 
j С" Д 1^ ^ L^A. V у* A^'i y'A 
- c^0 «,-Ь. Ы %JV~ 4 ffe-
Мы имеем также соотношение 
C^g / Ü C " ,  а . о ,  
так как, в силу соотношения (1.6), 
A0 .Д d.+£,fa __ _ Д ^  . <f-i *>Ао 
_ -V Л-5"-1 V fc°t'/5i) _ V1 д<Г-1 р 
~£ ^ И-о a"fc • 
89 
12 
Важно заметить, что соотношение (1.5) между методами 
А*.= fyrv) И = (N, является со­
отношением (1.2) с ^  cL°%\= А*~£, и М
Л
= 4 . 
Поэтому мы можем к методам (N, Cj, применять резуль­
таты работ [I, 2, 3, 5 ] . 
2. Выпуклость семейства методов (N,С^) 
2.1. Приведем некоторые общие понятия и теоремы. 
Рассмотрим семейство методов А
Л 
с et > о£0 . Сформули­
руем определения нуль-выпуклого и выпуклого семейства (см., 
например, [5, 3, I ] ). 
Определение 2.А. Семейство методов называется вы­
пуклым , если при любых oL< р> вьшолняются условия 
luA^c пгА^ , сА^с сА^ (2.1) 
и справедлива импликация 
хе пгА^,Х€.сА^ хе сАуи . (2.2) 
Если условия (2.1) и (2.2) имеют место с заменой в них 
символа С на С0 , то семейство называе
т
ся нуль-выпук­
лым. 
Приведем следующую теорему о нуль-выпуклости семейства 
(см. С 5 3 , теорема I, а для числовых последовательнос­
тей также [I] , теорема 4). 
Теорема 2.А. Если методы семейства связаны соотно­
шением (1.2), которое удовлетворяет при любых ос > < 0^ и 
<Ге J о; 4 С условиям5: 
1° I "6у£ / при каждых П и , 
2° К<>(Гnft IЬ%*/С I* ^  п? С1>0) , 
3° J (о* Ь*п.) > 
то семейство является нуль-выпуклым. 
Сформулируем теорему о выпуклости семейства А
л 
(см., 
например, C5J , теорема А, а также [3 ] , теорема 2). 
Теорема 2.В. Пусть 
^ 4t g и - положительные числа, зависящие 
от ei- и ос, <5*' соответственно. 
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1° линейные преобразования переводят каждую после­
довательность х'= (^) с постоянными членами V 
в последовательности А^Х = причем 
- , где О - некоторые числа. 
Если семейство А
Л 
нуль-выпукло, то оно и выпукло®. 
В основе применения выпуклых семейств к суммирова­
нию со скоростью лежит (см. [3],теорема 3) 
Теорема 2,В. Пусть <• 
1° ^ ) - некоторые числовые последовательности 
с О < Л£ Т «> , 
2° А
л
- линейные преобразования, переводящие каждую 
последовательность х '= С ) с j^=fc в последователь­
ности (т££) с = CLJ^ , где (L^t 0 - некоторые 
числа. 5 а, и. 
а) Если семейство методов , где А^х = 
и 
f ) =  Д ^ Х  1  я в л я е т с я  н у л ь - в ы п у к л ы м ,  т о  п р и  л ю б ы х с п р а ­
ведливы импликации 
х е тЛ
1 
А
Л
==> х е пг^А^ , (2.3) 
хе C^A<l=> Х £ (2.4) 
х е , хе с* , л.<у-<(ь ==> х е . (2.5) 
б) Если семейство является выпуклым, то импликации 
(2.3)-(2.5) справедливы с заменой в них символа С# на С . 
2.2. Обратимся теперь к методам А^= (IV, jlf*0, CJ,^). 
Справедлива следующая теорема о, выпуклости^. 
Теорема 2.1. Если при любых оL ><JLQ и (Те 2 О j 4L выпол­
нены условия: 
J° J R^'^V Rfi+fe I ^ NOL для каждых IL и , 
2° 1 R^'^° I IX для каждого ГЬ , 
то семейство А^= fN, су ^ ) выпукло (причем методы А^ 
совместны) с сС > оС0 . 
В частности, когда й = 4 при любом d , то методы 
к тому же совместны. 
Теоремы 2.1 и 4.1, а также следствия 2.1 и 4.1 были 
доложены (без доказательств) на конференции "Тартуского уни­
верситета (см. [5] ). 
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Д о к а з а т е л ь с т в о .  Т е о р е м а  с л е д у е т  н е п о с р е д ­
ственно из теорем 2.А и 2.Б. Действительно, методы Д^ свя­
заны соотношением (1.2) с Ап-6. (ом. соотношение 
(1.5)), удовлетворяющим условиям 3° и 4° теоремы 2.А, и 
с $*= R*'^° , удовлетворяющим условиям 1° и 2° теоремы 
2.А, так как, в силу условия 1° и соотношения (1.8), 
I R^o I £ А£[ ! Я^°\± N^nf I R^° I . 
Поэтому из теоремы 2.А следует нуль-выпуклость семействаЛ
д
. 
Методы удовлетворяют по определению условию 1° теоремы 
2.Б (с 1 ), поэтому из теоремы 2.Б следует выпуклость 
семейства (причем методы совместны). 
Заметим, что доказанная теорема является обобщением 
теорем о выпуклости семейств методов (N, С^) и ( Ai, Jt^) , 
доказанных в работах [I, 7, 9J для 6-= IR . 
Следствие 2.1. Семейство А
л
= (C,cL, fb0,yo, (^ ) выпукло 
при oi. > - у-0 • 
Д о к а з а т е л ь с т в о .  У б е д и м с я ,  ч т о  в ы п о л н е н ы  
условия 1° и 2° теоремы 2.1 с . 
При помощи соотношения (1.7) мы выводим: 
j яу-1-1 £ а<Т" "•*61 к ž I 1 * 
to iS-o Ъ-У и=о " 
v=o 
Учитывая, далее., лемму 3 из работы [8] , мы получаем 
для любых а , Ь и «L >- 0^ оценку 
I  U N J  А ^ ; С 0 , Л О + 6 °  | =  I  •  
Таким образом, условие 1° теоремы 2.1 выполнено.Выпол­
нено и условие 2° этой теоремы, так как, в силу соотношения 
(см. [8] ) 
л 
г**-«,-* 
Следствие доказано. 
Примечание 2.1. Заметим, что семейство А=(С,) 
выпукло при - i . Этот более общий результат доказы­
вается при помощи теоремы 2.Б и теоремы I работы 1131 . 
2.3. Применим теорему о нуль-выпуклости к суммированию 
со скоростью методами Д#и= ( N, ) . 
Пусть С С^) - некоторые числовые последовательнос­
92 
ти с С*Ф 0 . Рассмотрим наряду с семейством А^(Ы, 
семейство методов Д
л 
, определенных при помощи преобразо­
ваний A>f<W<<) , где <= R^/ct и 
(1Zn>A*.x° Поскольку методы А
Л 
и A^g. связаны при любых =L 
и Š->0 соотношением (1.5), то методы А' и А связаны COOT-
ct eti-e 
ношением „ „ 
4 А 
Л
<Г-1 
Yn- ™ teo ~k Cfc ' 
Поэтому из теоремы 2.А непосредственно следует (см.до­
казательство теоремы 2.1) 
Теорема 2.2. Рассмотрим семейство Д = (W, jl^/^Jcot>0^. 
Если С^= fCj - некоторые числовые последовательности с С**О, 
которые удовлетворяют при любых et >cLg и <?€30j 1 £ условиям 
/ сп.+&, 16 М*. для каждых П и fe, 'П/ 
и 
2° * 1 «, /С
л 
U L^Jl C»L>0), 
то 
.«L 
^ at. 4-^ Äet' j у J 
семейство методов Д^ , где А^Х« С А
а
1£
л
), Д^® 
и 
= 
А^Х , является нуль-выпуклым. 
Теорема 2.2 является обобщением следствия I из работы 
[II , доказанного для методов ) при &= IR . 
Заметим, что условия нуль-выпуклости (2.1) и (2.2) для 
семейства дают нам тауберовы теоремы для методов А .По­
скольку методы Ajj'tHyflil ,C\/ti) удовлетворяют условию 2° 
теоремы 2.В, то непосредственно из теорем 2.2 и 2.В выво­
дится следующая теорема о суммировании со скоростью. 
Теорема 2.3. Если методы и числовые 
последовательности С^= (С* ) с С*Ф О и «t >«t0 удовлетвор­
яют при любых °(. >и <fe ДО; 1  условию 
о< 
и условиям 1° и 2° теоремы 2.2, то для методов А^ справед­
ливы импликации (2.3)-(2.5). 
3. Сильная суммируемость и сильная суммируемость со ско­
ростью методами ( W , ц,) 
3.1. Рассмотрим семейство методов Д
л 
с oi >«10 , свя­
занных соотношением (1.2). Пусть, далее, - некоторое 
фиксированное число. Приведем понятия сильной суммируемости 
и 
сильной ограниченности методами (см. определение 3 
работы [41 , а также определения 2 работы [2] и (v) работы 
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[6] для &•- IR). 
Определение З.А. Пусть методы А^ связаны соотношением 
(1.2). Последовательность X называется сильно А^ - сумми­
руемой в степени 1 (коротко ГА^^-суммируемой) к сумме ^ 6 
е & , если® 
il 1 С7С411 3^  O.I) 
при любой полунорме jt € ^  , и сильно А^,-ограниченной в 
степени t (коротко L A^.^J^-ограниченной, если 
£|</0^с^)З^С9 Cd) 
Я-=0 ™ • 
при любой полунорме |iv € "И- . 
Приведем также понятие сильной суммируемости и сильной 
ограниченности со скоростью (см. [4] , определение 4). 
Пусть Л.« (A,,)- некоторая последовательность с 0 < Л-п/* « 
Определение З.Б. Пусть методы А
Л 
связаны соотноше­
нием (1.2). Последовательность х называется сильно AA.hi -
суммируемой со скоростью Л в степени 1 (коротко L А^З^-
суммируемой), если 
(3.2) 
при любой полунорме ft£ V , и сильно [ А^^З^-ограничен­
ной, если выполнены условия (3.1) и 
!  К/ С 1 с  г -
при любой полунорде ft в Я2 . ^ 
В частности, когда^Л^ ti'(i), то понятия [ -сум­
мируемости и £ А* \ -ограниченности совпадают с понятием 
[ A +^j3^ -суммируемости. 
Справедлива следующая теорема (см. [4] , теорема 5). 
Теорема З.А. Пусть методы А
л 
связаны соотношением 
(1.2) и Л=(Л
№
)-числовая последовательность с 0<AflT? , Пусть, 
далее, выполнены условия 
10 (AJ*7 * ^ 7^^ при любых - пик, 
2° G7(l/n.) COO). 
rL И/ «С 
® Здесь и в дальнейшем последовательности ( $• ) опреде­
лены соотношением (1.2) и (V^)- А^.Х . 
^ В частности, когда А^СШ, мы можем, без ограничения 
общности, считать, чтоЛ = 4 при а= 0,1, .... 
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Последовательность X является Е ^ ^-суммируемой к 
сумме тогда и только тогда, когда она регулярно ^ы+Г 
суммируема к 11 и выполнено условие 
f V£1 v Cl с /1 чГ- # "Нс 1} <3-3> 
при любой полунорме jt, fcf. 
В частности когда Л
л
= 1 (Ми0, 4, ... ) t т0 теорема 
З.А превращается в теорему о Г j ^-суммируемости после­
довательности X . 
3.2. Остановимся снова на методах А
Л
=(М,]1
л 
Не­
посредственно из теоремы З.А следует для семейства методов 
£ VM-|С^,Ч'П,-11 следующий результат. ^^ 
Теорема 3.1. Рассмотрим семейство = ( N, ® 
Пусть выполнены условия 1° и 2° теоремы З.А с f * = R*''*0. 
Последовательность X является [ А^^ ] ^-суммируемой к сум­
ме V. тогда и только тогда, когда она регулярно А
ы+1-сум-
мируема к V) и выполнено условие 
tr^i) (3.4) 
при любой полунорме jt 6 V. 
При помощи определения З.Б доказывается 
Теорема 3.2. Рассмотрим семейство Aj= (N, "C^^lc «C>«L0. 
Пусть выполнены условия 1° и 2° теоремы З.А с R^'^° 
Если последовательность X регулярно -суммируема к сум­
ме , то она и Г А^]^ -суммируема к 1£. 
Д о к а з а т е л ь с т в о .  П о  п р е д п о л о ж е н и ю ,  п о с л е ­
довательность х регулярно А^-суммируема к , т.е. 
Ипг 1р = 6 . Поскольку, в с^л^ условий 1° и 2° тео­
ремы З.А, треугольняя матрица ((•£*) ) . гДе И .пе­
реводит все 0 -последовательности в Ъ-последовательности, 
то 
= (л/£ I R*,/ie/ R~1,A,I iV] Г/^/= У *) • 
Таким образом, выполнено условие (3.2) при любой полу­
норме ]ьйф и, тем самым, последовательность X является 
[А
Л+,]^ -суммируемой к . 
Заметим, что, в частности, когда 4 (И=0,4, ... ) f 
то теорема 3.2 превращается в теорему, утверждающую ГA<+i(]^= 
- 
С N, |г^ -суммируемость последовательности X . 
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4. Выпуклость семейства методов сильного суммирования 
Г М 1 
; ГЛ/ » ^ П, J ^  
4.1. Рассмотрим семейство методов L А
а+4 j^ с A >°l0s, 
введенных при помощи определения З.А. Понятия выпуклого и 
нуль-выпуклого семейства В
Л 
дает нам определение 2.А, если 
в нем всюду заменить символ А на В . Сформулируем теоремы 
о выпуклости и нуль-выпуклости семейства (см, [5J .тео­
ремы Б и 2, а также лемму I и теорему 5 работы [2] для6г=ЕХ 
'Георема 4.А. Пусть с oL >et0 - линейные методы,связан­
ные соотношением (1.2) и удовлетворяющие условию 2° теоремы 
2,В» Если семейство ß^- L 3^ нуль-выпукло, то оно и 
выпукло. 
Теорема 4.Б. Если методы А с «t > 0^ связаны соотношением 
(1.2), удовлетворяющим при любых«l > d0и (Те Л 0; 4 [ условиям' 
1°_40-
т
ёор,<мь! 2.А, то семейство является нуль-
выпуклым. r "Wj/Jo -
4.2. Обратимся теперь к методам В^-[ 'Ч[ч 
с oL > ei, 0 . Заметим, что эти методы удовлетворяют по опре­
делению условию 2° теоремы 2.В с CLf 1 „ Мы знаем также, что 
если при любых cL>cLfl и dfi j 0:1 С выполнены условия 1° и 2° 
теоремы 2.1, то выполнены и условия Т°-4° теоремы 2,А с 
— доказательство теоремы 2,1). Поэтому справед­
лива следующая теорема. ^ „ 
Теорема 4.1. Если, методы ) удовлетворяют 
при любых Ы. >ol0 и de J 0; Il условиям 1° и 2° теоремы 2.1, 
то семейство 6^- L [ N, ^ Cj/fL 3 ^ выпукло с 
et > . 
Эта теорема является обобщением теорем о выпуклости се­
мейств методов £ N, |Ы 5 Ч'П,-'«. и ^ , доказанных 
в работах [2, 7, 10] для 6- - SR . 
Поскольку метода Af }у
в 
•/% ) удовлетворяют усло­
виям теоремы 4.1 с «t>- J*o (c'i. доказательство следствия 
2.1), то.из теоремы 4.1 следует 
Следствие 4.1. Семейство методов f0,4*4,^, 
ВЫПУКЛО При d >" Ycj • 
В заключение заметим, что условия, наложенные на дока­
занные здесь теоремы 2.1, 2.2, 2.3 и 4.1, не являются огра­
ничениями на ЛВП 6-, Поэтому эти теоремы и их следствия 2.1 
и 4.1 справедливы при любом ЛВП &, т.е. относительно клас­
са всех ЛВП. 
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A HEW FAMILY OF GENERALIZED UÖRLUKD SUMMABILITY METHODS 
A. Tali 
Summary 
Let & be a locally convex space on С (or IR ) and X = 
( Л, = 0, 4, .. , ) be a sequence where &• . Also let 
be a real sequence formally defined by the power series 
r > - -foL+A), „ e x/3 SZ .<*>/> П 
(ot,/b,ze IR) , 
The generalized Norlund summability methods ,<|д) 
are defined by sequence-to-sequence transformations of X 
into A,X = (17^) where 
С
rL 
, J гъ 
л eC J sr™' j Ло 
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and fb.elR. 
These summability methods are the generalizations of the 
methods ( N, ( N, fV^v ) [7, 9, 5] and+( C,ot,^,^CF) 
[83. The strong summability methods E^-CN,^ 
are defined too (definition 3.A). 
Main results of the paper are convexity theorems 2.1 
and 4.1 for the families of methods Aj= tyn,) and 
6
Л
= С N, 3 vThese theorems generalize the con­
vexity the-orems known from papers [7, 9» 10 3. The conve­
xity theorem 2.1 is applied to the ( N, fyn,) -summa­
bility with rapidity (theorem 2.3). 
л ^
 
The relations between strong and ordinary ( Af, 
summabilities with rapidity are characterized too (theo­
rems 3.1 and 3.2). 
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ПОЛУНЕПРЕРЫВНЫЕ П0СЩ0ВАШШ0СТНЫЕ МЕТОДЫ СУММИРОВАНИЯ 
И ИХ ЯДРА 
Л. Лооне 
Тартуский государственный университет 
Пусть (Arnole) — числовые матрицы для любого т-
- о, 1,,,, . Говорят, что числовая последовательность ос-(ft) 
суммируема -методом (Am) к числу а* , если равномерно 
относительно ги существует предел 
fatW 5L С1гПУ\А Fk ™ ^  • 
IW К J 
Понятие «£—метода (или последоэательностного метода) сумми­
рования введело Питерсеном (смЛЗЗ). 
Пусть Q — множество всевозможных операторов cj,; IN 
и пусть ~ (СХ/кс
т^
)к ) > Значит, для любого ср в Q матрица 
ß(y имеет первым рядом какой-то ряд матрицы Л^ вторым' ря­
дом какой-то ряд матрицы А^ и.т.д. Питерсеном доказана 
сле.дуюшая теорема (см.[3]). 
Теорема 1. Последовательность х -(^) об-суммируема 
к числу cv тогда и только тогда, когда она суммируема к cv. 
каждым методом суммирования ßq, , где <£ Q. 
Пусть nv— пространство ограниченных последовательнос­
тей ОС -< ) с нормой 
(ад - » 
Пусть К° — множество всех таких непрерывных линейных 
функционалов j на т> , которые удовлетворяют условиям 
4 0  - О  V  к  - О ,  
2°  < е, j. > = i >  
з° i, f ii = -f. ^ 
Здесь e - iA tA, 1, •• • ) )  e k  = (0 ) i . . j l  0, 1, 0;...) , Оказы­
вается, что множество К" определяет ядро Кноппа. Значит, 
адро Кноппа для любого xt-W ™- это множество 
К
с(х,) -= {<<*-•, f > : . { €  К ° )  
(см. И]). 
Как известно, ядро Кноппа для последовательности л-lsft) — 
это замкнутая линейная оболочка ее предельных точек. После— 
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довательность a. - (ffc) сходиться к числу а тогда и только 
тогда, когда ее ядро к
с(о^) состоит точно из одной точки 
со', т.е. - (aj, Последовательность ъ суммируема 
матричным методом А тогда и только тогда, когда К"CA %) 
состоит точно из одной точки. Имея это ввиду, говорят, что 
множество 
С
А (кс) определяет матричный метод суммирования 
А . Здесь 
*A(K°) = {W •' f € К°^ 
где ^/\ — сопряженный оператор к А как к линейному и неп­
рерывному оператору в n-v. Значит, *А — это транспониро­
ванная матрица к матрицу А . На основании теоремы 1, нами 
введено понятие едра Этим едром является дцро 
КочМ - {<*,£> - 4 е  h  
К.
х 
-х dco U I*ВуЛК0) •- $)• 
Тут символ "(1 со" обозначает замкнутую выпуклую обо­
лочку. Это едро определяет -суммируемость в пространстве 
ш,', т.е. последовательность -^-суммируема к cv тогда и 
только тогда когда -Ьси] (см.Ё2.1). 
Пусть IR — множество вещественных чисел и пусть 
СС
а
) — некоторая левая окрестность точки Ic<=fR,Пусть для 
любой Zeitt-Uc) определена матрица А(~с) - ( 
причем 
Ьил> 2- l&nk it} I < V С € 
>v/ Ic 
Значит, для любого зафиксированного 
1
- 6- матрица 
/Нг) определяет оператор из m в rw . 
Определение 1. Говорят, что последовательность х (VJ 
суммируема полунепрерывным последовательностным методом 
суммирования [Лin) (короче — л ft)-суммируема) к числу 
ц., если равномерно относительно а существует предел 
lu/i/U -2_ uLij/r CC) f/ — cc . (•!) 
Т-?Г
С 
k ' 
Множество всех „афсуммируемых последовательностей обоз­
начается через ^ > -
Полунепрерывный =<.(т)-метод суммирования называется 
регулярным если из л. fe6 следует х <= ч< и), причем предел 
сохраняется. 
Если VriC ttj то an) -суммируемость 
является суммируемостью полунепрерывньы методом суммирова­
Юо 
ния. * 
Пусть W  - множество всевозможных последовательностей 
точек из которые сходятся к т.е. 
W ~ ^  к.* - (с«-) s cm.-*Ee; г,ч^  iluCc) VtveiNj« 
Каждый элемент W •= ИЗ множества vV определяет -ме­
тод суммирования (Am.) с ^»иЕсли последователь­
ность '.V суммируема этим *. -методом, то говорим что оно 
•>(_' -суммируема. 
Теорема 2. Последовательность мсх-п:,!-суммируе­
ма к числу cv тогда и только тогда, когда она -^"-суммируе­
ма к -х для любого ffeW. 
Д о к а з а т е л ь с т в о  в ы т е к а е т  и з  о п р е д е л е н и я  
предела по Гейне. 
Пусть K.vV - множество, опеределяющее ядро для ме-
тода (А(Г,.,)) , где •us"=i~Cn.). 
Следствие 2.1. Последовательность чгfr)-сум­
мируема к числу ff тогда и только тогда, когда 
. (.х-) - { (с$ для любого и,- fc Vv 
Д о к а з а т е л ь с т в о  в ы т е к а е т  и з  т о г о  ф а к т а ,  
что последовательность -ну-суммируема к числу iv тогда и 
только тогда когда (см.|_2]). 
Опираясь на теорему 2 определяем понятие ядра для по­
лунепрерывного последовательностного метода суммирования 
(короче - для •<•(О -метода). 
Определение 2. Ядром «-Tcj- метода ( А(Т)) назы­
вается ядро, определяемое множеством 
К 
= tL &u U {. K.xs ~ \л ,t • (2) 
Теорема 3. Множество всех л. -суммируемых после­
довательностей г,,;./-; совпадает с множеством всех сходя­
щихся элементов по ядру члгЬ метода С ЛС~)). 
Д о к а з а т е л ь с т в о .  Т а к  к а к  
L* t К-;;- i «-"'fc- Vj j' CK, 
то по следствию 2.1 из kii )•= {uj следует, что последова­
тельность х- X.LI,) - суммируема к числу гь. Докажем обрат­
ное следование. Пусть х- -суммируема к числу а. и 
пусть ( tr К(' ). Следовательно, найдутся последовательнос­
ти («j ) и ( к...Л из множества 
U I К „„- : w-t VV'j 
и последовательность (Л^) с С£'Л,*-&1 для любого м, ,та­
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кие что • 
ZxytW <, OCv /L,v(V w f-  ( j  - -  A,v ) tv.v У - V' 
iv 0 
Так как для любого «-с/А/ имеют место а- и щк£-
_ д, то />=&,„ Так как £ - произвольный элемент из К f a:J 
то К('х.)= la.}. Значит, последовательность х сходится по 
ядру к числу си . Теорема доказана. Из доказательства теоремы 
3 вытекает 
Следствие 3.1. Для любого х & CWc) из равенства (I) 
вытекает равенство 
К {-х, У - {aj. 
Следствие 3.2. Ядром, которое определяет полунепрерыв­
ный матричный метод суммирования Д = (ü..kit>) является яд­
ро, определяемое множеством 
Кд "  U i  х  ßv  (  К " )  }  t  ^  j  j (з)  
где с trt-it = at Ct-rvu), 
Д о к а з а т е л ь с т в о  в ы т е к а е т  и з  с л е д с т в и я *  3 «  I ,  
Действительно, множество К в определении 2 имеет в данном 
случае вид (3), так как 
KzV -
Кроме того, «.-метод ( А„„) где .A,-t • ((lK(i4-)) совпадает 
обыкновенным матричным методом - ft,,*) с 1 wI- - at a,*). 
Теорема 4. Полунепрерывный «-ГГ)-метод суммирования яв­
ляется регулярным тогда и только Тогда, когда 
I 1* 1  л)ürt- I O-nsiz i  С) I — О V k - u, 
T 
2° it »-к 21 I a,vt (~)! — •'/ равномерно относительного, 
: /i-с k 
3° ,ixyv 2. I tt.ik (l) | < И для любого r fc. -iL- ('-„Л 
*V 
Д о к а з а т е л ь с т в о  в ы т е к а е т  и з  т е о р е м ы  2 , е с л и  
применить необходимые и достаточные условия для регулярности 
а,-методов (см.12])„ 
Теорема 5. Включение 
|<(1) С Кй(1) \г х. «с. /п (4) 
имеет место тогда и только тогда когда 
1° ;Л (Т) метод регулярен, 
2 teivi >" j<x/Si-füi~ (5) 
Z -* Lo- лЛ TT ! , 
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Д о к а з а т е л ь с т в о .  В к л ю ч е н и е  ( 4 )  р а в н о с и л ь н о  
включению К С к.
1
'» Необходимость. Пусть Кск"? 
Следовательно, fc(x) - KC(JC; для любого хее т.е. <*cc) -
-метод регулщ)ен. Из включения КСкг/вытекает, что С 
С К° для любого u/e И/' Следовательно 
Zorn, 4G-/iy 5Г !<**»* = 4 V CCm:)cL 
(см. i„2J).,TV j k 
По определению предела по Гейне получаем, что имеет место 
(5). 
Д о с т а т о ч н о с т ь .  Е с л и  o t f r l - м е т о д  р е г у л я ­
рен и имеет место (5), то, для любого <~>~.) из W , -ме­
тод LA(bm>> является адерно-регулярным (см.[2-1). Сле­
довательно , 
К.^ с: к" V -'iv <=- и' 
Так как К
с 
является выпукльм и замкнутым множеством, то 
diU, U I К.iv : ^6- tv j С. K'v, 
т.е. К С к'" Теорема доказана. Прямым образом получаем 
следующее 
Следствие 5.1. Для полунепрерывного матричного метода 
Л ~(ükCi>) включение 
Кд(») С- K ei*) V х-е- пг (6) 
имеет место тогда и только тогда, когда 
1° метод Д регулярен , (7) 
2° Lhl " )а/. Лг ) | - I. (8) 
ь ™~^  te" k-
Пусть L('t)—множество всех банаховых пределов для х-, 
т.е. L- >-') является ядром почти-сходимости для последова­
тельности (cM.L2]). 
Теорема 6. Включение 
*4-,;.*} L Т i V -V £ пъ (9) 
имеет место тогда и только тогда, когда 
1° <л> (Г') -метод регулярен 
;Um 2_ /аяАси/ - 4 t ' 
3 ,j£LA' l ü e / i C z ) - 1 -  .  
v - 7 l c  f c  
Д о к а з а т е л ь с т в о  а н а л о г и ч н о  д о к а з а т е л ь с т ­
ву теоремы 6. Оно опирается на необходимые и достаточные 
условия для K,,v. С - L (см. [21). 
Юз 
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SBMICONTIMUOUS SEQUENTIAL SUMMABILITY METHODS AHD THEIR 
CORES 
L. Loone 
Summary 
Let - (ft.,»nk) be matrices, where a.mnk £ Й-• A se­
quence x =.{ j is called o</-summable to Co if 
tCix/ 21 CLmmk ^ k. — CL' uniformly in л, 
(see£31). The core of this *-method is defined in С 21. It 
is determined by the set K„. (see the formulae on the page 
92). 
Let c0<E//? and let ?/.—(CD) be a left neighbourhood of 
L0 . Let А(Т) •=• (Qfifetrjj be a matrix and let 
••a tviL j>_ i ллЛ vc) j <ao V "С ei dt-С Г
= 
) .• 
л
" к. 
Яе call a sequence ос -( ^ ) •-*<£,)-summabie to re if 
tun,- й-.г^  (:tr) F,,- CL uniformly in ,x . 
irv fc '
Let Vv' be a set of all sequences )C1 -U,. (<-a 1 
such that . Let K,w be the set that determines the 
core of v i^l) -method A = С ' 
Theorem 2. A sequence .x =<.£/_) is ^Xcj-summable to 
ci iff it is tv'-summable to a. for every н, 
In view of this theorem the core of wiTj-method can 
be defined as a core which is determined by the set К (see 
formulae (2)). The set of sequences convergent by this core 
is the set of all U.(Z i-summable sequences (see Theorem 3 
and corollary 3.1). 
Using the theorem 2 and the results of the paper 
the author gives the necessary and sufficient conditions 
for the regularity of -ui J-method (see Theorem 4). The 
necessary and sufficient conditions for inclusions (4),(6) 
I 
104 
and (9) are also given. In those inclusions " кc(x) denotes 
the Knopp's core of , КО ) denotes the auc) -core of 
X-I КД <»-) denotes the core for sumrnability method /4 = 
— (ci^lC)) of oc and denotes the set of all Banach 
limits of x- • 
For example 
Theorem 6. The inclusion 
K(X)CHX) tfocG-ГГЪ 
holds iff 
1" -a (V) -method is regular, 
2<= turrv Л'м/l, X Idvviq tr) i = 4, 
ZT rV к 
14 
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ОБ УСЛОВИИ ЧЕЗАР0-СУММИРУЕМ0СТИ И ЧЕЗАР0-0ГРАНИЧЕНН0СТИ ПО 
ОТРЕЗКАМ ДЛЯ ПРОСТРАНСТВ ДВОЙНЫХ ПОСЛЕДОВАТЕЛЬНОСТЕЙ И РЯ­
ДОВ ФУРЬЕ 
И. Лепассон 
Тартуский государственный университет 
В настоящей статье обобщаются проблемы,изученные Бун-
тинасач ([51) на двойные последовательности и на двойные 
ряды Фурье. 
Важную роль в теории рядов Фурье играют Чезаро-сумми-
руемость* по отрезкам (Т К) и Чезаро-ограниченность по 
отрезкам ( Тв ) , В настоящей статье исследуются условия 
Чезаро-суммируемости по отрезкам в F К -пространстве двой­
ных последовательностей. Доказано, что -пространство £" 
является Т ß -пространством тогда и только тогда, когда 
E-fy-E где ^{Х-Их119-£00<1-4)(£+1}1А/(} Х*е1 + • 
(I +Ш} ^ ^ * 
р является ТК -пространством тогда и только тогда, когда 
fyo' £ :Е rictyе Е ; X имеет свойство ТК~} , где Со . 
В § 3 применяются теоремы, полученные в § 2 для изуче­
ния мультипликаторов и в § 4 доя изучения рядов Фурье, 
§ I. Обозначения и определения 
Пусть 
Е - локально выпуклое пространство последовательнос­
тей с хаусдорфовой топологией; 
U) - пространство всех двойных последовательностей^ 
X = (Х<2)) 
1 
Всюду Т-
^ Если область изменения m, И не показано, то m,Kl -С, 
1 , 2 ,  . . .  
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у, w Kl 1 г» w J 
f - последовательность (« K ^  / , где о m и = i , a 
остальные элементы нули; 
Е"„ D - линейная оболочка множества f fi""3 j 
м , и  /  
p*n= < 
к7=? *1" Р^-гЪ--МГ/--М 
 ^ №0( "4/  6 : 
р^(р т"]|(Г^(б ' т иЗ / 
m  r i^v.Mra=»yv l$foWh«IН; 
СтФ
ш ! 
' 
X• <ä=(Xkr ljKJ , где *= ) и 
A ^ ™ [ x -  X & A ,  ^  6  5 } ;  
Последовательность P >X называем отрезком последователь­
ности X , a'S" \Х - ее чезаровским отрезком. Пространст­
в о  Е  н а з ы в а е т с я  К - п р о с т р а н с т в о м ,  е с л и  —  Х я в ­
ляется непрерывным функционалом. К -пространство Фреше на­
зывается F К -пространством и банахово К -пространство- 8К 
-пространством. 
Введем еще обозначения: 
Ere-) X 6 tV <5"' X - ограниченное множество в Ej : 
Е^бЕ.^-ХсЕ И Л$Г(в"""х)*Х}' 
Будем говорить, что X обладает свойством 
Г6,если Х£ Bjß ( X - Чезаро-ограничена по отрезкам 
в  
Е) ;  
Т К если Х£ Егк ( X - Чезаро-суммируема по отрезкам 
в Е ). 
Пространство называется 7"ß -пространством (соответст­
венно Т~К, -пространством), если Е ^  ETR (соответственно Е= 
= ^гк)-
Если Е является ЕК -пространством, тогда из опреде-
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лении вытекают непосредственно следующие соотношения: 
С T^ß ' ir 
В пространстве Ртк определяют полунормы 
В дальнейшем применяем обозначения: 
Ä =/^ц£~^КЦ£ ~"Al I 
j Al^\a£~A k(A}}[a)~A K#Aki ~ 
- AK£ AX^£~AJC£ AK/+Y * &к£ А Ш,М < 
Из преобразования Абеля (cM.fSl, стр. 63) следует 
Лемма LI. Для всех \& IV имеет место равенство 
л
и
)<г"+ 
in ŽlkW)[AK  (Акг АкпУ 
К-о j ß 
СИН)[_А^(^ kl бД ^  
. 
Л/ПКЙ П-/ 1 ) o« ^ 
+27/AkAxJP -t-Z *-
K
'~° r 1 
+ т и [ д  htr\-i,n-4jJO + 
Дй Акг) 1 + 
«7=0  ^
f)lf'(A+-'l/dKA</W"ÄKzA^f,,])^ ' -f 
. 1 \ _L 
+ w Ž  ^  
+ tnnfA^ (А
к
/ AMl* ivИ V 
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+ m VI ( Д  ^ А и Н , * ) Д # и ^ [(мН)(ч+ ~  
-m (и ^ )б""Чи-(т4#)и5"™'"-<4 w Я 
Теорема 1.2. Пространство mr является ß К -простран­
ством и I 3 -пространством, причем 
tfiT = (.mr)rS • (1) 
Д о к а з а т е л ь с т в о .  П р о с т р а н с т в о  W  т  я в л я е т ­
ся ß К -пространством (см.[47). Чтобы доказать равенство 
(I) достаточно доказать неравенство 
M^ir"*IUr <MllxLr ,f X6mT . 
Пусть <хз, ее. 
#(%)-1^0 I ) 4 £ E4z3 , 
тогда 
Ii x|l„;<y V ЖЙ?"^  
Покажем, что^и вторая половина неравенства имеет место. 
Пусть Д=<7//гл (/ тогда по лемме I.I 
ffir-11 = 
w  Ui**'*) +  
4 (n+4)27 (К+</)(Д к Ä^n) + 
к=о, 
Kl У 
x)4 
С
4^^ )(А/(Ак,и^~Л^^Ак'+У,/7Х6' ' xj -h 
k=o ' '
4w| f£4t-AgiAm.WK7"''^4 
4ШЛ (A 
i m  n [ h K  [ A l i h m i , n M  x )  +  
+А
И1 иП^-^Нп-м)К 
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А к / +  
"У "  „ - /  
-t/fc +&фк Ам^еи^Щ У'<)Д/Л
т/-f 
-t- и 22 (к+-/)(А«А
к 
Ajel А k4^n ) -/• 
К
~° 4 
+т
Д UM)(&iAmм,Г 
-f |41 ^  Л K-f  ^Ж л£Д g (Afc-/ А*уМ;и-/^ 1 
+ Ати j  4  (* , 1 с / х)4 
4 М л ^ * ( ^ х )  =  М 1  | х 1 ' м
г
.  
Такое М существует. Это следует из теоремы 8 статьи f 2 j. 
Теорема 1.2 доказана. 
Теорема 1.3. Пространство С
т 
является В К -прост­
ранством и "ГК -пространством. 
Д о к а з а т е л ь с т в о .  П р о с т р а н с т в о  С т  я в л я е т ­
ся 6К-пространством (см. [43). Пространство С г является 
ТК -пространством тогда и только тогда, когда Cr является 
Г8-пространством ([67, 3.4). А в том что Cr является 
Т6-пространством, можно убедиться аналогично как при кп у 
в доказательстве теоремы 1.2. 
Теорема 1.4. Пространство является ß * -пространст­
вом и "Tß -пространством. 
Доказательство аналогичное к случаю простых последова­
тельностей (£7j, стр. 458). 
Единичные шары в пространствах С}, и % будем обозна­
чать соответственно символами Q и Q о. 
2. Необходимые и достаточные условия для Чезаро-суммируе-
мости и Чезаро-ограниченности по отрезкам 
Теорема 2.1. Если CfXc. Е- , то 
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/ЬгкМРтк&'Х)-
Д о к а з а т е л ь с т в о .  С о о т н о ш е н и е  э к в и в а л е н т -
Г-тк l<r m" х) 
следует из доказательства теоремы 1,2, если Л  ( х )  заменить 
полунормой р, (х). Если Л ё <3, то по теореме I.I 
fb (Х- j/L ( Р А-<^ЖИ- Х,) — 
>fe 
4 У JуМПМймАкУ )](<*"•*"'<fm" У) 4 
•i \ti) **l<fmi" х)-> 
+d^W Аку)^ ™"х) +JLjm  )(&"" * ) 4 
+/иу(ДЦ(К[*-{,)>) LS1*'1'1,4 5/"" 
D/n и 
где г можем опускать, поскольку m и и большие по срав­
нению с |Ч и у . Итак, «-/,>4 
Л  
(А<""У)  ^  4/ V/ + 
4 V ^{к.^)ЫиЫ*Г^М\Ч(^г>А -f 
К= С ' SL-V 
fA-4 у 
~^ "Ž j  IА к Aic yj~f 2J I A ^ A a I /  4 y ^ ) / - 4  k=-0 l=o 
+/мУ1А
к 
(A Kl )l -f I A/vyl j jA-гк; fxX 
Учитывая, что (см.[2J) »o 
iАкAmnI v< Z I Aj AVh V 4Vl4hJ) 
У-IYI ' 
можем писать ^ 
ÄfL &
л 
(K^X^MTebi\/r (м)(#и)1&м U+ 
fix** 00 L^ /=C k-c/-y 
ui 
Н£
о
0<н)1Дк Ак»Н 
V' 
4  5  ДЙЛ дм / 1  +1  A f t  У  I  
Следовательно, . 
/ЭЧУК Т^К (A'V4 FBTK ^  ') 
ym ,n 
тем самым теорзма доказана, 
Из теоремы 2.1 непосредственно следует 
Теорема 2.2, Если Е пространство последовательностей, 
Е г б  =  9  •  f r ä  .  
Теорема 2,3, Если Е - секвенциальна полное простране-
ство последовательностей, то 
Е
г
& ( Е г в  )тх , 
Д о к а з а т е л ь с т в о ^  Д о с т а т о ч н о  п о к а з а т ь ,  ч т о  
последовательность f6" X) является последовательностью 
Коши в пространстве Erß • Если она является последователь­
ностью Коши в пространстве Ец-g тогда она и последова­
тельность Коши в пространстве последовательностей Е , Для 
Из этого и следует утверждение теоремы. 
Теорема 2.4. Если Е является FK -пространством» ко­
торый содержит множество О" х то следующие утверждение рав­
носильны; 
(а) Efß J , 
(ž>) у. £ М
Г) где ^ Ki )) ^ ^ ) 
(с) fy6'Y С Етк 'j 
MCj/o,Xc Е j 
(e)Gö / является ограниченным подмножеством в прост­
ранстве Е ; 
(/) 6V X является ограниченным подмножеством в прост­
ранстве Е 7-5 * 
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л,  Д о к а з а т е л ь с т в о .  ( d )  П у с т ь  
% Е определен равенством X (А) ~ К X Тнк как Е яв­
ляется К -пространством, то оператор имеет замкнутый 
график. По теореме о замкнутом графике X является непре-
рвыным. Так как SJ, о является Т К -пространством, то для 
кавдого Лб-Qe имеем 
^ " "Ал<К и х )<а )=А - х .  
(С)^ (et) вытекает из соотношения Ef/c ^ Е . J 
В силу непрерывности множество ^  (5cj— So "X является 
ограниченным . (£.) ^  (&) в силу включения </£ 2 б?0 . f» J 
<&(>{) вытекает из теоремы 2.1. f(X)<b^> [&) По теорема Ба-
наха-Маккей условие (а) равносильно слабой ограниченности 
множества S'x в пространстве Е . Следовательно, для каж­
дого непрерывного линейного функционала в пространстве Е 
^ (^С) t Если /€ Е rß то п0 теореме 2.2 имеем Ц0- X С 
с: £
г
у. Теперь по ^  ) —> ( С ) и по теореме 2.3 имеет место 
включение (ErõhkC Етх.Из теоремы 2,4 непосредст­
венно следует следующая 
Теорема 2,5. Если Е является FA, -пространством, и 
X £ Е- то следугацие утверждения равносильны: 
(а) х ^ Е т в  ; 
(в) ^ с ^ТК >' 
(с) fy'XC Е.. 
Теорема 2,6. Если Е является F /( -пространством, то 
слздующие утверждения равносильны: 
(а) Е е  Er t3 )  
(в) Е — 9 ' ^  ) 
(c) - Е Етк ; 
(d) • Е — trX • 
Д о к а з а т е л ь с т в о .  В в и д у  т е о р е м ы  2 . 5  д о с т а т о ч ­
но показать только включение £?тх '-•fyo'E при условии, что 
Е является ТВ -пространством. Если Х&Егк тогда р< 
имеет свойство Г в и фо'Х^Етк. Это значить, что У- Э 
СЗ £ ГК ; £ ' С ^ £ Г К 
Теорема 2.7. В -пространстве множество последова­
11$ 
15 
тельностей ( является Т - базисом тогда и только 
тогда, когда 
Е ~ о ' Е- • 
Д о к а з а т е л ь с т в о .  И з  т е о р е м ы  2 , 6  с л е д у е т ,  ч т о  
Е - Етхи Е~Ц0' £ равносильны, это и есть утверждение 
теоремы. 
§ 2. Применение суммируемости по отрезкам для мультиплика­
торов 
Для ,F~C-UJ введем обозначение: 
(  E  - * F )  =  { X 6  b J : X > E c F ]  >  
причем X £ Е) называется мультипликатором. Из теорем 
2.3-2.7 вытекают следующие результаты. 
Теорема 3.1. Пусть Б , F и S-E F являются Fft -прост­
ранствами. Если Е или F является Т/< -пространством (соот­
ветственно 7™6 -пространством), тогда и 6 является Т К -
пространством (соответственно Гß -пространством). 
Д о к а з а т е л ь с т в о .  Е с л и  Е  я в л я е т с я  Т  К  
—  
пространством, то 
0^-6^ 0^-(£-Pj=('^ e) /= = E.F=6 , 
Доказательство случая в скобках аналогичное. 
Теорема 3.2.. Если Е и F являются FK -пространствами 
и ТВ -пространствами, то 
( E ^ F )  с  F t &  ) '  
Д о к а з а т е л ь с т в о .  Д е й с т в и т е л ь н о ,  е с л и  X  6 -
£ (Е-> Е) то Х- £ с Е и по теореме 2.5 имеем 
у. EfKL= X'fyo' Ь. С- <^/0 'F — FT)c_ 
т.е. Хб ( -» FrK ), 
Теорема 3.3. Если Е и F являются FK -пространствами, 
а Е является Tk -пространством и является Т 6 -прост­
ранствам то 
С Е  ± F ) = ( E * F r K y = ( E . - > F T e ) .  
Д о к а з а т е л ь с т в о .  П о  п р е д п о л о ж е н и ю  £  -  Е  г <  
и Хё ( Е -^Fy-y) имеем 
X • Е — X ' t l~rß ~ " 
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Следовательно, % 
( E - > F T 6 M £  +F tJ-
Если X e L E - ^ E r ß )  то 
tf.£c ftb = f*s>(e+ftb) = 1£ + f). -
Теорема 3.4. Если E является l~K -пространством и 
5  то ( _ F ~ > E ) C  E T ß  .  
Д о к а з а т е л ь с т в о .  Е с л и  F  э С ^ о  т о  и з  в к л ю ­
чения X' Fe В следует включение X-tyoc Е . Теперь по тео­
реме 2.4 У в Erß ' 
5 4. Применение суммируемости по отрезкам в теории рядов 
Фурье. 
Пусть С
6
" - пространство функций двух переменных с пе­
риодом 2 (( и с непрерывными производными. Для каждого К, I б 
ё: Z + мы определим полунорму . , 
где U ' производная порядка А по X и порядка j по у. 
от функции ^ . Пространство С6" с такими полунормами — 
пространство Фреше. Распределением (обобщенной функцией) на­
зывается непрерывный линейный функционал в пространстве С°°. 
Множество вс^с распределений обозначим через D 0 Далее, 
пусть T=[rlh Ч ;~Ч /"7(^  = L 1~Г) СО, Коэффициенты Фурье, 
распределении F , будем обозначать через F и коэффициенты 
Фурье всех распределений с D, 
Пусть Е - локально выпурое хаусдорфово пространство 
классом полунорм . Тогда Е iF&E} является локально 
выпуклым пространством последовательностей с полунормами 
р  и  
ш* V 
Ш б л  
Л 
ГЛ * 1 
Е
гк - {Fe Е: ^ ^ 5)" 
E T )s=i R£ D :  F  
Пространство (5 называем Г-пространством, если Е - Е j-K 
и Г б -пространством, если Е ^  
Пусть 
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15* 
e  ^ гда Л tirelini j flm J Jr Цо\. 
Если г *" с? - свертка двух распределении, то р F*6, 
В силу этого из теорем 2.6 и 2.7 следует 
Теорема 4.1. Если Е является FX -пространством, то 
имеют место 
Е =ЕЖ<=?Е^^-ЕИЛИ Е =>Егк<=>Е = <Г}О*Е; 
Е С Е
ге^
£ "9°' ^  ми f с £гв^ ^ 
Теорема 4.2. Если Е является FX -пространством и 
L 4  *£=£-^,10 Е-Етк • , 
Д о к а з а т е л ь с т в о .  Т а к  к а к  Ö J L  о  С  L  ( И З  )  ,
то по теореме 3.4 получаем Е ) С . Если #• Е^ Е 
то Е является Гß -пространством. Так как . 
х 
Е T K = O j Q * f E c  Л Е-(-Of о * L^E-^(L^E)C 
С Of о * Е — Е
г< 
то ' 
L 1 * f ^ E T K .  
Следовательно, условие L & Е — Етк, достаточно для того 
чтобы F — Е. г 1  
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ON CONDITIONS OF CONVERGENT AND BOUNDED CESARO SECTIONS FOR 
DOUBLE SEQUENCE SPACES AND FOR FOURIER SERIES 
I. Lepasson 
Summary 
In his work Buntinas £5 J has investigated Cesaro sec­
tional convergence (T К) and Cesaro sectional boundedness 
(Г6). In the present work his assertions from article [ 5 J 
are generalized on double series. 
In section 2 it is shown that on FK -space E is a 
Tß-space <=> Е-Ц-ЕФ? E is a IK- space^E = 
— л
е 
In section 4 we consider some applications of the— 
se theorems to multipliers. In section 5 ®e consider some 
applications of these theorems to Fourier series whereby E 
is a Hausdorff locally convex space of distributions defi­
ned by a collection of semi-norms and E — {FFff^will 
be sequence space with a locally convex Hausdorf^ topology 
defined by the semi-norms fb (F)~p-(F)^p,^ . F is the 
set of sequences of Fourier coefficients of distributions 
F . , 
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Tartu lj li к. Toimetised. Уч. зап. 
Тартуск. ун-та, 1989,646, II8-I29 
MATRIX MAPPINGS FOR RATE-SPACES AND X-MULTIPLIERS IN THE 
THEORY OF SUMMABILITY 
J. Sikk 
1. Introduction. Gunnar Kangro introduced the notions 
of spaces cx and ni/~ as sequence spaces having sequences 
which converge with a given rate X (see['5, 6j). He worked 
out a method of Я -suimnability using the techniques of suni-
mability for these spaces. We shall use a Л -summability 
approach to a wider class of sequence spaces which are to 
be callea rate-spaces. We shall introduce the notions of 
abstract rate-spaces Xe (,v) and / <. x) , study their matrix 
mappings and.>£. -multipliers. The latter notion is derivea 
by generalizing that of the summability factor, it is named 
in honour o° professor Kangro. He investigated those multi­
pliers for spaces cx and rrv . j?0r an application, I shall 
use X -multipliers to investigate Fourier coefficients and 
Fourier multipliers. 
Rates (X ,м >1 ) are real sequences with nonzero ele­
ments only. Given a matrix А and a sequence x = (xj , 
.к =1,2,..., we write у - Ax, to mean that for each n, 
x k  . (1) 
Standard notions of sequence spaces c„ , c. , .{"*' = .п., 
tP andu,' (see l2j) , as well as 27?*-periodic functions 
spaces Lp with their Fourier coefficients spaces Lr (see 
[1]) are used tbrought this paper. 
For a given rate A, = (and for given xe с , with li­
mit x' a sequence fi - () with elements 
is determined. For a real (or complex) vectorspace of se­
quences X (basic space) the following rate-spaces 
Kjx) - ( x : x б с tVh4 /3 £ A } , (2) 
X O) - { x ; (';• к >.< ) й X > (3) 
are defined. 
Examples. 1. Let Д. be an increasing positive rate, 
than a) for basic space X=c we have Xc t-V*C. (or t'cC^)Ä £л) 5 
b) for basic space X- <uv(*y — m- : 
c) for a basic space Л •- <•-„ X._0> - X (-v) - cv'v 
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(The spaces 111Л and c-'v v,'ere defined by Kangro in L"5J=) 
2. Let ^ - 1 К , ... ) , then 
A) (Х-««'1 )Г < <*} , 
b) c. (-v^ = t x ' tvn- Xh К '1 eoi-c.-i-£i I i 
O) cc (:v) ^ I JC •• TTVFI- JCk к "* = 0 $ • 
3. Let *• - (1j "'/ Л "4 , • • ) , then 
a) c v  (л ) -Ü : x  e  c  «W ((-Ок+/,(х>л.- *•))* c?; 
b) Cf-v) - i-t- - <(- 0* r'z K  ) & c  * , 
C) TR^ Л-) = I* ; ( Z ((--I/HXK/< »= >. 
Let X be a linear normed space with a norm ll • i'x , 
then X (A)is also a linear normed space with the norme 
II • IIX(M- IIa- - ilx . 
2. The_ma££ings_theorems_for_rate-spaces. 
Let X and У be the basic spaces. If for every x.tX(.t) 
the sequence A^fc b(,u) then A is a matrix-mapping X (л.) into 
if ( u.) and we write A 6- (XI ; у (/<->_) . The matrix mappings 
iXlM : У
с 
)) , ( Xc( а.) ; У (> j) and ( Xc (я.) • )) 
are defined analogously. In the present section of this pa­
per we shall stuoy these mappings. Their treatment will be 
basea on relative mapping conditions of (.X : У). 
Lemma 1. (Kojima-Schur's theorem) A matrix Аб (с ;c.)iff 
a) tün, cl^ic exists, 
b) rt' exists, 
C) (CW 
(see C2J, p.12). 
Lemma 2. A matrix A fc (<n. ; c.)(or A is coercive matrix) iff 
it has convergent columns and one of the following equiva­
lent conditions holds: 
a) 2 in.„,Kl is uniformely convergent, 
b) the rows of A and a - L ana 2 Ia,lK -? С 
(see £21, p.15) • 
Leimia 3- Ae (m. : м-^also A e Lc : irv) and A 6 ( C c  , /п..) 
iff II Ail <00 , where 
j| AII - iufi 2/«-„,* I 
(see [2j, p. 5). 
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TheorenM . Let A = (cl ) s A (&,/t J - (сс ы  /V* ) . 
AI*--',4) = («-л, V J ana Л С'й-л, ) 
then 
1) Л е(ОД •' W/W) iff Л (Л"*/to) e (X • У ) J  
2)Л е( X »2/<>>) iff AM,/t-j б С X ; !/,), 
3)A5(XM; У) iff A(a-^) t ( X :t/)-
Froof. (a) Necessity. Let A € ( X(*-) У (/*,))•, then 
for every x & X (я.) there exists у = Ахб У (/с-) . Using 
the definitions of rate-spaces X (&•) and У (,iv) to X and to 
Ax- we have 
-4  -*  
У>Ь~ /^ N, XN, - Ž Л/И Х
К 
— 2 «V,* K * <T (4) 
for cd - (°*~x ) t X and at = (Хц) 6 Ъ' , Thuss 
f C5) 
it follows that A ( £1z /<, _) _ 
(b) Sufficiency is easily inferred from (4) ana (5). 2) ana 
3) will follow from 1) having "Ъ- (1)от rlo-(4^respectively. 
0orollar2_1 j,1« A mapping A 6 (m,(X) : С matrix 
A (A - , u.) is coercive, 
$£§SEi£_ljljt By theorem 1 and example 3-D in [2l for 
A € ( (A*) " fr1' iff* 
' Ад, 2 / Co h <  л-^1 р< oo . 
йсат£1е_1_.2_. By theorem 1 anu lemma 3 
(С.C(*-): m, (yu-)) = (C4-*0 '• msCjiv)) - (m,(A.) 
and belongs to these spaces iff 
'/"J £ LA,^  B~* I  ^T» (6) 
Example 1.3. By theorem 1 and example 5A in £ 2 J (ec (^-X 
: w (/«,)) = (с,(я.) ; urC/Us)) = ("лг( A-); uri^)) aad д belongs 
to these spaces iff the rows of AO^, /£,} belongs to £ • 
Theorem 2. Let A = ) with Z (- ^ ana 
h{X\/4s) - (ot,^ \ VJ »then 
1)Ае iX c<.v): Уiju,)) iff AL^ ,jlo) 6 ( X ; У J ; 
2) A 6 С Xc W J/) iff А (я.-; ,0 e <* ' ^  • 
This theorem is proved in the same way as theorem 1„ 
Example 2.1. Let A has a property e. ( tcj 
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then 
Л e Ос( Л-) nvtp,)) (also л 6 (С
й  
(Л) : in (jc))ani 4 € ((с0)с(Ъ ) ; 
• /уъ- i^ it)) IFF 
лир 2 !com К О) . (7) 
^§SEl2_2.2_. By lemma 1 and theorem 2 /I e (ec( Ях) .? aJ 
iff 
a) /4 has convergent columns, 
b) ton-bZos^  exists, 
c) 2 j = (?(4 ). 
™S2£SB_3 • A be a matrix with convergent columns 
О, = (а^н ) where сс
к 
= 
у 
Л =("(%*"" ^  Л-АГО 
and Al*"] О-(.&•„,£&к"*) 1 then Л fr (X f я,; 
iff 
Л (Л,^  ,1) 6 С X ' G- J (В) 
and 
A(^'i^) е сХ '• У) , (9) 
Jtoof_. Suppose Л, б ( X (Л, ):У
С 
(ц/J, then for every je б X (A^ 
there exists a ^ = Дж 6 . By the definitions of rate-
spaces X (/V) and У c( /*•) it follows that =-oCKx^'/l 
and /3* (4t) , where Л^х-
Thus, (Affdc) e e, and (8) is satisfied. As matrix A has 
convergent columns we have 
Ax. -CüruS^n^. ^ ii =2 к X-H. • (10) 
It follows that ß has a form 
ßic ~ 2, ' tts 1  °^K CD 
and A (^ ^  )e (X: у ) . Conversly, it follows from (8) and 
(9) that (10) and (11) are valid, which yields Л € 
€ (-X(-v): %.(>)) . 
52£2.üä£Z»5^1z -^et Л Ъе a matrix with convergent co-
lums a = («-fc) , then A e (X " У
с
</^)) iff ДМ,/^6 ( X : У) 
and Л € ( X F С ). 
Scam£le_2_.1_. By theorem 3 and lemma 1 matrix A 6 (С (/V); 
s ea(,Ms)) iff 
a) it has convergent columns (Z- =• (Л-* ) • 
b) (<*-
лс
) e Cc for every k=1,2,..., 
c) Я/^. exists, 
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d) 2 (Лм** I = О (О ; 
e) Ijftvž fanti ~ exists 
f) Z/o-w - «-* //A» 5V<" Ы&(*) . 
Example 3*2. By theorem 3 and. lemma 3 the matrix 
A e (т,(Я,): m,c i/ju)) and also A 6 (e,[\);тс</л)) ,Ле ю±т) 
iff 
a) it has convergent columns OL, ==• (°^ к.) > 
b) IUFZLOSN< Ъ~*1 < OOY . (12) 
о) о«/3 2 / ^пч. - * i < оо , (13) 
Л' Ц 
Ebcam£le_,2_.^_. From theorem - 3 and examples 3B and 8B in 
L 2 J it follows that if A has the convergent columns then 
Aü(c(^)i (and also A 6 (пь(%) i V'Cju,))) 
iff (12) and 
<"У> 2 АЛ- ^RT-" ^  / P  ^00 
where ЛГ is finite set of positive integers. 
Iheorem_4. Let Л - be a matrix.with convergent 
columns^ /UsbXCa,^ У, A(£*,/U-) = ((О^ли ~°Ьк)^ц, 4) and 
&(*•* 4)в ((а/п,ц_ -cv^) Л ) , then 
A  e  ( x c  ;  У с .  (м-)) 
iff (8) and (9) are valid. 
Ptoof. If ^ б (Xс ( л)V<; (/ijjthen б Уc <• to) exists 
for every *: еХ
с
(Я-), By the definition of rate-space У (/*•) 
we have Ax e c. and thus the condition (8) is satisfied 
according to theorem 2. By the definitions of spaces Xc (-4) 
and Ус <-/<•) it follows that for some л « £ X and 
fi> = Lp>n_) e У we have ос
к 
= Л-<:( аг^ — x. ) andftjrAt. (Лл.х •*) 
where Ax = 2' coKX-K , Consequently fi> has a form 
K 
. Д 
А ( 2 f«-»,, - «-*: J06« 'г* +-
t -<*,»• (14) 
The presumption was that А-л § ~ ^ к.) ^ У > therefore it 
follows from (14) that A == (X Г and (9) is sa­
tisfied. 
Conversely, if the conditions (8) and (9) are satis­
fied and /<-«.£ (л-
ЛА 
- <Ь'
К
) fe ^ then /3 has a form, (14) and 
A E { ЦЦ - XW ; ' 
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Remark. The precondition ^2 (tb^ - } 6 У for 
mappings Л 6 С X c l Я.j. г/ (  ддд /) 6  tXc(*-) ; Ус  C/U.)) is 
essential in theorems 2 and 4. For example in case, when 
£ 6 л
с
(л), where e, = (4,4,-••), this precondition becomes one 
of the iff-conditions. 
Example 4.1. By theorem 4 and lemmas 1 and 2 a matrix 
A e (ibc(b) : m-c, (/<>>>) iff 
a) has the convergent columns со = (я-к.), 
B) 2 /Й^  - Л'* I 'ЧЕ * — О > 
c) Е , 
d) 
Е) И/Е-ДЛ* I * ' 
Remark. A basic result of G. Kangro in the theory of 
^-summability which describes the inclusion Л f/и. ^ c/fc.A(see 
C52, p. 138, theorem 1) follows from example 4.1 for the 
case of positive and increasing rates and /<, . 
Example 4.2. Let /^2 then by theorem 
4 and example 1A in [2] A 6 (£c(*-) ; iff 
 ^l^^Al * 
00 
> 
Auf F /^V " (a,M -<%-*.)I i < 00 . 
K-multi£liersj__S£jaces_. 
The sequence it is called AXC(^) -summable if the 
sequence ^ =/4oceXc (к). The sequence л: is called AX(*-J-
summable if у f ^  (Я- ) . The series 2 u <  is called AX (X)-
summable if the sequence of partial sums of EU,K is A Xc (-V)-
-summable. The set of AX (я-) -summable series is defined 
analogously. 
The sequence £ =(S *) is a K-multiplier of class 
(fy XC(A) / J3 Ъ(и,)) if for any /) Xc Ся-/' -summable series Z «'*• 
the series Ž is S ^ t u-) -summable. The classes of K-
-multipliers ( AXc(x), ß Ус ^ AX(x) ; £> Dc (д,)) 
and A X (я.) , 3 V ( w )) are defined analogously. 
In particular, all classical spaces of summability 
factors can be viewed as special cases of the above-mentio­
ned K-multiplier spaces. For example, the class of summabi­
lity factors ( A, ) is a K-multiplier space (AC (4), txnUfy 
16* 
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the class of summability factors (Л
а 
, is a K-multiplier 
space t Aft, (*), (4)) , Рог the case of positive, mono­
tone, unboundedly increasing rates and м/ , the class of 
summability factors ) is a K-multiplier spac&(ЙЪ
С
(Я\ 
ßH7CC/M')) and that of ) is/A%(/U), &CC (/A, J J , See 
£5 J on the concept of summability factors. 
Let 3£ stand for a space X or Л (**) or XL (л,)аМ %• for 
a space У, 'У ( м.) or Ус (/<,,) , then we have 
?beorem_5. Let Л be a triangle with Л = J, 
;£> = a triangular and С = (С
Лк
) a matrix with elements 
then 
£' 6 ( А ЗС , 
Се [X-.У). 
Itoof. We shall use Schur's method of inverse matrix. 
The method is frequently used to investigate summability 
multipliers. Let £ « Л and ŽS^ukeß *j , then xe X with 
and 9. e ¥ with = Ü g* м-* . Applying 
to late equalities inverse matrix A"'we have ч,ц-2. 
and n. 
tyn, c"< x x (15) 
where С^к ~ 2 ^
Л|Г &r Яу,< , Thus, С t ( -£ ! 
Applying to (15) the properties of matrix A and В the 
converse check's easily. 
Theorem 5 shows that K-multipliers are closely con­
nected with matrix mapping theorems of rate-spaces. There­
fore, .it is possible to use corresponding results of sec­
tion 2 on mappings to study multipliers. We shall now con­
sider a case where A = S - J . Then ^ — 
» о for /!->* * 4 and вы = 4 for *- rt- , 4^K = 0 for*>/2, 
If follows that the elements of 6 (in theorem 1) have a 
form / д L f c  . < <1-
c/v* - i £ *, , к = ^ (16) 
and we have 
Corollary 5.1. If C-(c-h^ ) has a form (16) then 
Z (? ( J 3L , J У- ) 
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i f f  
С е  ( Л  I  У ) .  
EKffl2Ei2_5.il* Le"fc X = /и- (л.) and. У- - т. (АС) then 
K-multipliers' space (От /Л.) J(*i ltc)\ is the class of all 
 
sequences £ = (for which the series 2 = c7<V ) /T- /Z) . K-1 K K 'У 
for all series £ <л
к 
- &(*•„,). By theorem 5 and ex­
ample 1.1 . then 
- ( Jc (Я;, = ( Jt0(X)t йпъ(/К,)) 
ande-- (£'*) belongs to these K-multipliers spaces iff 
•iuft 1ю
л 
i(S I л £
к 
x~ '/ + / £aA;'/; < oc . 
E5S5Ei2-5*2.i ВУ theorem 5 and corollary 1,1 
с t (ЛпЛ'-гЛ Je ; iff 
"/ I*£K*k'I T J -
Example 5.3* By theorem 5 and example 1,2 for p ="/ 
С fc (x), пь (n,)) iff 
•ч> i"Zki I V^V"/+ ' £ A T  * 0 0  
Example ^_.4. By theorem 5 and example 8A in Г2 J for 
r* 4  (Зс
о 1л,)~зеТ^)) - (JC(K),dt Fi^)) = ( 
ana E. belongs to these K-multipliers spaces iff 
'I Ifv A £<'VX ^  лк" A* £» 00 , 
where К is finite set of positive integers. 
SsSSEiS-5j;2jL A =• (к,!ьл.) be now the method of 
Biesz and '£> - a triangular with lim, ^ , 
К = 1,2,..., then 
С - рц л 
n* /"* (17) 
and 
С ,  - P < A  Д £ *  /*« (18) 
Thus we have £ e ( , £> У- ) iff 
С  e  ( X  i } )  )  
Exa2i£le_2j.6_. Let A = .7 and i3 = (C. ^whereas fC, 0 
denotes Oesaro method. Then c„K = A(1 -£K and С
А  
= Л£ц -
By theorem 5 and example 1.1 in f2 J then 
(Лn(x)tCo, 4)rn,i/U.)) — (-7cfa-),fc, = ( Jcjx)tCc, i)nb l/Lc)) 
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and £=(£/<.) belongs to these spaces iff 
t /ЛЛЕ4-~)&K 1} * °°-
4. The_Fo ier_coefficients_and 
_(^ TÄL-SÜÄ5I£II®£2 -
In this section we shall build a Parseval formula type 
relation for and LA* Fourier coefficients and consi­
der the asymptotic behavior of sums I 1от (с
к
)е V", 
The results will show that the classes of series of Fourier 
coefficients and Lj*if*) -multipliers are "close" to the 
sequences of rate-spaces and K-multipliers. We shall use 
these results to investigate Fourier coefficients and (/г») -
-multipliers. 
Throughout this section we shall use the ordinary "lan­
guage" , used in the theory of Fourier series (see Cl J ). 
Lemma 4» Let T6 TN , where is a class of all tri­
gonometric polynominal of aegree А/ and 1 - fa then 
imifr 
Ё 2 2 2 S e e  f 3 j  s  P *  2 4 - 9 .  
(19) 
Lemma 5. Let j- fc lT and 'j € L 1 where /vc ( 4, 00 ) 
and fv, e ( 4,-rz/) then 
(20) |2 I = 
M&N " 
Eroo£_. For a sequence (f(^) 6 и and for a 
polynomial ~*£- N^§(K)£'n'X' we can use the 
Parseval formula and the Holder inequality. Therefore 
12 IW -zrjf $fc)Sncj(x.)I < /IF//^  //5^ J //^  
„ / (  - <  ,  
where p, + cp -4 By lemma 4 
it also follows by lemma 4 that for II J? /'^ = 0(л)} and 
we have (20). 
Corollary. If 6 lj" fob p* 6" (4, <4 J , then 
IZ С-«-;/ = (2I) 
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Ьешша_6. Let ( j(iv)J £ IA ^ where Д 6 (4,°°^  then 
u J m i - o c v .  f?2, L»|IF (22) 
Ftoof_. We shall use the Holder Inequality. For tile se­
quence ( £(n)) 6 v 
I iU) I =AiE /S II£11/, //2 /'"% 
»jS-ZV 1  *• ' in,\±IV-v I»I±N /« - I&/V л 
whereД"+<^/ — /( . Now (22) follows from the fact, that 
/72 
IN-IIFF Г У * 
We shall now renumber the Fourier coefficients in a 
following way: $(o)^Cotf(i) = ciJ(-1)~C.JliJ(A)= C5 
and $(*)*<£,§«)*C*2U) = с
л
* jЫ) = » e* .. . etc. 
Within rate-spaces' terminology the Parse veil formula, 
its analogues and lemma 4 to 6 have the following form. 
Theorem 6. (Parseval formula analogue). Let (с.ц)б L* 
ana t с for ^  r CV'A =• •/ where Д f (4, o°) 
then the series Z c* cie is J c 0) -summable. 
A result, close to Parseval formula (see [37 , p. 257) 
can be re-written: 
Si®2£22_Z.r Let /v € o=; then the sequence (ck)CL^ 
iff the series Zc* C'**" is J с f-^-summable for every 
<c'>eL* j. 
Её22£еЕ_®.1 Let f tr L?, p (: i- where /t- 6 . A ^ Ад'-О 
and Л - (ti** r '*) / then the series 2 is 
Um ( &>) -summable. 
By lemma 6 and Eiemann-Lebesque lemma (see flj p. 36) 
we have * 
Theorem_24, Let jv 6 U,°°) and A- — (h,^  ) then, the series 
|2с,. I is Üm/c • ( -summable. 
Definition. The sequence is a -multiplier 
if for every (c*) 6 iA the С£кС^) e tA'. 
We can now supply a detailed characterization of (/*>/*.У 
-multipliers and ^ Fourier coefficients by means of 
K-multipliers. 
$Ь£2£25-19Л  Let Д 6 (J,°°) then 
a) if ß. is a K-multiplier of class ( Л""с
в 
(x), ^ c) where 
A, - ( n,") then £. 6 L1" for fv V 4 = 4 • 
b) if 6 is a K-multiplier of class (-7/я. (:u,) , JcJ where 
12? 
Л  =  f * ^  )  f o r  А /  f r  A - - / )  t h e n  £ .  i s  0 4 ,  ^ - m u l t i ­
plier (and -multiplier) . 
Rroof. а) By theorem 9 it is true that L^<- Jf 
thus it follov/s from theorem 7 that K-multipliers class 
( J m.Ct} i3) , Jc ) С L4", 
b) By theorem 8 the series %CK c* is Jnt L/o) -
summable for every ft/- and у G l?\ Let £ 6 Jc)> 
thenyž- £*_с
к
С^ is Jc -summable for every f 6 and 
& L therefore by theorem 7 the sequence £ is 
-multiplier and a Cfvj -multiplier. 
52£2ÜS£Z_12JI1JI LET / 
' I - -/С 
Ž' к /А  e K i  +  I B „ l n -  <  
H-1 
* h 
then £ ft i-' -
The corollary follows from theorem 10 a) and example 
5.2. 
Corollary 10 = 2. Let ( y 
TV^'/A ZKl +IS„ln!~*~r^ OO 
K«/F 
then £ 6 (/V/ , and E. & L fr/ ft) • 
The corollary follows from theorem 10b) and example 
5.1. 
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Матричные методы для рейт-пространйтв 
и к-мультипликаторы в теории суммируемости 
Я. Сиик 
Резюме. 
Исходя из пространств и #п.я , определенные Кангрр 
[5], в статье рассматриваются найболее широкие классы по­
следовательностей , которые мы называем рейт-пространствами. 
Пусть Z - (Як), Яц* о , /г = 1,2,, а X -линейное 
пространство последовательностей. Пространство всех тех 
последовательностей х е С , для которых /з 6 X (при 
ß„ =Я^Сх
н 
~ х.),) называется X*-рейт-пространством и обоз­
начается через Х
с
(Я). 
Подпространствами пространства Х
С
(Я) являются прост­
ранства Х
Сс 
(Л) , Xtp(Z) -и другие. 
Пространство всех тех последовательностей х, для ко­
торых (Zhx*)tьХ называется X Л -рейт-пространством 
и обозначается через Х(Я) • 
Для рейт-пространств мы определяем следующий матричный 
оператор: пусть н - IH*) где /-v„* о , п. = 1,2,.... 
и пусть Л - некоторый метод суммирования последовательнос­
тей, переводящий х в последовательность А -X , Если при 
каждом ж <_- Х
с 
I я) оказывается, что А х <£• У
с 
</t) , то 
метод А  определяет оператор А  £ ( Х
С  
( Я . )  :  ;JUI ) , Анало­
гичным образом определены нами матричные операторы классов 
(Хш; bl.toj г (Х
С
(Я): У (JU)) И (Лея); Vc(/U)) (см. . 
теоремы 1-4). 
В статье автором определено понятие /^-мультипликатора. 
Определение• Пусть m с а) и w ( A J рейт-пространства 
vr-i и ьг* , A=(ahl<) и ß=(-&hK) -методы 
суммирования. Последовательность £-<£fcj является К -муль­
типликатором класса (/Ч «•»<я), в »г> если при каждом 
( кич ) е- иуа) вытекает, что последовательность 
частных сумм ( Z' e* и*.) we A J, 
Найтены конкретные к -мультипликаторы длг конкретных 
классов методов суммирования (теорема 5 и ее следствия). 
При помощи К-мультипликаторов в статье изучены 
коэффициенты Фурье и мультипликаторы рядов Фурье. 
17 
129 
Tartu Ülik. Toimetised. Уч. зап. 
Тартуск. ун-та, 1969,846, 130-136 
ПОСЛВДОВАТЕДШОСТНЫЕ МЕТОДЫ СИЛЬНОГО СУММИРОВАНИЯ И «Ь-
ТШ1ЛИКАТ0РЫ 
В. Соомер, К. Нийнепуу 
Тартуский государственный университет 
§ I. Введение 
Пусть oi.» £^-)-последовательность матриц* /\- =(Q t ) l- l i). 
Определение I. Последовательность fan) называет­
ся oi-суммируемой, если существует конечный предел 
^ Х-К =• "&) 
равномерно по i. 
Через с.^ обозначим множество всех с< -суммируе­
мых последовательностей (поле суммируемости последователь-
ностного метода <v ). Через с , ^  и т обозначим соответст­
венно пространства всех сходящихся, почти сходящихся и ог­
раниченных последовательностей. Отметим, что /= Су. Cjrr), если 
4Т~ ДЛЯ /'<,£<- ( :  
О для остальных £. 
Пусть теперь x и у - некоторые пространства последо­
вательностей. 
Определение 2. Последовательность называется 
мультипликатором типа (У,если ё. = fe
к
х-
к
)G У при 
всех х. - (сг.д-7 е JK . 
В настоящей статье изучаются мультипликаторы типа 
(СХ С-р ) 1 ГД® и ß - последовательностные методы сум­
мирования и с* = с^ П т , £-% = П т . 
Приведем некоторые определения и теоремы, которые при­
меняются в дальнейшем. 
Определение 3. Последовательность 0£-(яс
к
) называется 
сильно od-суммируемой к числу Z , если 
* Если пределы изменения индексов не указаны, то они 
принимают значения от О до СЮ . 
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lim 11. I о.„(к И -0 
равномерно по с . 
Множество всех сильно ос -суммируемых последовательностей 
обозначим через Гс.* ] 
Теорема I.I. [7] Включение с а имеет место тогда и 
только тогда, когда 
1° 3 CfniK - равномерно по i , 
2° 3 Im Z = » равномерно по <' , 
* *; 
3° Л T >0, sup £ I CWL < ÖD 
Последовательностный метод ix называется регулярным, 
если с с и У fas,) - а: для всех лес,. Для регулярных 
методов (у^  имеет место ос
Л 
-О ) сх.-^ , 
Пусть сс£^ . Число ~ Q—ŽL.a.1 называется характе­
ристикой метода od. 
Определение 4. Метод at называется конулевым, если 
9(i"х.)*О и нерегулярным, если ^ О. 
Определение 5. Последовательностный нерегулярный мат­
ричный метод называется ^-совершенным, если при любом 
последовательностном методе ß для которого cj*" с с* и 
A(be) для всех JCGC, имеет место otfx) = /&(эс) для 
всех cc е c-J1". 
Пусть ^ = fA) t  Л = fаЯА:у), тогда с* ~СА (поле суммируе­
мости матричного метода /4 ). Понятие ^ -совершенности мат­
ричного метода а было введено в статьях [4] и [б]. Извест­
но, что каждый нерегулярный матричный метод А - ^-совер­
шенен (теорема Мазура-Орлича). 
В статье [i] рассматривается класс последовательностных 
методов , для которых выполнены следующие условия: 
(а) матрицы а,- конечноетрочные, 
U) Ц(р ! ам1 < 00 . 
В статье [I \ доказано, что конулевость таких методов 
эквивалентна слабой сходимости к нулю последовательности 
в-2- е*. в f ^-пространстве с
Л 
, где е = (
/7 
е ,  = / ' 0 , 5 , О ,  4 , 0 ,  . . .  )  -
Известно, что конулевость любого матричного метода 
описывается также. В той же статье и доказано, чи каждый 
нерегулярный последовательностный метод , который удов­
летворяет условиям (а) и (/), является С -совершешым. 
17* 
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§ 2. Мультипликаторы типа (с£ r ) для корегулярных пос-
ледовательностных методов 
Обозначим множество всех ограниченных последовательнос­
тей , которые являются мультипликаторами типа (с*; C^)t через 
М (С*, с£). 
Оказывается, что при некоторых ограничениях не метод оL 
отображение £х (s.x) является мультипликативным при 
всех & = М (с£ ,Cfl) и х = е с£. 
Теорема 2Л. Пусть а,- регулярный ^-совершенный пос­
ледовательностный метод и ß - регулярный последовательност­
ный метод, тогда 
/6 (а ос) => /Ь(&) • (я) 
при всех £ е MfcJ", с£) и х. G с£ . 
Д о к а з а т е л ь с т в о .  О т м е т и м ,  ч т о  и з  р е г у л я р ­
ности метода следует, что е е с** , значит е сД 
при всех £ е Affcj", с/; , т.е. М(с£, с%) с сД . 
Пусть U. - (Ai), А; ~{Ь
п
£
к
) и /3 = (В;), 
1° Если ßfe) ФО ? то определим последовательностный 
метод f =• ("-J, CL =(<t„u) следующим образом 
Г =, J— / £• 
,ш) ni« * • 
Нетрудно проверить, что ввиду регулярности метода /6 метод 
f будет также регулярным. Так как £. ^(е.
к
)е М(с*, 
то при всех а: ~ fac^J-e е.* существует предел 
4" ~ß(£) 4- ^ И/< 3 * Х* > 
значит, с«? с. . Ввиду регулярности методов ^ и j'"- эти 
методы совместны на множестве с- и из-за ^-совершен­
ности метода V имеет место 
oi (ос)=^ (х) при всех cc е с J . 
Тогда имеем 
^ФГМ-JÜ) Л**,** 
т.е. действительно при /а (s.) ž О 
t)m ßC&)-
2° Если /i(e.)~ö, то выберем С.«,-*, = ^ а»Ь > тог~ 
да метод <f~ регулярен, с* с Ср и 
F F^ /1 = (2.1) 
Тогда ввиду ^ -совершенности метода o< имеет место ^ ~(ос)=сфс) 
при всех X-ecf и из равенства (2.1) вытекает, что^ Сгсс) = 
- значит 
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ß(ix)~ ,ьи) .oC(oc)=D. 
Теорема 2.1. при с* = Сд =- (где <4 - некоторый ре­
гулярный метод) была доказана в статье L6]» для последова­
тельно стных методов при <^=/i в статье (2]. 
Мультипликаторов типа (с* , сД) охарактеризует следу­
ющая 
Теорема 2.2. [2] Если «1- регулярный -^совершенный 
последовательностный метод и &nfK то 
= £*7/7». 
Рассмотрим теперь, как связаны условие £ М (с-£, Су$ ^  
при ot и сильная суммируемость последовательности <5 . В 
связи с этим можем делать следущие примечания. 
1. Пусть о/ и /5 регулярные последовательностные мето­
ды, где <7, ><7, метод Д - ^-совершенный и 
с/ с с* . Так как из соотношения с.р с С* следует, что 
М(с* ,с^)С М(с* , С(Ъ ), то из теоремы 2.2 вытекает, что 
условие £ G [ Сд ] является необходимым, чтобы £ = 
Но условие <£ Е fc^l не является достаточным для 
мультипликаторов типа (cj ; , если ^ ^.Дейст­
вительно, тогда существует такая последовательность 
Х~(эс-^ е с*> что ос. ^ Ср и мы видим, что е ф М(с*^с.*) )  
но е е [с^] Л w. 
2. Если с. dp ; то условие £ е- [с^] f) т является 
достаточным для того, чтобы £ = (а
к
) е. Mfc* cj[). Дейст­
вительно, пусть 
LIM ZLAFCH (2.2.) 
равномерно по ; , тогда при всех хе имеем 
Z 4fr ~Z &т'к 3-к~ V +  ^  •*- •  
Так как )<Г hu II Т0 пер­
вое слагаемое стремится к нулю ввиду условия (2.2), а вто­
рое слагаемое имеет конечный предел ввццу того, что С cj[. 
Значит, существует предел 7L 4,,j, SKccK (рав­
номерно по с ). 
Условие £ е [ Сл1 не. является необходимым для 
мультипликаторов типа fcjf , с/ j при ^ cj. Дейст­
вительно, если с-^=с и то с £ j/ и М(<>-,{) - / , 
но известно, что fc,] = [f] $ d (Здесь [/J - множество 
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всех сильно почти сходящихся последовательностей^). 
В итоге можем сформулировать следующую теорему 
Теорема 2.3. Пусть оС и (Ь - ^-совершенные регулярные 
последовательностные методы и aniK О / %>-0, Тогда 
1° при Ср Sr с* имеет место М(с£ / с*) <= [с.р] Л т. 
2° при с* с» имеет место [Суд]Л т £ М(z* t С,*), 
3° при =< =/3 имеет место f f Л tv. 
Замечание I. Если о< и / - корегулярные ^-совершенные 
последовательностные методы, и Л
п<-К - > то 
условие £ £ [ 
С/Э] будет заменено условием 
равномерно по t (см.Гз], теорема 2.3). 
Замечание 2. Мы видим, что полученные результаты о 
мультипликаторах имеют мест при условия ^-совершенности 
рассматриваемых методов. Поэтому в первом параграфе указан 
класс (Р-совершенных -методов. 
Замечание 3. Отметим,что условие £ ® [СузЗ.0 w 
для мультипликаторов типа fcj*; с* J при (£с Cj будет доста­
точным без ограничений &
и/4, ^  0; &п/х у>0 и без требова­
ния Ф-совершенности методов У или /5 . 
§ 3. Мультипликатора типа (с% , СJ j для конулевых мето­
дов 
В этом параграфе рассматриваются конулевые последова­
тельностные методы суммирования, удовлетворяющие условиям 
(а) и (I). Если ~(Ai) - конулевой последовательностный 
метод суммирования, то g>(*t) = а,- У а.^-0. но тогда и все 
матричные методы А; - конулевые. 
Определение. Конулевой матричный метод А называется 
0-совершенным, если для любого метода В , для которого 
е4с cß?условие А (ос) -•= В(х) для всех sc. ее влечет за со­
бой А (%/ = &(*•) для всех сх е с/ , где Сд = С^П пп. 
Теорема 3.1. [4] Конулевой матричный метод /\ является 
Õ-совершенным тогда и только тогда, когда для каждой после­
довательности ос е с/ имеет место 
 ^ /#» 1 
[ ^ ]  =  [ s t = / a : J  ! Н  ^  / w ^ р а в номерно яп <\ j 
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A foe) = itm JET а„
к  
0C K  (3.1.) 
Достаточные условия для мультипликаторов типа J 
где rxf- конулевой последовательностный метод, дает следую­
щая теорема. 
Теорема 3.2. Пусть и «• (А,у и fi-(3;) - последова­
тельностные методы, где с* С с/ , метод ß является кону-
левым и все матричные методы В; - ^-совершенные. Тогда 
для того, чтобы £ в M(t£, ) достаточно выпол­
нение условия 
А» £14*--4 Ik,-Л (3.2.) 
равномерно по /' . 
Д о к а з а т е л ь с т в о .  Д л я  в с е х  s c  е  с *  и м е е м  
I 2 -4 & ™ 4 £ к ! ~ 
-! Г4,> -4; ^  ^ 4 ^J! < 
4 ОИ^ \А:
К
1 Z. 14А- —41! <*,- Л + !^ 4ZL 
Первое слагаемое стремится к нулю (при л -^»оэ ) ввиду ус­
ловия (3.2), а второе ввиду того, что с* С £^" 
и 
что для 
^-совершенных методов В; выполнено условие (3.1). Значит 
г е М(с*, с/.1 и ß(s.x) -ŽZ 4fjr ПРИ всех ж е с* 
и  
с? Е ///ЧГ, С/Л 
Замечание 4 . Условие (3.2) выполнено -для всех £ б1 по, 
если тп с ер, • Но в общем условие (3.1) не является необхо­
димым для мультипликаторов типа (С J , С* ). 
Пример. Пусть о< ~i$ , ь> = (А) 
и 
И = {^пк), где 
Г4 для h — п, 
а„
к
-Л/для к^п-1 
(#для остальных /<:. 
Тогда метод Л является -совершенным конулевым методом, 
и ввиду теоремы 3.1 
% X Я*« ^  •*„.,) = £ 
при всех л: = f. Но так как 
Z S 
К 
СС
Х 
=. ~  ^= Х„ (ёП - £n-t)+-
+ £»-4 (Я:-*-
то мы видим, что в данном случае М(С, ,С*/= А//С Г с.41)« 
у 
04 ' f9' А ' А/ 
- с а • Нетрудно убедится, что условие (3.2) в дан­
ном случае эквивалентно условию i е с. Так как Л -
конулевый метод, то С £ , значит, условие (3.2) не яв-
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ляется необходимым для того, чтобы £ G Mff ). 
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SUMMABILITY, DEFINED BY A SEQUENCE OF MATRICES AND THE 
MULTIPLIERS 
V. Soomer, K. Niinepuu 
Summary 
Let ot be a sequence of matrices A 
sequence ОС = is called od-summable if there exists 
Ifm Z Q„!K <*> ™ foe) h к 
uniformly by I . The set of all bounded cA-summable sequen­
ces is denoted by C.T . 
* v In this note the multipliers from to C, are 
investigated. 
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О СРАВНЕНИИ ПРОЦЕССОВ СУММИРОВАНИЯ С ПРОЦЕССОМ РИССА В БАНА­
ХОВЫХ ПРОСТРАНСТВАХ 
Д.А. Коган 
Свердловский педагогический институт 
Пусть X - произвольное банахово пространство (дейст­
вительное или комплексное), [X] - банахова алгебра всех 
линейных ограниченных операторов, отображающих X в себя, 
и { Р ? - тотальная последовательность взаимно ортого-
» К J к~0 - а 
нальных проекций на Л ( Г6] , сЛ28). В этом случае для 
каждого feX можем записать ряд Фурье 
L PJ . 
к-о 
Определение I ( Г6J , с.128). Пусть S - множество 
всех скалярных последовательностей яг'• После­
довательность о<е $ называется мультипликаторной для X 
(соответствующей ), если для каждого 4&К су­
ществует элемент ^еХ такой, что для 
каждого к ер (через Р обозначено множество всех не­
отрицательных целых чисел); отсюда 
K*V 
Обозначим через М - М ( У Jßj) множество всех мульти-
пликаторных последовательностей. Вводим естественным обра­
зом операции сложения (кал сложение векторов), умножения 
(покоординатно) и норму; 
II ссЦ ^sup-f'/j fj; feX P  li fU"i}• 
В этом случае М - -коммутативная банахова алгебра ( [6], 
с,128), причем М содержит единичный элемент. 
Определение 2 ( L6J. СЛ28-129). Оператор 7&1Х] на­
зывается мультипликаторным оператором, если существует пос­
ледовательность Т= /TJ&M такая, что PKTf = 
да любых ßeX > кеР . Отсюда можем записать, что 
ДЛЯ ЛЮбОГО 
Tf-Z^PJ. 
К-О 
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Итак, каждый мультипликаторный оператор ассоциирован с опре­
деленной мультипликаторной последовательностью и обратно. 
По определению //T//fxJ = // ТЦМ . Алгебра М может быть 
отождествлена с подпространством мультипликаторных операто­
ров в [XI . 
Определение 3 ( [&]. с. 127). Пусть { T ( ß j }  и {&(Р)\ 
(где р>о ) - два семейства мультипликаторных операторе: 
из 1X1 . Если существует постоянная Л>о такая, что 
для любых feX и р>о выполняется неравенство 
II , 
то говорят, что процесс / ТМ$ лучше чем {& (/)} . 
Два процесса / 7(f) j и {&(?)} , каждый из кото-
$ых лучше другого, называют эквивалентными. 
Пусть Qe [X ] • Введем обозначение fl(Q)={le% 1^0} 
Через 1 обозначим тождественное отображение X в себя. 
Теотема А ( C6J. с. 129-130). ПУСТЬ I){T(J>)}, {6(f)} -
два семейства мультипликаторных операторов, ассоциированных 
при каждом />0 с мультипликаторными последовательностя­
ми 7 {yK(J>)i соответственно; 
2) X(G(J>)-1) JT(T(j>)-Ih 
3) 
f SdZLL при 
/ МИ 6 
( •/ при /<<? % (ß) , 
где %(/) = {*£PI rKCj)"4}; 
предполагается, что fr(P) -{<>к(является при каждом 
/^0 мультипликаторной последовательностью. Тогда для 
любых р> о , f е X 
11 TWf - / II * ii 'М1
м 
ii -М-
Если, кроме того, семейство {<f(fjjr равномерно ограниче­
но, то есть существует постоянная ^>0 , что при любом 
/><? IISJII 4Л , то {T(J>)j лучше чем /6-7/;j . 
Определение 4 ( [61. [7J ). Функция /fx; называется 
локально абсолютно непрерывной на (о, + , если /У*; аб­
солютно непрерывна на любом сегменте Ся,Ь] c(o,t<*>) . 
Аналогично вводится понятие функции локально ограни­
ченной вариации на (О, <• . • 
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Введем обозначения: 
ßCkc(0, tooj - множество всех функций локально аб­
солютно непрерывных на (о, + -=>=) ; 
БУе0С (О, + °°) - множество всех функций локально ог­
раниченной вариации на (0,+°<=) . 
Определение 5 ( Г61.171 ). Функция /fx) называется 
квазивыпуклой на (0, + °°) , если f(x) <= JCfa(o, +°°) 
с 
про­
изводной E>Viac(o, +°°) такой, что 
r ) l o o .  
о 
Далее вводим следущие обозначения: 
£>0.С [0,1°°) - множество всех ограниченных квазивыпук­
лых функций на /С, + ^  , являщихся непрерывными в точ­
ке х= О ; 
ß*QC[0,t <==) - множество всех функций f(x) из BQC[o/°°), 
дая каждой из которых производная f/x) является непрерывной 
на (о, + (за исключением, быть может, конечного числа 
точек разрыва первого рода), а также абсолютно непрерывной 
на 
каждом сегменте £а,Ы <^(о, , не содержащем точек 
разрыва; 
С
№
(~о°,+*о) - множество всех функций f(x) , непре­
рывных на (-•*>, ™=) , для каждой из которых -£ш£(х>=0 
Теорема Б ( Г6-7. с.134). Пусть I) X - банахово про­
странство и - тотальная последовательность взаимно 
ортогональных проекций на X и чезаровские средние поряд­
ка I, то есть 
sj-tO-i 'т,ш 
при любых h^P и удовлетворяют условию 
ШисНа, (I) 
где С - постоянная, не зависящая от п и / ; 
2) {7к(Р)\ - семейство последовательностей, для которо­
го существует функция ¥{х)е &QC такая, что 
?х(Я)- Y(f') для любых кеР , • р го 
Тогда {TK(ß)\ является семейством равномерно ограниченных 
мультипликаторных последовательностей. 
Замечание. В работе [ 6 ]  теорема Б формулируется как 
следствие 3.6. 
Теорема В ( L 77. с.251). Если четная функция 
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Ч>6 bQC 10, +ж) 
и 
ye o=j , то f преде тавима как 
преобразование Фурье некоторой четной функции Ч е /' 
"
ПХ) 
= Ш HIT)E'UT°TT. (2) 
Причем, если f - выпуклая функция, то ^ - положительная. 
Перепишем формулу (2) следующим образом: 
•ЛУ=]~хте"'*'ж, 
где 
хтф#Ч-
Замечание. Вели функция у будет удовлетворять усло­
виям теоремы В и определять (как в теореме Б) семейство по­
следовательностей , то J((t) будем называть яд­
ром семейства {Т
к
(р)} или ядром соответствующего семей­
ства операторов. 
Лусть X - банахово пространство и /Р
к 
}
ко 
- тоталь­
ная последовательность взаимно ортогональных проекций на 
X , г>о , }ёХ , 
ч О при 1X1*1 к=0 
Rzl"j{ называют типичными средними Рисса порядка г 
Известно (f6j, с.134-135), что если чезаровские сред­
ние порядка I удовлетворяют условию (I), то 
1) \Rl (h)\ - семейство мультипликаторных операторов; 
2) при {/?
г
/»)} лучше чем 
Здесь р-h+4 , где /i бР . В дальнейшем / бу­
дем рассматривать таким же. 
В настоящей заметке сравниваются (в смысле аппроксима­
ции) процессы суммирования, определяемые семействами муль­
типликаторных операторов, с процессом Рисса порядка Z то 
в произвольном банаховом пространстве. При этом используют­
ся определения 
и результаты работы 16] . 
При рассмотрении нами процесса суммирования с положи­
тельным ядром да случая, когда функция У(х) выпуклая в 
(01 + оо) (где Y определяет семейство мультипликаторных 
операторов, как в теореме Б), показано, что процесс не мо­
жет быть лучше процесса {К
ъ 
(п/\ при . Получены 
также: I) достаточные условия эквивалентности процесса с 
140 
положительным ядром процессу {Я^(«)} ; 
2) для процесса суммирования (des условия положительности 
ядра) необходимое и достаточное'условие того, чтобы он был 
лучше { Я
г  
( и ) }  при любом г  то  .  
Результаты другого типа связаны со сравнением произво­
льного процесса суммирования с процессом Рисса,ранее рассма­
тривались в работах [3,4.5,8,97 • 
Лемма I. Пусть I) X - банахово пространство и {F^j 
как в теореме Б; 
2) - семейство последовательностей, для которого 
существует функция ч>(х)£ &QCEo,+=°) такая, что '£«(») = f(fa) 
для любых иеР , иеР ; 
3) { T N }  -  семейство операторов (процесс), ассоциирован­
ных с / г^(*)} , лучше /при некотором г >0. 
Тогда 
a) i(0) - i ; 
б) существуют конечные нижний и верхний пределы: 
iivu ji-Т^ И)1(п-И)Г ; -l.nt // - Tt(h>l(nti) . 
у?-if oo 
Доказательство. В силу теоремы Б fc/Vl является се­
мейством равномерно ограниченных мультипликаторных последо­
вательностей. Для любых /в/ и h <sP 
ZLy-ttr)l]pJ , TMt~Zv>jP«f. 
к .^0 К'° 
Так как •{ТЫ,)} лучше /И
г
(»)} при некотором Л>0 , то 
существует постоянная /3?0 , такая, что при любых 
и и ер 
II Т(п){~ /II * 5ЦК?/ь){ ~¥ II (3) 
Возьмем /6'Х такой, что и положим . 
Тогда PjJ, - -О при каждом к 4 4 . Получаем ' 
ш, = L  U-lfcПц<М= Г М • 
Используя неравенство (3), можем записать 
14-1 
откуда 
1• 
Отсюда У/о;=У (учитывается непрерывность функции f в 
точке х-о ), а также следует существование конечных ниж­
него и верхнего цределов. 
Лемма 2. Если выполняются следующие условия: 
1) Ч'(х) ~ выпуклая функция в (0, +х) ; 
2) I>(X)E C0(-=°.*4 , 4>(O)=I ; 
3) существует конечная правая производная f'loj, 
тогда Ч"(0)ФО. 
Доказательство. Так как функция f является выпук­
лой в (о. tooj , то она в каждой точке указанного промежут­
ка имеет односторонние производные, Ограничимся рассмотрени­
ем правых производных. Известно ( f 2J, с.114), что У= Ч"(х) 
является н#у1ываицей, Нам надо показать, что Ч"(о)ФО , Дока­
зываем от противного. Пусть Ч"(о)=о . Тогда о при 
х >о . Отсюда (учитывая, что у (о)-4 ) легко получаем, 
что fjj? У(х) ф о „ Итак, f ф С0 (- . Приходам к 
противоречию с условием. Следовательно, f'ioj + O 
Теорема I. Пусть I) X - банахово пространство и 
\ как в теореме Б; 
2) {TK(h)] - семейство последовательностей, для которого 
существует четная функция f , принадлежащая °°) и 
являющаяся выпуклой в (о,+•=<>) , причем ZK(n) = ) для 
.любых кёр , и ер 
Тогда семейство /Т(к>) операторов, ассоциированных с 
{Т
к
1и)\ , не является лучше /Rt (и)} при любом г >4 . 
Доказательство. Так как f является выпуклой на 
(0,^) и fs. СеС-*0, <*") » то YбHQC [о,*~>) (см. С!J, 
с.247). По теореме Б /является семейством равно­
мерно ограниченных мультипликаторных последовательностей. 
Предполагаем, что / 77«) j является лучше /К
г 
(и)} при 
некотором г у4 .. Отсюда в силу леммы I получаем, что 
V/WW и существует конечный L f(^T7)~ 1]("н)г-
Так как функция f выпуклая в (о, + , то в точке х-о 
существует правая производная у' (конечная или бесконеч­
ная). 
а) Пусть производная f(o) конечная. Тогда по лемме 2 
следует, что Ч"(0)ФО . то есть -фО 
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Следовательно, Lf(^) -'/J (*>ч)г-
Пришли к противоречию. 
Ö) Если f(o)- oo , то токе приходим к противоречию. 
Этим доказательство завершается. 
Теорема 2. Пусть I) - банахово пространство, 
{PKi - последовательность проекций (с требуемыми как в 
теореме Б условиями) на X ; 
2) {?к(ь)\ - семейство последовательностей, для которого 
существует четная функция ¥ , принадлежащая С
в
(- и 
ii*QC[0,1=°) такая, что . 
 ) = У(£я) для любых кеР , иеР ; 
б) существуют конечные 40 7 y"W ; JR-»»Ö -С 
3) ядро X(t) семейства / является положительным. 
Тогда семейство / Т('•')} операторов, ассоциированных с 
/ />Уj , эквивалентно 
Доказательство. По теореме Б / &-/V/ является семей­
ством равномерно ограниченных мультипликаторных последовате­
льностей 
. Покажем, что ftf ( T(n)-I) - JV(/?,(»)-1) . Так как 
f удовлетворяет условиям теоремы В, то 
?(х) = j 7<Щ e£xtolt = j K(t)dsxUt. 
Отсюда, учитывая, что ¥ )=•/ , имеем 
f7<(t)olt = / , /- irfwi)Segelt. 
Из того, что ядро Ж It) положительное, следует; -/- У1х)ФО 
при любом -*-=*0 . Далее рассуждая также как в работе 
( 16], с.134-135) при доказательстве того, что 
К F'V - /; = >74 Ч -Г) , 
где /V* ы) - семейство мультипликаторных операторов 
Абеля-Картрайта, получаем: Tfa)-IJ -  ^(и) -1) 
14? 
где 
f,-« при т.!, 
( О при ixt>,j , 
Так как 3,(х) - четная функция, ограничиваемся рассмотрени­
ем • Имеем 
( У-vz» 
Ц
р
И 
о*х4/ 
Ух) = •х 
1- 4>(х) при „г W 
Покажем, что yi,/^ и принадлежат BQCCo 
Имеем 
при 0^x^-1 
Хм-
-У' fx) при хъ -1 
Здесь предполагается, что рассматривается правая производ­
ная в тех точках, где она разрывна. Учитывая существование 
конечного /</* у" (х) > получаем, что 2't(xJ является 
x-*to _ . 
ограниченной функцией на каждом сегменте Lä, l>]c  lo ,  *  
Следовательно, ?,(х)е АСicc[o, • Отсюда (с учетом 
того, что J/x)фО при любом х ) следует 
4г-г € АС. 
г
[0, + . Так как ß"~QC [о, +°°) , то 
Л,fr) Ас , 
легко получаем, что у\ 6 bv^c (О, * °°) . Далее из того, 
что 2* е Ж[к [о, -к=*>) и )/х}Ф О имеем J е Btfjo,™). 
Для второй производной можем записать 
Хм-~ 
2рм v"/*) /
п 
,) 
-j~ - -j— почти везде в (О, у f 
-у'Чх) почти везде в (4, * °°) ? 
Г Д е  
хч"(.хуч-W*). 
т= F ' 
Далее учитывая, что интегралы 
< у 
j  i£p(x)-  f " fx) ldx  ;  Jxlr>(v jd f  
О <•>" 
сходятся, получаем сходимость интеграла j '  х j л '  (х) \äx.  
о 
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Отсюда 
f  х j d j ' t  М/ < <=•=>. 
о 
Аналогично убеждаемся» что 
Iх I (mfl < 00 • Отевда fxjd . 
О о 
Учитывая ограниченность функций }^ х) и jj~ на [о+<=*), 
делаем вывод, что 
)Ji)ebQCto/ ° ° )  ,  f im e &  L 0 > f O °) '  
Следовательно» из теорем (Б и А) следует, что/7*М} 
эквивалентно / . Итак, доказательство завершено. 
Замечание I. Нетрудно убедиться, что если в условиях 
предыдущей теоремы потребовать следущее: 
Ч € BQC L0,*oo) (вместо В*0.С [0,*°°) ), 
то утверждение теоремы остается справедливым. 
Очевидно, имеет место следующее 
Следствие I. Пусть I) такое же, как в теореме 2; 
2) {Т
х
(и)} - семейство последовательностей, для которого 
существует четная функция У , принадлежащая С0 (~°°, ж 
являющаяся выпуклой в (0,+^) , такая, что 
 ) дня любых А~еР 7 иеР • 
б) существуют конечные f 1ш f"(х). jc+to л х-*ю 
Тогда семейство {T(n)j операторов, ассоциированных с ^ 
•/Т
к 
(»)} , эквивалентно /R4 (n)i , 
Теорема 3. Пусть I) X - банахово пространство и 
/yjf как в теореме Б; 
? , )  { -  с е м е й с т в о  п о с л е д о в а т е л ь н о с т е й ,  д л я  к о т о р о г о  
существует фужщю У(х) е b'QCEo,*такая, что 
а) Г, (») = f(-fc) к*Р, ; 
б) У(х) бесконечно дифференцируема в точке эс=о 
Для того , чтобы семейство { 'Т(п)} операторов, ассоции­
рованных с \X K (h)} , было лучше {К%(ь)/ при любом г?о , 
необходимо и достаточно, чтобы 
Ч'(о)- -/ f f( о ) -О  при каждом he/V . 
Достаточность. Как и в теореме 2 ясно, что {?*(*>J^ 
является семейством равномерно ограниченных мультипликатор-
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иых последовательностей. Пусть i >о . Убедимся, что 
ß(Rj»)~l)cjy(7(H)-l) . Пусть /б /V(/?t(n)-l) . Отсю­
да (Rjh)-I)hO и Р
к 
(¥)-0 » где /ее/3 . 
Далее, учитывая, что семейство мультипликаторных операторов 
ассоциирует с » получаем 
(йтШ'О ^ М) 
при любом к еР  . Так как (~tФО при , то 
из (4) следует, что PKf-0 при любом А-e/V . Отсюда в 
силу тотальности //^} следует, что /^/= / . Покажем, 
что (Tfr>)-I)ß -О . Рассматриваем PK(T{n)f-f) , где 
'
f£i3 . Используя, что /Zx(h)\ является семейством 
муяьтиплакаторшх последовательностей для семейства операто­
ров / 7'»Л , получаем 
Р
к 
(rKw-Wi = (rfö)'W-
Из того, что x f (o) = i  и P K f~0 при каждом ке/\/ , имеем 
/з (f ) - 0  при каждом А-еР. 
Отсюда в силу тотальности последовательности //^ ) заключа­
ем, что (Т(») -!)$-О . Итак, /е А/( Т(") -1) . Показа­
но требуемое включение. 
„ „ . •i - VW 
Пусть Л
г
(х)= . где 
• в с ж  
( О , если /зг/»1 • 
Так как ) - четная функция, ограничиваемся рассмотре­
нием Х»о • Имеем 
W-
±^ - при 
i- <f(x) при Л' Z { 
Покажем, что Я 2 ( х ) &  ^QC Lo ,  ** -= • )  . Во-первых, так как 
У(о) = У и ¥""(о)-0 при каждом tie А/' , то элементар­
ным путем убеждаемся, что при любом Z 
< 5 >  
х~**о 
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Имеем 
f * *>-<) f 'M 
П Т 1 _ 
XW= ^ ПРИ ° * < ' 
I - f  ( x )  при X  Ъ  /  
Здесь рассматривается правосторонняя производная в тех точ­
ках» где она разрывна. Очевидно, 
4 (х)--0 • (6) 
х-»+о 
Также легко убеждаемсяs что 
l i»X\(*)=° , - 7 )  
x^-to к п  
Теперь жз (5), (6), (7), используя, что У(х)e&*QCfy*°°) 
и простейшие свойства абсолютно непрерывных функций, заклю­
чаем» что 
Л WЕ' ^'0«- FО,F ~ J , X W£ ßT4<- ^ + 
Ое» 
и интеграл jxl^(x)(äx сходится. Отсюда/х/Уя^'Н00-
С В 
Итак, с учетом ограниченности у),fcy на Го, too) , следует, 
что Лъ(х)е BQC . Применяя теоремы (Б и А), получа­
ем. что {7(1)') лучше каждого {К
г
(и)\ при Y >0 . 
Необходимость, В силу леммы I следует, что ч>(о)= i. 
Теперь докажем, что f""(o)-0 при каждом пеЫ . Доказа­
тельство проводим от противного. Пусть Иг - наименьший 
порядок производной» отличной от нуля в точке Х-О и 
X 7 м . Получаем 
j „ / у'""м 
~blhi -—~~тг — ЪС(-у? :— —— 
Отсюда 
х-ио X'1- х"','о Zft-O (%-*.+ 
-iiM L / J 
что противоречит лете I. Этим доказательство завершается. 
В заключение приведем пример семейства мультипликатор­
ных операторов, которое лучше при любом 1 >о . 
Пусть X. - банахово пространство. Рассматриваем 
{ / $ если Ixi £ j f 
fix)- I £-lxl , есж Jš/х/, 
I О » если jxl^z , 
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19* 
TMf = 22 ratM , 
к-о 
которые будем называть средними Валле-Пуссена (см. [IJ, 
с.135). Легко проверяется, что YW удовлетворяет требуе­
м ы м  у с л о в и я м  т е о р е м ы  3 .  С л е д о в а т е л ь н о ,  / Г М }  л у ч ш е J  
при любом z>о .  
В заключение выражав сердечную благодарность доценту 
Таллинского политехнического института А.А.Кивинукку за 
ценные указания в 
работе над статьей. 
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ON COMPARISON OP APPROXIMATION PROCESSES WITH RIESZ MEANS 
IN BANACH SPACES 
D.A.Kogan 
Summary 
In this paper approximation processes of multiplier 
type are compared with Riesz means Ri(n) of order г >vwith 
respect to their rate of convergence in Banach spaces. If a 
convex function if defines an approximation process with 
positive kernel, then this approximation process is not 
better than Riesz means of some order 1 >0„Sufficient con­
ditions are given in order that a positive approximation 
process and Riesz means R, (У1) are equivalent, and also 
sufficient and necessary conditions, in order that an app­
roximation process is better that Riesz means for eve­
ry z >0 . 
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LEBESGUE FUNCTIONS AUD CONVERGENCE OP PUNCTIONAL SERIES 
WITH SPEED ALMOST EVERYWHERE 
H, Türnpu 
Tartu State University 
1, Let cp = be a system of functions defined in 
e let A — ( ^ K) a sequence with ^ >0 and )itt-* «x> 
and let <6 -С-д. i.e. 
X. ^  • 
We consider the series in form 
с
-1') 
О
Г ' 
where <•£-<->. 2 
A series (1) fcr = 6^-A is called converging 
with speed Л (or A-converging) almost everywhere (a,e,) 
in <2 if the series (1) for Xo & ^ A is convergent a = e, in 
e and the limit ^ 
lir-K X 
exists a„e, in £ 
The aim of the present article is to determine the ne­
cessary and sufficient conditions for the A -convergence 
a,e, in ta. of the series (1), where x <e . 
Lot УТС denote a decomposition of 2. , i.e. 
- / TRTR*YX . Л =»,4У 
and „ / . i) , 
m-wn/) yrt^k = 9 f 
The following result was proved in [ 5 J. 
Theorem A. The series (1) is convergent a.e. in •?. for 
all iff for each Ou there exist a .measurable sub­
set ~Пг.с G where iwza"Tt >&~cv-£ and a constant И4> и such 
that the inequality „) 
|| L f>.™^ I>VT) jT , jvlb (2) 
Tt
- 
Г
Н=е ' K-° 
holds uniformly for every decomposition Trt of £ where 
ISO 
We get from this theorem 
Corollary A.^If the ineguality 
^ A - О 
holds a.e. in e , then the series (1) is convergent a.e.in 
e for each x. & £Л 
The main result of this paper is the following 
Theorem. The series (1) is Д -convergent a.e. in e for 
all X e t,A iff for each £ >o there exists a measurable 
subset TtCe where rv-t-iHc > -t and a constant H£>o 
such that the inequality 
И  С т - У A p  5 Z .  > <  )  J t i u j  £ M £  ( 3 )  
Tt c 1л-о ' к pj-M 
holds uniformly for every decomposition W of e . 
Corollary. If the inequality 
holds a.e. in e , then the series (1) is >-convergent a.e. 
in <2 for each x <£ Е.,л . 
2. We now recall some definitions and give a lemma 
(lemma 1) which has been given by Mikishin (see[2] ). Let M£ 
denote the space of all measurables and a.e. in e finite 
functions with 
ji Jj| = i^jj- [ ct -t- y^ -e,о (4=c : | -f fW I > ** )3 • 
1 =I>O 
We say that the operator A from -C2 into He is open-
linear if for every x eC there exists a linear operator 
T~c from 42 into so that 
1° ТЫ = AM 
and 
2 °  |T K  (^,4-) I i|A (^,  + )|  
for every g € Cz -a.e. in e.  • 
We say that the set <3. с he is bounded in measure if 
for each £ >0 there exists a constant i2 e>o so that 
: !^C+)| ^  ß£ ? -S £ 
for all , 
We say that the openlinear operator A from £z into 
He is bounded if the set 
{ AC*) -, 11 * II 
is bounded in measure. 
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Lemma 1. Let A be a bounded openlinear operator from 
i into Me. Then for each £>o there exist a measurable 
subset Tj.ce where > & - a - t and a constant M£>o so 
that 
I A [Vt-O j Л £ He fix Л 
for all X бЕ2. 
Following lenunae will be used for proving the main 
theorem. 
Lemma 2. Let the series (1) is ^-convergent a.e. in 
<2 for each • Then the operator D from £ into Me.? 
where ^ 
~ ">VUP I Z._„ — I 
и 
' 
A 
with £ = is bounded and openlinear. 
Proof. Tt was shown by Nikishin that D is openlinear 
(see[2*] p= 135)= We shall prove the boundedness of D, 
Let us denote 0j 
IX (%Л) -
1|JH 
IZ.- ИЛ-Д 
As the inequality 
OTV, (З,+ ) A DFETO 
holds a.e- in <2 therefore from the Д-convergence of a se­
ries (1) a.e. in e for'every хГб£> vie get that the equa-
lity . 
£uv< ft, О 
P,-5O I 
holds a.e. in e for all and uniformly in 
Consequentlys in space Mg for all г t?1 the equality 
IIM ß DNFE)—& 
P.-»O I 
holds uniformly in и . 
By the principle of equicontinuity we have that 
DKW (%) — & 
A-^E 
holds uniformly in irvx . 
From this it follows, that there exists a constant H >0 
such that for all i , II2-ll< A 
11DM Ы II I И 
holds uniformly in m, 
Since in Me 
-BUM Огл1ъ) — DFO > 
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we have „ _ . 
ft ПС^)-0 
FC-^O I 
nZ 
uniformly in the unit sphere of <• • 
It means that for each £>o there exists a constant 
such that for all 2 from unit sphere of H holds 
[<*-*- D (*»*-) >"X )\ < \ 4 
oO О  ^
Furthermore, there exists a constant such that 
ÜV[- I "V H-VTD, (-J-6-E: DF«(+) > "PT )1 ^  
OU> A 
-V W^E-6 (ЧГ&Е; D ( Ž J T-) > ~ Ž 
Let p.£ = then 
V-KVJT-<I I IT E E : 0(5,+) > ß £ } < L 
for all a from the unit sphere of t2 , i.e. D is a boun­
ded openlinear operator from £2 into Me. 
Lemma 3[4-~|. Let be a measurable function in a.. Then 
the inequality 
|fC+J|-c'« 
holds a.e. in £_ , iff for each !><> there exists a measu­
rable subset Tt с e where vv~tz>T£ > L-cx-1 such that 
STJF C-OL6L*<R«»-
Lemma 4{Vj , Let (|4j be a sequence of functions which 
are integrable in в . Then 
IfawU"0 
holds a.e. in e iff'for each о there exist a measurable 
subset Ttce where rn_t<sTt> ^ ~q.-z and a constant M <.><-> 
such that the inequality 
LÜ-J, 
'N - О 
holds uniformly for every decomposition /ТС of £. . 
Lemma 5 ( 01 p. 561). Let Q~, («< <s'^) be continuous homo­
genous operators from 1г into He and suppose that the 
inequality 
I D« Ы* + *г, 1 * I£U.(*I, 4) | + |DWV/У2, -H I 
holds. Then, if 
10 0^)3 I Di^(У I Ü I <f °u 
a.e. in С for any x 6 and there exists 
15З 
20 
2° £vha- О
л 
С x, 4-) 
a.e. in -e for any x from a total set in £.z , then there 
exists 
•LLWI DIA О 
a.e. in £ for each t&£z. 
 . P r o o f  o f  t h e  t h e o r e m .  L e t  t h o  s e ­
ries (1) is for all x et-A > -convergent a.e. in e . Let 
C* (>еЛ/) be bounded and linear operators from C~ into h& 
defined by 
л I I \ \ "V -i 4 4^ W . 
LK(a,f) ->* z_ v 
J 
Let us write 
DUi+) = iC^(l ,+)l  • 
By lemma 2 the operator D from t z  into H« is bounded 
and openlinear. By 1еиша 1 for each £>0 there exist a mea­
surable subset "T\ с <£. where VvL^Tä>.£,-q-e and a constant 
|<5>o such that the inequality 
• (4) 
holds. 
By Levi's theorem the inequality (4) is equivalent to 
the inequality 
и., I>*Z. « M2L< cfz (5) 
uniformly in мл . 
By lemmae 3 and 4 the inequality (5) is equivalent to 
the following inequality 
lE*il: = K Ух.чи t+> К ) 1 " ( 6 )  
* K\ "O K-="TVT I 
where Ke does not depend on 77~c . 
Let us 7/rite 
г = W $>w 
^ kv— О V\ ^  I ^ ^ 
AND LET 
.0^ . 
I ^ ( -1 ^ — "П И ^ ^  *- ?«- • * 5 
^ 'А— О i(_~ ки.-* \ v<™ 
! T £ 
RT IZTXLA, -АЛ 
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< W 
V ' U 
then 
|GM2I - IF,^) I E^ŽRL < ! £„г\ +-IF^ ГЬ (?) 
Together, (4) and (7)  imply that the inequality (6) is equi­
valent to the following inequality 
IG~»I -'KT (III >*)''- (8) 
uniformly in m , On the other hand we have 
M N I I, . 
!<M jr ><.?* ST^^~ ; 
у*-- о H- U 
г ZL г ,, \) Уг' , _h. a . г у/г. 
£ [ XMm/Wl£)i f i_ ) , 
K=o (i = o 
where 
X Г -Г—' I, V \ JI-
CT(.MR^I4 = J-N £ v\ =o 
Then it follows (by the principle of uniformly boundedness), 
that the inequality (8) is equivalent to the following ine­
quality ^ 
У С 1 ( w , $) i .  L J (9) 
where Lt does not depend on TYt . 
Since 
cL (yyt,^ (  -
K--Ö 
v—\ 
, (:z ) cih-LV -
Ü-Ü F" 
Ы—I ^ WX 
Wi . К ~\ V \ 
= С F У R^ TOR 
Л. DT> " 
s ( Ti„,a+U„ ) ±^£ÄW* 
J  U  J  I f  ^ 1  '  AK 
^ И—О P ~ ° K. = W-TT 
»Ч-I WX V4 
I i rwo>, 23 
JIT 'I ^—* /L~i I 1 ^
V\ — О Р~И4И К-- FC-A 1 
с. £ v\ ~ о p~fc ц ~ > (k, p V *• 1 
20* 
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it follows that (9) and (3) are equivalent. 
Suppose that inequality (3) holds; then the inequality 
(5) holds and therefore 
V/e. (  M A <  I  I ^ U -  ^  K ,  ! > • » У  
J T- * 
• FC « I V. = \ 
uniformly in w . 
Using the method that was used above to show inequality 
(9) ®e g;et that 
(10) 
^ к.—о 
where 
C»(Wt ,h ,£ )  -S T t %5r-
By the Cauchy-Bunjakovskii inequality it follows that 
!H-|: = I (FT W., T\| 4 L£ (11) 
К- О 
uniformly for each decomposition Yfx. .and of . 
SIRLCE W. ^ 
H~ -  U S, Г  fciSfc '  2L y — 1 1 1  Tyruf ) j u *  
TT TT. ŽT; А* И-» P=°- R 
then for K^0=Tt and ¥t*y=if U - p iw) we have from (11) 
that the following inequality 
|Ä,I' =ISTI'~-I«L - L= (12)' l£
-h-o v = *+•> /•* i v. 
holds uniformly for every decomposition »t of Ä . 
For the case >rcni, - )"С„0 =~Г, and Ж*,,, ^ for 
we get in the similar way that 
I IT, I-R, 2L ±^ £Й<ИЛ 1 * L= 
k- = O >«-
holds uniformly in rvx . 
Because of 
(13) 
'S 
ÖLVI - ^-r A 
 ^ £zb -xt 
- U I ^W £ NL v 
К- О к •* О 
inequalities (12) and (15) imply that 
УЧА 
W 
ft 4,1 . Ž Lt 
(И) 
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holds, where LE does not depend on )W. 
If =Tc.y = j f ОГ i i к irtl^ VVtwl( = f for о 5 и ik-l 
and /КЬн•,*!*, then ( 1 1 )  implies 
IT ^U. 05) 
' F '-KWTVX I B- U.— О 1 
Since ^ 
TEL = 
M# ° 
R.F — ^TK^UI-DX -2ЛИ-1^ - K ^ .  
Tt J'Ts ^  л ^ ' 
where „ , ^™K l*{ p) , . . . 
K_-W.ST il 
Ь 4 V*V ~O P—T> U-— О 
from (Ю),(15),(14) and (1ß) it follows that 
|&J * 5"LF 
fly theorem A we have^that the series (1) is a.e. in e. 
convergent for all *<££>-. 
Now the ineguality (4) follows from the ineguality (3). 
Hence by lemma 3 we have that 
D (АЛ) 
holds a.e. in e for each ž e-Ž . 
Since 
DJc;» - f AKtfifr) , for n 4L , 
( о f for n > V. 
where e, - С 5"^ ) > there exists 
XTW* D«FE.', + ^ 
for every L6-/1V a.e. in £ . By lemma 5 we have, that there 
exists 
LVT~. DK F Ä I + ) IA 
a.e. in e. for all a 6 f? i.e. the series (1) is Д-conver-
gent a.e. in e for all x x . 
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ФУНКЦИИ ЛЕБЕГА И СХОДИМОСТЬ ПОЧТИ ВСЩЦУ СО СКОРОСТЬЮ ФУНК­
ЦИОНАЛЬНЫХ вдов 
X. Тюрнпу 
Резюме 
Рассмотрим систему интегрируемых на отрезке е 
функций = и рядов вида (I), где у ^ г\ т.е. 
С о < > А —. 
Говорят, что ряд (I) для = является почта всюду 
(п.в.) на е сходящимся со скоростью А (короче >-сходящим­
ся), если п.в. на е. сходится ряд (I) с х- х
и 
и п.в. на е 
существует предел ^ 
FCWX. ДИ. 5ZL • 
"• к = i 
В настоящей заметке мы исследуем А-сходимость п.в. рядов(1) 
для при помощи т.н. функций Лебега. Мы докажем сле­
ду идее утверждение 
Теорема. Для того, чтобы ряд (I) дня всех А-схо­
дился п.в. на ig , необходимо и достаточно, чтобы для каждо­
го £>о нашлись постоянное м£>0 и измеримое подмножество 
Ttc £ с irn-LoT«:>2-g-£ такие, что равномерно относительно 
всех подразделений fYt отрезка е на произвольное число из­
меримых и непересекающихся частей имело место неравенство 
(3). 
LEBESQUE 11 $'JNICESIOOMID JA ffUIJEL'SIOHAALRIDADE KIIRUSEGA 
KOONDUVUS PEAAEGU KÕIKJAL 
H. Tiirnpu 
Resümee 
Olgu lõigus integreeruvate funkt­
sioonide iK süsteem ja olgu ruumist s.t. 
У~ >* 
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kus Л - vb л.\ on kiirus, s.o. о <: X* • Vaatleme ridu ku­
jus (1). 
г 
öeldakse, et rida (1) on >o <•=£> korral peaaegu kõik­
jal (p.k.) lõigus e kiirusega A koonduv (e. A-koonduv), 
kui rida (1) koondub p.k. lõigus <2, korral ja ek­
sisteerib piirväärtus 
ИСлм ^ ,A PU <-F«.C*). 
Л li. — И-+ I 
Me tõestame, et kehtib 
Teoreem. Selleks, et rida (1) oleks p.k. lõigus e. 
yX -koonduv iga korral on tarvilik ja piisav, et iga 
ž ->o korral leiduks konstant M£>o ja mõõtuv alamhulk 
TSCE nii, et W-MTž>&-C,-£ ja võrratus (3) kehtib ühtla­
selt kõikide lõigu e. alajaotuste Ivt suhtes. 
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ТЕОРЕМА ЦШЕРА ДЛЯ А-СУММИРУЕМОСТИ 
S. Юримяэ 
Тартуский государственный университет 
В теории суммируемости хорошо известна теорема Целлера 
о том, что каждый линейный непрерывный функционал в поле 
суммируемости данного матричного метода А можно рассматри­
вать как В-предел для некоторого другого матричного мето­
да В (см. [4], теорема 5,3). Эта теорема нашла широкое 
применение при изучении общих свойств (таких как включение, 
совместнсст. „ совершенность, заменимость и др.) матричных 
методов суммирования. В данной заметке докажем аналогичную 
теорему для X-суммируемости. Этот вид суммируемости был 
введен Г.Кангро. Он же дал и топологический аппарат для 
изучения А-суммируемости (см,[2,3]). 
Пусть > е (А„)—возрастающая к бесконечности последо­
вательность положительных чисел. Последовательность 
называется 
X-сходящейся, если существует предел 
, где % — • 
Множество всех X-сходящихся последовательностей обозна­
чается через с* и оно является ВК-пространством с нор­
мой 
II Л-II = £ly&J,>RI I ) 
где 
Пусть а = (&*.«.) — некоторая бесконечная матрица. Пос­
ледовательность х. называется Л
х 
-суммируемой, если у. — 
= (»7к)'6 С-Х,где 
"7К. ~ ^• R'tMA Štt • ( I )  
С К=4 
Предел %•= ^ называется А -пределом последователь­
ности Jt и обозначается через &(НдХ,. божество всех А>~ 
суммируемых последовательностей обозначается через Сд 
Оно является /-^-пространством (см. [2]), Каждый линейный 
непрерывный функционал j в пространстве Сд выражается 
формулой 
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$(*.) =/CFA + &«  + > (2) 
где /f£ =) in(yw-y>) ,  f A  = , fa)66 и ряд -£^«Л* 
сходится для всех = ("£*) € <!д (см. [2]). Надо отметить, 
что коэффициенты в выражении (2) в общем определяются неод­
нозначно . 
В данной статье докажем следующую теорему, которая яв­
ляется аналогом вышеупомянутой теоремы Целлера. 
Теорема. I) Для кавдого функционала f^Cc-Ä) найдет­
ся матрица 5 , для которого э Сд и £в(х.) = fix) 
для всех хеСд , где 
м 
fß(x-) = АК (-§ ^»«С ~ 
2) Если для функционала ^&Сйл)' найдется такое 
представление (2), где ^СС'фО, то £> можно выбрать таким 
образом, что Cg =г Сд . 
Для доказательства этой теоремы понадобится следующая 
Лемма. Матрица 
/Y = / ^ Д О J -и.ФО , (г
л
)е£, 
определяет метод суммирования, который эквивалентен сходи­
мости, т.е. Суч = с . 
Д о к а з а т е л ь с т в о .  Л е г к о  п р о в е р и т ь ,  ч т о  
ОС. На основе одной теоремы Мазура-Орлича из соотношения 
С
М
>С следует либо а
м 
- е, либо метод М суммирует неко­
торую неограниченную последовательность. Пусть - (й)
к 
) -
некоторая неограниченная последовательность. Выберем такой 
индекс и. , что 
l < v"' >  l/Tl л  
23 L*J< Ш-
если 
Индекс 71 выбираем таким образом, что является пер­
вым элементом в последовательности (со*) , для которого 
1 I > 5^ I WH| . 
Рассмотрим последовательность £ = (4v) = Mv, т.е. 
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2 1  
v-l 
I СО у "+" V« tOic . 4У = YTTV FY
Покажем,, что 2^ С. Действительно, 
I £нтд — I = IyW-<u-#y<. Сдп+-р, -у^н '^к. •*• j ~ 
И.-*-*.- Y 
— I (УИ, + $К-+Р.)ОЗ^+Р, — (JA- •* 8К) СО
К 
-^LJ I ^  
^-II^HI-15«П«^| IKcll&blž' 
ž ?K| -1/1*11^4-^1<Ы«|- 7l^l^p- = 1^иЦсо
и
.\>4} 
откуда и следует, что 2^C , т.е. <^=(fa>*) ф С
м 
. Лемма до­
казана. 
Если JU.K=^L40 для всех д, , то получаем метод Мазура, 
который занимает важное место при изучении общих свойств 
матричных методов суммирования. 
Кроме выше доказанной леммы для доказательства теоремы 
мы используем следующую теорему Хана (см.[1], стр. 25). 
Для того, чтобы преобразование (1) существовало и пе­
реводило все последовательности в <t, необходимо и 
достаточно выполнение условий 
1° существует -&W еъ«.« = , 
2° О-** = (9^). 
При этом для всех х.е£ & 
Ii Л-1Д ^  . 
Доказательство теоремы. I) Пусть С -С^нх), где 
( ЬсТ1 > 
А 
+ 
Л" - Д" S ^ K  > 
' *\ -*И V=F 
О Г 
Gl-CA-С^нч) И 0 = (dM), где 
у-*.*, — Y  ^ ; 
tC£ К , 
О ; А>> >Tz. 
Покажем, что условиям теоремы удовлетворяет матрица 
ß =(Xve), где 
4 , 
<^ •4-1с -+ ^ «-(С Л *1 > ^ . 
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Действительно, 
и 
Х- I* =žLtKj^2«-«V£V + (/" + X; ~ ' 
Для #v>"/ „_, «, 
£  *  Л « * . £ « « * .  +  
* ^ ^ г
и  
"L ' 
откуда 
&>и,^ x. = JEL £>*,* Štc —y^i &аы.д Л: 
и 
^»V J = А#* (^^#V*E: ^~ 
- *« (F4 Г«5ЛЕ^ДА*''^ "*" X IS<W^ " 
A-< «O », 
~ УН ^  -Y<, «,*„£„ -yU Ши
А 
Jz) = 
*V M oo õ& 
~ 'S-/ ~*" 23 *« AÄ / ^ 3 ^ASY *> V ~ S*7.J Gsn,v Šv) K** tt-4 4 Vrr-f V — >f 
+
У&ЛИ - /^(UA Л.J . 
Так как (2к) € I, то по теореме Хана 
&.'«<, *23 ^«С >« (•^-^'-T-ITY ">К —>Z3 J — ^K. 
n ^ V=vf v=f K.=r-f 
и мы получаем, что 
 ^ =IX*FC &4 . 
Первая часть теоремы доказана, ибо для всех xec£ имеет 
место равенство , Q 
$*ы = /ы. 
2) Учитывая существование пределов 
Н оо 
•&>и, И VU<V JEJo.,,v£v для всех «Сд , 
и. С=И «• V=Y « '
мы получаем из выражения , что предел сущест-
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21* 
вует тогда и только тогда, когда существует предел 
(-2 ^«C f <Ъ*1У^У ) "+'//Л ^у) = 
= ^ <TV (JŠ ®IC A»J-+• Y£C — 
- f jEX ÄK AH  ^*0 = 
'Ж t£—4 \ 
=  + ? * L A ) ,  
где 
?"• 7"- ~ XT -
Так как (z K ) в I и = oo , то по теореме Хана 
/Сому — У7. TŠK = О. 
^ <*n (C-'t 
Учитывая лемму получаем, что предел Ц^- If* 6*) сущест­
вует тогда и только тогда, когда существует. •&«* Т£&-), т.е. 
*Е С*. 
Теорема доказана. 
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Zeller's theorem for the Л-summability 
B„ Jürimäe 
S ummary 
Let be a sequence, where 0<AH/oo. If A is 
matrix (й-и<) and X- a sequence (4*) > we put •>«., 
=**0G*.- $ > *) =  ^ AND CA = 
zT^JCr—Cku.) I TA C*-) exists^. We use the FK-topology 
on Сд as described in [2]. Any functional j g £йд)' » ^he 
continuous dual of , can be represented in the form (2). 
The purpose of this paper is to prove the following 
theorem. 
Theorem. 1) For each /б C^-a,) there exists a matrix В 
such that Сд 3 and f&(x.) = fix.) for all X. € c£ . 
2) If the functional У has a representation (2) with 
/*-• Ф О , then there is a matrix ß such that — Сд 
and ~ fit) for all JC € . 
1F.S 
Tartu Ülik. Toimetised. Уч. зап. 
Тартуск. ун-та,1989,846,I66-I7I 
ЭКВИВАЛЕНТНОСТЬ ДВОЙНЫХ ПООЩОВАТЕШОСТЕЙ И ТАУБЕРОВЫ ТЕО­
РЕМЫ I 
3. Реймере 
Тартуский государственный университет 
Введение 
Проблема эквивалентности обычной последовательности х= 
=(х
к
) с Д-преобразованной последовательностью 
рассмотрена автором в статье [I]. В настоящей работе анало­
гичные результаты даны для двойных последовательностей х = 
~(хкс) в случае классов с , ßc и tc. Из этих теорем как 
частные случаи вытекают теоремы
- 
тауберова типа для этих 
классов последовательностей с , 6с и t e .  
Если пределы изменения индексов не указаны, то они име­
ют все целочисленные значения 0,1,2,... . 
$ I. Обозначения и определения 
Мы будем рассматривать следующие классы двойных после­
довательностей x=(xkl): 6 - класс ограниченных последо­
вательностей (существует число М такое, что |xK||^|v|), с -
- класс сходящихся последовательностей (существует предел 
lim X ui = i-гаэ), (Je - класс ограниченных сходящихся пос-
К £~±Оо " 
м 
,,\ 
ледовательностеи (х е с и х ё &) j гс - класс регулярно схо­
дящихся последовательностей(кесДь-,* # ±с» и liim у
к| ф. 
Фг оо) и классы к нулю сходящихся последовательностей 
eh (  xc с и к = 0 ), žcn ( хе. 6с и >= о ),  С х  е  1   
и |= о ). 
Пусть задана треугольная матрица Л = (йтпkl) которая 
преобразовывает последовательность х=(х
к
,) в последова­
тельность у = (%1К|) равенством 
УТИ" (1.1) 
Kt -О 
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л 
mnkl = 5Z a mnii Хц '  
Ниже будет встречаться еще величина 
к I 
"NIMI * i ;  t j = o  J 1  
Предположим, что х
к|ф о, тогда мы сможем ввести следующие 
определения. 
Мы скажем, что последовательности х и ^ с-эквива­
лентны, если 
l in\ ^ т п  - \ (1.2) 
m,n->со xmn > 
и пишем х ~ у. 
Мы скажем, что последовательности х и <j žc-эквива­
л е н т н ы ,  е с л и  в ы п о л н я е т с я  у с л о в и е  ( 2 )  и  ( « / щ и / ,  и  
пишем * зу у , 
Мы скажем, что последовательности л и у ic -экви­
валентны, если выполняется условие (2) и ( х
т
„)€ "ze, 
и пишем * У • 
Пусть е = (|
к1) обозначает двойную последовательность, 
где i =1. Тогда 
M П 
A M П ( 2) — Й M N K 1 • 
кЫо 
Для этой величины определим условия 
Й Л " ( Е ; =  ( 1 . 3 )  
^''•и А,
пи 
(е) = 1, 
А " л < е )  - 1 *  ( 1 " Б )  
Для разностей членов последовательности (а
Илп
) будем 
пользоваться обозначениями 
m и и * 
Д(1 - 
а 
т >1 ~ аin п н > 
^ти ^>1 ~ ^ #yt С ^rvi и ~ ütti -
— "nitl ~ Cl .>1 и -1 *• "|»и И»1 • 
§ 2. Условия эквивалентности последовательностей 
В этом параграфе мы дяадим точные т.е. необходимые и 
достаточные условия для с- , &с- и tс-иквивалентности 
1А7 
последовательностей х и у „ Для этого рассмотрим следую­
щее равенство 
% ^  =  А _ ( е )  -  F _ U ) „  ( 2 . 1 )  
где 
*„,и ,у'и ; 
ГУМ И-/ 
Г
ЖИ
(*) = А», ^  А^ИК|(Х)+ 
& к  *кп /^ т и к м  ^ +  
+ 1ТЬ Л' A W N M / (У) 
Это равенство (2,1) доказывается аналогично, как соответст­
вующее равенство для обычных последовательностей (см. [l])„ 
Имеют место следующие теоремы. 
Теорема 2.1. Если матрица А удовлетворяет условию 
(1.3), то 
*  Т  У  ^  ( F m nC* ) ) e c n .  (2.2) 
Теорема 2.2. Если матрица А удовлетворяет условиям 
(1.3) и ( А
т
„ (е))б žc, то 
У 4=» (FM„U))6 0С И. (2.3) 
Теорема 2.3. Если матрица А удовлетворяем условиям 
(1.3), (1Л-) и (1.5), то 
(Fm„(x))e ten. (2.4) 
Доказательства этих теорем вытекают непосредственно из 
равенства (2.1). 
§ 3. Тауберовы теоремы 
Говорят, что последовательность х А
с
-суммируема ме­
тодом А == («тик!) к сумме А(Ю, если 
llm 
У т »  -  А (К), 
m,n-we 
и пишут 
(3.1) 
А
с
- ^  - А(>). 
^ И1
у
И —? с*> 
Множество всех А
с
-суммируемых последовательностей 
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обознжл им через сА . 
Говорят, что последовательность х Agc-суммируема ме­
тодом А = («WtO к сумме АОо, если выполняется условие 
(3.1) И (у
ти
)€ 6с, И пишут 
А- - lim у = АсхХ-
о С m.n-yco 
божество всех Л» -суммируемых последовательностей 
обозначим через 4с А • 
Говорят, что последовательность х А
гс
~суммируема ме­
тодом A=(Qmr,k0 и сумме А(х), если выполняется условие 
(3.1) и ( 
Ути
)е гс, « пишут 
А,
с
-  l im = А (О .  
си /п
у
и-»о> 
божество всех А
гс
-суммируемых последовательностей 
обозначим через тсА. 
Мы будем предполагать, что метод А сохраняет сумму 
сходящейся последовательности, если он суммирует эту после­
довательность, т.е. в этом случае 
А(х) = Uгп У
к1 , 
Из теорем 2.1, 2.2 и 2.3 как частные случаи вытекают 
следующие теоремы тауберова типа. 
Теорема 3.1. Если выполняется условие (1.3), то 
|>е с А -4> >ес] (FmnC*))e en. 
Теорема 3.2. Если выполняется условие (1.3) и (у,„
и
)е 
6 ic, то 
[х е gcA =5> Уе Sc J (Frt,n(^i)e £cn . 
Теорема 3.3. Если выполняются условиях (1.3),(1.4) и 
(1.5), то 
[* £ «А =?> х 6 г с] <—> (/"
ти 
с с п. 
Т&уберовы теоремы аналогичного типа для обычных после­
довательностей имеются в статье [2]. 
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THE EQUIVALENCE OF DOUBLE SEQUENCES AMD TAUBERIAN IHBOREMS I 
й. Reimers 
Summary 
Let A = i a n l l )  be a matrix of real numbers. The problem 
of equivalence of ordinary sequences x = (*K) with the 
A-transformed sequence y^(yn) was considered by the aut­
hor in [1]. In the present paper analogous results are gi­
ven for double sequences of the classes с у &C and tc, 
Let к - (xKI) be a double sequence of real numbers.The 
sequence у is called bounded if there exists a constant M 
such that |yKil^ M and C-convergent if there exists fi­
nite limit |i;ivi xKl = j , The sets of all bounded and con­
vergent sequences we denote by 8 and С respectively. The 
sequence x is called -convergent if ve i and xec and 
tc-convergent if xec and there exists finite limits 
(im X-, and 4w X The sets of these sequences we deno-
к-к» l-»*> 1 
te by i c  and i c  respectively. The subsets of с , Sc 
and ?c where |=o we denote by cn , Hen and len res­
pectively. 
The A-transform by the triangular matrix A = (a.«nkl) 
of the sequence x = (xK|) we define by (1.1). We say that 
the sequences x and у are c-equivalent if the condition 
(1.2) is fulfilled and write x ~ у. We say that the cequen-
ces x and у are ic -equivalent ( ic -equivalent) if the 
condition (1.2) is fulfilled and (у
ти
/х
тп
)£- ie (<ymn/Vmn)6 
e t с ) 
The following equivalence theorem is proved. 
Theorem 2.1. If the matrix A satisfies the condition 
(1.3), then 
'  V R 4  < = >  ( F m n ( x ) ) e c n ,  
where is given by (2.1). 
Analogous results are given also for the equivalences 
and . .X ~ у (see theorems 2.2 and 2,3). 
The sequence X is called Ac-summable ( A6(-summable, 
A-f -sumiaable) to the sum A(V) if Lj 6 С ( <j £• &C 
VJ FC TC)' AND 
/1 m А
й
,
п 
(x) •- Au) . 
AS a particular case of the equivalence theorem 2.1 we get 
170 
the following Tauberian theorem. 
Theorem 3.1. If the matrix A satisfies the condition 
(1.3), then the A^-sununable sequence x is С -convergent 
if and only if ( F^rC*)) 6 Cn . 
Analogous results are given also for the A&- and 
/j -eummable sequences (theorems 3.2 and 3»5) • 
In the second part of this paper we give simplefied 
sufficient conditions for the assertions above. 
22* 
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