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Abstract
For d ≥ 1 and α ∈ (0, 2), consider the family of pseudo differential operators {∆+b∆α/2; b ∈
[0, 1]} on Rd that evolves continuously from ∆ to ∆ + ∆α/2. In this paper, we establish a
uniform boundary Harnack principle (BHP) with explicit boundary decay rate for nonnegative
functions which are harmonic with respect to ∆+b∆α/2 (or equivalently, the sum of a Brownian
motion and an independent symmetric α-stable process with constant multiple b1/α) in C1,1 open
sets. Here a “uniform” BHP means that the comparing constant in the BHP is independent
of b ∈ [0, 1]. Along the way, a uniform Carleson type estimate is established for nonnegative
functions which are harmonic with respect to ∆ + b∆α/2 in Lipschitz open sets. Our method
employs a combination of probabilistic and analytic techniques.
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1 Introduction
Discontinuous Markov processes have been receiving intensive study recently due to their impor-
tance both in theory and in applications. Many physical and economic systems could be and
in fact have been successfully modeled by discontinuous Markov processes (or jump diffusions as
some authors call them); see for example, [28, 33, 35] and the references therein. The infinites-
imal generator of a discontinuous Markov process in Rd is no longer a differential operator but
rather a non-local (or integro-differential) operator. For instance, the infinitesimal generator of a
rotationally symmetric α-stable process in Rd with α ∈ (0, 2) is a fractional Laplacian operator
c∆α/2 := −c (−∆)α/2.
Discontinuous Markov processes include the very important Le´vy processes as special cases
and they are of intrinsic importance in probability theory. Integro-differential operators are very
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important in the theory of partial differential equations. Most of the recent study concentrates
on discontinuous Markov processes, like the rotationally symmetric α-stable processes, that do not
have a diffusion component. For a summary of some of these recent results from the probability
literature, one can see [15, 10] and the references therein. We refer the readers to [12, 13, 14] for a
sample of recent progresses in the PDE literature.
However, in many situations, like in finance and control theory, one needs Markov processes
that have both a diffusion component and a jump component, see for instance, [27, 34, 35]. The fact
that such a process X has both diffusion and jump components is the source of many difficulties in
investigating the potential theory of the process X. The main difficulty in studying X stems from
the fact that it runs on two different scales: on the small scale the diffusion part dominates, while
on the large scale the jumps take over. Another difficulty is encountered when looking at the exit
of X from an open set: for diffusions, the exit is through the boundary, while for the pure jump
processes, typically the exit happens by jumping out from the open set. For the process X, both
cases will occur which makes the process X much more difficult to study.
Despite these difficulties, in the last few years significant progress has been made in understand-
ing the potential theory of such processes. Green function estimates (for the whole space) and the
Harnack inequality for a class of processes with both continuous and jump components were estab-
lished in [36] and [37]. The parabolic Harnack inequality and heat kernel estimates were studied
in [38] for Le´vy processes on Rd that are the independent sum of Brownian motion and symmetric
stable process, and in [20] for much more general symmetric diffusions with jumps. Moreover, a
priori Ho¨lder estimate is established in [20] for bounded parabolic functions. For earlier results on
second order integro-differential operators, one can see [24] and the references therein.
The boundary Harnack principle (BHP) is a result about the ratio of positive harmonic func-
tions. We say that the BHP holds for an open set D ⊂ Rd if there exist positive constants R0 and
C depending on D with the property that for any Q ∈ ∂D, r ∈ (0, R0], and any positive harmonic
functions u and v in D ∩B(Q, r) that vanish continuously on ∂D ∩B(Q, r), we have
u(x)
u(y)
≤ C v(x)
v(y)
for all x, y ∈ D ∩B(Q, r/2). (1.1)
The BHP for Brownian motion (or, equivalently, for the Laplacian) is a fundamental result
in analysis and PDE. It was independently established for Lipschitz domains in the late 1970’s by
Ancona, Dahlberg and Wu ([1, 22, 42]). Later, Bass and Burdzy developed a probabilistic method in
[5] to prove the boundary Harnack principle and extended the boundary Harnack principle to more
general domains (see also [4]). When D is a bounded C1,1 domain, (1.1) can be strengthened to the
following version that gives the explicit boundary decay rate of non-negative harmonic functions
that vanish on the boundary:
u(x)
u(y)
≤ C δD(x)
δD(y)
for all x, y ∈ D ∩B(Q, r/2), (1.2)
where δD(x) is the Euclidean distance between x and D
c. The BHP plays a vital role in the study
of potential theory of Brownian motion and Dirichlet Laplacian in domains. For example, BHP
can be used to show that Martin boundary can be identified with the Euclidean boundary for a
large class of domains and to study the non-tangential limit of non-negative harmonic functions
near the boundary (see [2] for an analytic approach and [3] for a probabilistic approach). In fact,
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BHP has also be established for a large class of diffusions (or, equivalently, for second order elliptic
equations), see [11, 23].
The study of BHP for discontinuous Markov processes and integro-differential operators is quite
recent. It was first established for bounded Lipschitz domains in [7] and then extended to more
general open sets in [40]. Subsequently Bogdan-Stos-Sztonyk [9] and Sztonyk [41] extended the
boundary Harnack principle to symmetric (but not necessarily rotationally invariant) stable pro-
cesses. Recently, the BHP has been extended in [31] to a large class of pure jump Le´vy processes
that can be obtained from Brownian motion through subordination. Very recently, the boundary
Harnack principle for some one-dimensional Le´vy processes with both continuous and jump com-
ponents was studied in [32]. However BHP for processes on Rd in dimension two and higher that
have both diffusion and jump components have been completely open until now. Note that the fact
that a pure jump process may (and typically does) exit an open set by jumping out of it stipulates
that, in the boundary Harnack principle for such processes, the nonnegative harmonic functions
vanish continuously on Dc ∩B(Q, r).
The principal goal of this paper is to establish the boundary Harnack principle for nonnegative
functions which are harmonic with respect to the independent sum of a Brownian motion and a
symmetric stable process in C1,1 open sets in Rd for every d ≥ 1. The process X studied in this
paper, although quite specific, serves as a test case for more general processes with both continuous
and jump parts. The study of this test case will hopefully shed new light on the understanding of
the boundary behavior of nonnegative harmonic functions of general Markov processes.
Intuitively, the independent sum X of a Brownian motion and a symmetric stable process can
be thought roughly as some sort of “perturbation” of Brownian motion. Thus some people might
expect the BHP for X could be established through some general perturbation technique. However,
this kind of approach may not always work. In [29, 30], the potential theory of truncated symmetric
stable processes including BHP was studied. One of the main results in [29] is that the BHP is valid
for the positive harmonic functions of this process in bounded convex domains. A very interesting
fact is, even though truncated symmetric stable processes can be considered as a perturbation of
rotationally symmetric stable processes (see [25, 30]), unlike symmetric stable processes, the BHP
for truncated symmetric stable processes fails in non-convex domains (see the last section of [29]
for a counterexample). This indicates that general perturbation method may not be suitable for
establishing the BHP.
Let us now describe the main result of this paper more precisely and at the same time fix the
notations. A (rotationally) symmetric α-stable process Y = (Yt, t ≥ 0,Px, x ∈ Rd) in Rd is a Le´vy
process such that
Ex
[
eiξ·(Yt−Y0)
]
= e−t|ξ|
α
for every x ∈ Rd and ξ ∈ Rd.
The infinitesimal generator of a symmetric α-stable process Y in Rd is the fractional Laplacian
∆α/2, which is a prototype of nonlocal operators. The fractional Laplacian can be written in the
form
∆α/2u(x) = lim
ε↓0
∫
{y∈Rd: |y−x|>ε}
(u(y)− u(x)) A(d, α)|x− y|d+α dy (1.3)
where A(d, α) := α2α−1pi−d/2Γ(d+α2 )Γ(1− α2 )−1. Here Γ is the Gamma function defined by Γ(λ) :=∫∞
0 t
λ−1e−tdt for every λ > 0.
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Suppose X0 is a Brownian motion in Rd with generator ∆ =
∑d
i=1
∂2
∂x2i
, and Y is a symmetric
α-stable process in Rd. Both X0 and Y satisfy a self-similarity, which will be used several times in
this paper. That is, for every λ > 0, {λ−1/2(X0λt−X00 ), t ≥ 0} and {λ−1/α(Yλt−Y0), t ≥ 0} have the
same distributions as that of {X0t −X00 , t ≥ 0} and {Yt − Y0, t ≥ 0}, respectively. Assume that X0
and Y are independent. For any a > 0, we define Xa by Xat := X
0
t + aYt. We will call the process
Xa the independent sum of the Brownian motion X0 and the symmetric α-stable process Y with
weight a > 0. The infinitesimal generator of Xa is ∆+ aα∆α/2. For every open subset D ⊂ Rd, we
denote by Xa,D the subprocess of Xa killed upon leaving D. The infinitesimal generator of Xa,D
is (∆ + aα∆α/2)|D. It is known (see [38]) that Xa,D has a continuous transition density paD(t, x, y)
with respect to the Lebesgue measure. We will use pa(t, x, y) to denote the transition density of
Xa (or equivalently, the heat kernel of ∆ + aα∆α/2). The quadratic form (E ,F) associated with
the generator ∆ + aα∆α/2 of Xa is given by
F =W 1,2(Rd) :=
{
u ∈ L2(Rd; dx) : ∂u
∂xi
∈ L2(Rd; dx) for every 1 ≤ i ≤ d
}
and for u, v ∈ F ,
E(u, v) =
∫
Rd
∇u(x) · ∇v(x) dx+ 1
2
∫
Rd×Rd
(u(x) − u(y))(v(x) − v(y))A(d, α) a
α
|x − y|d+αdxdy.
In probability theory, the quadratic form (E ,W 1,2(Rd)) is called the Dirichlet form of Xa. A
statement is said to hold quasi-everywhere (q.e. in abbreviation) if there is a set N having zero
capacity with respect to (E1,W 1,2(Rd)) such that the statement holds everywhere outside N . Here
E1(u, u) := E(u, u) +
∫
Rd
u(x)2dx. The function Ja(x, y) := aαA(d, α)|x − y|−(d+α) is the Le´vy
intensity of Xa. It determines the Le´vy system for Xa, which describes the jumps of the process
Xa: for any non-negative measurable function f on R+ × Rd × Rd, x ∈ Rd and stopping time T
(with respect to the filtration of Xa),
Ex
∑
s≤T
f(s,Xas−,X
a
s )
 = Ex [∫ T
0
(∫
Rd
f(s,Xas , y)J
a(Xas , y)dy
)
ds
]
. (1.4)
(see, for example, [18, Proof of Lemma 4.7] and [19, Appendix A].)
The purpose of this paper is to establish the scale invariant version of the boundary Harnack
principle in Theorem 1.4. To state this theorem, we first recall that an open set D in Rd (when
d ≥ 2) is said to be C1,1 if there exist a localization radius R > 0 and a constant Λ > 0 such that
for every Q ∈ ∂D, there exist a C1,1-function φ = φQ : Rd−1 → R satisfying φ(0) = ∇φ(0) = 0,
‖∇φ‖∞ ≤ Λ, |∇φ(x) − ∇φ(y)| ≤ Λ|x − y|, and an orthonormal coordinate system CSQ: y =
(y1, · · · , yd−1, yd) =: (y˜, yd) with its origin at Q such that
B(Q,R) ∩D = {y = (y˜, yd) ∈ B(0, R) in CSQ : yd > φ(y˜)}.
The pair (R,Λ) is called the characteristics of the C1,1 open set D. By a C1,1 open set in R we
mean an open set which can be written as the union of disjoint intervals so that the minimum of the
lengths of all these intervals is positive and the minimum of the distances between these intervals
is positive. Note that a C1,1 open set can be unbounded and disconnected.
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For any x ∈ D, let δD(x) denote the distance between x and ∂D. It is well known that any
C1,1 open set D satisfies the uniform interior ball condition: there exists R˜ ≤ R such that for every
x ∈ D with δD(x) < R˜, there is Qx ∈ ∂D so that |x − Qx| = δD(x) and that B(x˜, R˜) ⊂ D for
x˜ = Qx + R˜(x−Qx)/|x −Qx|. Without loss of generality, throughout this paper, we assume that
the characteristics (R,Λ) of a C1,1 open set satisfies R = R˜ ≤ 1 and Λ ≥ 1.
For any open set D ⊂ Rd, τaD := inf{t > 0 : Xat /∈ D} denotes the first exit time from D by Xa.
Definition 1.1 A real-valued function u defined on Rd is said to be harmonic in D ⊂ Rd with
respect to Xa if for every open set B whose closure is a compact subset of D,
Ex
[∣∣u(XaτaB )∣∣] <∞ and u(x) = Ex [u(XaτaB )] for q.e. x ∈ B. (1.5)
Note that by using the Le´vy system of Xa, we have
Ex
[∣∣u(XaτaB )∣∣] ≥ Ex [∣∣u(XaτaB )∣∣; XaτB ∈ Rd \B ]
= Ex
[∫ τB
0
(∫
Rd\B
|u(y)| A(d, α) a
α
|Xas − y|d+α
dy
)
ds
]
.
Hence if u is a harmonic function in D with respect to Xa, then u(y)(1 ∧ |y|−(d+α)) is integrable
on Bc for any relatively compact open subset B with B ⊂ D. It follows from Theorems 1.2
and 1.3 of [20] that all harmonic functions in D with respect to Xa are continuous on D, since
every harmonic function in D with respect to Xa can be approximated locally uniformly in D by
functions that are bounded on Rd and harmonic with respect to Xa in relatively compact open
subsets of D. Therefore, for any harmonic function u in D, (1.5) holds for every point x ∈ D. The
above also implies that any harmonic function u in D with respect to Xa is locally bounded in D
with
∫
Rd
|u(y)|(1 ∧ |y|−(d+α))dy < ∞. A function u is said to be in W 1,2loc (D) if for every relatively
compact subset B with B ⊂ D, there is a function f ∈ W 1,2(Rd) such that u = f a.e. on B. The
following analytic characterization of a function u being harmonic in D with respect to Xa follows
immediately from Example 2.14 in [16].
Proposition 1.2 Let D be an open subset of Rd. Then the following are equivalent.
(i) u is harmonic in D with respect to Xa;
(ii) u is locally bounded in D,
∫
Rd
|u(y)|(1∧|y|−(d+α))dy <∞, u ∈W 1,2loc (D) and (∆+aα∆α/2)u = 0
in D in the distributional sense: for every φ ∈ C∞c (D)∫
Rd
∇u(x) · ∇φ(x) dx + 1
2
∫
Rd×Rd
(u(x)− u(y))(φ(x) − φ(y))A(d, α) a
α
|x − y|d+α dxdy = 0.
The following uniform Harnack principle will be used to prove the main result of this paper.
Proposition 1.3 (Harnack principle) Suppose that M > 0. There exists a constant C0 =
C0(α,M) > 0 such that for any r ∈ (0, 1], a ∈ [0,M ], x0 ∈ Rd and any function u which is
nonnegative in Rd and harmonic in B(x0, r) with respect to X
a we have
u(x) ≤ C0u(y) for all x, y ∈ B(x0, r/2).
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Let Q ∈ ∂D. We will say that a function u : Rd → R vanishes continuously on Dc ∩ B(Q, r) if
u = 0 on Dc ∩ B(Q, r) and u is continuous at every point of ∂D ∩ B(Q, r). The following is the
main result of this paper.
Theorem 1.4 Suppose that M > 0. For any C1,1 open set D in Rd with the characteristics (R,Λ),
there exists a positive constant C = C(α, d,Λ, R,M) such that for a ∈ [0,M ], r ∈ (0, R], Q ∈ ∂D
and any nonnegative function u in Rd that is harmonic in D ∩ B(Q, r) with respect to Xa and
vanishes continuously on Dc ∩B(Q, r), we have
u(x)
u(y)
≤ C δD(x)
δD(y)
for every x, y ∈ D ∩B(Q, r/2). (1.6)
When a changes from 0 to M , ∆ + aα∆α/2 changes continuously from ∆ to ∆ +Mα∆α/2. So
Theorem 1.4 says that the BHP holds uniformly for the family {∆+aα∆α/2, a ∈ [0,M ]} of pseudo
differential operators in the sense that the constant C in (1.6) can be chosen to be independent of
a ∈ [0,M ]. Note that a = 0 corresponds to the classical case of the boundary Harnack principle
for the Laplacian. We will therefore in the rest of the paper assume that a ∈ (0,M ].
As far as we know, this is the first time that a BHP has been established for non-local integro-
differential operators that have second order differential operator components in dimension two and
higher. Unlike (1.1) and the paragraph following it, in this paper we are concerned with the above
BHP for C1,1 open sets only. The main focus and goal of this paper is to get the explicit decay rate
of harmonic functions near the boundary of D as in (1.6) and to show that the BHP is uniform in
a ∈ [0,M ]. We emphasize that (1.6) is not true in Lipschitz domains even in the classical case of
BHP for the Laplacian. However, a uniform Carleson type estimate is shown to hold for Lipschitz
open sets in Theorem 4.3. The BHP of above type is very useful in studying other fine properties
of the process. For example, we will use it to derive sharp Green function estimates of Xa in C1,1
open sets in a forthcoming paper [17].
For a > 0, Xa and X := X1 are in fact related by a scaling. More precisely, for a ∈ (0,M ],
Xa has the same distribution as λXλ−2t, where λ = a
α/(α−2) ≥ Mα/(α−2). Consequently, if u is
harmonic in an open set U with respect to Xa, then v(x) := u(λx) is harmonic in λ−1U with
respect to X. Hence the uniform Harnack inequality of Proposition 1.3 follows from the Harnack
inequality for X. The latter is known, see Theorem 6.7 of [20] or Theorem 4.5 of [38]. However
the uniform BHP of Theorem 1.4 can not be obtained by such a scaling argument from the BHP
of X. This is because for a C1,1 open set D with the characteristics (R,λ), λ−1D is, in general, a
C1,1 open set with C1,1 characteristics (R/λ, λΛ), which tends to (0,∞) as λ→∞.
For each fixed α0 ∈ (0, 2), when α changes from α0 to 2, the operator ∆ + aα∆α/2 evolves
continuously from ∆+aα0∆α0/2 to (1+a2)∆. So in view of Theorem 1.4, it is reasonable to expect
that one can get the BHP for ∆ + aα∆α/2 uniformly both in a ∈ (0,M ] and in α ∈ [α0, 2). We
believe this is the case and that it can be achieved by carefully keeping track of all the comparison
constants in the arguments of this paper. However in order to keep our exposition as transparent
as possible, we are content with establishing the results stated in Theorem 1.4 and leave the details
of the proof for the last claim to interested readers.
Our method of establishing the above BHP is different from those in [7, 40] for symmetric
stable processes and in [31] for more general subordinate Brownian motions. The reason that the
approaches in [7, 40, 31] do not work well in our setting lies exactly with the fact that Xa leaves
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open set D by jumping out across the boundary ∂D as well as by continuously exiting D through
the boundary of D. To circumvent this difficulty, in this paper we adopt the ideas from [8] for the
BHP of censored stable processes, which are further refined in [26]. That is, we use suitably chosen
subharmonic and superharmonic functions of the process Xa (or equivalently, of ∆ + aα∆α/2) to
derive some exit distribution estimates that are needed to establish the BHP. However, had we
done it in this way directly, we would only get the BHP for ∆ + aα∆α/2 with α ∈ (1, 2). The
reason is that, when D = Hd+ := {x = (x1, · · · , xd) ∈ Rd : x1 > 0}, we need to consider testing
functions wp(x) = (x1 ∨ 0)p for p > 1. But for wp to be ∆α/2-differentiable in Hd+, see (1.3), one
requires p < α, which would be impossible when α ∈ (0, 1]. To overcome this difficulty, for each
λ > 0, we consider the finite range (or truncated) symmetric α-stable process Ŷ λ obtained from Y
by suppressing all its jumps of size larger than λ. The infinitesimal generator of Ŷ λ is
∆̂
α/2
d,λ u(x) := limε↓0
∫
{y∈Rd: ε<|y−x|<λ}
(u(y)− u(x)) A(d, α)|x− y|d+α dy. (1.7)
When λ = 1, we will simply denote ∆̂
α/2
d,1 by ∆̂
α/2
d . Then wp is ∆̂
α/2
d -differentiable in H
d
+ for
every p > 0. Observe that X̂a := X0 + aŶ 1/a is a Le´vy process obtained from Xa = X0 + aY
by suppressing all its jumps of size larger than 1 and that the infinitesimal generator of X̂a is
∆+aα∆̂
α/2
d . From this, we can obtain suitable exit distribution estimates for the Le´vy process X̂
a.
The desired estimates for Xa can then be obtained from that for X̂a by adding back those jumps
of Xa of size larger than 1. Such an idea has already been used in [21] to study Schramm-Lo¨wner
evolutions driven by one-dimensional symmetric stable processes. We remark that the BHP in
Theorem 1.4 for the case of a = 1 has also been mentioned in Remark 5.2 of Guan [26]. However,
no precise statement (such as the range of α) nor a proof is given in that paper.
The rest of the paper is organized as follows. In Section 2, we derive estimates on ∆̂
α/2
d wp. These
estimates are then used in Section 3 to obtain exit distribution (or harmonic measure) estimates for
the finite range process X̂a and then for the desired process Xa. In Section 4, we first give the proof
of Proposition 1.3, and then establish a Carleson estimate for non-negative harmonic functions of
∆+aα∆α/2 in Lipschitz open sets. Then using these results, the proof of Theorem 1.4 is presented.
Throughout this paper, we use the capital letters C1, C2, · · · to denote constants in the statement
of the results, and their labeling will be fixed. The lowercase constants c1, c2, · · · will denote
generic constants used in the proofs, whose exact values are not important and can change from
one appearance to another. The labeling of the constants c1, c2, · · · starts anew in every proof.
The dependence of the constant c on the dimension d ≥ 1 and α ∈ (0, 2) may not be mentioned
explicitly. The constant M > 0 will be fixed throughout this paper. We will use “:=” to denote a
definition, which is read as “is defined to be”. For a, b ∈ R, a∧b := min{a, b} and a∨b := max{a, b}.
For every function f , let f+ := f ∨ 0. We will use ∂ to denote a cemetery point and for every
function f , we extend its definition to ∂ by setting f(∂) = 0. We will use dx or md(dx) to denote
the Lebesgue measure in Rd. For a Borel set A ⊂ Rd, we also use |A| to denote its Lebesgue
measure and diam(A) to denote the diameter of the set A.
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2 Truncated fractional Laplacian estimates for power functions
In this section, we give some estimates which will be used later. Recall that the fractional Lapla-
cian ∆α/2 and the truncated fractional Laplacian ∆̂
α/2
d := ∆̂
α/2
d,1 are defined in (1.3) and (1.7),
respectively.
Lemma 2.1 For x ∈ Rd and p > 0, set wp(x) := (x+1 )p. Then there are constants R∗ ∈ (0, 1),
C1 > C2 > 0 depending only on p, d and α such that for every x ∈ Rd with x1 ∈ (0, R∗]
|∆̂α/2d wp(x)| ≤ C1 for p > α, (2.1)
|∆̂α/2d wp(x)| ≤ C1 | log x1| for p = α, (2.2)
C2x
p−α
1 ≤ ∆̂α/2d wp(x) ≤ C1xp−α1 for α/2 < p < α, (2.3)
− C1 ≤ ∆̂α/2d wp(x) ≤ −C2 for p = α/2, (2.4)
and
−C1xp−α1 ≤ ∆̂α/2d wp(x) ≤ −C2xp−α1 for 0 < p < α/2. (2.5)
Proof. First note that using integration by parts and a change of variable, we get that for p, x > 0
and ε ∈ (0, 1/(x + 1)),∫ 1−ε
0
zp − 1
(1− z)α+1 dz =
1
α
∫ 1−ε
0
(zp − 1)d(1 − z)−α (2.6)
=
1
α
(zp − 1)(1− z)−α
∣∣∣1−ε
0
− p
α
∫ 1−ε
0
zp−1(1− z)−αdz
=
(1− ε)p − 1
αεα
+
1
α
− p
α
∫ 1−ε
0
zp−1
(1− z)α dz
and ∫ x+1
x
1+ε
zp − 1
(z − 1)α+1 dz = −
1
α
∫ x+1
x
1+ε
(zp − 1)d(z − 1)−α (2.7)
= − 1
α
(zp − 1)(z − 1)−α
∣∣∣x+1x
1+ε
+
p
α
∫ x+1
x
1+ε
zp−1(z − 1)−αdz
=
(1 + ε)p − 1
αεα
+
1
α
xα − 1
α
(x+ 1)pxα−p +
p
α
∫ 1
ε+1
x
x+1
zα−p−1(1− z)−αdz.
For p > 0 and x ∈ (0, 1), by a change of variable
∆̂
α/2
1 wp(x) = A(1, α) lim
ε↓0
∫
R
wp(y)− wp(x)
|x− y|1+α 1{ε<|y−x|≤1} dy
= A(1, α) lim
ε↓0
∫ x+1
0
yp − xp
|x− y|1+α 1{|y−x|>ε} dy −A(1, α)x
p
∫ 0
x−1
dy
|x− y|1+α
= A(1, α)xp−α lim
ε↓0
∫ x+1
x
0
zp − 1
|z − 1|1+α 1{|z−1|>ε/x} dz −A(1, α)x
p
∫ 0
x−1
(x− y)−1−αdy
= A(1, α)xp−α lim
ε↓0
(∫ 1−ε
0
zp − 1
(1− z)1+α dz +
∫ x+1
x
1+ε
zp − 1
(z − 1)1+α dz
)
− A(1, α)
α
(xp−α − xp).
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So we have by (2.6)-(2.7) that for p > 0 and x ∈ (0, 1),
∆̂
α/2
1 wp(x) (2.8)
=
A(1, α)
α
xp−α lim
ε↓0
(
1 +
(1− ε)p + (1 + ε)p − 2
εα
)
− A(1, α)
α
(xp−α − xp) + A(1, α)
α
xp
−A(1, α)
α
(x+ 1)p +
A(1, α) p
α
xp−α
(∫ 1
x
x+1
zα−p−1 − zp−1
(1− z)α dz −
∫ x
x+1
0
zp−1
(1− z)α dy
)
=
A(1, α)
α
(
2xp − (x+ 1)p + pxp−α
( ∫ 1
x
x+1
zα−p−1 − zp−1
(1− z)α dz −
∫ x
x+1
0
zp−1
(1− z)α dz
))
.
Note that for p > α,
sup
x∈(0,1]
xp−α
∣∣∣∣∣
∫ 1
x
x+1
zα−p−1 − zp−1
(1− z)α dz −
∫ x
x+1
0
zp−1
(1− z)α dz
∣∣∣∣∣ <∞.
So when p > α,
sup
x∈(0,1)
|∆̂α/21 wp(x)| <∞. (2.9)
When p = α, there exists an r∗ > 0 such that for 0 < x < r∗∣∣∣∣∣
∫ 1
x
x+1
z−1 − zα−1
(1− z)α dz −
∫ x
x+1
0
zα−1
(1− z)α dz
∣∣∣∣∣ ≤
∫ 1
x
x+1
z−1
(1− z)α dz ≤ (1 + r∗)
α log((1 + r∗)/x). (2.10)
It is easy to see that
sup
x∈[r∗,1]
∣∣∣∣∣
∫ 1
x
x+1
z−1 − zα−1
(1− z)α dz −
∫ x
x+1
0
zα−1
(1− z)α dz
∣∣∣∣∣ <∞. (2.11)
On the other hand, when p ∈ (0, α),
sup
x∈(0,1]
∣∣∣∣∣
∫ 1
x
x+1
zα−p−1 − zp−1
(1− z)α dz −
∫ x
x+1
0
zp−1
(1− z)α dz
∣∣∣∣∣ <∞. (2.12)
As
lim
x→0+
(∫ 1
x
x+1
zα−p−1 − zp−1
(1− z)α dz −
∫ x
x+1
0
zp−1
(1− z)α dz
) {
> 0 if p ∈ (α/2, α)
< 0 if p ∈ (0, α/2)
while for p = α/2,∫ 1
x
x+1
zα−p−1 − zp−1
(1− z)α dz −
∫ x
x+1
0
zp−1
(1− z)α dz = −
∫ x
x+1
0
zα/2−1
(1− z)α dz,
we conclude from (2.8)-(2.12) that there are constants r1 ∈ (0, 1) and C1 > C2 > 0 depending on
p and α so that when p = α,
|∆̂α/21 wp(x) < C1 | log x| for x ∈ (0, r1] and sup
x∈(r1,1)
|∆̂α/21 wp(x)| <∞, (2.13)
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when p = α/2,
− C1 ≤ ∆̂α/21 wp(x) < −C2 for x ∈ (0, r1] and sup
x∈(r1,1)
|∆̂α/21 wp(x)| <∞, (2.14)
when p ∈ (α/2, α),
C2 x
p−α < ∆̂α/21 wp(x) < C1 x
p−α for x ∈ (0, r1] and sup
x∈(r1,1)
|∆̂α/21 wp(x)| <∞, (2.15)
and for p ∈ (0, α/2),
− C1 xp−α < ∆̂α/21 wp(x) < −C2 xp−α for x ∈ (0, r1] and sup
x∈(r1,1)
|∆̂α/21 wp(x)| <∞. (2.16)
On the other hand, for x ≥ 1,
∆̂
α/2
1 wp(x) =A(1, α) lim
ε↓0
∫ x+1
x−1
wp(y)− wp(x)
|x− y|1+α 1{x−y|>ε} dy
=A(1, α)xp−α lim
ε↓0
∫ x+1
x
x−1
x
yp − 1
|y − 1|1+α 1{|y−1|>ε} dy
=A(1, α)xp−α lim
ε↓0
(∫ 1−ε
x−1
x
yp − 1
(1− y)1+α dy +
∫ x+1
x
1+ε
yp − 1
(y − 1)1+α dy
)
=A(1, α)xp−α
∫ 1/x
0
(1 + u)p + (1− u)p − 2
u1+α
du.
Note the above integrand
(1 + u)p + (1− u)p − 2
u1+α
is of the order u1−α near zero. So for p > 0 and α ∈ (0, 2), there is a constant c0 = c0(p, α) > 0 so
that
|∆̂α/21 wp(x)| ≤ c0xp−2 for x ≥ 1. (2.17)
With r1 ∈ (0, 1) as in (2.13)-(2.16), the above inequality in fact holds for x > r1.
The estimates (2.9)-(2.16) prove the Lemma in dimension d = 1. Now we consider the case
d ≥ 2. For each fixed x ∈ Rd, we use the spherical coordinates
(y1, . . . , yd) := x+ (r cos θ1, r sin θ1 cos θ2, . . . , r sin θ1 . . . cos θd−1, r sin θ1 . . . sin θd−1)
where r ≥ 0, 0 ≤ θ1, . . . , θd−2 < pi and 0 ≤ θd−1 < 2pi. Let
φ(θ̂) := φ(θ1, . . . , θd−2) := sind−2 θ1 sind−3 θ2 . . . sin θd−2.
Then for x ∈ Rd with x1 > 0 we have
lim
ε↓0
∫
{y∈Rd: 1>|y−x|>ε}
((y+1 )
p − xp1)
dy
|x− y|d+α
= lim
ε↓0
∫ pi
0
dθ1 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1
∫ 1
ε
((r cos θ1 + x1)
+)p − xp1
rd+α
rd−1dr
= lim
ε↓0
∫ pi/2
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p
∫ 1
ε
((r + x1cos θ1 )
+)p − ( x1cos θ1 )p
r1+α
dr
+ lim
ε↓0
∫ pi
pi/2
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(− cos θ1)p
∫ 1
ε
((−r − x1cos θ1 )+)p − (− x1cos θ1 )p
r1+α
dr.
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By the change of variable r = t − x1/ cos θ1 for θ ∈ [0, pi/2) and r = −t − x1/ cos θ1 = −t +
x1/ cos(pi − θ1) for θ ∈ (pi/2, pi], we get
lim
ε↓0
∫
{y∈Rd: 1>|y−x|>ε}
((y+1 )
p − xp1)
dy
|x− y|d+α
= lim
ε↓0
∫ pi/2
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p
∫ 1+ x1
cos θ1
ε+
x1
cos θ1
(t+)p − ( x1cos θ1 )p
|t− x1/ cos θ1|1+α dt
+ lim
ε↓0
∫ pi
pi/2
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos(pi − θ1))p
∫ −ε+ x1
cos(pi−θ1)
−1+ x1
cos(pi−θ1)
(t+)p − ( x1cos(pi−θ1))p
|t− x1/ cos(pi − θ1)|1+α dt
= lim
ε↓0
∫ pi/2
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p
∫ 1+ x1
cos θ1
ε+
x1
cos θ1
(t+)p − ( x1cos θ1 )p
|t− x1/ cos θ1|1+α dt
+ lim
ε↓0
∫ pi/2
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p
∫ −ε+ x1
cos θ1
−1+ x1
cos θ1
(t+)p − ( x1cos θ1 )p
|t− x1/ cos θ1|1+α dt
=
∫ pi/2
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p
(
lim
ε↓0
∫
{t∈R: 1>|t− x1
cos θ1
|>ε}
(t+)p − ( x1cos θ1 )p
|t− x1/ cos θ1|1+α dt
)
.
Therefore we have
∆̂
α/2
d wp(x)
=
A(d, α)
A(1, α)
∫ pi/2
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p∆̂
α/2
1 wp
(
x1
cos θ1
)
=
A(d, α)
A(1, α)
∫ arccos(x1/r1)
0
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p∆̂
α/2
1 wp
(
x1
cos θ1
)
+
A(d, α)
A(1, α)
∫ pi/2
arccos(x1/r1)
dθ1
∫ pi
0
dθ2 · · ·
∫ pi
0
dθd−2
∫ 2pi
0
φ(θ̂)dθd−1(cos θ1)p∆̂
α/2
1 wp
(
x1
cos θ1
)
.
The conclusion (2.1)-(2.5) now follow immediately from the above equality and the estimates (2.9)-
(2.17), where we use (2.17) to bound the second integral above by c1x
3
1/r
3
1 for some positive constant
c1. ✷
Remark 2.2 A careful evaluation of (2.8) in fact shows that limx→0+ ∆̂
α/2
1 wp(x) = c 6= 0 when
p > α. At the first glance, this may look surprising, as in the Brownian motion case (which
corresponds to α = 2), ∆xp1 = p(p − 1)xp−21 . The bound in (2.1) is due to the non-local nature of
the operator ∆̂
α/2
d for α ∈ (0, 2). However a more careful analysis of (2.8) reveals that for p > 0,
∆̂
α/2
1 wp(x) ≍ (2− α)
(
(p− α)−1 − 1) + p(p− 1)xp−α for x ∈ (0, r1)
as α ↑ 2. It is not difficult to see that as α ↑ 2, ∆̂α/21 wp(x) converges to ∆wp(x). ✷
Recall that for λ > 0, the operator ∆̂
α/2
d,λ is defined by (1.7). Note that
∆̂
α/2
d,λ u(x) = λ
−α(∆̂α/2d u(λ·))(λ−1x). (2.18)
Thus, from Lemma 2.1 and (2.18), we get the following corollary.
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Corollary 2.3 For x ∈ Rd and p > 0, set wp(x) := (x+1 )p. Then there are constants R∗ ∈ (0, 1/2),
C1 > C2 > 0 depending only on p, d and α such that for every λ > 0 and x ∈ Rd with x1 ∈ (0, λR∗),
|∆̂α/2d,λ wp(x)| ≤ C1λp−α for p > α, (2.19)
|∆̂α/2d,λ wp(x)| ≤ C1| log(x1/λ)|, for p = α, (2.20)
C2x
p−α
1 ≤ ∆̂α/2d,λ wp(x) ≤ C1xp−α1 for α/2 < p < α, (2.21)
− C1λ−α/2 ≤ ∆̂α/2d,λ wp(x) ≤ −C2λ−α/2 for p = α/2, (2.22)
and
−C1xp−α1 ≤ ∆̂α/2d,λ wp(x) ≤ −C2xp−α1 for 0 < p < α/2. (2.23)
3 Estimates on harmonic measures
Recall that for any open set U ⊂ Rd, τaU = inf{t > 0 : Xat /∈ U} is the first exit time from U by
Xa.
Lemma 3.1 For every b ∈ (0,∞), there exist C3 = C3(M, b) > 0 and C4 = C4(M, b) > 0 such
that for every x0 ∈ Rd, a ∈ (0,M ] and r ∈ (0, b],
C3r
2 ≤ Ex0
[
τaB(x0,r)
]
≤ C4 r2. (3.1)
Proof. See Lemmas 2.2 and 2.3 in [37] or Lemmas 2.3 and 2.4 in [20] for a proof. ✷
In the remainder of this section, we assume D is a C1,1 open set with characteristics (R,Λ).
Recall that we are always assuming that R ≤ 1 and Λ ≥ 1. For notational convenience, throughout
the rest of this section, we put
r0 =
R
4
√
1 + Λ2
.
Define
ρQ(x) := xd − φQ(x˜),
where (x˜, xd) is the coordinates of x in CSQ. Note that for every Q ∈ ∂D and x ∈ B(Q,R)∩D we
have
(1 + Λ2)−1/2 ρQ(x) ≤ δD(x) ≤ ρQ(x). (3.2)
Recall that R∗ is the constant in Lemma 2.1.
Lemma 3.2 Fix Q ∈ ∂D and the coordinate system CSQ so that
B(Q,R) ∩D = {y = (y˜, yd) ∈ B(0, R) in CSQ : yd > φ(y˜)} .
For p > α/2, let
hp(y) := (ρQ(y))
p 1D∩B(Q,4r0)(y).
Then there exist Ci = Ci(α, p,Λ, R) > 0, i = 5, 6, 7, independent of the choice of the point Q ∈ ∂D
such that
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(i) in the case α2 < p < α, for all x ∈ D such that ρQ(x) < r0 ∧R∗ and |x˜| < r0, we have
C6 (ρQ(x))
p−α ≤ ∆̂α/2d hp(x) ≤ C5 (ρQ(x))p−α ; (3.3)
(ii) in the case p > α, for all x ∈ D such that ρQ(x) < r0 ∧R∗ and |x˜| < r0, we have
|∆̂α/2d hp(x)| ≤ C7; (3.4)
(iii) in the case p = α, for all x ∈ D such that ρQ(x) < r0 ∧R∗ and |x˜| < r0, we have
|∆̂α/2d hp(x)| ≤ C7| log (ρQ(x)) | . (3.5)
Proof. In this proof our coordinate system is always CSQ. Fix x = (x˜, xd) ∈ D such that
ρQ(x) < r0 ∧ R∗ and |x˜| < r0, and choose a point x0 ∈ ∂D satisfying x˜ = x˜0. Denote by−→n (x0) the inward unit normal vector at x0 for ∂D and set Φ(y) = 〈y − x0,−→n (x0)〉 for y ∈ Rd.
Then Π := {y : Φ(y) = 0} is the hyperplane tangent to ∂D at the point x0. The function
Γ∗ : Rd−1 → R describing the plane Π is given by Γ∗(y˜) = φQ(x˜0) +∇φQ(x˜0)(y˜ − x˜0), and it holds
that
〈
(y˜,Γ∗(y˜))− x0, −→n (x0)
〉
= 0. We also let
A :=
{
y : Γ∗(y˜) < yd < φQ(y˜) and |y˜ − x˜| < r0
}⋃{
y : Γ∗(y˜) > yd > φQ(y˜) and |y˜ − x˜| < r0
}
,
E :=
{
y ∈ D \ A : |y˜ − x˜| < r0 and ρQ(y) < r0(2 + Λ)
}
.
Note that, if |x− y| < r0 and y ∈ D,
ρQ(y) ≤ |yd − xd|+ |xd − φQ(x˜)|+ |φQ(y˜)− φQ(x˜)| < r0(2 + Λ).
On the other hand if |y˜ − x˜| < r0 and ρQ(y) < r0(2 + Λ), then
|y|2 = |y˜|2 + |yd|2 ≤ (2r0)2 + (r0(2 + Λ) + |φQ(y˜)|)2 ≤ 4 + (2 + 3Λ)
2
64(1 + Λ2)
R2 < R2.
Consequently, we have
D ∩B(x, r0) ⊂ D ∩
{
y : |y˜ − x˜| < r0 and ρQ(y) < r0(2 + Λ)
} ⊂ D ∩B(0, R). (3.6)
Let h(y) := hx(y) := (yd − Γ∗(y˜))+ for y ∈ Rd. Since ∇φQ(x˜) = ∇Γ∗(x˜), by the mean value
theorem and the C1,1 condition on φQ,
|h(y)− ρQ(y)| = |φQ(y˜)− Γ∗(y˜)| (3.7)
= |φQ(y˜)− φQ(x˜)−∇φQ(x˜) · (y˜ − x˜)| ≤ Λ|y˜ − x˜|2, y ∈ E.
For y ∈ Rd, define δ
Π
(y) := dist(y,Π) and DΓ∗ =
{
y ∈ Rd : yd > Γ∗(y˜)
}
. Let
bx :=
(
1 + |∇φQ(x˜)|2
)1/2
and hx,p(y) := (h(y))
p for p > α/2.
Note that 1 ≤ bx ≤
√
1 + Λ2 and hx,p(x) = hp(x).
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Recall that R∗ and C1 > C2 > 0 are the constants in Lemma 2.1. Since h(y) = bxδΠ(y) on DΓ∗ ,
by Lemma 2.1, it holds that for y ∈ DΓ∗ and δΠ(y) < R∗,
C2 b
p
x(δΠ(y))
p−α ≤ ∆̂α/2d hx,p(y) = bpx∆̂α/2d (δΠ(y))p ≤ C1 bpx(δΠ(y))p−α when α/2 < p < α, (3.8)
|∆̂α/2d hx,p(y)| = bpx|∆̂α/2d (δΠ(y))p| ≤ C1 bpx ≤ C1(1 + Λ2)p/2 when p > α, (3.9)
|∆̂α/2d hx,p(y)| = bpx|∆̂α/2d (δΠ(y))p| ≤ C1 bpx| log(δΠ(y))| (3.10)
≤ C1(1 + Λ2)p/2| log(δΠ(y))| when p = α.
Note that bxδΠ(x) = ρQ(x). Applying (3.2) and (3.8) to the point x gives that, for α/2 < p < α
C2ρQ(x)
p−α ≤ C2bαxρQ(x)p−α ≤ ∆̂α/2d hx,p(x) ≤ C1bαxρQ(x)p−α ≤ C1(1 + Λ2)α/2ρQ(x)p−α. (3.11)
Note that by (3.6),
|∆̂α/2d (hp − hx,p)(x)| (3.12)
= A(d, α)
∣∣∣∣ limε↓0
∫
{1≥|y−x|>ε}
(hp(y)− hp,x(y))
|x− y|d+α dy
∣∣∣∣
≤ A(d, α)
∣∣∣∣ ∫{1≥|y−x|>r0} (hp(y)− hp,x(y))|x− y|d+α dy
∣∣∣∣
+A(d, α) lim
ε↓0
∫
{r0≥|y−x|>ε}
|hp(y)− hp,x(y)|
|x− y|d+α dy
≤ A(d, α)
∣∣∣∣ ∫{1≥|y−x|>r0} (hp(y)− hp,x(y))|x− y|d+α dy
∣∣∣∣
+A(d, α)
∫
A
hp(y) + hp,x(y)
|x− y|d+α dy +A(d, α)
∫
E
|hp(y)− hp,x(y)|
|x− y|d+α
=: I1 + I2 + I3.
We claim that, if p > α/2, then
I1 + I2 + I3 ≤ c0 (3.13)
for some constant c0 = c0(α, p,Λ, R). Together with (3.9)–(3.12) this will establish the desired
estimates (3.3)–(3.5) with constants depending on α, p, Λ and R.
Clearly I1 is bounded by some positive constant.
For y ∈ A, we have
|hx,p(y)|+ |hp(y)| ≤ |yd − Γ∗(y˜)|p + |yd − φQ(y˜)|p ≤ 2|φQ(y˜)− Γ∗(y˜)|p (3.14)
≤ 2|φQ(y˜)− φQ(x˜)−∇φQ(x˜) · (y˜ − x˜)|p ≤ 2Λp|y˜ − x˜|2p.
Furthermore, since, on {|y˜ − x˜| = r ≤ r0}, |φQ(y˜)− Γ∗(y˜)| ≤ Λ|y˜ − x˜|2 = Λr2,
md−1 ({y : |y˜ − x˜| = r,Γ∗(y˜) < yd < φQ(y˜) or Γ∗(y˜) > yd > φQ(y˜)}) ≤ c1rd
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for some constant c1 > 0 if r ≤ r0. This together with (3.14) yields that
I2 ≤ A(d, α)
∫ r0
0
∫
|ey−ex|=r
1A(y)
|hx,p(y)|+ |hp(y)|
|y˜ − x˜|d+α md−1(dy)dr
≤ c2
∫ r0
0
r−d+2p−αmd−1({y ∈ A : |y˜ − x˜| = r})dr
≤ c1c2
∫ r0
0
r2p−αdr ≤ c3 .
Note that for y ∈ E
|hp(y)− hx,p(y)| =|(h(y))p − (ρQ(y))p| ≤ c4(h(y))(p−1)− |h(y)− ρQ(y)|, (3.15)
where (p− 1)− := (p − 1) ∧ 0. In the last inequality above, we have used the inequalities
|bp − ap| ≤ bp−1|b− a| for a, b > 0, 0 < p ≤ 1
and
|bp − ap| ≤ (p+ 1)|b− a| for a, b ∈ (0, 1), p > 1.
For y = (y˜, yd) ∈ Rd, we use an affine coordinate system z = (z˜, zd) to represent it so that
zd = yd − Γ∗(y˜) and z˜ are the coordinates in an orthogonal coordinate system centered at x0 for
the (d−1)-dimensional hyperplane Π for the point (y˜,Γ∗(y˜)). Denote such an affine transformation
y 7→ z by z = Ψ(y). It is clear that there is a constant c5 = c5(Λ, R) > 1 so that for every y ∈ Rd,
c−15 |y˜ − x˜| ≤ |z˜| ≤ c5|y˜ − x˜|, c−15 |y − x| ≤ |Ψ(y)−Ψ(x)| ≤ c5|y − x|
and that
Ψ(E) ⊂ {z = (z˜, zd) ∈ Rd : |z˜| < c5r0 and 0 < zd ≤ c5r0}.
Denote xd − Γ∗(x˜) by w; that is, Ψ(x) = (0˜, w). Hence by (3.7) and (3.15) and applying the
transform Ψ, we have by using polar coordinates for z˜ on the hyperplane Π,
I3 ≤ c6
∫
E
h(y)(p−1)− |y˜ − x˜|2
|y − x|d+α dy ≤ c7
∫
Ψ(E)
z
(p−1)−
d |z˜|2
|z − (0˜, w)|d+α dz
≤ c8
∫ c5r0
0
z
(p−1)−
d
(∫ c5r0
0
rd−2
(r + |zd − w|)d+α−2 dr
)
dzd
≤ c8
∫ c5r0
0
z
(p−1)−
d
(∫ c5r0
0
1
(r + |zd − w|)α dr
)
dzd
≤ c9
∫ c5r0
0
z
(p−1)−
d
(
1
|zd − w|α−1 −
1
(c5r0 + |zd − w|)α−1
)
dzd
< c10
∫ c5r0
0
1
z
(1−p)+
d |zd − w|α−1
dzd ≤ c11 <∞,
where all constants depend on α, p, Λ and R. The last inequality is due to the fact that since p > 0,
0 < α < 2 and (1− p)+ + α− 1 = max{α− p, α− 1} < 1, by the dominated convergence theorem,
φ(w) :=
∫ c5r0
0 z
−(1−p)+
d |zd −w|1−αdzd is a strictly positive continuous function in xd ∈ [0, c5r0] and
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hence is bounded. Thus we have proved the claim (3.13), hence completing the proof of the lemma.
✷
Since D is a C1,1 open set with characteristics (R,Λ), for every λ ≥ 1, λD is a C1,1 open set
with uniform characteristics (R,Λ). Thus, by the previous lemma and (2.18), we get the following
as a corollary.
Corollary 3.3 Fix Q ∈ ∂D and the coordinate system CSQ so that
B(Q,R) ∩D = {y = (y˜, yd) ∈ B(0, R) in CSQ : yd > φ(y˜)}.
Let
hp(y) := (ρQ(y))
p 1D∩B(Q,4r0)(y).
Then there exist Ci = Ci(α, p,Λ, R) > 0, i = 5, 6, 7, independent of the choice of the point Q ∈ ∂D
and λ ≥ 1 such that
(i) in the case α2 < p < α, for all x ∈ D such that ρQ(x) < r0 ∧R∗ and |x˜| < r0, we have
C6 (ρQ(x))
p−α ≤ ∆̂α/2d,λ hp(x) ≤ C5 (ρQ(x))p−α ; (3.16)
(ii) in the case p > α, for all x ∈ D such that ρQ(x) < r0 ∧R∗ and |x˜| < r0, we have
|∆̂α/2d,λ hp(x)| ≤ C7λp−α; (3.17)
(iii) in the case p = α, for all x ∈ D such that ρQ(x) < r0 ∧R∗ and |x˜| < r0, we have
|∆̂α/2d,λ hp(x)| ≤ C7 |log (ρQ(x)/λ)| . (3.18)
The following scaling property of Xa will be used below: If (Xa,Dt , t ≥ 0) is the subprocess in D
of the independent sum of a Brownian motion and a symmetric α-stable process on Rd with weight
a, then (λXa,D
λ−2t
, t ≥ 0) is the subprocess in λD of the independent sum of a Brownian motion and
a symmetric α-stable process on Rd with weight aλ(α−2)/α. So for any λ > 0, we have
paλ
(α−2)/α
λD (t, x, y) = λ
−dpaD(λ
−2t, λ−1x, λ−1y) for t > 0 and x, y ∈ λD. (3.19)
By integrating the above equation with respect to t, we get
Gaλ
(α−2)/α
λD (x, y) = λ
2−dGaD(λ
−1x, λ−1y) for x, y ∈ λD (3.20)
where
GaD(x, y) :=
∫ ∞
0
paD(t, x, y)dt
is the Green function of Xa in D. It is well known that the Le´vy measure of X1 has the intensity
J1(x, y) = j1(|x− y|) = A(d, α)|x − y|−(d+α).
Thus by a scaling argument, we get that the Le´vy intensity of Xa is
Ja(x, y) = ja(|x− y|) = aαA(d, α)|x − y|−(d+α),
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which gives the Le´vy system (1.4) of Xa.
By a λ-truncated symmetric α-stable process in Rd we mean a pure jump symmetric Le´vy
process Ŷ λ = (Ŷ λt , t ≥ 0,Px) in Rd with Le´vy density A(d, α)|x|−d−α 1{|x|<λ}. Note that the Le´vy
exponent ψλ of Ŷ λ defined by
Ex
[
eiξ·(bY
λ
t −bY λ0 )
]
= e−tψ
λ(ξ) for every x ∈ Rd and ξ ∈ Rd,
is given by
ψλ(ξ) = A(d, α)
∫
{|y|<λ}
1− cos(ξ · y)
|y|d+α dy. (3.21)
Suppose that Ŷ λ/a is a (λ/a)-truncated symmetric α-stable process in Rd which is independent
of the Brownian motion X0. For any a > 0, we define
X̂a,λt := X
0
t + aŶ
λ/a
t , t ≥ 0.
Note that from (3.21) we can easily check that for any b > 0,
ψλ(bξ) = bαψλb(ξ) for every ξ ∈ Rd. (3.22)
Thus for any a > 0 and ξ, x ∈ Rd,
Ex
[
eiξ·( bX
a,λ
t − bXa,λ0 )
]
= e−t|ξ|
2
Ex
[
ei(aξ)·(bY
λ/a
t −bY λ/a0 )
]
= e−t(|ξ|
2+ψλ/a(aξ)) = e−t(|ξ|
2+aαψλ(ξ)).
Therefore X̂a,λ has the same distribution as the Le´vy process obtained from Xa by removing jumps
of size larger than λ. The above observation also gives us that the infinitesimal generator of X̂a,λ
is ∆ + aα∆̂
α/2
d,λ , and the Le´vy intensity for X̂
a,λ is
Ja,λ(x, y) := aαA(d, α)|x − y|−(d+α) 1{|x−y|<λ} .
The Le´vy intensity describes the jumps of the process X̂a,λ through the Le´vy system: for any
non-negative measurable function f on R+ × Rd × Rd, x ∈ Rd and stopping time T (with respect
to the filtration of X̂a,λ),
Ex
∑
s≤T
f(s, X̂a,λs− , X̂
a,λ
s )
 = Ex [∫ T
0
(∫
Rd
f(s, X̂a,λs , y)J
a,λ(X̂a,λs , y)dy
)
ds
]
. (3.23)
For any open set U ⊂ Rd, let τ̂a,λU = inf{t > 0 : X̂a,λt /∈ U} be the first exit time from U by X̂a,λ,
and denote by X̂a,λ,U the subprocess of X̂a,λ killed upon leaving U . When λ = 1, we simply write
X̂a for X̂a,1 and τ̂aU for τ̂
a,1
U . The following scaling property will be used in the next lemma: by
(3.22), we see that for every λ, a, b > 0 and ξ, x ∈ Rd,
Ex
[
e
iξ·(b( bXa,λ
b−2t
− bXa,λ0 ))
]
= e−t|ξ|
2
Ex
[
e
i(abξ)·(bY λ/a
b−2t
−bY λ/a0 )
]
= e−t|ξ|
2
e−b
−2tψλ/a(abξ) = e−t(|ξ|
2+aαbα−2ψbλ(ξ)).
Thus, if {X̂a,λ,Dt , t ≥ 0} is the subprocess of {X̂a,λt , t ≥ 0} in D, then {bX̂a,λ,Db−2t , t ≥ 0} is the
subprocess of {X̂ab(α−2)/α ,bλt , t ≥ 0} in bD. In particular, if {X̂a,Dt , t ≥ 0} is the subprocess of
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{X̂at , t ≥ 0} in D, then {λX̂a,Dλ−2t, t ≥ 0} is the subprocess of {X̂aλ
(α−2)/α ,λ
t , t ≥ 0} in λD. So for any
λ > 0, we have
p̂ aλ
(α−2)/α,λ
λD (t, x, y) = λ
−dp̂ a,1D (λ
−2t, λ−1x, λ−1y) for t > 0 and x, y ∈ λD (3.24)
where p̂ a,λD (t, x, y) is the transition density of X̂
a,λ,D. By integrating the above equation with
respect to t, we get
Ĝ aλ
(α−2)/α ,λ
λD (x, y) = λ
2−dĜ a,1D (λ
−1x, λ−1y) for x, y ∈ λD (3.25)
where
Ĝ a,λD (x, y) :=
∫ ∞
0
p̂ a,λD (t, x, y)dt
is the Green function of X̂a,λ in D.
For our reader’s convenience, we summarize some notations below.
Process Generator Le´vy (jumping) kernel
X0 ∆ 0
Y ∆α/2 A(d, α) |z|−d−α
aY aα∆α/2 aαA(d, α) ||z|−d−α
Ŷ λ ∆̂
α/2
d,λ A(d, α) |z|−d−α 1{|z|<λ}
Xa := X0 + aY ∆+ aα∆α/2 aαA(d, α) |z|−d−α
X̂a,λ := X0 + aŶ λ/a ∆+ aα∆̂
α/2
d,λ a
αA(d, α) |z|−d−α 1{|z|<λ}
X̂a := X̂a,1 ∆+ aα∆̂
α/2
d a
αA(d, α) |z|−d−α 1{|z|<1} .
Recall that ρQ(x) := xd−φQ(x˜) for every Q ∈ ∂D and x ∈ {y = (y˜, yd) ∈ B(Q,R) : yd > φQ(y˜)}.
We define for r1, r2 > 0
DQ(r1, r2) := {y ∈ D : r1 > ρQ(y) > 0, |y˜| < r2} .
Lemma 3.4 There are constants δ0 = δ0(R,M,Λ, α) ∈ (0, r0), C8 = C8(R,M,Λ, α) > 0 and
C9 = C9(R,M,Λ, α) > 0 such that for every a ∈ (0,M ], λ ≥ 1, Q ∈ ∂D and x ∈ DQ(λ−1δ0, λ−1r0)
with x˜ = 0,
Px
(
X̂a
bτa
DQ(λ
−1δ0,λ
−1r0)
∈ DQ(2λ−1δ0, λ−1r0)
)
≥ C8λδD(x), (3.26)
Px
(
X̂a
bτa
DQ(λ
−1δ0,λ
−1r0)
∈ D
)
≤ C9λδD(x) (3.27)
and
Ex
[
τ̂aDQ(λ−1δ0,λ−1r0)
]
≤ C9λ−1δD(x). (3.28)
Proof. To derive the estimates in the lemma, it will be convenient to consider the scaled process
λX̂aλ−2t, which has the same distribution as X̂
aλ(α−2)/α ,λ. The latter has infinitesimal generator
∆ + aαλα−2∆˜α/2d,λ .
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Without loss of generality, we assumeQ = 0 and let φ : Rd−1 → R be the C1,1-function satisfying
φ(0˜) = ∇φ(0˜) = 0, ‖∇φ‖∞ ≤ Λ, |∇φ(y˜) − ∇φ(z˜)| ≤ Λ|y˜ − z˜| and CSQ be the corresponding
coordinate system such that
B(Q,R) ∩D = {(y˜, yd) ∈ B(0, R) in CSQ : yd > φ(y˜)}.
Note that, since D is a C1,1 open set with characteristics (R,Λ), for every λ ≥ 1, λD is a C1,1
open set with the same characteristics (R,Λ). Let φλ(y˜) := φ(λ
−1y˜) : Rd−1 → R. Then φλ satisfies
φλ(0˜) = ∇φλ(0˜) = 0, ‖∇φλ‖∞ ≤ Λ, |∇φλ(y˜)−∇φλ(z˜)| ≤ Λ|y˜ − z˜| and
B(Q,R) ∩ λD = {y ∈ B(0, R) in CSQ : yd > φλ(y˜)} for all λ ≥ 1 .
We let p > 0 be such that p 6= α and 1 < p < (2 ∧ (3− α)), and define
ρλ(y) := yd − φλ(y˜),
hλ(y) := ρλ(y)1B(0,4r0)∩λD(y),
hλ,p(y) := hλ(y)
p = (ρλ(y))
p 1B(0,4r0)∩λD(y),
D(λ, r1, r2) := {y ∈ λD : 0 < ρλ(y) < r1 and |y˜| < r2} .
Since ρλ(y) ≤
√
1 + Λ2 δλD(y) in view of (3.2), we have 0 ≤ hλ ≤ R ≤ 1. It is easy to see that
D(λ, r1, r2) is contained in D ∩ B(0, R/4) for every r1, r2 ≤ r0. Note that the (vector-valued)
Lipschitz function ∇φλ is differentiable almost everywhere. So for a.e. y ∈ B(0, 4r0) ∩ λD,
∆hλ(y) = ∆(yd − φλ(y˜)) = −∆φλ(y˜) (3.29)
and
∆hλ,p(y) = ∆(yd − φλ(y˜))p
= p(p− 1)(1 + |∇φλ(y˜)|2)(ρλ(y))p−2 − p (ρλ(y))p−1∆φλ(y˜)
≥ p(p− 1)(1 + |∇φλ(y˜)|2)(ρλ(y))p−2 − p (ρλ(y))p−1‖∆φλ‖∞.
Thus, since p ∈ (1, 2), we can choose a positive constant δ1 = δ1(R,M,Λ, α) ∈ (0, r0), independent
of λ, so that there is c1 > 0 such that
∆hλ,p(y) ≥ c1(ρλ(y))p−2 > 0 for a.e. y ∈ D(λ, δ1, r0) . (3.30)
We divide the rest of the proof into three steps.
Step 1: Constructing suitable superharmonic and subharmonic functions with respect to ∆ +
aαλα−2∆˜α/2d,λ . Let ψ be a smooth positive function on R
d with bounded first and second order
partial derivatives such that ψ(y) = 2p+1|y˜|2/r20 for |y| < r0/4 and 2p+1 ≤ ψ(y) ≤ 2p+2 for
|y| ≥ r0/2. Now we consider
u1,λ(y) := hλ(y) + hλ,p(y)
and
u2,λ(y) := hλ(y) + ψ(y)− hλ,p(y).
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Observe that since 0 ≤ hλ ≤ 1 and p ≥ 1, both u1,λ and u2,λ are non-negative. By Taylor’s
expansion with remainder of order 2,∣∣∣(∆+ aαλ(α−2)∆̂α/2d,λ )ψ(y)∣∣∣ ≤ |∆ψ(y)|+Mα ∣∣∣∆̂α/2d,λ ψ(y)∣∣∣ ≤ c2(α,M) <∞. (3.31)
Note that the constant c2 above is independent of λ. Moreover, since λ ≥ 1, p > α/2 and p 6= α,
by (3.16) and (3.17) there exist c3 = c3(R,Λ) > 0 and δ2 = δ2(R,Λ) ∈ (0, δ1] independent of λ such
that
∆̂
α/2
d,λ hλ,p(y) ≥ −c3λp−α for y ∈ D(λ, δ2, r0).
Thus by using (3.30), the fact that p < 2 and the inequality above, and by choosing δ2 smaller if
necessary, we get(
∆+ aαλ(α−2)∆̂α/2d,λ
)
hλ,p(y) ≥ c1ρλ(y)p−2 −Mαc3λ(p−α)+(α−2) (3.32)
≥ c1ρλ(y)p−2 −Mαc3 ≥ c1
2
ρλ(y)
p−2
for a.e. y ∈ D(λ, δ2, r0). Furthermore by (3.16)-(3.18) and (3.29), there exist c4 = c4(M) > 0 and
δ3 ∈ (0, δ2) independent of λ ≥ 1 such that for a.e. y ∈ D(λ, δ3, r0)∣∣∣(∆+ aαλ(α−2)∆̂α/2d,λ ) hλ(y)∣∣∣
≤ c4
(
1 + λ(1−α)
++(α−2)ρλ(y)(1−α)∧0 + 1{α=1} λ−1| log(ρλ(y)/λ)|
)
(3.33)
≤ c4
(
1 + λ(1−α)
++(α−2)ρλ(y)(1−α)∧0 + e−1 + 1{α=1} | log ρλ(y)|
)
.
Thus by (3.31)-(3.33) and the fact that p < 2 ∧ (3 − α), there exists δ4 ∈ (0, δ3) independent of
λ ≥ 1 such that(
∆+ aαλ(α−2)∆̂α/2d,λ
)
u2,λ(y) ≤ c2+ c4
(
2 + | log ρλ(y)|+ ρλ(y)(1−α)∧0
)
− c1
2
ρλ(y)
p−2 ≤ −1 (3.34)
for a.e. y ∈ D(λ, δ4, r0).
On the other hand, we have from (3.17) and (3.18),(
∆+ aαλ(α−2)∆̂α/2d,λ
)
hλ(y) ≥ −‖∆φλ‖∞ − c5Mα(λ(1−α)+(α−2) + λ−1 log λ+ λ−1| log ρλ(y)|)
≥ −‖∆φλ‖∞ − c5Mα(1 + e−1 + | log ρλ(y)|)
for a.e. y ∈ D(λ, δ4, r0). Combining the inequality above with (3.32), by choosing δ4 smaller if
necessary, we have for a.e. y ∈ D(λ, δ4, r0),(
∆+ aαλ(α−2)∆̂α/2d,λ
)
u1,λ(y) ≥ −‖∆φ‖∞ − c5Mα(2 + | log ρλ(y)|) + c1
2
ρλ(y)
p−2 ≥ 0. (3.35)
Step 2: Translating super-/sub-harmonic functions into super-/sub-martingale properties for X̂aλ
(α−2)/α, λ.
For notational convenience, we let
X˜a,λ := X̂aλ
(α−2)/α ,λ and τ˜ a,λU := τ̂
aλ(α−2)/α,λ
U .
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We claim that the estimates (3.34) and (3.35) imply that
t 7→ u2,λ
(
X˜a,λ
t∧eτa,λ
D(λ,δ4,r0)
)
is a bounded supermartingale, (3.36)
Ex
[
τ˜a,λD(λ,δ4,r0)
]
≤ ρλ(x), (3.37)
and
t 7→ u1,λ
(
X˜a,λ
t∧eτa,λ
D(λ,δ4,r0)
)
is a bounded submartingale. (3.38)
Observe that if v is a bounded C2-function on Rd with bounded second order partial derivatives,
then by Ito’s formula and the Le´vy system (3.23),
Mvt = v(X˜
a,λ
t )− v(X˜a,λ0 )−
∫ t
0
(
∆+ aαλ(α−2)∆̂α/2d, λ
)
v(X˜a,λs )ds (3.39)
is a martingale (see the proof of Proposition 4.1 in [6] for the derivation of a similar assertion). If
the functions u2,λ and u1,λ were C
2 with bounded second order partial derivatives, then the claims
(3.36), (3.37) and (3.38) would just follow from (3.39) and the estimates (3.34) and (3.35). However
they are not C2 since D is C1,1 and they are truncated on the outside of B(0, 4r0) ∩ λD. So we
will use a mollifier. Let g be a non-negative smooth function with compact support in Rd whose
value only depends on |x| such that g(x) = 0 for |x| > 1 and ∫
Rd
g(x)dx = 1. For k ≥ 1, define
gk(x) = 2
kdg(2kx). Set
u
(k)
i,λ (z) := (gk ∗ ui,λ)(z) :=
∫
Rd
gk(y)ui,λ(z − y)dy, i = 1, 2.
As (
∆+ aαλ(α−2)∆̂α/2d, λ
)
u
(k)
i,λ = gk ∗
(
∆+ aαλ(α−2)∆̂α/2d, λ
)
ui,λ for i = 1, 2,
we have by (3.34) and (3.35) that(
∆+ aαλ(α−2)∆̂α/2d, λ
)
u
(k)
1,λ ≥ 0 and
(
∆+ aαλ(α−2)∆̂α/2d, λ
)
u
(k)
2,λ ≤ −1
on Dk(λ, δ4, r0) :=
{
y : δ4 − 2−k > ρλ(y) > 2−k and |y˜| < r0 − 2−k
}
.
Since u
(k)
i,λ , i = 1, 2, are bounded smooth functions on R
d with bounded first and second order
partial derivatives, it follows from (3.39) that
t 7→ u(k)2,λ
(
X˜a,λ
t∧eτa,λ
Dk(λ,δ4,r0)
)
+ t ∧ τ˜a,λDk(λ,δ4,r0) is a positive supermartingale
and
t 7→ u(k)1,λ
(
X˜a,λ
t∧eτa,λ
Dk(λ,δ4,r0)
)
is a bounded submartingale.
Since for i = 1, 2, ui,λ is bounded and continuous, u
(k)
i,λ converges uniformly to ui,λ. Thus
t 7→ u2,λ
(
X˜a,λ
t∧eτa,λ
Dk(λ,δ4,r0)
)
+ t ∧ τ˜a,λDk(λ,δ4,r0) is a positive supermartingale (3.40)
and
t 7→ u1,λ
(
X˜a,λ
t∧eτa,λ
Dk(λ,δ4,r0)
)
is a bounded submartingale.
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Since Dk(λ, δ4, r0) increases to D(λ, δ4, r0), we conclude that (3.36) and (3.38) hold. Moreover, for
each fixed k ≥ 1 and t > 0, we have from (3.40) that
Ex
[
u2,λ
(
X˜a,λ
t∧eτa,λ
Dk(λ,δ4,r0)
)
+ t ∧ τ˜a,λDk(λ,δ4,r0)
]
≤ u2,λ(x).
Since u2,λ ≥ 0, by first letting k → ∞ and then t → ∞, we get Ex
[
τ˜a,λD(λ,δ4,r0)
]
≤ u2,λ(x). Since
x˜ = 0, ψ(x) = 0 and so u2,λ(x) ≤ ρλ(x). This proves (3.37).
Step 3: Deriving the desired exit distribution estimates by utilizing the super-/sub-martingale prop-
erty. Since ψ ≥ 2p+1 on |y˜| ≥ r0 and ψ(x) = 0, we have by (3.36),
ρλ(x) ≥ u2,λ(x)
≥ Ex
[
u2,λ
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
)
; X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ (λD) \D(λ,∞, r0)
]
≥ (2p+1 − 1)Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ (λD) \D(λ,∞, r0)
)
.
We also have from (3.38)
ρλ(x) ≤ ρλ(x) + ρλ(x)p = u1,λ(x) ≤ Ex
[
u1,λ
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
)]
≤ 2Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ λD
)
.
Combining the two displays above, we get
Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ D(λ,∞, r0)
)
(3.41)
=Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ λD
)
− Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ (λD) \D(λ,∞, r0)
)
≥ 2
p+1 − 3
2(2p+1 − 1)ρλ(x).
By (3.23),
Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ D(λ,∞, r0) \D(λ, 2δ4, r0)
)
(3.42)
=Ex
[∫
eτa,λ
D(λ,δ4,r0)
0
∫
D(λ,∞,r0)\D(λ,2δ4,r0)
(aλ(α−2)/α)αA(d, α)
|X˜a,λs − y|d+α
1{| eXa,λs −y|<λ}dyds
]
≤Ex
[∫
eτa,λ
D(λ,δ4,r0)
0
∫
D(λ,∞,r0)\D(λ,2δ4,r0)
aαλα−2A(d, α)
|X˜a,λs − y|d+α
dyds
]
≤c6A(d, α)aαλα−2
(∫
D(λ,∞,r0)\D(λ,2δ4,r0)
|y|−d−αdy
)
Ex
[
τ˜a,λD(λ,δ4,r0)
]
≤c7A(d, α)aαλα−2
(∫
D(λ,2δ4,r0)\D(λ,3δ4/2,r0)
|y|−d−αdy
)
Ex
[
τ˜a,λD(λ,δ4,r0)
]
≤c8 Ex
[∫
eτa,λ
D(λ,δ4,r0)
0
∫
D(λ,2δ4,r0)\D(λ,3δ4/2,r0)
aαλα−2A(d, α)
|X˜a,λs − y|d+α
1{| eXa,λs −y|<λ}dyds
]
=c8 Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ D(λ, 2δ4, r0) \D(λ, 3δ4/2, r0)
)
.
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Thus from (3.41)-(3.42)
Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ D(λ, 2δ4, r0)
)
≥ c9ρλ(x). (3.43)
Recall that 0 ≤ hλ,p ≤ 1. If |y| > r0/2, then ψ(y) ≥ 2p+1, we have
u2,λ(y) = ψ(y) + hλ(y)− hλ,p(y) ≥ ψ(y)− hλ,p(y) ≥ 2p ≥ 1 for y ∈ B(0, r0/2)c .
Furthermore, for y ∈ B(0, 4r0) such that δ4 ≤ ρλ(y) < 4r0,
u2,λ(y) = ψ(y) + hλ(y)− hλ,p(y) ≥ ρλ(y)− ρλ(y)p ≥ c10 ,
where c10 ∈ (0, 1) depends on δ4 and R. By using the last two observations, it holds that u2,λ ≥
c10 > 0 on (λD) \D(λ, δ4, r0). Therefore, by (3.36) we get
ρλ(x) ≥ u2,λ(x) ≥ Ex
[
u2,λ
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
)]
≥ c10Px
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ λD
)
. (3.44)
Since the process {λ(X̂aλ−2t− X̂a0 ), t ≥ 0} under Px has the same distribution as {X̂aλ
(α−2)/α ,λ
t −
X̂aλ
(α−2)/α ,λ
0 , t ≥ 0} under Pλx, we have from (3.43) that for x ∈ DQ(λ−1δ4, λ−1r0)
Px
(
X̂aτa
DQ(λ
−1δ4,λ
−1r0)
∈ D
)
≥ Px
(
X̂aτa
DQ(λ
−1δ4,λ
−1r0)
∈ DQ(2λ−1δ4, λ−1r0) \DQ(λ−1δ4, λ−1r0)
)
= Pλx
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ D(λ, 2δ4, r0) \D(λ, δ4, r0)
)
≥ c9ρλ(λx) ≥ c11δλD(λx) = c11λδD(x) ,
and, from (3.44)
Px
(
X̂aτa
DQ(λ
−1δ4,λ
−1r0)
∈ D
)
= Pλx
(
X˜a,λ
eτa,λ
D(λ,δ4,r0)
∈ λD
)
≤ c12ρλ(λx) ≤ c13δλD(λx) = c13λδD(x).
Finally by (3.25) and (3.37),
Ex
[
τ̂aDQ(λ−1δ4,λ−1r0)
]
=
∫
DQ(λ−1δ4,λ−1r0)
Ĝa,1
DQ(λ−1δ4,λ−1r0)
(x, y)dy
= λd−2
∫
DQ(λ−1δ4,λ−1r0)
Ĝaλ
(α−2)/α ,λ
D(λ,δ4,r0)
(λx, λy)dy
= λ−2
∫
D(λ,δ4,r0)
Ĝaλ
(α−2)/α,λ
D(λ,δ4,r0)
(λx, z)dz
= λ−2Eλx
[
τ˜a,λD(λ,δ4,r0)
]
≤ λ−2ρλ(λx) ≤ c14λ−2δλD(λx) = c14λ−1δD(x).
This completes the proof by taking δ0 = δ4, C8 = c11, and C9 = max{c13, c14}. ✷
We now derive exit distribution estimates for the process Xa from those for X̂a in Lemma 3.4.
Recall that r0 = R/(4
√
1 + Λ2).
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Lemma 3.5 There are constants δ0 = δ0(R,M,Λ, α) ∈ (0, r0), C8 = C8(R,M,Λ, α) > 0 and C10 =
C10(R,M,Λ, α) > 0 such that for every a ∈ (0,M ], λ ≥ 1, Q ∈ ∂D and x ∈ DQ(λ−1δ0, λ−1r0) with
x˜ = 0,
Px
(
Xaτa
DQ(λ
−1δ0,λ
−1r0)
∈ DQ(2λ−1δ0, λ−1r0)
)
≥ C8λδD(x), (3.45)
Px
(
Xaτa
DQ(λ
−1δ0,λ
−1r0)
∈ D
)
≤ C10λδD(x) (3.46)
and
Ex
[
τaDQ(λ−1δ0,λ−1r0)
]
≤ C10λ−1δD(x). (3.47)
Proof. Without loss of generality, we assume Q = 0 and let φ : Rd−1 → R be the C1,1-function
satisfying φ(0˜) = ∇φ(0˜) = 0, ‖∇φ‖∞ ≤ Λ, |∇φ(y˜)−∇φ(z˜)| ≤ Λ|y˜−z˜| and CSQ be the corresponding
coordinate system such that
B(Q,R) ∩D = {(y˜, yd) ∈ CSQ ∩B(0, R) : yd > φ(y˜)}.
Let δ0, C8 and C9 be the constants from the statement of Lemma 3.4. Since diam(DQ(λ
−1δ0, λ−1r0)) ≤
1
2 , we have that
|x− y|−d−α 1{|x−y|<1} = |x− y|−d−α for all x, y ∈ DQ(λ−1δ0, λ−1r0).
Let
j(x) := aαA(d, α)|x|−(d+α)1{|x|≥1}.
Note that
∫
Rd
j(x)dx < ∞. Thus we can write Xat = X̂at + Zat where Zat is a compound Poisson
process with the Le´vy density j(x), independent of X̂at . Since the jump size of Z
a is greater than
or equal to 1 and diam(DQ(λ
−1δ0, λ−1r0)) ≤ 12 , we see from (3.28) that
Ex
[
τaDQ(λ−1δ0,λ−1r0)
]
≤ Ex
[
τ̂aDQ(λ−1δ0,λ−1r0)
]
≤ C9λ−1δD(x) .
Moreover we have from (3.26) that
Px
(
Xaτa
DQ(λ
−1δ0,λ
−1r0)
∈ DQ(2λ−1δ0, λ−1r0)
)
=Px
(
X̂a
bτa
DQ(λ
−1δ0,λ
−1r0)
∈ DQ(2λ−1δ0, λ−1r0)
)
≥ C8λδD(x).
We recall the notations from the proof of the previous lemma:
ρλ(x) := yd − φ(λ−1y˜),
D(λ, r1, r2) := {y ∈ CSQ : r1 > ρλ(y) > 0, |y˜| < r2},
X˜a,λ = X̂aλ
(α−2)/α,λ and τ˜a,λU := τ̂
aλ(α−2)/α,λ
U .
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Let a(λ) := aλ(α−2)/α, which is no larger than M . By (1.4),
Px
(
X
a(λ)
τ
a(λ)
D(λ,δ0,r0)
∈ (λD) \D(λ, 2δ0, 2r0)
)
(3.48)
= Ex
[∫ τa(λ)
D(λ,δ0,r0)
0
∫
(λD)\D(λ,2δ0,2r0)
a(λ)αA(d, α)
|Xa(λ)s − y|d+α
dyds
]
≤ c1A(d, α)(a(λ))α
(∫
(λD)\D(λ,2δ0,2r0)
|y|−d−αdy
)
Ex
[
τ
a(λ)
D(λ,δ0,r0)
]
≤ c2A(d, α)(a(λ))α
(∫
D(λ,2δ0,r0)\D(λ,3δ0/2,r0)
|y|−d−αdy
)
Ex
[
τ
a(λ)
D(λ,δ0,r0)
]
≤ c3Ex
[∫ τa(λ)
D(λ,δ0,r0)
0
∫
D(λ,2δ0,r0)\D(λ,3δ0/2,r0)
a(λ)αA(d, α)
|Xa(λ)s − y|d+α
dyds
]
= c3Px
(
X
a(λ)
τ
a(λ)
D(λ,δ0,r0)
∈ D(λ, 2δ0, r0) \D(λ, 3δ0/2, r0)
)
.
Thus by the above inequality and (3.44), we have
Px
(
X
a(λ)
τ
a(λ)
D(λ,δ0,r0)
∈ λD
)
(3.49)
= Px
(
X
a(λ)
τ
a(λ)
D(λ,δ0,r0)
∈ (λD) \D(λ, 2δ0, 2r0)
)
+ Px
(
X˜a,λ
eτa,λ
D(λ,δ0,r0)
∈ D(λ, 2δ0, 2r0)
)
≤ c3Px
(
X
a(λ)
τ
a(λ)
D(λ,δ0,r0)
∈ D(λ, 2δ0, r0) \D(λ, 3δ0/2, r0)
)
+ Px
(
X˜a,λ
eτa,λ
D(λ,δ0,r0)
∈ λD
)
= c3Px
(
X˜a,λ
eτa,λ
D(λ,δ0,r0)
∈ D(λ, 2δ0, r0) \D(λ, 3δ0/2, r0)
)
+ Px
(
X˜a,λ
eτa,λ
D(λ,δ0,r0)
∈ λD
)
≤ (c3 + 1)Px
(
X˜a,λ
eτa,λ
D(λ,δ0,r0)
∈ λD
)
≤ c4ρλ(x).
Since (λXaλ−2t, t ≥ 0) is the independent sum of a Brownian motion and a symmetric α-stable
process on Rd with weight a(λ), we have from (3.49) that for x ∈ DQ(λ−1δ0, λ−1r0)
Px
(
Xaτa
DQ(λ
−1δ0,λ
−1r0)
∈ D
)
= Pλx
(
X
a(λ)
τ
a(λ)
D(λ,δ0,r0)
∈ λD
)
≤ c4ρλ(λx) ≤ c5δλD(λx) = c5λδD(x).
The proof is finished by taking C10 = max{C9, c5}. ✷
4 Boundary Harnack principle
In this section, we give the proof of the boundary Harnack principle for the independent sum of
a Brownian motion and a symmetric stable process. We first prove the Carleson estimate for the
independent sum of a Brownian motion and a symmetric stable process on Lipschitz open sets.
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We recall that an open set D in Rd (when d ≥ 2) is said to be a Lipschitz open set if there
exist a localization radius R1 > 0 and a constant Λ1 > 0 such that for every Q ∈ ∂D, there exist
a Lipschitz function φ = φQ : R
d−1 → R satisfying φ(0) = 0, |φ(x) − φ(y)| ≤ Λ1|x − y|, and an
orthonormal coordinate system CSQ: y = (y1, . . . , yd−1, yd) =: (y˜, yd) with its origin at Q such
that
B(Q,R1) ∩D = {y = (y˜, yd) ∈ B(0, R1) in CSQ : yd > φ(y˜)}.
The pair (R1,Λ1) is called the characteristics of the Lipschitz open set D. Note that a Lipschitz
open set can be unbounded and disconnected. For Lipschitz open set D and every Q ∈ ∂D and
x ∈ B(Q,R1) ∩D, we define
ρQ(x) := xd − φQ(x˜) ,
where (x˜, xd) is the coordinates of x in CSQ.
We recall that Xat = X
0
t + aYt is a Le´vy process with characteristic exponent Φ
a(x) = |x|2 +
aα|x|α. This process may be obtained by subordinating a d-dimensional Brownian motion W =
(Wt, t ≥ 0) by an independent subordinator T at := t + a2Tt where T = (Tt, t ≥ 0) is an α/2-
stable subordinator. More precisely, the processes Xat and WTat have the same distribution. Note
that the Laplace exponent corresponding to T a is equal to φa(λ) = λ + aαλα/2. Let Mα/2(t) :=∑∞
n=0(−1)ntnα/2/Γ(1 + nα/2). It follows by a straightforward integration that∫ ∞
0
e−λtM1−α/2(a2α/(2−α)t) dt =
1
φa(λ)
,
which shows that the potential density ua of the subordinator T a is given by
ua(t) =M1−α/2(a2α/(2−α)t) .
Since, for any a > 0, φa is a complete Bernstein function, we know that ua(·) is a completely
monotone function. In particular, ua(·) is a decreasing function. Since ua(t) = u1(a2α/(2−α)t), we
know that a 7→ ua(t) is a decreasing function. Therefore, if 0 < a1 < a2, then ua1(t) ≥ ua2(t) for
all t > 0. We will need this fact in the proof of next lemma.
Lemma 4.1 Let D ⊂ Rd be a Lipschitz open set with the characteristics (R1,Λ1). There exists a
constant δ = δ(R1,Λ1,M) > 0 such that for all a ∈ [0,M ] and Q ∈ ∂D, x ∈ D with ρQ(x) < R1/2,
Px(X
a
τ(x) ∈ Dc) ≥ δ ,
where τ(x) := τaD∩B(x,2ρQ(x)) = inf{t > 0 : Xat /∈ D ∩B(x, 2ρQ(x))}.
Proof. Clearly,
Px
(
Xaτ(x) ∈ Dc
)
≥ Px
(
Xaτ(x) ∈ Dc ∩B(x, 2ρQ(x))
)
≥ Px
(
Xaτ(x) ∈ ∂D ∩B(x, 2ρQ(x))
)
.
Let Dx := D∩B(x, 2ρQ(x)) andWDx be the subprocess of Brownian motionW killed upon leaving
Dx. The process Z
a defined by Zat :=W
Dx(T at ), where T
a
t is an independent subordinator described
in the paragraph before the statement of the lemma, is called a subordinate killed Brownian motion
in Dx. We will use ζ to denote the lifetime of Z
a. It is known from [39] that
Px
(
Xaτ(x) ∈ ∂D ∩B(x, 2ρQ(x))
)
≥ Px
(
Zaζ− ∈ ∂D ∩B(x, 2ρQ(x))
)
= Ex
[
ua(τ˜Dx); WeτDx ∈ ∂D ∩B(x, 2ρQ(x))
]
.
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Here and below, τ˜U := inf{t > 0 : Wt /∈ U} is the exit time of W from U . Denote Cx :=
∂D ∩B(x, 2ρQ(x)). Then
Ex
[
ua(τ˜Dx); WeτDx ∈ Cx
] ≥ Ex [ua(τ˜Dx); WeτDx ∈ Cx, τ˜Dx ≤ t] (4.1)
≥ ua(t)Px
[
WeτDx ∈ Cx, τ˜Dx ≤ t
]
≥ ua(t) (Px(WeτDx ∈ Cx)− Px(τ˜Dx > t)) ,
where t > 0 will be chosen later.
Since D is a Lipschitz open set with characteristics (R1,Λ1), there exist η = η(Λ, R1) > 0 and
a cone
C :=
{
y = (y1, . . . , yd) ∈ Rd : yd < 0, (y21 + · · ·+ y2d−1)1/2 < η|yd|
}
(4.2)
such that for every z ∈ ∂D, there is a cone Cz with vertex z, isometric to C, satisfying Cz∩B(Q,R1) ⊂
Dc. Then by the scaling property of W and symmetry considerations, we have
Px(WeτDx ∈ Cx) ≥ Px
(
WeτB(x,2ρQ(x))
∈ ∂B(x, 2ρQ(x)) ∩ C(ex,φQ(ex))
)
≥ P0
(
WeτB(0,2) ∈ ∂B(0, 2) ∩ (C + (0˜,−1))
)
,
which is strictly positive. Hence we can conclude that there exists c1 = c1(D) > 0 such that
Px(WeτDx ∈ Cx) ≥ c1 . (4.3)
Next,
Px(τ˜Dx > t) ≤
Ex[τ˜Dx ]
t
≤ Ex[τ˜B(x,2ρQ(x))]
t
≤ c2 (ρQ(x))
2
t
≤ c2R
2
1
t
, (4.4)
for some constant c2 > 0. By using (4.3) and (4.4) in (4.1), we obtain that
Ex
[
ua(τ˜Dx); WeτDx ∈ Cx
] ≥ ua(t)(c1 − c2R21
t
)
.
Now choose t = t(R1,Λ1) > 0 large enough so that c1 − c2R21/t ≥ c1/2. Then
Ex
[
u(τ˜Dx); WeτDx ∈ Cx
] ≥ c1ua(t)/2 ≥ c1uM (t)/2 =: δ.
The lemma is thus proved. ✷
Suppose that D is an open set and that U and V are bounded open sets with V ⊂ V ⊂ U and
D ∩ V 6= ∅. If u vanishes continuously on Dc ∩ U , then by a finite covering argument, it is easy to
see that u is bounded in an open neighborhood of ∂D ∩ V .
Lemma 4.2 Let D be an open set and U and V be bounded open sets with V ⊂ V ⊂ U and
D ∩ V 6= ∅. Suppose u is a nonnegative function in Rd that is harmonic in D ∩ U with respect to
Xa and vanishes continuously on Dc∩U . Then u is regular harmonic in D∩V with respect to Xa,
i.e.,
u(x) = Ex
[
u(XaτaD∩V )
]
for all x ∈ D ∩ V . (4.5)
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Proof. For n ≥ 1, let Bn = {y ∈ D ∩ V : δD(y) > 1/n}. Then for large n, Bn is an non-empty
open subset of D ∩ V whose closure is contained in D ∩ U . Since u is harmonic in D ∩ U with
respect to Xa, for x ∈ D ∩ V and n large enough so that x ∈ Bn, we have that
u(x) = Ex
[
u
(
XaτaBn
)]
= Ex
[
u
(
XaτaBn
)
; τaBn < τ
a
D∩V
]
+ Ex
[
u
(
XaτaBn
)
; τaBn = τ
a
D∩V
]
.
Hence ∣∣∣u(x)− Ex [u(XaτaD∩V )]∣∣∣ (4.6)
≤ Ex
[
u
(
XaτBn
)
; τaBn < τ
a
D∩V
]
+ Ex
[
u
(
XaτaD∩V
)
; τaBn < τ
a
D∩V
]
.
Since limn→∞ τaBn = τ
a
D∩V Px-a.s., the second term in (4.6) converges to Ex
[
u
(
XaτaD∩V
)
; A
]
where
A := ∩∞n=1{τaBn < τaD∩V }. Note that
XaτaD∩V ∈ ∂D ∩ V on A.
Hence u
(
XaτaD∩V
)
= 0 on A, as u is assumed to vanish on Dc ∩ U . Consequently
lim
n→∞Ex
[
u
(
XaτaD∩V
)
; τaBn < τ
a
D∩V
]
= 0 .
For the first term in (4.6), note that δD(X
a
τBn
) ≤ 1/n on {τaBn < τaD∩V }. Therefore, by the
assumption that u vanishes continuously on Dc∩U , one has limn→∞ u(XaτBn ) = 0. Moreover, since
u vanishes continuously on (∂D) ∩ U , there is n0 ≥ 1 so that u is bounded in D ∩ V \ Bn0 . So by
the bounded convergence theorem we have
lim
n→∞Ex
[
u
(
XaτBn
)
; τaBn < τ
a
D∩V
]
= 0 .
This proves the lemma. ✷
Proof of Proposition 1.3. We know from the parabolic Harnack inequality from Theorem 6.7
of [20] that Harnack inequality holds for the process X := X1. That is, there exists a constant
c1 = c1(α,M) > 0 such that for any r ∈ (0,Mα/(2−α)], x0 ∈ Rd and any function v ≥ 0 harmonic
in B(x0, r) with respect to X, we have
v(x) ≤ c1v(y) for all x, y ∈ B(x0, r
2
). (4.7)
Now the proposition is an easy consequence of (4.7). In fact, note that for any a ∈ (0,M ], Xa has
the same distribution as λXλ−2t, where λ = a
α/(α−2) ≥ Mα/(α−2). Consequently, if u is harmonic
in B(x0, r) with respect to X
a where r ∈ (0, 1], then v(x) := u(λx) is harmonic in B(λ−1x0, λ−1r)
with respect to X and λ−1r ≤Mα/(2−α). So by (4.7)
u(λx) = v(x) ≤ c1v(y) = c1u(λy) for all x, y ∈ B(λ−1x0, λ−1r/2).
That is,
u(x) ≤ c1u(y) for all x, y ∈ B(x0, r/2).
✷
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Theorem 4.3 (Carleson estimate) Let D ⊂ Rd be a Lipschitz open set with the characteristics
(R1,Λ1). Then there exists a positive constant A = A(α,Λ1, R1,M) such that for a ∈ (0,M ],
Q ∈ ∂D, 0 < r < R1/2, and any nonnegative function u in Rd that is harmonic in D ∩ B(Q, r)
with respect to Xa and vanishes continuously on Dc ∩B(Q, r), we have
u(x) ≤ Au(x0) for x ∈ D ∩B(Q, r/2). (4.8)
where x0 ∈ D ∩B(Q, r) with ρQ(x0) = r/2.
Proof. Fix a ∈ (0,M ]. Since D is Lipschitz and r < R1/2, by the uniform Harnack principle in
Proposition 1.3 and a standard chain argument, it suffices to prove (4.8) for x ∈ D ∩ B(Q, r/12)
and x˜0 = Q˜. Without loss of generality, we may assume that u(x0) = 1. In this proof, constants
δ, β, η and ci’s are always independent of r and a.
Choose 0 < γ < α/(d + α) and let
B0 = D ∩B(x, 2ρQ(x)) , B1 = B(x, r1−γρQ(x)γ) .
Further, set
B2 = B(x0, ρQ(x0)/3) , B3 = B(x0, 2ρQ(x0)/3)
and
τ0 = inf{t > 0 : Xat /∈ B0} , τ2 = inf{t > 0 : Xat /∈ B2}.
By Lemma 4.1, there exists δ = δ(R1,Λ1,M) > 0 such that
Px(X
a
τ0 ∈ Dc) ≥ δ , x ∈ B(Q, r/4) . (4.9)
By the uniform Harnack principle in Proposition 1.3 and a chain argument, there exists β such that
u(x) < (ρQ(x)/r)
−βu(x0) , x ∈ D ∩B(Q, r/4) . (4.10)
In view of Lemma 4.2, u is regular harmonic in B0 with respect to X
a. So
u(x) = Ex
[
u
(
Xaτ0
)
;Xaτ0 ∈ B1
]
+ Ex
[
u
(
Xaτ0
)
;Xaτ0 /∈ B1
]
for x ∈ B(Q, r/4). (4.11)
We first show that there exists η > 0 such that
Ex
[
u
(
Xaτ0
)
;Xaτ0 /∈ B1
] ≤ u(x0) if x ∈ D ∩B(Q, r/12) with ρQ(x) < ηr . (4.12)
Let η0 := 2
−2(d+α)/d, then for ρQ(x) < η0r,
(ρQ(x))
d/(α+d) < 1/4 and 2ρQ(x) ≤ r1−γρQ(x)γ − 2ρQ(x).
Thus if x ∈ D ∩B(Q, r/12) with ρQ(x) < η0r, then |x− y| ≤ 2|z − y| for z ∈ B0, y /∈ B1. Thus we
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have by (1.4) and Lemma 3.1
Ex
[
u
(
Xaτ0
)
;Xaτ0 /∈ B1
]
(4.13)
= A(d, α)
∫
B0
GaB0(x, z)
∫
|y−x|>r1−γρQ(x)γ
aα|z − y|−d−αu(y) dy dz
≤ 2d+αA(d, α)
∫
B0
GaB0(x, z)dz
∫
|y−x|>r1−γρQ(x)γ
aα|x− y|−d−αu(y) dy
≤ 2d+αA(d, α)Ex[τB(x,2ρQ(x))]
∫
|y−x|>r1−γρQ(x)γ
aα|x− y|−d−αu(y) dy
≤ 2d+αA(d, α)c1ρQ(x)2
(∫
|y−x|>r1−γρQ(x)γ ,|y−x0|>2ρQ(x0)/3
aα|x− y|−d−αu(y) dy
+
∫
|y−x0|≤2ρQ(x0)/3
aα|x− y|−d−αu(y) dy
)
=: c2ρQ(x)
2(I1 + I2) .
On the other hand, for z ∈ B2 and y /∈ B3, we have |z−y| ≤ |z−x0|+|x0−y| ≤ ρQ(x0)/3+|x0−y| ≤
2|x0 − y|. we have again by (1.4) and Lemma 3.1
u(x0) ≥ Ex0
[
u(Xaτ2),X
a
τ2 /∈ B3
]
(4.14)
≥ A(d, α)
∫
B2
GaB2(x0, z)
∫
|y−x0|>2ρQ(x0)/3
aα|z − y|−d−αu(y) dy dz
≥ 2−d−αA(d, α)
∫
B2
GaB2(x0, z)dz
∫
|y−x0|>2ρQ(x0)/3
aα|x0 − y|−d−αu(y) dy
≥ 2−d−αA(d, α)c3(ρQ(x0)/3)2
∫
|y−x0|>2ρQ(x0)/3
aα|x0 − y|−d−αu(y) dy
= c4ρQ(x0)
2
∫
|y−x0|>2ρQ(x0)/3
aα|x0 − y|−d−αu(y) dy .
Suppose now that |y − x| ≥ r1−γρQ(x)γ and x ∈ B(Q, r/4). Then
|y − x0| ≤ |y − x|+ r ≤ |y − x|+ rγρQ(x)−γ |y − x| ≤ 2rγρQ(x)−γ |y − x|.
Therefore
I1 =
∫
|y−x|>r1−γρQ(x)γ ,|y−x0|>2ρQ(x0)/3
aα|x− y|−d−αu(y) dy (4.15)
≤
∫
|y−x0|>2ρQ(x0)/3
(2−1(ρQ(x)/r)γ)−d−αaα|y − x0|−d−αu(y) dy
= 2d+α(ρQ(x)/r)
−γ(d+α)
∫
|y−x0|>2ρQ(x0)/3
aα|y − x0|−d−αu(y) dy
≤ 2d+α(ρQ(x)/r)−γ(d+α)c−14 ρQ(x0)−2u(x0)
= c5(ρQ(x)/r)
−γ(d+α)ρQ(x0)−2u(x0) ,
where the last inequality is due to (4.14).
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If |y − x0| < 2ρQ(x0)/3, then |y − x| ≥ |x0 −Q| − |x−Q| − |y − x0| > ρQ(x0)/6. This together
with the uniform Harnack principle in Proposition 1.3 implies that
I2 =
∫
|y−x0|≤2ρQ(x0)/3
aα|x− y|−d−αu(y) dy (4.16)
≤ c6
∫
|y−x0|≤2ρQ(x0)/3
aα|x− y|−d−αu(x0) dy
≤ c6u(x0)
∫
|y−x|>ρQ(x0)/6
aα|x− y|−d−α dy = c7aαρQ(x0)−αu(x0) .
Combining (4.13)-(4.16) we obtain
Ex[u(X
a
τ0); X
a
τ0 /∈ B1] (4.17)
≤ c2ρQ(x)2
(
c5(ρQ(x)/r)
−γ(d+α)ρQ(x0)−2u(x0) + c7aαρQ(x0)−αu(x0)
)
≤ c8u(x0)
(
ρQ(x)
2(ρQ(x)/r)
−γ(d+α)ρQ(x0)−2 + aαρQ(x)2ρQ(x0)−α
)
≤ c9u(x0)
(
(ρQ(x)/r)
2−γ(d+α) + aαρQ(x)2r−α
)
,
where in the last inequality we used the fact that ρQ(x0) = r/2. Choose now η ∈ (0, η0) so that
c9
(
η2−γ(d+α) + η2Mα
)
≤ 1 .
Then for x ∈ D ∩B(Q, r/12) with ρQ(x) < ηr, we have by (4.17)
Ex
[
u(Xaτ0); X
a
τ0 /∈ B1
] ≤ c9 u(x0)(η2−γ(d+α) + η2r2−αMα)
≤ c9
(
η2−γ(d+α) + η2Mα
)
u(x0) ≤ u(x0) .
We now prove the Carleson estimate (4.8) for x ∈ D∩B(Q, r/12) by a method of contradiction.
Recall that u(x0) = 1. Suppose that there exists x1 ∈ D ∩ B(x, r/12) such that u(x1) ≥ K >
η−β ∨ (1 + δ−1), where K is a constant to be specified later. By (4.10) and the assumption
u(x1) ≥ K > η−β, we have (ρQ(x1)/r)−β > u(x1) ≥ K > η−β , and hence ρQ(x1) < ηr. Let B0,
B1 and τ0 be now defined with respect to the point x1 instead of x. Then by (4.11), (4.12) and
K > 1 + δ−1,
K ≤ u(x1) ≤ Ex1
[
u(Xaτ0);X
a
τ0 ∈ B1
]
+ 1 ,
and hence
Ex1
[
u(Xaτ0);X
a
τ0 ∈ B1
] ≥ u(x1)− 1 > 1
1 + δ
u(x1) .
In the last inequality of the display above we used the assumption that u(x1) ≥ K > 1 + δ−1. If
K ≥ 2β/γ , then Dc ∩B1 ⊂ Dc ∩B(Q, r). By using the assumption that u = 0 on Dc ∩B(Q, r), we
get from (4.9)
Ex1 [u(X
a
τ0),X
a
τ0 ∈ B1] = Ex1 [u(Xaτ0),Xaτ0 ∈ B1 ∩D] ≤ Px(Xaτ0 ∈ D) sup
B1
u ≤ (1− δ) sup
B1
u .
Therefore, supB1 u > u(x1)/((1 + δ)(1 − δ)), i.e., there exists a point x2 ∈ D such that
|x1 − x2| ≤ r1−γρQ(x1)γ and u(x2) > 1
1− δ2 u(x1) ≥
1
1− δ2 K .
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By induction, if xk ∈ D ∩ B(Q, r/12) with u(xk) ≥ K/(1 − δ2)k−1 for k ≥ 2, then there exists
xk+1 ∈ D such that
|xk − xk+1| ≤ r1−γρQ(xk)γ and u(xk+1) > 1
1− δ2 u(xk) >
1
(1− δ2)k K . (4.18)
From (4.10) and (4.18) it follows that ρQ(xk)/r ≤ (1−δ2)(k−1)/βK−1/β, for every k ≥ 1. Therefore,
|xk −Q| ≤ |x1 −Q|+
k−1∑
j=1
|xj+1 − xj | ≤ r
12
+
∞∑
j=1
r1−γρQ(xj)γ
≤ r
12
+ r1−γ
∞∑
j=1
(1− δ2)(j−1)γ/βK−γ/βrγ
=
r
12
+ r1−γrγK−γ/β
∞∑
j=0
(1− δ2)jγ/β
=
r
12
+ rK−γ/β
1
1− (1− δ2)γ/β .
Choose K = η∨ (1+ δ−1)∨12β/γ(1− (1− δ2)γ/β)−β/γ . Then K−γ/β (1− (1− δ2)γ/β)−1 ≤ 1/12, and
hence xk ∈ D∩B(Q, r/6) for every k ≥ 1. Since limk→∞ u(xk) = +∞, this contradicts the fact that
u is bounded on B(Q, r/2). This contradiction shows that u(x) < K for every x ∈ D∩B(Q, r/12).
This completes the proof of the theorem. ✷
Proof of Theorem 1.4 . SinceD is a C1,1 open set and r < R, by the uniform Harnack principle in
Proposition 1.3 and a standard chain argument, it suffices to prove (1.6) for x, y ∈ D∩B(Q, rr0/8).
In this proof, constants η and ci’s are always independent of r and a.
We recall that r0 =
R
4
√
1+Λ2
and δ0 ∈ (0, r0) is the constant in the statement of Lemma 3.5.
For any r ∈ (0, R] and x ∈ D∩B(Q, rr0/8), let Qx be the pointQx ∈ ∂D so that |x−Qx| = δD(x)
and let x0 := Qx +
r
8(x − Qx)/|x − Qx|. We choose a C1,1-function φ : Rd−1 → R satisfying
φ(0) = ∇φ(0) = 0, ‖∇φ‖∞ ≤ Λ, |∇φ(y) − ∇φ(z)| ≤ Λ|y − z|, and an orthonormal coordinate
system CS with its origin at Qx such that
B(Qx, R) ∩D = {y = (y˜, yd) ∈ B(0, R) in CS : yd > φ(y˜)}.
In the coordinate system CS we have x˜ = 0˜ and x0 = (0˜, r/8). For any b1, b2 > 0, we define
D(b1, b2) := {y = (y˜, yd) in CS : 0 < yd − φ(y˜) < b1rδ0/8, |y˜| < b2rr0/8} .
It is easy to see that D(2, 2) ⊂ D ∩ B(Q, r/2). In fact, since r0 ≤ 18Λ and δ0 ≤ 18Λ , for every
z ∈ D(2, 2)
|z −Q| ≤ |Q− x|+ |x−Qx|+ |Qx − z| ≤ r
8
+
r
8
+ |zd − φ(z˜)|+ |φ(z˜)| < r
4
(1 + δ0) ≤ r
2
.
Thus if u is a nonnegative function on Rd that is harmonic in D ∩B(Q, r) with respect to Xa and
vanishes continuously in Dc∩B(Q, r), then, by Lemma 4.2, u is regular harmonic in D∩B(Q, r/2)
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with respect to Xa, hence also in D(2, 2). Thus by the uniform Harnack principle in Proposition
1.3, we have
u(x) = Ex
[
u
(
Xaτa
D(1,1)
)] ≥ Ex [u(Xaτa
D(1,1)
)
;Xaτa
D(1,1)
∈ D(2, 1)
]
(4.19)
≥ c1u(x0)Px
(
Xaτa
D(1,1)
∈ D(2, 1)
)
≥ c2u(x0)δD(x)/r.
In the last inequality above we have used (3.45).
Let w = (0˜, rr0/16). Then it is easy to see that there exists a constant η = η(Λ, r0, δ0) ∈ (0, 1)
such that B(w, ηrr0/16) ∈ D(1, 1). By (1.4) and Lemma 3.1,
u(w) ≥ Ew
[
u
(
Xaτa
D(1,1)
)
;Xaτa
D(1,1)
/∈ D(2, 2)
]
= A(d, α)aα
∫
D(1,1)
GaD(1,1)(w, z)
∫
Rd\D(2,2)
u(y)
|z − y|d+α dydz
≥ c3aαEw
[
τaB(w,ηrr0/(16))
] ∫
Rd\D(2,2)
u(y)
|w − y|d+αdy
≥ c4aαr2
∫
Rd\D(2,2)
u(y)
|w − y|d+αdy.
Hence by (3.47),
Ex
[
u
(
Xaτa
D(1,1)
)
; Xaτa
D(1,1)
/∈ D(2, 2)
]
= A(d, α)aα
∫
D(1,1)
GaD(1,1)(x, z)
∫
Rd\D(2,2)
u(y)
|z − y|d+α dydz
≤ c5aαEx[τaD(1,1)]
∫
Rd\D(2,2)
u(y)
|w − y|d+α dy
≤ c6aαδD(x)r
∫
Rd\D(2,2)
u(y)
|w − y|d+α dy ≤
c6 δD(x)
c4 r
u(w).
On the other hand, by the uniform Harnack principle (Proposition 1.3) and the Carleson esti-
mate (Theorem 4.3), we have
Ex
[
u
(
Xaτa
D(1,1)
)
; Xaτa
D(1,1)
∈ D(2, 2)
]
≤ c7 u(x0)Px
(
Xaτa
D(1,1)
∈ D(2, 2)
)
≤ c8 u(x0)δD(x)/r.
In the last inequality above we have used (3.46). Combining the two inequalities above, we get
u(x) = Ex
[
u
(
Xaτa
D(1,1)
)
; Xaτa
D(1,1)
∈ D(2, 2)
]
(4.20)
+Ex
[
u
(
Xaτa
D(1,1)
)
; Xaτa
D(1,1)
/∈ D(2, 2)
]
≤ c8
r
δD(x)u(x0) +
c6 δD(x)
c4 r
u(w)
≤ c9
r
δD(x)(u(x0) + u(w))
≤ c10
r
δD(x)u(x0).
In the last inequality above we have used the uniform Harnack principle (Proposition 1.3).
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From (4.19)-(4.20), we have that for every x, y ∈ D ∩B(Q, rr0/8),
u(x)
u(y)
≤ c10
c2
δD(x)
δD(y)
,
which proves the theorem. ✷
References
[1] A. Ancona, Principe de Harnack a` la frontie`re et the´ore`me de Fatou pour un ope´rateur ellip-
tique dans un domaine lipschitzien. Ann. Inst. Fourier (Grenoble) 28 (1978), 169–213.
[2] D. H. Armitage and S. J. Gardiner, Classical potential theory. Springer-Verlag, 2001.
[3] R. F. Bass, Probabilistic Techniques in Analysis. Springer-Verlag, 1995.
[4] R. F. Bass and K. Burdzy, A boundary Harnack principle in twisted Ho¨lder domains. Ann.
Math. 134 (1991), 253–276.
[5] R. F. Bass and K. Burdzy, A probabilistic proof of the boundary Harnack principle. Seminar
on Stochastic Processes (1989), 1–16, Birkha¨user Boston, 1990.
[6] R. F. Bass and Z.-Q. Chen, Systems of equations driven by stable processes. Probab. Theory
Relat. Fields 134 (2006), 175-214.
[7] K. Bogdan, The boundary Harnack principle for the fractional Laplacian. Studia Math. 123
(1997), 43-80.
[8] K. Bogdan, K. Burdzy and Z.-Q. Chen, Censored stable processes. Probab. Theory Relat.
Fields 127 (2003), 89-152.
[9] K. Bogdan, A. Stos and P. Sztonyk, Potential theory for Le´vy stable processes, Bull. Polish
Acad. Sci. Math., 50 (2002), 361–372.
[10] K. Bogdan, T. Byczkowski, T. Kulczycki, M. Ryznar, R. Song and Z. Vondracˇek, Potential
analysis of stable processes and its extesions. Lecture Notes in Math, Vol. 1980, Springer, 2009.
[11] L. Caffarelli, E. Fabes, S. Mortola and S. Salsa, Boundary behavior of nonnegative solutions
of elliptic operators in divergence form. Indiana Univ. Math. J. 30(4) (1981), 621–640.
[12] L. Caffarelli, S. Salsa and L. Silvestre, Regularity estimates for the solution and the free
boundary to the obstacle problem for the fractional Laplacian. Invent. Math. 171(1) (2008)
425–461.
[13] L. Caffarelli and L. Silvestre, Regularity theory for fully nonlinear integro-differential equa-
tions. Comm. Pure Appl. Math. 62 (2009), 597-638.
[14] L. Caffarelli and A. Vasseur, Drift diffusion equations with fractional diffusion and the quasi-
geostrophic equation, Ann. of Math. to appear, 2009.
34
[15] Z.-Q. Chen, Multidimensional symmetric stable processes. Korean J. Comput. Appl. Math. 6
(1999), 227–266.
[16] Z.-Q. Chen, On notions of harmonicity. Proc. Amer. Math. Soc. 137 (2009), 3497-3510.
[17] Z.-Q. Chen, P. Kim, R. Song and Z. Vondracˇek, Sharp Green function estimates for ∆+∆α/2
in C1,1 open sets and their applications. In preparation.
[18] Z.-Q. Chen and T. Kumagai, Heat kernel estimates for stable-like processes on d-sets. Stoch.
Proc. Appl. 108 (2003), 27-62.
[19] Z.-Q. Chen and T. Kumagai, Heat kernel estimates for jump processes of mixed types on
metric measure spaces. Probab. Theory Relat. Fields 140 (2008), 277–317.
[20] Z.-Q. Chen and T. Kumagai, A priori Ho¨lder estimate, parabolic Harnack principle and heat
kernel estimates for diffusions with jumps. Rev. Mat. Iberoam. to appear, 2009.
[21] Z.-Q. Chen and S. Rohde, Schramm-Loewner equations driven by symmetric stable processes.
Comm. Math. Phys. 285 (2009), 799–824.
[22] B. Dahlberg, Estimates of harmonic measure. Arch. Rational Mech. Anal. 65 (1977), 275–288.
[23] E. Fabes, N. Garofalo, S. Mar´ın-Malave and S. Salsa, Fatou theorems for some nonlinear
elliptic equations. Rev. Mat. Iberoamericana 4(2) (1988), 227–251.
[24] M. G. Garroni and J. L. Menaldi, Second order elliptic integro-differential problems. Chapman
& Hall/CRC Research Notes in Mathematics, 430. Chapman & Hall/CRC, 2002.
[25] T. Grzywny and M. Ryznar, Estimates of Green function for some perturbations of fractional
Laplacian. Illinois J. Math. 51(4) (2007) 1409–1438.
[26] Q.-Y. Guan, Boundary Harnack inequality for regional fractional Laplacian.
arXiv:0705.1614v2 [math.PR]
[27] E. R. Jakobsen, K. H. Karlsen and C. La Chioma, Error estimates for approximate solutions
to Bellman equations associated with controlled jump-diffusions. Numer. Math. 110 (2008),
221–255.
[28] A. Janicki and A. Weron, Simulation and Chaotic Behavior of α-Stable Processes. Dekker,
1994.
[29] P. Kim and R. Song, Potential theory of truncated stable processes. Math. Z. 256(1) (2007)
139–173.
[30] P. Kim and R. Song, Boundary behavior of harmonic functions for truncated stable processes.
J. Theoret. Probab. 21 (2008) 287–321.
[31] P. Kim, R. Song and Z. Vondracˇek, Boundary Harnack principle for subordinate Brownian
motion. Stoch. Proc. Appl. 119 (2009), 1601–1631.
35
[32] P. Kim, R. Song and Z. Vondracˇek, On the potential theory of one-dimensional subordinate
Brownian motions with continuous components. Potential Anal. to appear, 2009.
[33] J. Klafter, M. F. Shlesinger and G. Zumofen, Beyond Brownian motion. Physics Today, 49
(1996), 33–39.
[34] R. Mikulyavichyus and G. Pragarauskas, Nonlinear potentials of the Cauchy-Dirichlet problem
for the Bellman integro-differential equation. Lithuanian Math. J. 36(2), 142–173 (1996)
[35] B. Øksendal and A. Sulem, Applied stochastic control of jump diffusions, 2nd edition. Springer,
Berlin, 2007.
[36] M. Rao, R. Song and Z. Vondracˇek, Green function estimates and Harnack inequalities for
subordinate Brownian motion. Potential Anal. 25(2006), 1–27.
[37] R. Song and Z. Vondracˇek, Harnack inequality for some discontinuous Markov processes with
a diffusion part. Glasnik Mat. 40 (2005), 177-187.
[38] R. Song and Z. Vondracˇek, Parabolic Harnack inequality for the mixture of Brownian motion
and stable process. Tohoku Math. J. (2), 59 (2007), 1–19.
[39] R. Song and Z. Vondracˇek, On the relationship between subordinate killed and killed subor-
dinate processes. Elect. Commun. Probab. 13 (2008) 325–336.
[40] R. Song and J. M. Wu, Boundary Harnack principle for symmetric stable processes. J. Funct.
Anal. 168 (1999), 403-427.
[41] P. Sztonyk, Boundary potential theory for stable Le´vy processes, Colloq. Math., 95(2) (2003),
191–206.
[42] J. M. Wu, Comparisons of kernel functions, boundary Harnack principle and relative Fatou
theorem on Lipschitz domains. Ann. Inst. Fourier (Grenoble) 28 (1978), 147–167.
Zhen-Qing Chen
Department of Mathematics, University of Washington, Seattle, WA 98195, USA
E-mail: zchen@math.washington.edu
Panki Kim
Department of Mathematical Sciences and Research Institute of Mathematics, Seoul National
University, San56-1 Shinrim-dong Kwanak-gu, Seoul 151-747, Republic of Korea
E-mail: pkim@snu.ac.kr
Renming Song
Department of Mathematics, University of Illinois, Urbana, IL 61801, USA
E-mail: rsong@math.uiuc.edu
Zoran Vondracˇek
Department of Mathematics, University of Zagreb, Bijenicˇka c. 30, Zagreb, Croatia
Email: vondra@math.hr
36
