Abstract-Accuracy of the network parameters has a strong influence on the results of power system state estimation. It has been shown earlier that normalized Lagrange multipliers can be used as a systematic way for identifying errors in network parameters. However, this approach carries a rather heavy computational burden limiting its practical utilization to small-size systems. In this paper, a computationally efficient algorithm is proposed to address this limitation. The idea is to derive and compute only the necessary subset of the gain matrix and covariance matrix, thus avoiding the computation and storage of large dense matrices. The proposed efficient procedure can be applied either to the single-scan or multiple-scan schemes with equal ease. Test results confirm that the improvements in computational speed and memory requirements brought by the proposed algorithm are quite remarkable. The proposed implementation of the normalized Lagrange multipliers method is tested using a large utility power system. The effectiveness and limitations of the single-scan scheme, and the improvements brought by incorporating multiple measurement scans, are discussed in detail.
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I. INTRODUCTION

S
TATE estimation solution may be biased due to errors in either analog measurements or the network model. Measurement errors can result from sensor biases and drifts, telecommunication failure and noise, etc., and network model errors can result from inaccurate manufacturing data, incorrectly calculated line parameters, human data entry errors, changes in ambient conditions, and unreported changes in device parameter changes such as transformer taps, shunt capacitor banks, etc. Large errors in analog measurements can be detected and identified with the help of residual-based statistical tests [1] while normal measurement noise can be filtered provided sufficient redundancy exists in the measurement set. In contrast, most of the state estimators assume perfect knowledge of the network models and do not have explicit capabilities to suspect and detect network parameter errors despite their common existence. Source of network model errors can be incorrect information on topology or parameters. A survey of parameter estimation methods was presented in [2] . One simple approach for identifying parameter errors is augmenting the state vector by a set of suspected parameters [3] - [8] . This method works well as long as the suspected parameter set indeed includes all bad parameters. It is however unrealistic to either determine the suspected set heuristically, or inspect all parameters particularly for very large power grids. Other methods also exist such as those based on residual sensitivities [9] - [15] .
A recently proposed method [16] , which is based on Lagrange multipliers of network parameters, provides an effective solution to the network parameter error identification problem. Compared to previously proposed methods, it has the following advantages: 1) It only makes use of the state estimation solution, and does not require any modifications in the core state estimation software; 2) it does not require selection of a suspect set of parameters in advance, and is capable of simultaneously inspecting all network parameters; and 3) it is compatible with the well-known and commonly implemented largest normalized residuals method. This last property is particularly important and facilitates analysis of normalized Lagrange multipliers and normalized residuals and identification of parameter and measurement errors even when they occur simultaneously. This approach may fail to distinguish between bad measurements and parameter errors under certain special cases [16] , but such cases are shown to be handled by incorporating multiple measurement scans as shown in a follow-up paper in [17] .
Despite above described advantages of this method, its application to large utility power grids still presents a computational bottleneck when computing the covariance of the Lagrange multipliers for very large number of network parameters. This computation involves inversion of the gain matrix, which is super sparse irrespective of the system size yet its inverse is almost always completely full. Furthermore, to obtain the covariance, the inverse of the gain matrix is multiplied by the two Jacobian matrices of the measurement function with respect to the states and the parameters. Their product is obviously also a full matrix. These inversion and multiplication operations constitute the critical barriers of computational efficiency in this approach. Furthermore, incorporation of multiple scans in [17] intensifies the severity of this problem. The values of normalized Lagrange multipliers increase proportional to the square root of the number of measurement scans. Hence, to achieve a satisfactory improvement, a large number of scans may be required, leading to a proportional increase in the computational burden. Given the above stated limitations, this method has so far not been tested on large scale practical power systems.
In this paper, an efficient algorithm is presented to overcome the aforementioned problem in computing normalized Lagrange multipliers. The algorithm exploits the sparse structure of the Jacobian matrices, and uses the well-documented "sparse inverse" method to drastically reduce the computational burden. A rough outline of this algorithm is already presented in [18] . In this paper, the algorithm is extended to the full AC state estimation model and also for the multiple-scan scheme. Test results show that the proposed algorithm reduces the CPU time and memory by at least two orders of magnitude in power systems with thousands of buses, removing the computational bottleneck associated with this method.
The original scheme based on a single scan is first tested in a large utility system to make sure that it works well even for cases where strongly-correlated parameter and measurement errors occur simultaneously. On the other hand, in addition to the previously identified weakness of not being able to distinguish between shunt capacitance errors from reactive power injection errors mentioned in [16] , [17] , other limitations of this approach are observed and studied in this paper. They include distinguishing transformer tap errors from bus voltage errors with special local topology, and the problem of missing certain types of bad data in parameters. Subsequently, the same system is used to test the effectiveness of the multiple-scan scheme. It is shown that incorporating information of different scans can not only overcome the problem of identifying shunt capacitance, but also overcome the other two problems that are newly discovered in this paper. The significance of incorporating multiple measurement scans is further extended.
The rest of the paper is organized as follows: Section II reviews briefly the normalized Lagrange multipliers method and its multiple-scan scheme. Section III proposes an efficient algorithm for computing normalized Lagrange multipliers, and shows its physical interpretation. Section IV presents test results in a large practical example, including computational efficiency, validation and limitations of the single-scan scheme, and improvements brought by the multiple-scan scheme. Section V concludes the paper.
II. IDENTIFYING NETWORK PARAMETER ERRORS USING LAGRANGE MULTIPLIERS
A. Basic Scheme
To study the impact of parameter errors, the measurement equation can be written as
where z is the measurement vector, x is the state vector, p e is the parameter error vector, e is the measurement error vector, and h(x, p e ) is the nonlinear function relating x and p e to z. Considering the parameter errors, a constrained weighted least squares (WLS) state estimation problem can then be formulated as shown below:
where W is the weighting matrix of the measurements, which is commonly chosen as the inverse of the diagonal matrix containing the variances of measurement errors, i.e., W = R −1 ; r = z − h(x, p e ) is the measurement residual vector. Initially, it is assumed that all parameter errors are zero, i.e. there is no reason to suspect any of the parameters. Thus the formulation reduces to the conventional WLS state estimation problem.
The Lagrangian associated with the optimization problem of (2) will be given by
Let us denote the network parameter vector as p = p e + p t , where p t is the vector of true parameters. Since p t is constant, derivatives with respect to p and p e are equivalent.
First order necessary conditions for the optimal solution of (2) can be written as
where H p is the measurement Jacobian with respect to the parameter vector p as well as p e :
in which m is the number of the measurements, and u is the number of the parameters. Using (4), the Lagrange multiplier vector can be obtained conveniently as follows:
where H p and r are computed at the state estimation solution. Lagrange multipliers can be considered as indicators of the level of influence that the corresponding constraints have on the objective function of the optimization problem. Hence, in the state estimation problem, large values of Lagrange multipliers will indicate those zero parameter error constraints which appear questionable. In order to meaningfully compare the significance of the computed Lagrange multipliers and analog measurement residuals, they are normalized. Thus the normalized Lagrange multipliers are expected to have a standard normal distribution. The covariance matrix of Lagrange multipliers are given by
where cov(r) is the covariance matrix of the measurement residual vector r. cov(r) can be evaluated as described in [1] :
where H is the measurement Jacobian with respect to the states x:
in which n is the number of the states, G = H T W H is the gain matrix, and S = I − HG −1 H T R −1 is the sensitivity matrix linking measurement residuals to errors.
Combining (7) and (8), covariance of Lagrange multipliers can be obtained. Denoting it by Λ = cov(λ), normalized Lagrange multipliers will be given by
These values will be checked against a threshold (typically chosen as 3.0) to identify gross errors in the corresponding parameters.
B. Incorporating Multiple Measurement Scans
Assuming permanent (as opposed to temporary) parameter errors, which remain constant in several subsequent measurement scans, WLS state estimation problem can be extended to multiple measurement scans as follows:
where s is the number of scans. The measurements and states of each scan will be independent from each other therefore the solution to this problem is the same as the combination of the solution to (1) of each scan. The Lagrangian of (11) will then be given by
Similarly, applying the first order optimality conditions:
the Lagrange multipliers associated with parameter errors will be obtained as
where λ (q ) is the vector of Lagrange multipliers obtained by solving (1) and performing (6) using the qth scan only.
The covariance of Lagrange multipliers can be expressed as
Because measurements in different scans are independent of each other, one can write
Thus (15) can be reduced to
After the Lagrange multipliers and their variances are computed by (14) and (17), respectively, normalization can be performed by using (10).
III. EFFICIENT ALGORITHM FOR COMPUTING NORMALIZED LAGRANGE MULTIPLIERS
Irrespective of whether the single-scan or multiple-scan scheme is implemented, the main computational effort for computing normalized Lagrange multipliers λ N i will be spent in the computation of the covariance matrix elements.
Let us denote Λ (q ) = cov(λ (q ) ) for the qth scan when using the multiple-scan scheme. Substituting (8) into (7) with superscript (q) added to all matrices:
Note that the second term involves the computation of the inverse of the gain matrix, and the product of the inverse and the two Jacobian matrices. Both the matrix inversion and multiplication operations consume a significant amount of CPU time and memory. However, since only the diagonal entries of Λ (q ) are actually needed, and H (q )
p , H (q ) and W are all super sparse, only a small subset of the entries in [G (q ) ] −1 are actually needed and used. In this section, the structure of this subset is determined first, and then a method for computing this subset efficiently will be presented.
A. Deriving the Structure of the Necessary Subset of G −1
Denote the second term of (18) without the negative sign as
and
such that
Let cov(r (q ) ) = W − Ω, (q ) , where Ω ,(q ) is part of the covariance matrix of residuals.
To obtain the necessary subset of [G (q ) ] −1 , first the necessary subset of Ω ,(q ) should be derived. Suppose that the system has n states, m measurements and u parameters. Using (19) the diagonal entries of Λ ,(q ) can be expressed as
Since
is super sparse, only a few terms of the right hand side sum is nonzero. Thus in Ω ,(q ) , only the entries in the nonzero terms need to be computed. Hence, the necessary subset of Ω' can be written as
The required entries in Ω ,(q ) for computing the variance of λ i are those corresponding to the covariance of measurements related to λ i , i.e., the measurements in whose equations p i is present. For example, if there are m i measurement equations associated with p i , then for computing the variance of λ i , only
,(q ) need to be computed. Since only the local measurements are associated with a specific parameter, the number m i is typically small, so the number of necessary entries in Ω ,(q ) is also small. Following similar logic, the structure required subset of [G (q ) ] −1 entries can be found based on the structure of the necessary subset of Ω ,(q ) . Entries of Ω ,(q ) can be expressed as 
Note that [G (q ) ] −1 is the covariance matrix of the states, x (q) . The required entries in [G (q ) ] −1 for computing Ω ,(q ) (i, j), i.e., the covariance of r i and r j , are those corresponding to the covariance of states related to r i and r j , i.e., the states which appear in the equations of r i and r j . For example, if there are n i states associated with r i , and n j states associated with r j , then for computing Ω ,(q ) (i, j), only n i × n j entries in Ω ,(q ) need to be computed. Since only the local states are associated with a specific measurement, the number n i and n j are typically small, so the number of necessary entries in [G (q ) ] −1 is also small. From the procedure described above, it can be seen that the variances of Lagrange multipliers rely only on local information, i.e., the covariance of neighboring states. Therefore, the number of necessary entries in [G (q ) ] −1 per parameter is independent of the system size. The main contribution of this work is to achieve a drastic improvement in computational efficiency by exploiting this feature, as will be illustrated in the case studies presented below.
After computing ) ] −1 ) nec will be presented.
B. Computing the Necessary Subset of G −1 Entries
An efficient algorithm for computing a specific subset of entries in the inverse of a sparse matrix is presented in [19] and [20] . After minor modifications, this method can be used to compute any desired subset conveniently.
In a fully observable system, the gain matrix of the qth scan, G (q ) , is symmetric, nonsingular, and positive definite. Applying Cholesky factorization it can be decomposed as
where L (q ) is a unit lower triangular matrix, and D (q ) is a diagonal matrix. It is easy to verify that
Note that on the right hand side, D (q )−1 L (q )−1 is lower triangular, and I −L (q ).T is strictly upper triangular. Therefore, 
where 
In other words, the computation of the entries in ([G (17) . Subsequently, normalized Lagrange multipliers can be computed by (10) , (14) .
The algorithm of computing normalized Lagrange multipliers in the multiple-scan scheme is summarized as below. Note that for single-scan scheme, it is sufficient to simply let s = 1.
Step 1: Select s measurement scans of a power network.
Step 2: q = 1.
Step 3: q ← q+1.
Step 4: Perform state estimation (1) of the qth scan.
Step 5: Compute λ (q ) by (6).
Step 6: Determine the structure of Ω Step 15: Compute λ by (14) .
Step 16: Compute cov(λ) by (17) .
Step 17: Compute λ N by (10).
IV. CASE STUDIES
In this section, results of case studies will be presented and discussed. First, the computational efficiency of the proposed algorithm will be tested with reference to full computation of the matrices. Subsequently, the results of identifying parameter errors using the single-scan scheme and the multiple-scan scheme will be presented and compared.
A large utility power system containing more than 14 000 buses is used as the test system throughout this section. The measurement set includes all bus injections and voltages magnitudes, and all branch flows from one end. In other words, full measurement redundancy in assumed. Network parameters of all types are studied: branch resistances and reactances, transformer taps, 
A. Computational Efficiency
As evident from (14) and (17) that in the multiple-scan scheme computations of covariance in each scan are actually decoupled and can be computed separately. As a result, the computational time and the number of scans have a simple linear relationship. Therefore, tests are focused on determining the cost of covariance matrix computation for a single scan, since the computational cost of multiple-scan schemes can be readily evaluated based on single scan results. Also the superscript indicating the scan number is dropped in this section for simplification of notation.
Two major stages of obtaining the variances of Lagrange multipliers are tested separately: The stage of obtaining (G −1 ) nec , as described in Section III-B, and the stage of computing the variances of Lagrange multipliers with known (G −1 ) nec , as described in Section III-A. In order to investigate the dependence of computational cost on system size, different size subsystems derived from the original test system are selected and tested. The utilized computation platform is a personal computer with four-core 2.5 GHz CPU and 16 GB RAM.
1) Computing
The CPU time and memory consumed by computing (G −1 ) nec versus full G −1 are illustrated in Figs. 1 and 2 , respectively. Within the system size below 500 buses, the difference between the proposed algorithm and full computation is small. When the system size increases however, the difference becomes significant. The fast increase of CPU time and memory makes the full computation very expensive, while the costs of the proposed algorithm remain modest. When the system size is 5000 buses, a common size for many utility systems, the CPU time and memory of full computation are 35.2 s and 98.7 MB, while those of the proposed method are 0.321 s and 1.41 MB, 0.9% and 1.4% of the former, respectively. For the entire 14K-bus system, the CPU time and memory of full computation are 642 s and 1530 MB, while those of the proposed method are 2.13 s and 6.7 MB, 0.3% and 0.4% of the former. It can be seen that for large power systems, the costs are reduced roughly by two orders of magnitude. The larger the system size, the more significant the savings will be.
2) Computing the Variances With Known
The CPU time and memory required by computing only the necessary entries of the covariance Λ with given (G −1 ) nec , and the full covariance with given G −1 , are illustrated in Figs. 3 and 4, respectively. As apparent in Fig. 3 , obtaining matrix products uses less CPU time but more memory than the inversion. The large memory requirement is due to the larger dimension of Ω and Λ than G −1 . For example, for the 14 K-bus test system, the number of states, measurements and parameters are 28 285, 78 381, and 40 697 respectively. Corresponding memory required for storing Ω and Λ are approximately 7.78 and 2.01 times of that required for storing G −1 . Despite the difference, the growing trends of the costs in this stage are similar to those in the first stage. The fast increase of costs for full computation makes it expensive and even infeasible in large systems. Considering 5000 buses, the CPU time and memory of full computation will be 19.7 s and 384 MB, compared to 0.369 s and 1.35 MB of the proposed method, 1.9% and 0.4% of the former, respectively. Note that full computation cannot be carried out for the 14 K-bus system using the existing computation platform due to lack of memory. By contrast, the CPU time and memory required by the proposed method is still low: 1.35 s and 5.01 MB, respectively.
From the test results it can be seen that in both computation stages, the required memory of the proposed algorithm is sufficiently low even for a standard off-the-shelf personal computer, and the CPU time is sufficiently short even for online applications. Considering the iterative processing of bad parameters (identified and corrected one at a time) and incorporation of multiple scans, the computation of covariance of Lagrange multipliers may need to be evaluated a large number of times, then the proposed algorithm will be even more advantageous than has been shown here.
B. Validation and Limitations of the Single-Scan Scheme
A variety of scenarios are tested in order to validate the effectiveness of the original single-scan scheme for large utility power systems. Combining the information of normalized residuals and normalized Lagrange multipliers, parameter errors and measurement errors can be distinguished successfully. When multiple errors exist simultaneously, they can be identified and corrected via an iterative process, i.e., one error at a time. On the other hand, the limitation of not being able to distinguish shunt 20.68 v ( 7 2 5 9 ) 23.81 v ( 7 2 5 9 ) 20.68 t ( 7 2 6 2 −7 2 5 9 ) 23.81 r ( 7 2 6 2 −7 2 5 9 ) 20.58 r ( 7 2 6 2 −7 2 5 9 ) 23.74 q ( 7 2 6 2 −7 2 5 9 )
6.955 q ( 7 2 6 2 −7 2 5 9 ) 7.705 q ( 7 2 5 9 ) 5.595 q ( 7 2 5 9 capacitance errors from reactive injection errors, which has been discovered in small test system cases in [16] , is also observed in the large system case. The normalized Lagrange multiplier of the former is always equal to the normalized residual of the latter, leading to identification failure. Given limited space, the aforementioned results will not be presented in this paper; however two newly discovered limitations will be presented using the cases below.
1) Identification of Transformer Tap Errors:
In the 14 K-bus system, it is found that transformer tap errors cannot be distinguished from voltage magnitude errors in certain special cases. As an example, two errors are introduced in t (7262−7259) and v (7259) in two separate scenarios, and the results are tabulated in Table I . It is noted that in both scenarios, the corresponding normalized variables turn out to be equal, constituting a critical pair. This phenomenon occurs when a bus is connected to the rest of the system by only one transformer, as is shown in Fig. 5 . The bus voltage magnitude is exclusively controlled by the transformer taps, and these two variables are strongly correlated. Even when there exists sufficient local redundancy, transformer tap errors will still be not identifiable.
Note that unlike the critical pairs between shunt capacitances and reactive power injections which commonly exist, critical pairs between transformer taps and bus voltage magnitudes occur only under special topologies as shown in Fig. 5 .
2) Sensitivity of Normalized Lagrange Multipliers: The risk of missing bad parameters is another problem found in the 14 Kbus system case. Some parameter errors do not have significant impact on their corresponding normalized Lagrange multipliers, i.e., even when gross errors are present in the parameters, the corresponding normalized Lagrange multipliers will remain small, leading to detection failure. Although in most cases normalized Lagrange multipliers are not likely to create false alarms, the probability of missing bad parameters is not negligible.
The issue of missing bad parameters is caused by different sensitivities of normalized Lagrange multipliers to parameter errors. It is observed that when same percentage errors Table II gives examples of these two cases, and a general case for comparison. p/p mean stands for the ratio of the real power flow along the specific branch and the average value of branch flows in the entire system, and x/x mean stands for the ratio of the specific parameter value and the average value of the same type of parameters across the entire system. It can be seen that x (5255−5256) belongs to a lightly loaded branch, and x (3399−3553) is a relatively small parameter. In comparison, x (8589−8590) is average in both aspects. When errors with a same percentage of values of the true parameters are introduced, the normalized Lagrange multiplier corresponding to x (8589−8590) grow significantly large to be detected, but those corresponding to x (5255−5256) and x (3399−3553) remain small.
The factors affecting the sensitivity of normalized Lagrange multipliers are very complicated. Parameter types, parameter values, measurement configuration, network topology and system operating point all contribute to the sensitivity of normalized Lagrange multipliers. Generally speaking, it is known that normalized Lagrange multipliers obey standard normal distribution when the parameters do not have gross errors. However their probability distributions remain unknown when the corresponding parameters contain gross errors. Therefore, evaluating the probability of missing bad data is not trivial. Further analysis is needed in order to systematically address this problem.
C. Improved Identification via Multiple-Scan Scheme
It is shown in [17] that incorporating data from multiple scans helps identify shunt capacitance errors. Results of the large utility system case verify this conclusion, but will not be presented in this paper. Instead, below cases will illustrate the benefit of incorporating multiple scans for the two newly discovered problems of the single-scan scheme.
1) Identification of Transformer Tap Errors:
The results of using one and two scans for identification when t (7262−7259) is erroneous are tabulated in Table III . It can be seen that in the results using two scans, the normalized Lagrange multiplier corresponding to t (7262−7259) becomes larger than the normalized residual corresponding to v (7259) enabling successful identification of the transformer tap error. The reason for the improvement is similar to that for the improvement of the shunt capacitance case given in [17] . 2) Sensitivity of Normalized Lagrange Multipliers: Besides identifying certain types of errors, incorporating multiple measurement scans can also increase the sensitivity of normalized Lagrange multipliers and assist parameter error detection. Monte Carlo simulations are used to test the benefit of increasing the number of scans: random reactance errors are generated in the parameter set, and corresponding normalized Lagrange multipliers are checked against the threshold 3.0. Fig. 6 shows the percentage of detectable resistance errors with respect to the number of scans. It can be observed that the percentage of detectable errors increases with respect to the number of scans, but the incremental benefit reduces. When ten scans are incorporated, a fairly high percentage of detectable errors (90%) can be achieved, but it will be quite difficult to further improve these results. These results further validates the advantages of using the proposed algorithm as it considerably facilitates the computation of a large number of measurement scans.
The multiple-scan scheme's advantage has two aspects. First, making use of multiple scans is equivalent to increasing the redundancy of measurements, such that the permanent parameter errors that remain constant in different scans can be more easily identified. This reason also accounts for its better performance in resolving critical pair cases, as explained in [17] . Second, since the operating point varies in different scans, the sensitivities of normalized Lagrange multipliers also vary. Therefore, parameter errors that cannot be identified in one scan may be identified in another scan. For example, in one scan where the branch with parameter error is lightly loaded, the error may not be detected because it does not bias the estimated states considerably. However, in another scan where the same branch is heavily loaded, the estimated states may be seriously biased by this error, thus the corresponding normalized Lagrange multiplier will become large enough to be detected. Detailed and quantitative understanding of this result and the design of the number of incorporated scans require further research on the properties of normalized Lagrange multipliers in the future.
V. CONCLUSION
A highly efficient implementation of network parameter error identification method based on normalized Lagrange multipliers is developed by strategically avoiding unnecessary computations. It is shown that using the proposed implementation, CPU time and required memory can be drastically reduced facilitating the application of the normalized Lagrange multipliers method even for very large utility systems. Since no approximation is involved, the solution remains identical to that of the original method.
The proposed algorithm is implemented and tested in very large scale utility power systems. It is shown that the original single-scan scheme is effective in a majority of scenarios, while few special cases exist where error identification may not be possible. Such cases are then resolved by the alternative multiple-scan scheme which is described in detail and corresponding simulations results are also presented.
