Abstract. We study the problem of approximation of a fractional Brownian motion with the help of Gaussian martingales that can be represented as the integrals with respect to a Wiener process and with nonrandom integrands being "similar" to the kernel of the fractional Brownian motion. The "similarity" is understood in the sense that an integrand is the value of the kernel at some point. We establish analytically and evaluate numerically the upper and lower bounds for the distance between the fractional Brownian motion and the space of Gaussian martingales.
Introduction
Let (Ω, F, {F t , t ∈ [0, 1]}, P) be a complete probability space. Such a process with the Hurst index H > 1 2 is widely used for modeling various phenomena in economics and nature in the case of a long range dependence. It is well known that the fractional Brownian motion is neither semimartingale nor a Markov process with the exception of H = 1 2 (fractional Brownian motion is a standard Wiener process in this case). A natural question arises as to how far the fractional Brownian motion is from other stochastic processes of a simpler structure, in particular, how far it is from Gaussian martingales. The Gaussian martingales are defined by To solve this problem, we first use the integral representation obtained in [1] for a fractional Brownian motion in terms of a standard Wiener process on a finite interval. Consider an integral kernel with a weak singularity
where
and where Γ is the Gamma function, α = H − 
, then the kernel K(t, s) can be reduced to the following form:
Having in mind possible applications we further consider the fractional Brownian motions whose Hurst indices are such that H ∈ ( 1 2 , 1). It is proved in [2] that the best approximation is attained if W = W , that is, the problem is reduced to the problem of minimization of the expression
and thus the problem becomes an essentially analytical problem. The functional 
This number is an upper bound for 2 H . We also find a lower bound for this distance. 
and find a point t * 0 ∈ [0, 1] for which the function a t * 0 minimizes the functional f in the subclass K. Put
The function g t 0 is continuous in the interval [0, 1] in view of the properties of the ker-
Lemma 2.1. The equality
Proof. Let t < t 0 . We have (4)
Put p = t/t 0 . Then
whence we derive the result needed.
Lemma 2.2. If t > t 0 , then
holds. 
Proof. Consider two functions u(t)
Thus there exists a unique point t *
Lower bounds for the distance between the fractional Brownian motion and the space of Gaussian martingales
A lower bound for the distance 2 H is obtained in [2] . According to Lemma 4 in [2],
sup
for an arbitrary function a ∈ L 2 ([0, 1]) and for all 0 ≤ t 1 < t 2 ≤ 1. This means that
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Henceˇ 2 H is a lower bound for the distance between a fractional Brownian motion and the space of Gaussian martingales. Now we study the behavior of the function 
Consider the integral I(t) = t 0 (K(1, s) − K(t, s))K t (t, s)ds on the left hand side of the preceding equality. Obviously the integral is equal to (8)
for all c > 1, μ > 0, and ν > 0, where B(·, ·) is the beta function. We apply the latter equality in the right hand side of (8) and obtain (9)
Using equality (9), we transform the equation g (t) = 0 to the form
or, equivalently, to the form
is a root of (10). The left hand side of (10) equals +∞ at t = 0, while the right hand side equals C α at t = 0. Then we rewrite (10) as follows: 
Consider the function
The derivative of the function G(t) is given by
The derivative G (t) equals zero at a unique point that belongs to the open interval (0, 1), since αB(1 − 2α, α) > 1 for α ∈ (0, 1/2), whence αC α > 1 (see [3] ). Therefore, the function G(t) decreases in the left part of the interval (0, 1) and increases to zero in the right part of the same interval. Thus the function has a unique point of minimum in the interval (0, 1), and the minimum is negative. This implies that the function equals zero at a unique point between the origin and the point of minimum. The case (1) of the lemma is proved.
2) Note that g(t) = g 1 (t), t ∈ [0, 1], where the function g t 0 is defined in Section 2. According to Lemma 2.1 and the definition of D α , we get
First we evaluate D α , and then we findˇ 
We show how one can evaluate such integrals numerically. The function Q is defined by
Then one can rewrite expression (13) as follows:
The main problem in the procedure of the evaluation of Q is that the integrand has a singularity at the point 1. To remove the singularity we integrate by parts:
The 
, then we use step (1) and consider the linear interpolation 
where u t (y) = t/y, v = 1/y, y ∈ (0, 1]. 
