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In Brief
Bruno et al. use unsupervised analyses to
show that Aplysia’s locomotion motor
program is built from a small set of
dynamical building blocks, which
physically map to discrete neuron
populations. One population executes
attractor-like rotational dynamics.
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The neural substrates of motor programs are only
well understood for small, dedicated circuits. Here
we investigate how a motor program is constructed
within a large network. We imaged populations of
neurons in the Aplysia pedal ganglion during execu-
tion of a locomotion motor program. We found that
the program was built from a very small number of
dynamical building blocks, including both neural en-
sembles and low-dimensional rotational dynamics.
These map onto physically discrete regions of the
ganglion, so that the motor program has a corre-
sponding modular organization in both dynamical
and physical space. Using this dynamic map, we
identify the population potentially implementing
the rhythmic pattern generator and find that its activ-
ity physically traces a looped trajectory, recapitu-
lating its low-dimensional rotational dynamics. Our
results suggest that, even in simple invertebrates,
neural motor programs are implemented by large,
distributed networks containing multiple dynamical
systems.
INTRODUCTION
The concept of themotor program, a fixed sequence of automat-
ically executed movements, is widely assumed to underlie auto-
matic motor control in both vertebrates (Mink, 1996; Grillner
et al., 2005; Summers and Anson, 2009; Esposito et al., 2014)
and invertebrates (Wu et al., 1994; Frost and Katz, 1996; Kupfer-
mann and Weiss, 2001; Jing et al., 2004; Flood et al., 2013;
Schoofs et al., 2014). Its neural basis has beenmost clearly eluci-
dated in the reconstructions of dedicated circuits that initiate,
generate, and execute a specific rhythmic behavior in inverte-
brates (Selverston, 2010). Deep understanding of these circuits
has been possible because each comprises the inter-connec-
tions between a few identifiable neurons that are common to
every animal. These have illuminated general principles of the304 Neuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc.neural architectures, dynamics, and modulation underlying mo-
tor control (Getting, 1989; Katz et al., 1994; Yuste et al., 2005;
Selverston, 2010). However, in larger nervous systems, the
limited genetic capacity for specifying individual neurons and
their connectivity means that dedicated circuits give way to sto-
chastically wired networks. The existence of multifunctional mo-
tor networks in bothAplysia and themedicinal leech, in which the
same neural system supports more than one distinct motor pro-
gram (Tsau et al., 1994; Wu et al., 1994; Briggman et al., 2005;
Briggman and Kristan, 2006), suggests that even in simple inver-
tebrates neural motor programs are implemented in large,
distributed networks rather than dedicated circuits (Getting,
1989; Wu et al., 1994). Understanding the distributed network
implementation of a motor program would thus bridge the gap
between dedicated circuits and the general principles of motor
control.
How a distributed network implements a singlemotor program
is unclear. Its implementation is potentially built from amixture of
systems (Getting, 1989; Jing et al., 2004; Rokni and Sompolin-
sky, 2012), including at least one pattern generator for rhythmic
output (Selverston, 2010; Rokni and Sompolinsky, 2012;
Churchland et al., 2012), a set of motorneurons for translating
rhythmic output to muscle commands (Brezina et al., 2000; Ro-
kni and Sompolinsky, 2012), and neuromodulators of both
generator and motorneuron output (Getting, 1989; Brezina
et al., 2000). Each of these ‘‘building blocks’’ (Getting, 1989)
could form a functionally separate population within the network,
or two or more could be combined into a single functional pop-
ulation. Each building block could implement a different dynam-
ical system, such as neural ensembles (Wickens et al., 1994;
Mattia et al., 2013) or low-dimensional attractors (Scho¨ner and
Kelso, 1988; Briggman et al., 2005; Churchland et al., 2012).
Consequently, the distributed network implementation of a
motor program has many unknowns: whether it is a mixture of
functionally independent dynamical building blocks or a single
integrated circuit; how these are organized in the network; and
what dynamics they implement.
To address these issues, we imaged populations of neurons in
the pedal ganglion of the sea-slug Aplysia while reliably eliciting
its motor program for locomotion. The pedal ganglion contains
approximately 1,600 neurons (Cash and Carew, 1989) and
wholly contains the rhythmic pattern generator (Jahan-Parwar
and Fredman, 1979, 1980), motorneurons (Hening et al., 1979;
Fredman and Jahan-Parwar, 1980), and associated neuromodu-
latory neurons (Hall and Lloyd, 1990; McPherson and Blanken-
ship, 1992) for locomotion, thus making it a tractable target for
mapping a motor program to the dynamics and structure of its
underlying distributed network. This mixture of systems means
that population imaging of the Aplysia pedal ganglion is repre-
sentative of the analytical challenges that will become increas-
ingly common for large-scale recordings of complex neural sys-
tems (Cunningham and Yu, 2014), as we know that the recorded
populations will have captured multiple dynamical systems
within them. We thus had to develop new dimension-reduction
approaches to deconstruct population recordings into the motor
program’s component systems.
In this paper, we report that the locomotion motor program is
built from a very small number of dynamical building blocks that
are common to every execution. These include both ensembles
and low-dimensional dynamics. We show that this dynamical
decomposition unexpectedly maps onto physically discrete re-
gions of the ganglion, such that the motor program is built
from physical as well as functional building blocks in a distrib-
uted network. Using this dynamic map, we identify a population
with rotational dynamics potentially implementing the rhythmic
pattern generator. We further show that its activity physically
traces a looped trajectory. These findings shed light on the gen-
eral principles of implementing motor programs in distributed
networks, place strong constraints on circuit mechanisms un-
derlying locomotion in Aplysia, and pave the way for targeted
studies of attractor-like dynamics in neural systems.
RESULTS
Optical Recordings Reveal Variation within and between
Motor Program Executions
We used a setup that was designed to simultaneously record
neural populations at high temporal and spatial resolution during
execution of a single motor program (Hill et al., 2010) (Figure 1;
see Experimental Procedures). Aversive tail stimuli elicit escape
locomotion in Aplysia, which consists of a rhythmic series of
head reaches and muscular contraction cycles that roll head to
tail down the length of the animal (Jahan-Parwar and Fredman,
1979; Hening et al., 1979). Sharp-electrode studies showed
rhythmically bursting motorneurons located mostly in the pedal
ganglion’s rostro-medial quadrant (Hening et al., 1979) and
phase locked to the rhythmic muscle contractions (Hening
et al., 1979; Fredman and Jahan-Parwar, 1980). The ganglion’s
functional and physical organization during locomotion is other-
wise largely unknown.
Using an isolated brain preparation, we reliably elicited fictive
locomotion by stimulation of pedal nerve 9, while simultaneously
recording the spike trains of individual neurons across the entire
ganglion at high temporal resolution (1.6 kHz) using voltage-sen-
sitive dye imaging with a photodiode array (Figure 1A) (Hill et al.,
2010). We simultaneously recorded 57–125 neurons in each of
12 preparations, a total of 1,145 neurons, with each record trun-
cated to the initial 80 s in which each preparation consistently
showed locomotion-related activity. We accurately mapped
the location of every recorded neuron in the two-dimensional im-aging plane (see Supplemental Experimental Procedures 3;
Figure 3A).
Decomposing the motor program required combining record-
ings to identify dynamical building blocks common to each
execution of the program. However, recorded executions varied
in both timescale (Figures S1A–S1C) and intensity (the distribu-
tion of firing rates significantly differed between 55 of the 66
unique pairs of recordings; K-S test at a = 0.05). This variation
between recordings, combined with the likely mixture of dy-
namics within each recording, made analysis with standard
dimension reduction techniques challenging (Machens, 2010).
Illustrating this difficulty, we found that applying principal com-
ponents analysis (Briggman et al., 2005; Levi et al., 2005) to
each recording revealed hints of attractor-like dynamics (Figures
S1D and S1E), but the number of principal components
capturing 95% of the variance in a recording ranged from 2 to
12, indicating that each recording captured different sets of dy-
namics within the same motor program.
To solve these problems, our starting point was to seek the ex-
istence of neural ensembleswithin each recording. Finding these
would provide evidence of ensembles within a distributed
network implementation of a motor program; as we will show,
these also provide a basis for solving the problem of combining
information across variable recordings to decompose the dy-
namic systems within a program. Our analysis strategy for de-
composing the motor program is illustrated in Figure 1B; below
we detail the new algorithms introduced at each step.
Each Motor Program Execution Is Comprised
of Functional Neural Ensembles
As there are an unknown number and size of ensembles in each
execution—potentially zero—we developed an unsupervised al-
gorithm for ensemble detection (Experimental Procedures).
Each recording is characterized as a functional network of corre-
lations between neuron pairs (Figure 1C), where each node is a
neuron and each link encodes correlation strength. Our algo-
rithm is based on the concept of community detection in arbi-
trary networks: it separates each functional network into
modules (‘‘communities’’) of nodes by directly optimizing the
modularity score Q, which is maximized by grouping nodes
into modules that have dense connections within them and
sparse connections between them (Newman, 2006b; Humph-
ries, 2011). These modules are thus groups of neurons whose
activity patterns are more similar to each other than to any other
neuron and give a quantitative definition of ‘‘neural ensemble’’
(or ‘‘cell assembly’’) (Wehr and Laurent, 1996; Harris, 2005;
Peyrache et al., 2009; Niessing and Friedrich, 2010). To solve
the problem of reliably clustering each recording for later be-
tween-recording comparison, we developed a new consensus-
clustering approach to community detection (Supplemental
Experimental Procedures 1).
Consensus community detection was highly effective in orga-
nizing the rawrecording traces into separateensemblesof tempo-
rally correlated neurons (illustrated in Figures 2A–2C). We found
that each execution of the locomotion motor program decom-
posed into multiple neural ensembles. The recordings captured
between 7 and 18 ensembles each (total of 147), ranging in size
from 2 to 24 neurons (median 8 neurons; Figure 2D). EveryNeuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc. 305
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Figure 1. Imaging and Analyzing Aplysia’s Locomotion Motor Program
(A) Experimental setup. Left: head reach inAplysia’s rhythmic escape locomotion. Middle: preparations consisted of the ring ganglia (Ce, cerebral; Pl, pleural; Pd,
pedal), with a stimulating electrode connected to peripheral nerve Pd9. Some recordings also used a suction electrode connected to pedal nerve 10 (Pd10) to
monitor the neck contraction phase of locomotion. Right: imaged area of the dorsal pedal ganglion, aligned to the photodiode array of 464 diodes (red outline).
(B) Analysis stages for deconstructing the motor program. Fast voltage-sensitive dye recordings captured simultaneous cellular-level activity and the location of
every neuron. Step 1: eachmotor program recording is decomposed into its component ensembles using modularity detection (C). Wemap the physical location
of the ensembles in each recording, seeking a ‘‘dynamic map’’ of each execution of the program. Step 2: ensembles are classified across recordings into groups
of statistically similar firing patterns, seeking the dynamical building blocks of the motor program. Step 3: we map the physical location of the ensemble groups
over all recordings, seeking the physical layout of the motor program’s dynamical building blocks.
(C) Modularity detection of ensembles (step 1 in B). Schematic illustration of the steps for decoding neural ensembles using community detection with consensus
clustering. Key is modeling the pairwise correlation matrix as a network: each node is a neuron; each link’s weight is the correlation between that pair of neurons.
(legend continued on next page)
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B C Figure 2. Modular Deconstruction of a
Motor Program Recording
(A) Raster plot of an example optical recording of
102 neurons over 80 s.
(B) The corresponding functional network. Each
node is a neuron; grayscale intensity of the links
indicates similarity of that pair of neurons. The 12
detected modules within the network are color
coded. Distance between modules indicates their
average similarity.
(C) Raster plot from (A) ordered and color coded by
module membership in (B), showing the 12 en-
sembles.
(D) Distribution of ensemble size across all re-
cordings. Red line indicates median value.
(E) Distribution of median intra-group similarity
over all preparations; red line indicates median of
distribution.
(F) Correlation between number of neurons in each
recording and number of ensembles detected
(linear regression, n = 12) (see also Figure S2).ensemble was highly self-similar (Figure 2E), indicating that the
algorithm was very successful at separating each functional
network into its component modules. The modularity of each
preparation was approximately the same (mean Q = 0.18 ± 0.05
SD), confirming that the recordings were sampling the correlation
structure of the circuit in a consistent manner. The number of en-
sembles scaledwith the number of recorded neurons in the prep-
aration (Figure 2F), suggesting that each recording is sampling a
subset of all simultaneously present ensembles.
Figure S2 shows that our detected ensemble structures are
robust to order of magnitude changes in the timescale of corre-
lation and to using an adaptive timescale that accounts for pop-
ulation firing rate changes over the recording.
EachMotor ProgramExecution IsComprised of Physical
Neural Ensembles
To understand how eachmotor program execution is distributed
across the network, we then sought the physical layout of the en-
sembles in each recording. Our use of voltage-sensitive dye im-
aging with a photodiode array and independent component
analysis to isolate the spike trains (Hill et al., 2010) allowed us
to recover the location of each neuron within the two-dimen-
sional imaging plane of the ganglion (Figure 3A; Supplemental
Experimental Procedures 3). Across all recordings, we found
that most ensembles (100/147) were physically cohesive (p <
0.05, permutation test), as illustrated in Figure 3A, such that
strongly correlated neurons were physically close.Community detection algorithms—so-called by analogy with the division of social networks into communi
separating an arbitrary network into its component modules: here eachmodule is thus an ensemble of strongl
and type of correlation thus define a ‘‘neural ensemble.’’ Here we convolve each spike train with a Gaussian w
period of the locomotion-related activity (Experimental Procedures; Figure S1) and correlate each pair of co
Neuron 86, 304–We then asked whether this physical
cohesiveness meant that ensembles
comprising a single execution of the
program were intermingled or discretelyarranged. As each recording sampled a subset of all likely
ensembles, to check for discreteness we needed to solve the
problems of incomplete data, of unknown, likely irregular phys-
ical shapes of ensembles, and of possible noise in the clus-
tering. To do so, we developed a parameter-free method for
interpolating the physical extent of each ensemble, illustrated
in Figures 3B and 3C (see Supplemental Experimental
Procedures 3).
We found most ensembles (110/147) had at least half their
neurons in one continuous patch of space and so were highly
discrete (Figure S3). Most strikingly, as illustrated in Figure 3C,
the physical arrangement of ensembles in each recording was
also highly discrete (mean proportion of neurons in a single
continuous patch was between 52% and 92%; all were greater
than 95% confidence interval, permutation test). Functionally
defined ensembles thus correspond to physically separate
neuron groups: a single execution of the locomotion motor pro-
gram is distributed across the network as a set of physically
discrete neural ensembles.
Different Classes of Ensembles Correspond to Different
Dynamical Systems within the Motor Program
Having characterized each execution, we turn to the central
problem of combining recordings to identify the dynamical
building blocks of the motor program (Figure 1B, step 2).
We had identified a database of 147 ensembles across all
recordings. We classified these ensembles into one of fourties—provide a general solution to the problem of
y, mutually correlated neurons. Choice of timescale
indow whose width is defined by the characteristic
nvolved spike trains.
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Figure 3. Modular Deconstruction of the Physical Substrate
(A) Mapping neuron location. Left: layout of a recorded functional network; the asterisk (*) indicates the example neural ensemble corresponding to physical
positions in (A)–(C). Right: estimated position of all eight neurons in the example ensemble; each position estimate is plotted as a two-dimensional Gaussian, with
blue-red indicating minimum-maximum probability of location.
(B) Projection of the functional network onto physical space. We plot the mean estimated position of all neurons, color coded by ensemble membership, onto the
approximate extent of the ganglion covered in this recording. Links show a sample of the network (within ±1 SD of mean correlation).
(C) Map of neural ensemble locations on the photodiode array (top) showing physical contiguity of the ensembles in a recording: each region of the array is
claimed by the closest neuron; all regions belonging to the same neural ensemble aremerged (same color). Bottom: example control map, generated by randomly
assigning neurons to the same number and size of neural ensembles. Figure S3 compares data and randomized maps across all recordings.classes defined by significant peaks or troughs in their auto-
correlograms (Figure 4; Experimental Procedures), which
allowed us to capture their oscillation pattern invariant to
the timescale or intensity of the motor program execution to
which they belonged. We show below that this broad classifi-
cation allowed us to isolate dynamical systems within each
recording.
We found all four possible classes of oscillation pattern existed
within the locomotionmotor program (Figure 4). Most ensembles
(85%) fell into the three classes of oscillator: ‘‘oscillatory’’ (63%);
‘‘bursters’’ (19%); and ‘‘pausers’’ (3%). The remaining 15% of
ensembles had no strong oscillation, yet neurons in these en-
sembles were recruited by the onset of the motor program (Fig-
ure S4). These data suggest that a neural motor program also
incorporates neural ensembles that are not manifestations of
some oscillation.
We found that the oscillator and burster classes identified
separate dynamic systems. For each recording, we selected
the subset of ensembles belonging to a particular class and
then projected all neurons in that selected population into a
low-dimensional space using PCA to visualize the population dy-
namics (Briggman et al., 2005; Levi et al., 2005).
In most recordings, we found that the oscillator-class popu-
lation was dominated by an oscillation of constant amplitude
and frequency throughout the program’s execution, shown
by the first principal component (Figure 5A). Projecting the
population onto the first two principal components showed
that this constant oscillation corresponded to a constant rota-
tion of population activity (Figure 5A). Such consistent rotation
in two dimensions indicates that the underlying oscillatory308 Neuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc.activity in this population was phase locked throughout the
recording.
In recordings with sufficient numbers of identified burster-
class ensembles, we found that the burster-class population
was dominated by evolving activity over the course of the pro-
gram, shown by the first principal component (Figure 5B). To
confirm this, we correlated the projection onto the first principal
component against time and found a strong relationship (median
r2 = 0.34, n = 11 recordings), consistent with a change in baseline
activity over time. Projecting the population onto the first two
principal components showed that this evolving oscillation did
not correspond to a constant rotation of population activity
(Figure 5B).
Our identification of four classes of oscillation pattern shows
that the locomotion motor program can be decomposed into
at least three dynamic systems, one showing correlated firing
but not oscillating (‘‘non-oscillators’’); one that implements a
constant oscillator (‘‘oscillators’’); and one that evolves over
the program’s execution (‘‘bursters’’). The pauser class may
correspond to a fourth separate dynamic system, but no single
recording contained sufficient numbers for us to check.
Dynamic Mapping of the Motor Program
Having identified these four classes of dynamical building blocks
of the motor program, we then sought to understand how they
are distributed over the physical network (Figure 1B, step 3).
To do so, we took the map of extrapolated ensemble locations
for each recording (such as the example in Figure 3C) and
labeled each location with the oscillatory class of that ensemble.
We then combined these re-labeled maps across all recordings.
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Figure 4. Classes of Ensemble
Four classes of ensemble were defined by the presence or absence of significant peaks or troughs in their auto-correlograms: the non-oscillatory class had no
significant peaks or troughs; ‘‘oscillators’’ had both; ‘‘bursters’’ had significant peaks but not troughs, indicating repeated phasic firing without repeated silence;
‘‘pausers’’ had significant troughs but not peaks, indicating repeated silence without repeated stereotyped bursts. Auto-correlogram (top) and raster (bottom)
plotted for an example ensemble of each class. The red lines plot the upper and lower bounds on expected spike count predicted by a shuffled inter-spike interval
model; peaks are contiguous bins above the upper bound, and troughs are contiguous bins below the lower bound. We also plot the ‘‘dynamic map’’ of each
oscillatory class, with heat intensity (blue-red) indicating the proportion (%) of recordings in which that location belonged to that oscillatory class of ensemble;
white indicates no membership of that class detected. All maps plotted for the left ganglion.
Neuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc. 309
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Figure 5. Separate Dynamical Systems within the Locomotion Motor Program
(A) Oscillator-class ensembles. We plot the projection onto the first principal component (PC1, left) and onto the first two PCs (right) for the population of neurons
in oscillator-class ensembles in three recordings (1, 6, and 9). Black dot indicates time zero.
(B) Burster-class ensembles. Layout as for (A), plotted for the population of neurons in burster-class ensembles in the same three recordings.We plot the resulting ‘‘dynamic map’’ for each oscillatory class in
Figure 4.
We see that the four classes of ensemble defined solely by
oscillation pattern map to different locations on the ganglion. In
particular, the oscillator class ensembles are predominantly
located in the caudo-lateral quadrant, whereas the burster class
ensembles are predominantly located in the rostro-medial quad-
rant. Thus, the separate dynamical systems identified by the
oscillation patterns of neural ensembles correspond to a phys-
ical separation within the pedal ganglion network. We note that
this clear separation is not a trivial result of the discreteness of
the individual ensembles: the execution of a single program
has discrete ensembles, showing that correlated neurons are
located within a single, discrete region of the ganglion network;
but ensembles of different oscillation classes could themselves
be intermingled—our maps show that this is not the case.
Rotational Dynamics of Oscillator Ensembles
Corresponds to a Physical Looped Trajectory of Activity
Aplysia locomotion represents a particular challenge in under-
standing motor control. In many invertebrates and some verte-
brates locomotion is driven by a rolling wave of neural activity
that causes sequential muscle contractions. This rolling wave
is most often realized by the sequential firing of linked segmental
networks (Cacciatore et al., 2000; Eisenhart et al., 2000; Gjorg-
jieva et al., 2013), but in Aplysia the entire neural apparatus is
contained within the single pedal ganglion network. It is other-
wise unknown how this single network can implement the rhyth-
mic pattern generator necessary to generate the slow rolling
wave.
The oscillator ensembles are potentially the observable
portion of the unidentified rhythmic pattern generator for loco-
motion. Our dynamic map localized these to the caudolateral
quadrant (Figure 4) where few motorneurons are found (Hening
et al., 1979), and where the single reported example of an oscil-
latory interneuron was found (Fredman and Jahan-Parwar,310 Neuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc.1980). Within each recording, we have shown that the activity
of the oscillator-ensemble population of neurons can be well
described by a perfect rotation in a two-dimensional space,
despite the variations over a single motor program execution
and between each execution (Figure 5A).
Our mapping of the physical ensembles in each recording al-
lowed us to ask whether we could observe directly the rotation
in the two-dimensional space as a rollingwave of activity in phys-
ical space. We again selected the oscillator ensembles in each
recording and plotted the position of their spatially averaged ac-
tivity over time (Figure 6A; Experimental Procedures). We consis-
tently found that this ‘‘activity packet’’ repeatedly traced a
looped trajectory in the ganglion network during a single execu-
tion of the motor program (Figure 6B; Movie S1), recapitulating
the low-dimensional rotational dynamics of the population.
If this was a physical realization of the rhythmic pattern gener-
ator, the activity packet trajectory should correlate with specific
phases of movement. Consistent with this picture, in further re-
cordings we found that burst firing of pedal nerve 10, correlated
with neck contraction (Xin et al., 1996), in turn correlated with a
specific portion of the looped trajectory of activity in the ganglion
network (Figure 6C; Movie S2). Clustering these recordings
showed that phasic activity of our detected ensembles was
temporally aligned with the nerve’s activity and so correlated
with motor output during locomotion (Figure S5). Our results
thus suggest the intriguing possibility that ensembles in the
caudolateral quadrant are a network implementing a rhythmic
pattern generator.
The Motor Program Is Comprised of a Few Dynamical
Building Blocks
The classification of the 147 ensembles into four classes of oscil-
lator allowed us to decompose and map the dynamical building
blocks of the motor program but had some limitations. Such a
classification forced all ensembles into four pre-defined classes,
thus pre-determining that there could only be a few dynamical
A B C D
Figure 6. Rotational Dynamics Correspond to Physical Rotations of Activity
(A) Projection of oscillator-class activity onto physical space. Top: sequence of firing of four representative oscillator ensembles in recording #1. Bottom: center of
each of the four ensembles. Eligible recordings had 5–12 oscillator ensembles.
(B) Looped trajectories of the activity packet in space. Top: the activity packet from recording #1 (A) describes an elliptical orbit (red) on the plane of the ganglion;
black line: best-fit ellipse; scale bar: 1 diode spacing (60 mm). Bottom: best-fit ellipses showing trajectories from all recordings with sufficient oscillator
ensembles to uniformly span phases of a motor program cycle.
(C) Looped trajectory corresponds to phasic motor output. Top: extracellular recording from pedal nerve 10 (Pd10). Bottom: firing of Pd10 mapped onto the
looped trajectory. Dark red represents peak firing, corresponding to bursts in the top panel (see Figure S5).
(D) Hypothesized control of the pedal wave for locomotion. Cycling activity on the network is plotted schematically as an ellipse. Activity on specific portions of the
trajectory is proposed to recruit motorneurons (M) projecting to muscles in the foot and body wall, whose axons contribute to the suggested nerves. One cycle of
the trajectory would thus generate the pedal wave for locomotion by sequentially activating the neck/anterior, middle, and then posterior nerves.building blocks. In addition, visual inspection of our recordings
revealed a wider variety of spike-train structure than could be
captured by oscillation pattern, and it is likely that each recording
captured one or more entirely unknown types of ensemble. To
address these issues, startingwith the same database of 147 en-
sembles, we repeated steps 2 (classify) and 3 (map) of the
analysis (Figure 1B) using a new unsupervised classification
approach based on spike-train structure, thus not presuming
any number of dynamical building blocks. We thus develop
here a solution to the general problem of clustering ensembles
across preparations.
To capture the wide variety of spike train structure, we used a
statistical approach (Compte et al., 2003; Wohrer et al., 2013).
Each ensemble was described by its firing rate and regularity,
respectively captured by the distribution of inter-spike intervals
(ISIs) and the distribution of the local regularity measure CV2 (Fig-
ure 7A). Capturing each ensemble’s dynamics using these com-
plete distributions precludes the use of conventional clustering
methods to classify ensembles. To solve this, we developed an
approach that clusters in a ‘‘fit space’’ (Experimental Proce-
dures). We fit N models to each distribution and compute the
probability that each model was the best fit to the distribution,
combined into the length N vector P(model). Here we use n = 6
models, covering unimodal (exponential, normal, gamma,
log-normal) and bimodal (normal, gamma) distributions (see
Supplemental Experimental Procedures 2 for specification). By
concatenating the vectors for its ISI distribution and for its CV2
distribution, each ensemble is then represented as a point in
the (2 3 N)-dimensional space of rate and regularity properties.
Distances between pairs of ensembles in this fit space are then
used as the basis for unsupervised clustering, resulting in groupsof ensembles defined by the statistical similarity of their spike-
train structure.
We found that the 147 ensembles reduced to nine ensemble
groups defined by their spike-train structure (Figure 7B), sup-
porting the hypothesis that the locomotion motor program is
constructed from a limited number of dynamical building blocks.
No single recording captured ensembles from all groups (median
4 types of group per recording, range 2–6), showing that our un-
supervised ‘‘fit space’’ approach was able to integrate informa-
tion from across recordings. Figure 8 summarizes the properties
of each group. Three groups have bimodal distributions of both
ISIs and CV2 (Groups 1, 2, and 8, totaling 119 of 147 ensembles
in the database), consistent with the strongly oscillatory firing in
the system. Together these account for the majority of ‘‘oscil-
lator’’ and ‘‘burster’’ classes (Figure S6). A unique ensemble-
group (Group 7; 3/147 ensembles) has a bimodal distribution
of ISIs, implying that these ensembles are bursting, yet has a
uniform distribution of regularity, meaning that each burst is a
Poisson process. Such highly irregular firing may indicate that
these neurons’ afferent network is in the ‘‘balanced’’ state
of many asynchronous excitatory and inhibitory inputs (Berg
et al., 2007).
Strikingly, two groups of ensembles have a unimodal ISI distri-
bution (Groups 4 and 9, 7/147 ensembles), implying tonic firing
throughout their recordings. These confirm that ensembles of
neuronswith correlated but non-oscillatory firing are a dynamical
system present during the locomotion motor program. The lack
of oscillatory firing implies that such ensembles do not directly
encode the program’s sequence of movements but may play a
modulatory role. We further discuss the relationship between
the spike-train properties of the nine groups detected here andNeuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc. 311
A B
Figure 7. Unsupervised Clustering of Ensembles in the ‘‘Fit Space’’
(A) Ensemble characterization. Histograms show ISI or CV2 distributions for three example ensembles, and red lines plot their best-fit models. A distribution for an
ensemble was created by pooling distributions for each spike train in the ensemble.
(B) Clustering ensemble groups by spike-train structure. Top left: we plot two examples of concatenated P(model) vectors defining the 12-dimensional ‘‘fit
space.’’ Bottom right: visualization of the network defined by distances between ensembles in this fit space, and the nine identified ensemble-groups within it
(colors); symbols indicate some common properties of the nine groups. Grayscale intensity of lines indicates similarity of nodes.the known properties of the pedal ganglion in the Supplemental
Text.
Using the same approach as the oscillator classes, we plot the
resulting ‘‘dynamic map’’ for each ensemble group in Figure 8.
We see that these groups are also physically segregated in the
ganglion. As an example of the consistency in the mapping
across recordings, we see that the ensembles of the Poisson-
burst group (Group 7) are found in the same, precise location
of the rostro-medial quadrant (Figure 8). These maps show
that, when defined through unsupervised clustering of their
spike-train statistics, the dynamical building blocks of the loco-
motion motor program are physically segregated in the gan-
glion’s network.
DISCUSSION
The implementation of a single motor program in a distributed
network is modular, deconstructable into separate dynamical
building blocks that are recapitulated in physical space (Figures
4 and 8). These modules exist at two scales: the individual,
discrete ensembles of neurons; and the larger-scale discrete
mapping of the different dynamical systems within the pedal
ganglion. This doubly modular nature represents a dramatic
dimension reduction: here our dataset of 1,145 neurons
comprised 147 neural ensembles, which in turn reduced to
nine groups of ensembles with statistically similar firing. Our re-312 Neuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc.sults thus support the idea (Koch, 2012) that detecting neural
modularity will be highly effective in reducing the dimensional
complexity of the brain.
Modular Deconstruction of Large-Scale Neural
Recordings
In tackling the problem of decomposing a motor program, we
have developed an analysis pipeline for dynamical mapping of a
neural circuit (Figure 1B). As the pedal ganglion network’s imple-
mentation of the locomotion motor program contained many un-
knowns, the key here was to use entirely unsupervised analysis
that allowed us to discover components within the large-scale re-
cordings. Placed in sequence (Figure 1B), the unsupervised steps
of ensemble detection and classification allow for a data-driven
breakdownof any set of large-scale, cellular-level recordings. Fig-
ure S2 shows that ensemble detection using our consensus clus-
tering algorithm is robust to order-of-magnitude or dynamic
changes in correlation timescale, suggesting our methods are
generalizable to systems with richer, faster dynamics. Code im-
plementing all stages of the analysis is supplied in the Software
S1; Supplemental Experimental Procedures 1–3 outline the sup-
plied functions.Ongoing developments of theMATLAB toolboxes
are available at: for spike-train community detection: https://
github.com/mdhumphries/SpikeTrainCommunitiesToolBox; and
for analysis and classification of neural ensembles: https://
github.com/mdhumphries/NeuralEnsembleAnalysis.
We used two different approaches to classifying ensembles,
as they give complementary insights. Categorization by oscilla-
tion pattern (Figure 4) allowed us to isolate dynamical systems
within a single population recording and yet identify them across
all recordings. The unsupervised classification by spike-train
statistics (Figures 7 and 8) allowed us to both show that the
groupings of ensembles exist independent of any experimenter
assumptions and use the extra statistical power gained by pool-
ing across all recordings to identify unique ensembles that
appear in only a small subset of recordings. Both are generally
applicable to the output of any ensemble detection method.
Identified Hypotheses for Locomotion Control in Aplysia
Generating rhythmic motor behavior requires solving the general
problem of generating the underlying repeating cycle of neural
activity. The solution for locomotion adopted by many inverte-
brate brains is to link many segmental ganglia following the lon-
gitudinal axis of the animal (Cacciatore et al., 2000; Eisenhart
et al., 2000; Gjorgjieva et al., 2013). Their sequential firing then
sequentially recruits motorneurons, causing a wave of muscle
contractions. The single network of the Aplysia pedal ganglion
must solve the problem in a different way.
The pattern generator and motorneurons appear to be distinct
components in the pedal ganglion (Fredman and Jahan-Parwar,
1980). The motorneurons are not synaptically coupled (Hening
et al., 1979; Fredman and Jahan-Parwar, 1980), ruling out the
possibility that they are the internal pattern generator, gener-
ating and co-ordinating their own bursting activity (Fredman
and Jahan-Parwar, 1980). The dominance of excitatory post-
synaptic potentials underlying the firing of motorneurons
(Hening et al., 1979; Fredman and Jahan-Parwar, 1980) and
pedal-peptide neurons (Hall and Lloyd, 1990) points to an excit-
atory interneuron network within the ganglion. As there are
around 1,600 neurons in the pedal ganglion (Cash and Carew,
1989), and communication between neurons is predominantly
via chemical synapses, a large network of synaptically con-
nected interneurons could feasibly exist. With this limited prior
knowledge of the network, our unsupervised analyses rapidly
identified a set of testable functional hypotheses for Aplysia
locomotion control.
First, our data supports the hypothesis that the rhythmic
pattern generator for Aplysia locomotion is realized by a network
of interneurons in the caudo-lateral quadrant of the pedal gan-
glion. Here we identified a set of oscillator ensembles (Figure 4),
whose population activity traces a perfect rotation in low-dimen-
sional dynamical space (Figure 5), recapitulated in the physical
space of the ganglion (Figure 6). These rotations arise because
individual neurons within the population had phase-locked
oscillatory activity throughout the recordings. It is possible
that the richness of observed oscillatory activity across this
quadrant is not wholly intrinsic to the pattern generator, as
inputs from the intact pleural and cerebral ganglion are known
to respectively modulate the amplitude of oscillation (Jahan-
Parwar and Fredman, 1979, 1980) and contain the command
neurons for self-initiation of locomotion (Fredman and Jahan-
Parwar, 1983).
From these data, we can sketch a model for locomotion con-
trol inAplysia, in which activity in each portion of the loop recruitsmotorneurons projecting to different muscle groups (as we
showed for nerve P10 in Figure 6C). We illustrate this idea sche-
matically in Figure 6D, concentrating on the known nerves that
project from the pedal ganglion to different portions of the foot
(and thus control the pedal wave component of locomotion).
One prediction of this model is that simultaneous suction elec-
trode recordings from the identified nerves should map onto
relatively discrete portions of the trajectory of activity. We do
not expect them to be literally as discrete as shown; rather, pedal
nerves innervate overlapping areas of the foot, presumably to
allow smooth execution of the pedal wave (Fredman and Ja-
han-Parwar, 1980). As Aplysia locomotion includes both crawl-
ing and faster galloping (Jahan-Parwar and Fredman, 1979),
this model suggests that these locomotion modes correspond
to the rate of oscillation in the activity loop.
A second hypothesis is that the rotational dynamics recapitu-
lated in dynamical and physical space are consistent with the
direct observation of a cyclical attractor network (Eliasmith,
2005; Rokni and Sompolinsky, 2012; Yoon et al., 2013). This
class of networks generate and self-sustain a moving packet
of activity (consistent with our observations in Figure 6 and
Movies S1 and S2) and have been proposed to underlie a
wide-range of neural systems’ dynamics, including grid-cell gen-
eration (Yoon et al., 2013) and head-direction representation
(Zhang, 1996). Compared to the cyclical attractors embodied
by small, fixed central pattern generator circuits (Selverston,
2010), the theoretical advantage for locomotion of a network im-
plementation lies in the ability to produce flexible motor pro-
grams of differing speed and/ormuscle recruitment by the speed
and trajectory of activity in the attractor network (Eliasmith, 2005;
Rokni and Sompolinsky, 2012). This cyclical attractor could be
representative of the general solution to generating rhythmic ac-
tivity in a large neuronal network (Yuste et al., 2005; Yoon et al.,
2013).
Under this hypothesis, our oscillator ensembles are the
observable manifestations of the attractor network’s moving ac-
tivity packet. An alternative explanation of the physical trajectory
is that the pattern generator comprises a series of independently
oscillating neuron groups: if they were physically arranged in
phase order, the location of the activity packet would follow
the layout of the groups. To be consistent with our observations,
the independent oscillators would be laid out in a loop. Future
testing of the attractor-network hypothesis will thus require mak-
ing use of critical tests for dynamical systems using perturbation.
One crucial test would be to perturb the activity of the oscillator-
ensembles during an ongoing locomotion program: if they do
form an attractor network, then the perturbed activity should re-
turn to the same cyclical trajectory. Another crucial test would be
to target stimulation to a section of the oscillator-ensemble re-
gion at rest: if that section was part of a cyclical attractor
network, then sufficiently intense stimulation should initiate the
sustained activity packet.
A third hypothesis is that the burster-class ensembles are in-
tegrators, as they reliably form an evolving dynamical system
over the motor program (Figure 5B). These ensembles were in
the ganglion’s rostro-medial quadrant, where motorneurons
are predominantly located (Hening et al., 1979). One possibility
is that the motorneurons captured in these ensembles areNeuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc. 313
Figure 8. Groups of Ensembles Defined by Spike-Train Structure
We found nine groups of ensemble distinguished by their firing rate and regularity; percentages on the far left give the proportion of ensembles in each group.
In the left-most column, we plot the map of all locations containing that ensemble group, with heat intensity (blue-red) indicating the proportion of recordings
in which that location contained an ensemble of that group; white indicates no membership of that group detected. Further columns illustrate an example
(legend continued on next page)
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integrating the output of the putative pattern generator together
with other modulatory inputs to turn the constant oscillation into
a smoothly varying pattern of muscle contractions. Another is
that the burster-class represents a subset of neurons integrating
input for or against the decision to engage a different behavior
(Briggman et al., 2005). Testing these hypotheses in future
work requires more thorough sampling of the motorneuron pop-
ulation in this quadrant.
Outlook
Traditionally, functional mapping studies were based on sharp
electrodes, typically placing them into at most a few neurons
at a time to assess firing patterns duringmotor programs of inter-
est. Reconstructing networks this way is labor intensive and
takes immense time, often involving successive generations of
scientists focused on single model preparations. Locked within
the large-scale cellular-level recordings during behavior newly
available from a variety of species (Seelig et al., 2010; Ahrens
et al., 2012, 2013; Larsch et al., 2013) are the data necessary
to reconstruct neural circuits’ functional connectivity from single
sets of recordings. The data-driven, unsupervised analysis pipe-
line developed here could unlock these data’s potential,
reducing the time needed to identify key neuronal components
for a given neural circuit by orders of magnitude.
Here we have demonstrated the use of modularity as a static
concept to deconstruct the mapping between a motor program
and its neural implementation. However, in common with many
other neural populations’ activity (Briggman et al., 2005; Church-
land et al., 2012), the locomotion motor program evolves over its
time course (Hill et al., 2012), displaying moment-to-moment
functional reconfiguration. The next, greater challenges are to
fully characterize such functional dynamic modularity and the
mechanisms underlying it.
EXPERIMENTAL PROCEDURES
Voltage-Sensitive Dye Imaging in the Fictive Escape Locomotion
Preparation
The cerebral, pleural, and pedal ganglia were dissected out and pinned to
the bottom of a Sylgard (Dow Corning) lined chamber containing Instant
Ocean artificial seawater (Aquarium Systems). The loose connective tissue
surrounding the ganglia and nerves was removed while keeping the sheath
intact. The preparation was then transferred and pinned to the floor of a
Sylgard-lined recording chamber with a coverslip bottom used for optical
recording (PC-H perfusion chamber, Siskiyou). To maximize the number
of neurons in focus, we partially flattened the ganglion to be imaged by
lightly pressing a shard of coverslip upon it. The shard was held in place
with small bits of silicon earplug (Mack’s) adhered to the recording chamber
floor.
For imaging, the preparation was maintained at 15C–17C, using Instant
Ocean passed through a feedback-controlled in-line Peltier cooling system
(Model SC-20, Warner Instruments). Temperature was monitored with a
BAT-12 thermometer fitted with an IT-18 microprobe (Physitemp) positioned
near the ganglion being imaged. For staining, the room was darkened and
the perfusion saline was switched to saline containing the fast voltage-sensi-ensemble of each group: the four most-similar spike trains in that ensemble (80
and the irregularity metric (CV2) for the ensemble. Black line: data; red line: b
scaling of x axes for cumulative plots. Figure S6 maps these ensemble groups d
oscillator class.tive absorbance dye RH-155 (Anaspec). The preparation was perfused with
0.03 mg/ml RH-155 in Instant Ocean for 1 hr at 15C. An Olympus BX51WI mi-
croscope equippedwith a 103 0.6 NAwater-immersion objective was used for
imaging. Trans-illumination was provided with light from a 735 nm collimated
LED (ThorLabs), which was passed through a 0.9 NA flip top achromat Nikon
condenser. The light from the objective was 100% directed either to an Op-
tronics Microfire digital camera used for focusing or to the parfocal focusing
surface of a 464-element photodiode array (NeuroPDA-III, RedShirtImaging)
sampled at 1,600 Hz.
Optical data from the 464 elements were band-pass filtered in Neuroplex
(5 Hz high-pass and 100 Hz low-pass Butterworth filters) and then spike sorted
with independent component analysis (ICA) in MATLAB to yield single neuron
action potential traces (the independent components), as detailed in Hill
et al. (2010). We recently validated the accuracy of ICA spike sorting using
simultaneous intracellular and optical recordings from neurons in various cen-
tral ganglia of Tritonia diomedea and Aplysia californica (Hill et al., 2010).
Our setup and spike sorting minimizes potential issues caused by light scat-
tering in optical imaging studies. In invertebrate tissue, our combination of a
photodiode array and light wavelength are known to give a scattering radius
close to the diameter of single neurons (Cohen and Lesher, 1986; Zochowski
et al., 2000). Scattering is minimized further by our imaging with a very shallow
depth-of-field, high NA lens, which limits the recording mostly to those neu-
rons visible on the surface, and by our use of a coverslip pressed down onto
the ganglion surface, which flattens it and maximizes the number of neurons
in focus. The further potential issue of merging neurons with similar activity
into one signal is unlikely to arise as individual neurons are defined in our study,
not by user outlined regions of interest, but in unsupervised fashion by our ICA
spike-sorting method.
Rhythmic locomotion motor programs were elicited using 5–10 V 5 ms
monophasic pulses delivered in trains from 2–10 Hz for 2–5 s via suction elec-
trode to pedal nerve 9. In some experiments, a separate suction electrode was
attached to pedal nerve 10 to continuously monitor the locomotion rhythm (Xin
et al., 1996).
Timescale of Each Motor Program Execution
To characterize the timescale of eachmotor program execution, we sought the
timescale d that maximized both in- and anti-phase correlation between the
whole population’s activity and so captured the timescale of repeated states
of the motor program. Each recording was divided into vectors of neuron ac-
tivity at time [t,t+d], each vector containing one entry for each neuron’s spike
count in that time window. We correlated all pairs of vectors and computed
the dispersion of correlation as D(d) = {mean absolute deviation of correlation
matrix} / { median of correlation matrix }; we picked d giving the maximum
dispersion (Figure S1).
To represent individual spike trains on this characteristic timescale, we
convolved each of them with a Gaussian of width s and unit area over
support ± 5s, giving the ‘‘spike density’’ function f. We converted s= d=
ﬃﬃﬃﬃﬃﬃ
12
p
(see Humphries, 2011).
PCA of Motor Program Activity
We used standard principal components analysis (PCA) on both the entire set
of spike-density functions for each recording, and on sub-sets chosen accord-
ing to the oscillatory classes found in each recording. See Briggman et al.
(2005) for a tutorial on using PCA to study neural population dynamics. The first
few principal components define a set of orthogonal axes that maximally ac-
count for the covariance in the data. Each principal component Ui of an
analyzed set of spike-density functions contains one entry per neuron in the
analyzed population, whose magnitude gives the contribution of that neuron
to that component: thus pairs of neuronswith anti-phase activity will have large
contributions to two different principal components. Note that in suchs duration); and the cumulative distributions for the interspike intervals (ISIs)
est fitting model (highest P(model) out of the six candidates). Note different
efined by spike-train structure onto the distribution of ensembles according to
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recordings of mixed dynamics, neurons without strongly phasic activity are not
strictly orthogonal to others, and so would not be well isolated by PCA. Projec-
tions of data onto the ith principal component allow us to visualize the popu-
lation’s dynamics and are defined at time t by: ziðtÞ=
Pn
k = 1U
k
i f
kðtÞ, where the
sum is taken over all n neurons in the analyzed population.
Consensus Algorithm for Detection of Neural Ensembles
We defined functional networks of zero-lag correlations between each pair of
neurons. To do so, we computed the correlation coefficient between the spike-
density functions (f) for each pair of neurons. The weighted functional network
was then: Wij =Cij if Cij>0 and Wij = 0 otherwise.
Maximizing modularity Q of this network decomposed the recording into its
constituent neural ensembles (Figure 1C), where modularity is informally
defined (Newman, 2006a) as Q = {number of links within a module}  {ex-
pected number of such links}. An important challenge for us was to produce
solutions that individually have high Q yet that can also later be combined
across recordings (in steps 2 and 3 of Figure 1B). To solve this, we extended
our previous algorithm (Humphries, 2011) for maximizing Q to produce a
consensus clustering of modules for each recording (see Supplemental Exper-
imental Procedures 1). Key advantages of this algorithm over standard clus-
tering approaches include that it automatically determines the number and
size of modules; and it can give null answers, as Q % 0 signals the absence
of ensembles (Humphries, 2011). A MATLAB toolbox for this family of algo-
rithms is part of the Software S1. Development of these spike-train community
detection algorithms is ongoing at: https://github.com/mdhumphries/
SpikeTrainCommunitiesToolBox.
Network visualization was done using the MATLAB toolbox of Traud et al.
(2009): http://netwiki.amath.unc.edu/VisComms/VisComms.
Physical Organization of the Neural Ensembles
The ICA weight matrix allowed estimation of the two-dimensional co-ordinates
of each neuron (Supplemental Experimental Procedures 3). For each
recording, we discretized the diode array and constructed ensemble maps
by assigning grid squares to neurons in the same ensemble. Contiguous
patches of space were defined by all adjacent squares assigned to the
same ensemble. See Supplemental Experimental Procedures 3 for details;
the code is also part of the Software S1. Dynamic maps of classes and groups
were created on a template of the left ganglion oriented with rostral north, so
each individual recording’s ensemble map was rotated and/or mirrored to that
template if necessary.
Finding Types of Functional Ensembles
We classified ensembles according to their pattern of oscillation. We
computed an auto-correlogram A with 1 s bins up to a maximum lag of 20 s;
the bin-size was chosen to be smaller than the characteristic timescale of
the motor program in every recording (Figure S1). Significance of oscillations
in the auto-correlogram was assessed using a permutation test. We shuffled
the inter-spike intervals of the spike train 100 times to produce 100 permuted
auto-correlograms A and determined their mean and SD in each bin i. To re-
move rate-dependence, we Z transformed A: Z(i) = [A(i)  mean(AðiÞ)] /
std(AðiÞ). We considered a Z scored bin significant if Z(i)>3 for positive-valued
bins and Z(i)<2 for negative-valued bins; note the asymmetry necessary to
detect negative correlations in point processes. To further account for noise,
two consecutive bins had to meet criterion to qualify as a significant peak or
trough.
The ‘‘fit-space’’ approach to clustering each ensemble using the full statis-
tical distributions of its spike trains is detailed in Supplemental Experimental
Procedures 2. This method generalizes to an arbitrary number N of models
fit to any choice of S spike-train metrics, giving N vectors for P(model) and
an N 3 S vector defining each ensemble’s position in the ‘‘fit space.’’ One
key advantage is that the vector acts both as a space in which to classify types
and as a mixture-of-models—if the true model is not among the N specified,
P(model) uniquely weights the contribution of each specified model to the
true model. The code for fitting distributions and clustering in the fit space is
part of the Software S1. Further development of these ensemble analysis
and classification tools is ongoing at: https://github.com/mdhumphries/
NeuralEnsembleAnalysis.316 Neuron 86, 304–318, April 8, 2015 ª2015 Elsevier Inc.Trajectories of Motor Program Activity
We checked the motor program’s evolution in space using the oscillator class
ensembles. Each ensemble’s activity was characterized by its average spike
density function f, obtained by taking the mean over the spike density func-
tions f of its neurons. To ensure uniform sampling of the motor program’s
cycle, we computed the phase-lag between fs for all pairs of oscillator
ensemble in a recording; phase spread was estimated by von Mises k, and
we chose only recordings with k = 0 indicating uniform spread of phase
(7/12 recordings). The estimated trajectory of the activity packet on the pedal
ganglion was then computed. To make ensemble activity comparable, each f
was normalized to its maximum rate, giving bf . We found the center (x,y) of the
largest physical patch of each oscillator ensemble and computed the current x
axis position xðtÞ of the activity packet by taking the weighted center of mass
at time t as xðtÞ=Pni xibf

i ðtÞ over all n oscillator ensembles, and similarly
computed yðtÞ for y axis position. Ellipses were fit to trajectories using the
direct least-squares method (Fitzgibbon et al., 1999). Mapping of pedal nerve
10 activity was also based on its spike density function f, generated by
convolving its spikes with a Gaussian of the same width used for the popula-
tion recording.
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Supplemental Information includes Supplemental Experimental Procedures,
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