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(2) $s(t)= \frac{\omega_{c}T}{\pi}\sum_{k=-\infty}^{\infty}f(kT)$ sinc $\{\frac{\omega_{c}(t-kT)}{\pi}\}$
[1], [2]1
sinc $(t)=\{\begin{array}{ll}\sin(\pi t)/(\pi t) (t\neq 0)1 (t=0)\end{array}$
1 [3], [4]































$\frac{\omega_{c}T}{\pi}$ sinc $( \frac{\omega_{c}t}{\pi})$ (2)
$kT$ $f(kT)$
$\varphi(t)$
$t_{k}$ $c_{k}$ $k<k’$ $t_{k}<t_{k’}$
$s(t)$
(4) $s(t)= \sum_{k=-\infty}^{\infty}c_{k}\varphi(t-t_{k})$
$[t_{a},t_{b}]$ $t_{k}$ $k$ $c_{k}$
$C_{s}(t_{a},t_{b})$ (rate of innovation) $\rho$
(5) $\rho=\lim_{\tauarrow\infty}\frac{1}{\tau}C_{s}(-\tau/2, \tau/2)$
Definition 1 [9] (4) $s(t)$ (5)

































$B$ -spline [13] $E$-spline[14]
[15], Sum of Sinc
[16].
$\psi(t)=$ Bsinc$(Bt)$
$\{d_{n}\}_{n=0}^{N-1}$ $2K$ $\{t_{k}\}_{k=0}^{K-1}$ $\{c_{k}\}_{k=0}^{K-1}$
(Prony
) [9]. $B\tau/2$
$P$ : $P=\lfloor B\tau/2\rfloor$ .







$n$ $d_{n}$ $N$ $d$ $p$







(15) $a_{0}\hat{d}_{p}+a_{1}\hat{d}_{p-1}+\ldots+a_{K}\hat{d}_{p-K}=0(p=K-P, \ldots, P)$
(16) $T=[\hat{d}_{K-P+1}\hat{d}_{K,.....\cdot-P}\hat{d}_{P} \hat{d}_{K-P-1}\hat{d}_{K,.\cdot..\cdot\cdot-P}\hat{d}_{P-1} ..\cdot. \hat{d}_{-P+1}\hat{d}_{P-K}\hat{d}_{-P})$
$(2P-K+1)\cross(K+1)$ $T$
(17) $Ta=0$
$a=(a_{0}, a_{1}, \ldots, a_{K})$ $P$ $P\leq B\tau/2<$









$t_{k}$ (9) $c_{k}$ Vandermonde






Theorem 1 [9] $\psi(t)=$ Bsinc$(Bt)$ $B$ (11) $N$





















$\hat{y}=$ $(\hat{y}_{-P,\hat{\mathcal{Y}}-P+\iota}, \cdots,\hat{y}_{P})^{T}=Fy$ $\hat{d}_{p}$
7
$\hat{y}_{p}$ (17) $0$ $a$












$Y=\{\begin{array}{llll}\hat{\mathcal{Y}}o \hat{\mathcal{Y}}-[ \cdots \hat{\mathcal{Y}}- P\hat{y}_{l} \hat{\mathcal{Y}}o \cdots \hat{\mathcal{Y}}- P+1\vdots \vdots \vdots\hat{y}_{P} \hat{y}_{P- 1} \cdots \hat{\mathcal{Y}}o\end{array}\}$
3. :
(a) $Y=USV^{*}$ $U,$ $S,$ $V$ $P+1$
(b) $S$
$K$ $P-K+1$ $0$




















$l(t, c)=\log p^{(}p-F^{-1}U_{t}c)$ .
$\{t_{k}\}_{k=0}^{K-1}$ $\{c_{k}\}_{k=0}^{K-1}$





(22) $c$ 2 $t$ $c=U_{t}^{\dagger}\hat{y}$
$U_{t}^{\dagger}$ $U_{t}$ Moore-Penrose (22)








Swarm optimization, $PSO$) [24]






$c_{1},$ $c_{2}$ 1 $r_{1},$ $r_{2}$
$0$ 1 $f(t_{j})<f(b_{j}^{(p)})$ $b_{j}^{(p)}$ $t_{j}$
$f(b_{j}^{(p)})<f(b^{(s)})$ $b^{(s)}$ $b_{j}^{(p)}$ $b^{(s)}$
$PSO$
$\tau=1$ $K=2$






$25$ $[dB]$ $\sigma$ $e$ 1000
$y$ $t=(t_{0}, t_{1}),$ $c=(c_{0}, c_{1})$ $\hat{t},\hat{c}$
2 (Mean Square Error, MSE)
$MSE(t)=E||\hat{t}-t||^{2}, MSE(c)=E||\hat{c}-c||^{2}$
1(a), (b)
Cadzow$+$ 2 2 2
SNR$[dB]$ MSE $10\log_{10}MSE$ SNR
$0dB$ $MSE(c)$ 2
SNR 1 Cadzow$+$






1: 2 (a) $MSE(t)$ , (b) MSE(c).
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