Abstract. We explore the connections between singular Weyl-Titchmarsh theory and the single and double commutation methods. In particular, we compute the singular Weyl function of the commuted operators in terms of the original operator. We apply the results to spherical Schrödinger operators (also known as Bessel operators). We also investigate the connections with the generalized Bäcklund-Darboux transformation.
Introduction
The present paper is concerned with spectral theory for one-dimensional Schrö-dinger operators (1.1)
on the Hilbert space L 2 (a, b) with a real-valued potential q ∈ L 1 loc (a, b). It has been shown recently by Gesztesy and Zinchenko [23] , Fulton and Langer [14] , [15] , Kurasov and Luger [33] that, for a large class of singularities at a, it is still possible to define a singular Weyl function at the basepoint a. Furthermore, in previous work we have shown that this singular Weyl function shares many properties with the classical Weyl function [30] and established the connection with super singular perturbations for the special case of spherical Schrödinger operators
(also known as Bessel operators) [28] . On the other hand, commutation methods have played an important role in the theory of one-dimensional Schrödinger operators both as a method for inserting eigenvalues as well as for constructing solutions of the (modified) Korteweg-de Vries equation (see, e.g., [18] and the references therein). Historically, these methods of inserting eigenvalues go back to Jacobi [26] and Darboux [8] with decisive later contributions by Crum [7] , Krein [31] , Schmincke [39] , and Deift [9] . Two particular methods turned out to be of special importance: The single commutation method, also called the Crum-Darboux method [7] , [8] (actually going back at least to Jacobi [26] ) and the double commutation method, to be found, e.g., in the seminal work of Gel'fand and Levitan [16] . For recent extensions of these methods we refer to [17] , [20] , [21] , [40] .
Krein [31] was the first to realize the connection between inverse spectral problems and Crum's results. Namely, in [31] , the connection between the spectral measures of the original and transformed operators was established and then exploited to characterize the spectral measures of Bessel operators in the case l ∈ N (see also [13] ). This idea has been subsequently used by many authors: See, for instance, [2, 5, 9, 13, 24] and references therein.
The purpose of our present paper is to continue the work of Krein and establish the connection between the singular Weyl functions (and hence between the spectral measures) of the original and transformed operators for both the single and double commutation method. In particular, we will obtain an independent proof for the fact that the singular Weyl function of perturbed Bessel operators is a generalized Nevanlinna function. In addition, we investigate the connections with the generalized Bäcklund-Darboux transformation (GBDT) for a particular example. This method is a generalization of the double commutation method which it contains as a special case (cf. Subsection 5.1).
Singular Weyl-Titchmash theory
We begin by recalling a few facts from [30] . To set the stage, we will consider one-dimensional Schrödinger operators on L 2 (a, b) with −∞ ≤ a < b ≤ ∞ of the form (2.1) τ = − d 2 dx 2 + q, where the potential q is real-valued and satisfies (2.2) q ∈ L 1 loc (a, b). We will use τ to denote the formal differential expression and H to denote a corresponding self-adjoint operator given by τ with separated boundary conditions at a and/or b.
If a (resp. b) is finite and q is in addition integrable near a (resp. b), we will say a (resp. b) is a regular endpoint. We will say τ , respectively H, is regular if both a and b are regular.
We will choose a point c ∈ (a, b) and also consider the operators H 
are square integrable on (a, c), (c, b) and satisfy the boundary condition of H at a, b (if any), respectively. The solutions u ± (z, x) (as well as their multiples) are called Weyl solutions at a, b. For further background we refer to [42, Chap. 9] or [43] .
To define an analogous singular Weyl m-function at the, in general singular, endpoint a we will first need an analog of the system of solutions c(z, x) and s(z, x). Hence our first goal is to find a system of real entire solutions θ(z, x) and φ(z, x) such that φ(z, x) lies in the domain of H near a and such that the Wronskian W (θ(z), φ(z)) = 1. By a real entire function we mean an entire function which is real-valued on the real line. To this end we start with a hypothesis which will turn out necessary and sufficient for such a system of solutions to exist. Note that this hypothesis is for example satisfied if q(x) → +∞ as x → a (cf. Problem 9.7 in [42] ).
Lemma 2.2 ([30])
. Suppose Hypothesis 2.1 holds. Then there exists a fundamental system of solutions φ(z, x) and θ(z, x) of τ u = zu which are real entire with respect to z such that
It is important to point out that such a system is not unique and any other such sytem is given bỹ
where g(z), f (z) are real entire functions. Given a system of real entire solutions φ(z, x) and θ(z, x) as in the above lemma we can define the singular Weyl function
such that the solution which is in the domain of H near b (cf. (2.3)) is given by
where
. By construction we obtain that the singular Weyl function M (z) is analytic in C\R and satisfies
Recall also from [30, Lem. 3.2] that associated with M (z) is a corresponding spectral measure
3. Connection with the single commutation method 3.1. Preliminary basic results. We begin by recalling a few basic facts from the single commutation method. Let A be a densely defined closed operator and recall that H = A * A is a self-adjoint operator with ker(H) = ker(A). Similarly,Ĥ = AA
where R H (z) = (H − z) −1 denotes the resolvent of an operator H.
3.2.
Application to Schrödinger operators. In order to find such a factorization for a given Schrödinger operator H one requires a positive solution of the underlying differential equation. Existence of such a solution is equivalent to semiboundedness of H and we will thus make the following assumption:
Hypothesis 3.2. In addition to Hypothesis 2.1 assume that H is bounded from below and limit point at b. Let λ ∈ R be such that H − λ ≥ 0.
In particular, let φ(z, x), θ(z, x) be a fundamental system of solutions as in Lemma 2.2 and recall (cf. [42, Lem. 9.7] ) that the Green's function of H is given by
Moreover, if H − λ ≥ 0 we must have φ(λ, x) > 0 (as well as ψ(λ, x) > 0) for x ∈ (a, b) possibly after flipping signs by [19, Cor. 2.4] . Now consider the operator
Here we use A φ and a φ for the operator and differential expression, respectively. It is straightforward to check (cf. [42, Problem 9.3] ) that A φ is closed and that its adjoint is given by
If we also have θ(λ, x) > 0 we can also define A θ by using θ(λ, x) in place of φ(λ, x). 
Proof. It is simple algebra to check that H and A * φ A φ agree on functions with compact support in (a, b) hence A * φ A φ is a self-adjoint extension of the minimal operator associated with τ and it remains to identify the boundary conditions. Since by assumption τ is limit point at b we only need to consider a. Moreover, since φ(λ, x) is in the domain of A * φ A φ near a by our choice of A φ , both A * φ A φ and H are associated with the boundary condition generated by φ(λ, x) if τ is limit circle at a.
The case of A θ is even simpler since by our limit point assumption there is no need to identify any boundary conditions. The commuted operatorĤ − λ = A φ A * φ is associated with the potential
Moreover, it is straightforward to check that if u(z) solves τ u = zu then
solvesτû = zû and given two solutions u(z) and v(z) we have
Similarly,Ȟ − λ = A θ A * θ is associated with the potential
solvesτǔ = zǔ and given two solutions u(z) and v(z) we have
Theorem 3.4. Assume Hypothesis 3.2 holds. Then the operatorĤ
which satisfy W (θ(z),φ(z)) = 1. In particular,Ĥ satisfies again Hypothesis 2.1.
Furthermore, the Weyl solutions ofĤ are given by (3.13)
is the singular Weyl function ofĤ corresponding to the above system of solutions. Moreover, the associated spectral measures are related via
Proof. The first part is easy to check using (3.7). To see
note that both sides have the same derivative and are both equal 0 in the limit x → a.
For the second part we set λ = 0 and fix z ∈ C\R without loss of generality. Moreover we will abbreviate φ(λ, x) = φ 0 (x), φ(z, x) = φ(x), and ψ(z, x) = ψ(x). Now let f be some absolutely continuous function with compact support in (a, b) and f ′ ∈ L 2 . Then invoking (3.1) one computes using (2.4), (3.11), (3.12), and integration by parts that
which shows that
is the Green's function ofĤ since the set of f under consideration is dense. Since the Green's function is unique, it follows thatφ(z, x) andψ(z, x) are the Weyl solutions ofĤ. Finally, existence of the entire Weyl solutionφ(z, x) is equivalent to Hypothesis 2.1 by Lemma 2.2 in [29] .
where the dot denotes differentiation with respect to z.
Remark 3.5. A few remarks are in order:
(i) If τ is regular at a and θ(z, x), φ(z, x) are chosen to satisfy the boundary conditions
thenτ will be again regular if and only if sin(α) = 0. Moreover, in this case we havê
(ii) If φ(λ, x) is the principal positive solution near a (i.e., if H is the Friedrich's extension of τ , see [34] , [22] ), that is,
thenτ will be limit point at a. (iii) Note thatĤ has no eigenvalue at λ: σ p (Ĥ) ∩ {λ} = ∅.
Recall that N ∞ κ is the subclass of N κ consisting of generalized Nevanlinna functions with κ negative squares and having no nonreal poles and the only generalized pole of nonpositive type at infinity. In particular, M ∈ N ∞ κ admits an integral representation
Without loss of generality we can assume that the representation
For further definitions and details we refer to, e.g., [32] 
The proof is similar to the proof of Lemmas 5.1 and 5.2 from [27] . Assume that M ∈ N ∞ κ for some κ ∈ N 0 . Using an irreducible integral representation (3.20) we will show that
where dρ given by (3.15) is positive since λ ≥ λ 0 by Hypothesis 3.2.
κ can be established analogously. Finally, the connection between κ andκ is straightforward from the following characterization of N ∞ κ -functions: Given a generalized Nevanlinna function M in N ∞ κ , the corresponding κ is given by the multiplicity of the generalized pole at ∞ which is determined by the facts that the following limits exist and take values as indicated:
Similarly, we obtain Theorem 3.7. Assume Hypothesis 3.2, τ is limit point at a, and let θ(λ, x) > 0. The operatorȞ = A θ A * θ − λ has an entire system of solutionš
which satisfy W (θ(z),φ(z)) = 1. In particular,Ȟ satisfies again Hypothesis 2.1.
Furthermore, the Weyl solutions ofȞ are given by (3.25)
is the singular Weyl function ofȞ. The associated spectral measures are related via
where Θ(t) = 0 for t < 0 and Θ(t) = 1 for t ≥ 0 is the usual step function. Here 
, which gives ([42, Thm. 10.10]) (3.32)
.
In particular, the singular Weyl function is given by
where the singular Weyl function M 0 (z) of H 0 is a Herglotz-Nevanlinna function since H 0 is limit circle at a = 0. 3.4. Application to perturbed Bessel operators. Next we want to apply these results to perturbed spherical Schrödinger equations which have attracted considerable interest in the past [1] , [5] , [25] [29] , [28] . In particular, we want to mention [2] , where commutation techniques were used to transfer results for l = 0 to l ∈ N 0 .
, where
, for some c ∈ (0, b). In addition, suppose H is bounded from below. If τ is limit circle at a = 0 we impose the usual boundary condition (corresponding to the Friedrichs extension; see also [4] , [12] ) (3.37) lim
Proof. It suffices to observe that by [28, 
where u 1 (λ, x), xu
Similarly, to prove (3.39) it suffices to note that
Since H is limit circle at 0 for l ∈ [− 
Then there is a singular Weyl function of the form
where M 0 (z) is a Herglotz-Nevanlinna function and λ ≤ min σ(H). Here ⌊x⌋ = max{n ∈ Z|n ≤ x} is the usual floor function. The corresponding spectral measure is given by
where the measure ρ 0 satisfies R dρ 0 (t) = ∞ and R dρ0(t) 
where the measure satisfies [15] in the case when the potential q(x) is analytic in a neighborhood of x = 0 (see also [33] ). In the general case, it was proven in [28] (see also [30] ). Namely, by using high energy asymptotic of φ(z, x) it was shown in [30] that κ ≤ ⌈ 
Connection with the double commutation method
In this section we want to look at the effect of the double commutation method. We refer to [17] , [21] for further background of this method. We will use the approach from [21] with the only difference that we include the limiting case γ = ∞ (we omit the necessary minor modifications of the proofs of [21] , cf. [41, Sect. 11.6]).
Let H together with a fundamental system of solutions φ(z, x), θ(z, x) as in Lemma 2.2 be given. Denote by P and P γ the orthogonal projections onto the one-dimensional spaces spanned by φ(λ, x) andφ γ (λ, x), respectively. Here we set the projection equal to zero if the function is not in 
, where the operator H γ is associated with the potential
and boundary conditions (if any)
Note that for γ < ∞ the operator H γ is limit circle at a if and only H is and that for γ = ∞ the operator H ∞ is always limit point at b. 
which satisfy W (θ γ (z), φ γ (z)) = 1. In particular, H γ satisfies again Hypothesis 2.1.
Furthermore, the Weyl solutions of H γ are given by
the singular Weyl function of H γ . The associated spectral measures are related via
Proof. It is straightforward to check that φ γ (z, x), θ γ (z, x) is an entire system of solutions whose Wronskian equals one (cf. [21, (3.14) and (3.16)]). The extra multiple of φ γ (z, x) has been added to θ γ (z, x) to remove the pole at z = λ (cf. (4.12) below). That ψ γ is square integrable near b follows from (cf. [21, (3.15) 
φ(λ, y) 2 dy using the Cauchy-Schwartz inequality since
To show that ψ γ (z, x) satisfies the boundary condition at b if τ γ is limit circle at b we use (cf. [21, (3.16) ] plus (3.16)) 
which satisfy W (θ ∞ (z), φ ∞ (z)) = 1. In particular, H ∞ satisfies again Hypothesis 2.1.
Furthermore, the Weyl solutions of H ∞ are given by
is the singular Weyl function of H ∞ . The associated spectral measures are related via
Proof. In the limiting case γ → ∞ the definition (4.6) from the previous theorem would give φ ∞ (λ, x) = 0 and we simply need to remove this zero. The rest follows as in the previous theorem.
Remark 4.5.
(i) Again this procedure can be iterated and we refer to Section 4 of [21] for the corresponding formulas.
(ii) For operators of the type (3.35) this procedure changes l to l + 2.
Examples based on the generalized Bäcklund-Darboux transformation
In this section we want to look at connections with the generalized Bäcklund-Darboux transformation (GBDT) approach (see [35, 37] and the references therein). This approach contains the double commutation method as a special case as we will show below and there are close relations with the binary Darboux transform (see, e.g., the comparative discussion in [6, Section 7.2]). Here we will use the GBDT to construct an explicit example with a generalized Weyl function which is rational with respect to √ z and which has non-real zeros. More specific, we want to apply the GBDT to the Schrödinger equation
This case was treated in Proposition 2.2 [36] , see also [35] .
To begin with we fix an integer n ∈ N, two n × n matrices A, S(0) and two vectors Λ 1 (0), Λ 2 (0) ∈ C n such that
where we have set
Taking Λ(0) as initial condition we define the n × 2 matrix function Λ(x) = Λ 1 (x) Λ 2 (x) as the solution of the linear system
* as well as the identity
which follows from (5.2), (5.4), and (5.5). Furthermore, we will assume that S(x) > 0 for x > 0. Given these data we can construct the Darboux matrix using a transfer matrix function representation. To this end introduce
where I n is the n × n identity matrix and the variable x is added into the transfer matrix function in Lev Sakhnovich form from [38] . Now one can check that (5.7) acts as a transfer matrix, that is, for any given set of linearly independent solutions y 0 , y 1 of (5.1) we obtain a set of linearly independent solutions y = y 0 y 1 of a transformed Schrödinger equation −u ′′ + qu = zu, where the transformed potential q can be expressed explicitly in terms of Λ and S, by virtue of
In the special case n = 1, observe that the function Λ 2 is a solution of the Schrödinger equation corresponding to the value A of the spectral parameter. Therefore, in the case n > 1, the matrix A is called a generalized matrix eigenvalue. Moreover, in the case n = 1 the GBDT contains the double commutation method considered in Section 4:
5.1. The double commutation method as a special case of the GBDT. Let n = 1 (i.e., A is a scalar) and set
Thus, for φ γ , which is given below, formulas (5.8) and (5.9) imply
In view of (5.7), rewrite (5.10) in the form
By (5.2), (5.5), and (5.9) we get
In the case of λ = λ and real φ treated in Section 4, identity (5.6) is fulfilled automatically. Hence, noting that S(0) ≥ 0, equality (5.11) becomes
Hence, if λ = λ and φ(λ, x) is real, the expressions for φ γ andφ γ from above agree with (4.1) and (4.6), (4.13).
5.2.
A generalized Weyl function with non-real zeros. For the remainder of this section we consider the case
Clearly, (5.2) holds for this choice of Λ(0) and S(0). For q ≡ 0 we have (see also [24] , where the case q ≡ 0, S(0) = I n was treated): (5.16)
Moreover, for the case that q ≡ 0, one can set in (5.8):
In some places below we will need the sign in the square root fixed, hence we chose the branch cut in √ z along the negative real axis and assume that Im( √ z) > 0.
Later we will need the expression forỹ ′ (see [24, formula (1.30) ]) as well:
If n = 1, without loss of generality we assume that
and the second relation in (5.15) is immediate.
Lemma 5.1.
[30] Let n = 1 and the parameters A ∈ C \ {0} and υ 1 ∈ R be fixed. Then the relation (5.16), where
explicitly determines a singular potential q satisfying q(x) = 2x
The corresponding entire solutionsφ(z, x) andθ(z, x), such that both solutions are real-valued on R, W (θ(z),φ(z)) = 1 andφ(z, x) is nonsingular at x = 0, are given byφ
The singular Weyl function corresponding to this problem has the form
Now, we turn to the case n = 2. To simplify calculations set
By (5.21) the second relation in (5.2) is true and we assume also S(0)=0. It is straightforward to check that (5.4) (with q ≡ 0) and (5.21) hold for
where ω = i √ µ,
The 2 × 2 matrix function S is defined by the equality 
The corresponding entire real solutionsφ(z, x) andθ(z, x), such thatφ(z, x) is nonsingular at x = 0 and W (θ(z),φ(z)) = 1, are given bỹ
whereỹ is constructed via (5.8), (5.7), and (5.17). Moreover, the corresponding singular Weyl function is given bỹ
Proof. We begin by deriving some asymptotics at x = 0. Rewrite (5.17) as
to see that w is an entire matrix function of z (which has real-valued entries on R) and the asymptotics
hold. Using (5.22)-(5.26), after some direct calculations, we get the asymptotics of Λ(x) and S(x) ±1 at x = 0. In particular, we derive
Note that because of (5.26) and the first equality in (5.32) we have S(x) > 0 for x > 0. Moreover, the asymptotics of Λ and formula (5.32) imply
Similarly, in view of (5.31), we get 
It follows from (5.34) and (zI 2 − A) 
where w z (z, x) = 
