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Abstract
The fundamental Minimum Circuit Size Problem is a well-known example of a problem that is
neither known to be in P nor known to be NP-hard. Kabanets and Cai [18] showed that if MCSP
is NP-hard under “natural” m-reductions, superpolynomial circuit lower bounds for exponential
time would follow. This has triggered a long line of work on understanding the power of reductions
to MCSP.
Nothing was known so far about consequences of NP-hardness of MCSP under general Turing
reductions. In this work, we consider two structured kinds of Turing reductions: parametric honest
reductions and natural reductions. The latter generalize the natural reductions of Kabanets and
Cai to the case of Turing-reductions. We show that NP-hardness of MCSP under these kinds of
Turing-reductions imply superpolynomial circuit lower bounds for exponential time.
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1 Introduction
The Minimum Circuit Size Problem (MCSP) is a fundamental problem in computational
complexity that has been studied in various forms since the 1950s [24, 1]. Given the truth
table of a Boolean function f and a parameter s, the question is whether f has Boolean
circuits of size at most s. It is easy to see that MCSP is in NP: we can simply guess a circuit
C of size at most s, and verify that for each input of f that C computes f correctly. Since
we are given the truth table of f explicitly, this verification can be done in polynomial time.
MCSP is a rare example of a natural problem in NP for which we neither know that the
problem is in P nor that it is NP-complete. There is some evidence that the problem is
not in P. The celebrated results on “natural proofs” by Razborov and Rudich [23] can be
interpreted as saying that MCSP is not in P if one-way functions exist [18, 2].
Regarding the question of NP-completeness, however, the evidence is more mixed. It is
reported that Levin delayed publishing his seminal results on NP-completeness because he
was hoping to show that MCSP is NP-complete [8]. More than 50 years later, we still have
no idea.
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It has been known for a while that the analogue of MCSP for DNFs, where we ask whether
the function corresponding to a given truth table has small DNFs, is NP-complete [20, 10, 5].
Intuitively it would appear that checking if a given function has small circuits is at least as
hard a problem as checking if a given function has small DNFs. But it does not seem easy to
make this intuition precise in terms of giving a reduction from the latter to the former1.
Looking at the proof that the analogue of MCSP for DNFs is NP-hard, one notices that
an essential component of the reduction is an explicit function, namely Parity, that is hard
for DNFs. This leads one to wonder whether the difficulty of coming up with an NP-hardness
reduction for MCSP is related to the difficulty of proving Boolean circuit lower bounds for
explicit functions.
Kabanets and Cai show that the answer is yes, in an influential paper [18] which led to a
resurgence of interest in MCSP among complexity theorists. They define a notion of “natural
reduction” to MCSP. A natural reduction is a many-one reduction in which the parameter
as well as the size of the output depend only on the size of the input. Kabanets and Cai
observe that standard reductions showing NP-hardness of various well-studied problems are
natural in this sense. They then show that any natural reduction of SAT to MCSP implies
that exponential time requires super-polynomial size Boolean circuits. Note that this does
not give evidence against NP-hardness. However, given the well-known difficulty of proving
circuit lower bounds for exponential time, it does indicate that arguing for NP-hardness of
MCSP via natural reductions is likely to be difficult.
The work of Kabanets and Cai has led to a long line of results on reductions to MCSP
and their implications [2, 3, 4, 7, 21, 17, 16, 6, 22, 15, 14]. Much of this work has focused on
reductions implementable within low-depth complexity classes [7, 21, 6, 22] or on many-one
and truth-table reductions [7, 21, 17, 16].
In this work, our focus is on polynomial-time Turing reductions to MCSP, for which very
little is known. On the one hand, we are motivated by the question of NP-hardness of MCSP,
and whether more powerful reductions help in this regard. Allender and Das [3] showed
that every problem in Statistical Zero Knowledge reduces to MCSP via probabilistic Turing
reductions, so at least for some problems that are believed to be hard, Turing reductions
have been found to be useful in reducing to MCSP.
On the other hand, from the perspective of complexity theorists who care about circuit
lower bounds, we find the connections between reductions to MCSP and circuit lower bounds
intriguing, and would like to understand the extent to which these connections hold.
1.1 Our Results
We consider two kinds of structured Turing reductions - parametric honest reductions, which
were defined in the context of many-one reductions by Hitchcock and Pavan [17], and natural
reductions, which generalize the notion defined by Kabanets and Cai [18]. Parametric honest
reductions are Turing reductions where there is a polynomial lower bound on the parameter
of each query, as a function of input size. Natural reductions are Turing reductions where
the parameter of any query made on an input only depends on the size of the input.
Our first main result shows that NP-completeness of MCSP under parametric honest
Turing reductions implies super-polynomial circuit lower bounds for E.
I Theorem 1. If MCSP is NP-hard under parametric honest Turing reductions, then E 6⊆
SIZE(poly).
1 Similar issues come up when trying to prove hardness of properly learning Boolean circuits.
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We remark that every language in P reduces to MCSP under parametric honest Turing
reductions, so we crucially need to exploit the assumption that we reduce from hard languages
in NP in order to derive the conclusion of Theorem 1.
Our second main result shows that NP-completeness of MCSP under natural Turing
reductions implies super-polynomial circuit lower bounds for E.
I Theorem 2. If MCSP is NP-hard under natural Turing reductions, then E 6⊆ SIZE(poly).
The proof of Theorem 2 builds upon the ideas of Theorem 1, but is significantly more
involved technically, and requires several new ideas.
We next describe the main ideas behind our proofs.
1.2 Main Ideas
Our starting point is the idea of Kabanets and Cai [18] for deriving circuit lower bounds
from structured many-one reductions. Suppose we could efficiently generate NO instances of
any length for some language L that reduces to MCSP via an m-reduction. We could hope
to efficiently generate truth tables of hard functions as follows: we generate a NO instance
xn of L of length n, and then apply the m-reduction f from L to MCSP to generate a truth
table yn and a parameter sn. Since xn is a NO instance of L and f is an m-reduction, we
are guaranteed that y does not have circuits of size s.
If s is large, say at least nε for some constant ε, then we are done, since we have efficiently
generated a truth table y of a Boolean function that does not have sub-exponential size
Boolean circuits as a function of its input length. But a priori we do not have control over the
parameter s associated with y. Imagine for example a reduction that magically knows that
each xn is a NO instance and therefore produces sn so small that it gives us no non-trivial
information about circuit lower bounds.
Kabanets and Cai get around this problem by considering natural reductions, where
the parameter sn depends only on the input length n. Now there are two cases: either
all but finitely many input lengths yield small parameter sn ≤ log(n)log log(n), or infinitely
many input lengths yield parameter sn > log(n)log log(n). In the first case, Kabanets and Cai
use a standard indirect diagonalization argument to argue that circuit lower bounds follow.
In the second case, we directly get hard truth tables for infinitely many n by composing
the reduction with the efficient generation of NO instances. Thus, in either case, we get
E 6⊆ SIZE(poly).
Note that in the case where infinitely many input lengths yield hard parameters, the
Kabanets-Cai argument does not actually exploit the hardness of the language L from which
we are reducing. The argument works equally well starting from a language in polynomial
time. When we deal with Turing reductions rather than m-reductions, this feature of their
argument is an issue, since any language L in P can be decided trivially by Turing reductions
that ignore the answers to any queries they ask and simulate the polynomial-time algorithm
for L directly to arrive at an answer.
Let us consider first the case of parametric honest reductions. Parametric honesty means
that we don’t need to worry about the parameter being small. Suppose that SAT reduces to
MCSP via a parametric honest Turing reduction implemented by an oracle machine M . Our
first idea is simple: we define a simulation A of SAT which simply runs M and answers all
queries of M by “yes”. This algorithm A clearly runs in polynomial time. If it is correct on
all but finitely many instances, we have that NP = P and we can then derive circuit lower
bounds using a standard indirect diagonalization technique.
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If A is wrong on infinitely many instances, however, it is not obvious how to use this.
Here we exploit the main idea of Gutfreund, Shaltiel and Ta-Shma [12], who show how any
efficient algorithm A that fails to solve SAT can be used to efficiently produce, for infinitely
many n, a small set of instances S of sizes polynomially related to n, such that A fails on
some instance in S. This is very useful for us, as an instance on which A fails must ask a
query to M that is answered incorrectly. But since we always answer queries by “yes” in A, a
query is only answered incorrectly if the true answer is “no”, i.e., if the string y that is queried
is the truth table of a hard Boolean function. We don’t know which of the queries this is, but
we do know that there is a first wrongly answered query, and that by the parametric honesty
condition, this query has large parameter. Hence, by simply concatenating the queries asked
by A on the instances in S, we obtain hard truth tables of size poly(n) for infinitely many n,
and this enables us to conclude that E requires super-polynomial size circuits.
This is the argument for the proof of Theorem 1. The assumption of parametric honesty
is an important part of this argument. For the proof of Theorem 2, where we consider natural
reductions, we need to work much harder and use several new ideas.
We would like to adopt the following strategy. Suppose there is a natural Turing-reduction
from SAT to MCSP. Choose a “threshold” parameter s and try to solve SAT by running
the reduction and answering all queries with parameter less than the threshold correctly by
doing brute force search, and all queries with parameter greater than the threshold by “yes”.
Either this simulation succeeds, or it fails. If it succeeds, and the threshold parameter s
is small, NP is easy, and using the standard indirect diagonalization argument, we get that E
requires large circuits. If it fails, we would like to argue that we can efficiently find instances
on which the simulation fails. Such an instance must ask queries with parameters larger than
the threshold that are wrongly answered “yes”, so the concatenation of such queries must be
a hard truth table.
To efficiently find instances on which the simulation fails, we can again to try to use the
strategy of [12]. Unfortunately, there is a catch. The time taken by the algorithm of [12] to
find hard instances is at least the time taken for the simulation, which is exponential in s.
It might be that the parameter for queries on these instances is just slightly larger than s.
Thus we will take time exponential in s to find truth tables requiring circuits only slightly
larger than s, which won’t give us sufficiently strong circuit lower bounds for E.
To remedy this issue, we consider two different simulations, M and M ′. M is guaranteed
to be correct and proceeds by just evaluating queries using brute force search. If M is
relatively efficient, we are in good shape, as we can use indirect diagonalization to get the
consequence we want. If M is not always efficient, we get an infinite sequence of input
lengths on which large parameter queries are made. Here “large” means at least s, where
s is super-polylogarithmic in n, but still small enough so that the indirect diagonalization
helps us get circuit lower bounds in case M succeeds.
In fact, by using the paddability of SAT in our argument, we get not just an infinite
sequence of input lengths yielding large parameters, but a sequence of long intervals, within
which all input lengths yield large parameters. This will be important later, as the [12]
algorithm does not produce hard instances at a given input length, but rather at one of two
input lengths which are polynomially related.
The simulation M ′ will use a smaller parameter threshold s′, chosen so that s′ is
superpolylogarithmic in n, but also so that s is superpolynomial in s′. The simulation M ′
implements our initial idea: we answer queries with parameter at most s′ by brute force
search, and other queries by “yes”.
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Now either this simulation is correct on all but finitely many input lengths, or it fails on
infinitely many. If it is correct on all but finitely many input lengths, we can use indirect
diagonalization as before, but it is not clear how to use the failure on infinitely many, without
more structural information on where the failures occur.
So we argue instead as follows, using a notion of “robust simulation” introduced in [11].
If the simulation is correct, robustly often, than we can carry the indirect diagonalization
through. Otherwise, the simulation fails on at least one input length in every large enough
sequence of input lengths. Using the large stretches of input lengths with large parameters
from our first simulation, we get that there are infinitely many long sequences of input
lengths where the simulation M ′ fails and the corresponding parameters of queries are large.
Now we use the strategy of [12]. We use simulation M ′ itself to find a small set of inputs
on which M ′ fails, and on which the parameter of correctly produced queries is at least s.
M ′ will take time only exponential in s′, and since s is super-polynomial in s′, the time
taken to find this small set of inputs will be sub-exponential in s. By concatenating the
queries made on this small set of inputs, we get a hard truth table, and hence can arrive at
our desired conclusion.
There are numerous technical details which we have ignored in the above discussion, but
hopefully this description helps in understanding the proof of Theorem 2.
1.3 Related Work
As mentioned earlier in the Introduction, there have been several works in recent years
studying reductions to MCSP and their consequences. We briefly survey this work in the
context of our results. We focus on work that either shows interesting consequences of
hardness for MCSP under certain types of reductions, or unconditionally rules out hardness,
as this is closest in spirit to our work here.
Kabanets and Cai [18] defined natural m-reductions, and showed that NP-hardness of
MCSP under natural m-reductions implies super-polynomial circuit lower bounds for E.
Murray and Williams [21] showed unconditionally that MCSP is unconditionally not NP-
hard under very efficient local reductions where each output bit only depends on a limited
number of input bits. In fact, their technique even rules out P-hardness of MCSP under
local reductions. They also show that NP-hardness of MCSP under m-reductions (without
the “natural” constraint of [18]) implies EXP 6= ZPP. Hitchcock and Pavan showed that
NP-hardness of MCSP under general truth-table reductions implies EXP 6= ZPP. Allender,
Holden and Kabanets [7] consider the question of hardness for various oracle versions of
MCSP and show some unlikely consequences of hardness under efficient reductions when the
oracle is powerful.
The work that is closest to ours is that of Hirahara and Watanabe [16], who also consider
Turing-reductions to MCSP. They consider a kind of reduction they call “oracle-independent”,
and show that no language outside of P reduces to MCSP using an oracle-independent
reduction. However, there are examples of useful reductions known that are not oracle-
independent [6] 2. It is also shown in [16] that Turing-hardness of approximating the minimum
circuit size implies EXP 6= ZPP. We note that the hardness of approximation factors required
for this result are large - the assumption is that it is hard to approximate the logarithm of
the circuit size to within any constant factor. Moreover, [16] do not derive a circuit lower
bound from this assumption, but the weaker statement that EXP 6= ZPP.
2 On the other hand, we are not aware of any hardness results for MCSP using reductions that are not
natural.
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2 Preliminaries
2.1 Basic Notions
We refer to the book by Arora and Barak [9] for definitions of standard complexity classes.
Given a circuit class C, we use C[s(n)] to refer to the class of functions computed by
C-circuits of size s(n).
Given a language L ⊆ {0, 1}∗, co-L denotes the complement of L. Given language L and
n ∈ N, Ln is used to refer to L ∩ {0, 1}n.
Given a set S ⊆ N and languages L and L′, we say L agrees with L′ on S if for all n ∈ S,
Ln = L′n.
A time-constructible function T : N→ N is a function such that there is a Turing machine
transducer M , which for each n, on input 1n halts with output T (n) within O(T (n)) steps.
We need a generalization of the notion of robustly-often simulation from [11]. Given
g : N→ N, a set S ⊆ N is called g-robust if for each constant k, there is m ∈ N such that for
all n such that m ≤ n ≤ g(m)k, n ∈ S. Note that any g-robust set is also poly(g)-robust.
Given a function g, a language L and a complexity class C, we say L is g-robustly often
in C if there is L′ ∈ C for which there is a g-robust set S such that L agrees with L′ on S.
Given function g and complexity classes C and C′, we say that C is g-robustly often in C′ if
for all languages L ∈ C, L is g-robustly often in C′. We use the term “robustly often” as a
synonym for g-robustly often with g the identity function.
The proposition below is a parameterized version of Theorem 12 in [11].
I Proposition 3. Let T be a time-constructible function such that T (n) ≥ n for all n. If
SAT is T (poly(n))-robustly often in DTIME(T ), then Σ2P is robustly often in
DTIME(T (poly(T (poly(n)))).
The following is a simple application of standard diagonalization [13].
I Proposition 4. Let T be a time-construtible function such that T = o(2n). Then E is not
robustly often in DTIME(T ).
2.2 Resource-Bounded Kolmogorov Complexity
We study various notions of resource-bounded Kolmogorov complexity, and associated decision
problems.
Fix a universal Turing machine U . The Kt complexity of a string is defined as follows:
Kt(x) = min{|p|+ log(t)|U(p) halts and outputs x within t steps}.
In the MKtP problem, the instance is a string x together with a parameter s, and the
question is whether Kt(x) ≤ s.
It is known that MKtP is complete for E under polynomial-size truth-table reductions [2],
but completeness under uniform polynomial-time reductions is unknown.
In the MCSP problem, the instance is a string x together with a parameter s, and the
question is whether x is the truth table of a Boolean function with circuit complexity at
most s.
MCSP is easily seen to be in NP, but it is unknown whether MCSP is NP-hard. A
brute-force search strategy of trying all circuits C of size at most s and checking if any of
them computes the function with truth table x can easily be implemented to run in time
poly(|x|)sO(s).
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2.3 Reductions
We will work with constrained notions of polynomial-time Turing reduction.
I Definition 5. A polynomial-time Turing reduction from a language L to MCSP or MKtP
is called parametric honest if there is a constant ε > 0 such that for every x ∈ {0, 1}∗, every
query made by the reduction on x has parameter bounded below by |x|ε.
Note that parametric honesty is not implied by the standard notion of honesty for
polynomial-time reductions, which only requires the output length to be bounded below by
some polynomial in the input length. Implicit in the definition is that the lower bound on
parameters of queries is only required to hold when previous queries are answered correctly;
when queries are answered wrongly, “all bets are off”.
I Definition 6. A polynomial-time Turing reduction from a language L to MCSP or MKtP is
called natural if for any input x ∈ {0, 1}∗, the parameter of any query made by the reduction
on x depends only on |x|.
This notion of naturalness generalizes the notion used by Kabanets and Cai for m-
reductions to Turing reductions. In fact, it is slightly weaker than their notion when
restricted to m-reductions, since it does not constrain the length of the output, merely the
parameter. As with the definition of parametric honesty, the condition on parameters is only
required to hold when previous queries are answered correctly.
Naturalness is incomparable to parametric honesty - parametric honesty allows the
parameter to vary but restricts its range of variation, while naturalness allows the parameter
to have a large range of variation but insists that it is the same for all queries made on any
input of a given length.
3 Parametric Honest Reductions
Our first result unconditionally rules out hardness of MKtP for E under parametric honest
Turing reductions. For many results on hardness of MCSP and consequences thereof, MKtP
is a “test case” where analogous results can be shown unconditionally and where the ideas
are often simpler [8, 16].
I Theorem 7. MKtP is not hard for E under parametric honest Turing reductions.
Proof. Let L be a tally set that is in E but not in P. The existence of such a tally set L
follows by a standard diagonalization argument.
Now suppose, for the purpose of contradiction, that MKtP is hard for E under parametric
honest Turing reductions. This implies that there is an oracle Turing machine M running in
time at most cnk, where c and k ≥ 1 are constants, such that M decides L correctly with
oracle access to MKtP, and moreover there is a constant ε > 0 such that each query made
by M on an input of length n has parameter at least nε. We show how to use M to decide
L ∈ P, contrary to the assumption on L.
Consider the following polynomial-time machine A that attempts to decide L. Given
input 0n, A runs the oracle machine M , answering each query made by M with “yes”. When
the simulation of M is complete, A accepts iff M accepts. Since M is polynomial-time, so is
A. We show that A correctly decides L for large enough n.
Given input 0n,M makes some sequence of oracle queries q1, q2 . . . qt during the simulation
by A, where 0 ≤ t ≤ cnk. We show that for each i, qi has Kt complexity O(log(n)). Observe
that qi can be generated by the universal machine U implicit in the definition of Kt complexity
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in time poly(n) given descriptions of i, n and the oracle machine M : it simply needs to
run M on 0n answering the first i− 1 queries made by M with “yes”, and then output the
i’th query. The description length required is O(log(n)) since i ≤ cnk, and moreover the
time taken by U is polynomial in n, hence using the definition of Kt complexity, we have an
O(log(n)) upper bound on the Kt complexity of qi. Let C be a constant such that the Kt
complexity of each qi is bounded above by C log(n).
By the assumption that the reduction is parametric honest, the parameter of qi is at
least nε, which for large enough n is greater than C log(n). Hence for large enough n and
for each i, it follows that A’s assumed answer for the oracle query qi is correct for each i,
and hence that A outputs the same answer as M would given the true oracle MKtP. Since
M is an oracle Turing machine correctly implementing a reduction from L to MKtP, A is a
polynomial-time Turing machine correctly deciding L for large enough n, contradicting the
assumption on L. J
We now re-state and prove Theorem 1.
I Theorem 8. If MCSP is NP-hard under parametric honest Turing reductions, then E 6⊆
SIZE(poly).
Proof. Suppose that MCSP is NP-hard under parametric honest Turing reductions. Let M
be a polynomial-time oracle Turing reduction implementing a parametric honest reduction
from SAT to MCSP, and let ε be a constant such that the parameter of any query made by
M on any SAT instance of length x is bounded below by |x|ε.
Consider the following polynomial-time machine A which attempts to decide SAT. On an
input x of SAT, A runs the oracle Turing machine M . Assume wlog that all queries asked by
M have length a power of two - any queries for which this is not the case may be eliminated
by assuming the answer is ’no’. For every query asked by M with length a power of two,
A assumes the answer is “yes”, and continues the simulation of M . When the simulation
concludes, A accepts iff M accepts.
Clearly A runs in polynomial time. If A decides SAT correctly, then we have that NP = P.
Hence the Polynomial Hierarchy collapses to P. But this implies that E 6⊆ SIZE(poly); if the
contrary were true, then E would collapse to the Polynomial Hierarchy using the Karp-Lipton
theorem for E, and hence to P, contradicting the hierarchy theorem for deterministic time.
Suppose now that NP 6= P. In particular, this means that there are infinitely many
instances on which A does not decide SAT correctly. If not, we could hardcode the finitely
many instances on which A fails to compute SAT into a new polynomial-time machine A′
which runs in polynomial time and solves SAT correctly on all instances, contradicting the
assumption that NP 6= P.
Now, we can use the main result of Gutfreund, Shaltiel and Ta-Shma. They show that
if NP 6= P, then for any polynomial-time algorithm A that fails to compute SAT, there is
a polynomial-time Turing machine B and a constant d, such on input 1n, B outputs three
instances x1, x2, x3 each of length n or length nd such that for infinitely many n, A fails to
decide SAT correctly on at least one of these three instances.
We show how to use B to argue again that E 6⊆ SIZE(poly). Consider the three instances
x1, x2, x3 output by B on input 1n. For each i, 1 ≤ i ≤ 3, let Qi be the concatenation of all
queries made by M when M is simulated by A on input xi. Let Y be the concatenation of
Q1, Q2, Q3. Note that |Y | = poly(n), since M is a polynomial-time oracle Turing machine.
Also note that each query made by M on an input of length n has parameter at least nε,
by the parametric honesty of the reduction, as long as all previous queries were answered
correctly. Each such query was assumed by A to have a “yes” answer. It could not be the
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case that all such answers were correct for all queries made by M on inputs x1, x2, x3 - if
they were, then A would correctly solve SAT on x1, x2, x3, using the fact that M implements
a correct polynomial-time Turing reduction from SAT.
Thus we get that there is a first query made by M on one of x1, x2, x3 that has parameter
at least nε and is wrongly answered “yes”. Fix such a query y. Since M implements a Turing
reduction from SAT to MCSP, y is the truth table of a Boolean function on O(log(n)) bits
that requires circuits of size nε. We have that y is a substring of Y , hence Y must also
require circuits of size Ω(nε). We are using here the simple fact that if y is a substring (with
length a power of two) of the truth table Y of a Boolean function with circuits of size s, then
y is the truth table of a Boolean function with circuits of size O(s).
Hence, for infinitely many n, on input 1n, we can compute the truth table Y of a Boolean
function on O(log(n)) bits such that the function requires circuits of size nε, i.e., of exponental
size in the length of the input to the Boolean function. This implies E 6⊆ SIZE(poly). J
4 Natural Reductions
We require a technical lemma allowing us to use indirect diagonalization based on robustly-
often simulations.
I Lemma 9. Let T : N→ N be a time-constructible function such that T (poly(T (poly(n)))) =
o(2n). If SAT is T (poly(n))-robustly often in time T (n), then E 6⊆ SIZE(poly).
Proof. Suppose SAT is T (poly(n))-robustly often in time T (n). By Proposition 3, we have
that Σ2P is robustly often in time T (poly(T (poly(n)))). Assume for the sake of contradiction
that E ⊆ SIZE(poly). The Karp-Lipton theorem for E, credited to Meyer [19], implies that
E collapses to Σ2P. Note that if T is time-constructible, T ′ = T (poly(T (poly(n)))) is also
time-constructible. Thus we have that E is robustly often in time T ′ for a time-constructible
T ′ = o(2n), contradicting Proposition 4. J
We now re-state and prove Theorem 2. In the proof below, we use the fact that SAT
is paddable - there is a polynomial-time computable padding function f such that for each
x ∈ {0, 1}∗, and for each m ≥ |x|, |f(x, 1m)| = m and f(x, 1m) is in SAT iff x is in SAT.
Of course, this depends on the encoding of SAT, but it suffices for us that there is some
encoding for which paddability is true in the form above, and all other standard properties
of SAT continue to hold.
I Theorem 10. If MCSP is NP-hard under natural Turing-reductions, then E 6⊆ SIZE(poly)
Proof. Suppose that MCSP is NP-hard under natural Turing reductions. Let M be an oracle
Turing machine implementing a natural reduction from SAT to MCSP. By the definition of
natural reduction, this means that there is a function s : N→ N such that all queries of M
on input of size n for SAT have parameter s(n). If there are no queries that M makes on an
input of size n, we set s(n) = 0.
Let s1(n) = log(n)log log(n), and s2(n) = log(n)log log log(n). Moreover let r(n) = nlog(n).
We define two Turing machines M1 and M2 that attempt to decide SAT using the oracle
machine M .
Machine M1 operates as follows. On input x of size n, M1 computes strings x1 . . . xr(n)−n,
where xi = f(x, 1n+i). Here f is the padding function for SAT. Let x0 = x. M1 iteratively
does the following starting with i = 0. It simulates M on xi. If an oracle query is made with
parameter k, it checks if k is at most s1(n + i). Note that since M implements a natural
reduction, k = s(n+ i). If k is at most s1(n+ i), it solves the corresponding MCSP instance
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by brute force search in time at most poly(n + i)2s1(n+i)2 and continues the simulation.
Note that any succeeding queries must also have parameter at most s1(n+ i), therefore the
simulation continues to completion. M1 accepts iff M accepts. If no oracle queries are made,
then too the simulation continues to completion, and M1 returns the same answer as M .
In case the parameter k for a query is greater than s1(n + i), M1 increments i, and
repeats the process, as long as i ≤ r(n)− n. If i > r(n)− n, M1 simply runs the simulation
of M on x to completion, now answering all queries by brute-force search regardless of the
parameter size.
B Claim. Either SAT is decidable in time poly(r(n))2s1(r(n))2 , or there is an infinite sequence
of disjoint intervals Ij = [nj , n′j) of input lengths such that n′j = r(nj) for each j, and
moreover for each j, if n ∈ Ij , then s(n) > s1(n).
We establish the Claim. Suppose that SAT is not decidable in time poly(r(n))2s1(r(n))2 .
We argue that for any n0 ∈ N, there exists an input length n > n0 such that s(n) ≥ s1(n),
and moreover s(m) ≥ s1(m) for every n < m < r(n). Indeed, if this were not the case, for
every n > n0 one of the iterations of M1 would succeed for some i < r(n)−n, and this would
mean that the entire simulation would complete in time at most poly(r(n))2s1(r(n))2 . Note
that when the simulation completes, it does solve SAT correctly, as M is an oracle Turing
reduction correctly reducing SAT to MCSP, and any completing simulation uses correct
answers to oracle queries.
Now we pick the intervals Ij inductively as follows. Let n1 be the least integer such that
s(m) > s1(m) for every n1 ≤ m ≤ r(n1), and let n′1 = r(n1). Inductively, suppose we have
picked n1 . . . nj . We pick nj+1 to be the least integer such that nj+1 > r(nj), and moreover
s(m) > s1(m) for each nj+1 ≤ m ≤ r(nj+1). Such an integer exists by the argument of the
previous paragraph. Let n′j+1 = r(nj), and set Ij = [nj , n′j). This sequence of intervals is
clearly disjoint, and satisfies the property in the Claim.
The first disjunct of the Claim implies that E 6⊆ SIZE(poly), using Lemma 9 and the fact
that T (n) = poly(r(n))ns1(r(n)) is time-constructible and satisfies T (poly(T (poly(n)))) =
o(2n), for the given choice of r and s1. Hence, in the rest of our proof, we assume that the
second disjunct holds, i.e., that there is an infinite sequence of long intervals within which
each input length generates queries with a large parameter.
Now we define machine M2. On input x of length n, M2 uses M to try to solve the search
version of SAT, i.e., to find a satisfying assignment for x if one exists. M2 uses the standard
search-to-decision reduction for SAT based on self-reducibility, simulating M to answer any
decision questions as described below. In order to find a satisfying assignment for x, this
search-to-decision procedure might call the decision procedure for SAT on inputs x′ such that
|x′| < |x|; in such cases, M2 pads up x′ to length |x| by using the padding function f(x′, 1|x|)
and runs the simulation of M on f(x′, 1|x|). This guarantees that all inputs on which M
is run during the simulation have the same length. At the end of the search-to-decision
procedure, if a satisfying assignment is successfully found, M2 accepts, else it rejects.
Next we describe how M2 uses M to decide if an input is in SAT. M2 simulates the oracle
machine M on the input. If M asks a query with parameter greater than s2(n), M2 assumes
the answer is “yes” and continues the simulation. If M asks a query with parameter at most
s2(n), M2 solves the query by brute force search and continues the simulation. At the end of
the simulation, M2 accepts iff M accepts.
M2 always halts within time poly(n)2s2(n)
2 . Unlike machine M1, machine M2 is not
guaranteed to solve SAT correctly. However, since M2 has been modified to solve the search
version of SAT, the only way M2 can make a mistake on x is to answer “no” when the true
answer is “yes”. We will argue that whether or not M2 solves SAT correctly, circuit lower
bounds follow.
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We consider two cases. The first is that there is a 2s2(n)3 -robust set S on which M2 solves
SAT correctly. In this case, we can apply Lemma 9 with T (n) = poly(n)2s2(n)2 , noting that
T is time-constructible and that T (poly(n)) < 2s2(n)3 for large enough n. Thus we get that
E 6⊆ SIZE(poly) in this case.
The remaining case is that there is no 2s2(n)3-robust set S on which M2 solves SAT
correctly. In this case, we apply the main idea of [12], using in addition our assumption that
there is an infinite sequence {Ij} of disjoint intervals [nj , r(nj)) of input lengths such that
for each j and n ∈ [nj , r(nj)), we have that s(n) > s1(n).
If there is no 2s2(n)3-robust set S on which M2 solves SAT correctly, there must be a
constant k such that for each n, there is m < 2ks2(n)3 such that M2 fails to solve SAT
correctly on some input of length m. Now we use the existence of the sequence {Ij} of
intervals from the Claim. Since r(n) = nlog(n) is significantly larger than 2ks2(n)3 for large
enough n, it follows that there is an infinite sequence of input lengths {mi} such that the
following hold: (i) M2 fails to solve SAT correctly on some input x of length mi such that
M on input x asks a query with parameter at least s1(mi) (ii) For all input lengths m such
that mi ≤ m ≤ 2s2(mi)
4 , s(m) ≥ s1(m).
Now we apply the main idea of [12], by attempting to use the simulation M2 itself to find
a small set of inputs for which M2 fails to decide SAT correctly on at least one of these inputs.
We define a Turing machine A as follows. On input 1m, A formulates the question of whether
there is an instance of size m on which M2 fails to solve SAT correctly and asks a query with
parameter at least s2(m) as an instance y of SAT. Since M2 runs in time poly(n)2s2(n)
2 ,
such an instance y of size at most 2s2(m)3 for large enough m can be computed in time at
most 2s2(m)3 . A then runs M2 on y to find a satisfying assignment for y, as in the proof
of the main result of [12]. For all m = mi for some i, either A succeeds, in which case it
finds an instance x of length m on which M2 fails, or it finds a set of at most three instances
y1, y2, y3 such that |yj | = |y| for each 1 ≤ j ≤ 3, and M2 fails on at least one of these three
instances. Note that by item (ii) in the para above, in the first case x must ask some query
with parameter at least s1(m) that is answered wrongly, and in the second case, one of
y1, y2, y3 must ask some query with parameter at least s1(|y|) that is answered wrongly. In
either case, a wrongly answered query must be the truth table of a hard function. In the
first case, we have that the concatenation Zi of all queries asked by x is the truth table of a
function on O(log(m)) input bits that does not have circuits of size s1(m), and in the second
case we have that the concatenation Zi of all queries asked by y1, y2, y3 must be the truth
table of a function on O(log(|y|)) input bits that does not have circuits of size s1(|y|). A
outputs Zi.
In either case, A runs in time poly(|Zi|)2s2(|Zi|)
3 and outputs a string Zi that does not
have circuits of size s1(|Zi|). Since s2(|Z|) = s1(|Z|)o(1), this implies that E 6⊆ SIZE(poly). J
5 Open Problems
The main open problem is to derive circuit lower bounds from unrestricted Turing reductions
from SAT to MCSP. One obstacle here is that we don’t we know that MKtP is not hard for
E under Turing reductions - this is a potentially simpler “test case” that could be indicative.
We note that [16] have shown that a gap version of MKtP is not hard for E, when the gap
between the upper and lower thresholds for Kt-complexity is ω(log(n)).
An easier problem is to derive circuit lower bounds from unrestricted many-one reductions
from SAT to MCSP. Even this is unknown, though we do know that such reductions imply
EXP 6= ZPP [21, 17].
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