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ABSTRACT
Using hydrodynamical simulations coupled to a radiative transfer code, we study the
additional heating effects in the intergalactic medium (IGM) produced by z ∼ 6 quasars in
their near-zones. If helium is predominantly in He II to begin with, both normalization (T0)
and slope (γ) of the IGM effective equation-of-state get modified by the excess ionization
from the quasars. Using the available constraints on T0 at z ∼ 6, we discuss implications
for the nature and epoch of H I and He II reionization. We study the extent of the He III
region as a function of quasar age and show, for a typical inferred age of z ∼ 6 quasars (i.e.
∼ 108 yrs), it extends up to 80% of the H I proximity region. For these long lifetimes, the
heating effects can be detected even when all the H I lines from the proximity region are used.
Using the flux and curvature probability distribution functions (PDFs), we study the statistical
detectability of heating effects as a function of initial physical conditions in the IGM. For the
present sample size, cosmic variance dominates the flux PDF. The curvature statistics is more
suited to capturing the heating effects beyond the cosmic variance, even if the sample size is
half of what is presently available.
Key words: dark ages, reionization, first stars - intergalactic medium - quasars : absorption
lines
1 INTRODUCTION
Unravelling the process of reionization, which signals the end of
the ‘dark ages’ of our universe, is one of the current challenges
of observational and theoretical cosmology. Two major milestones
in the reionization history of the universe are those of hydro-
gen (H I) and singly ionized helium (He II). Study of the evo-
lution of hydrogen reionization combines observational evidences
from various sources; optical probes include the Gunn-Peterson ab-
sorption troughs (Gunn & Peterson 1965) in the spectra of high-
redshift bright sources such as (a) quasars (Fan, Carilli & Keating
2006; Willott et al. 2007; Mortlock et al. 2011), (b) Lyman-α
emitters (Kashikawa et al. 2006; Stark et al. 2007; Ouchi et al.
2010; Nakamura et al. 2011) and (c) γ-ray bursts (GRBs;
Totani et al. 2006; Kistler et al. 2009; Ishida, de Souza & Ferrara
2011; Robertson & Ellis 2012). The Thomson scattering optical
depth measurements from the Cosmic Microwave Background
(CMB) temperature and polarization power spectra are consistent
with an instantaneous reionization at redshift z ∼ 11 (Larson et al.
2011; Planck Collaboration et al. 2013; Komatsu et al. 2011),
which may be interpreted as an estimate of the mean reioniza-
tion redshift. At radio frequencies, the redshifted 21-cm hyper-
fine line of neutral hydrogen promises a unique three-dimensional
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mapping of the epoch of reionization (EoR) of hydrogen (for a
review, see Furlanetto, Oh & Briggs 2006). All the available ob-
servations at present are consistent with an extended H I reion-
ization history that probably began at z ∼ 15 and ended
around z ∼ 6 (Wyithe & Loeb 2003; Choudhury & Ferrara 2005,
2006; Pritchard & Loeb 2010; Pritchard, Loeb & Wyithe 2010;
Mitra, Choudhury & Ferrara 2011, 2012).
The current observational probes of He II reionization
include measuring the Gunn-Peterson absorption troughs in
the He II Lyman-α forest (Jakobsen et al. 1994; Zheng et al.
2004; Reimers et al. 2005; Shull et al. 2010; Worseck et al. 2011;
Syphers & Shull 2014). These observations suggest that the EoR
of He II is close to z ∼ 2.7. The reionization of He II also leaves
a thermal imprint on the hydrogen Lyman-α forest due to the ad-
ditional heating effect on the velocity widths of the Lyman-α lines
(Hui & Gnedin 1997). The thermal evolution of the intergalactic
medium (IGM) from 2 ≤ z ≤ 4.8 has been probed using the ob-
servations of the Lyman-α forest (Ricotti, Gnedin & Shull 2000;
Schaye et al. 2000; McDonald et al. 2001). The velocity widths of
the hydrogen Lyman-α forest lines seem to exhibit a sudden in-
crease between redshifts z ∼ 3.5 and 3, which may represent
evidence for the reionization of He II. The inferred temperature
measurements, taken in conjunction with the adiabatic cooling ex-
pected to occur after the reionization of hydrogen, also constrain
the EoR of hydrogen to below z ∼ 9 (Theuns et al. 2002). Re-
cently, Becker et al. (2011) reported measurements of the IGM
temperature from 2 ≤ z ≤ 4.8 using the curvature statistic to
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quantify the temperature; their observations indicated gradual heat-
ing of the IGM from z ∼ 4.4 towards lower redshifts, in contrast
to the adiabatic cooling expected in single-step models of reioniza-
tion. These measurements are consistent with an extended epoch
of He II reionization starting probably at z & 4.4 and terminating
around z ∼ 3.
Helium is expected to be singly ionized around the same
time as the hydrogen gets ionized, and first-generation galaxies
are believed to be the likely sources for completion of hydro-
gen and He I reionization. In the single-step model of reioniza-
tion, it is believed that massive, metal-free Population III stars
(Oh et al. 2001; Venkatesan, Tumlinson & Shull 2003) may have
provided the hard photons required for He II reionization. In this
model, a population of metal-free (Pop III) stars are required at
redshifts z > 6 to reionize both H I and He II. In the ab-
sence of a strong ionizing background for He II, it may recom-
bine and hence to be reionized again at a lower redshift. There-
fore, probes of intergalactic He II are important for understanding
the role of Population III stars in the early reionization of He II
and setting up a He II ionizing background prior to the quasar
era (i.e. z ∼ 6). Recently, there are indications of the presence
of Population III stars even as late as z ∼ 3 possibly due to
inefficient transport of heavy elements and/or poor mixing that
leave pockets of pristine gas even in chemically evolved galaxies
(Jimenez & Haiman 2006; Tornatore, Ferrara & Schneider 2007;
Inoue et al. 2011; Cassata et al. 2013). If, on the other hand, reion-
ization took place as a two-step process (hydrogen first and He II
later), quasars1 are believed to be the most likely candidates for
reionization of He II since their spectra are sufficiently hard. How-
ever, the number density of bright quasars peaks at z ∼ 2− 3 and
decreases rapidly above z ∼ 4 (Assef et al. 2011; Masters et al.
2012). Hence, in the two-step model of reionization, the final stages
of He II reionization are expected to coincide with the peak of the
quasar activity at z ∼ 2− 3.
Quasar proximity zones2, where the excess ionization by the
quasar allows the measurement of the velocity width of the Lyman-
α line, have been used to probe the thermal state of the IGM at
z ∼ 6 (Bolton et al. 2010). This, in turn, can be used to probe
the role of quasars in He II reionization. The IGM temperature
in the near-zone3 is influenced by both the existing background
radiation as well as the additional radiation from the quasar it-
self. A first measurement of the near-zone temperature around a
quasar at redshift 6 has been reported in Bolton et al. (2010) us-
ing Keck/HIRES data in combination with hydrodynamical sim-
ulations. Recently, an additional source of heating has been ob-
served in the ionized near-zones of high-redshift quasars at z ∼ 6,
which is attributed (Bolton et al. 2012) to the initial stages of he-
lium reionization around that redshift, since the excess heating can
be easily accounted for if the He II is ionized by the quasar. The
inferred excess temperature in the quasar near-zone can be used to
1 Strictly speaking, the term ‘quasar’ is reserved for describing radio-loud
quasi-stellar objects. However, as frequently done in the literature, we will
use the term ‘quasars’ in this paper to indicate quasi-stellar objects, irre-
spective of their radio properties.
2 Here, and in what follows, the term “proximity zone” or “H I proximity
zone” describes the region in the vicinity of the quasar where the ionizing
flux from the quasar dominates the background flux.
3 Here, and in what follows, the term “near zone” refers to the region in the
vicinity of the quasar within the He III ionization front, where the heating
effects are significant.
place constraints on the epoch of H I reionization (see, for example,
Ciardi et al. 2012; Raskutti et al. 2012).
In this paper, we explore several aspects of the additional heat-
ing effect in the near-zones of quasars at z ∼ 6 using the results of
high-resolution hydrodynamical (SPH) simulations with GADGET-
2 (Springel 2005), and the ionization correction done using a 1D
radiative transfer code which we have developed. The gas temper-
ature in the general IGM is given by the assumed equation of state
(Hui & Gnedin 1997) and computed self-consistently for the near-
zone of the quasar. We first validate our simulations by comput-
ing the additional temperature in the near zone for different initial
equations of state of the general IGM, and different assumed val-
ues of the He II fraction prior to the active quasar phase. We obtain
the expected relationship between the excess temperature and the
initial He II fraction in the quasar near-zone, and also find a con-
nection between the magnitude of the steepening of the equation
of state and the initial He II fraction. We then use our simulation
results to measure the size of the region in the near-zone heated
by the quasar in comparison to the H I proximity zone, as a func-
tion of the age of the quasar. We also validate the usage of the flux
and curvature statistics to measure the increased temperature in the
near-zone of the quasar, and, in particular, address the effect of cos-
mic variance. For the flux statistics tests, we employ a number of
pixels typical of the sample sizes in available observations of quasar
near-zones at redshifts ∼ 6. Using the Kolmogorov-Smirnov (KS)
statistic to quantify the effect of the additional heating, and examin-
ing its variation with the parameters of the equation of state, T0 and
γ, we establish the connection between the thermal evolution of the
IGM following the reionization of hydrogen, and the detectability
of the additional heating in the quasar near-zone. We also consider
the possible dependence of the detectability of the additional heat-
ing effect on the assumed values of the background (metagalactic)
photoionization rate of He II, which translates into varying the He II
fraction in the near-zone of the quasar. This allows a connection to
the effect of Population III stars on reionizing He II at redshifts
z > 6 (which constrains the initial He II fraction in the quasar
near-zone) in single-step reionization scenarios.
The paper is organized as follows: In Sec. 2, we describe our
hydrodynamical simulations and the numerical formalism for ob-
taining the simulated spectra in the quasar near-zone. In Sec. 3, we
provide a validation of our simulations by computing the excess
temperature in the quasar near-zone for different values of the equa-
tion of state normalization, and the initial He II fraction, with com-
parison to the measured average temperature (Bolton et al. 2012)
in seven quasar near-zones at redshift ∼ 6. We also describe the
modification to the initial equation of state of the IGM due to the
additional heating, and its dependence on the initial He II fraction
in the quasar near-zone. In Sec. 4, we describe the results obtained
from our calculations as regards (a) the extent of the region around
the quasar within which the additional heating is expected to con-
tribute significantly, (b) the dependence of the additional heating
effect in the near-zone on the initial equation of state of the IGM,
quantified by the flux and curvature statistics, and (c) the depen-
dence of the heating effect on the initial He II fraction in the near-
zone, which is related to the single-step reionization by Popula-
tion III stars. We then summarize our findings in a brief concluding
section. Throughout this article, we assume the cosmological pa-
rameters Ωm = 0.26, ΩΛ = 0.74, Ωbh2 = 0.024, h = 0.72,
σ8 = 0.85, and ns = 0.95, which are consistent with the third-
year WMAP and Lyman-α forest data (Seljak, Slosar & McDonald
2006; Viel, Haehnelt & Lewis 2006). The helium fraction by mass
is taken to be 0.24 (Olive & Skillman 2004).
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2 BRIEF DESCRIPTION OF NUMERICAL STUDY
2.1 Hydrodynamical simulations and simulated spectra
We perform cosmological hydrodynamical simulations using the
parallel smoothed-particle hydrodynamics (SPH) code GADGET-
2 (Springel 2005). We use two sets of simulations in this work:
the lower resolution simulation contains 2563 each of gas and dark
matter particles in a periodic box of size 60h−1 comoving Mpc, and
the high resolution simulation contains 5123 each of gas and dark
matter particles in a periodic box of size 10h−1 comoving Mpc. In
both cases, the gravitational softening length is 1/30th of the mean
interparticle spacing, and initial conditions are generated following
the transfer function of Eisenstein and Hu (Eisenstein & Hu 1999).
Both sets of simulations are started at z = 99. Output baryonic
density and velocity fields are generated at redshift z ∼ 6.
Recently, it has been shown that when AGN feedback ef-
fects are taken into account in simulations, one finds that quasar
host galaxies at redshifts ∼ 6 are not ‘special’ (Fanidakis et al.
2013). It is now recognized that the existence of overdensities in
the quasar near-zone can influence the background H I photoioniza-
tion rate measurements using the proximity effect (Rollinde et al.
2005; Guimara˜es et al. 2007; Faucher-Gigue`re et al. 2008), but the
thermal effects of choosing the quasar in a random position as com-
pared to locating them in a high density environment may be minor
(Raskutti et al. 2012, see Section 4.3 of the paper). Observationally,
Willott et al. (2005) find no evidence of an overdensity of i-dropout
galaxies around three z ∼ 6 quasars, Kim et al. (2009) find only
two out of five quasar fields showing any evidence of overdensity,
and Ban˜ados et al. (2013), studying the environment of a redshift
5.72 quasar, find no enhancement of Lyman-α emitters in the sur-
roundings, compared to the blank fields. For most part of this work,
we make the implicit assumption that quasars are not “special” and
hence do not arise preferentially in biased regions. However, we
come back to this point and provide a qualitative discussion of the
effects of locating the quasars in biased regions, in Sec. 4.4.
Lines of sight are extracted randomly in each simulation box
at redshift 6, and the density and velocity fields along each line-of-
sight is obtained. From the density grid of baryons in the simulation
box, we compute the (physical) number densities of hydrogen and
helium, nH and nHe (assuming the mass fraction Y = 0.24 of he-
lium) and then solve the equilibrium photoionization equations for
H I, He I and He II. Here, we explicitly assume that the universe is
already reionized and the IGM, assumed to be optically thin, is in
photoionization equilibrium with the background. The background
ionizing radiation is assumed to follow the optically thin photoion-
ization rates of hydrogen and helium as predicted by the “quasars
+ galaxies” Haardt-Madau background at redshift ∼ 6, i.e. Table 3
of Haardt & Madau (2012). The value of the background H I pho-
toionization rate considered here is consistent at the 1σ level with
the results of the simulations of Bolton & Haehnelt (2007b) and
the observations of quasar proximity zone sizes in Wyithe & Bolton
(2011). It is slightly higher than the value (1.57±0.62)×10−13s−1,
measured by Calverley et al. (2011) using quasar proximity effects.
The background He II photoionization rate, ΓbgHeII, is known to have
large fluctuations even at z ∼ 3 due to the small number of ionizing
sources within the characteristic mean free path of ionizing photons
(see, for example, Fardal, Giroux & Shull 1998; Furlanetto 2009;
Khaire & Srianand 2013). At z ∼ 6, this effect is expected to be
severe, and the ΓbgHeII we use is very small and should be treated
as representative only. Later, we study the effect of varying this
parameter on the results obtained.
In the absence of additional radiation from the quasars, we as-
sign the gas temperature to each pixel by using the equation of state
of the photoionized IGM (Hui & Gnedin 1997) with the normaliza-
tion temperature T0 = 104 K, and the slope γ = 1.3. In principle,
T0 and γ at a given epoch can be fixed by comparing model predic-
tions with observations. Later, we also explore some models with
physically motivated ranges in T0 and γ and draw conclusions re-
garding the epoch of H I reionization.
We now evolve of temperatures and ion densities of hydro-
gen and helium (caused by ionization due to the quasar as well as
the metagalactic background) along a line of sight with the quasar
placed at the first gridpoint. The four parameters, the temperature
(obtained by using the equation of state) and the ion densities of H I,
He II and He III (obtained under the equilibrium conditions with
the photoionization rates from the background, i.e. without contri-
bution from the quasar) are incorporated as initial conditions. The
luminosity of the quasar at the Lyman edge, LHI, is computed from
the magnitude MAB = −26.67 at 1450 A˚ (a typical magnitude for
a luminous quasar at redshift ∼ 6). We assume the broken power
law spectral index of fν ∝ ν−0.5, 1050 A˚ < λ < 1450 A˚, and
fν ∝ ν−1.5 for λ < 1050 A˚. Hence, for the frequencies of interest,
fν ∝ ν−αs where αs = 1.5; the assumed spectral index is consis-
tent with the inferred measurements (Wyithe & Bolton 2011) from
observations of high-redshift quasar proximity zone sizes. These
parameters are then used to derive the quasar contribution to the
photoionization rates for H I, He I and He II respectively.
Since hydrogen is assumed to be highly ionized prior to the
quasar being ‘switched on’, the H I ionization front from the quasar
travels effectively at the speed of light. The region in the vicinity of
the quasar in which the additional heating effects are expected to be
significant may be characterized by the extent of the He III region.
To calculate the extent of this region, we track the location of the
He II ionization front. To do this, we use the relativistic equation of
propagation of the ionization front modified to include the effects
of optical depth:
dR
dt
= c
(
N˙eff − 4piR3nHeIIIneαHeIII/3
N˙eff + 4piR2fHeIInHec− 4piR3nHeIIIneαHeIII/3
)
(1)
where N˙eff = N˙e−τHeII with N˙ being the rate of production of
He II-ionizing photons, and τ being the optical depth at the He II
edge at the distance R. The above equation is analogous to that
used by Icke (1979) for the case of stellar Stromgren spheres, in
which the optical depth effects are incorporated. Using the above
equation, we can compute the time required by the He II front to
reach a particular gridpoint under consideration. We can also com-
pute the distance R reached by the front after a time tQ, where tQ
is the lifetime of the quasar. This distance RHe = R(t = tQ) is
defined to be the location of the He II ionization front (or radius
of the He III ionized sphere) at the end of the quasar lifetime. We
use this distance RHe to quantify the extent of the region in which
additional heating effects are expected to be important, later in Sec.
4.1.
Our numerical procedure is described in detail in Appendix
A. For the evolution of the species densities and temperatures, we
closely follow Bolton & Haehnelt (2007a). The radiative transfer
implementation differs from Bolton & Haehnelt (2007a) as regards
the tracking of the ionization front. We have validated the front
locations and speeds with Fig. 5 of McQuinn (2012), and the effect
of the front propagation on the size of the near-zones is described
in Sec. 4.1.
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2.2 Profile generation and statistics
We define the redshift grid along a line-of sight, using:
x(z) =
∫ z
0
dH(z
′)dz′ (2)
where dH(z) = c(a˙/a)−1 is the Hubble distance and a is the
scale factor. Once we know the ion densities and gas temperatures
at each pixel, following Choudhury, Srianand & Padmanabhan
(2001), the Lyman−α optical depth due to hydrogen at every red-
shift z0 can be computed as:
τα(z0) =
cIα√
pi
∫
dx
nHI(x, z(x))
b[x, z(x)][1 + z(x)]
× V
{
α,
c[z(x)− z0]
b[x, z(x)](1 + z0)
+
v[x, z(x)]
b[x, z(x)]
}
(3)
where b[x, z(x)] =
√
2kBT [x, z(x)]/mH is the thermal b-
parameter for hydrogen, V is the Voigt profile function, in which
the damping coefficient is 6.265×108s−1, and Iα = 4.48×10−18
cm2 is related to the absorption cross-section σα for the Lyman-α
photons:
σα(ν) =
cIα
b
√
pi
V
[
α,
c(ν − να)
bνα
]
(4)
where να is the hydrogen Lyman-α frequency which corresponds
to the wavelength 1215.67 A˚. Using the above expression for the
Lyman-α optical depth, the simulated spectra are generated using
F = exp(−τα) for the flux F at each pixel.4 We mimic the noise
by adding Gaussian distributed noise having a signal-to-noise ratio
(SNR) 21, equal to a typical SNR achieved for for z ∼ 6 quasars
with available instruments. We generate spectra for a number of
such lines of sight for the statistical analyses. We consider two
statistical indicators of the effect of the additional heating in this
work : (a) the flux PDF statistics and (b) the curvature statistics.
Note that Bolton et al. (2012) have used the cumulative distribu-
tion of velocity widths of Lyman-α lines obtained with Voigt pro-
file fitting, to measure the temperature. However, unlike in the case
of low redshift Lyman-α forest absorption, one will not be able
to use higher Lyman-series lines to constrain the number of Voigt
profile components. Hence, the derived b-distribution need not be
well constrained. Therefore, in the present analysis, we explore the
possibility of using the curvature statistics, that does not involve
Voigt profile decomposition, to quantify the detectability of addi-
tional heating. Section 4.2 contains detailed descriptions of the flux
and curvature statistics used to investigate the heating effect.
3 EXCESS HEATING IN THE QUASAR NEAR-ZONES
In this section, we describe a validation of the numerical procedure
by computing the additional heating effect and comparing it to the
measured value of the average excess temperature in the near-zones
of quasars in Bolton et al. (2012). In particular, we investigate the
effects of varying the normalization of the initial equation of state,
and also the He II fraction in the vicinity of the quasar before the
quasar is switched on. We explore how the combination of these
parameters may be used to place possible constraints on the redshift
4 Though we do not convolve the spectra with instrumental broadening,
this effect is expected to be negligible as compared to the thermal broaden-
ing effect which we are interested in.
of H I reionization as well as single-step reionization models where
He II is also ionized by massive stars.
For this purpose, we employ the results of the 5123, 10h−1
comoving Mpc box simulation with the quasar having a luminosity
correponding to MAB = −26.67 at 1450 A˚, and a lifetime of 100
Myr. The initial equation of state parameters and the background
photoionization rates are varied and the resulting final values of
temperature as a function of (1 + δ), where, δ is the overdensity,
are computed.
3.1 Modifications to equation of state
In Fig. 1, we have plotted the T − (1 + δ) relation prior to and
after additional heating by the quasar. We have chosen three dif-
ferent normalizations of the initial equation of state: T0 = 8000,
10000 and 12000 K, keeping the slope γ = 1.3 fixed. The range
in δ plotted is from low to mildly nonlinear overdensities, and is
representative of the range that contributes significantly to the inter-
galactic Lyman-α absorption seen in quasar spectra. For each value
of T0 considered, the parameter ΓbgHeII is varied from 10
4 HM12 to
HM12, where HM12( = 4.42×10−19s−1) is the value of the back-
ground He II photoionization rate computed by Haardt & Madau
(2012). This is equivalent to varying the initial He II fraction in the
vicinity of the quasar from xHeII ∼ 0.05 to xHeII ∼ 1. We first
describe the basic trends which are apparent in all the figures:
(a) For all values of ΓbgHeII under consideration, there is an
increase in the temperature. When ΓbgHeII is higher (i.e. the initial
xHeII is close to 0.05), the temperature enhancement is less. Also,
irrespective of ΓbgHeII, the heated ‘equations of state’ approach each
other at high densities where the effects of recombination keep the
He II fraction high, and hence the gas is heated to a higher tem-
perature. Therefore, for higher ΓbgHeII, the measured value of γ also
becomes large (the “heated” equation of state acquires a steeper
slope).
(b) When ΓbgHeII is very small (i.e. the initial xHeII is close to
1), there is a uniform rise in temperature over the whole range of
δ under consideration, i.e. we find a δ-independent heating. This
leads to the equation of state being shifted upward (i.e. only en-
hancement in T0) with a negligible change in the slope. If indeed
a major part of He II is ionized at z ∼ 6 by the quasars, then our
findings suggest that the H I gas will still have some memory of the
H I reionization.
To summarize, there are two simultaneous trends which occur
in the equation of state due to the decrease in xHeII: (a) a decrease
in the normalization shift, and (b) an increase in the slope. We now
consider these two trends separately, i.e. we explore the individual
change in the parameters T0 and γ (∆T0 and ∆γ) when the value
of xHeII is changed.
For each initial value of T0 (8000 K, 10000 K and 12000 K),
we plot the change in temperature at the mean density, ∆T0 against
xHeII for the five different values of xHeII under consideration. This
is shown in Fig. 2. It can be seen that ∆T0 ∝ xHeII for all values of
the initial T0. This is in line with the analytic formulation provided
in Furlanetto & Oh (2008) where it is argued that ∆T ∝ xHeII
(initial), where ∆T is the difference between the initial and heated
temperatures. If we consider a fixed value of xHeII, for a higher
initial T0, the value of the ∆T0 is lower. This, again, is consistent
with our previous findings that regions which are already ‘heated’
can be additionally heated only to a limited extent.
We now investigate the corresponding relationship for the case
of the change in γ, i.e the ∆γ − xHeII relation. For this, we plot
the difference ∆γ between the slopes of the ‘heated’ and ‘initial’
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. The initial equation of state and the effect of the additional heating for different values of the background metagalactic photoionization rate, ΓbgHeII
(in s−1). The normalization of the equation of state, T0 is varied from 8000 - 12000 K. For each value of T0, ΓbgHeII is varied from 104 HM12 to HM12, where
HM12 is the Haardt-Madau background photoionization rate. This is equivalent to varying the initial He II fraction in the quasar vicinity from xHeII ∼ 0.05
to xHeII ∼ 1. In each figure, the asterisk with the error bar shows the measured average temperature in the near-zones of the seven redshift ∼ 6 quasars
considered in Bolton et al. (2012).
equations of state, against xHeII, for the five different values of
xHeII under consideration. This is done for each initial value of T0
(8000 K, 10000 K and 12000 K). The results are shown in Fig. 3.
As expected, there is negligible change in γ when the He II frac-
tion is close to 1. We also note that for a fixed value of xHeII, the
value of ∆γ is higher when the initial T0 is lower. However, we
see that the value of ∆γ reaches a maximum of about 0.1 at the
lowest He II fraction and initial T0 that we consider. The reason
for this flattening is as follows: At high enough densities, all the
curves in Fig. 1 are constrained to follow the top curve due to re-
combination effects. At lower values of density, each curve in Fig.
1 is shifted upward with respect to the initial equation of state, and
the magnitude of this shift increases with increase in the value of
xHeII. However, for low enough values of xHeII, both the ‘right
top point’ (which is constrained due to recombination effects) and
the ‘left bottom point’ (which is anchored close to the initial equa-
tion of state) are asymptotically fixed. This brings the slope to a
near-saturation, which leads to the flattening out of ∆γ. The max-
imum change in slope is greater if the shift in the overall normal-
ization is higher, which happens if the initial T0 is lower. Hence,
the maximum value of ∆γ decreases with increase in the initial T0,
as we see in Fig. 3. Our ∆γ − xHeII relation above is analogous
to the ∆T − xHeII noted in the literature. We infer that the value
∆γ ∼ 0.1 is representative of the maximum increase in the slope
of the equation of state that may be achieved in physically feasible
reionization scenarios.
We speculate that the shifting upwards of the equation of state
(which arises when the initial xHeII values are high), may be eas-
ier to detect observationally than the (maximum) slope change of
. 0.1 (which occurs when the initial xHeII values are low). This
also depends on how sensitive the statistical test used for distin-
guishability, is to the steepness of the equation of state, as com-
pared to how sensitive it is to an overall increase in normalization.
We will find, in the subsequent sections, that the curvature statistic
is more sensitive to the expected shift ∆T0 ∼ 1000−5000 K in the
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Figure 2. The variation of ∆T0 with the initial xHeII. The relationship
is linear, with the ∆T at a fixed xHeII increasing with decrease in initial
temperature.
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Figure 3. The variation of ∆γ with the initial xHeII. The ∆γ at a fixed
xHeII increases with decrease in initial temperature, but reaches a maxi-
mum of about 0.1 at the lowest He II fractions under consideration.
normalization of the equation of state, than to the expected change
. 0.1 in its slope.
3.2 Implications of temperature measurements
We now compare the results of our simulations with the available
observations. At present, with a limited number of z ∼ 6 quasars
that are observed at high spectral resolution, constraints on the
slope of the equation of state may be difficult. However, T0 can
be measured (see Bolton et al. 2012). In what follows, we try to
get constraints on the ΓbgHeII using the available T0 measurements.
The measured average temperature (log T (in K) = 4.21+0.06−0.07) in
quasar near-zones at redshift ∼ 6 (Bolton et al. 2012) is indicated
by the asterisk with error bar in each plot of Fig. 1. We note the
following:
(a) If the initial equation of state has T0 = 8000 K (a lower
initial temperature), then the temperatures are lower than the 1σ
lower bound on the measurement for all the ΓbgHeII values under
consideration. Thus it may be possible to rule out the correspond-
ing reionization histories leading to this temperature prior to the
switching on of the quasar. The temperature T0 = 8000 K arises,
for example, if we assume the instantaneous reionization followed
by adiabatic cooling and compression, when the redshift of reion-
ization of hydrogen is at zre = 11 with its associated temperature
being Tre ∼ 25000 K.
(b) However, if the initial T0 = 10000 K, then the ΓbgHeII is
constrained to . 10−18 s−1, which corresponds to xHeII & 0.96,
in order to be consistent with the measurements. The value of T0 =
10000 K is, in turn consistent, with the reionization of H I at zre =
11 and Tre ∼ 30000 K. These are physically acceptable redshifts
and temperatures of H I reionization.
(c) If the initial equation of state, on the other hand, has T0 =
12000 K (a higher initial temperature), then the ΓbgHeII value is con-
strained to . 10−16 s−1 , which corresponds to xHeII & 0.26, in
order to be consistent with the measured temperature. The values
of the initial T0 = 12000 K and γ = 1.3 are difficult to reproduce
with simple reionization models involving only adiabatic cooling
and compression, but may arise in more complex models involving
external sources of heating etc. In this case, the temperature mea-
surement may be consistent with single-step models of reioniza-
tion. It is to be noted that the additional heating effect is smaller for
the case of higher initial T0 than for the lower case. This leads to the
curves being closer to each other in the bottom panel of Figure 1.
In fact, this effect can be quantified using the curvature statistics by
performing a Kolmogorov-Smirnov test between the ‘initial’ and
‘heated’ spectra, which we do and describe further in Section 4.2.
In this way, the exercise presented above validates our proce-
dure and also captures the dependence of the heating to (a) T0,
which connects up the heating effect to the epoch of hydrogen
reionization in two-step models, and (b) ΓbgHeII, which connects to
the possibility of single-step reionization of both H I and He II. In
any case, the prevalence of sufficiently hard sources at high red-
shifts substantially increases the ΓbgHeII value and hence affects the
temperature in the near-zone. In the following sections, we quan-
tify each of these effects, and also relate them to the detectability
of the additional heating using statistical analyses.
4 RESULTS
In the previous section, we have described in detail the modifica-
tions to the equation of state that occur due to the effect of the
additional heating. We have also investigated the implications of
the measured temperature in the near-zones of the quasars on the
values of the various parameters of the IGM at that epoch. These
point to constraints on both, the epoch of reionization of H I as
well as single-step models of reionization. In the present section,
we shall describe the main results of our simulations with respect
to : (a) the relative extent of the He-heated region around quasars,
compared to the H I proximity zone, as a function of the age of
the quasar, (b) the detectability of the additional heating effects as
quantified by the flux and curvature statistics, and (c) implications
for the detectability of additional heating in single-step reionization
scenarios.
4.1 Extent of additional heating around quasars
As the Lyman−α absorption from the general IGM at redshift 6
is optically thick, a profile analysis to estimate the gas temperature
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can be performed only in the quasar’s proximity zone. In this zone,
the H I gas is highly ionized due to the excess ionization from the
quasar. However, the fraction of this gas which is influenced by ad-
ditional heat from the He II ionization by the quasar depends on
where the He II front is located. This depends both on the quasar
lifetime tQ, as well as the line-of-sight optical depth for the He II
ionizing photons. If the He III front does not reach the edge of the
H I proximity zone for some reason, it would lead to dilution in the
statistical tests to measure excess temperature. In order to provide
estimates on the front location and the H I proximity zone, a larger
box-size (which includes these regions which are typically of the
order of 8-9 proper Mpc) is required. Therefore, in this section, we
address this issue using the lower resolution 2563, 60h−1 comov-
ing Mpc box simulation with the initial equation of state having
T0 = 10
4 K, γ = 1.3, and the quasar luminosity corresponding to
MAB = −26.67 at 1450 A˚.
Using Eq. (1), the equation of propagation of the He II ioniza-
tion front that takes into account optical depth effects, we calculate
the location RHe = R(tQ) of the front at the end of the quasar
lifetime tQ. The He II front location is computed for 50 random
lines-of-sight extracted in the simulation box. We repeat the com-
putation for two different values of tQ, 10 Myr and 100 Myr5, and
the results are plotted in Fig. 4. It can be seen that the extent of the
He III region (where additional heating of He, etc. are expected to
be significant) increases as the quasar lifetime is increased, going
up to about 8-8.5 proper Mpc from the quasar in a time interval of
100 Myr. The blue vertical line shows the maximum extent of the
He III region for a given tQ which occurs in the limit of zero opti-
cal depth. This is computed by setting τHeII = 0 in Eq. (1), so that
N˙eff = N˙ , where N˙ is the rate of production of ionizing photons
from the quasar. For quasar lifetimes of the order of 10 Myr, the op-
tical depth effects are negligible and the mean location of the front
is close to the maximum value that occurs in the limit of zero op-
tical depth. For tQ ∼ 100 Myr, the front is able to travel a greater
distance, but the optical depth effects begin to be important, and,
on an average, the front reaches & 80% of the maximum distance
in about 66% cases.
We now consider the relative extent of the He III region with
respect to the H I proximity zone of the quasar. Since one looks for
the signatures of additional heating in the full H I proximity zone
of the quasar, it is important to quantify the extent of the region
within this proximity zone in which additional heating effects due
to ionization of He II are significant. The H I proximity zone, RH,
is defined through the relation ΓQSOHI (RH) = Γ
bg
HI. The maximum
value of RH for the quasar luminosity under consideration and the
background ΓbgHI, is∼ 14 proper Mpc from the quasar. The distance
RHe is defined as RHe = R(t = tQ) using Eq. (1) with the optical
depth effect taken into account. The ratio RHe/RH, representing
the relative extent of the He III region within RH, is plotted as his-
tograms in Fig. 5 for the 50 lines-of-sight considered. It can be seen
that this ratio is about 30−35% for quasar lifetimes of the order of
10 Myr, but increases to about 80% for a quasar lifetime of ∼ 100
Myr. This illustrates that the He II front covers about 80% of the
H I proximity zone of the quasar for tQ ∼ 100 Myr.
The above result is closely connected with a related phe-
nomenon of the “saturation” or equilibrium value of the temper-
ature in the region in which the heating effect is important. This
5 The assumed lifetimes of the quasar considered are indicative; at redshifts
z ∼ 6, measurements have placed the lifetimes of quasars at ≥ 107 years
(Haiman & Cen 2002; Walter et al. 2003).
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Figure 4. The extent of the He III zone RHe for quasar lifetimes of 10
Myr (top panel), and 100 Myr (bottom panel). Each histogram comprises
a total of 50 lines-of-sight. The blue vertical line shows the location of the
He II front when the effect of optical depth is neglected, which represents
the maximum extent of the He III region for the given time.
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Figure 5. The relative extent of the He III zone with respect to the H I
proximity zone, RHe/RH, for quasar lifetimes of 10 Myr (top panel), and
100 Myr (bottom panel). Each histogram comprises 50 lines-of-sight. As
the quasar lifetime is increased, the relative extent of the He III region also
increases. For tQ ∼ 108 years (the typical inferred lifetime of the z ∼ 6
quasar), more than 80% of the H I proximity zone is heated in 78% of the
sightlines.
saturation effect is seen as an increase in the temperature in a
fairly distance-independent manner so that an equilibrium value is
reached, after which there is little or no increase in the temperature
over the timescales of interest for almost all gridpoints in the He III
region under consideration. This places a maximum bound on the
temperature which the IGM may be heated to with ionization of
both H I and He II. This effect is reminiscent of the corresponding
phenomenon in the interstellar medium where one finds the max-
imum temperatures to be THI ∼ 20000 K when H I is ionized
and THeII ∼ 40000 K when both H I and He II are ionized; the
exact values vary according to the detailed physics and optically
thick/thin cases, but these numbers provide reasonable upper lim-
its. In our present case the saturation is found to be achieved when
the lifetime of the quasar is sufficiently high,∼ 100 Myr. Since the
helium front covers about 80% of the H I proximity zone within
this time, the additional heating effect extends into a larger region
and consequently, the rise in temperature is much more apparent,
and fairly independent of distance. In contrast, for a quasar lifetime
of 10 Myr, only about 30 − 35% of the H I proximity zone near
the quasar is influenced by the additional heating and it is possible
that some of the pixels inside these regions have not yet reached
the saturation in temperature. This means that for sufficiently long
time scales (∼ 100 Myr), the additional heating depends more on
the initial IGM parameters and less on the distance from the quasar
and the gas density. This turns out be important for the discussion
in the following sections.
4.2 Flux statistics and dependence on equation of state
In this section, we will explore some statistical tests to understand
the sensitivity of the additional heating effect to the parameters of
the general intergalactic medium at that epoch. For this purpose,
we use the results of 5123 simulation box, which has a resolution
of 2.65 km/s per pixel, and consider a quasar having a luminos-
ity corresponding to MAB = −26.67 at 1450 A˚, and a lifetime
of 100 Myr. We consider two statistics which are both based on
the observed hydrogen Lyman-α spectrum in order to quantify the
additional heating effect, and the dependence on the equation of
state parameters, T0 and γ: (a) the probability distribution function
(PDF) of the flux, and (b) the PDF of the flux curvature. We also
consider the two-dimensional flux-curvature distribution. We probe
cosmic variance by using the same set of parameters, but different
sets of lines-of-sight.
The fiducial equation of state used for this purpose is T0 =
104 K, γ = 1.3. The background ΓbgHI, Γ
bg
HeI and Γ
bg
HeII values cor-
respond to those given by HM12 (Haardt & Madau 2012) at red-
shift 6. The transmitted flux in the Lyman-α forest is sensitive to
both, the temperature as well as the ionization state of hydrogen
and therefore, to isolate the effect of additional heating around the
quasar, we require the breaking of this degeneracy. For our chosen
background photoionization rates, the spectrum when the quasar is
not present is dark and hence featureless at redshift 6. Hence, it is
impossible to compare the flux obtained from this spectrum with
that when the quasar is present. Hence, we instead isolate the heat-
ing effect by generating a control sample (with the same initial con-
ditions) of spectra with the temperature given by the initial equa-
tion of state and the ionization state being the same as that when
the quasar is present. In other words, there is no He-related heating
in the “control” sample. Gaussian distributed noise is added to both
the “control” and the “heated” spectra with a signal-to-noise ratio
21, mimicking the typical values in the observed HIRES quasar
spectra.
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For all the statistical analyses, we replicate the typical sample
size (total number of pixels) used in the observational studies of
the z ∼ 6 quasars till now, since the spectral resolution in the ob-
servations is close to the resolution in our simulations. To take into
account any distance-dependent effects, it may also be desirable
to use a longer line-of-sight obtained by splicing together shorter
sightlines available in the simulation box. However, we have seen
in the previous section that for quasar lifetimes of the order of 100
Myr, the temperatures reach equilibrium and the heating effect be-
comes fairly independent of distance from the quasar. To illustrate
this statistically, we implemented the numerical routine for the fidu-
cial equation of state parameters, T0 = 104 K and γ = 1.3 for
a line-of-sight having length 40h−1 comoving Mpc (constructed
by splicing together four lines-of-sight of length 10h−1 comov-
ing Mpc each having 512 pixels), with the quasar lifetime of 100
Myr. The generated sample spectra, both heated (red) and control
(black) are plotted in Fig. 6. Five such lines-of-sight were consid-
ered (so that the total sample size, (2048 × 5) pixels× 2.65 km/s
per pixel ∼ 7 quasars × 3500 km/s per quasar), and the flux PDF
was generated for both the heated and the control spectra. The flux
PDFs for the control and the heated sample were compared using
the Kolmogorov-Smirnov (KS) statistic, and they were found to be
distinguishable with 94.5% confidence.
This shows that the distinguishability of the samples is fairly
independent of distance from the quasar if the quasar lifetime is
of the order of 100 Myr. We also noticed that the temperature en-
hancement is fairly independent of the distance of the pixel from
the quasar, for this case. On the other hand, if the same exercise is
repeated for a quasar lifetime of 10 Myr, it is found that the sample
with additional heating resembles the control sample very strongly
and the two flux PDF distributions are distinguishable only at the
15% level. This is to be expected since, as we have seen in Sec. 4.1,
the helium front travels to only about 30 − 35% of the hydrogen
near-zone in this lifetime and hence the additional heating effect is
confined to a small part of the line-of-sight under consideration. 6
We thus infer that for sufficiently long timescales of ∼ 100
Myr, the actual location of the pixel with respect to the quasar may
not be as relevant as other parameters such as the initial equation
of state as far as the heating effect is concerned. For this reason,
in all the further statistical studies, we will use 20 lines-of-sight of
length 10h−1 Mpc each comprising 512 pixels, which replicates
the sample size in the observations of the quasar spectra 7.
4.2.1 Flux PDF statistics
We compare two samples of 20 lines-of-sight each having 512 pix-
els8 for the “control” and “heated” spectra generated, using the
6 It is assumed that the quasar shines with constant flux during the en-
tire lifetime for the purpose of the simulations. For long timescales (& few
Myr), the quasar light curves cannot be constrained using direct observa-
tions. However, these and subsequent results depend upon the integrated
thermal effects throughout the active lifetime of the quasar. The luminos-
ity of the quasar used in the simulations is to be taken an estimate of the
average luminosity of the quasar throughout its active lifetime.
7 We are not concerned with the spatial density correlations in the present
study.
8 Due to the limited box size of the simulation, about 20 pixels at the ex-
treme of the box have slight errors in the Lyman-α optical depth due to the
incompleteness of the integral in the Voigt profile generation. For the sta-
tistical tests, therefore, we discard these 20 pixels (equivalent to about 50
km/s) at the extreme of the box.
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Figure 6. Sample spectra, both heated (red dashed line) and control (black
solid line) for a line-of-sight of having 2048 pixels drawn through the sim-
ulation box. The quasar lifetime is 100 Myr and the flux PDFs of the two
samples are distinguishable with 94.5 % confidence.
Kolmogorov-Smirnov (KS) statistic. Note that apart from the ad-
ditional heating, all other parameters of the heated model are iden-
tical to the “control” one. The results for the cumulative flux dis-
tributions are plotted below in Fig. 7 and Fig. 8, along with the KS
statistics ‘d’ (the maximum separation between the two cumulative
probability distributions) and ‘prob’ (the probability that the two
samples come from the same parent distribution) in each case. In
Fig. 7, the temperature at mean density is fixed at T0 = 104 K and
γ is increased from 1.1 to 1.5. It can be seen, that the distributions
for the samples with and without additional heating may be distin-
guished with ∼ 100% confidence when γ = 1.1, but only with
69.78% confidence when γ = 1.5. Hence, a higher slope of the
initial equation of state leads to a greater resemblance to the con-
trol sample. In Fig. 8, the slope is fixed at γ = 1.3 and T0 is varied
from 8000 K to 12000 K. The flux PDFs for the sample with and
without additional heating are distinguishable at the 99.79% level
when T0 = 8000 K, but only at the 87.13% level when T0 = 12000
K. Hence, if the initial T0 is larger, the distinguishability of the two
samples becomes poorer.
We conclude that we are able to distinguish between the
heated and control samples using 20 lines-of-sight and the flux
PDF, and the extent of the distinguishability is sensitive to the ini-
tial parameters (T0 and γ) of the equation of state. However, among
these 20 lines-of-sight, we find that the statistical difference in the
inferred flux PDF due to cosmic variance is greater than the dif-
ference introduced by additional heating from the quasar. This is
summarized in Fig. 9 where we have plotted the cumulative proba-
bility distribution for two subsamples each from the control and the
heated distributions. Each sample comprises 5120 pixels (10 lines-
of-sight). It can be seen that the effect of additional heating on the
flux PDF is within the cosmic variance of the individual samples.
Hence, we infer that the flux PDF alone is not very sensitive to the
additional heating effect, but may be more sensitive to the H I ion-
izing radiation, which is the purpose for which it is traditionally
used.
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Figure 7. Comparison of the cumulative flux PDF of the spectrum with and
without additional heating by the quasar for a sample of 20 lines-of-sight
each having 512 pixels, drawn through the simulation box. The temperature
at mean density is taken as 104 K with the slope being varied from 1.1 (top),
1.3 (middle) and 1.5 (bottom). The values of the KS statistics d and prob
are indicated on each panel. It can be seen that the distinguishability of the
heated and non-heated spectra goes down as the slope of the equation of
state is increased. With the smallest slope of 1.1, the spectra for the two
cases are completely distinguishable even with 20 lines-of-sight.
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T0 = 12000 K, γ = 1.3
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Figure 8. Same as Figure 7, with the temperature at mean density being
varied from 8000 K (top), 10000 K (middle) and 12000 K (bottom). The
distinguishability of the heated and non-heated spectra goes down as the
value of the temperature at mean density is increased. With the smallest
temperature of 8000 K, the spectra for the two cases are distinguishable at
the 99.79% level even with 20 lines-of-sight.
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Figure 9. The cumulative probability distribution of the flux, for two sam-
ples each of control and heated spectra. Each sample comprises 10 lines-of-
sight (5120 pixels). The blue dashed and green dot-dot-dot-dashed curves
represent the heated samples and the black solid and red dot-dashed curves
represent the control ones. It can be seen that the effect of the additional
heating is within the cosmic variance of the individual samples.
4.2.2 Curvature statistics
The flux PDF statistic points to a connection between the heating
effect and the initial equation of state. However, the difference is
within the individual cosmic variance of the samples, making it
difficult for the technique to be used in practice to identify a given
spectrum as being “heated” or not. In order to address this effect
and also to isolate the effect of the additional heating from the ion-
ization information (both of which are captured in the flux), we
consider here a alternative statistic, to characterize the spectra. In
the literature, this has been done in several ways: (a) by using the
b-distribution from Voigt profile fitting to the mock spectra (e.g.
Bolton et al. 2012), (b) by using wavelets (e.g. Theuns & Zaroubi
2000) or (c) by using the curvature parameter (e.g. Becker et al.
2011). Unlike in the case of low-redshift Lyman-α forest absorp-
tion, the b parameter need not be well constrained as one will not
be able to use higher Lyman series lines. In this section, we explore
the usage of the curvature parameter, to analyse the heating effect
statistically. Following Becker et al. (2011), the curvature parame-
ter can be defined as:
κ =
∣∣∣∣ F
′′
(1 + (F ′)2)3/2
∣∣∣∣ (5)
where F is the normalized flux9. The binned average of the curva-
ture at a given flux, together with simulations, are used to measure
the IGM temperature without resorting to Voigt profile fitting tech-
niques by Becker et al. (2011). As pointed out by these authors,
the denominator of the above expression is essentially unity and
hence only the double derivative of the flux contributes to the cur-
vature. We follow Becker et al. (2011) where the flux (and all its
derivatives) are measured with respect to the velocity grid in km/s.
9 Our κ corresponds to |κ| of Becker et al. (2011).
No noise With noise
Flux 0.752 0.316
κ 0.002 0.768
2d KS test 0.021 0.529
Table 1. This table indicates the KS test probabilities for the non-noise
added and the noise added spectra. The KS test is performed between the
control and the heated samples of 512 pixels each. The last row indicates
the probability values for the two-dimensional KS test of the flux-κ joint
distribution. It can be seen that noise significantly affects the value of prob
for the curvature statistic.
We evaluate the curvature parameter for both, the control and the
heated spectra. In addition to the KS statistic for the flux, described
in the previous subsections, we now also use the KS statistic for the
κ distribution and use the two dimensional KS statistic to compare
the joint flux-κ distributions. In this way, the effect of the additional
heating may be quantified.
We begin by calibrating the effect of the curvature statistic.
To do this, we consider the fiducial equation of state, having pa-
rameters T0 = 104 K, γ = 1.3, and a single line-of-sight (512
pixels). We first generate noise-free spectra along the line-of-sight
for both “control” and “heated” cases, and compute the curvature
values for both of these. Noise is then added to both the control and
heated samples, and the curvature values are again computed. Now,
the control and the heated samples are statistically compared (us-
ing the KS test) with respect to the flux PDF, the curvature, and the
joint flux-κ distributions for both the cases, i.e. with and without
noise added to the spectra.
We find that when no noise is added to either the “control”
or the “heated” spectra, then the three KS probabilities are 0.752
(for flux PDF alone), 0.002 (for κ alone10) and 0.021 (for the 2d
KS test). This confirms that the curvature parameter is far better
able to distinguish between the heated and the control samples than
the flux PDF. This is to be expected since the curvature parameter
directly captures the effect of thermal broadening.
On the other hand, when noise is added to both the “control”
and “heated” spectra, then the above three probabilities become
0.316 (for flux PDF alone), 0.768 (for κ alone) and 0.529 (for the
2d KS test). These values (also summarized in Table 1) indicate
that the curvature statistic is strongly influenced by the noise in
the spectrum, which washes out the distinguishability of the con-
trol and the heated spectra. This has also been noted previously by
Becker et al. (2011).
Since the noise significantly dominates the curvature statistic,
in order for the efficient usage of the curvature statistic, it is im-
portant to smooth the noisy spectrum before applying this statistic.
In Becker et al. (2011), this is achieved by fitting the raw spectra
with a smoothly varying b-spline and the curvature is computed
from the smoothed spectra. In this work, we convolve the noisy
spectra with a Gaussian filter having a specific smoothing velocity
width and vary the width until the convolved spectrum best matches
the ideal, non-noise added spectrum. The results of this exercise
are illustrated in Figs. 10 and 11. In Fig. 10, the top panel shows
the 2D scatter plot of the κ-flux joint distribution for the control
10 Here, and in what follows, we disregard the pixels having flux values
greater than 0.9 or less than 0.1, for all curvature statistics. This is done
following Becker et al. (2011), to avoid both, saturated pixels at low flux as
well as uncertainties in the curvature values at high flux.
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Figure 10. The top panel shows the 2D scatter plots of the flux-κ distri-
bution in the non-noise added (ideal) case (red plus signs), and the noise
added case (green crosses). The distributions are significantly different. In
the bottom panel, the non-noise added (ideal) distribution (red plus signs) is
shown along with the noisy spectrum convolved with a 10 km/s filter (green
crosses). The figure shows that it is indeed possible to approach the ideal
2D distribution when the noise is convolved out with a smoothing velocity.
sample, with and without noise added to the spectrum. The bottom
panel shows the noisy 2D distribution convolved with a Gaussian
smoothing filter of 10 km/s, compared to the noise-free distribu-
tion. The figure shows that the noise is efficiently convolved out
by smoothing with the Gaussian filter, since the convolved scatter
plot closely resembles the original, non-noise added plot. We now
fine-tune the value of the smoothing velocity until the convolved
distribution most closely matches the ideal non-noise added distri-
bution, and plots for different smoothing velocities of 3, 5, 7 and
8 km/s are in Figure 11. It is seen that a smoothing velocity of 7
km/s most closely matches the non-noise added distribution and
hence we adopt it for the subsequent analysis. This is also apparent
from the plot in Fig. 12 which illustrates the pixel dependence of
the flux and the curvature parameter for the three cases : no noise,
noise added, and noise convolved with the 7 km/s Gaussian filter.
We also note that the curvature parameter values we obtain are con-
sistent (at the same order-of-magnitude) with those in Becker et al.
(2011)11 .
We now vary the equation of state, and the 2d KS test between
flux and κ for 512 pixels (1 line-of-sight) yields the values in the
second column of Table 2. It can be seen that the trend of greater
distinguishability with smaller T0 and γ, which we found for the
flux PDF case, is reproduced for the case of the curvature statistic
as well. The curvature statistic can effectively distinguish between
the control and heated spectra for different equations of state even
with a sample of 512 pixels (a single line-of-sight). The prob val-
ues for a sample of five lines-of-sight are also provided in the last
column of Table 2. This shows that the distinguishability of the
samples crosses the 90% level with a sample of 5 sightlines (equiv-
alent to using two quasar spectra) for all equations of state under
consideration. If we use 20 lines-of-sight, the control and heated
11 As an aside, we have found that smoothing with a moving boxcar distri-
bution for different boxcar widths does not produce the systematic effects
noted in Fig. 11 and hence, the convolution with the Gaussian filter is pre-
ferred over the moving boxcar to smooth the distribution.
T0, γ 2d KS prob 2d KS prob
(1 line-of-sight) (5 lines-of-sight)
104 K, 1.1 0.067 3.326 ×10−9
104 K, 1.3 0.146 8.955 ×10−5
104 K, 1.5 0.801 0.093
0.8 × 104 K, 1.3 0.071 1.936 ×10−9
1.2 × 104 K, 1.3 0.323 0.016
Table 2. This table indicates the two-dimensional KS test probabilities of
the flux-κ joint distribution for different equations of state with a sample
of 512 pixels (1 line-of-sight) and 2560 pixels (5 lines-of-sight). The KS
test is performed between the control and the heated samples. It can be
seen that the distinguishability of the samples decreases as T0 and/or γ are
increased, quantifying the dependence of the additional heating effect on
the initial equation of state. Note that all the background photoionization
rates are fixed at the HM12 values.
spectra are completely distinguishable (to less than about one part
in 108) for all equations of state under consideration.
In order to explore the extent of the effect of cosmic variance
on our results, we consider now our fiducial equation of state and
compare the cumulative probability distributions of the curvature
statistic for two control subsamples, each of 10 sightlines, and two
“heated” subsamples, each again of 10 sightlines. The resulting plot
is shown in Fig. 13. The blue dashed and green dot-dot-dot-dashed
curves represent the heated samples and the black solid and red
dot-dashed curves represent the control samples. It may be clearly
seen that the heating effect is well above the “cosmic variances” of
the individual samples; this figure may be compared to the previous
Fig. 9 where the opposite effect was noted. Hence, we conclude that
the curvature statistic will be able to distinguish the “non-heated”
and “heated” spectra over and above their internal cosmic variance
even when we use a sample size as limited as what is available
today.
4.3 Dependencies on single-step reionization by Population
III stars
In the preceding sections, we have statistically quantified the de-
pendence of the heating effect on the equation of state parameters
(T0 and γ). In standard two-step reionization scenarios, these two
parameters may be mapped to the redshift of hydrogen reioniza-
tion, and the associated IGM temperature at that redshift. In this
section, we briefly consider the effects of our study on constraining
single-step models of reionization.
In Sec. 3, we illustrated the effects of changing the ΓbgHeII pho-
toionization rate on the temperature-density distribution, for dif-
ferent initial values of the normalization of the equation of state,
T0. We also indicated which combinations of these two parame-
ters produced results which were consistent with those measured
in the near-zones of the z ∼ 6 quasars (Bolton et al. 2012). It was
found that when the ΓbgHeII was small (or when the initial xHeII was
high), T0 showed the maximum increase with no apparent change
in γ. However, as the ΓbgHeII became higher, while the increase in
temperature was moderate, we found that the equation of state be-
came steeper (i.e. γ became higher). As the curvature statistics uses
the whole spectra, it should be sensitive to changes in both T0 and
γ. Therefore, we now discuss how the detectability of the heat-
ing effect depends on the initial value of xHeII. This, in turn, can
be connected to early reionization of both H I and He II by mas-
sive stars in single-step models (Venkatesan, Tumlinson & Shull
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Figure 11. The average κ and the associated error in different flux bins are plotted versus flux (for the control spectrum). These plots show the approach of the
convolved flux-κ distribution (dashed lines) to the non-noise added (ideal) distribution (solid lines) using different smoothing velocities, 3 km/s, 5 km/s, 7 km/s
and 8 km/s from top left to bottom right. The blue dotted lines indicate the limits of the range in flux used for all the curvature statistics (0.1 ≤ Flux ≤ 0.9).
It can be seen that the smoothing velocity of 7 km/s (bottom left) most closely resembles the ideal distribution.
2003; Wyithe & Loeb 2003; Choudhury & Ferrara 2005, 2006). In
the single-step model of reionization, Population III stars reionize
both H I and He II at redshifts z > 6. In some single-step mod-
els (Venkatesan, Tumlinson & Shull 2003), the fraction of helium
in He III may hence reach about 60% by z ∼ 5.6, which translates
into xHeII being only of the order of ∼ 0.4.
In order to investigate the effect of a lower initial xHeII in the
quasar near-zone, we consider different values of the metagalac-
tic background ΓbgHeII which translates into varying the initial He II
fraction, xHeII, and investigate the detectability of the additional
heating to the variation of xHeII. The fiducial equation of state pa-
rameters, T0 = 104 K, and γ = 1.3 are used in this study. For
each value of ΓbgHeII which we consider, we generate “control” and
“heated” spectra, then these two samples are compared using the 2d
Kolmogorov-Smirnov statistic. The results are indicated in Table 3.
The table shows that the effect of the additional heating is
more apparent if the initial fraction of xHeII is greater. This is
to be expected from the qualitative indications in Fig. 1, since a
greater xHeII fraction leads to a higher final (heated) temperature,
and hence a greater difference between the control and the heated
samples. The argument may be reversed to provide constraints on
the metagalactic He II background required before the quasar is
turned on, in order for the the additional heating effect to be de-
tected at a particular level. For example, with all other parameters
being equivalent, if the additional heating effect is to be detected
with greater than 75 % confidence, then the initial He II fraction
in the vicinity of the quasar is constrained to & 0.74, which, in
turn, constrains the ΓbgHeII to . 10
−17
. Consequently, we infer that
in single-step models of reionization where the xHeII in the quasar
vicinity takes very small values, the additional heating effect may
be considerably less detectable than in two-step models, which al-
low for a greater He II fraction in the quasar near-zone.
Hence, we have effectively probed the sensitivity of the curva-
ture statistic to the initial He II fraction in the vicinity of the quasar.
However, as we saw in Sec. 3, the change in the He II fraction leads
to both, a moderate increase in temperature as well as a steepen-
ing of the slope. In the preceding subsections while discussing the
curvature statistics, we have kept the value of the ΓbgHeII fixed at the
HM12 value. This, as we have seen in Sec. 3, leads to a shift in the
overall equation of state with no apparent change in slope. Hence,
by performing the KS test in the previous subsections, we have
equivalently captured the sensitivity of the curvature statistics to a
change in the overall normalization, and seen that an overall nor-
malization shift may be readily distinguished even with a sample
of 512 pixels. Here, we briefly indicate the complementary effect,
i.e. the sensitivity of the curvature statistic to a change in the slope
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Figure 12. Top panel: The (control) quasar spectrum for the three cases : no noise added, noise added and noise convolved with the Gaussian filter of 7 km/s.
It may be seen that the convolution with the Gaussian filter closely approximates the ideal distribution. Lower three panels: The curvature parameter as a
function of pixel for three cases from top to bottom : no noise added, noise added, and noise convolved with the Gaussian filter of 7 km/s, for both the heated
and the control samples along a line-of-sight.
alone. Note that this effect would not be captured in the previous
tests with the curvature statistics, since the small (HM12) value of
ΓbgHeII considered therein, ensured that the slope change between
the control and heated samples was negligible. We have seen in
Fig. 3 in Sec. 3 that the maximum expected change in the initial
γ = 1.3, for the lowest initial temperatures and He II fractions un-
der consideration, is of the order of ∆γ = 0.1. We find that a sam-
ple of 512 pixels can distinguish ∆γ = ±0.1 with only about 7%
- 39 % confidence. If one also takes into account the observational
and other sources of errors, we speculate that the allowed change
(∼ 0.1) in γ may be more difficult to detect statistically than the al-
lowed change (∼ 1000−5000 K) in T0. This also shows us that the
curvature statistic is more sensitive to the detection of the change
in the normalization than to the change in the slope of the equation
of state.
4.4 Influence of other effects
Here, we provide discussions of the other factors that may also in-
fluence the observed spectra in the quasar near-zones, and an anal-
ysis on their significance for this study.
(i) Quasars in biased regions: In order to explore the effects of
locating quasars in biased regions, we extracted spectra by placing
the quasar at the most massive halo (mass ∼ 1.49× 1011h−1M⊙)
in the simulation box. The baryonic overdensities around the quasar
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Figure 13. The cumulative probability distribution of the curvature statistic,
κ, for two samples each of control and heated spectra. Each sample com-
prises 10 lines-of-sight (5120 pixels). The blue dashed and green dot-dot-
dot-dashed curves represent the heated samples and the black solid and red
dot-dashed curves represent the control ones. It can be seen that the effect
of the additional heating is well above the cosmic variance of the individual
samples. This figure may be compared with Fig. 9 where the opposite effect
was noted.
ΓbgHeII(in units of HM12) xHeII(initial) 2d KS prob
104 0.040 0.501
103 0.260 0.291
102 0.741 0.210
10 0.963 0.148
1 0.996 0.146
Table 3. This table indicates the two-dimensional KS test probabilities of
the flux-κ joint distribution for different initial He II fractions with a sample
of 512 pixels (1 line-of-sight). The KS test is performed between the con-
trol and the heated samples. It can be seen that the distinguishability of the
samples decreases if the initial He II fraction is lower (or equivalently, if the
He II metagalactic background is higher), thus quantifying the dependence
of the additional heating effect on the initial He II fraction. In the above
table, the initial equation of state is fixed at the fiducial value (T0 = 10000
K, γ = 1.3.)
are found to be ∼ 10− 50, and hence, on applying the equation of
state, the initial temperatures are ∼ 20000 − 35000 K. The cur-
vature median values for biased locations of the quasar are slightly
lower than those for unbiased locations, as plotted in Fig. 14.
From the plots in Fig. 1, we speculate that there arises a degener-
acy between the heating effects and the overdensities in the vicinity
of the quasars when the quasars are modelled in biased locations.
Temperatures of T0 ∼ 20000 K at redshift 6 arise in models where
reionization occurs relatively late, zre . 8. Therefore, the density
enhancement and consequent temperature enhancement in biased
locations may lead to estimates of a later epoch of reionization,
than if the quasars are modelled in unbiased regions. A caveat to
this discussion is the assumption of the initial equation of state be-
ing valid even at large overdensities of 10-50 that arise in biased
regions. A detailed treatment including the effects of shocks, etc.
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Figure 14. Cumulative probability distribution along a sightline, for the
curvature for the halo and field locations of the quasars. The median values
of curvature are lower in the case of quasars residing in biased locations,
corresponding to higher temperatures both for the initial and heated spectra.
may be required to estimate the initial temperatures in these cases.
However, this effect is expected to be minor, as indicated by the
findings of Raskutti et al. (2012).
(ii) Three-dimensional effects and the environment: Our simu-
lations use a 1D treatment of radiative transfer. In reality, the quasar
radiates in 3D with some finite opening angle. However, since the
observations of quasar spectra and the Lyman-α forest are always
along a line-of-sight or a set of several sightlines, the line-of-sight
treatment of radiative transfer is adequate for producing simulated
spectra and for the further statistical analyses.
Recently, Morselli et al. (2014) have detected the presence of
galaxy overdensities in the environment of four z ∼ 6 quasars.
As stellar spectra are generally soft, there is negligible emission
above 4 Ryd from galaxies, which is required for the ionization
of He II. In other words, while the value of ΓHI may be changed
slightly, there is negligible contribution to ΓHeII from the galaxies.
Since the dominant contribution to the heating effect comes from
the ionization of He II, the heating effects and their detectability are
influenced very little by the galaxies in the quasar environment.
(iii) Variations in background HI ionizing flux: We assume a
uniform value of ΓbgHI in the general IGM prior to the “switching
on” of the quasar. Close to reionization, the value of ΓbgHI may show
spatial variations. However, our results do not change significantly
since they are not sensitive to the actual value of ΓbgHI. Essentially, in
the near-zone, the quasar ionizing flux dominates the background
(by about a factor of 100 or more). Hence, small fluctuations in
the initial ΓbgHI are not expected to have a significant impact on the
results and statistical analyses.
5 SUMMARY OF MAIN RESULTS
In this paper, we used detailed hydrodynamical simulations to pro-
vide an analysis of the features associated with the heating due to
the ionization of He II in the near-zones of high-redshift quasars,
and their implications for constraining the epochs of H I and He II
reionization. Our main findings may be summarized as follows:
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(i) We have seen that the measured temperature (Bolton et al.
2012) in the quasar near-zones arises from a combination of two
effects : the initial He II fraction in the quasar vicinity, and the nor-
malization of the initial equation of state of the IGM. If the initial
temperature at mean density is . 8000 K, the measured temper-
ature in the quasar near-zones is higher than that expected for the
allowed range of initial He II fractions (xHeII = 0.04 − 1) in the
quasar vicinity. This shows that the temperature measurement can
be used to place constraints on (a) the epoch and temperature of
hydrogen reionization, and (b) single-step models of reionization
that predict the initial He II fraction.
(ii) We recover the expected linear relationship of ∆T0 increas-
ing with the initial helium fraction xHeII. Akin to the ∆T − xHeII
relation discussed in the literature (Furlanetto & Oh 2008), we also
demonstrate a ∆γ − xHeII relation, which shows a decrease in ∆γ
with increasing xHeII and a flattening out at the lowest xHeII val-
ues, thus illustrating the steepening of the equation of state with de-
crease in the He II fraction in the quasar vicinity. Observationally,
this steepening effect, which persists even for high initial temper-
atures where ∆T0 is low, may also be used to constrain the near-
zone He II fraction. However, the maximum expected increase in
the slope may be more difficult to detect observationally than the
expected shift in the overall normalization.
(iii) Optical depth effects are coupled to the propagation of the
ionization front in the radiative transfer, so that we obtain a han-
dle on the extent of the near-zone of He III, where the additional
heating is expected to contribute significantly. If the quasar age is
∼ 100 Myr, more than 80% of the H I proximity zone is heated in
78% of the sightlines. The heated fraction of the H I proximity zone
is only about 30% - 35% for quasar lifetimes of∼ 10 Myr. This in-
dicates that including the entire extent of the H I proximity zone
for the temperature enhancement may result in some dilution of the
statistics when the quasar lifetimes are short. However, consider-
ing the entire proximity zone of H I is a valid approximation if the
quasar lifetimes are longer, & 100 Myr. This is also the timescale
for the saturation of the heating effect, making it fairly independent
of distance.
(iv) We have quantified the effect of additional heating by using
the flux PDF and curvature statistics to compare the real spectra
to the simulated spectra without heating. We have noted that the
sensitivity of the curvature statistic to the noise in the spectra may
be effectively removed by smoothing with a Gaussian filter with a
velocity width of 7 km/s. Both these statistics indicate that a higher
value of T0 and/or γ leads to less detectability of the effect of ad-
ditional heating. This connects the additional heating due to He II
reionization, to the epoch of hydrogen reionization.
(v) We find that the curvature statistic provides far more effec-
tive distinguishability of the heating effect, which is over and above
the cosmic variance of individual samples of 10 lines-of-sight each
having 512 pixels (chosen to match the typical sample sizes avail-
able in observations of seven quasars at redshift ∼ 6). We also find
that the detectability of the heating effect is dependent on the ini-
tial He II fraction in the quasar vicinity, with a greater He II fraction
leading to greater detectability.
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APPENDIX A: CALCULATIONAL DETAILS
In this appendix, we present the details of the calculations which
were described briefly in Section 2. The initial conditions are de-
scribed by photoionization equilibrium with the background, this
system of equations is given by:
nHIΓ
bg
HI = nHIIneαHII
nHeIΓ
bg
HeI + nHeIIIneαHeIII = nHeIIΓ
bg
HeII + nHeIIneαHeII
nHeIIΓ
bg
HeII = nHeIIIneαHeIII (A1)
with the boundary conditions that: nHI + nHII = nH, nHeI +
nHeII+nHeIII = nHe, and nHII+nHeII+2nHeIII = ne. Here, Γbgx
represents the photoionization rate of species ‘x’ from the back-
ground ionizing radiation assumed (we use Haardt & Madau 2012),
the α’s are the radiative recombination rate coefficients, and the n’s
represent the (proper) number densities.
The background photoionization rates are given by (in s−1):
ΓbgHI = 2.30 × 10−13; ΓbgHeI = 1.54 × 10−13;
ΓbgHeII = 4.42 × 10−19. (A2)
The temperatures are assigned to each pixel by the equation of
state:
T (x, z) = T0(z)[1 + δ(x)]
γ−1 (A3)
where, T0 is the normalization temperature, δ(x) is the overdensity
at the pixel and γ is the slope of the equation of state.
Our numerical procedure now involves solving the system of
four differential equations for the temperature evolution and hydro-
gen and helium ion densities evolution:
dnHII
dt
= nHIΓHI − nHIIneαHII − 3H(t)nHII
dnHeII
dt
= nHeIΓHeI + nHeIIIneαHeIII
− nHeIIΓHeII − nHeIIneαHeII − 3H(t)nHeII
dnHeIII
dt
= nHeIIΓHeII − nHeIIIneαHeIII − 3H(t)nHeIII
dT
dt
=
2
3kBntot
[Htot(ni)− C(ni, T )]
−2H(t)T − T
ntot
dntot
dt
(A4)
In the above equations, Γx represents the photoionization rates of
species ‘x’ (contributed both by the quasar as well as the back-
ground in the near-zone, and by the background alone, for the far
zone). The adiabatic index is 5/3, and Htot(ni) and C(ni, T ) rep-
resent the total photoheating rate per unit volume, and radiative
cooling function respectively. The Hubble parameter is H(t), and
ntot = nH + nHe + ne is the total number density of particles of
different species. The term −2H(t)T in the temperature evolution
equation represents the contribution of the expansion of the uni-
verse to the adiabatic cooling of the gas. We ignore the contribution
from −3H(t)n in the evolution of the species densities, since the
ionization time scales under consideration are much smaller than
H−1(t). The last term −T (dntot/dt)/ntot represents the correc-
tion due to species evolution. This correction is only about 1 part
in 103 at the highest temperatures, but the effect is expected to be
important in the initial stages of evolution.
The photoionization rates from the quasar at a distance R are
given by:
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ΓQSOHI (R) =
∫
∞
νHI
Lν
4piR2hν
σHI(ν) exp(−τHI) dν;
ΓQSOHeI (R) =
∫
∞
νHeI
Lν
4piR2hν
σHeI(ν) exp(−τHeI) dν
ΓQSOHeII (R) =
∫
∞
νHeII
Lν
4piR2hν
σHeII(ν) exp(−τHeII) dν (A5)
where Lν = LHI(ν/νHI)−αs . The σ(ν)’s denote the photoioniza-
tion cross-sections for H I, He I and He II respectively and the τ ’s
are the corresponding optical depths, calculated as
τx(R) =
n(R)∑
i=1
[nHI(i)σHI(νx) + nHeI(i)σHeI(νx)
+ nHeII(i)σHeII(νx)]l (A6)
where, l is the pixel size and νx is the ionization edge of species x =
H I, He I or He II. For simplicity of computation, we only consider
the optical depth at the ionization edge of the relevant species in
the photoionization rate. The sum is over all the pixels up to the
n(R)th pixel which is at the distance R from the quasar. The total
photoionization rate is obtained by adding the contributions from
the quasar [Eq. (A5)] and the metagalactic background [Eq. (A2)].
Recombination rates are as given in Fukugita & Kawasaki
(1994), Anninos et al. (1997) and Mo, van den Bosch & White
(2010) for H II, He II (including dielectronic recombination) and
He III. We use case A recombination coefficients here as they have
been found to be the appropriate choice for comparison with hydro-
dynamical simulations of quasar near-zones (Bolton & Haehnelt
2007a). The details are as follows:
(i) Case A recombination coefficients (in cm3s−1):
(a) αHII = 6.28 × 10−11T−0.5(T/1000)−0.2(1 +
(10−6T )0.7)−1
(b) αHeII = 1.5× 10−10T−0.6353
(c) αHeIII = 3.3 × 10−10T−0.5(T/1000)−0.2(1 + (2.5 ×
10−7T )0.7)−1
(ii) Dielectronic recombination coefficient for helium (in
cm3s−1):
(a) αdHeII = 1.93 × 10−3T−1.5 exp(−470000/T )(1 +
0.3 exp(−94000/T ))
To analyze the photo-heating, we use the background heating
rates as given in Haardt & Madau (2012) at redshift ∼ 6 (in ergs
s−1):
EbgHI = 1.5824 × 10−24; EbgHeI = 1.792 × 10−24;
EbgHeII = 4.304 × 10−29 . (A7)
We add to the above background heating rates, the additional heat-
ing rate due to the quasar with the previously mentioned luminosity
and spectral index, given by:
EQSOHI (R) =
∫
∞
νHI
Lνh(ν − νHI)
4piR2hν
σHI(ν) exp(−τHI) dν;
EQSOHeI (R) =
∫
∞
νHeI
Lνh(ν − νHeI)
4piR2hν
σHeI(ν) exp(−τHeI) dν
EQSOHeII (R) =
∫
∞
νHeII
Lνh(ν − νHeII)
4piR2hν
σHeII(ν) exp(−τHeII) dν
(A8)
At any distance R from the quasar, the total photoheating rate
per unit volume, Htot(R), is given by Htot(R) =
∑
i ni[E
bg
i +
EQSOi (R)] where the sum is over i = H I, He I and He II.
The cooling function consists of contributions from (a)
bremsstrahlung and (b) recombination. We use the corre-
sponding expressions as given by Fukugita & Kawasaki (1994),
Anninos et al. (1997) and Mo, van den Bosch & White (2010) for
H II, He II and He III, including a contribution from the dielectronic
recombination of He II. Collisional ionization and its associated
cooling are ignored since, for the range of temperatures and densi-
ties considered here, their magnitudes are negligible as compared
to the photoionization and the cooling rates by recombination and
bremsstrahlung respectively, which we have considered here. The
details are:
(i) Recombination cooling rates (in erg cm−3s−1):
(a) ΛHII = 2.82 × 10−26T 0.3(1 + 3.54 × 10−6T )−1nHIIne
(b) ΛHeII = 1.55× 10−26T 0.3647nHeIIne
(c) ΛHeIII = 1.49×10−25T 0.3(1+0.885×10−6T )−1nHeIIIne
(ii) Dielectronic recombination cooling rate for helium (in erg
cm−3s−1):
(a) ΛdHeII = 1.24 × 10−13T−1.5 exp(−470000/T )(1 +
0.3 exp(−94000/T ))nHeIIne
(iii) Bremsstrahlung (in erg cm−3s−1):
Λb = 1.43× 10−27T 0.5 gffne(nHII + nHeII +4nHeIII) where,
the Gaunt factor gff is given by gff = 1.1 + 0.34 exp(−(5.5. −
log10T)
2/3).
A1 Description of the code
The algorithmic procedure is as outlined in Fig. A1. First, a number
N lines of sight are extracted randomly in our simulation box at
redshift 6. For each line of sight, the density and velocity fields, δb,
and vb of the baryonic particles are obtained. The equilibrium ion
number densities and temperature are found under the assumption
of photoionization with the metagalactic background and equation
of state, by solving Eq. (A1) using the Newton-Raphson technique
with the routine NEWT in Numerical Recipes (Press et al. 1992).
The inputs to the code at this stage are T0, γ and the background
photoionization rates.
Next, the line-of-sight is gridded into n equispaced intervals
with the length of each interval being equal to the average pixel
size in the simulation, and the quasar is placed at the first grid-
point. The inputs are the luminosity of the quasar at the Lyman-
edge, LHI, the spectral index αs and the quasar lifetime tQ. The
start time of evolution of the thermal and ionization state of a grid-
point interval is decided by the time at which the He II ionization
front reaches that gridpoint, which is calculated from Eq. (1) us-
ing the known distance to the gridpoint12. The initial conditions
are the equilibrium species fractions and temperatures found previ-
ously. The four rate equations in Eq. (A4) are now solved using a
FORTRAN90 code based on the ODEINT routine of the Numeri-
cal Recipes (Press et al. 1992). The ion densities and temperatures
at each gridpoint interval are evolved with a time-step ∆t, which is
dynamic in nature, being inversely proportional to the rate of ion-
izing photons at the distance of the gridpoint; a typical value being
∆t ∼ 106 s. We follow the approach of Bolton & Haehnelt (2007a)
in that when the relative change in the electron number density falls
12 Strictly speaking, one should evolve the gridpoint even if the He II front
has not reached it, to account for the Hubble expansion. However, we do not
do this since the time scales under present consideration are much shorter
than H−1(t).
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LoS : Lines−of−sight
IF : Ionization front
BG : background
Legend of acronyms:
START
Extract N LoS; nlos = 1
tstart = IF time
Obtain spectra; nlos = nlos + 1 
 
NO
YES
YES
YES
NO
NO
YES
Initialize ion densities, temperature to BG
Solve photoionization equilibrium; BG and EoS
Obtain δb, vb along LoS
Grid LoS into ∆r intervals, QSO at first point, i = 1
Solve for ion equilibrium with BG ΓHeII
Input: T0, γ,Γx (BG)
QSO lifetime
Input: LHI, αs,
Has IF reached gridpoint i?
Initialize τ , IF location
Obtain ion densities, temperature; update τ , IF location; i = i + 1
Is nlos > N ?
Is i > n ?
END
Obtain flux statistics
Evolve rate equations for ∆t
t = t+∆t
Solve dT/dt; ions in equilibrium
YES
NO
NO
YES
NO
Is ∆ne/ne < 10
−12 ?
Is t > QSO lifetime?
t = t+∆t
Is t > QSO lifetime?
Figure A1. Flowchart describing the numerical scheme.
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below 10−12, the ion fractions are solved for assuming photoion-
ization equilibrium and a larger time-step is considered.
In case the He II ionization front has not yet reached a partic-
ular gridpoint within the quasar lifetime, the temperatures and ion
densities are solved for assuming photoionization equilibrium with
no contribution from the quasar to ΓHeII and EHeII. Hence, those
gridpoints located beyond the He II front do not “see” the quasar
as far as photoionization of He II and the resulting gas heating are
concerned. In this way, the location of the He II ionization front at
the end of the quasar lifetime is also known.
The final values of number densities of different species and
the temperature, for each gridpoint, are then used to update the op-
tical depth values at the ionization edges, and the location of the
He II ionization front. Once these values are passed to the next
gridpoint, the process is repeated until the end of the line-of-sight
is reached. The temperature and neutral hydrogen density at each
pixel are used to generate the simulated spectrum along that line-
of-sight, by defining the redshift grid as described in the previous
section. Note that in this procedure, the optical depth value con-
tributes to the determination of the location of the ionization front,
which determines the start time of the next gridpoint and its con-
sequent evolution, which in turn contributes to the optical depth
for the further gridpoints under consideration. Hence, if the (inte-
grated) optical depth effect becomes large enough so that the front
is “stopped”, the subsequent gridpoints do not “see” the ionization
and heating photons from the quasar, and are ionized and heated by
the background alone.
Finally, the combined set of all the gridpoints at each line of
sight, and the number of lines of sight extracted in the simulation
box are used to obtain the flux statistics. In our simulations, we do
not use the realistic quasar continuum to generate spectra. Hence,
all the artificial effects coming from the issues related to continuum
fitting will not be present in our analysis.
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