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INTRODUCTION
Searching for factors of companies' economic success represents a current and attractive topic for the business economy theory as well as for the management theory. One of the teams of the Center for Research of Competitiveness of the Czech Republic's Economy has concentrated on the analysis of factors of the economic success of a representative sample of selected companies located in the Czech Republic.
The submitted paper concentrates on the methodical side of the carried out research.
1 It provides brief information about data gathering methods and their preliminary processing. The main focus is, however, concentrated on evaluating the application process of self-learning methods of statistical patterns recognition for the purposes of this specifi c topic.
DATA AND METHODS
This research task concentrates mainly on verifying this hypothesis: whether there is a meaningful dependency between a certain type of economic success of companies and a certain typical confi guration of values of selected characteristics that describe these companies. The key factor for the evaluation of the hypothesis lies in good data.
Taking into consideration the overall focus of the carried out research, and considering the availability of needed information, the primary set of researched companies was defi ned by: a) territorial aspect -companies located in the Czech Republic, further divided by regions, b) business sectors (industry segment) aspectsector D Manufacturing industry and sector F Construction business (according to sector classifi cation of economic activities), c) size aspect -companies with more than 50 employees, d) legal form of business -limited partnership companies, and share holding companies (corporations). The set of companies that would satisfy the given criteria, a er excluding companies in liquidation proceedings, bankruptcy, or under court execution totaled, at the time of empirical survey, 4483 subjects.
Considering the fact that information from companies' balance statements needed for subsequent analysis were acquired from the Albertina Data database, it was necessary in selecting the companies targeted for questionnaire survey to analyze the extent and quality of information contained in this database available for our use. Based on this analysis we selected 2187 companies that satisfi ed, from the standpoint of complexity and quality of accounting information, the desired data quality. This selection became the primary data set for our research.
Data sources
In order to acquire the values describing the primary data set of companies two primary sources of information were selected through empirical inquiry: a) public information sources, b) information from questionnaire surveys.
Public information sources consisting mainly of: • companies' web site information, • web published analyses on ipoint.fi nancninoviny.
cz, • information from business index published on web site portal.justice.cz, • information from CreditInfo database which is part of Albertina Data database. The fi rst three of the above-mentioned sources were used to create a brief characteristic of the companies.
The information from Albertina Data database provides economic data of individual companies compiled from yearend balance statements. This information was used to calculate fi nancial indicators used to evaluate economic success of companies.
The second of the primary information sources was information from the questionnaires fi lled out during the empirical search by the researchers in cooperation with their respondents.
The structure of the questionnaire and the focus of individual questions were based on the stakeholder approach that considers the success or failure of a company as a result of confl ict of interest between individual groups of stakeholders -mainly the owners, employees, customers, suppliers, state and the community 2 . Considering this approach, the individual parts of the questionnaire pertained to:
• owners and assets (the type of ownership, the eff ect of owners on management, the amount of tangible assets, so ware applications), • employees (employee structure, employee turnover, wage variability, benefi ts, employee education, and etc.), • consumers and customers (business strategy, type of customers and their stability, proportion of exports, product specifi cs, and etc.), • suppliers (type of suppliers and their stability, proportion of foreign imports, specifi cs of supplies, and etc), • corporate responsibility to codices and certifi cates.
In the eff ort to minimize the extent of research, the questionnaire almost entirely focused on information that cannot be easily acquired from publicly available sources or by other means. The purpose of the questionnaire was mainly to get opinions and qualifi ed estimates of strategically thinking company representatives.
Representativeness of the selective sample of companies
The questionnaire was fi lled out during respondent's meeting with the interviewer. Interviewers were specially trained how to fi ll out the questionnaire and get a deeper understanding of the survey purpose.
The 432 companies that participated in the empirical survey represent 15.33% of the primary data set. A quota system was used to choose which companies will be included in the selected sample. Quota variables consisted of -territory, where the company is located (region); industry segment in which the company operates (manufacturing industry and construction business, within the manufacturing segment 20 more detailed industry specifi c sectors); size aspect -companies with: 50-99 employees, 100-249 employees, 250 and more employees; and legal form of business -limited partnerships, and share holding companies.
We can say that, with the exception of some of the regions and segment sections, a high rate of accordance was achieved in the proportions of the primary and selected samples, which had a positive eff ect on the representativeness of the selected sample.
Methods

Primary statistical analysis
The starting dataset of information for every company was composed of 683 variables acquired from the questionnaires and 123 variables representing fi nancial data from the CreditInfo database. Data refi ning and preparation of data for transformation for further use was an integral part of the primary analysis.
We analyzed the frequency of answers to individual questions of the questionnaire. The results were presented in a uniform way using standardized tables and standardized graphs, including commentary (notes) that briefl y interpret presented numerical and graphic information. The evaluation of the data was conducted for both the entire data set as well as the selected data set, and divided into partial sets by industry segments, company size, and legal form of business. This way we acquired a great deal of information about "how the companies are". We created base points for interpreting the acquired data and have also gained many additional inputs for further analysis.
Creating groups of companies based on their economic success
The next procedural step to validate the above mentioned hypothesis was grouping the companies based on their economic success. A er analyzing various approaches to this task, and taking into consideration available data, we selected the description of a company's economic success as being represented by two indicators -profi tability of assets and growth of assets.
The selective sample, i.e. 432 above mentioned companies, was structured based on cluster analysis. This was carried out using the K-means cluster analysis method that divided the companies into relatively homogenous groups (clusters) based on minimal inter-cluster distance between individual components/members expressed by Euclidian metrics. Considering the fact that the two selected indicators take on variably high values, it was necessary to standardize the given values to ensure comparability. Z-scores were used for standardization.
Using fi ve-year time series for these indicators, there were thirteen groups of companies created based on the cluster analysis and these were, based on the economic analysis, aggregated into 5 and subsequently 3 typical groups A, B, and C. Group A was classifi ed as companies that showed above average values of both indicators, and companies that showed value of one of the indicators above the average, with the second value below the average, however not in the negative. This group included 250 companies. These companies can be considered economically successful.
Group B was categorized by companies that showed below average values of both indicators for the selective group, however not negative values. This group included 185 companies which can be placed in the middle of the economic success scale.
Group C consists of companies that showed negative values of both mentioned indicators. This group consisted of 42 companies. These companies, with negative fi nancial performance, can be considered to be economically unsuccessful. 
Statistical pattern recognition
However, within the framework of the preceding text, from the methodical stand point the most challenging step of verifying the hypothesis of the existence of the dependency between acertain type of economic success of a company and certain typical confi guration of values of selected characteristics describing these companies it was necessary to analyze which of the characteristics, acquired through empirical search, describing individual companies of the primary data set infl uence the economic success of these companies, and thus aff ect their inclusion into the above mentioned groups.
Taking into consideration that the hypothesis rightfully assumed that it is not a particular eff ect of individual characteristics, but always an integral eff ect of certain groupings of selected characteristics, it was not possible to consider using simple statistical methods. Instead, methods implementing multidimensional statistical analysis needed to be used.
Considering the nature of the analyzed problem an approach was chosen based on the methods of statistical recognition and classifi cation of patterns together with the method of dimensionality reduction, specifi cally the method of selecting of the most informative features 5 . This approach was successfully applied for example in healthcare services to classify mammographs (see Somol, Pudil, Kittler, 2004; Somol, Novovičová, Grim, Pudil, 2008) . Within the framework of tasks with economic focus the approach was concerned with fi nding signifi cant factors of the acquisition process (Pudil, Pirožek, Somol, 2000 or Pudil, Pirožek, Somol, 2002 or analysis of creditworthiness of insurance companies' clients (Somol, Baesens, Pudil, Vantihienen, 2005) .
The application of the given approach for analyzing the task at hand represents broadening the scope of its use by the sphere of business economics and management.
The methodology of reducing the dimensionality of decision-making problem of classifi cation type (or the method of selecting the most informative features) is very extensive and its more detailed description is beyond the scope of this paper. For this reason, we are concentrating mainly on the basic concepts of the "self-learning" methods of recognizing and selecting the most informative features from the viewpoint of their application in the framework of given task.
Characteristics of learning approach to the recognition problem
The principal goal of methods categorized as statistical pattern recognition methods can be, in a simple way, characterized as a goal to classify patterns (real world objects representation) into a fi nite, usually not large number of groups 6 . In the case of two groups, which are most common, we are talking about so-called dichotomic classifi cation. This method is based on the assumption that every pattern falls exactly into one of the groups, at this is his classifi cation feature.
The underlying matter of the problem is the fact that at the time when a decision needs to be madei.e. a classifi cation into one of the groups, the given classifi cation feature is not known, nor is it directly measurable. It is thus possible to carry out the classifi cation, all things considered, only by using other measurable features of the pattern, whereas the decision making rule is derived by learning (or training) from past occurrences.
However, the fundamental hypothesis is that this other measurable data (in the statistical pattern recognition terminology features) is at least statistically related to the actual classifi cation of the pattern into a group. The task, therefore, requires instead of the analytical approach the use of the so called self-learning approach that is based on the idea that suffi cient information needed to classify or recognize a pattern is contained in the data describing past experiences.
To implement the self-learning method we need to employ the so-called training dataset. This dataset must consist of patterns with known classifi cation. The solution is fi nding above described features and fi nding a rule for how to assign individual patterns according to these features into individual groups.
Using the above characterized approach to solve given tasks we made following application and interpretation:
Individual companies of the selective sample were considered as patterns for the purpose of the given application. Individual groups of companies were created based on cluster analysis according to the selected fi nancial indicators -profi tability and growth of assets (see paragraph 2.1) were considered as classes. As features we considered the variables from previous set of characteristics (variables) , acquired from the questionnaire or database respectively, that have, in their mutual context, a signifi cant eff ect on classifying the companyto one of the mentioned groups. These are the factors infl uencing economic success.
Reduction of dimensionality
The general goal of the presented approach is the classifi cation of a given pattern (i.e. a company) -deciding into which class or group (cluster based on the economic success) it belongs. Since the grouping was, by defi nition, made based on the fi nancial indicators (see paragraph 2.1) the classifi cation was solved prior to the application of the presented approach. The focus of the application was in essence narrowed down to fi nding causes of why companies achieve such values of fi nancial indicators that assign them into individual classes. It is then a matter of fi nding the most descriptive features that characterize, in the best way, diff erent classes -i.e. factors of economic success that are generally valid for all companies of the primary data set.
For the purpose of statistical pattern recognition based on a selected set of features (factors) it was necessary to appropriately prepare the original, fairly extensive and heterogeneous set of acquired information (see paragraph 2.1). It is possible to, generally speaking, describe a given pattern by a number of characteristics that we can denominate as a set of variables D 0 . It is however not suitable to use all of these variables for the actual selection of the most informative symptoms for the primary input. The reason can be, for example, their mutual correlation, as well as the fact that a number of them can be redundant or irrelevant for the given task. It is therefore necessary to reduce the number of these variables. Within the framework of the given analysis, we have used traditional statistical methods to carry out the preliminary reduction based on two successive steps: 7 1. primary data analysis -that lead to the elimination of those variables that showed 6 As we will describe later, in this task we have divided the companies into diff erent numbers of groups based on the value of two fi nancial indicators. The number of groups varied from relatively high (13), to classifi cation dichotomy. 7 For more detailed description of applying these methods see Špalek (2008: chapter 4) . a high level of missing values, or in some cases that presented very low variability between individual classes (groups of companies created based on economic success), 2. bivariate data analysis -that lead in particular to the elimination of those variables that showed mutual correlation, or lead to creating new (dummy) variables. Subject analysis based on economic aspects of analyzed relationships was carried out along with these statistical methods to accomplish this reduction.
Despite a substantial reduction carried out this way, the acquired set D 1 remained extensive. For the given task (see paragraph 4) it was a matter of 37 variables. Knowing that the relationship between variables (between features) are within this task very complex and heterogeneous and that it is impossible to determine in advance which variables to eliminate and which to keep in this process of preliminary reduction of dimensionality, we carried out the reduction very carefully.
Types of search strategies
The second phase of dimensionality reduction, carried out using the statistical pattern recognition method, was based on searching for sets of features d (factors of economic success) within the set of variables D 1 so that the chosen criterion was maximized. It was a matter of determining:
• effi cient strategy of searching for an optimal set of features, • criterion to rate the quality of this set of features.
Individual techniques of dimensionality reduction, focused on preserving the diff erentiation of the classes, can be divided according to two approaches -feature selection and feature extraction, based on transforming the feature space. We will be further concerned only with feature selection methods that are adequate for the task within the given research framework.
By selecting appropriate criterion (criterion function) to evaluate the quality of feature subsets, the actual process of selecting features (factors) is transferred into a search problem -detection of optimal subset of features in terms of the selected criterion. It has been proven that in order to fi nd a guaranteed optimal subset of d features from given D of observations (properties, indexes, attributes, etc.) it is necessary to search through all possible ds. The exhaustive search procedure will fi nd the optimum thanks to the fact that it is searching through all subsets of value d.
As we know, those can be  D     d  . The abovementioned process is, however, not very practical since the number of examined subsets can quickly reach a disproportionately large size and thus unreasonably prolong the computing time. 8 For this reason, current trends concentrate on constructing a more sophisticated and effi cient search method that has less time requirements than the demands for an exhaustive search would be.
The main trend in the feature selection fi eld concentrates on sub-optimal search strategies. A whole array of sub-optimal search methods has been published, the most known and nowadays the most quoted ones are methods of sequential fl oating search of subsets (see Pudil, Novovičová, Kittler, 1994) . The fl oating search encompasses in reality two methods. Even though they both alternate adding and subtracting features into and out of the working dataset, they can be distinguished as two separate algorithms based on the prevailing direction of the search. It can be:
• forward algorithm, also known as sequential forward fl oating selection -SFFS, • backward algorithm, known as sequential backward fl oating selection -SBFS. Both algorithms together are known as fl oating methods, because the resulting dimensionality that follows the individual steps of the algorithm does not change monotonously, but in reality "fl oats" up and down. By combining the original (a er optimal steps) SFS (sequential forward selection) and SBS (sequential backward selection) methods, the fl oating methods are approaching the optimal solution. Their main characteristic is that, for example, during the backward fl oating selection (SFBS) the once eliminated features can be during the selection process added back to the selected features, if that improves the criterion value.
In some cases (for example -a large number of primary features, as it is the case of given analysis) it is possible to "fi ne tune" the solution (the most informative feature subset of dimensionality d) using the oscillatation algorithm . Oscillation search can be considered as a "higher level" procedure that uses a diff erent feature selection method than a sub-procedure of the main course of the search. The whole concept is characterized by high fl exibility and allows modifi cation for diff erent purposes.
For the analysis of economic success we chose, in consideration with the above mentioned matters, the SFS (sequential forward selection) method.
Selecting the most informative features using the classifi cation method as a selection criterion
An appropriate criterion function, capable of describing how informative is any feature subset under consideration, is needed in order to apply the search method. A number of functions that can be used for a common data recognition task is well known, however the specifi cs of the given analysis requires a custom/made defi nition of the function. Before we are able to defi ne this function, we need to summarize some important observations from the pattern recognition fi eld.
It is nowadays common to divide the feature selection methods into fi lters and wrappers, where the diff erence is in the principle of the use of the criterion function 9 . Wrappers are computationally more demanding, however more common in practice. Instead of criterion functions, they use one of the concrete decision rules (classifi er). Evaluating feature subsets in the wrapper type selection then looks as follows: part of the data is used to train the classifi er, this part is a erwards with the help of the classifi er repeatedly classifi ed -the percentage of the samples that have been correctly classifi ed this way is subsequently used in the feature selection method in place of the criterion function value. It is clear from this observation, that evaluating every analyzed feature subset is very time consuming because of the need to train the classifi er. On the other hand, it is possible to select features that with use of a given classifi er will lead to more accurate classifi cation than it would be possible using the features selected by the fi lter method.
The number of known classifi ers is enormous. For our purposes we selected the K-Nearest Neighbors classifi er, known under the abbreviation kNN, that by using its properties deals well with compromises that need to be considered: kNN is parameter free (we do not input additional assumptions, which is convenient considering the type of given analysis); kNN is easily implemented and quite demanding as far as the computing power and memory is concerned (which is not a problem in our case as we do not require interactive response); kNN's decision capability is one of the strongest among available classifi ers considering the nature of the task of generalization, or classifi cation based on unknown data it is not a serious problem.
Briefl y summarized, the kNN principle is as follows: starting from the situation where the goal is to classify a new pattern, while we have available a training data set with known affi liation to classes. We will analyze the distance (using for exampleEuclidian) of the analyzed pattern to all components of the training data set and fi nd this way k of its nearest neighbors. The sample will then be assigned to the class where the majority of these k neighbors belong.
Value of k is a user parameter and, in general, it can be any nonnegative number. In practice, it is however necessary to account for the way this value aff ects the classifi cation abilities of the kNN classifi er. For k = 1 the hypothetical boundary separating in multidimensional space individual classes is composed of straight areas (the boundary then has edges and vertices). With increasing k the border starts to round out and starting with a certain value of k we start losing the ability to distinguish details. On the other hand, a higher value of k can be a safeguard against the infl uence of isolated non/typical patterns -outliers. In a number of applications it is common to use k values equal to 1, 3, and 5 (odd numbers are preferable to suppress indecisive situations).
For further information about classifi cation and decision problems in general we refer you to books providing an overview -Duda, Hart, Stork, (2000) and Theodoridis, Koutroumbas, (2006) , resp. paper Jain, Duin, Mao, (2000) .
For our purposes we use the kNN classifi er in the role of the criterion function that evaluates how informative is a data subset as follows: For a given feature subset, we will attempt to assign each of the patterns (a company) into a class based on its k's closest neighbors and establish a relative success of correct classifi cation. A proportion of correctly (re) classifi ed patterns always analyzed for a currently studied feature subset will be used within the framework of the search algorithm for further direction of the search. The result is the subset of d features that provides, in this sense, the most accurate classifi cation.
Technical diffi culties and question of selecting the most informative variables
The above-mentioned methodology of selecting the most informative variables is based on the assumption that it is possible to interpret the distance (similarity, mutual dependency) between random patterns (companies). The standard form of the kNN classifi er can be used for numeric data without missing values.
The analyzed dataset of variables that characterizes companies, however, has two disadvantageous characteristics. Not all of the features are known for all patterns (companies did not provide some data and it was not possible to fi nd it), and not all of the features are numerical (for example -the business segment, or legal form of business are not by their nature indexed). The distance of two patterns cannot, in this case, be evaluated using simple Euclidian metrics, however it is necessary to defi ne our own combined metrics that will allow the implementation of kNN as a criterion of a feature selection.
These combined metrics are generally expressed as: The majority of variables characterizing companies are captured on a scale -most frequently on a fi ve point scale. Quality is then quantifi ed using a point assessment. From the defi nition of the above mentioned metrics we accept the simplifi ed assumption that the distance between individual levels on the points scale is the same and thus the assigned numbers can be treated as regular numbers. The analysis of returned questionnaires suggests, however, that this need not to be the case in all instances. A possibility presents itself to diff erentiate between the individual values of the point scale to take into consideration the nature of each question and the way the answer was interpreted.
It is also necessary to keep in mind the two following circumstances that can infl uence the selection of the most informative features (factors). They are:
• Number of classes (groups of companies) into which the pattern are divided Classifi cation tends to be more accurate with lower numbers of classes into which it is necessary to classify the samples. We can view the task in a hierarchical way -other feature subsets will most likely be the most informative in order to diff erentiate all of the classes together, while others will be the most informative in order to diff erentiate certain actual pairs (or other subgroups) of classes.
The hierarchical approach to analysis can lead to a more refi ned diff erentiation of the importance of competitiveness factors.
• Separability of classes (groups of companies)
Potential diffi culty can occur in the separability of classes, which tends to be a common problem stemming from the internal character of analyzed data. In some types of the problem it might be more appropriate to consider multiple classifi cation of a sample into multiple classes especially when the classes strongly overlay each other in the multidimensional space and are, from the theoretical viewpoint, distinguishable only with a certain minimal error. The methods of statistical pattern recognition applied in our analysis presume however an unequivocal classifi cation of the patterns to classes, which leads to better defi ned and interpretable results. The results of economic success analysis are, in this sense, dependent in principle on the defi nition of the classes (groups of companies) with the diff erent nature of economic success. The stated circumstances lead, among other things, to the assignment of experiments described in following paragraphs.
RESULTS
A number of experiments were carried out to verify whether the methodology of statistical pattern recognition is applicable for a given task -i.e. fi nding factors, that in their mutual interaction infl uence the economic success of companies and whether the acquired results are credible. The task of individual experiments was based on combining a selection of available variations of this methodology and selecting inputs.
As we stated above, the Sequential Forward Floating Selection (SFFS) method of statistical pattern recognition was selected. This method generally provides the best results 10 and therefore it was used in all of the experiments presented below.
To evaluate the information value of tested datasets the k-Nearest Neighbors (kNN) classifi cation method was used. The experiments were carried out with the variable pre-set of k values to 1, 3, and 5. A er each experiment, the most appropriate value of k, that provided us with the most informative dataset of variables, was selected. In the following text the three variations of selected k are denoted as 1NN, 3NN and 5NN methods respectively.
The selection of variations of inputs was concerned with the selection of the number and character of classes (groups), into which the companies were assigned based on their economic success.
As a criterion of mutual comparison and evaluation of results of individual variants we chose the probability with which the patterns (companies) are assigned into the appropriate classes based on selected features.
Basic experiment
Data set D 1 containing 37 selected variables was entered into the primary experiment. The relationship between informativeness (in our case evaluated with the help of the probability of correct classifi cation) and the number of features (variables) of the given method selected in individual steps as factors of economic success is presented in Figure 1 .
The results comparing the use of methods  1NN, 3NN a 5NN are shown here. It is obvious that a diff erent number of "the closest neighbors" clearly aff ects achieved maximum values of informativeness. Using the 1NN the highest value of informativeness is 0.6590, for 3NN it is 0.6613 and using 5NN it is 0.6544.
The typical evolution of the value of informativeness is also obvious from this regardless to the number of the "the closest neighbors". It starts with rapid growth and reaching the global maximum for a dataset of three to four variables, and then decline. The decline of the value of informativeness a er reaching the optimum does not, however, decline with the increase of dataset variables continuously nor without exception. As we can see, the decline of informativeness does not happen monotonously, but there are certain "swings" connected to the existence of local maximums. Looking for and evaluating these local maximums were the next steps of the experiment.
The reason is given by the nature of the analyzed task. It is not possible to presume that such a complex and challenging phenomenon, that companies' economic success without a doubt is, depends only on the combination of values of three to four variables. In the same manner, it would be diffi cult, or even impossible, to credibly interpret certain types of economic success using these few variables.
Three datasets of variables actually reach the local maximum by using the 1NN method, the datasets with 14, 15, and 16 variables, while attaining the informativeness value of only 0.6106. Using the 3NN method, a dataset with 18 variables reaches the local maximum with an informativeness value of 0.6267. And fi nally, using the 5NN method, a dataset with 16 variables reaches the local maximum with informativeness value as much as 0.6498, which is, converted to percentages, not even half a percentage point worse result than the best dataset achieved by this method (foursome variables with informativeness of 0.6544) and roughly one percentage point worse than the best overall informativeness of 0.6613 achieved with Based on the above noted facts, the factors of economic success of companies were identifi ed as variables contained in the 16 member dataset created using the SFFS 5NN method with the information value of 0.6498.
Additional experiments
In order to examine the eff ect of changes in input values on the results of selecting the dataset factors of companies' economic success, additional experiments were carried out.
We focused on monitoring how informativeness is aff ected by changes in the class structures. We experimented with following structures: 11 a) Thirteen groups of companies, as they were grouped together based on cluster analyses (more in paragraph 2.6); b) Three groups of companies, created by aggregation of mentioned thirteen groups (more in paragraph 2.6); c) Three variations of two dichotomous groups of companies. In case of c) -variations of dichotomous groups were created in such a way that out of the groups A, B, and C we focused in turns on analyses of one against the merger of the remaining two.
It is clear that in the presented Tab. II, where the highest values of global and selected local maximums of informativeness are captured, in 13 groups the global maximum value of this criterion reaches only value of 0.3086, in 3 groups (A, B, and C) value of 0.6613, and the best option of the dichotomous groups (C versus A + B) even value of 0.9284.
It is worth mentioning the fact that by comparing the three option of dichotomous groups it is obvious how confi nement, respectively specifi cs of given classes (groups) aff ects informativeness. The highest value of informativeness is shown by selected features (factors) within the "companies with negative profi tability and negative growth when compared to other companies" (C versus A + B) dichotomy. Ranked second, the value of informativeness is shown by selected features forming the other view point, meaning the "above average companies compared to the rest of the companies" (A versus B + C) dichotomy, while the worst values of informativeness is then shown by selected features when the companies with the economic success in the middle of the scale are compared against each other group of companies -above the average one and loss making ones (B versus A + C).
Overall, it is clear from the experiments that our method provides the better results the lower the number of classes, meaning the more aggregate the structure of the groups of companies based on economic success is.
A somewhat diff erent conclusion off ers itself, when we are reminded, that informativeness is in our case understood as a probability with which the companies are assigned into the appropriate classes (i.e. groups of companies defi ned by the type of economic success) based on the values of selected dataset of variables (factors). We must take into consideration that without the use of any methodology, solely based on random selection according to statistical probability and the eff ect of the law of large numbers, a company that is ranked with the existence of 13 groups into the appropriate group with the 1:13 probability (that is 0.0769), compared to with the existence of two groups with the probability of 0.5.
It is clear from the Tab. III that the biggest eff ect of the methodology application on increasing the probability of appropriate classifi cation of a company against a random selection is in the case of the largest number of companies groups (13), where the increase is more than fourfold (see column p ig / p n ). Compared to that, even the best case in the 2 groups of companies (C versus A + B) shows a increase of probability only in the amount of 1.8568. This interpretation of the experiment results then shows that with the growing number of classes (groups of companies) the eff ect of the methodology application on informativeness increases. 
DISCUSSION
Searching for the factors of economic success of companies using the exact approach based on multidimensional statistical analysis presents a demanding task carried out in a so far, fairly unexplored territory. Some of the distinctive facts and related questions are presented here for discussion.
Relationship between cause and consequence
The given task fundamentally concerns itself with searching for a relationship between economic success as a consequence and certain characteristics of a company as a cause. There is a logical hypothesis that the cause precedes the consequence. This was not, and could not have been, respected in given analysis. The fi ve year time line of indicators of profi tability and growth of assets, from which fi nancial performance was calculated and based on which the economic success was judged, was preceded by periods in which data was collected using a questionnaire. The past economic success was put in relation to the causes of the future economic success. The research team then assumes that information from account statements, from which the fi nancial indicators are derived, will be collected in the future as well and calculations will be made with updated data. This way, the relationship cause -consequence will have the proper time sequence. In this sense, it is however necessary to be reminded, that we can assume, and thus also analyze a reverse causality: to what extent a company did that was in the past economically successful or unsuccessful create ordid not create conditions for future economic success.
Selection of companies characteristics and their quantifi cation
There is an extensive, through many decades updated theory used to evaluate the fi nancial performance of companies. Many methods, supported by the use of the number of fi nancial indicators stem from this theory. These indicators have a quantifying character and are derived from the accounting data that refl ect the value side of described reality.
It cannot be generally stated that accounting valuation of actual events as well as the formation of fi nancial indicators is problem free. In the same manner, the correct selection of concrete fi nancial indicators that would best represent fi nancial performance and economic success of companies was not without diffi culties either. Nevertheless, within the framework of the given task, the second side of the analyzed relationship -the characteristics of the companies, is disproportionately analyzed. And specifi cally in this area we can fi nd problems to which solution the given analysis was trying to contribute the most.
The initial problem is creating a dataset of characteristics of a company (dataset of variables D 0 , see paragraph 3.2) that we can reasonably assume contains all of the most informative features -i.e. potential factors of economic success. If this data set does not contain the given feature, it naturally cannot be selected. At the same time, there is no exact methodology to create such data set, nor for testing for risk that one of these symptoms is missing. It was necessary, while analyzing the given task to use heuristic practices, supported by the business economic theory. Specifi cally, as we mentioned earlier in paragraph 2.3, the application of the stakeholders approach.
Another diffi culty is the fact that the sources of companies' characteristics are in most cases subjective opinions by the companies' representatives captured on a point scale. In a substantially lower number of cases are there numerical values available that are based on internal statistics, and in many cases these are only expert estimates. We can assume that within the framework of the selective sample the inaccuracies tied to subjective opinions of individual correspondents (overestimating, underestimating, erroneous or inaccurate opinion, and etc.) will balance each other out, however we cannot dismiss the fact that common diffi culties with metrics (see paragraph 3.5) can negatively aff ect the quality of results. 
Relationship between informativeness and class structure
The result of the theoretical fundamentals of statistical pattern recognition and classifi cation and their previous application is that the informativeness of symptoms of class diff erentiation grows with a declining number of classes. That is supported by the results of our experiments presented in paragraph 3.2. This fact is not contrary to the interesting fi nding, that is mentioned at the end of the quoted paragraph -that with the growing number of classes (groups of companies) the eff ect of applying the methodology on informativeness grows as well. This relationship is however only relative. It is clear for the absolute numbers from the experiment that the methodology assigns patterns (companies) into individual classes more precisely with fewer classes.
It seems that for the factual interpretation within the framework of the given task (and also considering the above noted facts) it is most appropriate to look for the most informative features, meaning factors of economic success, while assigning the companies into two classes -above average and below average companies.
CONCLUSION
The presented results allow us, with a considerable level of probability, to conclude that the selected approach based on the statistical pattern recognition method is a suitable tool to look for factors of economic success of companies. Until now, executed analyses confi rmed a number of initial hypotheses; however they have also uncovered, respectively specifi ed in more detail, a number of problems representing a challenge for further solution as well.
Currently we are processing the data from the second empirical search that captures (with the exception of earlier analyzed manufacturing industry and construction industry) the majority of business sectors. It is nevertheless carried out principally in the same manner, using more precise methodology that creates positive groundwork for advancing the methodical as well as contextual side of the given task.
SUMMARY
The paper is devoted to the methodical side of empirical research of factors infl uencing the economic success of companies that was carried out within the Center for Research of Competitiveness of the Czech Republic Economy. The selective sample consisted of more than 400 stock listed (share holding) companies and limited partnerships located in the Czech Republic operating in the manufacturing and construction business segments, with 50 or more employees. The main goal of this research was to methodically and theoretically verify the hypothesis of signifi cant mutual dependency between certain types of economic success of companies by a certain typical confi guration of values of selected characteristics describing these companies. The paper concentrates on analysis of the application of the statistic pattern recognition methodology in the course of verifying this hypothesis.
