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We study the existence and properties of solutions in travelling wave form,
u(x, t)=,(x&st), defined for every z=x&st # R, for the reaction-convection-
diffusion equation
ut=a(um)xx+b(un)x+ku p for x # R, t>0,
with a, m, n>0; b, k, p # R . In the reaction case k>0 we prove that there exist
travelling waves vanishing for z   if and only if b>0 and
min[1, n]
m+ p
2
max[1, n], pmax[1, n].
Moreover, if m+ p{2n, there exists a minimal velocity s*(a, b, k, m, n, p)>0, for
which there are travelling waves only with ss*, while in the case m+ p=2n there
are travelling waves only when 4amkb2n and for every velocity s0. Some
properties of the function s* are established.
All the waves are decreasing in their support and waves having bounded support
from the right exist if and only if m>min[1, n].
Also, the absorption case k<0 is treated, where we find that, for different values
of the parameters, there exists a unique travelling wave for every velocity s # R, but
for some case where only negative velocities exist. The cases b=0 or k=0 are well
known in the literature.  2000 Academic Press
Key Words: reactiondiffusionconvection equations; travelling waves; finite
propagation.
1. INTRODUCTION
This paper is concerned with the nonlinear parabolic equation
ut=a(um)xx+b(un)x+ku p for x # R, t>0, (1.1)
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for different values of the parameters a, b, k, m, n, and p. Equation (1.1) is
a simple and widely used model for various physical problems involving
diffusion, reaction, and convection. It models heat transfer with thermal
conductivity, convective transport, and sources or sinks of thermal energy
depending on the temperature [14, 16, 34, 45]. It also appears in other
areas like soil physics, fluid dynamics, combustion theory, and reaction
chemistry [1, 610, 12, 40, 43, 46]. Many other related references can be
found in [24, 31]. In these situations, the second-order term describes a
diffusion process, the first-order term corresponds to convection, and the
zero-order term is associated with reaction or absorption.
We are interested in a particular class of solutions to (1.1), the travelling
waves. By a travelling-wave solution (TW) with velocity s # R we mean a
solution u(x, t) of (1.1) in Q=[(x, t) : &<x<+, t>0] of the form
u(x, t)=,(x&st), (1.2)
where , is a continuous function such that (,m)$ is also continuous.
The importance of special solutions in TW form to equations like (1.1)
lies in the fact that they give insight into the behaviour of some classes of
solutions of the same equation with arbitrary initial conditions. In par-
ticular, the property of finite propagation and the local behaviour near the
corresponding interface is almost always characterized by comparison with
finite TW, by which we mean travelling waves with support bounded from
one side. To be more precise, if a function u(x, t) has support in x bounded
from one side at certain time t0 , we say that it has the finite propagation
property if the support of u is also bounded at every later time t>t0 , and
a front or interface appears separating the regions u>0 and u=0. In
general, the movement of this interface is related to the possible velocities
s of the finite TW to the equation satisfied by u. See [2, 15, 24, 27, 32, 37].
Another application is the study of the long-time behaviour of solutions,
whose profile resembles a travelling wave as t   [18, 23, 33, 36, 37]. In
this respect we also mention the role played by the selfsimilar solutions [5,
20, 31, 38, 44].
Since the classical paper [33] on the existence of TW solutions to the
reactiondiffusion Fisher equation ut=uxx+u(1&u) (see also [19]), much
research has been carried out on the question addressed in this work for
equations related to (1.1).
When b=k=0, a>0 in (1.1), we have the so-called Porous Medium
Equation, for which the TW with velocity s>0 are easy to derive
,(z)={_
m
m&1
*(&z)&
1(m&1)
+
if m>1
e&*z if m=1
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with *=sa. Waves with s<0 are obtained by reflection; no waves exist if
m<1. Observe that they are finite if and only if m>1, and this is the con-
dition for the finite propagation property to hold for every solution to this
equation [35].
When we add a convective or a reactive term, the TW are in general not
explicit. The case b=0 has been studied in [27, 41] for k<0 and in [37]
for k>0. In particular, in this latter paper, it is proved for the reactiondif-
fusion equation ut=(um)xx+u2&m with p<1<m that there is a minimal
velocity s
*
>0 for the existence of TW, a known fact for the Fisher equa-
tion. This implies a rapid movement of the front of every solution. Minimal
velocities also appear for other equations of Fisher type (see [3, 17, 37,
42]). It is of great importance to characterize the minimal velocity in terms
of the parameters appearing in the equation (see also [36]). An equiv-
alence for the existence of TW and the corresponding range of admissible
velocities for reaction equations with m>1 is established in [17], in terms
of the case m=1 and a different reaction term.
The case k=0 is also explicitly solved (see the last section of this paper),
and its consequences to the finite propagation property have been deeply
studied [15, 22, 26, 30, 31].
Finally, the complete equation (1.1) has been studied in [21, 24, 25], but
only in local terms. We say that u(x, t)=,(x&st) is a local TW if , is only
defined in an interval of the form (&, z0) or (z0 , ). It is worth men-
tioning the paper [24] where a definite characterization of the finite
propagation property is proved from the existence of local TW. It is the
purpose of this work to look for global travelling waves and to characterize
which of them are finite.
2. DESCRIPTION OF RESULTS
We consider Eq. (1.1) with a, m, n>0 and b, k, p # R. Negative
exponents p are considered in the usual way, u p=0 for u=0 if p0.
We look for solutions in the travelling wave form (1.2), u(x, t)
=,(x&st), s # R, with ,(z) defined for every z # R. We are interested in
solutions satisfying ,(z)0 and
lim
z  
,(z)=0, (2.1)
which we call right waves. Left waves, i.e. waves with the condition of
vanishing at &, are obtained by reflection x  &x, which implies the
change of velocity s  &s. We say that two TW, ,1 , ,2 are equal if
,1(z)=,2(z&z0) for some z0 .
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The different possibilities for the value of the parameters are analyzed in
different sections throughout the paper, the more interesting being b>0,
k>0 and n>1. In particular, the case b<0 is reduced by symmetry to
look for left waves with b>0, and the case n<1 can almost always be
reduced to the case n>1 by a transformation. More dramatic changes
occur between reaction k>0 and absorption k<0: while for k<0 there
are TWs with every velocity s # R (or only with s0 in some particular
case), for k>0 there exists a minimal velocity s
*
>0 for the existence of
such waves.
Define, for b{0,
l=min[1, n ], L=max[ 1, n], (2.2)
and put l=L=1 if b=0. The main results are the following
Theorem 2.1. Equation (1.1) with k>0 and n{1 admits TW solu-
tions if and only if
b0, l
m+ p
2
L and pL. (2.3)
Moreover,
(i) If m+ p=2n, there exist TWs only if b2 - amkn , and for every
velocity s0.
(ii) If m+ p{2n, there exist TWs only for velocities ss
*
(a, b, k, m,
n, p)>0. In particular, s
*
=2 - amk if m+ p=2; s
*
= amklbn if m+ p=
n+1; and limm+ p&2n  0 s*=0 if b2 -
amk
n .
(iii) All the waves are decreasing in their support.
(iv) If m+ p{2 and s=s
*
the TW is unique; in all the other cases, and
depending on the parameters, the set of TWs can be infinite.
Theorem 2.2. Equation (1.1) with k<0 and n{1 can have TW solu-
tions only if m+ p>0. When a TW exists for some velocity it is unique.
Moreover, there exist TWs if and only if one of the following conditions also
hold:
(i) n>1, b>0 and mmax[ p, n].
(ii) n>1, b<0 and pmax[m, n].
(iii) n>1, b=0, s>0 and mmax[ p, 1].
(iv) n>1, b=0, s<0 and pmax[m, 1].
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(v) n>1, b=s=0 and mp.
(vi) If n<1 the conditions are the same interchanging the roles of b
and s and also of n and 1.
Remark 2.3. We recall that the non convective case b=0 is contained
in the papers [27, 37]. On the other hand, for n=1 equation (1.1) can be
reduced to this case by a simple traslation x  x&bt. Thus, by [27] for
k<0, we get the same conclusion, while by using the results of [37] for
k>0, we obtain that there exist TWs if and only if m+ p=2, and only for
velocities ss
*
=2 - amk&b; or which is the same, there exist TWs for
every velocity s0 if and only if b2 - amk.
Finally, the case k=0 is easily explicitly solved: if n>1 there exists a
unique TW for each s0 and mn or s>0 and b<0; if n<1 there exists
a unique TW for each s>0, b>0 and m1 or s<0 and b>0; if n=1 we
arrive at the Porous Medium Equation. See also [15, 21, 26, 30, 31] and
the last section.
In the sequel we always assume b{0, k{0 and n{1.
By a simple rescaling we may put a= 1m and |b|=
1
n . The formulae will be
much simpler. In fact we take
v(x, t)=:u(;x, #t)
with
;=
am
|b| n
:n&m, #=
am
b2n2
:2n&m&1. (2.4)
This implies the changes in the reaction coefficient
k  k0=
amk
b2n2
:2n&m& p (2.5)
and the velocity
s  c=
1
|b| n
:n&1s. (2.6)
Also, if m+ p{2n we can get |k0 |=1 by choosing :=( am |k|b2n2 )
1(m+ p&2n).
Therefore the minimal velocity s
*
can be written in this case as
s
*
=|b| n \am |k|b2n2 +
(1&n)(m+ p&2n)
c
*
(_, n), (2.7)
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where c
*
is some function of _= m+ p&n&1n&1 # (&1, 1) and n>0, n{1. The
study of the minimal velocity can be done by using the techniques of
anomalous exponents if we write the travelling waves in logarithmic
variables. Thus we apply the method developed in [4] to prove that the
function c
*
(_, n) is analytic in _ # (&1, 1) for every n>0, n{1 (see also
[36]).
Substituting now v(x, t)=.(x&ct) into Eq. (1.1) rescaled we get
&c.$=(.m&1.$)$+=.n&1.$+k0. p, (2.8)
with ==\1, and k0=\1 if m+ p{2n, and where $ denotes differentiation
with respect to !=x&ct. Equation (2.8) is understood in weak sense, i.e.,
. and .m&1.$ are continuous functions in R and the equation is satisfied
in its standard integral version.
If . vanishes for !!0 we say that the wave is finite, and by traslation
we may put !0=0. We must have in this case .m&1.$(0)=0 in order to
be a weak solution; this is called the flux condition. In contrast, waves
satisfying .>0 in R are called positive waves.
The paper is organized as follows: Eq. (2.8) with k>0 is analyzed by
phase-plane techniques in Sections 3 and 4, depending on the value of n
being larger or smaller than one; the study of the function c
*
(_, n) which
gives the minimal velocity is performed in Section 5; the case k<0 is
studied in Section 6. Some properties of the waves encountered in those
Sections are established in Section 7.
3. CASE k>0, n>1
We define the variables
X=.n&1, Y=&.m&2.$, (3.1)
and then Eq. (2.8) transforms into the system
dX
d!
=&(n&1) X (n&m)(n&1)Y
dY
d!
=(Y&c&=X ) X (1&m)(n&1)Y+k0X ( p&1)(n&1)
(3.2)
where k0>0 and k0=1 if m+ p{2n, and ==\1. The variables satisfy
! # R, X(!)0, lim!   X(!)=0, and if X(!)=0 for !0 the flux condi-
tion is lim!  0 X1(n&1)(!) Y(!)=0.
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In order to remove the singularity of system (3.2) at the origin, we
reparametrize by defining implicitly d‘=X1&m d!, and we get the system
dX
d‘
=&(n&1) XY=F1 (X, Y )
(3.3)
dY
d‘
=Y2&cY&=XY+k0 X (m+ p&2)(n&1)=F2(X, Y ).
Both systems are topologically equivalent in the interior of the half-plane
6=[X0, Y # R], and with the same orientation, since d‘d!>0 .
Thus looking for travelling waves reduces to look for trajectories
Y=Y(X ) in 6 solving the equation
(n&1)
dY
dX
==+
c&Y
X
&
k0X _
Y
#F(X, Y ), (3.4)
where _= m+p&n&1n&1 .
The flux condition reads here
lim
X  0
X1(n&1)Y(X )=0. (3.5)
The trajectories satisfying limX  0 Y(X )=\ fail to obey this flux condi-
tion (3.5), since they are |Y(X )|+X&1(n&1) for X  0, as we shall see,
and they reach X=0 in finite !-time.
On the other hand, the trajectories in 6 would reach X= also in finite
!-time, depending on the growth of Y(X) for X  . We obtain in that
way waves defined only for some interval (!1 , ), having a vertical
asymptote at !=!1 . They are called unbounded TWs, in contrast to
globally defined TWs, just called bounded. We then have the no-blow-up
condition.
|
 X (m&n)(n&1)
Y(X )
dX=. (3.6)
In particular this happens when Y(X )rX$ with $ m&1n&1 . (Here, and
throughout the paper, we write frg meaning f =O(g) and f{o(g).)
We now assume ==+1 (b>0). The case ==&1 (b<0) is easily dis-
carded, and we do that briefly at the end of the section.
A first look at the finite critical points on the Y-axis, the solutions to
F2(0, Y)=0, easily allows to select which trajectories in 6 give right TWs
and are therefore admissible (a more detailed analysis is performed later
on). In particular, we have none, one or two solutions to this equation, and
those points have always the same sign, depending on c. Since the sign of
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Y is minus the sign of the derivative of ., the right TWs must approach
the Y-axis from the first quadrant. On the other hand, all the trajectories
that cross the horizontal axis must go to  as !   or to & as
!  &, not satisfying the flux condition. We conclude that the only
admissible trajectories are:
those defined for every X>0, positive, with a finite limit as X  0.
Trajectories defined for every X>0, negative, with a finite limit as X  0,
must be discarded since they correspond to increasing (or left) waves, thus
not satisfying (2.1). From these admissible trajectories we then select which
ones correspond to bounded TWs, i.e., they satisfy (3.6).
The nonexistence result is easy.
Lemma 3.1. System (3.3) with ==+1 has no admissible trajectories if
c<0 or |_|>1.
Proof. c<0. The critical points on the Y-axis satisfy Y0, and
therefore only left TWs could exist.
_<&1. Since there are no finite critical points in 6, all the trajec-
tories in the first quadrant go to Y= as X  0.
_>1. All the trajectories cross the X-axis and are not admissible.
This follows by observing that for every c0, there exists 0<Xc< such
that dYdX<0 for X>Xc , and also
dY
dX is large negative for every X large,
Y>0. K
Now we characterize the existence of TWs in the range |_|1. We omit
in this section the dependence of c
*
on n.
3.1. The Inner Case &1<_<1
Theorem 3.2. If &1<_<1 there exists a minimal velocity c
*
(_)>0,
such that there are admissible trajectories only for cc
*
(_).
We divide the proof into three paragraphs.
The Critical Points. We first recall that we put k0=1 in (3.3) if _{1.
When &1<_<1, system (3.3) has two critical points, O=(0, 0) and
P=Pc=(0, c), and we have to consider only c0.
If c>0, the point P is a saddle, though if _<0 the jacobian matrix is
singular, and we have to perform a change of variables before we obtain
this conclusion. Actually, this matrix is, for _>0,
A(P)=\&(n&1) c&c
0
c+ ;
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for _=0 it is
A(P)=\&(n&1) c1&c
0
c+ ,
while for _<0, defining Z=X_+1, the matrix is
B(P)=\&(n&1)(_+1) c1
0
c+ .
The unstable manifold is the Y-axis, and the stable manifold WcP has the
direction of the vector v=(1, 1n), v=(1, (c&1)cn) and v=(0, &1),
respectively.
Looking now at the origin O, we see that the jacobian matrix is either
degenerate (if _>0) or singular (if _<0). Then O is a non-hyperbolic
point, and the linearized system is inadequate to give the dynamics around
this point, so we follow [13] and study the higher order terms in the
approximation of the right-hand side of (3.2). If we put ’=&c‘, we get
B(O)=\00
0
1+ (3.7)
as jacobian matrix. The equation F2(X, Y )=0 in a neighbourhood of the
origin implies
Y=
1
c
X_+1+o(X _+1).
Since along this curve we have
dX
d’
=
n&1
c2
X_+2+o(X_+2),
we get that the origin is an stable node for X>0, and all the trajectories
enter O like the power Y= 1c X
_+1 (see [13]).
If _<0 we also perform the change Z=X_+1, H=Y& 1c X
_+1, to get
(3.7), and obtain that along the curve
H=(Z )=
(n&1)(_+1)+1
c3
Z 2+o(Z 2),
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we have
dZ
d’
=
(n&1)(_+1)
c2
Z 2+o(Z 2).
We arrive at the same conclusion.
In the case c=0, both points P and O collapse in a saddle-node point.
We also refer to Remark 3.5.
To complete the characterization of the critical points we also consider
the points at infinity. They are: S\ corresponding to the points (0, \);
Q corresponding to the behaviour YrX_ and R corresponding to
Yr 1n X. We have that R and S\ are nodes and Q is a topological
saddle. To see this and to give a better description of the dynamics in the
semiplane 6, we consider homogeneous coordinates
X=
U
W
, Y=
V
W
, U 2+V2+W2=1, (3.8)
which transforms the XY-plane into the Poincare Sphere (see e.g. [39]). In
this coordinates, and in differential form, equation (3.4) becomes
(V 2W&cVW2&UVW+U_+1W2&_) dU+(n&1) UVWdV
+(cUVW&nUV2+U2V&U_+2W1&_) dW=0. (3.9)
The points at infinity in 6 correspond to points on the hemicircle
T=[U0, W=0, U2+V2=1],
for which the above equation reduces to
UV(U&nV)=0. (3.10)
This gives U=0, V=0 and U=nV, i.e., the four critical points in T:
41=(1, 0), 42=\ n- 1+n2 ,
1
- 1+n2+ , 43, 4=(0, \1), (3.11)
corresponding, respectively, to Q , R and S\ . Following [39] we
obtain the flow on T,
44  41  42  43 . (3.12)
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In order to obtain the dynamics around the first two points, we project
the sphere onto the plane U=1, thus obtaining the differential system
dW
d‘
=&(n&1) VW
(3.13)
dV
d‘
=V+cVW&nV2&W1&_.
The critical points 41, 2 are here *1=(W, V )=(0, 0) and *2=(0, 1n).
Using the same procedure as for the study of the origin of system (3.3),
we obtain that *1 is a saddle-point, while *2 is an unstable node. Moreover,
for the unstable manifold emanating from *1 we have the local behaviour
V=(W )=W 1&_+o(W1&_)
for W  0. This implies, for the unstable manifold Wc coming from Q ,
the asymptotic behaviour
Y=9(X )=X_+o(X_)
as X  .
For future use (Lemma 3.9, Theorem 5.1), we need a more accurate
approximation of Wc, in particular its dependence on the velocity c. This
can be obtained by a straightforward application of the Center Manifold
Theorem (see e.g. [11]) to system (3.13):
Proposition 3.3. With the above notation, and as X  , we have
9(X )= :
M
i=1
biX1&i(1&_)&cX _&1+o(X_&1), (3.14)
where M&2M&1<_
M&1
M , and the coefficients b i depend only on _ and n, not on
c (in particular b1=1, b2=(n&1) _+1).
Finally, the study of S\ , corresponding to 43, 4 , is done by projecting
again the Poincare sphere, this time onto the plane V=1. The system is
now
dW
d‘
=W&UW&cW2+U_+1W 2&_
(3.15)
dU
d‘
=nU&U2&cUW+U _+2W1&_.
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The critical points 43, 4 correspond here to the only point *3, 4=
(U, W )=(0, 0), but with reversed orientations (see [39]). The jacobian
matrix at the origin is,
A(*3, 4)=\1&_0
0
n+ ,
if 0_<1, (by putting previously W1=W1&_), and
A(*3, 4)=\10
0
(_+1) n+ ,
if &1<_<0, (defining U1=U_+1), which implies that *3, 4 is a node.
Therefore 43, 4 are nodes, his stability depending on the flow on T, i.e., 43
is a stable node, and 44 is an unstable node. Moreover, we can obtain the
behaviour of the trajectories approaching those points: W1 rU (1&_)n, or
WrU 1((1+_) n)1 , which implies YrX&1(n&1). Recalling the flux condition
(3.5), this explains why these trajectories are not admissible.
Remark 3.4. This analysis can be done also for |_|1, obtaining the
same result if _1 or _=&1, and also if _<&1 and _+12 &
1
n&1 . If
_+1
2 <&
1
n&1 , we obtain the behaviour YrX (_+1)2. Again this fails the flux
condition. This observation will be of great importance in the case k<0.
Having obtained the behaviour of the critical points at infinity, we put
together the whole picture with the finite critical points, by considering the
projection of the Poincare sphere onto the hemidisc
3=[U0, W=0, U2+V21]. (3.16)
Besides the four critical points 4144 on T, we have 45=
(0, (c- c2+1)), and 46=(0, 0), corresponding to the projections of P and
O, respectively. The local flow at those points, taking note of the above
analysis and (3.12), is reflected in Fig. 1.
The existence of the travelling wave profiles is characterized by the dif-
ferent connections between the critical points Q , R , S\ , P and O, i.e.
the points 4146 in 3. We recall that the points S\ (43, 4) give no
admissible trajectories.
Since the critical points are two sinks, two sources ant two saddles, we
only have three possibilities, represented by the connections from the
saddle 41 . Namely, the saddle-node connections 41  43 and 41  46 ,
and the saddle-saddle connection 41  45 .
v The connection 41  43 implies the connections 42  43 , and
44  (43 , 45 , 46). This gives no admissible trajectories, i.e., no TWs.
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FIG. 1. The local flow at the critical points in 3.
v The connection 41  46 gives a TW, and implies the connections
42  (43 , 45 , 46) and 44  46 . We obtain also a TW for each one of the
connections 42  45 , and 42  46 .
v Finally, the saddle-saddle connection 41  45 gives a TW, and no
other connection, 42  43 nor 44  46 , is admissible.
We shall prove that the parameter c governs, as it increases, the move-
ment of the flow in 3 into the three situations just described, see Fig. 2.
In particular we prove that there exists a unique bifurcating value of c, the
minimal velocity c
*
(_), for which the saddlesaddle connection occurs.
The Trajectories. Going back to the XY-plane, the trajectories Y=
Y(X ) solution to (3.3) have zero slope at the points of the graph
G=[Y2&(c+X ) Y+X _+1=0]. (3.17)
This graph consists on two curves, which are different as c varies, and also
as _>, =, or <0. Thus, for small c>0, we have G=Gl _ Gr , where Gl
is the left curve, a curve defined only for 0XX0 , joining the critical
points, O and P; the right curve Gr is defined for XX1>X0 , with two
branches, one going to infinity linearly, the other one behaving like the
power Y=X_ as X tends to infinity (thus going to infinity, one or zero
according to the sign of _).
As c increases, the left and right curves of G move one to another, and
at the value
c0(_)=(1&_)(1+_)(1+_)(1&_), (3.18)
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FIG. 2. The different connections in 3 for k0=1, ==+1, &1<_<1 and c>0.
we have X0=X1 . For c>c0 we have G=G+ _ G&, both curves defined
for every X0, the upper curve G+ starting at P, going to infinity linearly,
the lower curve G& starting at the origin, and behaving as Y=X _ as X
goes to infinity.
Remark 3.5. If c=0 only the right curve exists, G=Gr . It is then easy
to check that no admissible trajectories exist whenever &1<_<1.
The case _=0 is specially easy.
Theorem 3.6. For _=0 the minimal velocity is c
*
(0)=1.
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Proof. In this case we cave c0(0)=1. For 0<c<1 the curves defining
G satisfy
Gl<1<Gr .
Therefore, every trajectory entering P or O must cross the X-axis, and are
not admissible.
For c=1, G is defined by
G=[(Y&1)(Y&X )=0],
and the only admissible trajectory is the explicit curve Y#1, corresponding
to the connection 41  45 . Observe that this trajectory provides an
explicit TW profile.
For c>1 we have
G&<1<G+ .
Thus, every trajectory passing through points (A, 1), A>0, gives a connec-
tion 42  46 . We also have a trajectory coming from (, 1) entering
linearly O (41  46), and a trajectory coming linearly from infinity and
entering P(42  45). K
Lemma 3.7. If &1<_<1, and c>0 is small enough, system (3.3) has
no admissible trajectories.
Proof. _>0. We claim that for every 0<c<c0(_),
sup [Y>0 : (X, Y) # Gl]<inf [Y>0 : (X, Y ) # Gr]. (3.19)
Therefore all the trajectories starting at the critical point P are decreasing
for X>X0 . Since they cannot go to zero as X goes to infinity (_>0 implies
that dYdX is large negative for every X large, Y>0 fixed), we conclude that
again they cross the X-axis.
To prove the claim we differentiate the equality in (3.17),
Y$=
Y&(_+1) X_
2Y&c&X
(3.20)
to obtain that the points at which the graph G has horizontal tangent
belong to the curve Y=R(X)=(_+1) X_. Since this curve is increasing,
we conclude.
Observe also that when c=c0(_), the curves defining G are increasing,
meet at the point (X1 , Y1)=( 1&_1+_ c ,
1
1&_ c), and have slopes at this point
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1
2 (1\- 1&_1+_)>0. Therefore, the trajectory starting at P cannot pass
through this point, and the situation is the same as for c<c0(_).
_<0. The proof in that case consists in showing that for some A>0
small enough, the trajectories for 0c<A cannot cross the line Y=
H(X )=A(1&X ) from the left to the right. This follows by observing that
(n&1) H$(X )&F(X, H )=
1
XH
[X_+1+A(An+1) X2
&A(An+A+1&c) X+A(A&c)]>
1
XH
(1&A&A2n)>0,
for every 0<X<1, whenever A>0 is small, and 0c<A. Therefore, all
the trajectories starting at the critical points O or P must cross the X-axis
at some 0<X<1, and they are not admissible. K
We have obtained the bounds c
*
(_)>c0(_) if _>0 and c*(_)>A if_<0.
Lemma 3.8. If &1<_<1 and c>0 is large enough, system (3.3) has a
continuum of admissible trajectories.
Proof. _<0. If c>c0(_), and following (3.20), we obtain in this case
that the points at which the graph G has horizontal tangent belong to a
decreasing curve. This implies that if the points X& and X+ are defined by
G&(X&)=max G&(X ), G+(X+)=min G+(X ),
then
G&(X&)>G+(X+) O X&<X+ .
We obtain admissible trajectories just by shooting from points on the curve
Gr & G& or from points on the curve Gl & G+ , all of them entering O, (the
connections 42  46).
_>0. The proof in this case is the same by introducing previously the
change of variables H=YX &_. The points at which the graph
1=[H$=0]=[*X_H2&(c+X) H+X=0]
with *=(1+(n&1) _), has horizontal tangent, belong to the decreasing
curve H= (1&_) X(1&_) X&c_ , whenever c>c1(_)=*
1(1&_)c0(_). We must note
that the origin in the XH-plane gives admissible trajectories. K
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Here we have proved the estimates c
*
(_)<c1(_) if _>0 and
c
*
(_)<c0(_) if _<0. The same argument also allows to improve the
estimate of Lemma 3.19 for _<0, at least when _&1(n&1), thus
getting c
*
(_)>c1(_)+ .
The Saddlesaddle Connection
We are now in a position to prove the existence of the minimal velocity
c
*
(_).
Lemma 3.9. Let Wc=[Y=9c(X )] be the trajectory coming from the
point at infinity Q , and let WcP=[Y=8c(X )] be the trajectory entering
the point P=(0, c). Then for every X>0 we have
c1<c2 O {8c1(X )<8c2(X )9c1(X )>9c2(X ) .
Proof. It is clear that 8c1 (X )<8c2 (X) for X close to zero. Now assume
that there exists ’>0 such that
8c1(X )<8c2(X ) for 0<X<’
8c1(’)=8c2(’).
Then 8$c1(’)8$c2(’). But the right-hand side of (3.4), the differential equa-
tion satisfied by 8, is monotone increasing in c, so we get a contradiction.
The same argument applies to 9, once we use the asymptotic behaviour
of Wc (see (3.14)), which gives 9c1 (X )>9c2 (X ) for all large X. K
Corollary 3.10. Fix X >0, and define
\ (c)=9c (X ), \P(c)=[8c(X )]+ .
Then \(c) is strictly increasing and \P(c) is nonincreasing.
End of the proof of Theorem 3.2. Put \(c)=\P(c)&\(c). We know
that \(c)<0 for small c, while \(c)>0 for large c. Also \(c) is continuous
and strictly increasing. Therefore there exists a unique value c=c
*
(_) for
which \(c)=0, i.e., we have WcP=W
c
 , the connection 41  45 . K
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3.2. Limit Case _=&1
Theorem 3.11. If _=&1 there exist admissible trajectories if and only
if c2, i.e., the minimal velocity is c*(&1)=2.
Proof. The difference from the previous case is here the behaviour for
X  0. From the equation of the trajectories (3.4) we have dYdX=0 along the
curve X= g(Y )=Y+1Y&c, and thus there are no finite critical points if
0c<2.
If c=2 the only critical point P2=(0, 1) is a saddle-node point, with the
center manifold the Y-axis, the saddle region [Y>1+(1(n&1)) X] and
the node region [Y<1+(1(n&1)) X]. To see this we write the jacobian
matrix of (3.3) at P2 , which is
A(P2)=\&(n&1)&1
0
0+ ,
and therefore P2 is again a non-hyperbolic point. We now perform the
change of variables
Z=&X+(n&1)(Y&1), H=X, ’=&(n&1) ‘, (3.21)
which transforms (3.3) into
dZ
d’
=&
1
(n&1)2
(Z+H )2=F 1(Z, H )
(3.22)
dH
d’
=H+
1
n&1
(Z+H ) H=F 2(Z, H ).
with the only critical point Z=H=0, and (3.7) as jacobian matrix at the
origin. The equation F 2(Z, H )=0 in a neighbourhood of the origin implies
H=0. Since F 1(Z, 0)=&(1(n&1)2) Z 2, the origin is a saddle-node point,
with the center manifold the Z-axis and the hyperbolic region Z>0, see
[13]. This gives the hyperbolic and parabolic sectors mentioned above.
Also, the stable manifold from P2 , tangent to the line Y=1+(1(n&1) X,
goes to infinity as !  & like Y= 1n X (R), all the other curves being
tangent to the Y-axis. This gives the picture around P2 .
Shooting from points on the curve X= g(Y) with Y<1, we obtain tra-
jectories going on the left (as !  ) to P2 , going on the right (as
!  &) to R . Shooting now from points on the X-axis, the trajectories
enter the point P2 . Since the point Q=(, 0) is a topological saddle (see
(3.13)), its center manifold is a separatrix between the above curves, and
enters P2 . Going back to the XY plane, this gives a unique trajectory
coming from Q and, by the above arguments, entering P2 .
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If c>2 we have two critical points, Di=(0, zi), corresponding to the
solutions 0<z1<z2 to the equation Y 2&cY+1=0. The jacobian matrix
at those points is
A(Di)=\&(n&1) zi&z i
0
2zi&c+ .
Since z1<c2<z2 , the point D1 is an unstable node, (a degenerate node if
c=(n+1)- n), and the point D2 is a saddle. In fact, the saddle-node
point P2 of the case c=2 is broken up into a saddle and a node for c>2.
Therefore it is easy to conclude that there exist a continuum of admissible
trajectories which go to D1 from R , one coming from Q , and a trajec-
tory entering D2 from R . The picture in 3 is then the same as for
&1<_<1 if c>2, where here 45, 6=(0, zi - 1+z2i ). Note that if c=2
we have 45=46=(0, 1- 2), and the connections 41  45 , 42  45 , not
a unique trajectory.
This ends the proof, i.e. c*(&1)=2. K
3.3. Limit Case _=1
Theorem 3.12. If _=1 the minimal velocity is 0 for 0<k0 14n ,  for
k0> 14n .
Proof. Now the difference from the inner case |_|<1 is the behaviour
at infinity. We have here that the equation of the trajectories is
(n&1)
dY
dX
=1+
c&Y
X
&k0
X
Y
#F(X, Y ), (3.23)
with k0>0. The equation characterizing the critical points in the equator
of the Poincare sphere is
U(k0U 2&UV+nV 2)=0. (3.24)
Therefore, we obtain that besides 43, 4 , the critical points 41 and 42 exist
if and only if k0 14n . They correspond to V=*\U with *\=
(1\- 1&4nk0 )2n, (41=42 if k0= 14n). We have that 41 is a saddle-point,
while 42 is an unstable node, both collapsing in a saddle-node for k0= 14n .
As a first conclusion, no TWs exist if k0> 14n .
Now we put H=YX and look at the XH-plane. It is easy to see that the
unstable manifold starting at the saddle-point (, *&) must go to the
origin. This gives the connection Q  O in the XY-plane. This implies
that all the other trajectories entering O from above this connection come
from R , and also the center manifold entering P comes from R . All of
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these trajectories are admissible. For k0= 14n or c=0 the same analysis
applies.
We get a continuum of admissible trajectories but for the case c=0 and
k0= 14n , where a unique trajectory exist. K
3.4. Case b<0
The case b<0 (==&1) can be obtained by reflection from the case b>0
(==+1) if we look for left waves. The above pictures show that there are
no left TWs for c0. Also, for c<0 we obtain that the critical points 41, 2
change their stability. We thus have five exit points and only one entrance
point in 3, i.e., no left TWs.
3.5. The No-Blow-Up Condition
We select here which trajectories, of those obtained in the previous four
subsections, give bounded (global) travelling waves, i.e., they satisfy the no-
blow-up condition (3.6), and finish in this way the proof of Theorem 2.3 for
n>1.
If &1<_<1, the trajectories connect the Y-axis with the two points at
infinity 41 and 42 . The connections to the first one behave like X_, and
thus the no-blow-up condition is pn. For 42 the behaviour is linear, and
thus the condition is mn. Since 2<m+ p<2n, we conclude that there
exist bounded TWs if and only if pn.
If also m<n, we have that only the connections 41  46 are bounded.
This gives a unique global TW for each velocity cc
*
.
On the contrary, if mn we have a unique bounded TW for c=c
*
and
a continuum of bounded TWs for each velocity c>c
*
, corresponding to all
the connections from 42 .
When _=&1 the picture at infinity is the same, the only difference being
at X  0. We have here the same result but for the number of waves, which
is infinite both for c=c
*
and c>c
*
.
Finally, if _=1 all the trajectories go to infinity linearly. Therefore the
no-blow-up condition is mn, which is equivalent to pn, since m+
p=2n. A continuum of global waves exist for every velocity c>0 or
k0< 14n . A unique global wave exists if c=0 and k0=
1
4n . K
4. CASE k>0, 0<n<1
This case can be reduced by a transformation to the case n>1. We thus
have the same result as in the previous section, with a minimal velocity
c
*
(_, n) expressed in terms of the minimal velocity of that case.
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Theorem 4.1. When k0>0 and 0<n<1, there exist TW solutions for
equation (2.8) if and only if |_|1, ==+1, p1 and cc
*
(_, n).
Moreover, the minimal velocity c
*
satisfies
(i) if &1<_<1,
c
*
(_, n)=n1(1&_)[c
*
(&_, 1n)] ((1+_)(1&_)). (4.1)
(ii) c
*
(&1, n)=2.
(iii)
c
*
(1, n)={0
if 4k0n1
if 4k0n>1.
(4.2)
Proof. Instead of (3.1) we consider here the variables
X=.1&n, Y=&.m&n&1.$. (4.3)
Then the equation of the trajectories is
(1&n)
dY
dX
=c+
=&nY
X
&k0
X &_
Y
. (4.4)
Now, if c{0 we perform the change of variables
Z=$X, H=
n$
|c|
Y, (4.5)
and defining the new parameters
n^=
1
n
, _^=&_, =^=sign c, c^=
$=
|c|
, k1=
k0 n
c2
$1+_, (4.6)
we arrive at the equation
(n^&1)
dH
dZ
==^+
c^&H
Z
&k1
Z _^
H
. (4.7)
Observe that this equation coincides with (3.4), where n^>1 and
&1_^1. As a first conclusion we must have c>0 in order to have
=^=+1, and ==+1 to get c^>0 (see Lemma 3.1 and Subsection 3.4).
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Also the flux condition is (3.5) with n replaced by n^. The no-blow-up
condition is here
|
 X (m&1)(1&n)
Y(X )
dX=. (4.8)
Then we use the results of the previous section to get:
(i) If |_|>1 there are no TWs.
(ii) If |_|<1 we choose $=(c2(k0n))1(1+_), so we obtain k1=1,
(it also was k0=1), which implies c=(nc^1+_)1(1&_). Therefore we have a
minimal velocity c^
*
=c
*
(_^, n^), which implies the minimal velocity c
*
(_, n)
given above.
(iii) If _=&1 we have k1= nc2 . Since for _^=1 and n^>1 there exist
TWs if and only if k1 14n^ , we get c2.
(iv) If _=1, and with the same $, we have c^=1- k0n. Since
c
*
(&1, n^)=2 we have that there exist TWs if and only if c^2, i.e.
0<k0 14n .
The case c=0 can be handle directly.
Finally, the no-blow-up condition (4.8) implies p1. K
5. THE FUNCTION c=c
*
(_, n )
We study in this section some properties of the function c=c
*
(_, n)
which gives the minimal velocity of the TWs. In view of formula (4.1) we
may center on the case n>1. The estimates in Section 3 (Lemmas 3.7, 3.8)
imply for n>1:
c0(_)<c*(_, n)<c1(_, n) for 0<_<1 (5.1)
max[c2(n), c1(_, n)]<c*(_, n)<c0(_) for &1_<0
where
c0(_)=(1&_)(1+_) (1&_)(1+_)
c1(_, n)=(_(n&1)+1)1(1&_)c0(_)
c2(n)=
2
1+- 1+4n
.
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It also holds,
c0(0)=c1(0)=1
lim
_  1
c0(_)= lim
_  1
c1(_, n)=
(5.2)
lim
_  &1
c0(_)=2,
lim
_  &1
c1(_, n)=2 - 2&n if 1<n2.
If we rewrite the previous results in terms of all the parameters appearing
in equation (1.1), we get that for m+ p=2n there are TWs (for every
velocity s0), if and only if
amk
b2n2

1
4n
. (5.3)
On the other hand, for n+1<m+ p<2n, the estimates on the minimal
velocity s
*
are
s
*
>bn(1&_) _(1+_)1+_ amkb2n2&
1(1&_)
(5.4)
s
*
<bn(1&_) _(1+_)1+_ (1+(n&1) _) amkb2n2&
1(1&_)
.
Taking limits in this expressions as m+ p&2n  0&, we get
s
*
=0 if
amk
b2n2

1
4n
(5.5)
s
*
= if
amk
b2n2
>
1
4
.
This shows a gap in the estimates between 14n and
1
4 . This will imply also
a gap in the estimates for the minimal velocity when 0<n<1 and
m+ p&2  0&.
The curve c=c
*
(_, n) for n>1 obtained numerically is shown in Fig. 3.
On the very other hand, the function c=c
*
(_, n) can also be obtained
using the Implicit Function Theorem (IFT for short) applied to some
implicit relation between c, _ and n (see (5.11) below). The starting point
is the known solution of (5.11) given by _=0 and c=l for every n{1. As
a by-product, we also calculate the derivative of c
*
with respect to _ at
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FIG. 3. The curve c=c
*
(_, n) for n>1.
_=0, for every n{1, thanks to the explicit expression of the corresponding
trajectory in (3.4). We follow here the method developed in [4] (see also
[28, 29, 36]) to study the appearance of anomalous exponents in diffusion
equations. In fact, if we write x=log y, t=log {, a travelling wave with
velocity c is a function v(x, t)=( y{&c), and c appears as a similarity
exponent. Since it is not determined from physical or dimensional con-
siderations, it is an example of what is known as anomalous exponent. We
prove:
Theorem 5.1. The function c=c
*
(_, n) is an analytic function of
_ # (&1, 1) for every n>0, n{1. Moreover, if n>1 we have
c
*
_
(0, n)=n&1+log(n&1)+9 (1(n&1))##(n), (5.6)
and if 0<n<1,
c
*
_
(0, n)=n \log n&# \ 1n++ , (5.7)
where 9 is the digamma function, the logarithmic derivative of the gamma
function.
Proof. We prove the theorem and deduce the formula for n>1, the
case n<1 coming from (4.1). As we have said, the starting point is the
explicit solution for _=0 obtained from the trajectory Y(X )#1 with c=1
in (3.4). We thus shoot from the saddle points P and Q in order to obtain
the connection for _{0.
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Consider then for c>0, &1<_<1, n>1 and X >0 fixed, the trajec-
tories Y1=8 and Y2=9 emanating respectively from the saddle points P
and Q :
Y1( } , c, _, n) : [0, X ]  R+, Y1(0, c, _, n)=c,
(5.8)
Y2( } , c, _, n) : [X , )  R+, lim
X  
Y2(X, c, _, n) X &_=1,
with
(n&1)
Yi
X
(X, c, _, n)=F(X, Yi , c, _)#1+
c&Yi
X
&
X_
Yi
. (5.9)
We assume Y1(X , c, _, n)>0. In fact for every |_|<1, n>1, there exists c
and X such that such assumption is true for cc , though we do not need
any information about X nor c . (For instance, if _>0 we may choose
X =1 and c =c0(_)).
Define now the (analytic) function \: (0, )_(&1, 1)_(1, )  R by
\(c, _, n)=Y1(X , c, _, n)&Y2(X , c, _, n). (5.10)
The existence of a connection for some c and _ is equivalent to the
matching condition
\(c, _, n)=0. (5.11)
The IFT allows to define c=c
*
(_, n) in a neighbourhood of any solution
(c, _, n) to (5.11) whenever the transversality condition
\
c
(c
*
(_, n), _, n){0 (5.12)
holds. In order to prove this condition, we define
zi (X)=
Yi
c
(X, c, _, n), i=1, 2, (5.13)
and we will show that z1(X )&z2(X ){0. Differentiating (3.4) with respect
to the parameter c we get
(n&1)
dzi
dX
=
F
c
+
F
Y
Y i
c
=Aiz i+B, (5.14)
with
Ai (X )=
&1
X
+
X_
Y 2i
, B(X )=
1
X
. (5.15)
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These are two linear ODE explicitly solvable:
Proposition 5.2. The solutions to equations (5.14) with the boundary
conditions given in (5.8) are
z1(X )=
1
n&1 |
X
0
s(2&n)(n&1)11(X, s) ds
(5.16)
z2(X )=&
1
n&1 |

X
s(2&n)(n&1)12(X, s) ds
with 1i (X, s)=X&1(n&1) exp[ 1(n&1) 
X
s
u_
Y 2i(u)
du].
Proof. The general solutions to (5.14) are
z1(X )=
1
n&1
G1(X) _K1+|
X
0
B(s)
G1 (s)
ds& ,
z2(X )=
1
n&1
G2 (X) _K2&|

X
B(s)
G2(s)
ds&
with Gi (X )=exp[ 1(n&1) 
X
1 Ai (s) ds]. Direct integration (using (5.8)) gives
G1(X )rX&1(n&1) as X  0
G2(X )rX &1(n&1) exp_ X
1&_
(n&1)(1&_)& as X  ,
and also
lim
X  0
G1(X ) |
X
0
B(s)
G1 (s)
ds=n&1
lim
X  
G2(X ) |

X
B(s)
G2(s)
ds=0.
On the other hand, again from (5.8), we get the boundary conditions
z1(0)=1, z2(X )=o(X_) as X  . (5.17)
This implies K1=K2=0, and the expression (5.16). K
We then obtain, since 1i (X, s)>0 for every s{X, that z2<0<z1 , i.e.
\
c
(c
*
(_, n), _, n)=z1(X )&z2(X )>0, (5.18)
the transversality condition holds.
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Since (c, _, n)=(1, 0, n) is a solution to (5.11), we get the existence of the
analytic function c
*
(_, n) defined in a neighbourhood of _=0 for every
n>1. Moreover, the transversality condition is uniform for |_|<1, so we
can extend the range of existence to a maximal open (in (&1, 1)) interval.
Taking limits it is easy to see that the maximal interval of existence is
closed in (&1, 1) and thus it is the whole (&1, 1). This proves the first part
of the theorem.
Now, from Eq. (5.11) we can obtain the derivative
c
*
_
(_, n)=
&\_
\c
(c
*
(_, n), _, n), (5.19)
so we must study \_. Analogously to (5.13) we define %i (X )=
Yi _(X, c, _, n), i=1, 2. We have
(n&1)
d%i
dX
=Ai%i+Di ,
with
Di (X )=
&X_ log X
Yi (X )
. (5.20)
We also obtain
%1(0)=0, %2(X)=o(X_) as X  , (5.21)
and as before we get
%1(X )=&
1
n&1 |
X
0
s_+1(n&1) log s
Y1(s)
11(X, s) ds
%2(X)=
1
n&1 |

X
s_+1(n&1) log s
Y2(s)
12(X, s) ds.
At a solution \(c
*
(_, n), _, n)=0 we have Y(X )=Y1(X )=Y2(X ), and
therefore
&
\
_
(c
*
(_, n), _, n)=%2(X )&%1(X )
=
1
n&1
X&1(n&1) |

0
s_+1(n&1) log s
Y(s)
exp_ 1n&1 |
X
s
u_
Y2(u)
du& ds.
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The sign of the integral should give the monotonicity of c
*
with respect to
_ since we have (5.18). The conjecture is that c
*
is strictly increasing for
_>_0 for some &1<_0<0.
To compute the derivative of c
*
with respect to _ at _=0, we substitute
the explicit connection Y(X )=Y1(X, 1, 0, n)=Y2(X, 1, 0, n)=1, thus
obtaining
c
*
_
(0, n)=
&\_
\c
(1, 0, n)=
%2(X )&%1(X )
z1(X )&z2(X )
=\|

0
e&s(n&1)s1(n&1) log s ds+\|

0
e&s(n&1)s(2&n)(n&1) ds+
&1
(n&1)n(n&1)[log(n&1) 1(n(n&1))+1 $(n(n&1))]
(n&1)1(n&1) 1(1(n&1))
=log(n&1)+(n&1)+
1 $(1(n&1))
1(1(n&1))
##(n). K
Remark 5.3. The function #(n) is positive and increasing for n>1. The
function n(log n&#(1n)) is negative for 0<n<1, with zeros at n=0 and
n=1. Also, as n  1,
c
*
_
(0, n)={
1
2 (n&1)+o(n&1)
& 32 (1&n)+o(1&n)
if n>1
if n<1.
(5.22)
We end this section by recalling the behaviour of c
*
at _=0 in the other
direction: c
*
(0, n)=1 if n>1 and c
*
(0, n)=n if 0<n<1.
6. CASE k<0
We prove here Theorem 2.2. We begin by characterizing the solutions of
the equations (3.4, 4.4).
Lemma 6.1. Equations (3.4) and (4.4) with k0<0 have admissible trajec-
tories if and only if m+ p>0.
Proof. n>1, |_|1. As in Section 3 we have six critical points 4146
in 3, which are:
41=(1, 0), 42=\ n- 1+n2 ,
=
- 1+n2+ , 43, 4=(0, \1),
(6.1)
45=\0, c- c2+1+ , 46=(0, 0),
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in the case &1<_<1. If _=&1 we replace 45, 6 by 451, 61=(0, zi 
- 1+z2i ), where zi= 12 (c\- c2+4), while for _=1 we replace 41, 2 by
411, 21=(1- 1+‘2i , ‘ i - 1+‘2i ), where ‘i= 12n (=\- 1&4k0 n).
As to the behaviour of these points we have here: 41 and 42 are nodes,
their stability depending on the sign of c and =; 43 and 44 behave as in the
case k0>0, they are nodes, 43 stable and 44 unstable; 45 and 46 are
saddle-points. It is easy to conclude that the only admissible trajectory is
the connection from the unstable node 41 or 42 and the saddle-point with
the stable manifold, 45 or 46 .
If ==+1 and c>0 we have that 41 is stable and 42 is unstable; the
center manifold for 46 is stable for U>0 (X>0), the center manifold for
45 is unstable. The desired trajectory is the connection 42  45 .
Now observe that the change of sign of = makes the change of role
between 41 and 42 , and the same occurs with 45 and 46 when we change
the sign of c. Therefore, we have for ==+1 and c<0 the connection
42  46 , for ==&1 and c>0 the connection 41  45 and finally, for
==&1 and c<0 we have the connection 41  46 .
If _=&1 the connections are 42  451 if ==+1 and 41  451 if
==&1. When _=1 they are 411  45 if c>0 and 411  46 if c<0.
The case c=0 is treated at the end of the proof.
n>1, _>1. In this case the points at infinity 41, 2 disappear, and the
points 43, 4 are critical points with zero as double eigenvalue. The change
of variables Z=X (1+_)2 transforms the equation of the points in the
equator of the corresponding Poincare sphere (see (3.10)) into the equation
U(U2&+V2)=0, (6.2)
where +=1+(n&1)(_+1)2>0. Therefore this change develops the two
points 43, 4 in 3 into the four points
431, 41=(0, \1), 432, 42=\ - +- 1++ ,
\1
- 1+++ , (6.3)
and leave the finite critical points 45, 6 invariant. We have that 431 and 441
behave as 43 and 44 respectively, while 432 and 442 play the role of 41 or
42 , depending on the sign of =. We obtain that the picture in 3 is the same
as above, with the connections 432  45 or 432  46 .
n>1, _<&1. Here the vanishing points are the finite critical points
45, 6 . We consider the change of variables Z=X (1&_)2, H=YX&(1+_)2.
Then the differential equation of the trajectories is
1
2
(n&1)(1&_) ZH
dH
dZ
=1+=ZH+cZ (_+1)(_&1)H&+H2, (6.4)
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with the same + as above. There exist finite critical points if and only if
+>0, or which is the same m+ p>0. In the projection of the new
Poincare sphere onto W=0, we have the finite points
433, 43=\0, \- +- 1+++ , (6.5)
playing the role of 45 or 46 , and also the points 4144 . The desired tra-
jectories are the connections 41  433 or 42  433 . Observe that the
behaviour at the point 433 is, in the XY-plane, YrX (_+1)2, and the condi-
tion +>0, which implies (_+1)2>&1(n&1), allows the trajectories
entering this point to fulfill the flux condition (see Remark 3.4).
n<1. Following section 4, if c{0 this case is reduced to the case n>1
by a simple change of variables, the only thing to take into account is that
the change of sign of c is translated into a change of sign of = and viceversa.
c=0. In this case, and if n>1, we have no finite critical points in the
XY-plane if _<&1, the points (0, \1) if _=&1, and only the origin if
_>&1, but with double zero eigenvalue. As before, with the aid of some
changes of variables we arrive at a similar configuration in 3 with six criti-
cal points. It is important to know which of the new appearing points have
positive second coordinate (it will depend on =) in order to fix the
admissible connection.
If _<1 we put Z=X (1&_)2, H=YX&(1+_)2, and following (6.4) we
obtain the points 433 and 443 as before, coming from 43, 4 if _<&1 or
from 45=46 if _>&1. If _1 we put Z=X (_&1)2, H=YX &1, and then
45=46 transforms into the points
434, 44=\0, ’i- 1+’2i + (6.6)
with ’i=(=\- 1&4k0n)2n>0, if _=1, and
435=(0, 0), 445=\0, =- 1+n2+ , (6.7)
if _>1, all of them with the same properties as 45 or 46 .
Since for c=0 and n<1 we can not use the change of variables (4.5,
4.6), we study directly equation (4.4). The only thing different is the
behaviour of the trajectories at infinity, reflected in the no-blow-up condi-
tion.
This gives the complete picture in 3 of the different connections. In
Fig. 4 we show, as an example, the case &1<_<1, ==+1 and c>0,
which gives the connection 42  45 . All the other cases are topologically
equivalent. K
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FIG. 4. The connections in 3 for k0=&1, ==+1, &1<_<1 and c>0.
End of the Proof of Theorem 2.2. We complete the proof of Theorem
2.2 by checking the no-blow-up conditions (3.6, 4.8). Recall that the sign
of c and = are the signs of s and b.
If n>1, _<1 and ==+1, the point at infinity of the admissible trajec-
tories is 42 , and then we have the asymptotic behaviour YrX. Thus (3.6)
means mn. If ==&1 the point is 41 and then YrX_, which implies
np. Finally, if _1 we have, for the points 41 , 411 , 42 and 432 the
asymptotic behaviour YrX (_+1)2, which gives mp.
When n<1 and c{0, using (4.5, 4.6, 4.8) we obtain the behaviour
YrX (m1) for _>&1 and c>0, YrX&_ ( p1) for _>&1 and
c<0, and YrX (1&_)2 (mp) for _&1. Finally, if c=0 we have Yr1
(mn) if _=1 or _>1 and ==+1, YrX 1&_ ( pn) if _>1 and ==&1,
and YrX (1&_)2 (mp) if _<1.
In summary we have:
For n>1,
v ==+1 O mn and m+ p<2n or mp and m+ p2n, i.e. m
max[ p, n].
v ==&1 O pn and m+ p<2n or pm and m+ p2n, i.e. p
max[m, n].
For n<1,
v c>0 O m1 and m+ p<2 or mp and m+ p2, i.e. m
max[ p, 1].
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v c<0 O p1 and m+ p<2 or pm and m+ p2, i.e. p
max[m, 1].
v c=0 O mp and m+ p2n or mn, m+ p<2n and ==+1 or p
n, m+ p<2n and ==&1; i.e. mmax[ p, n] and ==+1 or pmax[m, n]
and ==&1. K
7. FINITE TRAVELLING WAVES
One of the most interesting properties of the solutions to Eq. (1.1), in
view of the applications, is the property of finite propagation. We then
study which of the travelling waves encountered in the previous sections
are finite, i.e., they vanish for !!0 for some !0<.
We remark that the finite propagation property of solutions of a more
general equation than (1.1) has been deeply studied in the papers [22, 24].
In those works only local travelling waves are treated, where local means
possibly unbounded or not satisfying the flux condition at a possible left
interface. Therefore, also the connections from the point 44 in Figs. 1 and
4 would be considered. In particular, compare our results with [24,
Theorem 12].
We look at the behaviour of the trajectories Y=Y(X) in the phase-
planes (3.1) and (4.3) near X=0. The condition to be finite is
|
0+
X (m&L)( |n&1|)
Y(X )
dX< (7.1)
(compare with the no-blow-up conditions (3.6, 4.8)).
7.1. Reacting Waves, k>0
If _=&1 every trajectory cuts the Y-axis at points (0, A), A>0. Thus
the above condition becomes m>l.
If |_|<1, we have a trajectory going to the point (0, c), and a continuum
of trajectories entering the origin like X$, with $=_+1 if n>1 and
$=1&_ if n<1. Therefore we have m>l for the first trajectory, and p<l
for all the other curves. If _=1 we also have, besides the previous ones, a
linear behaviour at the origin if c=0 and n>1. In this case the condition
to be finite is m>n.
The summary is:
Theorem 7.1. There exist finite TWs for Eq. (1.1) with k>0 if and only
if m>l.
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7.2. Absorpting Waves, k<0
The characterization of the finite travelling waves in this case is a little
bit more intricate for the number of different situations appearing depend-
ing on the parameters.
Theorem 7.2. The travelling waves of Theorem 2.2 with n>1 are finite
if and only if one of the following conditions hold:
(a) p<1<nm.
(b) p<1mn, b0.
(c) p<m1<n, b<0 or b=0 and c0.
(d) 1<p<nm, s0.
(e) 1<n<pm, s>0 or s=0 and b0 (but for the case b=s=0
where we must also have p<m).
(f ) 1<pmn, b0 and s0 (but for the case b=s=0 where we
must also have p<m).
(g) 1<m<pn, b<0 and s>0.
Observe that when m<p<n and m<1 all the waves are positive,
irrespective of the value of b or s. If p>max[m, n] all the waves are
unbounded. For clarity we show the different cases in a diagram (see Fig. 5).
Proof. We use (7.1) and the behaviour of the trajectories at the end-
points 45 , 451 , 46 , 433 , 434 , 435 , 444 , 445 . We have
v _&1 O YrX_+12 O m>p.
v _>&1, c>0 O Yr1 O m>1.
v _>&1, c<0 O YrX_+1 O p<1.
v &1<_1, c=0 O YrX_+12 O m>p.
v _>1, c=0, ==+1 O YrX O m>n.
v _>1, c=0, ==&1 O YrX _ O p<n.
These conditions must be compared with the existence conditions, to get
the above characterization.
Theorem 7.3. The travelling waves of Theorem 2.2 with n<1 are finite
if and only if one of the conditions of Theorem 7.2, interchanging the roles
of b and s and also of n and 1, hold.
The proof is the same and we ommit further details.
409GLOBAL TRAVELLING WAVES
File: 505J 378134 . By:XX . Date:12:07:00 . Time:11:24 LOP8M. V8.B. Page 01:01
Codes: 2271 Signs: 1044 . Length: 45 pic 0 pts, 190 mm
FIG. 5. The travelling waves diagram for k<0: the different regions (a)(g) where FTW
can occur, where all the waves are positive (P), unbounded (U) or no waves exist (X).
7.3. Some Explicit Solutions
We conclude by showing some explicit travelling wave solutions to
Eq. (1.1).
If _=0 there exist two explicit trajectories solutions to (3.4) if k, b>0,
namely Y(X)=1 and Y(X )= 1nX (or Y(X)=X and Y(X )=
1
n in (4.4)), with
velocities c=1 (s=amkbn) and c=n (s=amkb) respectively. Observe that
the first trajectory exists if kb>0. They produce the travelling wave profiles
,(z)={_
k(m&1)
bn
(&z)+&
1(m&1)
if m>1
(7.2)
e&kzbn if m=1,
with z=x& amkbn t, and
,(z)={_
b(m&n)
am
(&z)+&
1(m&n)
if m>n
(7.3)
e&bzan if m=n,
with z=x& amkb t.
Also, if _=1, s=0 and k b
2n
4am we find the trajectories Y=*X for (3.23)
(or Y=* for (4.4)), with
*=
=\- 1&4k0 n
2n
. (7.4)
Therefore we get two trajectories if 0<k0< 14n , and only one trajectory if
k0= 14n or k0<0, represented by the plus sign in *. They give the stationary
solutions
u(x)={[+(m&n)(&x)+]
1(m&n)
e&+x
if m>n
if m=n,
(7.5)
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where
+=
bn\- b2n2&4amkn
2amn
.
The cases n=1, b=0 or k=0 are well known. For instance, if b=0 we
have the explicit waves for m+ p=2 (see [27, 37]):
,(z)={[\(m&1)(&z)+]
1(m&1)
e&\z
if m>1
if m=1,
(7.6)
with
\=
s\- s2&4amk
2am
,
z=x&st, and ss
*
=2 - amk if k>0 or s # R if k<0. In the case n=1
we have the same waves with velocity s replaced by s+b.
Finally, when k=0 Eqs. (3.4, 4.4) are explicitly solvable, giving the
waves:
|n&1|
am
(&z)+={|
,n&1(z)
0
’(m&n)(n&1)
s+b’
d’ if mn>1
(7.7)
|
,1&n(z)
0
’(m&1)(1&n)
b+s’
d’ if m1>n,
with z=x&st, s>0, b>0. They also make sense without the restriction on
m if b<0, s>0 and n>1 or b>0, s<0 and n<1.
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