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Central extensions and reciprocity laws on algebraic
surfaces.
D.V. Osipov
1 Introduction.
Let X be an algebraic surface over a perfect field k . Let C be an irreducible curve on
X , x a point on C . From such data it is possible to construct an artinian ring Kx,C ,
which is the finite direct sum of two-dimesnional local fileds Li (see [17], [3], [7]).
Each two-dimensional local field Li = ki((ti))((ui)) , where the field ki is a finite
extension of the field k . For the point x , which is a smooth point on X , each of fields
ki coinsides with the residue field of the point x . For the point x , which a smooth point
on X and C , the ring Kx,C is only a two-dimensional local field.
On a two-dimensional local field L = k((t))((u)) there exists a discrete valuation of
rank 2 :
(ν1, ν2) : L
∗ −→ Z⊕ Z
We define a symbol νL :
K2(L) −→ Z , νL(f, g) =
∣∣∣∣∣
ν1(f) ν1(g)
ν2(f) ν2(g)
∣∣∣∣∣
where f, g ∈ L∗ .
Such symbol was used in [16] for the description of the intersection theory of divisors
on algebraic surface.
Also in [15] the symbol νL was used for the description of non-ramified extensions of
the field L for the finite field k .
If L′/L is non-ramified extension, then the reciprocity map maps
K2(L) ∋ (f, g) 7→ Fr
νL(f,g) ∈ Gal(L′/L),
where Fr is the Frobenius automorphism lifted to an element from the Galois group
Gal(L′/L) .
For Kx,C = ⊕
i
Li we define
νx,C =
⊕
i
[ki : k] · νLi
For νx,C the following reciprocity laws hold.
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We fix a point x ∈ X , then for any f, g ∈ k(X)∗ in the following sum only the finite
number of terms are not equal to zero, and
∑
C∋x
νx,C(f, g) = 0,
where we take the sum over the all irreducible curves C on X that contain the point x .
We fix an irreducible projective curve C on a smooth surface X . Then for any f, g ∈
k(X)∗ in the following sum only the finite number of terms is not equal to zero, and
∑
x∈C
νx,C(f, g) = 0,
where we take the sum over the all points x of the curve C .
We interpret νx,C as the commutator of lifting of elements in some central extension
of the group k(X)∗ . For this goal we use the notion of dimension theory, which was
introduced by Kapranov in [11].
We give the proof of the reciprocity laws using the splitting of central extension over
the rings of adeles connected with the points on surfaces and with the projective curves
on surfaces.
The proof is similar to the Tate method on sum of residue of differentials on the
projective curve, see [19], [2].
During the work on this article the works [6] and [18] were useful for me.
I am very grateful to A.N. Parshin for his attention to this work and helpful discussions.
I am grateful to H. Kurke and A. Zheglov for some discussions.
2 Construction of the group.
2.1 Linearly locally compact vector spaces.
Definition 1 [5, ch.III, §2, ex.15-21]] A topological k -vector space V (over a discrete
field k ) is called a linearly compact space, if the following conditions hold:
1. the space V is a complete and Hausdorff space,
2. the space V has a base of neighbourhoods of 0 consisting of vector subspaces,
3. every open subspace in V has finite codimension.
Definition 2 [12, ch.2 ,§6] A topological k -vector space W (over a discrete field k ) is
called a linearly locally compact space, if it has the base of neighbourhoods of 0 consisting
of linearly compact open subspaces.
Let a field k′ be a finite extension of the field k . An example of linearly locally
compact space is the field of Laurent series K = k′((t))) with the base of topology given
by subspaces
Un = t
nOK ,
where the ring OK = k
′[[t]] is a linearly compact space.
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Lemma 1 1. If a k -vector space V is a linearly compact space, then for any closed
subspace H we have that the spaces H and V/H are linearly compact spaces.
2. If a k -vector space W is a linearly locally compact space, then for any closed
subspace E we have that the spaces E and W/E are linearly locally compact spaces.
Proof. Item 1 proved in [12, ch. 2 ,§6]. The proof of item 2 follows at once from item 1
and the definition of linearly locally compact space.
Definition 3 If k -spaces V1 and V2 are linearly locally compact spaces, then Hom(V1, V2)
consists of k -linear continuous maps between V1 and V2 .
The field of Laurent series K = k′((t)) is a one-dimensional local field over the field
k . We denote the ring of k -linear continuous maps
End(K/k) = Hom(K,K).
We define the group of invertible elements of this ring by
GL(K/k) = End(K/k)∗.
2.2 Algebra of endomorphisms of two-dimensional local field.
Let a field k′ be a finite extension of the field k . We consider now the field of iterated
Laurent series
L = k′((t))((u)).
Such a field is called a two-dimensional local field over the field k . The field L has the
first residue field L¯ = k′((t)) , which is a one-dimensional local field over the field k .
We consider now the ring OL = k
′((t))[[u]] . We define for any integer n a space
On = u
nk′((t))[[u]].
If m < n , then the k -vector space Om/On is a linearly locally compact space with the
topology induced by open subspaces El = t
lumk′[[t, u]]/tlunk′[[t, u]] ⊂ Om/On .
Definition 4 Let L = k′((t))((u)) be a two-dimensional local field over the field k . We
say that a k -linear map A : L→ L is from End(L/k) , if the following conditions hold
1. for any integer n there exists an integer m such that AOn ⊂ Om ,
2. for any integer m there exists an integer n such that AOn ⊂ Om ,
3. for any integer n1 < n2 and m1 < m2 such that AOn1 ⊂ Om1 and AOn2 ⊂ Om2
we have that the induced k -linear map
A¯ : On1/On2 −→ Om1/Om2
belongs to Hom(On1/On2,Om1/Om2).
3
Proposition 1 1. End(L/k) is a k -algebra.
2. For any integer m there is an embedding of algebras End(L/k)⊕m →֒ End(L/k) .
3. For any integer m there is an embedding of algebras gl(m,L) →֒ End(L/k) .
Proof. Item 1 follows easy from the definition of End(L/k) . Therefore we give the proof
of items 2 and 3. We have L = L¯((u)) . Let ei , 1 ≤ i ≤ m be a standart basis in L
⊕m ,
i.e.,
L⊕m =
⊕
i
Lei.
We consider a L¯ -linear isomorphism φ : L⊕m → L
φ(
∑
i,j
ai,ju
jei) =
∑
i,j
ai,ju
mj+i−1, ai,j ∈ L¯.
Then any k -linear operator A , which acts on L⊕m , under the map
A 7→ φAφ−1 (1)
goes to a k -linear operator, which acts on L . In the definition 4 we can change the spaces
Ol (for all integer l ) to the spaces Olm for any fixed m . And
φ(
⊕
i
Olei) = Olm.
Therefore after the easy verification we get that the map (1) gives an embedding of
algebras End(L/k)⊕m and gl(m,L) , which act on L⊕m , to the algebra End(L/k) .
From the proposition above we obtain at once the following corollary
Corollary 1 For any natural m we have an embedding of toroidal Lie algebra
gl(m, k[t, u, t−1, u−1]) →֒ End(L/k).
Remark 1 The field L = k′((t))((u)) = k′((u)){{t}} , where k′((u)){{t}} denotes the
following expressions:
g =
i=+∞∑
i=−∞
ait
i , ai ∈ k
′((u)),
where lim
i→−∞
ν(ai) = 0 and for all i we have ν(ai) > cg for some integer cg , and ν is
the discrete valuation of the field k′((u)) .
Then for any natural m we have a well-defined k′((u)) -linear isomorphism
ψ : L⊕m → L , ψ(
∑
i,j
ai,jt
jei) =
∑
i,j
ai,jt
mj+i−1, ai,j ∈ k((u)).
The isomorphism ψ gives an another embedding of algebra gl(m,L) to the algebra
End(L/k) by means of the action of gl(m,L) on L⊕m .
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Further we will need the following corollary
Corollary 2 An action of the field L on L by multiplications gives a canonical embed-
ding
L →֒ End(L/k).
Remark 2 The algebra End(L/k) was defined by A. Beilinson in [3] for a multidimen-
sional local field. The field
L = lim
→
n
lim
←
m≥n
On/Om.
It is not difficult to understand that the definition of End(L/k) copies the definition of
morphisms in IndPro -category. See the abstract description of this in appendix to [4].
2.3 Topology of two-dimensional local field.
On the field L = k′((t))((u)) there is a standard topology, where the base of neighbour-
hoods of zero are k′ -subspaces ∑
i
Uliu
i +Om, (2)
where Uli = t
lik′[[t]] are open k′ -vector subspaces from k′((t)) and m is an integer
number. We note, that the spaces Om are closed in this topology, and the subspaces
Om/On are linearly locally compact spaces with the induced topology.
Lemma 2 The algebra End(L/k) acts continuously on the field L .
Proof. We consider any element A ∈ End(L/k) and some open subspace V =
∑
i Uliu
i+
Om . Then from the definition of the algebra End(L/k) it follows that there exists an
integer n such that AOn ⊂ Om . From the definition End(L/k) it follows that there exists
m1 < m such that AOn−1 ⊂ Om1 . There exists an open subspace Ek1 ⊂ On−1/On such
that AEk1 ⊂ (V ∩ Om1/V ∩ Om) . Now there exists m2 < m1 such that AOn−2 ⊂ Om2 .
Then there exists an open subspace Ek2 ⊂ (On−2/On) such that
AEk2 ⊂ (V ∩ Om2/V ∩Om) and Ek2 ∩ (On−1/On) ⊂ Ek1 .
In the same way we define now by induction for any natural i an integer mi < mi−1 such
that AOn−i ⊂ Omi , and we define an open subspace Eki ⊂ On−i/On such that
AEki ⊂ (V ∩ Omi/V ∩ Om) and Eki ∩ (On−i+1/On) ⊂ Eki−1 .
Then the space W =
∑
iEki +On is open in L , and we have AW ⊂ V .
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Remark 3 Let X/k be an algebraic surface over a field k . For any irreducible curve
C ⊂ X and any point x ∈ C one can canonically define a ring
Kx,C = k(X) · lim
←
m
(Ox,X (JC) · Oˆx,X)/J
m
C ,
where JC is the ideal of the curve C in the local ring Ox,X of the point x on the surface
X , the ring Ox,X (JC) is the localization of the ring Ox,X along the prime ideal JC .
Then the ring
Kx,C = ⊕Ki,
where every Ki is a two-dimensional local field over the field k , and the direct sum
is over the finite set. On the ring Kx,C there is a natural topology of inductive and
projective limits, which comes from the construction of the ring. On the field Ki we have
the induced topology. In each two-dimensional local field Ki we can choose the system of
local parameters ti, ui and isomorphism ki((ti))((ui)) = Ki such that the topology on the
field Ki coincides with the standart topology (2) of the field ki((ti))((ui)) (see [10]). (For
the smooth point x on X each of fields ki coinsides with the residue field of the point
x .) Another choice of local parameters gives a continuous automorphism of the field Ki ,
which preserves the subrings Om in Ki . Hence we have that the algebras End(Ki/k)
do not depend on the choice of local parameters ti, ui .
Definition 5 Let L = k′((t))((u)) be a two-dimensional local field over the field k . Then
we define a group
GL(L/k) = End(L/k)∗.
3 Central extension.
3.1 Dimension theory.
Let V be a linearly locally compact space over the field k . For any two open linearly
compact k -subspaces A and B from V we define
[A | B]1 = dimk
B
A ∩ B
− dimk
A
A ∩B
This definition is correct, since every open subspace in a linearly compact vector space
has finite codimension. We have the following property.
Lemma 3 For any three open linearly compact k -subspaces of a space V the following
formula holds
[A | B]1 + [B | C]1 = [A | C]1.
Proof. It is easy to understand that for any open linearly compact k -subspace U ⊂ A ,
U ⊂ B the following formula holds
[A | B]1 = dimk B/U − dimk A/U .
Now we choose such an U ⊂ A , U ⊂ B , U ⊂ C , and we obtain the statement of lemma.
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Definition 6 [11] Let V be a linearly locally compact space over the field k . An integer
value function d on the set of open linearly compact subspaces of the space V is called
the dimension theory, if for any two open linearly compact subspaces A and B from V
we have
d(B) = d(A) + [A | B]1.
By Dim(V ) we will denote the set of dimension theories of the space V .
The following proposition is from [11].
Proposition 2 1. Dim(V ) is a Z -torsor.
2. For each short exact sequence of k -spaces
0 −→ V1 −→ V −→ V2 −→ 0, (3)
where V is linearly locally compact, V1 is closed in V , and V1 is with the restriction
topology, V2 is with the factor topology, we have the natural isomorphism of Z -
torsors
Dim(V ′)⊗Z Dim(V
′′) −→ Dim(V ).
Proof. Let d be a dimension theory on V , then after the addition of an integer number
to the values of d we obtain the new dimension theory on V . This action of Z makes
from Dim(V ) a Z -torsor.
Let d1 be a dimension theory on V1 , and d2 be a dimension theory on V2 , then for
any linearly compact subspace U from V we define
d1 ⊗ d2(U) = d1(U ∩ V1) + d2(U/U ∩ V1).
Now d1 ⊗ d2 is a well-defined dimension theory on V .
Remark 4 Any linearly compact subspace W from V determines canonically dW ∈
Dim(V ) by the following rule
dW (U) = [W | U ]1.
3.2 Z -torsor of relative dimension theories.
We consider a k -vector space
M =
∏
i∈I
Li,
where I is some set, and every Li = ki((ti))((ui)) is a two-dimensional local field over
the field k . On each Li there is the topology, and therefore on M there is the topology
of product.
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For any two closed k -subspaces W1 , W2 from M such that there exists a closed
k -subspace W ⊂ W1 , W ⊂ W2 and the spaces W1/W and W2/W are linearly locally
compact with induced topology from M we define a Z -torsor
[W1 |W2;W ]2 = HomZ(Dim(W1/W ),Dim(W2/W )).
We have the following evident lemma:
Lemma 4 Let W1,W2,W3,W are closed k -subspaces from M such that W1/W ,
W2/W , W3/W are linearly locally compact. Then there is a canonical isomorphism
of Z -torsors
[W1 |W2;W ]2 ⊗Z [W2 |W3;W ]2 −→ [W1 |W3;W ]2
Lemma 5 Let a k -subspace W ′ ⊂ W satisfies the same conditions as W . Then there
exists a canonical isomorphism
[W1 |W2;W
′]2 −→ [W1 |W2;W ]2
Proof. From proposition 2 we have
Dim(W1/W
′) = Dim(W1/W )⊗Z Dim(W/W
′)
Dim(W2/W
′) = Dim(W2/W )⊗Z Dim(W/W
′).
Therefore let φ ∈ HomZ(Dim(W1/W ),Dim(W2/W )) , then for a fixed a ∈ Dim(W/W
′)
we define φ′(d⊗ a) = φ(d)⊗ a , where d ∈ Dim(W1/W ) . Then
φ′ ∈ HomZ(Dim(W1/W
′),Dim(W2/W
′)),
and an isomorphism φ 7→ φ′ does not depend on the choice of a .
Due to the last lemma we can give the following definition.
Definition 7 Let k -subspaces W1 and W2 be as above. We define
[W1 | W2]2 = lim
←−
W
[W1 |W2;W ]2
Proposition 3 1. [W1 | W2]2 is a Z -torsor.
2. Suppose that for closed k -subspaces W1,W2,W3 there exists a closed k -subspace
W ⊂ W1 , W ⊂ W2 , W ⊂ W3 such that W1/W , W2/W W3/W are linearly
locally compact spaces, then there exists a canonical isomorphism
[W1 |W2]2 ⊗Z [W2 |W3]2 −→ [W1 |W3]2,
and for any four closed k -subspaces W1,W2,W3,W4 such that there exists a
closed k -subspace W with linearly locally compact spaces W1/W , W2/W , W3/W ,
W4/W we have that the following diagram is commutative.
[W1 |W2]2 ⊗Z [W2 | W3]2 ⊗Z [W3 |W4]2 −→ [W1 |W2]2 ⊗Z [W2 | W4]2
↓ ↓
[W1 |W3]2 ⊗Z [W3 |W4]2 −→ [W1 |W4]2.
(4)
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Proof. The sets [W1 | W2;W ]2 are Z -torsors. We identify all these sets by means of
projective limit with isomorphic maps. Therefore [W1 |W2]2 is a Z -torsor as well.
We check at once by lemma 4 the other statements for the fixed W , and they commute
with the replacement W by W ′ . Therefore we have these statements for [W1 | W2]2 after
the passing to projective limit.
3.3 Central extension ĜLW .
Now let M = L = k′((t))((u)) be a two-dimensional local field over the field k . We recall
that On = u
nk′((t))[[u]] . We consider a closed k -subspace W ⊂ L such that there exist
integers n1 ≤ n2 with the property
On1 ⊂W ⊂ On2 . (5)
Then for any element g ∈ GL(L/k) we get from definition 4 that there exist integers
k ≤ l such that
Ok ⊂ gW ⊂ Ol.
Therefore for any l1 ≥ l a k -vector space gW/Ol1 is a linearly locally compact space.
Therefore for any l2 ≥ max (l1, n2) a Z -torsor [W | gW ;Ol2]2 is well-defined, and
therefore a Z -torsor [W | gW ]2 is well-defined as well.
Moreover, for any h1, h2 ∈ GL(L/k) a Z -torsor [h1W | h2W ]2 is well-defined.
By lemma 2 the group GL(L/k) acts on L continuously. Therefore for any two
elements g1, g2 ∈ GL(L/k) we have a canonical isomorphism
g1[h1W | h2W ]2 −→ [g1h1W | g1h2W ]2
such that
g2(g1(d)) = (g2g1)(d), (6)
for any d ∈ [h1W | h2W ]2 .
Definition 8 We define a set of pairs
ĜLW = (g, d),
where g ∈ GL(L/k) , d ∈ [W | gW ]2 .
We can multiply these pairs by a rule
(g1, d1)(g2, d2) = (g1g2, d1g1(d2)), (7)
here we used an isomorphism [W | g1W ]2 ⊗Z [g1W | g1g2W ]2 → [W | g1g2W ]2 , and also
that g1(d2) ∈ [g1W | g1g2W ]2 .
Proposition 4 1. The multiplication, which was defined by the equality (7), makes
the group from the set ĜLW .
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2. For any other closed k -subspace W ′ such that Om1 ⊂W
′ ⊂ Om2 for some integers
m1 , m2 we have a canonical isomorphism
ĜLW ′ −→ ĜLW .
3. We have a central extension
0 −→ Z −→ ĜLW
pi
−→ GL(L/k) −→ 1. (8)
4. Let H be a subgroup in GL(L/k) such that for any element h ∈ H we have
hW ⊂W , then the central extension (8) splits over the subgroup H .
Proof. It is clear that the unit of the group is an element (e, d0) , where d0 is a function
on the zero space with zero value. Also from the construction it follows the existence
of the inverse element. The associativity of multiplication follows from diagram (4) and
equality (6). Therefore ĜLW is a group.
Now we consider the subspace W ′ . We fix an arbitrary element c ∈ [W ′ | W ]2 . Then
a map
(g, d) 7→ (g, cdg(c−1)) , d ∈ [W | gW ]2,
gives an isomorphism of ĜLW onto ĜLW ′ . It is easy to see that this isomorphism does
not depend on the choice of the element c ∈ [W ′ | W ]2 .
A map
(g, d) 7→ g
gives the map π of the group ĜLW onto the group GL(L/k) with the kernel Z .
Item 4 follows from the definition, since [hW |W ]2 = [W | W ]2 is a trivial Z -torsor.
And we can take the zero element as a section.
3.4 Symbol νL .
Let L = k′((t))((u)) be a two-dimensional local field over the field k , L¯ = k′((t)) is its
residue field. The field L has a discrete valuation of rank 2 :
(ν1, ν2) : L
∗ → Z⊕ Z,
where ν2 is the usual discrete valuation with respect to the local parameter u , and
ν1(b) = νL¯(bu−ν2(b)),
where νL¯ is the discrete valuation of the field L¯ . We note that the valuation ν2 is
determined canonically by L , but ν1 depends on the choice of local parameter u in the
field L .
We define a map
νL : L
∗ × L∗ −→ Z
by the following formula
νL(f, g) =
∣∣∣∣∣
ν1(f) ν1(g)
ν2(f) ν2(g)
∣∣∣∣∣ (9)
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Proposition 5 1. The map νL does not depend on the choice of local parameters t, u
of two-dimensional local field L .
2. The map νL is a bimultiplicative and skew-symmetric map.
Proof. The proof of this proposition follows from explicit formula (9).
Remark 5 One can demonstrate that the map νL coincides with the composition of the
following maps
L∗ × L∗ −→ K2(L)
∂2−→ L¯∗
∂1−→ Z,
where the map ∂i is the boundary map in algebraic K -theory. The map ∂2 coincides
with the tame symbol with respect to the discrete valuation ν2 of the field L . The map
∂1 coincides with the discrete valuation νL¯ of the field L¯ .
Remark 6 The symbol νL was used in [16], [13] for the description of intersection index
of divisors on algebraic surface by means of adelic ring of algebraic surface.
Besides, we note that the symbol νL appears for the description of non-ramified
extensions of two-dimensional local fields when the field k is finite, see [17].
3.5 Commutator < , >L .
We consider the central extension (8)
0 −→ Z −→ ĜLW
pi
−→ GL(L/k) −→ 1.
Definition 9 For any two elements a, b ∈ GL(L/k) such that the commutator [a, b] = 1
we define an element
< a, b >L= [a
′, b′] ∈ Z,
where a′ ∈ GW and b
′ ∈ GW are any under condition π(a
′) = a , π(b′) = b .
It is clear that < a, b >L does not depend on the choice of corresponding a
′ and b′ .
Besides, < a, b >L does not depend on the choice of W , since the central extension (8)
does not depend on the choice of W due to item 2 of proposition 4.
Proposition 6 1. The map < , >L is a bimultiplicative and skew-symmetric map.
2.
< a, b >L= c(a, b)− c(b, a), (10)
where c( , ) is any cocycle which gives the central extension (8).
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Proof. The skew-symmetric property is clear. We prove the bimultiplicativic property.
For any group we have the following formula
[fg, h] = [f, [g, h]][g, h][f, h].
In our case [b′, c′] is a central element, and therefore
< ab, c >L=< a, c >L + < b, c >L .
Formula (10) follows from the explicit construction of a cocycle by the central extension
and the definition of < , >L .
We recall that L = k′((t))((u)) . From corollary 2 of proposition 1 we have that
L∗ ⊂ GL(L/k) .
Theorem 1 For any elements f, g ∈ L∗ we have
< f, g >L= [k
′ : k] · νL(f, g)
Proof. Let W = OL = k
′((t))[[u]] . Both < , >L and [k
′ : k] · νL are bimultiplicative
and skew-symmetric. We have a multiplicative decomposition
L∗ = L¯∗ × uZ × U1L,
where U1L = 1 + uk
′((t))[[u]] . Therefore for the proof of theorem it is enough to consider
the following cases.
1. Let f, g ∈ L¯∗×U1L . Then νL(f, g) = 0 . On the other hand fOL = OL , gOL = OL .
Therefore from item 4 of proposition 4 it follows that < f, g >L= 0 .
2. Let f ∈ L¯∗ , g = u−1 . Then νL(f, u
−1) = −νL¯(f) . We fix any element d from
Dim(L¯) = Dim(OL/u
−1OL) = HomZ(Dim(0),Dim(OL/u
−1OL)) = [OL | u
−1OL]2.
Let f ′ = (f, d0) , g
′ = (g, d) be elements from ĜLW , where d0 is the zero function.
Let k′ -subspace U = k′[[t]] . Then
f ′g′ = (fu−1, f(d)) and g′f ′ = (fu−1, d).
Therefore
< f, g >L= [f
′, g′] = f(d)(U)−d(U) = d(f−1(U))−d(U) = [U | f−1U ]1 = −νL¯(f)·[k
′ : k].
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3.6 Additivity < , >M=< , >M1 + < , >M2 .
Similar to section 3.2 we consider a k -space
M =
∏
i∈I
Li,
where every Li is a two-dimensional local field over the field k . We fix a k -subspace
Wi ⊂ Li for all i ∈ I such that for every Wi condition (5) from section 3.3 holds. We
consider a group H such that for any i we have an embedding
H ⊂ GL(Li/k),
and therefore we have an action of the group H on each Li . We suppose that for any
element h ∈ H for almost all i ⊂ I we have
hWi ∈ Wi.
Let
W =
∏
i∈I
Wi
be a k -subspace in M . Then similar to definition 8 we define a group ĤW as the set of
pairs (h, d) , where h ∈ H , d ∈ [W | gW ]2 . We have the following central extension
0 −→ Z −→ ĤW −→ H −→ 1.
For any two elements a, b ∈ H such that [a, b] = 1 we can like in definition 9 define
< a, b >M= [a
′, b′] , where a′ and b′ are arbitrary liftings of elements a and b to ĤW .
Proposition 7 Let I = I1 ∪ I2 be the set of indices. We consider k -spaces
Ml =
∏
i∈Il
Li , Wl =
∏
i∈Il
Wi , l = 1, 2.
Then for any commuting elements a, b ∈ H we have
< a, b >M=< a, b >M1 + < a, b >M2 . (11)
Proof. We have
M =M1 ×M2 and W = W1 ×W2.
For any h ∈ H we have
[hW |W ]2 = [hW1 |W1]2 ⊗Z [hW2 |W2]2.
Therefore the central extension
0 −→ Z −→ ĤW −→ H −→ 1.
is obtained as the sum of central extensions
0 −→ Z −→ ĤW1 −→ H −→ 1 and
0 −→ Z −→ ĤW2 −→ H −→ 1
and the addition of kernel Z⊕Z −→ Z . Therefore formula (11) follows from formula (10).
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4 Reciprocity laws around points.
Let X be an algebraic surface over a field k . We fix a smooth point x on X . Let Oˆx,X
be the completed local ring of the point x on the surface X . We consider an adelic ring
of the point x :
Ax =

{fF} ∈
∏
F⊂Oˆx,X
Kx,F such that fF ∈ OKx,F for almost all F ,


where the product is over all prime ideals F of the ring Oˆx,X , which have codimension
1 , and
Kx,F = Frac (lim
←−
m
Oˆx,X (F ) /F
m Oˆx,X (F )).
The ring Oˆx,X (F ) is a localization of the ring Oˆx,X along the prime ideal (F ) .
Let F ⊂ Frac(Oˆx,X) be a free Oˆx,X -module. We consider a complex Ax(F) :
Frac(Oˆx) ×
∏
F⊂Oˆx,X
(OKx,F ⊗Oˆx,X F) −→ Ax.
Proposition 8 The cohomology groups of the complex Ax(F) are linearly locally compact
k -spaces.
Proof. The module F gives a locally free sheaf on a scheme Spec Oˆx,X . This sheaf we
will denote by the same letter F . Then from the definition of adeles on arbitrary schemes
(see [3], [9]) we get that the complex Ax(F) is an adelic complex of the sheaf F on a
one-dimensional scheme
U = Spec Oˆx \ x
(U is a formal neithbourhood of the point without the point.) Therefore the cohomology
groups of the complex Ax(F) coincide with the cohomology groups H
∗(U,F |U) .
But for any i the following formula holds
H i(U,F |U) = lim
−→
n
Exti
Oˆx,X
(mnx , F), (12)
where mx is the maximal ideal of the ring Oˆx,X .
Equality (12) follows from the following formula
H0(U,G |U) = lim
−→
n
HomOˆx,X (m
n
x,G),
where G is any module over the ring Oˆx,X (see [8, ch.3, ex. 3.7]).
Now we apply a functor Hom(·,F) to an exact sequence of Oˆx,X -modules
0 −→ mnx −→ Oˆx,X −→ Oˆx,X/m
n
x −→ 0 (13)
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We get an exact sequence
0 −→ F −→ HomOˆx,X(m
n
x,F) −→ Ext
1
Oˆx,X
(Oˆx,X/m
n
x , F) −→ 0
We have always that k -spaces Exti
Oˆx,X
(Oˆx,X/m
n
x , F) are finite dimensional (see lem-
ma 6 below). Therefore H0(U,F |U) is a locally linear compact space, where a linearly
compact subspace is F with a base of topology given by the powers of maximal ideals
mnxF .
For the smooth point x we have Ext1
Oˆx,X
(Oˆx,X/m
n
x , F) = 0 . Therefore for the smooth
point x we have H0(U,F |U) = F .
From exact sequence (13) we get that
Ext1
Oˆx,X
(mnx , F) = Ext
2
Oˆx,X
(Oˆx,X/m
n
x , F).
Therefore
H1(U,F |U) = lim
−→
n
Ext2
Oˆx,X
(Oˆx/m
n
x , F).
is an inductive limit of finite dimensional k -spaces, i.e., a discrete space, which is a linearly
locally compact space.
After proposition 8 we can define a Z -torsor
Dim(Ax(F)) = HomZ(Dim(H
1(Ax(F))) , Dim(H
0(Ax(F))))
Let F ⊂ Frac(Oˆx,X) be a free Oˆx,X -module. We define a k -subspace
WF =
∏
F⊂Oˆx,X
OKx,F ⊗Oˆx,X F ⊂ Ax
Since Ax ⊂
∏
F⊂Oˆx,X
Kx,F , we can define the following Z -torsor similar to section 3.2.
Definition 10 For any two free Ox,X -modules F and G such that F ⊂ Frac(Oˆx,X)
and G ⊂ Frac(Oˆx,X) we define
[WF |WG ]2 = lim
←−
WH
[WF | WG ; WH]2,
where the limit is taken over all free Ox,X -modules H such that H ⊂ F and H ⊂ G .
We recall that from proposition 3 we have a canonical isomorphism of Z -torsors:
[WF |WG ]2 ⊗Z [WG | WH]2 −→ [WF | Wh]2,
where F , G and H are any three free Oˆx,X -modules such that
F ⊂ Frac(Oˆx,X) , G ⊂ Frac(Oˆx,X) , H ⊂ Frac(Oˆx,X).
We have the following proposition
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Proposition 9 For any two free Ox,X -modules F and G such that
F ⊂ Frac(Oˆx,X) and G ⊂ Frac(Oˆx,X)
we have the following canonical isomorphism of Z -torsors
[WF |WG ]2 −→ HomZ(Dim(Ax(F)),Dim(Ax(G))) (14)
and for any three free Ox,X -modules F , G and H such that
F ⊂ Frac(Oˆx,X) , G ⊂ Frac(Oˆx,X) , H ⊂ Frac(Oˆx,X)
we have that isomorphism (14) maps an isomorphism
[WF |WG ]2 ⊗Z [WG |WH]2 −→ [WF | WH]2
to the composition of Hom for Z -torsors Dim(Ax(F)) , Dim(Ax(G)) , Dim(Ax(H))
Proof. From the definition of [WF | WG ]2 it is clear that it is enough to prove the
proposition when
F ⊂ G ⊂ H.
We consider an exact sequence of sheaves on a scheme Spec Oˆx,X
0 −→ F −→ G −→ G/F −→ 0. (15)
We restrict exact sequence (15) to the subscheme U = Spec Oˆx,X \ x , and we apply
the functor of adeles on the scheme U to this exact sequence. Since adelic rings are exact
functors (see [3], [9]), we have the following exact sequence of complexes
0 −→ Ax(F) −→ Ax(G) −→ Ax(G/F) −→ 0. (16)
The scheme U is one-dimensional, and a sheaf (G/F) |U has a support on a zero-
dimesional subscheme of U . Therefore an adelic complex Ax(G/F) has only the zero
component, which is equal to H0(U,G/F |U) . Since
H0(U,G/F |U) = lim
−→
n
HomOˆx,X (m
n
x , G/F),
we have
Dim(Ax(G/F)) = Dim(H
0(U, (G/F) |U)) = [F | G]2. (17)
We consider the long exact cohomological sequence which is associated with sequence
of complexes (16)
0→ H0(U,F |U)→ H
0(U,G |U)→ H
0(U, (G/F) |U)→ H
1(U,F |U)→ H
1(U,G |U)→ 0.
We split successivly this sequence on short exact sequences
0 −→ F(0) −→ G(0) −→ (G/F)(0) −→ 0 (18)
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0 −→ (G/F)(0) −→ (G/F)(1) −→ (G/F)(2) −→ 0 (19)
0 −→ (G/F)(2) −→ F(2) −→ G(2) −→ 0. (20)
Here F(0) = H
0(U,F |U) , G(0) = H
0(U,G |U) , (G/F)(1) = H
0(U, (G/F) |U) ,
F(2) = H
1(U,F |U) , G(2) = H
1(U,G |U) .
From the explicit proof of proposition (8) it follows that exact sequences (18)-(20) are
exact triples of linearly locally compact k -spaces with closed kernels, with the induced
topology on the kernels, and with the factor topology on the factorspaces. Therefore from
proposition 2 we obtain an isomorphism of Z -torsors
Dim(F(0))⊗Z Dim((G/F)(0)) −→ Dim(G(0))
Dim((G/F)(0))⊗Z Dim((G/F)(2)) −→ Dim((G/F)(1))
Dim((G/F)(2))⊗Z Dim(G(2)) −→ Dim(F(2)).
Hence and in view of (17) we get isomorphism (14).
The compatibility of isomorphism (14) with the filtration F ⊂ G ⊂ H follows from
the exactness of the following diagram of linearly locally compact k -spaces:
0 0 0
↓ ↓ ↓
0 −→ (G/F)(0) −→ (H/F)(0) −→ (H/G)(0) −→ 0
↓ ↓ ↓
0 −→ (G/F)(1) −→ (H/F)(1) −→ (H/G)(1) −→ 0
↓ ↓ ↓
0 −→ (G/F)(2) −→ (H/F)(2) −→ (H/G)(2) −→ 0
↓ ↓ ↓
0 0 0
We consider a k -space
W =WOˆx,X ⊂
∏
F⊂Oˆx,X
Kx,F
We consider a group
H = Frac(Oˆx,X)
∗,
which acts on
∏
F⊂Oˆx,X
Kx,F in the diagonal way. Similar to section 3.6 we obtain a central
extension
0 −→ Z −→ ĤW −→ H −→ 1. (21)
Proposition 10 The central extension (21) splits.
17
Proof. There is a natural action of the group H on the set of complexes Ax(F) :
h ∈ H : Ax(F) −→ Ax(hF)
It follows from the proof of proposition 8 that this action induces a well-defined action on
Z -torsors:
h ∈ H : Dim(Ax(F)) −→ Dim(Ax(hF)). (22)
This action will be compatible with isomorphism (14), i.e., the following diagram is com-
mutative
[WF | WG ] −→ HomZ(Dim(Ax(F)),Dim(Ax(G)))
↓ ↓
[hF | hG]2 −→ HomZ(Dim(Ax(hF)),Dim(Ax(hG))).
To prove the splitting of central extension (21) we define another central extension Ĥ ′W
of the group H by Z as the set of pairs (h, d) , where h ∈ H and the element d is from
a Z -torsor HomZ(Dim(Ax(Oˆx,X)),Dim(Ax(hOˆx,X))) . The multiplication in Ĥ
′
W given
by a rule (h, d1)(g, d2) = (hg, d1 ⊗ h(d2)) makes a group from Ĥ
′
W .
Now an isomorphism (14) of Z -torsors
[W | hW ]2 −→ HomZ(Dim(Ax(Oˆx,X)),Dim(Ax(hOˆx,X)))
induces an isomorphism of central extensions: ĤW −→ Ĥ
′
W . But the central extension
Ĥ ′W has a canonical splitting, which maps an element h ∈ H to the action (22) of element
h on Dim(Ax(Oˆx,X)) , i.e., to an element from HomZ(Dim(Ax(Oˆx,X)),Dim(Ax(hOˆx,X))) .
Theorem 2 Let f, g ∈ Frac Oˆ∗x,X . Then the following sum contains only a finite number
of non-zero terms and ∑
F⊂Oˆx,X
νx,F (f, g) = 0, (23)
where the sum is taken over all prime ideals of codimension 1 in the ring Oˆx,X .
Proof. According to theorem 1 we have
νx,F (f, g) =< f, g >Kx,F .
Therefore we will prove (33) for < , >Kx,F . We choose free Oˆx,X -modules H1 ⊂ Oˆx,X and
H2 ⊂ Oˆx,X such that H1 ⊂ Oˆx,X , H2 ⊃ Oˆx,X , H1 ⊂ fOˆx,X ⊂ H2 , H1 ⊂ gOˆx,X ⊂ H2 .
Let I = Supp (H2/H1) be a set of prime ideals F which are the support of Oˆx,X -
module H2/H1 . The set I is finite. (We chose the set I such that it contains all the
zeroes and poles of functions f and g in Oˆx,X .) Let
M1 =
∏
F∈I
Kx,F , M2 =
∏
F 6=I
Kx,F , M = M1 ×M2.
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Then according to proposition 7 we have
< f, g >M=< f, g >M1 + < f, g >M2 .
We have
f
∏
F 6=I
OKx,F =
∏
F 6=I
OKx,F and g
∏
F 6=I
OKx,F =
∏
F 6=I
OKx,F ,
Therefore similar to the proof of item 4 of proposition 4 we get that the central extension
ĤM2∩W splits over a subgroup generated by the elements f and g . Now in consideration
of proposition 6 we get
< f, g >M2= 0.
From proposition 10 we get < f, g >M= 0 . Therefore we have
0 =< f, g >M1=
∑
F∈I
< f, g >Kx,F . (24)
For any F 6= I the following formula holds
fOKx,F = OKx,F and gOKx,F = OKx,F ,
therefore < f, g >Kx,F= 0 when F 6= I . The last expression together with equality (24)
is equivalent to the statement of theorem.
Corollary 3 Let f, g ∈ k(X)∗ . Then the following sum contains only a finite number of
non-zero terms and ∑
C∋x
νx,C(f, g) = 0, (25)
where the sum is taken over all irreducible curves C ⊂ X going through the point x .
Proof. Let JC ⊂ Ox,X be an ideal of the curve C in the local ring Ox,X of the point x
on X . Suppose that with an ideal JC · Oˆx,X in the completed ring Oˆx,X are associated
prime ideals F1, . . . , Fm , then
Kx,C =
m⊕
i=1
Kx,Fi , νx,C =
m⊕
i=1
νx,Fi.
Suppose that a prime ideal F of codimension 1 in the ring Oˆx,X are not associated
with some ideal JC ·Oˆx,X for some irreducible curve C ⊂ X , then F = F
′∩Oˆx,X for some
prime ideal F ′ from a one-dimensional ring k(X) · Oˆx,X . Then we have < f, g >Kx,F= 0
for f, g ∈ k(X)∗ .
Now we apply theorem 2.
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Remark 7 The results of this section hold also for singular points x on the alge-
braic surface X . As before, we have to consider adelic complexes on the schemes
U = Spec Oˆx,X \ x . Then the key tool is proposition 8. For its proof we have to ap-
ply the following lemma
Lemma 6 Let x ∈ X be any point on algebraic surface. (The point x can be singular.)
Then for any finitely generated Oˆx,X -module G k -spaces
Exti
Oˆx,X
(Oˆx,X/m
n
x , G)
are finite dimensional.
Proof. At first, we compute Exti
Oˆx,X
(Oˆx,X/m
n
x , ·) as a functor of the second argument
through an injective resolution of Oˆx,X -modules. Hence we get that the groups
Exti
Oˆx,X
(Oˆx,X/m
n
x , ·) are annuled by m
n
x as Ox,X -modules. Now we compute the groups
Exti
Oˆx,X
(·, G) as a functor of the first argument through a free resolution of Oˆx,X -modules.
Hence we get that the groups Exti
Oˆx,X
(·, G) are finitely generated as Ox,X -modules.
Therefore the k -spaces Exti
Oˆx,X
(Oˆx,X/m
n
x , G) are finite dimensional over k .
5 Reciprosity laws along the curves.
5.1 Adelic complex connected with a curve on a surface
Let X be a smooth algebraic surface over a field k . Let C be an irreducible curve on
X .
Let F be a coherent sheaf on X . We construct an adelic complex AC(F) of abelian
groups in the following way:
AC(F) = lim
→
n
lim
←
m≥n
AX(F ⊗OX J
n
C/J
m
C ).
Here JC is an ideal sheaf of the curve C on X , and AX is a functor from coherent
sheaves on X to adelic complexes on X (see [3], [9]).
The complex AC(F) has not more than two members, since the sheaf F ⊗OX J
n
C/J
m
C
comes from some infinitesimal neighbourhoods of the curve C in X .
Proposition 11 Let
0 −→ F −→ G −→ H −→ 0
be an exact triple of coherent sheaves on X . Then the following triple of complexes of
abelian groups is exact
0 −→ AC(F) −→ AC(G) −→ AC(H) −→ 0.
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Proof. Injective limits preserve the exactness of complexes. Therefore for any integer n
it is enough to prove the exactness of a functor
lim
←
m≥n
AX(F ⊗OX J
n
C/J
m
C ).
For any coherent sheaf F on X and integer n we define Fn = F ⊗OX J
n
C .
For any natural l is exact the following sequence of sheaves on X
0 −→ Fn/J
l
CGn ∩ Fn −→ Gn/J
l
CGn −→ Hn/J
l
CHn −→ 0.
The functor AX is an exact functor, therefore the following sequence of complexes is
exact:
0 −→ AX(Fn/J
l
CGn ∩ Fn) −→ AX(Gn/J
l
CGn) −→ AX(Hn/J
l
CHn) −→ 0.
For any l ≥ l′ the maps
Fn/J
l
CGn ∩ Fn −→ Fn/J
l′
CGn ∩ Fn
are surjective, therefore are surjective the following maps
AX(Fn/J
l
CGn ∩ Fn) −→ AX(Fn/J
l′
CGn ∩ Fn).
Therefore the functor lim
←
is exact. Therefore the following sequence is exact:
0 −→ lim
←
l≥0
AX(Fn/J
l
CGn∩Fn) −→ lim←
l≥0
AX(Gn/J
l
CGn) −→ lim←
l≥0
AX(Hn/J
l
CHn) −→ 0. (26)
From the Artin-Rees lemma (see [1]) it follows that there exist a natural number k
such that J lCGn ∩ Fn = J
l−k
C (J
k
CGn ∩ Fn) for all l ≥ k . Therefore the following maps are
well defined:
Fn/J
l
CGn ∩ Fn −→ Fn/J
l−k
C Fn and Fn/J
l
CFn −→ Fn/J
l
CGn ∩ Fn.
Therefore AX(Fn/J
l
CGn ∩ Fn) and AX(Fn/J
l
CFn) are cofinale projective systems when
l run over natural numbers. Hence
lim
←
m≥n
AX(F ⊗OX J
n
C/J
m
C ) = lim←
l≥0
AX(Fn/J
l
CFn) = lim←
l≥0
AX(Fn/J
l
CGn ∩ Fn).
Hence, from (26) and after the passing to injective limit we get that the functor AC is
exact.
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For any coherent sheaf F ⊂ on X we have that the complex AC(F) has the following
form:
A(F)×
∏
x∈C
Bx(F) −→ D(F)
From proposition 11 and similar to the proof of proposition (10.13) from [1] we get that
Bx(F) = Bx(OX)⊗Oˆx,X F . We denote Bx = Bx(OX) .
Let F ⊂ k(X) be an invetible sheaf on X . Then the complex AC(F) has the
following explicit form
̂k(X)C ×
∏
x∈C
(Bx ⊗Oˆx,X F) −→ AC ,
where the product is taken over all points of the curve C , the field ̂k(X) is a completion
of the field k(X) with respect to the discrete valuation given by the irreducible curve C ,
the ring Bx is an Oˆx,X -submodule in the ring Kx,C .
The ring AC has the following explicit form
AC = {fx} ∈
∏
x∈C
Kx,C such that
for some local parameter uC which gives the curve C on open U ⊂ X , for almost all
x ∈ C ∩ U from decomposition fx =
∑
i
ax,iu
i
C we have that for every i a collection
{ax,i ∈ k̂(C)x} is a usual adel on the curve C . (It means that for every fixed i for almost
all points x ∈ C we have ax,i ∈ Ok̂(C)x
.)
Suppose that the point x is a smooth point on the curve C , then after the choice of
local parameters we have Kx,C = k
′((t))((uC)) and Bx = k
′[[t]]((u)) . ( k′ = k(x) is the
residue field of the point x .)
For any invertible sheaf F ⊂ k(X) we denote
WF =
∏
x∈C
Bx ⊗Oˆx,X F ⊂ AC .
For any invertible sheaves F and H such that H ⊂ F ⊂ k(X) we have that a
k -space
WF/WH =
∏
x∈C
Bx ⊗Oˆx,X (F/H)
is a linearly locally compact space. Therefore for any invertible sheaves F , G from k(X)
it makes sence the following definition from section 3.2.
[WF |WG ]2 = lim
←−
WH
[WF |WG ; WH]2,
where the limit is taken over all invertible sheaves H ⊂ G , H ⊂ F .
We consider a central extension
0 −→ Z −→ ̂k(X)∗WOX −→ k(X)∗ −→ 1, (27)
where ̂k(X)∗WOX consists of a set of pairs (g, d) , g ∈ k(X)∗ , d ∈ [WOX , gWOX ]2 . We
define a standart multiplication (g1, d1)(g2, d2) = (g1g2, d1g1(d2)) .
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Proposition 12 Let the curve C be projective. Then the central extension (27) splits.
Proof. For the invertible sheaf F ⊂ k(X) we consider the cohomology of the complex
AC(F) . The cohomology groups H
i(X,F ⊗ JnC/J
m
C ) are finite dimensional and coincide
with the cohomology of the complex AX(F ⊗ J
n
C/J
m
C ) . Therefore the cohomology of the
complex AC(F) coincides with
lim
→
n
lim
←
m≥n
H i(X,F ⊗ JnC/J
m
C ).
Hence we have that H0(A(F)) is a linearly locally compact k -space with a topology
given by inductive and projective limits.
For k ≤ n ≤ m let φknm : H
1(X,F ⊗ JnC/J
m
C ) → H
1(X,F ⊗ JkC/J
m
C ) be a natural
map. Let Ker φnm = lim
→
k
Ker φknm . We denote
H1
′
(AC(F)) = lim
→
n
lim
←
m≥n
H i(X,F ⊗ JnC/J
m
C )/Ker φnm.
Then a k -space H1
′
(AC(F)) is a linearly locally compact space, and we have a natural
map H1(AC(F))→ H
1′(AC(F)) .
Here we go from the non-Hausdorff space to the Hausdorff space, i.e., we take a
factorspace by the closure of zero in H1(AC(F)) .
Let F ⊂ G ⊂ k(X) be invertible sheaves, then we have an exact sequence
0→ H0(AC(F))→ H
0(AC(G))→ H
0(AC(G/F))→ H
1′(AC(F))→ H
1′(AC(G))→ 0,
(28)
which one obtains from the usual long exact cohomological sequence by means of fac-
torspace by the closure of zero in each term.
We denote DimAC(F) = HomZ(Dim(H
1′(AC(F))),Dim(H
0(AC(F)))) . Now by the
similar reasons as in the proof of proposition 9, and from exact sequence (28) we have a
canonical isomorphism
[WF | WG ]2 −→ HomZ(Dim(AC(F)),Dim(AC(G))) (29)
for any invertible sheaves F and G from k(X) .
Any element h ∈ k(X)∗ maps Dim(AC(F)) to Dim(AC(hF)) . Therefore by the
similar reasons as in the proof of proposition (10), and from isomorphism (29) we get that
the central extension (27) splits.
5.2 Connection of central extensions, which come from a curve
and from a point.
Let X be a smooth algebraic surface, C be an irreducible curve on X , x be a point on
C . We consider a group H = Frac(Oˆx,X)
∗ .
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We consider a central extension
0 −→ Z −→ ĤBx −→ H −→ 0, (30)
where ĤBx is a set of pairs (g, d) , g ∈ H , d ∈ [Bx | gBx] with a standart multiplication
(g1, d1)(g2, d2) = (g1g2, d1g1(d2)) .
We consider another central extension
0 −→ Z −→ ĤOKx,C −→ H −→ 0, (31)
where ĤOKx,C is a set of pairs (g, d) , g ∈ H , d ∈ [OKx,C | gOKx,C ] with a standart
multiplication (g1, d1)(g2, d2) = (g1g2, d1g1(d2)) .
Proposition 13 The central extension (30) is dual to the central extension (31).
Proof. Let F be an invertible sheaf, F ⊂ k(X) . A scheme Spec Oˆx,X \ C is affine,
therefore by theorem 2 from [14] the cohomology of complex Ax,C(F)
(Bx ⊗Oˆx,X F) × (OKx,C ⊗Oˆx,X F) −→ Kx,C
coincide with cohomology groups H i(U,F | U) , where U = Spec Oˆx,X \ x is a one-
dimensional scheme. Indeed, the complex Ax,C(F) is a complex from the Krichever cor-
respondence (or restricted adelic complex) for the one-dimensional scheme U , the closed
point C ∩ U on the scheme U and the affine scheme U \ (C ∩ U) .
From the proof of proposition 8 it follows that a Z -torsor Dim(Ax,C(F)) =
HomZ(Dim(H
1(Ax,C(F))),Dim(H
0(Ax,C(F)))) is well-defined. Let F ⊂ G , then we ap-
ply the functor Ax,C , and from the long cohomological sequence we obtain the existence
of the following isomorphism
[Bx⊗Oˆx,X F | Bx⊗Oˆx,X G]2⊗Z [OKx,C⊗Oˆx,X F | OKx,C ⊗Oˆx,X G]2 −→
−→ HomZ(Dim(Ax,C(F)),Dim(Ax,C(G))) (32)
We consider a central extension Hˆ which consists of a set of pairs (h, d) , where h ∈ H ,
d ∈ [Bx | hBx]2 ⊗Z [OKx,C | hOKx,C ]2 with a standard multiplication (g1, d1)(g2, d2) =
(g1g2, d1g1(d2)) . By the similar reasons as in the proof of proposition 10 and from (32)
we get that the central extension Hˆ splits over the group H .
Remark 8 From this proposition and from (10) it follows that the commutator of liftings
of elements in central extension (30) is equal to minus commutator of liftings of elements
in central extension (31).
Theorem 3 Let f, g ∈ k(X)∗ . Then the following sum contains only a finite number of
non-zero terms and ∑
x∈C
νx,C(f, g) = 0, (33)
where the sum is taken over all points x of the irreducible projective curve on the surface
X .
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Proof. From proposition 12 and by the similar reasons as in the proof of theorem 2 we
get that the sum of commutators of liftings of elements from k(X)∗ , which are computed
from central extensions (30), is equal to zero.
Now from remark 8 and theorem 1 we get that every commutator of lifting of elements,
which is computed from central extension (30), coincides with −νx,C .
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