Abstract. We present a CBR approach to musical playlist recommendation. A good playlist is not merely a bunch of songs, but a selected collection of songs, arranged in a meaningful sequence, e.g. a good DJ creates good playlists. Our CBR approach focuses on recommending new and meaningful playlists, i.e. selecting a collection of songs that are arranged in a meaningful sequence. In the proposed approach, the Case Base is formed by a large collection of playlists, previously compiled by human listeners. The CBR system first retrieves from the Case Base the most relevant playlists, then combines them to generate a new playlist, both relevant to the input song and meaningfully ordered. Some experiments with different trade-offs between the diversity and the popularity of songs in playlists are analysed and discussed.
Introduction
A typical music recommender considers songs the user likes, has listened to, or has bought, and proposes similar songs that the user will probably like, be interested in listening, or buying. Only a few recommenders are addressed to suggest playlists of similar songs with an inherent sequential structure.
Creating a playlist is a common manual operation in audio user experience. Imagine a user wants to assemble a playlist, on the basis of a specific song he likes, has listened to or has bought. He could either choose each song manually, or follow the advice of a recommender, adding one proposed song after the other. In both cases, the process would be slow; besides, the user would also have to order the songs, for a playlist is expected to contain songs in a specific sequence.
In this paper, we describe a case-based approach to playlist recommendation. Given a song chosen by the user, we don't focus on finding isolated similar songs; instead we put the emphasis on recommending good playlists. A playlist is a sequence-not a set-of songs; thus its quality is given both by the songs it contains, and by their ordering (their relative positions). This paper presents a CBR system that takes a song as the input and returns a recommended playlist as the output. The possible applications include: personalised radio programs, playlist generators, digital music organisers, and in general any scenario where the user desires a good sequence of songs, related to a chosen one, without the burden of compiling it manually.
In this paper, after reviewing related works (Sect. 2), we present the problem of recommending a playlist from a song (Sect. 3). Then we describe the CBR process: in Sect. 4, we illustrate the structure of the Case Base; in Sect. 5, we explain the Retrieve process, and introduce the basic concepts of pattern and relevance; in Sect. 6, we describe how the retrieved playlists are combined in the Reuse process. In Sect. 7 we report about the tests with an actual Case Base of playlists. Section 8 ends the paper with a brief conclusion and future works.
Related Work
Several approaches have been investigated to develop an Automatic Playlist Generator [2, 7, 17, 3, 20, 16] . Some of them require a large pre-existent music-related knowledge, either in form of music metadata [18] or acoustic-based measures [12] . In this paper we introduce a 'knowledge-light' approach to recommendation, based only on user-related knowledge. In this sense, our approach is comparable with SmartRadio and CoCoA Radio, two systems with which we share the vision that the work involved in compiling a playlist of music can be distributed to other listeners [10] . SmartRadio [8] is an Automatic Collaborative Filtering recommender that generates personalised playlists on the basis of playlists of users whose profiles are similar. Similarly, CoCoA Radio [4] recommends new playlists, but it also assumes that the knowledge of a playlist is encoded in the order of its songs. Our system is, in a sense, lighter than SmartRadio and CoCoA Radio. We also do assume that, in any well chosen collection of music, there is some great implicit value in the order of its songs, but we use this and only this knowledge to generate new playlists, without, for instance, collecting users' profiles or managing explicit ratings.
Some common points can be found between our system and the approach presented by Ragno et Al. [21] . In their work, similarity is inferred analysing the occurrences of songs in broadcasted streams of music, and new playlists are generated using a graph-search process (where the songs are the nodes of the graph and the similarities between them represent the weights of the arcs).
In our approach, the recommender is implemented as a Case-Based Reasoning (CBR) process [1, 14] . Every playlist is seen as a case whose relevance is inferred measuring the co-occurrences of its songs in a large collection of past playlists. Co-occurrences analysis [11] has been proved effective in many domains where information is available as large sets of sequential data. Applications range from semantical similarity recognition [13] to weather forecast [22] . Pachet et al. [15] have originally proposed co-occurrences analysis as a method to evaluate similarity between songs. In this paper, we combine this method with an explicit notion of sequentiality, in order to infer similarity between songs and playlists.
In our approach, the user chooses an input song s and a desired length λ; the goal of the recommender is to return a playlist p (with λ songs) such that: (G1) p contains s; (G2) p is varied; (G3) p is coherently ordered. A playlist is varied if it does not repeat the same track or artist in the sequence, or at least if repetitions are not close. We say a playlist is coherently ordered if its songs make sense in the proposed sequence. The problem we have to solve is then to determine which sequences of songs are coherently ordered.
In order to answer this issue, we analyse a large repository of playlists, previously compiled by human listeners. In this analysis, we seek for those sequences (of two or more songs) that occur more often, with the same order, in these playlists. The idea is that the higher the number of playlists where a sequence occurs, the stronger the evidence that sequence is coherently ordered. This idea takes inspiration from studies of co-occurrences analysis. Basically, these studies argue that when two items appear frequently in the same context, this proves the existence of some similarity between them. For instance, linguists regularly use co-occurrences analysis to extract clusters of semantically related words from large collections of texts. We adapt this approach to a musical context: if some songs occur frequently, in the same order, in a collection of past playlists, then we assume that the order in which they appear is meaningful. We call such sequences of songs relevant patterns.
Relevant patterns are the starting point for the recommender we present; to fulfil the aforementioned goals we employ a Case-Based Reasoning approach that comprises four subsequent steps:
1. Assemble a Case Base from a repository of playlists (Case Base Setup). 2. Prompt the user for an input song s and the desired length λ of the recommendation (Problem Description). 3. Retrieve from the Case Base a subset of playlists that satisfy most of the goals. Specifically, the retrieved playlists are varied (G2) and include relevant patterns that contain s (G1) (Retrieve Process). 4. Combine the songs of the retrieved playlists to generate a coherently ordered playlist (G3) with length λ (Reuse Process).
Notice that the knowledge that guides the CBR process comes from the same content of the Case Base, in the form of relevant patterns. Hence the quality of the recommendation depends mostly on the quality of past playlists: the more accurately they have been compiled by the users with a meaningful order, the more this order will be reflected in the output. Clearly, different repositories may lead to different recommendations.
The Case Base
Let P be the repository of past playlists. P may include, for example, tracklists from radio programs, web streams, music compilations, DJ sessions, and in general lists of songs that have been compiled with a meaningful order. By the way, the repository could include some noisy playlists, that is, playlists that have not been compiled with a great accuracy, and that would lower the quality of the Case Base if used. Examples of noisy playlists are: very long sequences of songs (that are probably only large sets of songs, with no meaningful order), very short sequences (from which we cannot extract any relevant pattern), and sequences in alphabetical order (that is hardly a meaningful order). Before using the repository, we filter P to remove such playlists; the result C is the Case Base.
Every playlist of C is a sequence of songs: p = (s 1 , s 2 , .., s n ). Let Λ(p) = n be the length of p. A song s is contained in a playlist p if the following condition holds: In(s, p) = ∃i, 1 i n : s = s i Every song is characterised by a set A of attributes (e.g.: an identifier of the track, an identifier of the album it belongs to, the artist that performs it, etc.). We assume that the user will disapprove of recommendations where close songs repeat the same attributes: for example playlists where many songs belong to the same album or artist. Such playlists lack necessary variety, and our approach intends to avoid these cases, in order to boost diversity. For every attribute a ∈ A, we introduce a parameter γ a , called safe distance for a, as the minimum number of songs that must occur before we allow a value of a to be repeated. For instance, if γ a = 10, the same value of a can be repeated without restriction only after 10 songs. To quantify how many, and how close, are the potential repetitions of an attribute in a playlist, we introduce a function called attribute variety:
., s n ), and a ∈ A be a song attribute; the variety of a in p is a function V a : C → (0, 1] such that:
In other words, a playlist has an attribute variety V a (p) = 1 only if no value of a is repeated within the safe distance γ a ; otherwise the more and the closer the repeated values, the smaller V a (p). Combining the values of V a (p) for all the song attributes with a t-norm (e.g. product), we obtain a global measure of variety of a playlist p ∈ C:
The variety of a playlist p equals 1 only if no attribute is repeated in p within its safe distance. According to (G2), we are interested in recommending this kind of playlists. We will see in Sect. 5 how V ar(p) will be used, inside the Retrieve process, to prefer varied playlists over repetitive ones.
Retrieve
In a classic CBR approach, the goal of the retrieval task is to return a subset of cases that contain the solutions for problems similar to the proposed one. In our approach, we do not intend to characterise the cases in terms of problem and solution parts: our Retrieve process is not focused on finding which songs in the Case Base are the most similar to the input song. Instead, we look for useful cases [6] , that is, previous users' playlists that are useful to achieve the requested goals. The idea is to retrieve a subset of those playlists that include s (G1), are varied (G2), and contain relevant patterns, or else are coherently ordered (G3).
Before presenting the Retrieve process, we introduce the Relevance function and the Rating function. The Relevance function Rel(q, t), defined in Sect. 5.1, takes as input a sequence of songs q, and a song t contained in q, and returns the degree in which q is a relevant pattern for t. The Rating function ρ(p, s), defined in Sect. 5.2, takes in input a playlist p ∈ C and the chosen song s, and returns a combined measure of the variety of p and the relevant patterns in p that contain s. At the end of the section, we present the Retrieve process that, given all the playlists of C, returns only the k playlists that are more useful to fulfil our goals.
Patterns and Relevance
Let q be a sequence of songs. We say q a pattern if q is sub-sequence of at least one playlist of C, where q = (t 1 , t 2 , .., t m ) is sub-sequence of p = (s 1 , s 2 , .., s n ) when the following condition holds: Sub(q, p) = ∃i : ∀j, 1 j m, t j = s i+j .
The pattern count φ(q) = |{p ∈ C : Sub(q, p)}| is the number of playlists of C that q is sub-sequence of. Let t be a song, Q(t) = {q : Λ(q) θ ∧ In(t, q) ∧ ∃p ∈ C : Sub(q, p)} be the set of patterns, with at most θ songs, that contain t, and q ∈ Q(t) be one of these patterns. To assess whether q is a relevant pattern for t, we can consider how many times t occurs in the playlists of C together with the other songs of q. According to co-occurrences analysis, in fact, the higher this number, the higher the evidence that q is a relevant pattern for t. Thus, it makes sense to use the pattern count φ(q) as a measure of the relevance of q for t. Nevertheless, the actual value of φ(q) can be biased by two properties of q: its length and the popularity of its songs. In general, short patterns or patterns made of very popular songs have a higher probability of occurring in many playlists, independently from their relevance for a specific song. Example 1. To understand why shorter patterns are likely to have a higher pattern count, consider the patterns (S2, S3) and (S2, S3, S4) in Table 1 . Notice that (S2, S3) is shorter than (S2, S3, S4), and φ( (S2, S3) ) > φ( (S2, S3, S4) ). This is not surprising, for (S2, S3) is contained in (S2, S3, S4), so it occurs at least every time that (S2, S3, S4) occurs in some playlist. To understand why patterns made of popular songs are likely to have a higher pattern count, consider the patterns (S2, S3) and (S9, S2), both containing S2. In the first case, S2 is followed by a "popular" song (S3 occurs 6 times in Table 1 ); in the second case, S2 is preceded by a less popular song (S9 occurs only 3 times). Notice that φ( (S2, S3) ) > φ( (S9, S2) ); this is not surprising, for S3 has a higher probability than S9 to co-occur with S2, due to its high popularity. Table 1 . A sample repository and the list of patterns with φ > 1.
Playlists A = (S1, S2, S4) B = (S1, S2, S3, S4, S5, S7, S1, S8)
In a nutshell, short patterns and patterns made of popular songs are likely to have a high pattern count, independently from being relevant to a particular song. Therefore, to estimate the relevance of a pattern q to a song t, we combine φ(q) with two factors that balance the effect of the length of q, and of the popularity of its songs. We define the Relevance of a pattern q for a song t as follows:
where α θ−Λ(q) and ψ β (q, s) are the two factors intended to reduce the bias of the length of q, and of the popularity of its songs, on the relevance value. Hereafter, we explain in detail these two factors.
Length factor. Let q 1 ∈ Q(t) and q 2 ∈ Q(t) be two patterns, with same pattern count and different length (e.g. Λ(q 1 ) > Λ(q 2 )). In this case, we consider q 1 more relevant for t than q 2 , because q 1 occurs the same number of times than the (more probable) shorter pattern q 2 . Moreover, since q 1 is longer, it contains more songs co-occurrent with t than q 2 . For this reason, we introduce a length factor α θ−Λ(q) that we multiply φ(q) for, in order to substantially decrease the relevance of shorter patterns. The shorter q (that is, the more distant is Λ(q) to the maximum pattern length θ), the smaller this factor, the smaller the relevance value. The parameter α can be tuned inside (0, 1], to control if the length of q should affect more (small α) or less (high α) the relevance value.
Popularity factor. Let q 1 = (t, u) and q 2 = (t, v) be two patterns of two songs with the same pattern count (e.g. φ(q 1 ) = φ(q 2 ) = 5), and let u be more popular than v (e.g. u occurs in 600 playlists of C, while v only in 6). Notice that u occurs relatively few times in C preceded by t (5 out of 600), while v occurs relatively many times preceded by t (5 out of 6). In the whole, q 2 appears in C more frequently in relation to the popularity of its songs; in this sense it is more relevant for t. For this reason, we introduce a popularity factor ψ β (q, t) that we divide φ(q) by, in order to decrease the relevance of patterns made of popular songs. This factor acts as a measure of inverse songs' frequency of q; precisely, ψ(q, t) is the number of times that the sequence q occurs in C "independently from t": ψ(q, t) = |{p ∈ C : ∃i : ∀j, 1 j m, q j = p i+j ∨ q j = t}|. The parameter β can be tuned inside [0, 1] to control if the popularity of the songs should affect more (high β) or less (small β) the relevance value.
Example 2. To understand the effects of α and β on the relevance value, consider the patterns in Table 1 , ranked according to how relevant they are to a specific song, S3. Table 2 shows the relevance values, using different values of α and β. Notice that (S2, S3) has the highest pattern count, and indeed is the most relevant pattern when α = 1 and β = 0.5. However, if we decrease the relevance of short patterns (α = 0.5), then the most relevant pattern becomes (S2, S3, S4), that occurs less times but is longer. Similarly, if we decrease the effect of popular songs (β = 1), then the most relevant pattern is (S2, S3, S4), for it occurs 3 out of the 3 times that S2 and S4 occur in some playlist of Table 1 separated by one song. Table 2 . Relevance to S3 of the patterns from Table 1 Patterns 
Coherence and Retrieval
We are now able to define the Rating function ρ(p, s), that assigns a high value to playlists that are varied and coherent with the input song s. This function is a combination of V ar(p) (the variety of the playlist) and Coh(p, s) (the coherence of the playlist to the input song), where Coh(p, s) is defined as the sum of the relevance values of the patterns, present in p, that contain s:
where Ω(s, p) = {q : Λ(q) θ ∧ In(s, q) ∧ Sub(q, p)}. The more the relevant patterns that contain s in p, and the higher their relevance to s, the higher Coh(p, s). The Rating function ρ(p, s) is defined as a combination of variety and coherence:
As a result, a playlist p ∈ C has a high value of ρ(p, s) if it contains s, is varied, and is coherently ordered. Actually, this is the kind of playlist that we intend to retrieve from C. Let k be the number of playlists to retrieve, the Retrieve process returns the first k playlists of C, every playlist p ∈ C ranked according to ρ(p, s).
Reuse
The goal of the Reuse process is to transform the k retrieved playlists into a single, recommended playlist of a specific length λ. Notice that the retrieved playlists can have any length, so they cannot be directly returned as recommendations. The approach we take for Reuse is that of Constructive Adaptation [19] . Following this approach, we use the elements of the retrieved cases (i.e. the songs from the retrieved playlists) to build a new combination of elements (i.e. a new playlist), that is a solution for the current problem. Building this playlist is seen as a search process, guided by the information contained in the Case Base (in the form of relevant patterns).
Basically, Constructive Adaptation [19] is composed of two processes: Hypotheses Generation and Hypotheses Ordering. Hypotheses Generation determines how partial solutions are extended in the search process (i.e. which songs from the retrieved playlists can be combined and how). Hypotheses Ordering uses the knowledge from the Case Base to rank the nodes visited during the search (i.e. the sequences of songs generated so far) in order for the search process to follow the best paths to the solution. Thus, the Reuse process is a search process where:
-the goal is to find a playlist of λ songs, that includes the input song s; -every node in the search is a sequence made of songs from the retrieved playlists; -the singleton sequence (s) is taken as the initial node; -the successors of every node contain the same sequence of songs of that node, plus another song, either at the beginning or at the end of the sequence.
The fastest method to reach a sequence of length λ starting from (s) (a sequence of length 1) is to always explore the search tree "as deep as possible", that is, to always visit first the nodes with the longest sequences of songs found so far. For this reason, the system uses a Depth-First Search process: at first, it expands the initial node (s) by generating all its successors; at each subsequent step, it considers one of the most recently generated nodes, generates its successors, and ranks them according to a heuristic; if at any moment it finds a node with λ songs, returns it as the solution; if otherwise it finds a node with no successors, it backtracks to expand another of the most recently generated nodes.
Hypotheses Generation
The nodes of the search are sequences made of elements from the retrieved cases, that is, of songs from the retrieved playlists. Let T = (t 1 , t 2 , .., t n ) be a node, and let T be a successor of T . T contains the same songs of T , and another song u from the retrieved playlists, either at the beginning or at the end of T . We distinguish these two cases with the notations u + T and T + u . Let, for instance, be T = u+T . Notice that in T , u occurs before t 1 . In order for T to be coherently ordered, u should occur before t 1 at least in one retrieved playlist; basically we consider T a valid successor of T if ∃p ∈ Ret(s) : Sub((u, t 1 ), p), where Ret(s) is the set of k retrieved playlists. Similarly, a sequence T + u is a valid successor of T if ∃p ∈ Ret(s) : Sub((t n , u), p). The set of all the valid successors of a node T is defined as Succ(T ) = { u + T , ∀u ∈ P re(T ) ∨ T + u , ∀u ∈ P ost(T )}, where P re(T ) = {u : ∃p ∈ Ret(s) : Sub((u, t 1 ), p)} and P ost(T ) = {u : ∃p ∈ Ret(s) : Sub((t n , u), p)}.
In the next subsection, we will describe how such sets of successors are sorted in the search process in order to finally reach a sequence of λ songs that is varied, coherently ordered, and relevant to s.
Hypotheses Ordering
In ordering the successors of a node, we promote those sequences that are varied and include relevant patterns. In other words, given any successor T of T (where u is the added song), we determine if T is a good successor of T using the heuristic function H(T ) = Rel(T , u) · V ar(T ). Using H, we are able to rank highly a node T that contains a varied and coherently ordered sequence of songs. However we cannot determine whether the successors of T will be varied and coherently ordered sequences as well. To solve this issue, we introduce in the heuristic a parameter L, called look-ahead factor, such that:
-If L = 0, we evaluate H on T , as above; -If L = 1, we evaluate H on all the successors of T ; then we return the maximum value found as the heuristic value for T ;
-If L = 2, we evaluate H on all the successors at depth 2 of T , that is, the successors of the successors of T ; then we return the maximum value found as the heuristic value for T ; and so on.
The higher is L, the more reliable is the heuristic; on the other hand, the number of requested evaluations of H grows steeply with L. The value of L is usually a compromise between a good heuristic and a reasonable performance. Finally, we define the heuristic function as follows:
Definition 2. (Look-ahead heuristic) Let T be a node of the search tree; any successor T of T is ranked using the heuristic function:
Summing up, the Reuse process follows a Constructive Adaptation approach in which a) Hypotheses Generation explores the possible combinations of the songs of the retrieved playlists and b) Hypothesis Ordering ranks the partial sequences according to a heuristic based on relevance and variety. At the end, the result is a playlist of length λ that combines the best sub-sequences in the retrieved playlists into a varied and coherent recommendation.
Example 3. Let S3 be the input song, and λ = 5 the desired length. Let the repository of Table 1 be the Case Base, and Ret(S3) = {B, C, E, F } be the subset of k = 4 playlists retrieved. Consider how, in the Reuse process, these playlists are combined using a search process (for brevity, the computation of H is omitted):
1) Generate the successors of (S3) and sort them using H : (S3, S4), (S2, S3), (S3, S5). Next node to visit: (S3, S4).
2) Generate the successors of (S3, S4) and sort them using H : (S3, S4, S6), (S2, S3, S4), (S3, S4, S5). Next node to visit: (S3, S4, S6).
3) Generate the successors of (S3, S4, S6) and sort them using H : (S2, S3, S4, S6), (S3, S4, S6, S9), (S3, S4, S6, S5). Next node to visit: (S2, S3, S4, S6).
4)
Generate the successors of (S2, S3, S4, S6) and sort them using H : (S9, S2, S3, S4, S6), (S1, S2, S3, S4, S6), (S2, S3, S4, S6, S9), (S2, S3, S4, S6, S5). Next node to visit: (S9, S2, S3, S4, S6).
5)
The node (S9, S2, S3, S4, S6) has λ = 5 songs, hence is returned as the solution.
Notice that the solution is a varied and coherent combination of sub-sequences from the retrieved playlists: (S2, S3, S4) from B, (S4, S6) and (S2, S3) from C, (S2, S3, S4, S6) from E and (S9, S2, S3) from F .
Experimental Results
We have tested the described CBR recommending system using a collection of playlists from MusicStrands 1 . In the Case Base, we have represented playlists as pairs (track, artist), being track and artist two integers that allow us to univocally identify every track and every artist in the MusicStrands database.
We have pre-processed the collection of playlists, discarding those with less than 5 songs, with more than 50 songs, and those alphabetically ordered (backwards and forwards) along the names of the track and/or of the artist. Eventually, we have assembled the Case Base using a subset (about 300,000) of playlists from MusicStrands.
Concerning parameters, we were interested in recommending playlists where tracks were mostly never repeated (γ track = 200) and artists were hardly repeated (γ artist = 50). We have chosen θ = 5 as the maximum pattern length (longer patterns very rarely appeared more than once), k = 50 as the number of retrieved playlists, α = 0.5 and β = 1 as the length factor and popularity factor for the relevance, and L = 1 as the look-ahead factor. Table 3 shows six sample recommendations, where the desired length is λ = 10, and the input songs have been chosen from different genres and periods. Notice that the suggested songs are similar (both acoustically and in terms of metadata) to the input songs, especially those that appear closely before or after them in the proposed sequences 2 . On the whole, the songs in the playlists sound well in the presented order, and their genres are never too distant from the one of the input song.
It is also worth noticing that many of the proposed songs are not very popular, yet they form a coherently ordered playlist with the input songs. This is due to effect of the popularity factor in the relevance function (β = 1), by which we dampen playlists made of popular songs. In this way, we enable the user to discover new music, because we are suggesting songs the user has probably never listened to, and yet will appreciate, since they are correlated with the input song. Should users long for recommendations with more popular songs, they would just have to lower this value. For instance, in Table 4 we present two recommendations, obtained with the same input songs of Test 2 and Test 4, but generated with β = 0, that is, without dampening popular songs. Consider, for instance, the song American Idiot, recommended in Test 2b (β = 0) before the input song American Pie. These two songs co-occur in sequence 7 times in the Case Base, which is, in general, a relevant pattern count. However, this pattern count becomes irrelevant when compared to the popularity of American Idiot, which is a very popular song (it appears in 8,479 playlists) and only 7 out of 8,479 times it is followed by American Pie. As a result, the system does not recommend this sequence in Test 2 (β = 1), where pattern counts are dampened for sequences made of popular songs.
As a matter of fact, by proposing different recommendations from the same input, the parameter β allows to improve the diversity of the solutions. This is indeed an important feature for a recommending system, and a key issue for CBR systems [5] . 
Conclusions and Future Work
We have presented a CBR system for recommending playlists made of meaningful sequences of songs. The Case Base is a collection of playlists of different quality, provided by different people. While most recommendation systems are concerned with suggesting an unorganised set of songs, "similar" to those selected by the user, our work focuses on recommending meaningful sequences of songs (playlists). The proposed recommendations are not deeply "personalised", since the model we have of the user requesting a playlist is given only by the selected (input) song. Future works will explore how to further constrain the playlist to recommend by acquiring a larger input from the user. This paper contributes to develop Case-based Reasoning in a variety of ways. First, we address the important issue of reasoning about sequential cases (here, in the form of coherently ordered playlists). Both the Case Base and the solution provided by the CBR system are based on the sequential ordering of songs; the problem-solving process of the CBR system exploits the informational content of the Case Base to provide a solution with a coherent order.
A second issue of interest is that our Case Base contains only solutions and not problems. In the usual CBR approach, the Case Base contains pairs (p, s) (p is a problem, s is a solution); to find the solution for a new problem p , the system retrieves from the Case Base a set of similar problems, takes into account their solutions, and returns one of them, or a combination of them, as the solution for p . In our approach, instead, the Case Base contains only solutions (playlists), and no explicit problems: we know that the playlists in the Case Base are meaningful, but we ignore for which input songs they are good recommendations. In this context, we have designed the simplest CBR approach that can exploit the information contained in a large Case Base of meaningful sequences. We have explicitly avoided complex user models, which are a common feature of Collaborative Filtering systems. User models are not helpful in relation to our goal: they seek relations between people and preferred songs or playlists, but disregard any sequential information contained in the playlists.
A third issue of interest is the Reuse process: rather than recommending an existing playlist, we combine the retrieved playlists using the same criteria (variety and coherence) that we used in the Retrieve process. In this way we recommend a playlist that has the desired length λ and higher variety and coherence values than those of the retrieved playlists.
Further, we have investigated the issue of applying co-occurrences analysis in a musical context. In this approach, we have opted for a minimal Problem Description (only one song and the length of the desired recommendation) in order to generate meaningful playlists by exploiting the co-occurrences present in the Case Base. We have avoided more constrained inputs (e.g. two songs, such that the recommendation starts with the first one and ends with the other, and is coherently ordered). The problem with over-constrained input is that the system returns low quality solutions when the constraints are too strong (e.g. a user requests a playlist to start with a rap song and to end with a requiem). In the future, however, we plan to enlarge the input capabilities of the user, to partially constrain the recommended playlist. For instance, the user could provide a short sequence of songs, and the system could recommend a playlist with most of them; or else the user could indicate a specific genre, or tag, to consider or to avoid in the recommended playlist.
We have tested the system using a collection of manually-generated playlists, but in the future we plan to work with other forms of sequential music data. For instance, MusicStrands provides MyStrands, an iTunes plug-in that recommends new songs to the user, on the basis of the last songs effectively played in iTunes. We plan to improve this tool with the introduction of an explicit notion of sequentiality, in order to recommend on-line, meaningful, personalised playlists, on the basis of previous sequences of songs effectively played by the user.
The evaluation of the quality of the recommendation is an open issue for recommender systems. We agree with Hayes et al. [9] that user satisfaction can only be measured in an on-line context. Although the proposed system has not yet been evaluated by a significant number of users, we have deployed it on the Internet 3 . Users can select an input song, the desired length, and other parameters, and can compare the (meaningfully ordered) recommendation generated with the presented approach with the playlist proposed by the MusicStrands recommender. We plan to employ the users' feedback as an evaluation for our work and, once recommendations have been positively revised by the users, to retain in the MusicStrands repository those that have been approved as good playlists, to use them as new cases for future recommendations.
