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Les m-séquences seront notées s et y, et une séquence de Gold z. La lettre x est réservée
pour la variable d'un polynôme, e.g. g(x). L'indice k d'une séquence s(k) est toujours évalué
modulo la période de la séquence N : s(k mod N). Une séquence binaire à valeurs dans 0; 1
est notée en minuscule (e.g. s(k)) alors que sa représentation BPSK à valeurs dans −1; +1 est
notée en majuscule : S(k) = (−1)s(k).
Dans cette thèse, nous allons régulièrement employer une notation polynomiale, qui sera utile
pour déﬁnir les équations de parité des codes cycliques. Elle est déﬁnie de la manière suivante :
à chaque mot de code c = (c0, · · · , cn−1) est associé le polynôme c(x) = c0+c1x+· · ·+cn−1xn−1.





Ce travail de thèse a donné lieu à 4 papiers :
 [P1] M. des Noes, V. Savin, L. Ros et J.M. Brossier, Blind Identiﬁcation of the Uplink
Scrambling Code Index of a WCDMA Transmission and Application to Femtocell Net-
works, IEEE International Conference on Communications (ICC), Budapest, Hongrie,
Juin 2013.
 [P2] M. des Noes, V. Savin, L. Ros et J.M. Brossier, Blind Identiﬁcation of the Scrambling
Code of a Reverse Link CDMA 2000 Transmission, IEEE International Conference on
Communications (ICC), Budapest, Hongrie, Juin 2013.
 [P3] M. des Noes, V. Savin, L. Ros et J.M. Brossier, Improving the Decoding of M-
Sequences by Exploiting their Decimation Property, European Signal Processing Confe-
rence (Eusipco), Marrakech, Maroc, Septembre 2013.
 [P4] M. des Noes, V. Savin, L. Ros et J.M. Brossier, Iterative decoding of Gold sequences,
IEEE International Conference on Communications (ICC), Londres, Juin 2015.
une présentation aux journées codage et cryptographie :
 [P5] M. des Noes, V. Savin, L. Ros et J.M. Brossier, 'Sécurité des communications par
étalement de spectre', Les 7 Laux, France, 24− 28 Mars 2014.
et 5 brevets :
 [P6] 'Méthode d'estimation aveugle d'un code d'embrouillage d'une liaison montante
WCDMA', E.N. 1252338.
 [P7] 'Méthode d'estimation aveugle d'un code d'embrouillage d'une liaison montante
CDMA 2000', E.N. 1252340.
 [P8] 'Méthode d'acquisition d'un signal GPS par décodage itératif', E.N. 1351423.
 [P9] 'Méthode d'acquisition d'une séquence de Gold par double décodage itératif', E.N.
1458115





Une séquence binaire pseudo-aléatoire est représentée par une suite de '0' et de '1' qui
semble aléatoire, alors qu'elle est en réalité parfaitement déterministe. Ces séquences sont
employées pour construire des séquences d'apprentissage qui facilitent les opérations de syn-
chronisation et d'estimation de canal dans les systèmes de transmission. Elles constituent aussi
un élément fondamental des systèmes de transmission par étalement de spectre [1]. Elles sont
enﬁn utilisées dans le domaine de la cryptographie pour réaliser des chiﬀreurs par ﬂot [2]. Ces
séquences sont donc présentes dans les systèmes radiomobiles WCDMA (Wideband Code Di-
vision Multiple Access), CDMA2000 et LTE (Long Term Evolution) [3][4][5], les systèmes de
localisation tels que le GPS (Global Positioning System) et Galileo [6], mais aussi le mécanisme
de chiﬀrement du système Bluetooth [7].
Les séquences pseudo-aléatoires sont très majoritairement construites à partir de registres
à décalage rebouclés, d'où leur nom en anglais : Linear Feedback Shift Register sequence
(LFSR). Les séquences LFSR se génèrent très facilement et possèdent de bonnes propriétés
stochastiques si les coeﬃcients du rebouclage sont choisis correctement. Les séquences les plus
utilisées sont les m-séquences, les séquences de Gold et les séquences de Kasami [8][9].
Dans les systèmes utilisant des séquences pseudo-aléatoires, le récepteur cherche toujours à se
synchroniser avec les séquences reçues. Pour cela, la méthode conventionnelle consiste à générer
la séquence et réaliser une corrélation avec le signal reçu. La synchronisation est dite acquise
si la corrélation dépasse un seuil prédéﬁni. Cette méthode est très eﬃcace si la séquence
est relativement courte. Dans le cas d'une séquence longue (e.g. 225 chips pour le système
WCDMA), on ne peut plus appliquer directement cette méthode. Il faut mettre en ÷uvre
des étapes intermédiaires aﬁn de limiter le nombre de séquences à tester et d'estimer l'instant
de synchronisation. Par exemple, le système WCDMA a déﬁni deux phases intermédiaires
(primary and secondary synchronization) pour limiter à 8 le nombre de séquences à tester [3]
et déterminer le début de la séquence. Ces procédures augmentent la signalisation du système
et aussi les calculs réalisés par le récepteur. Dans cette thèse, nous allons étudier une méthode
de détection alternative, mettant en ÷uvre des techniques de décodage itératif. Elle permet
entre autre de ne pas avoir à recourir à des étapes intermédiaires pour détecter les longues
séquences.
La découverte des turbo-codes par Berrou et Glavieux [10] a engendré de nombreuses re-
cherches sur les mécanismes de décodage itératif. La redécouverte des codes de Gallager [11]
par Mac Kay et Neal [12] est intervenu dans ce contexte historique. Les codes de Gallager sont
des codes linéaires en block [n, k] [13] dont la matrice de parité E est creuse. Cela déﬁnit la
famille des codes Low Density Parity Check (LDPC). Le décodeur a pour fonction de déduire,
à partir des échantillons reçus, les bits s = (s1 · · · sn) qui vériﬁent les n−k équations de parité
qui déﬁnissent le code. Cela se caractérise par la propriété suivante : EsT = 0. Une équation
de parité correspond à une ligne de la matrice E. Un algorithme permettant de résoudre ce
type de problème a été découvert plusieurs fois dans des domaines diﬀérents : décodage pro-
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Figure 1  Séquence LFSR (représentation de Fibonacci)
babiliste pour les codes LDPC [11] et propagation de croyance pour les réseaux bayesiens [14].
L'article tutoriel de Kschischang et al [15] présente un formalisme général qui s'adapte à tous
les domaines utilisant des modèles sous la forme de graphes bipartites (e.g. chaînes de Markov,
réseaux bayesiens). L'algorithme de propagation est utilisé dans des domaines aussi variés que
l'intelligence artiﬁcielle [14], la physique statistique [16], la localisation [17], la résolution de
problèmes de satisﬁabilité [16] et le décodage itératif des turbo-codes [18] et des codes LDPC
[12].
Le décodage des séquences LFSR a tout d'abord été étudié dans les années 60-70 avec des




k, il s'agit de trouver l'état initial des registres. En particulier, l'algorithme de
Massey [21] permet de déterminer l'état initial des registres et le polynôme caractéristique de
la séquence g(x), si on observe 2r bits consécutifs, non bruités, de la séquence, où r est le degré
de g(x). Ces algorithmes sont très sensibles à des erreurs sur les bits en entrée du décodeur et
donc inappropriés si l'entrée est bruitée. La découverte des décodeurs itératifs à entrée souple
a profondément changé la donne. Il est maintenant possible d'estimer l'état initial des registres
à partir d'une observation bruitée. Les décodeurs de séquences LFSR à entrées souples ont
d'abord été utilisés dans le domaine de la cryptographie pour réaliser des attaques sur les
chiﬀreurs par ﬂot [22][23]. Les performances de décodage dépendent très fortement du poids
de Hamming des équations de parité [24]. Plus le poids est faible, meilleure est la probabi-
lité de décoder correctement l'état initial de la séquence [24]. Malheureusement, trouver ces
équations de parité n'est pas simple. Cela a logiquement donné lieu à de nombreux travaux
pour améliorer la recherche des équations de parité de poids faible [25][26]. La technique de
décodage des séquences LFSR est apparu plus tard dans le domaine des communications radio
[27][28]. Elle a été étudiée pour décoder les séquences utilisées par des systèmes de transmis-
sion à étalement de spectre [29][30]. Ces systèmes amènent une diﬃculté supplémentaire : la
séquence est modulée par les données émises. Il est donc nécessaire d'introduire des étapes
de traitement préliminaires aﬁn d'éliminer la modulation des données et ainsi observer la sé-
quence à décoder. Au démarrage de cette thèse, la seule publication traitant de cet aspect du
problème est celle de Kerr et Lodge [31].
Mis à part les références que nous avons citées, le décodage des séquences LFSR est un sujet
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relativement peu traité dans la littérature. Les études menées dans le domaine de la crypto-
graphie se sont focalisées principalement sur la recherche d'équations de parité de poids faible,
qui est le point le plus problématique dans ce contexte. Dans le domaine des communications
numériques, ces séquences ne sont pas employées pour leurs propriétés de correction d'erreurs.
Par conséquent, il y a peu d'études sur les décodeurs adaptés, ainsi que l'analyse de leurs
performances. Une des contributions de cette thèse est d'améliorer la compréhension des mé-
canismes de décodage, en se focalisant sur les performances des décodeurs itératifs par passage
de messages. L'objectif est de comprendre comment le choix des équations de parité employées
par le décodeur inﬂue sur les performances (e.g. probabilité de détection correcte ou de fausse
alarme). Nous allons tout d'abord établir un lien entre la théorie de la détection convention-
nelle et le décodage des m-séquences. Nous allons ensuite détailler les propriétés des codes
duaux des m-séquences et des séquences de Gold aﬁn de déterminer le nombre d'équations
de parité disponibles pour le décodeur. Nous nous intéressons aussi au choix de ces équations
et à leur impact sur le graphe de décodage. L'identiﬁcation de certaines structures topolo-
giques (i.e. absorbing set) permet de comprendre l'origine des fausses alarmes et d'en tirer
un algorithme de sélection des équations de parité qui minimise le taux de fausses alarmes.
Nous montrons enﬁn par des applications concrètes l'utilité de ces techniques de décodage des
séquences.
Nous allons maintenant présenter la structure du mémoire, qui reprend les sujets que nous
venons d'identiﬁer.
Organisation du mémoire et détail des contributions
Le chapitre 1 présente l'état de l'art sur les séquences LFSR, et plus précisement les m-
séquences et les séquences de Gold. Leurs principales propriétés mathématiques sont énoncées,
elles seront en particulier exploitées dans les chapitres 3 et 4. Enﬁn, des exemples illustrant
l'utilisation de ces séquences dans des systèmes opérationnels sont détaillés.
Le chapitre 2 présente la théorie de la détection conventionnelle, puis établit un lien avec
le décodage d'une séquence, si le générateur de la séquence est connu. Nous détaillons alors
l'algorithme de décodage par passage de message et comment il est employé pour décoder
des séquences LFSR. Cette opération, telle que présentée dans la littérature est en fait une
problématique du type 'détecte et décode' [32]. Il s'agit de simultanément détecter la présence
d'une séquence, et d'en décoder l'état initial. Dans le chapitre 2, nous établissons le lien entre la
théorie classique de la détection et le décodage d'une séquence, si le générateur de la séquence
est connu. Il s'agit d'un détecteur du type Generalized Likelihood Ratio Test (GLRT) dont
la séquence représente le paramètre à estimer. Le décodage représente l'étape d'estimation
de la séquence du détecteur. Le décodeur est implémenté avec un algorithme de décodage
par passage de messages qui utilise une matrice de parité particulière. Elle concatène Neq
matrices de parité de référence Ea, chacune étant générée à partir d'une équation de parité
spéciﬁque [29][30]. Cette dernière est caractérisée, en notation polynomiale, par un polynôme
de référence ga(x) de degré ra, tel que ga(0) = 1 : ga(x) = 1 + · · ·+xra . Le poids de Hamming
de l'équation de parité est noté t. C'est le nombre de coeﬃcients non nuls du polynôme ga(x).
4 Introduction
Le chapitre 3 évalue le nombre et le degré minimal des équations de parité pour les m-
séquences et les séquences de Gold. L'impact des équations de parité sur les performances de
décodage est ensuite analysé. Un algorithme de sélection des équations de parité en est déduit.
Nous donnons des réponses aux problèmes suivants : combien de polynômes de référence ga(x)
existe-t-il ? Quel est leur degré minimal ? Quels polynômes choisir pour avoir les meilleurs
performances ? Comment expliquer les écarts de performance entre les conﬁgurations de po-
lynômes choisies pour le décodage ? Pour cela, nous étudions les m-séquences et les séquences
de Gold sous l'angle du codage canal. Par exemple, le nombre d'équations de parité de poids
t est donné par le nombre d'éléments du code dual de la séquence ayant un poids t. Dans
la suite du document, un 'élément du code dual' est un 'mot de code du code dual'. Cette
formulation diﬀérente évite une redondance indigeste.
La construction d'une matrice de parité repose sur les polynômes de référence ga(x). Il est donc
nécessaire de connaître le nombre de ces polynômes. On s'intéresse tout particulièrement à ceux
ayant un poids de Hamming le plus faible possible. Ceci garantit de meilleures performances
de décodage [24]. On souhaite donc connaître le nombre de polynômes de référence de degré
r et ayant un poids t. Ceci permet d'une part de savoir s'ils existent en quantité suﬃsante,
et, d'autre part, c'est particulièrement utile pour optimiser la procédure de recherche de ces
polynômes. Les résultats de la littérature traitent complètement le cas des m-séquences, mais
pas celui des séquences de Gold. Le nombre de polynômes de poids t = 5, lorsque le degré
du polynôme r est impair, est évalué pour les séquences de Gold. Ce calcul est important,
car Kasami avait déjà montré qu'il n'existe pas d'équations de parité de poids t < 5 lorsque
r est impair [9]. La connaissance du nombre de polynômes est aussi utilisée par un modèle
d'estimation du degré minimal des polynômes de référence. Cette estimation permet de ﬁxer
rapidement le nombre minimal de colonnes de la matrice de parité et par conséquent, la taille
du vecteur d'observation qui doit alimenter le décodeur. Il est alors possible de déterminer si
l'implémentation du décodage est faisable.
La recherche des équations de parité n'est pas abordé dans cette thèse. Ce sujet a été abon-
damment traité dans le domaine de la cryptographie pour implémenter des attaques sur les
chiﬀreurs par ﬂot [25][26]. Pour nos tests, nous avons trouvé ces équations par une recherche
exhaustive.
Une fois les polynômes de référence trouvés, se pose le problème de leur sélection. Quels
polynômes choisir pour avoir les meilleurs performances ? Il est vite apparu que cette sélection
a un impact très fort sur le taux de fausses alarmes. Celles-ci apparaissent si le décodeur trouve
une séquence alors qu'il n'y a que du bruit en entrée. Elles ont un impact décisif sur le temps
d'acquisition d'un système et doivent être éliminées. Les premières simulations ont montré
que le taux de fausse alarme est très sensible au choix des polynômes de référence. Il peut
être très élevé (e.g. PFA = 0.2) ou très faible (e.g. PFA = 10−6). Cette variabilité du taux de
fausses alarmes est liée à la structure topologique du graphe de décodage, et en particulier à
la présence, au nombre et à la taille des ensembles absorbants élémentaires (absorbing set en
anglais)[33][34]. Nous allons donc étudier ce problème pour mettre en évidence l'eﬀet de ces
ensembles absorbants. Nous en déduisons un algorithme qui minimise les probabilités de fausse
alarme et de détection erronée. Ceci améliore signiﬁcativement le temps moyen d'acquisition
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d'une séquence.
Le chapitre 4 propose deux applications du décodage des séquences LFSR : la détection et le
décodage du code d'embrouillage de la liaison montante des systèmes WCDMA et CDMA2000.
Ceci met en évidence l'intérêt du décodage des séquences pseudo-aléatoires pour détecter la
présence d'interféreurs puissants dans les réseaux mobiles de 3ième génération. Les techniques
de décodages, couplées aux propriétés mathématiques des m-séquences, sont exploitées pour
mettre au point des algorithmes de détection et décodage des codes d'embrouillages des sys-
tèmes WCDMA et CDMA2000. Il est alors possible de mettre en ÷uvre des solutions pour
limiter les eﬀets néfastes de ces brouilleurs puissants, en particulier pour les réseaux femto
cellulaires.
Les principales contributions
Dans cette thèse, nous avons contribué à améliorer les connaissances sur les sujets suivants :
 Algorithme d'estimation du code d'embrouillage du système WCDMA [P1].
 Algorithme d'estimation du code d'embrouillage du système CDMA2000 [P2].
 Identiﬁcation du lien entre la théorie de la détection classique et le décodage des sé-
quences LFSR [P3].
 Calcul du nombre d'équations de parité de poids t = 5 pour les séquences de Gold ayant
un degré r impair [P4][P5].
 Études des ensembles absorbants dans un graphe de décodage incluant plusieurs matrices
de parité de référence, et identiﬁcation des cycles transverses qui détruisent les ensembles
absorbants et induisent des fausses alarmes.
 Calcul du nombre de cycles de longueur 6 et 8 lorsque la matrice de parité emploie
plusieurs polynômes de référence.
 Mise au point d'un algorithme de sélection des équations de parité qui minimise le
nombre de cycles de longueur 6 et 8, et ainsi minimise la probabilité de fausse alarme.
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1.1 Déﬁnition
Une séquence binaire pseudo-aléatoire est une suite de '0' et de '1' qui semble aléatoire.
Ces séquences peuvent avoir un intérêt pour des mécanismes de synchronisation, d'estimation
de canal [3][4] ou bien encore pour des transmissions par étalement de spectre [1][35] ou
des applications de cryptographie [2]. On recherche donc depuis longtemps des mécanismes
permettant de les générer simplement. On souhaite aussi pouvoir informer un récepteur distant
qu'une séquence particulière a été générée. C'est fondamental pour assurer une synchronisation
entre les séquences générées par l'émetteur et le récepteur. Il faut donc pouvoir générer une
longue séquence à partir d'une clé assez petite. Si le mécanisme de génération de la séquence
est connue de l'émetteur et du récepteur, il suﬃt d'avertir le récepteur de la clé qui a été
employée, et il pourra ainsi générer la séquence complète. On souhaite aussi pouvoir changer
la séquence utilisée pour des raisons de sécurité.
Le terme pseudo-aléatoire indique que les séquences générées ont des propriétés proches de
celles qui sont réellement aléatoires, mais qu'elles sont générées par des mécanismes détermi-
nistes (i.e. prévisibles). Généralement, on utilise pour cela des générateur dits LFSR (Linear
Feedback Shift Register) constitués de r registres à décalages, qui sont illustrés par les ﬁgures
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1.1 et 1.2. Le symbole 'D' modélise l'opérateur de délai. Ces générateurs ont l'intérêt d'être très
simples à réaliser et permettent de générer des séquences ayant des propriétés particulièrement
attractives. De plus, chaque séquence est spéciﬁée par le rebouclage des registres (coeﬃcients
gk) et l'état initial de ces mêmes registres. Les coeﬃcients gk valent 1 si le bouclage est actif,
0 sinon. On a obligatoirement gr = g0 = 1. Si les autres coeﬃcients sont connus, l'état initial
des registres peut constituer la clé permettant au récepteur de générer la même séquence. Ces
mécanismes sont donc très prisés des systèmes de communication et de chiﬀrement.
En plus de l'état initial des registres, une séquence LFSR s est spéciﬁée par son polynôme






Elle vériﬁe une équation de parité de la forme suivante (n ≥ 0) :
r⊕
k=0
gs,r−ks(n+ k) = 0
où
⊕
est la somme d'éléments binaires (modulo 2).
1.2 Représentations de Fibonacci et de Galois
Il existe deux représentations des séquences LFSR : Fibonacci (Figure 1.1) ou Galois (Fi-
gure 1.2). Elles permettent de générer au ﬁnal la même séquence cyclique, mais elles peuvent
être décalées. Par exemple, pour un état des registres identique au départ, la représenta-
tion de Fibonacci va générer la séquence s(0), . . . , s(N − 1), et celle de Galois la séquence
s(i), . . . , s(N − 1), s(0), . . . , s(i− 1) où i > 0 est le décalage entre les 2 séquences.
On note us(0), · · · , us(r − 1) l'état initial des registres de la séquence s. Soit us(x) =
us(0) + us(1)x + · · · + us(r − 1)xr−1 le polynôme construit à partir de cet état initial. Dans
la représentation de Galois, le polynôme associé à la séquence s est le résultat de la division
polynomiale de us(x) par gs(x) :
us(x)
gs(x)
= s(0) + s(1)x+ s(2)x2 + ...+ s(N − 1)xN−1
Dans la représentation de Fibonacci, l'état initial des registres est donné par les r premiers
éléments de la séquence s : us(k) = s(k) pour k = 0, · · · r− 1. Cette propriété est utilisée pour
générer la séquence s à partir du décodage de ces r premiers éléments.
On utilise l'une ou l'autre des représentations, en fonction des propriétés que l'on souhaite
exploiter. Par exemple, celle de Galois permet de trouver l'état initial d'une séquence de Gold,
alors que la représentation de Fibonacci est utilisée pour trouver l'état initial d'une m-séquence
décimée (cf. section 4.2.2.3).
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Figure 1.1  Séquence LFSR (représentation de Fibonacci)
Figure 1.2  Séquence LFSR (représentation de Galois)
1.3 Représentation avec la fonction Trace
Nous allons déﬁnir un certain nombre de notions qui nous serons utiles pour caractériser
les m-séquences et les séquences de Gold [8] :
 On déﬁnit K[x] le corps des polynômes dont les coeﬃcients appartiennent à GF(2) (i.e.
sont binaires).
 Un polynôme g(x) est irréductible dans GF(2) s'il n'est pas divisible par un polynôme
non constant : si g(x) peut s'écrire sous la forme g(x) = f(x)p(x), alors f(x ou g(x) est
le polynôme constant.
 Soit le corps de Galois GF(2r). Il est généré par une racine primitive α ∈ GF(2r) tel





 Le polynôme minimal de α ∈ GF(2r) est le polynôme p(x) ∈ K[x] de plus petit degré
ayant α comme racine.
 Un polynôme p(x) est primitif s'il est irréductible et le polynôme minimal d'une ra-
cine primitive α. Propriété : si α est la racine primitive de p(x), tout polynôme f(x)
admettant α pour racine est un multiple de p(x).
Soit α une racine primitive de GF(2r). On déﬁnit la trace de GF(2r) vers GF(2) par :
Tr(α) = α+ α2 + α2
2
+ · · ·+ α2r (1.2)
C'est une application linéaire qui sera utilisée pour expliquer certaines propriétés des m-
séquences.
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1.4 m-séquences
1.4.0.1 Déﬁnition
Une m-séquence est une séquence LFSR s dont le polynôme caractéristique g(x) ∈ K[x]
est primitif. Soit α la racine primitive de g(x), la m-séquence s peut être générée de la manière
suivante :
s(k) = Tr(θαk)
où θ ∈ GF(2r) détermine l'instant initial de la séquence.
1.4.0.2 Propriété
Une m-séquence est périodique de période N . C'est le plus petit entier tel que s(k+N) =
s(k). en utilisant la notion de trace, cette propriété est équivalente à Tr(θαk+N ) = Tr(θαk).
la fonction Tr(.) étant linéaire, la contrainte se traduit par : Tr(θ(αN − 1) = 0. D'après [8],
cette contrainte est vériﬁée si et seulement si θ = 0 ou αN = 1. Sachant que θ 6= 0 car sinon la
séquence s(k) est nulle, N est donc le plus petite entier tel que : αN = 1. N est donc l'ordre
de la racine primitive α : N = ord(α). Le polynôme primitif g(x) associé à α est irréductible,
donc l'ordre de α vaut 2r − 1 où r est le degré de g(x) [8]. Par conséquent, la période de la
m-séquence déﬁnie par le polynôme caractéristique g(x) est N = 2r − 1. C'est la longueur
maximale atteignable parmi toutes les séquences LFSR de degré r [8].
Propriétés fondamentales des m-séquences [1] :
 Une m-séquence de longueur N = 2r − 1, compte 2r−1 uns et 2r−1 − 1 zéros.
 Si une fenêtre de taille r glisse le long de la séquence, chaque r-uplé apparaît une seule
fois, excepté le r-uplé nul qui n'apparaît pas (sinon le reste de la séquence n'est constitué
que de zéros).
 run length : Une m-séquence contient une seule sous-séquence de r '1' consécutifs.






N k = 0
−1 k = 1, · · · , N − 1 (1.3)
 Propriété d'addition : la somme de 2 versions décalées d'une même m-séquence donne
une version décalée de cette même m-séquence. Soit t1 un entier ﬁxé, il existe un entier
t2 tel que s(k)⊕ s(k+ t1) = s(k+ t2). Note : on rappelle que les indices d'une séquence
sont toujours évalué modulo la longueur de la séquence.
 Propriété de décimation d'une m-séquence : la décimation d'un facteur 2 d'une m-
séquence donne une version décalée de cette même m-séquence : il existe un entier
t3 tel que s(2k) = s(k + t3).
 Propriété de décimation entre les m-séquences : si s et y sont 2 m-séquences de même
taille, elles sont liées par un facteur de décimation d qui est impair : y(k) = s(dk).
1.5. Séquences de Gold 11
Les deux dernières propriétés se démontrent en utilisant la fonction trace. La propriété
d'addition s'écrit de la manière suivante : s(k) ⊕ s(k + t1) = Tr(θ(1 + αt1)αk) Par consé-
quent, si 1 + αt1 6= 0, ce qui est équivalent à t1 ≡ 0 mod N , alors il existe t2 tel que
1 + αt1 = αt2 . La relation de décimation se démontre en appliquant la propriété suivante :
Tr(x) = Tr(x2) x ∈ GF(2r) [8].
Le polynôme gs(x) est primitif, et donc aussi minimal. Soit α la racine primitive de gs(x),
tout polynôme f(x) admettant α pour racine est un multiple de gs(x). Cette propriété sera
employée pour déﬁnir les équations de parités satisfaites par une m-séquence.
1.5 Séquences de Gold
Une séquence de Gold est obtenue par l'addition binaire d'une paire préférentielle de
m-séquences s et y de même taille [36] :
z(k) = s(k)⊕ y(k)
1.5.1 Déﬁnition d'une paire préférentielle
La notion de paire préférentielle est liée au facteur de décimation entre les séquences s et
y : y(k) = s(dk). Il vaut d = 2e + 1, où l'entier e doit satisfaire la condition suivante [8] :
pgcd(2e + 1, 2r − 1) = 1 . Cette condition est satisfaite si :




1 si r est impair
2 si r = 2 mod(4)
où n mod(4) renvoie la valeur de nmodulo 4. D'une manière analogue, le facteur de décimation
q entre les séquences y et s (s(k) = y(qk)) est la solution de :
qd ≡ 1mod (2r − 1) (1.4)
Propriété : si r est impair, on a d = 2e + 1 et q = 2e − 1.
1.5.2 Intercorrélation d'une paire préférentielle
Soient s et y deux m-séquences préférentielles, leur intercorrélation est bornée par [36] :
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t =
{
2(r+2)/2 + 1 si r est pair
2(r+1)/2 + 1 si r est impair
Le niveau d'intercorrélation est inférieur à celui de 2 m-séquences. Ceci explique l'emploi des
séquences de Gold dans un contexte multi-utilisateurs : les mécanismes de recherche de cellule
des systèmes WCDMA et CDMA2000, ou bien encore les systèmes de positionnement GPS et
Galileo.
1.5.3 Construction des séquences de Gold
Soit gs et gy les polynômes caractéristiques des deux m-séquences préférentielles s et y. En











On en déduit que la séquence LFSR déﬁnie par le polynôme gz(x) = gs(x)gy(x) va générer
les séquences de Gold, chacune ayant une période 2r − 1. On en déduit aussi que dans la
représentation de Galois, le polynôme représentant l'état initial de la séquence z est lié à ceux
des séquences s et y par : uz(x) = us(x)gy(x) + uy(x)gs(x)
1.6 Exemples d'applications
1.6.1 Système WCDMA
Le système WCDMA de l'UMTS met en oeuvre une technique d'accès multiple de type
CDMA [3]. Sur la liaison descendante, les canaux de données sont tout d'abord étalés par un
code de Walsh-Hadamard Cch qui permet de les rendre orthogonaux. Ces signaux étalés sont
ensuite sommés chip à chip et le résultat est embrouillé par un code complexe Zn. Ceci est
illustré Figure 1.3. Ce dernier est construit à partir de séquences de Gold cn :
Zn(i) = Cn(i) + jCn(i+ 131072) i = 0, 1, . . . , 38399
où Cn(i) = (−1)cn est la modulation BPSK de la séquence binaire cn.
Les séquences de Gold cn sont construites à partir de la paire de m-séquences préférentielle s
et y :
cn(k) = s(k + n)⊕ y(k)
L'indice de décalage n permet de générer une séquence de Gold qui est dédiée à une station
de base (n = 0, 1, 2, . . . , 218 − 2).
Les polynômes caractéristiques des séquences s et y sont :
gs(x) = 1 + x
7 + x18
gy(x) = 1 + x
5 + x7 + x10 + x18
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A chaque début de trame (tous les 38400 chips), les registres des 2 m-séquences sont réinitialisés
avec les valeurs suivantes :
s(0) = 1, s(1) = s(2) = · · · = s(17) = 0







Figure 1.3  Mécanisme d'étalement de la liaison descendante du système WCDMA
1.6.2 Global Positioning System (GPS)
Le système GPS utilise des séquences de Gold pour l'acquisition rapide du canal C/A







zi(k) est le code d'étalement alloué au satellite. Il est choisi parmi un ensemble de 32 séquences
de Gold, ayant toutes une période N = 1023 chips, soit 1 ms. di(l) est le lième symbole BPSK
du message de navigation. Chaque symbole dure 20 ms, soit Ls = 20 périodes de répétition
du code d'étalement zi(k). Chaque satellite utilise une séquence spéciﬁque (i = 1, . . . , 32) :
zi(k) = s(k)⊕ y(k + τi)
Les deux m-séquences qui déﬁnissent les séquences de Gold du système ont les polynômes
caractéristiques suivants [35] :
gs(x) = x
10 + x3 + 1
gy(x) = x
10 + x9 + x8 + x6 + x3 + x2 + 1
Les séquences y(k+ τi) sont générées en utilisant la propriété d'addition des m-séquences. Les
délais τi sont des entiers positifs choisis pour que les séquences puissent être générées avec une
combinaison linéaire de 2 registres :
y(k + τi) = uβ1(k)⊕ uβ2(k)
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où uj(k) est l'état du jième registre de la séquence y à l'instant k, dans la représentation
de Fibonacci. L'origine de cette méthode de génération d'une séquence est expliquée dans
la section A.3 de l'annexe. Les paramètres β1 et β2 indiquent les numéros des registres qui
sont additionnés. Les valeurs de ces 2 paramètres sont donnés dans [35]. Les registres des 2
séquences sont initialisés à '1' au démarrage.
1.6.3 Cryptographie
Les mécanismes de chiﬀrement par ﬂot (stream cipher en anglais) sont utilisés, par
exemple, par Internet (RC4 pour les transactions sécurisés), et les systèmes GSM (A5/1,
utilisé pour sécuriser la communication montante entre un terminal et une station de base)
et Bluetooth (E0) [2]. Un signal de chiﬀrement est généré en continu puis additionné avec le
message à transmettre. Ceci est illustré Figure 1.4.
Figure 1.4  Principe du chiﬀreur en ligne
La construction du signal de chiﬀrement z1, z2,.. met couramment en ÷uvre des séquences
LFSR, qui sont combinées par une fonction booléenne non-linéaire f (Figure 1.5). Pour ob-
tenir la séquence z1, z2,...ayant la plus longue période possible, on emploie couramment des
m-séquences. Les polynômes des séquences sont connus et leur état initial déﬁnit la clé de
chiﬀrement.
Il existe une littérature abondante sur une technique d'attaque de ce type de chiﬀreur : Fast
correlation attack [22] [37] [38] [39]. Elle a été employée avec succès pour attaquer le méca-
nisme de chiﬀrement E0 du système Bluetooth [7]. Le principe est de considérer la séquence
z comme une observation d'une des m-séquences au travers d'une canal binaire symétrique.
Il est alors envisageable de retrouver l'état initial de la m-séquence en mettant en ÷uvre un
décodeur approprié.
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2.1 Introduction
Cette thèse aborde les aspects pratiques de la détection et du décodage conjoints [32]. En
eﬀet, on cherche simultanément à détecter la présence d'une séquence LFSR (e.g. Gold) et aussi
à en déterminer l'état initial. Le polynôme caractéristique est supposé connu, ce qui permet,
une fois la séquence détectée et son état initial décodé, de générer cette séquence. Ceci permet
ensuite de mettre en ÷uvre des traitements sur le signal reçu. On peut citer par exemple la
détection multi-utilisateurs dans les systèmes CDMA, pour éliminer un interféreur puissant.
La littérature classique sur le décodage des séquences pseudo-aléatoires [29][30][28] a laissé de
côté la justiﬁcation de la méthode de décodage employée. Nous allons combler ce manque en
établissant le lien avec la théorie de la détection classique. Cette dernière sera tout d'abord
expliquée, puis nous utiliserons le concept du Generalized Likelihood Ratio Test (GLRT) pour
justiﬁer la méthode de décodage des séquences. Enﬁn, nous allons détailler l'algorithme de
décodage par passage de messages qui peut être implémenté en pratique.
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2.2 Théorie de la détection classique
Dans cette section, les principes de la théorie de la détection sont synthétisés. Il s'agit du
test du rapport de vraisemblance (Likelihood Ratio Test en anglais, LRT) et de sa version
généralisée (GLRT) lorsque certains paramètres intervenant dans la détection sont inconnus.
2.2.1 Test du rapport de vraisemblance
Le test du rapport de vraisemblance est un test conventionnel pour prendre une décision
parmi plusieurs hypothèses possible. Pour un test de détection de la présence ou de l'absence
d'un signal S(k) = (−1)s(k), on déﬁnit les 2 hypothèses :
 Le signal S(k) est présent, mais perturbé par un bruit additif w(k) :
H1 : R(k) = S(k) + w(k)
 Le signal S(k) est absent :
H0 : R(k) = n(k)
La probabilité de fausse alarme est la probabilité de décider en faveur de l'hypothèse H1 alors
que le signal est absent. Elle est notée :
PFA = P (H1|H0)
La probabilité de non-détection est la probabilité de décider en faveur de l'hypothèse H0 alors
que le signal est présent. Elle est notée :
PND = P (H0|H1)
La probabilité de détection correcte vaut : PCD = P (H1|H1) = 1− PND
L'idéal serait de pouvoir maximiser la probabilité de détection, tout en minimisant la probabi-
lité de fausse alarme. Malheureusement, cela n'est pas possible, la probabilité de fausse alarme
augmente si on accroît la probabilité de détection. Il faut donc trouver un compromis entre
ces 2 critères de performance. Ceci est réalisé par les tests de Neyman-Pearson et bayesien.
2.2.1.1 Test de Neyman-Pearson
Le test de Neyman-Pearson (NP) permet de maximiser la probabilité de détection pour
un niveau de fausse alarme prédéterminé PFA = α. On déﬁnit le vecteur d'observations R =
(R(0), R(1), · · · , R(N − 1))T et le ratio des densités de probabilité du signal reçu sous les
hypothèse H0 et H1 : L(R) =
p(R|H1)
p(R|H0)
Le test de Neayman-Person est le suivant [40] :
 Si L(R) > γ =⇒ H1 est choisie.
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 Si L(R) < γ =⇒ H0 est choisie.






Dans certaines situations, il est possible de déﬁnir à l'avance la probabilité d'occurrence
des hypothèses H0 et H1 (e.g. acquisition de signaux GPS, décodage de bits transmis par une
source aléatoire...etc.). On peut alors déﬁnir un risque associé à une erreur lors de la prise de
décision et chercher à le minimiser. C'est l'approche bayesienne de la théorie de la détection.
Soit C la fonction de risque pour un test à 2 hypothèses :
C = C01P (H0|H1)P (H1) + C10P (H1|H0)P (H0)
où P (H0) et P (H1) sont les probabilité d'occurrence des hypothèses H0 et H1, et C01 et C10 les
coûts associés à chaque erreur (probabilité de non détection et de fausse alarme). Ces derniers
modélisent la pénalité induite par une erreur.
Le détecteur qui minimise le risque Bayesien décide de la manière suivante [40] :
 Si L(R) > γ =⇒ H1 est choisie.
 Si L(R) < γ =⇒ H0 est choisie.
où γ = C10p(H0)C01p(H1)
On remarque que les tests NP et bayesien sont équivalents, seul le seuil de détection change.
On appliquera donc un test de type LRT et on cherchera le seuil de détection γ qui garantit
un niveau de fausse alarme PFA = α.
2.2.1.3 Application à la détection d'un signal
Nous allons illustrer le test bayesien en commençant par un cas simple : la détection cohé-
rente. Elle ne correspond pas à un cas pratique car elle ne tient pas compte des rotations de
phase introduites par le canal de propagation et de l'écart des fréquences porteuses de l'émet-
teur et du récepteur. Cela constitue néanmoins un bon exemple didactique pour comprendre
la suite.
Exemple 1 : Détection cohérente
On cherche à détecter la séquence connue S = (S(0), S(1), · · · , S(N −1))T à partir du vecteur
d'observation R. Les hypothèses H1 et H0 s'écrivent de la manière suivante :
H1 : R = S+ n
H0 : R = n
n est un vecteur de bruit gaussien complexe i.i.d., de matrice de covariance σ2IN . Les densités
de probabilité du vecteur R en fonction des 2 hypothèses sont donc :
18 Chapitre 2. Détection et décodage










où ‖ X ‖2= ∑N−1j=0 |Xj |2 est la norme L2 du vecteur X.
En pratique, on calcule le rapport de vraisemblance logarithmique (log LRT) (Λ(R) =





2<(RH .S)− ‖ S ‖2) (2.1)
<(z) est la partie réelle du complexe z. Si chaque chip de la séquence S vaut ±1, alors
‖ S ‖2= N . Le terme ‖ S ‖2 étant constant, il peut être intégré dans le seuil γ. Il en est de
même avec la variance du bruit qui est une constante de normalisation. Au ﬁnal, le Log LRT
devient :






On retrouve donc un résultat classique dans la littérature sur la détection des m-séquences :
la détection par corrélation. Si le niveau de fausse alarme est ﬁxé, il est possible d'en déduire






















Exemple 2 : Détection non-cohérente
Dans un cas plus réaliste, le signal reçu est aﬀecté d'un oﬀset de phase θ qui est constant
et inconnu du récepteur. Quel est le détecteur qui convient pour cette situation ? Il existe 2
approches :
 Bayesienne : le principe est de réaliser un LRT avec les densité de probabilité p(R|H1, θ)
et p(R|H0, θ) moyennée par la densité de probabilité p(θ), si cette dernière est connue.






Cette approche va être appliquée pour calculer le détecteur non-cohérent.
 Generalized Likelihood Ratio Test (GLRT) : il s'agit d'estimer le paramètre inconnu et
d'appliquer le LRT avec cette estimation. Cette technique sera détaillée dans la section
suivante.
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On cherche à détecter la séquence connue S = (S(0), S(1), · · · , S(N −1))T à partir du vecteur
d'observation R = (R(0), R(1), · · · , R(N − 1))T , sachant que le canal introduit une rotation
de phase θ. Les hypothèses H1 et H0 s'écrivent de la manière suivante :
H1 : R = Sejθ + n
H0 : R = n
Les densités de probabilité correspondant aux 2 hypothèses sont donc :










La moyenne de p(r|H1, θ) par rapport à la la phase θ, de loi uniforme sur l'intervalle [−pi,+pi],
vaut :

































Il est intéressant de noter qu'il est possible de faire les approximations suivantes [41] :
ln(I0(x)) ≈ x pour 10 log(x) > 10 dB
ln(I0(x)) ≈ x2/4 pour 10 log(x) < 5 dB
Pour un SNR élevé, on retrouve le même détecteur que pour le cas cohérent. Pour un SNR
faible, le détecteur optimal est bien approché par le détecteur quadratique, qui est très utilisé
en pratique. Le test de log-LRT est alors :






Le détecteur exploite l'énergie du signal sur la partie réelle et imaginaire, aﬁn de compenser
la rotation de phase θ.
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2.2.2 Test du rapport de vraisemblance généralisé
Dans de nombreux cas, l'approche bayesienne est impossible à mettre en ÷uvre car les
calculs de Eθ[p(R|H1, θ)] et Eθ[p(R|H0, θ)] sont impossibles à entreprendre analytiquement.
On applique alors le test du rapport de vraisemblance généralisé (Generalized Likelihood Ratio
Test en anglais, GLRT). Cette approche empirique consiste à estimer les paramètres inconnus




où ξˆi = argmaxξ p(R|ξ,Hi) i = 0, 1
(2.4)




L(R, ξ) = p(R|ξ,H1)p(R|H0)
(2.5)
Nous allons maintenant montrer comment ce test du GLRT peut être appliqué pour détecter
des séquences pseudo-aléatoires.
2.3 Détection du signal assistée par le codage canal
Les exemples présentés dans la section 2.2.1.3 ne correspondent pas exactement à la réalité
d'un système de transmission. En pratique, un récepteur sait que la séquence reçue appartient
à un ensemble de séquences possibles, mais il ne connaît pas celle qui est émise. Si la séquence
est générée par un mécanisme de codage canal (e.g. BCH, code simplex ou code de Hamming),
cela signiﬁe que le récepteur connaît le mécanisme de codage mais pas le mot de code émis.
Le récepteur doit donc détecter la présence ou l'absence d'un mot de code et le cas échéant
trouver le mot de code. Dans le cas des séquences LFSR, le récepteur connaît donc le polynôme
caractéristique de la séquence, mais pas son état initial. Finalement, le test d'hypothèses doit
donc inclure la séquence à détecter parmi les paramètres inconnus.
L'estimation de la séquence revient à eﬀectuer un décodage, qui peut s'implémenter suivant 2
critères :
 Maximum de Vraisemblance.
 Maximum a Posteriori (MAP) au niveau symbole.
2.3.1 Estimation suivant le critère du maximum de vraisemblance
Pour expliquer le mécanisme d'estimation de la séquence selon le critère MV, nous allons
nous focaliser sur le cas d'une détection cohérente.
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Les 2 hypothèses de détection sont :
H1 : R = S+ n
H0 : R = n





où Sˆ est la séquence estimée.
Si on estime la séquence la plus probable, cela revient à un décodage de type Maximum




Si le nombre de séquences possibles est limité (e.g 32 pour le GPS), il est possible d'implémen-
ter le décodeur MLSE en testant toutes les séquences possibles et retenir celle qui donne la
corrélation maximale. C'est par exemple, l'approche retenue par les récepteur GPS classiques
[6]. Si jamais, le nombre de séquences est beaucoup plus élevé, il faudrait implémenter un
décodeur de type Viterbi. La structure d'un codeur LFSR est très proche de celle d'un code
convolutif. L'état des registres permet de générer le treillis qui est ensuite exploité par l'al-
gorithme de Viterbi pour trouver la séquence la plus probable. Il est à noter que la séquence
trouvée peut ne pas correspondre à l'une des séquences émises.
Pour une m-séquence de degré r, le nombre d'état du décodeur vaut 2r − 1, ce qui rend la
complexité très rapidement prohibitive. On doit alors mettre en ÷uvre une version simpliﬁée
de ce décodeur. Ceci est réalisable avec l'algorithme de décodage par passage de message de
type Min-Sum (cf. section 2.4.3). s
2.3.2 Estimation suivant le critère MAP au niveau symbole
L'estimation des paramètres inconnus (cf. Eq. 2.7) peut aussi être envisagée avec un critère
de type Maximum A Posteriori (MAP) au niveau symbole. On ne cherche plus à détecter la
séquence émise, mais à décoder selon un critère MAP les chips constituants la séquence :
sˆ(i) = argmax
s(i)





Le décodage MAP est moins complexe à mettre en ÷uvre pour le décodage des séquences
LFSR (cf. section 2.4.3. C'est son principal atout pour les applications qui nous intéresse. Il
faut noter que, comme pour le critère MV, la séquence trouvée peut ne pas correspondre à
l'une des séquences émises.
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2.3.2.1 Détection cohérente
Le GLRT consiste à estimer la séquence qui maximise le critère MAP au niveau symbole,
puis à appliquer le test bayesien. Ceci revient à décoder les séquences LFSR suivant un critère
MAP, ce qui est réalisable car elles peuvent être déﬁnies comme des mécanismes de codage
canal. Le mot d'information utile est chargée initialement dans les registres, et le mot de code
est la séquence générée à partir de cet état initial des registres. Il est alors possible d'estimer
la séquence avec un algorithme de décodage par propagation de croyance. Cela nécessite de
connaître les paramètres d'encodage. Par exemple, pour les séquences LFSR cela revient à
connaître le polynôme caractéristique de la séquence. Ce mécanisme est détaillé dans la section
2.4.3 pour une m-séquence. Il repose sur la construction d'une matrice de parité, générée avec
des équations de parité satisfaites par les séquences. L'étude des propriétés de ces équations
de parité et leur sélection fera l'objet d'une étude spéciﬁque dans le chapitre 3.
Si le décodeur trouve une séquence valide (i.e. toutes les équations de parité sont satisfaites),
il peut s'agir de la séquence émise (détection correcte), ou bien d'une version décalée de cette
séquence (détection erronée). Si le signal en entrée du décodeur n'est constitué que de bruit
et qu'il détecte une séquence valide, il s'agit d'une fausse alarme.
Si les probabilités de détection erronée et de fausse alarme sont négligeables, l'étape de déco-
dage fournit l'état initial des registres de la séquence émise, mais aussi l'information que le
récepteur est synchronisé avec cette séquence. Dans ce cas, l'étape de vériﬁcation avec le LRT
(Eq. 2.2) n'est pas nécessaire. Dans le cas contraire, cette étape devra être implémentée. Par
conséquent, la complexité globale du récepteur dépendra des performances de l'algorithme de
décodage itératif qui sera sélectionné pour implémenter le décodage MAP. Ceci nous a amené
à réaliser une étude sur l'impact des équations de parité sur le décodeur MAP. Nous en avons
déduit un algorithme qui minimise les fausses alarmes. Ceci est décrit dans la section 3.4.
2.3.2.2 Estimation conjointe de la séquence et des paramètres de synchronisation
Dans ce cas, le GLRT consiste à estimer conjointement la séquence qui maximise le critère
MAP au niveau symbole ainsi que les autres paramètres de synchronisation inconnus. Il s'agit
par exemple d'un oﬀset de phase et de fréquence.
L'estimation peut être implémentée selon deux approches :
1. Processus itératif entre un bloc de synchronisation et un décodeur à sortie souple
[43][44][45][46]. Les données souples en sortie de chaque itération du décodeur sont uti-
lisées pour améliorer l'estimation des paramètres de synchronisation.
2. Estimation des paramètres inconnus à l'intérieur du décodeur. Il s'agit d'une exten-
sion aux décodeurs itératifs (turbo, BP) du 'Per-Survivor Processing' (PSP) qui a été
originellement proposée pour un décodeur de type Viterbi [47]. Pour un décodeur par
propagation de croyance, il s'agit d'inclure l'estimation des paramètres inconnus dans le
graphe de décodage [48][49]. Pour un décodeur de Viterbi ou un turbo-décodeur, chaque
état contient une estimation du paramètre qui dépend du chemin qui passe par cet état.
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Au cours de cette thèse, nous avons mis en ÷uvre la première approche et validé son eﬃcacité,
mais nous n'avons pas approfondi cette voie. La deuxième approche n'a pas été évaluée.
2.4 Décodage d'une m-séquence par propagation de croyance
Dans cette section, nous allons illustrer le décodage des séquence LFSR avec le cas des
m-séquences. Ceci simpliﬁera la description. Les principes utilisés pour construire le décodeur
seront réutilisés dans le chapitre 3 pour les séquences de Gold.
Une m-séquence est connue dans le domaine du codage correcteur d'erreurs comme étant un
mot d'un code simplex. Ce dernier est un code linéaire cyclique [N = 2r − 1, k = r]. Il est
déﬁni par le polynôme caractéristique g(x) de la m-séquence de degré r [13] qui spéciﬁe le
polynôme de contrôle du code cyclique. Nous allons détailler cela dans la section 2.4.1. Le
message à coder est constitué par l'état initial des registres de la séquence (r bits), et le mot
de code est la séquence générée à partir de cet état initial (2r − 1 bits). Le décodage d'une
m-séquence repose donc sur les propriétés du code simplex. Nous allons tout d'abord rappeler
les déﬁnitions d'un code cyclique, de son dual et d'un code simplex. Ceci sera ensuite exploité
pour déﬁnir la matrice de parité qui est employée par le décodeur itératif.
2.4.1 Propriétés des m-séquences vues comme des codes correcteurs d'er-
reurs
2.4.1.1 Code cyclique
Un code linéaire C, de paramètres [N, k] (N > k), transforme un vecteur d'information
u = (u0, · · · , uk−1) en un mot de code c = (c0, · · · , cN−1). Il est spéciﬁé soit par sa matrice
génératrice G ou sa matrice de parité E [13] :
c = u G
EcT = 0
(2.9)
Les deux matrices dépendent du polynôme générateur du code. On le note f(x), il est de degré
N − k.
Rappel de notation : à chaque mot de code c = (c0, · · · , cN−1) est associé le polynôme c(x) =
c0 + c1x+ · · ·+ cn−1xN−1.
Propriété : soit f(x) le polynôme générateur du code C. Alors, chaque mot de code c(x) est
un multiple de f(x), modulo xN − 1.
Déﬁnition : Un code cyclique C satisfait la propriété suivante : si (c0, · · · , cN−1) ∈ C alors
(cN−1, c0, · · · , cN−2) ∈ C.
Par conséquent, un décalage circulaire d'un bit du mot de code c(x) est modélisé par le
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polynôme xc(x). Les codes de Hamming, BCH et simplex appartiennent à cette famille des
codes cycliques [13].
2.4.1.2 Code dual
Déﬁnition : Soit C un code linéaire [N, k], son dual C⊥ est constitué par l'ensemble des
vecteurs orthogonaux à tous les mots de code de C :
C⊥ = {a | acT = 0 ∀ c ∈ C} (2.10)
Lorsque c ∈ C⊥, on dit que c(x) est un polynôme de parité de C. Son poids est déﬁni par le
nombre d'éléments non nuls. C'est le poids dit de Hamming.
Propriétés du code dual :
 Le dual d'un code cyclique [N, k] est un code cyclique [N,N − k].
 Soit f(x) le polynôme générateur du code C (de degré N − k). Le polynôme de contrôle
de C est déﬁni par : h(x) = (xN − 1)/f(x). Il est de degré k. Le polynôme générateur
de C⊥ est le réciproque du polynôme de contrôle : f⊥(x) = xkh(x−1).
Nous allons maintenant mettre à proﬁt ces déﬁnitions pour caractériser les propriétés du code
simplex.
2.4.1.3 Code simplex
Déﬁnition : Un code simplex S, ayant un polynôme caractéristique g(x) de degré r, est un
code cyclique [N = 2r−1, k = r] dont le polynôme de contrôle est h(x) = grecip(x) = xrg(x−1),
conformément aux notations de la ﬁgure 1.1.
Déﬁnition : Une m-séquence spéciﬁée par le polynôme caractéristique g(x) est un mot du
code simplex déﬁni par son polynôme de contrôle grecip(x).
Propriété : la distance minimale d'un code simplex est dmin = 2r−1.
En eﬀet, chaque séquence contient 2r−1 uns (cf. sec. 1.4) et donc la distance par rapport au
mot de code nul vaut 2r−1, ce qui donne la distance minimale du code.
Déﬁnissons la matrice de parité E, dont les lignes sont constituées par des mots de code de
S⊥. Chaque m-sequence y ∈ S doit vériﬁer EyT = 0. Inversement, si E est de rang N − r,
alors toute séquence y vériﬁant EyT = 0 est un mot du code simplex S.
Le code dual d'un code simplex, dont le polynôme de contrôle est grecip(x), est généré par g(x).
Par conséquent, g(x) peut être employé pour construire facilement une matrice de parité. La
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iième ligne est constituée du mot de code xig(x) (i = 0, · · · , N − r − 1) :
E =

gr · · · g0 0 · · · · · · 0
0 gr · · · g0 0 · · · 0
...
. . . . . . . . . . . . . . .
...
0 · · · 0 gr · · · g0 0
0 · · · · · · 0 gr · · · g0
 (2.11)
Note : dans la littérature classique, les matrices de parité sont notées H. Étant donné le risque
de confusion avec les hypothèses H0 et H1 déﬁnies à la section 2.2.1, nous avons préféré les
noter E.
La matrice E déﬁnie par (2.11) est employée conventionnellement lors du décodage des m-
sequences [29][28]. Elle ne contient cependant qu'un sous-ensemble des équations de parité qui
peuvent être appliquées à une m-séquence. Il est connu dans la littérature que le dual d'un code
simplex est le code de Hamming Hr = [2r−1, 2r− r−1] généré par g(x) [13]. Par conséquent,
toutes les équations de parité d'une m-séquence sont déterminées par les éléments du code
de Hamming Hr. Cette propriété est utile pour le décodage car on cherche des équations de
parité de poids faible [24]. Si le polynôme g(x) a un poids trop élevé, il faut chercher dans
Hr les mots de poids faible aﬁn d'améliorer les performances de décodage. Ceci constitue par
exemple l'étape la plus importante et la plus complexe lors de la mise en place d'une attaque
sur un chiﬀreur par ﬂot [26][23]. En eﬀet, trouver des mots de code de poids faible dans un
code linéaire est un problème NP-complet [50].
Une fois la matrice de parité E construite, le décodeur applique un algorithme de décodage
par passage de message sur le graphe de Tanner induit par E. Le principe de décodage des
m-séquences est donc de créer une matrice de parité creuse E et d'appliquer un algorithme de
décodage par passage de messages sur le graphe de Tanner [28][15].
L'utilisation des techniques de décodage a déjà été mise en ÷uvre pour la synchronisation
aveugle sur les trames reçues (frame synchronizer) [51][52]. Il existe cependant une singularité
du décodage des séquences LFSR, les messages émis par les n÷uds de contrôles sont fortement
corrélés. Par conséquent, l'analyse théorique proposée dans [53], pour une détection basée sur
les valeurs du syndrome, ne s'applique pas pour les séquences LFSR.
2.4.2 Décodage par propagation de croyance
On déﬁnit tout d'abord le graphe de Tanner correspondant au code. Il est constitué de
deux types de variables : les n÷uds de contrôle et les variables à proprement parler. On note
V l'ensemble des variables à décoder et F l'ensemble des n÷uds de contrôle. Un n÷ud de
contrôle correspond à une équation de parité de la matrice E, c'est une ligne de E. Il est
connecté aux variables qui interviennent dans l'équation de parité. Cela correspond aux '1'
dans la ligne de la matrice E.
La Figure 2.1 présente une illustration d'un graphe de Tanner utilisé par l'algorithme de
décodage par passage de messages. La séquence émise est notée z et R(i) = (−1)z(i) +w(i) est
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l'observation de cette variable à l'entrée du décodeur (i = 0, · · · , N − 1). Ce modèle suppose
que le canal de propagation n'a pas de mémoire. w(i) est un bruit blanc additif gaussien de
variance σ20.
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Figure 2.1  Exemple d'un graphe de Tanner
Le décodeur MAP maximise la probabilité a posteriori au niveau symbole, sachant que le
signal R = (R(0), . . . , R(N − 1)) a été reçu :
zˆ(i) = argmax
z(i)
p(z(i)|R) i = 0, · · · , N − 1




L'algorithme de décodage échange itérativement des 'messages' entre les variables et les n÷uds
de contrôle. En fonction du type de message échangé et si le graphe de Tanner est un arbre,
on obtient un décodage de type MAP [15] ou MLSE [54]. S'il y a des cycles dans le graphe,
on obtient une approximation du décodeur MAP ou MLSE. En pratique, si les cycles ont une
longueur strictement supérieure à 4, le décodeur est performant.




(l−1) − µ(l−1)fu→z(i) (2.12)






Bi est l'ensemble des indices des n÷uds connectés à la variable z(i). µ0(i) est le rapport de










L'algorithme Sum-Product (SPA) implémente d'une manière itérative le décodage MAP. Le
message envoyé par le n÷ud fu à la variable z(i) à la lième itération est déﬁni de la manière













Bu,i est l'ensemble des indices des variables connectées au n÷ud fu, à l'exception de z(i).
L'algorithme Min-Sum (MS) implémente d'une manière itérative le décodage MLSE. Le mes-

















l'algorithme MS est insensible à un facteur de multiplication commun à tous les LLR en entrée
[54]. Ainsi, il n'est pas nécessaire d'estimer la variance du bruit σ20, contrairement au SPA.
D'un autre côté, l'algorithme MS est généralement moins performant en terme de BER et FER
que le SPA [55][56]. Cependant, l'écart est très souvent relativement minime, ce qui justiﬁe
que l'algorithme MS soit utilisé en pratique.
Le code dual étant cyclique, si c(x) est un de ses éléments, xc(x), x2c(x), · · · , xN−1c(x) sont
aussi des éléments du dual. Il est donc suﬃsant de trouver les mots de code tels que c(0) = 1
pour en dériver N − 1 autres. On peut donc construire des matrices de parité, telles que
déﬁnies par (2.11), à partir d'un polynôme de parité initial de degré m : c(x) = 1 + · · ·+ xm.
On nomme les polynômes c(x), tels que c(0) = 1, polynômes de référence.
Pour le décodage des m-séquences, la probabilité de détection correcte est nettement améliorée
lorsqu'on ajoute de la redondance au décodeur [30] [29]. Le principe est de concaténer plusieurs
matrices de parité, chacune étant déﬁnie par un polynôme de référence ck(x) diﬀérent, pour








où K est le nombre de polynômes de référence choisis pour le décodage.
Si Eeq est de rang N − r, alors son noyau déﬁnit le code simplex auquel appartient une
m-séquence. Supposons que rg(E0) = N − r, on peut se demander quel est l'apport des
autres matrices de parité E1, · · · , EK−1 ? Si on utilise un décodeur algébrique, la redondance
n'apporte aucun bénéﬁce car ce qui importe c'est que la matrice de parité soit de rang N − r.
Ce n'est cependant pas le cas avec un décodeur itératif par passage de message. En eﬀet, les
équations de parité supplémentaires vont modiﬁer le graphe de Tanner du décodeur. Cela a
pour eﬀet de modiﬁer les propriétés de certaines structures topologiques du graphe, nommées
ensembles piégeants (stopping sets) ou ensembles absorbants (absorbing sets), et qui sont
connues pour favoriser l'apparition d'un plancher d'erreurs lors d'un décodage itératif de type
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SPA ou MS [33][34]. Le plancher est d'autant plus élevé que la taille de ces ensembles est
petite. Si on ajoute de la redondance dans la matrice de parité, il est possible de réduire le
nombre, voire d'éliminer ces ensembles de petite taille et ainsi d'améliorer les performances
du décodeur [57][58][59]. Cette problématique sera détaillée et approfondie à la section 3.4.
Les polynômes de référence peuvent être trouvés par des méthodes exhaustives [26][23]. Si le
polynôme caractéristique de la séquence est de poids faible (i.e. ≤ 5), il existe une méthode
simple et eﬃcace pour trouver des polynômes de parité [30]. Elle tire proﬁt d'une propriété





. Cette propriété assure que le polynôme gn(x) = g(x2
n
) déﬁnit un mot
du code dual (c'est un multiple de g(x)) et qu'il a le même poids que g(x).
Dans la littérature sur le décodage des codes LDPC, il est connu que les performances sont
meilleures lorsque le poids des équations de parité est faible [24]. On recherche donc les mots du
code dual qui ont cette propriété. Dans le Chapitre 3, nous traiterons du nombre d'équations
de poids t = 3, 4 ou 5 pour les m-séquences et les séquences de Gold.
Si l'algorithme a trouvé un mot de code (i.e. toutes les équations de parité sont satisfaites),
le décodeur calcule la probabilité a posteriori Λ(i) conformément à (2.13). Une décision dure
est ensuite prise :
uz(i) =
{
0 si Λ(i) ≥ 0
1 sinon
(2.18)
Si on considère la représentation de Fibonacci (Fig. 1.1), les r premiers bits correspondent à
l'état initial des registres. L'opération de décodage est alors modélisée par une fonction dec(.)
qui produit un indicateur de convergence de l'algorithme Ic et un estimé de l'état initial de la
séquence uˆz :
{Ic, uˆz} = dec(R(0), R(1), · · · , R(N − 1)) (2.19)
Ic est déﬁni par :
Ic =
{
1 si toutes les équations de parité sont satisfaites
0 sinon
(2.20)
2.4.3 Impact de l'hypothèse H0 sur le décodage
Les hypothèses H0 et H1 induisent une modiﬁcation du code perçu par le décodeur. En
eﬀet, l'hypothèse H0 correspond à l'émission du mot 'nul' dans l'espace euclidien. Le décodeur
doit donc détecter N + 1 mots sachant que le mot nul ne possède pas les mêmes propriétés
que les autres mots du code simplex. En particulier, la distance euclidienne entre 2 mots Si




‖ (−1)si(k) − (−1)sj(k) ‖2= 2N − 2θ(i− j)
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où N est la longueur de la séquence et θ(k) est la fonction d'intercorrélation entre 2 m-
séquences générées par le même polynôme caractéristique. D'après l'Eq. (1.3), on a θ(i− j) =
−1 si i 6= j, par on obtient :
dij = 2N + 2 si i 6= j
D'un autre côté, la distance euclidienne entre chaque mot de code Si et le mot nul vaut
di0 =
∑N−1
k=0 ‖ (−1)si(k) ‖2= N . On observe donc que la détection et le décodage conjoint
introduit le mot de code nul, qui est plus proche de tous les mots du code simplex. Cela va donc
modiﬁer les performances du décodeur car les régions de décision optimales pour diﬀérentier
les mots de code sont modiﬁées par l'introduction du mot nul. Merhav a identiﬁé les nouvelles
régions de décision optimales pour un canal discret sans mémoire [32]. Le cas du canal gaussien
est toujours un sujet de recherche ouvert.
2.5 Conclusion
Dans ce chapitre, nous avons montré que le décodage d'une séquence LFSR correspond
à un détecteur de type GLRT qui ne connaît pas la séquence émise, mais qui connaît sa
méthode de construction (i.e. son polynôme caractéristique). Le décodeur implémente alors
un GLRT qui utilise un décodeur pour estimer la séquence reçue. Il apparaît que le générateur
LFSR produit les mots d'un code linéaire. Les séquences LFSR sont des mots de code qui
peuvent être décodés avec un algorithme approprié. Le décodeur peut appliquer un critère
MLSE ou MAP. Le décodeur MLSE exact est implémenté par un algorithme de Viterbi, qui
s'avère impossible à réaliser pour les séquences employées habituellement. Le nombre d'états
du décodeur est très élevé et la complexité devient prohibitive. On applique plutôt un décodage
par passage de message qui permet d'obtenir une bonne approximation du décodeur MLSE ou
MAP. L'approximation du décodeur MLSE est obtenue avec l'algorithme Min-Sum, alors que
l'algorithme Sum-Product fournit celle du décodeur MAP. Dans ce chapitre, nous avons décrit
le décodage d'une m-séquence. Cela a servi d'exemple pour expliquer le principe du décodeur.
Dans le chapitre suivant, nous allons approfondir le cas des séquences de Gold.
Ce travail a donné lieu à la publication suivante :
 'Improving the Decoding of M-Sequences by Exploiting their Decimation Property',
European Signal Processing Conference (Eusipco), Marrakech, Maroc, Septembre 2013.
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3.1 Introduction
Les équations de parité sont à la base du décodage par propagation de croyance des m-
séquences et des séquences de Gold. Les performances de décodage dépendent fortement du
poids de ces équations (i.e. du nombre de variables de chaque équation). Plus le poids est élevé
plus les performances se dégradent [24]. Il est donc indispensable de trouver des équations de
parité ayant un poids faible. Ce sujet de recherche a tout d'abord été initié dans le domaine
de la cryptographie, pour les attaques sur les chiﬀreurs par ﬂot [22][23]. Dans ce cadre, les
travaux se sont focalisés sur la recherche d'équations de parité pour les m-séquences. Aucune
solution algébrique permettant de trouver toutes les équations de parité d'un poids t donné
n'a été pour l'instant trouvée. Les algorithmes proposés dans la littérature reposent sur des
méthodes de recherche exhaustives, en essayant de limiter le nombre d'opérations [26].
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Quant aux séquences de Gold, à l'exception notable du travail de Principe et al [29], la pro-
blématique de leur décodage itératif n'a pas été abordée jusqu'à présent dans le domaine des
communications radio. Ce n'est cependant pas le cas dans le domaine du codage canal où
l'étude des codes cycliques a été largement abordée et ceci dès les années 60. En particulier,
Kasami a déterminé les poids des séquences de Gold, ainsi que le nombre d'équations de pa-
rités de poids t = 3 et 4 pour une séquence de Gold [9]. En eﬀet, il y a des similitudes très
fortes entre une séquence de Gold et un code BCH. Dans ce chapitre, nous allons tout d'abord
donner le nombre d'équations de parité de poids t pour les m-séquences. Ces résultats sont
tirés de la littérature. Nous allons ensuite réaliser la même opération pour les séquences de
Gold. Nous nous appuierons sur les travaux de Kasami que nous avons étendus lorsque le
degré des polynômes générateurs des 2 séquences s et y, formant la paire préférentielle, est
impair.
Nous allons aussi étudier la valeur du plus petit degré possible parmi les équations de parité
de poids t. Ce sujet est fondamental pour envisager une implémentation. Il est en eﬀet utile
pour minimiser le nombre d'opérations pour rechercher les équations de parité [25]. Il permet
aussi de savoir rapidement si le décodage d'une séquence est réalisable. Ceci est illustré au
chapitre 4 pour le décodage du code d'embrouillage du système WCDMA.
Dans une deuxième partie, nous allons proposer un algorithme pour sélectionner les équations
de parité à utiliser lors du décodage. En eﬀet, il est vite apparu que les probabilité de détec-
tion, mais surtout de fausse alarme étaient sensibles aux choix des équations de parité. Nous
avons donc analysé la raison de cette sensibilité. Nous l'exposerons au travers d'une étude des
ensembles absorbants (Absorbing set) générés par la matrice de parité du décodeur. Enﬁn,
nous proposons un algorithme de sélection des équations, qui se fonde sur la minimisation du
nombre de cycles de longueur 6 et 8 dans le graphe de Tanner.
3.2 Nombre d'équations de parité pour les m-séquences
Comme nous l'avons vu dans la section 2.4.1 du chapitre précédent, une m-séquence est un
élément d'un code simplex. Son code dual est le code de Hamming Hr = [N = 2r−1, 2r−r−1, 3]
généré par g(x), le polynôme caractéristique de la m-séquence [13]. Le terme '3' indique que
ce code de Hamming possède une distance minimale dmin = 3.
Les équations de parité de poids t satisfaites par une m-séquence sont donc déﬁnies par les
mots du code de Hamming Hr de poids t. Étant donné la m-séquence générée par g(x), le
code de Hamming est obtenu par tous les polynômes multiples de g(x) et de degré inférieur
ou égal à 2r − 2. Soit h(x) le polynôme représentant un mot du code Hr. Si h(x) est de la
forme h(x) = xj(1+xi1 +xi2 + · · ·+xit−1), le mot de code est une version décalée de j bits du
polynôme de référence c(x) = 1+xi1 +xi2 + · · ·+xit−1 . Il suﬃt donc de trouver les polynômes
de référence de poids t pour trouver tous les autres.
Soit N∗t le nombre de mots du code Hr ayant un poids t, et Nt le nombre de polynômes de
référence multiples de g(x). D'après [60], on a :





A partir de chaque polynôme de référence on obtient 2r−1 autres polynômes de parité par un
décalage circulaire à droite. On en obtient donc (2r − 1)Nt. Cependant, si j + iu = 0 mod N
pour u = 1, · · · , t − 1, on retrouve un polynôme de référence. On en trouve ﬁnalement t, le
polynôme de départ plus les t− 1 autres. Par conséquence, le nombre de mots de code ayant
un poids t est donné par l'Eq. (3.1).
De plus, en utilisant le polynôme énumérateur du code de Hamming, on obtient la relation de











(2r − t+ 1)Nt−2
t− 1 (3.2)
avec N1 = N2 = 0. A titre d'exemple, si r = 10 (système GPS), on trouve N3 = 511 équations
de parité de poids t = 3, ce qui est assez conséquent.











Soit le polynôme :
c(x) = x2(2
r−1)/3 + x(2
r−1)/3 + 1 (3.4)
Si r est pair, c(x) est un multiple de tous les polynômes primitifs de degré r.
Ceci signiﬁe que l'équation de parité déﬁnie par c(x) est valable pour toutes les m-séquences
de degré r.
3.3 Équations de parité pour les séquences de Gold
Soit z(k) = s(k)⊕y(k) une séquence de Gold construite à partir de la paire de m-séquences
préférentielle s et y (cf. section 1.5). Elle satisfait une équation de parité de poids t si :
t∑
n=1
z(k + an) =
t∑
n=1
(s(k + an)⊕ y(k + an)) = 0 ∀k
Cela se traduit par :
t∑
n=1
s(k + an) =
t∑
n=1
y(k + an) = 0
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En eﬀet, si ce n'est pas le cas, du fait de la propriété d'addition des m-séquences (cf. section
1.4), on doit avoir une relation de la forme s(k + τ1) = y(k + τ2), ce qui est impossible
par construction des séquences s et y (polynômes primitifs diﬀérents). Par conséquent, une
équation de parité satisfaite par la séquence de Gold z est obligatoirement aussi satisfaite par
les 2 m-séquences formant la paire préférentielle.
Soit α et β les racines primitives des polynômes générateurs gs(x) et gy(x). Les séquences s





θ1 et θ2 spéciﬁent l'état initial des registres des deux séquences. On a donc :
t∑
n=1













Par conséquent α et β sont des racines du polynôme c(x) =
∑t
n=1 x
an , représentant l'équation
de parité :
c(α) = c(β) = 0
Comme β = αd, le polynôme c(x) doit satisfaire :
c(α) = c(αd) = 0
Les polynômes gs(x) et gy(x) étant minimaux, c(x) doit être un multiple de gs(x) et gy(x), et
donc de gs(x)gy(x) = ppcm(gs(x), gy(x)). ppcm(a(x), b(x) est le plus petit commun multiple
des polynômes a(x) et b(x).
Par conséquent, le code dual d'une séquence de Gold est un code cyclique C dont le polynôme
générateur possède 2 racines : α et αd où α est la racine primitive du polynôme caractéristique
de la séquence s et d est le coeﬃcient de décimation de la paire préférentielle. A titre d'exemple,
si d = 3, le code dual est le code BCH capable de corriger 2 erreurs [13]. Le nombre d'équations
de parité de poids t, noté N∗t , est déterminé par le nombre de mots de code de C ayant un
poids t. Parmi ces N∗t équations, Nt correspondent à des polynômes de référence. Nous allons
déterminer ce nombre en réutilisant les travaux de Pless et de Kasami [62][9].
3.3.1 Nombre d'équations de parité
Soit Aj le nombre de séquences de Gold de poids j. Ce nombre est évalué pour une paire
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Si on connaît les valeurs des Aj , il est alors possible de trouver N∗t en résolvant itérativement












Au ﬁnal le nombre d'équations ayant un terme constant est obtenu en appliquant l'Eq. (3.1).
On notera que A0 = N∗0 = 1. De plus N∗1 = 0 car sinon cela signiﬁe que la séquence de Gold
est nulle. De la même manière, N∗2 = 0 car sinon, cela signiﬁe que chaque m-séquence est égale
à une version décalée de l'autre, ce qui n'est pas possible. Les valeurs des Aj ont été calculées
par Kasami dans son article sur les propriétés d'inter-corrélation des paires de m-séquences
[9].
Soit d = 2e+1 le facteur de décimation de la paire préférentielle (cf. section 1.5). Soit pgcd(a, b)
le plus grand commun diviseur des entier a et b. Si pgcd(r, e) = pgcd(r, 2e) = c, alors [9] :
A0 = 1
Aj1 = (2
r−c−1 + 2(r−c)/2−1)N j1 = 2r−1 − 2(r+c)/2−1
Aj2 = (2
r−c−1 − 2(r−c)/2−1)N j2 = 2r−1 + 2(r+c)/2−1
Aj3 = (2
r − 2r−c + 1)N j3 = 2r−1
Aj = 0 pour les autres j
(3.8)
En pratique :
 Si r = 2 mod(4) : c = 2
 Si r est impair : c = 1
3.3.2 cas t = 3 et 4
Si on applique directement l'égalité de Pless (Eq. 3.5), on retrouve les résultats obtenus
par Kasami pour t = 3 et t = 4 [9] :
 Si r est impair : N3 = N4 = 0
 Si r est pair et r = 2 mod(4) :
N3 = 1
N4 = (2
r − 4)/3 (3.9)
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En eﬀet, c(x) est un multiple de gs(x) et gy(x) et donc un multiple du produit car les 2
polynômes sont minimaux. Il est remarquable qu'il n'y a pas d'équations de parité de poids
t < 5 lorsque r est impair. Ceci a un impact important sur les performances de décodage qui
sont d'autant meilleures que le poids t est faible.
3.3.3 Cas t = 5
Nous allons maintenant aborder le cas t = 5 lorsque r est impair. Il faut résoudre l'Eq.






(N − j)5Aj − γ0

où on a tenu compte que N∗0 = 1 et N∗1 = N∗2 = N∗3 = N∗4 = 0. Il faut donc calculer les 3
termes : γ5, γ0 et
∑N
j=0(N − j)5Aj




2r−5(N5 + 10N4 + 15N3 − 10N2)
Le troisième terme vaut :∑N
j=0(N − j)5Aj = a5(22r − 1) + 5a4(22r−1 − 2r−1) + 10a3(2r−2 − 22r−2)
+10a2(23r+c−3 − 22r+c−3) + 5a(24r+c−4 − 23r+c−4)
+N5 + 24r+2c−5 − 23r+2c−5
(3.10)
où a = 2r−1 − 1.
En développant les termes en aj et N j = (2r − 1)j , on obtient :
N∗5 = (2
5r−5 − 11 24r−5 + 26 23r−5 − 16 22r−5)/(5!22r−5)
soit
N5 =
23r − 11 22r + 26 2r − 16
24(2r − 1) =




2(2r−3 − 1)(2r−1 − 1)
3
(3.11)
Les tables 3.1 et 3.2 donnent le nombre d'équations trouvées pour t = 4 et 5. On observe que
ce nombre est particulièrement élevé, ce qui signiﬁe que ce ne sera pas un facteur limitant
pour construire un décodeur.
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r 6 10 18
N4 20 340 87380
Table 3.1  Nombre d'équations de parité de poids t = 4 (r pair).
r 7 9 11
N5 630 10710 173910
Table 3.2  Nombre d'équations de parité de poids t = 5 (r impair).
3.3.4 Degré minimal
Connaître le nombre d'équations de parité est utile pour savoir si de telles équations
existent. Cependant, d'un point de vue pratique, il est fondamental de connaître, parmi l'en-
semble des équations de parité d'un poids t, celles qui ont le degré le plus faible. En eﬀet, le
décodeur itératif va uniquement considérer un nombre restreint d'équations de parité et sélec-
tionner celles qui ont le degré le plus faible. Quelle raison à cela ? Supposons que le décodeur
considère un vecteur d'observations de M < N chips. Si le degré de l'équation de parité vaut
m, alors le décodeur ne peut exploiter que M −m équations de parité, obtenues par décalage
cyclique à droite. Il est dont important que m soit le plus petit possible, car les performances
de décodage dépendent de M −m. Elles s'améliorent si M −m augmente. De plus, connaître
la valeur du degré minimal permet de minimiser le nombre de calculs lors de la recherche des
équations de parité [25].
Nous allons présenter une méthode d'estimation de ce degré minimal. Elle est détaillée dans
[60]. Elle a été proposée pour le cas des m-séquences, mais il s'avère que le raisonnement et
les résultats s'appliquent directement aussi au cas des séquences de Gold.
SoitM1 = max(i1, · · · , it−1), où (i1, · · · , it−1) est le (t−1)-uplet des coeﬃcients d'une équation
de parité de poids t : c(x) = 1 + xi1 + · · · + xit−1 . On a M1 = it−1 en considérant que les
coeﬃcients sont classés dans l'ordre croissant.
Soit M2 = max(i1, · · · , it−1), où (i1, · · · , it−1) est n'importe lequel des (t− 1)-uplets prenant





au total. Si les (t− 1)-uplets
sont ordonnés par ordre croissant, alors M2 = it−1.
La distribution des (t − 1)-uplets (i1, · · · , it−1) des équations de parité montre un caractère
aléatoire et semble être uniforme. La méthode d'estimation repose sur l'hypothèse que les
variables M1 et M2 suivent la même distribution. Si on sélectionne aléatoirement un (t− 1)-
uplets, la probabilité qu'il corresponde à une équation de parité vaut alors Nt/Nupplets. Le
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La validité du modèle est illustré par les ﬁgures 3.1, 3.2 et 3.3 qui comparent la mesure de Jm
obtenue par simulation, avec le modèle de l'Eq. 3.12 pour r = 10, 11 et 14.

























r = 10 − simulation
r = 10 − modèle
Figure 3.1  Jm en fonction de m pour r = 10
















r = 11 − simulation
r = 11 − modèle
Figure 3.2  Jm en fonction de m pour r = 11
Il est possible de trouver une approximation de cette estimation pour m0 et r grands, ce qui
est le cas en pratique. Soit les approximations suivantes :
m0(m0 − 1) · · · (m0 − t+ 2) ≈ mt−10
(N − 1)(N − 2) · · · (N − t+ 1) ≈ (N − 1)t−1 ≈ N t−1 (3.14)
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r = 14 − simulation
r = 14 − modèle
Figure 3.3  Jm en fonction de m pour r = 14
Pour des m-séquences, en appliquant l'approximation de l'Eq. 3.3, on trouve :
m0(t) ≈ 2r/(t−1)((t− 1)!)1/(t−1) (3.16)
Cela indique que le degré minimal diminue lorsque le poids augmente. Ceci explique proba-
blement pourquoi les équations de poids t = 4 ou 5 ont été choisies pour les attaques sur les
chiﬀreurs par ﬂot au détriment des équations de poids t = 3 [23][26]. En eﬀet, dans ces articles
le degré du polynôme générateur de la séquence vaut r = 40, ce qui donne : m0(3) ≈ 1048576,
m0(4) ≈ 10297 et m0(5) ≈ 1024. Les besoins en mémoire sont nettement moindres pour
t = 4 ou 5 que pour t = 3.
Pour des séquences de Gold, en utilisant les Eq. (3.9) et (3.11), on trouve :
m0(4) ≈ 1.44 22r/3 r pair
m0(5) ≈ 2.21 2r/2 r impair (3.17)
Le degré minimal est nettement plus élevé que pour les m-séquences. On passe d'un ordre de
grandeur de 2r/4 pour les m-séquences de poids t = 5 à 2r/2 pour les séquences de Gold de
même poids.
Le Tableau 3.3 répertorie les résultats obtenus par une recherche exhaustive ('simulation'), par
la méthode d'estimation décrite au-dessus, ainsi que l'approximation proposée. Les résultats
montrent que la méthode d'estimation est relativement précise, ainsi que l'approximation.
On en déduit par exemple qu'il est possible de détecter le canal CPICH utilisé par la liaison
descendante du système WCDMA[3], avec les équations de parité de poids t = 4 que l'on aura
trouvé avec une recherche appropriée [26]. En eﬀet, dans ce cas, on a r = 18 et m0 = 5907 ce
qui est inférieur à la durée d'une trame (38400 chips).
Les résultats présentés dans le Tableau 3.3 sont cependant issus d'une mesure avec une seul
point. Une seule séquence de Gold a été testée pour un degré de polynôme r donné. Pour
remédier à ce problème, toutes les séquences de Gold d'un degré r = 6, 7, 9, 10, 11, 13, 18 et 19
ont été générées. Il a fallu pour cela trouver toutes les paires de m-séquences préférentielles
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Table 3.3  Degré minimal de l'équation de parité de poids t = 4 ou 5 (pour une séquence
de Gold).
r 7 9 10 11 13 14 18 25
t 5 5 4 5 5 4 4 5
Simulation 24 48 111 114 219 1103 9822 -
Estimation 27 52 148 102 202 930 - -
Approximation 25 50 146 100 200 930 5907 12821
pour chaque degré r. Les ﬁgures 3.4 et 3.5 montrent la distribution des degrés minimaux des
équations de parité pour les séquences de Gold de degré r = 11 et 13. Il apparaît que la valeur
moyenne du degré minimal est proche de la valeur prédite par l'Eq. (3.15). Cependant, il existe
une disparité entre les diﬀérentes séquences de Gold. La variance du degré minimal augmente
avec la longueur de la séquence, comme l'illustre le Tableau 3.4. Cette variance d'estimation
a un impact important lorsque r est grand. L'erreur d'estimation est élevée. Par exemple,
pour r = 18, le degré minimal moyen prévu par le modèle vaut m0,estimation = 5907. Dans la
pratique, si on considère la séquence de Gold générée par les séquences dont les polynômes
générateurs sont 1000201 et 1002241 en représentation octale, on trouve m0,simulation = 9822.
On en déduit que le modèle de prédiction de m0 est relativement précis pour estimer la valeur
moyenne du degré minimal. Il ne prend cependant pas en compte la variance qui s'avère
importante. Il reste néanmoins utile car il donne une bonne estimation de l'ordre de grandeur
de m0. Cela permet de savoir rapidement s'il sera possible d'implémenter un décodeur avec
ces équations de parités.
r 10 11 13
σm0 27 25 58
Table 3.4  Variance de m0.























Figure 3.4  Degré minimal des équations de parité pour les séquences de Gold de degré
r = 11
3.4. Sélection des équations de parité pour les m-séquences 41





















Figure 3.5  Degré minimal des équations de parité pour les séquences de Gold de degré
r = 13
3.4 Sélection des équations de parité pour les m-séquences
Dans le chapitre précédent, nous avons évalué le nombre d'équations de parité de poids t et
nous avons vu que cela ne constituerait pas un facteur limitatif pour construire un décodeur.
Il y aura suﬃsamment d'équations. Il reste donc à trouver ces équations, et ensuite à sélec-
tionner celles qui seront utilisées pour construire le décodeur. La problématique de trouver les
équations de parité a été largement abordée dans le domaine de la cryptographie pour atta-
quer les chiﬀreur par ﬂot [25] [23] [26]. Nous avons décidé dans cette thèse de ne pas aborder
ce sujet. Pour nos simulations, nous avons trouvé les équations de parité par une recherche
exhaustive. Nous nous sommes concentrés sur la sélection des équations de parité, de manière
à obtenir une probabilité de fausse alarme la plus faible possible.
Une équation de parité est déﬁnie par une relation de la forme suivante : y(k) ⊕ y(k + ia) ⊕
· · ·⊕y(k+ra) = 0. On lui associe le polynôme de parité ga(x) = 1+xia + · · ·+xra . Le degré de
l'équation est ra et son poids vaut t. Il correspond au nombre de coeﬃcients non nuls de ga(x).
Il est connu dans la littérature [24] que les performances de décodage décroissent lorsque t
augmente. On cherche donc à implémenter le décodeur des m-séquences ou des séquences de
Gold avec t le plus faible possible. Nous avons montré dans la section précédente qu'il y a
beaucoup d'équations de parité de poids t = 3 pour les m-séquences. Pour les séquences de
Gold, cela dépend de la parité du degré des polynômes générateurs (cf. paragraphe 1.5).
Lorsque t = 3, les premiers résultats de simulation ont mis en évidence l'impact signiﬁcatif
du choix des polynômes de parité sur la probabilité de fausse alarme PFA. Celle-ci peut par
exemple varier de 0.1 à 10−4 lorsqu'on considère un décodage avec K = 5 polynômes de
référence. Si t > 3, quelque soit la combinaison des polynômes choisis, nous n'avons jamais
observé de fausse alarme : PFA ≈ 0. Nous avons donc concentré notre étude au cas t = 3
qui correspond au décodage des m-séquences. En eﬀet, pour les séquences de Gold, il n'existe
qu'un seul polynôme de parité de poids t = 3, et encore, uniquement si r est pair (cf. section
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3.3).
Le problème que l'on cherche à résoudre peut être formulé de la manière suivante : étant donné
un ensemble de Nt polynômes de référence de poids t, comment sélectionner les K polynômes
qui vont minimiser la probabilité de fausse alarme PFA ? Il est connu dans la littérature sur les
codes LDPC que minimiser le nombre de cycles courts dans le graphe de Tanner est un bon
critère de conception de ces codes. Cette approche est suivie dans de nombreuses contributions
pour optimiser les performances de décodage ou bien concevoir de nouveaux codes [64]. Dans
notre contexte, cela correspond à maximiser la probabilité de détection correcte PCD.
La justiﬁcation de notre démarche est la suivants : si le graphe de Tanner déduit de E est
un arbre (i.e. il n'a pas de cycle), l'algorithme SPA est équivalent au décodeur MAP [15] et
l'algorithme MS est équivalent au MLSE [54]. Le décodage est donc optimal. Par conséquent,
tendre vers une conﬁguration sans cycle est une bonne stratégie de conception. Ceci est réalisé
en minimisant le nombre de cycles courts. En suivant cette piste, notre approche a consisté
à tout d'abord éliminer les conﬁgurations donnant lieu à des cycles de longueur 4, puis de
choisir celles qui minimisent le nombre de cycles de longueur 6 (I6) et 8 (I8). Cela repose donc
sur la matrice de parité qui est choisie pour le décodage.
Le décodage des m-séquences a été détaillé au paragraphe 2.4.3. Une matrice de parité élé-
mentaire Ea correspondant au polynôme de référence ga(x) =
∑ra
k=0 ga,kx
k est déﬁnie par :
Ea =

ga,ra · · · · · · ga,0 0 · · · · · · 0
0 ga,ra · · · · · · ga,0 0 · · · 0
...
. . . . . . . . . . . . . . . . . .
...
...
. . . . . . . . . . . . . . . . . . 0
0 · · · · · · 0 ga,ra · · · · · · ga,0
ga,0 · · · · · · · · · 0 ga,ra · · · ga,1
...
. . . · · · · · · 0 . . . . . . ...
ga,ra−1 · · · ga,0 0 · · · · · · 0 ga,ra

(3.18)
où ga,0 = ga,r = 1
La matrice Ea est Toeplitz, et circulante si le récepteur observe la séquence sur toute sa
longueur N . Si K polynômes ga0(x), . . . , gaK−1(x) sont sélectionnés, le décodeur concatène les




note aussi que lorsque la matrice de parité est circulante, les variables participent toutes au
même nombre d'équations de parité et ont donc la même probabilité d'être corrigées. Ceci
améliore la probabilité de décodage, comme cela avait été relevé dans [59]. Il faut néanmoins
s'assurer que la matrice E soit de rang N − r, aﬁn que le mot trouvé appartienne au code. Il
suﬃt pour cela qu'une des matrices Eai soit de rang N − r. Cette propriété est satisfaite si le
polynôme pi(x) = pgcd(gai(x), x
N + 1) est de degré r [65].
Le décodeur applique un algorithme de décodage par passage de messages sur le graphe de
Tanner déﬁni par la matrice de parité globale E. Les premiers résultats de simulation ont été
surprenant et contre-intuitifs. La probabilité d'erreur de détection Pe = 1−PCD = PND+PWD
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augmente lorsque I6 diminue, alors qu'on s'attendait à l'eﬀet inverse. D'un autre côté, il
est apparu que PFA se réduisait lorsque I6 diminuait. Nous avons donc mené une étude
pour comprendre l'origine de ce phénomène. Il peut être expliqué par l'existence d'ensembles
absorbants (absorbing sets) dans le graphe de Tanner du décodeur [58]. Nous allons donc tout
d'abord expliquer comment la présence de certains ensembles absorbants réduit PFA mais
augmente Pe. Nous allons aussi montrer par un exemple comment des cycles transverses
de longueur 6 peuvent détruire ces ensembles absorbants et ainsi augmenter PFA. Un cycle
transverse fait intervenir des équations de parité appartenant à plusieurs matrices élémentaires
Eai . Nous en déduirons un algorithme de sélection de la conﬁguration des polynômes de
référence ga0(x), . . . , gaK−1(x) minimisant le nombre de cycles transverses de longueur 6 et
8. Il apparaît en eﬀet prioritaire de minimiser PFA, même si cela s'accompagne d'une légère
augmentation de Pe. Cela minimise le temps d'acquisition, comme nous le montrerons à la
section 3.5.
I6 et I8 sont évalués en appliquant la méthode d'énumération proposées par Halford et Chugg
pour compter les cycles courts dans un graphe de Tanner [66]. La structure Toeplitz et la
propriété de circularité des matrices Ea sont mises à proﬁt pour obtenir une expression ana-
lytique de I6 et I8. Elles dépendent du nombre d'équations K, de la longueur de la séquence
N , du poids des équations t et des polynômes de référence sélectionnés. Ces expressions sont
ensuite utilisées pour trouver la combinaison de polynômes minimisant les nombres de cycles
de longueur 6 et 8.
3.4.1 Ensembles absorbants
3.4.1.1 Déﬁnition
Les ensembles absorbants ont été introduits pour expliquer les planchers d'erreurs qui
apparaissent lors du décodage de certains codes LDPC [34][67]. Ce sont des structures to-
pologiques particulières du graphe bipartite, qui expliquent la non-convergence de certains
algorithmes de décodage. Nous allons donc réutiliser les notations déﬁnies à la section 2.4.3.
On note V l'ensemble des variables à décoder et F l'ensemble des n÷uds de contrôle.
Déﬁnition : Ensemble absorbant [58]
Pour un sous-ensembleD de V , on déﬁnit O(D) (resp. E(D)) l'ensemble des n÷uds de contrôle
connectant un nombre impair (resp. pair) de variables de D. Un ensemble absorbant de para-
mètre (a, b) est un sous-ensemble D de V tel que :
1. D contient a variables et O(D) contient b n÷uds de contrôle.
2. chaque variable de D a strictement plus de voisins dans E(D) que dans O(D).
Déﬁnition : Ensemble absorbant complet [58]
Un (a, b) ensemble absorbant est complet si toutes les variables dans V \ D ont strictement
plus de voisins dans F \O(D) que dans O(D). En d'autres termes, cela signiﬁe que les variables
n'appartenant pas à l'ensemble absorbants doivent avoir moins de connexions à O(D) qu'au
reste des n÷uds de contrôle de F à l'exclusion de O(D).
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Un ensemble absorbant complet est un cas particulier des ensembles piégeant (trapping set),
avec la particularité d'être un point ﬁxe de l'algorithme de Bit Flipping [11]. Cela signiﬁe
que si les variables d'un ensemble absorbant complet D sont toutes erronées et que les autres
variables sont correctes, elles ne pourront pas être corrigées par cet algorithmes de décodage.
Cette propriété rend les ensembles absorbants complets responsables des planchers d'erreur
lors du décodage des codes LDPC [67][57].
Habituellement, on désire éliminer ces ensembles pour supprimer les planchers d'erreurs. Dans
notre contexte, nous allons prendre le contrepied et chercher au contraire à s'assurer de leur
présence. En eﬀet, dans une situation où le décodeur n'est alimenté que par du bruit, nous
souhaitons que le décodeur ne converge pas vers un mot de code. Sinon, nous obtenons une
fausse alarme. On désire au contraire que le bruit 'active' un ou plusieurs ensembles absorbants
complets aﬁn de garantir la non-convergence et ainsi éliminer les fausses alarmes. Ceci est
obtenu si les équations de parité de E(D) sont satisfaites et celles de O(D) ne le sont pas.
Si le nombre d'ensembles est suﬃsamment important et qu'ils ont une petite taille, la proba-
bilité d'en activer un sera élevée. D'un autre côté, lorsque le décodeur est alimenté avec une
séquence et du bruit, la présence de ces ensembles va dégrader la probabilité de détection.
On retrouve le compromis usuel entre la probabilité de détection et de fausse alarme [41]. La
diﬀérence avec les systèmes de détection conventionnels est que le compromis repose sur le
nombre et la taille des ensembles absorbants complets du graphe de Tanner.
Nous allons maintenant proposer une méthode de construction des plus petits ensembles ab-
sorbants pour K polynômes de référence. Cela va permettre d'expliquer pourquoi certaines
conﬁguration de polynômes détruisent les ensembles absorbants complets et induisent un taux
de fausse alarme plus élevé.
3.4.1.2 Méthode de construction
La Figure 3.6 montre un cycle de longueur 6 passant par les variables y(k), y(k + ia) et
y(k + ia − ra). Chaque équation de parité Fa(k) correspond à la kième ligne de la matrice
Ea : y(k) ⊕ y(k + ia) ⊕ y(k + ra) = 0. D'après la déﬁnition, les variables y(k), y(k + ia), et
y(k− ra + ia) forment un ensemble absorbant complet. Deux autres cycles de longueur 6 sont
obtenus en remplaçant k par k − ia et k par k + ra − ia. Au ﬁnal, chaque matrice de parité
Ea contient N ensembles absorbants complets de paramètre (3, 3).
Propriété : Une matrice Ea contient des cycles de longueur 8 si et seulement s'il existe deux
entiers p et q tels que 1 ≤ p, q ≤ 4 et pia = qra.
Cette propriété se démontre en énumérant les conﬁgurations théoriques correspondant aux
cycles de longueur 8. La démonstration n'a pas été inclue dans ce mémoire.
Si K > 1, cette propriété n'est plus vraie. La Figure 3.7 montre les cycles de longueur 8
contenant la variables y(k) et y(k + ia), et mettant en jeu les n÷uds de 2 matrices Ea et Eb
lorsque K = 2.
3.4. Sélection des équations de parité pour les m-séquences 45
) ( aa riky −+ ) ( aiky +
) ( aa rkF −




) (a aikF +) 2 (a aa irkF +−
) ( aiky −) ( aa riky +−
)2 ( aa riky −+
)2 2 ( aa riky −+
)( aa riky ++
)2 ( aiky +
) ( arky +
) ( arky −
)2 ( aa riky −+
Figure 3.6  Cycle de longueur 6
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Figure 3.7  Cycle de longueur 8 contenant y(k) et y(k + ia)
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La méthode de construction du plus petit ensemble absorbant DK(k) pour K polynômes de
référence utilise celui qui a été trouvé pourK−1 polynômes (DK−1(k)). L'indice k indique que
l'ensemble absorbant contient la variable y(k). Les autres ensembles du graphe sont obtenus
par un simple décalage cyclique.
On distingue 2 cas : K est pair ou impair. Si K est pair (K = 2Q), alors chaque variable de
l'ensemble absorbant DK(k) soit être reliée à 3Q + 1 n÷uds de contrôle de E(DK(k)). Ceci
est dû au fait que chaque variable de DK(k) doit est connecté à strictement plus de n÷uds de
E(DK(k)) que de O(DK(k)). Si K est impair (K = 2Q+ 1), chaque variable doit être relié à
3Q+ 2 n÷uds de contrôle de E(DK(k)).
On note DK(k) = {y(k), y(k + α1), · · · , y(k + αaK−1)} les variables de l'ensemble absorbant
contenant aK éléments, dont la variable y(k). Si on ajoute une matrice de parité de référence
ayant pour polynôme gc(x) = 1 + xic + xrc , la matrice Ec contient des cycles de longueur 6
comme celui montré à la Figure 3.6. Les variables de ce cycle sont {y(k), y(k+ βc), y(k+ γc)}
où les paramètres βc et γc ne dépendent que de ic et rc.
Supposons que K soit impair : K = 2Q+ 1. Pour que l'ensemble D2(Q+1)(k) soit absorbant, il
faut ajouter 2 connexions dans E(D2Q+2(k)) à chaque variable de D2Q+1(k). Ceci est réalisé
par duplication et translation de D2Q+1(k) :
D2(Q+1)(k) = D2Q+1(k) ∪D2Q+1(k + βc) ∪D2Q+1(k + γc) (3.19)
Nous devons vériﬁer que D2(Q+1)(k) est bien un ensemble absorbant. Nous allons pour cela
compter le nombre de connexions de y(k) dans E(D2(Q+1)(k)). Sachant que y(k) ∈ D2Q+1(k),
y(k) possède 3Q + 2 connexions avec E(D2Q+1(k)). De plus, y(k) appartient au cycle
{y(k), y(y + βc), y(k + γc)}, de longueur 6, ce qui ajoute 2 connexions à E(D2(Q+1)(k)). Par
conséquent, y(k) possède 3Q+ 2 + 2 = 3(Q+ 1) + 1 connexions avec E(D2(Q+1)(k)) ce qui est
strictement supérieur au nombre de connexions avec O(D2(Q+1)(k)). L'ensemble D2(Q+1)(k)
est donc absorbant.
Supposons que K soit pair : K = 2Q. Pour que l'ensemble D2Q+1(k) soit absorbant, il faut
ajouter une seule connexion à chaque variable de D2Q(k). Ceci est réalisé par duplication et
translation de D2Q(k) :
D2Q+1(k) = D2Q(k) ∪D2Q(k + ic) (3.20)
La translation par ic peut être remplacée par tous les indices des variables connectées à y(k)
par l'intermédiaire des n÷uds de contrôle de la matrice Ec, soit : −ic, rc, −rc, rc− ic et ic−rc.
Sachant que y(k) ∈ D2Q(k), y(k) possède 3Q + 1 connexions avec E(D2Q(k)). De plus, y(k)
est connecté avec y(k + ic) par l'intermédiaire du n÷ud de contrôle Fc(k). Par conséquent,
y(k) possède 3Q+2 connexions avec E(D2Q+1(k)) ce qui est strictement supérieur au nombre
de connexions avec O(D2Q+1(k)). L'ensemble D2Q+1(k) est donc absorbant.
On trouve une relation de récurrence sur la taille des ensembles absorbants construits selon
la méthode que nous avons exposée : a2Q = 3a2Q−1 et a2Q+1 = 2a2Q. Sachant que a1 = 3, on







Le nombre d'ensembles absorbants contenant la variable y(k) vaut :
3a2Q−1 = 2Q−13Q+1 = a2Q si K = 2Q (3.24)
6a2Q = 2
Q3Q+2 = 3a2Q+1 si K = 2Q+ 1 (3.25)
(3.26)
Cette méthode de construction des ensembles absorbants suppose que chaque n÷ud de contrôle
reliant 2 variables de l'ensemble n'est pas connecté à une troisième de ce même ensemble. En
eﬀet, si cela arrive, ce n÷ud n'appartient plus à E(DK) mais à O(DK). Par conséquent, les
variables reliées à ce n÷ud auront plus de connexions avecO(DK) qu'avec E(DK) et l'ensemble
ne sera plus absorbant. Nous allons montrer maintenant que cette situation est susceptible
d'apparaître s'il y a des cycles transverses dans le graphe. Un cycle transverse fait intervenir
des équations de parité appartenant à plusieurs matrices élémentaires Eai .
Supposons que DK est un ensemble absorbant. Par construction, DK+1 est construit par
duplication et translation deDK . Les liens entre les diﬀérents ensembles translatés sont réalisés
par les n÷uds de contrôle de la matrice de parité qui est ajouté. Par exemple, si K = 2Q, les
variables des ensembles D2Q(k) et D2Q(k+ ic) de l'ensemble absorbant D2Q+1(k) = D2Q(k)∪
D2Q(k + ic) sont reliées par des n÷uds de contrôle de type Fc(k + α+ ic), où α est un indice
d'une variable appartenant à D2Q(k). Supposons que le n÷ud Fc(k + ic) qui relie y(k) à
y(k + ic) connecte 3 variables de D2Q+1(k), c'est à dire qu'il n'est plus dans E(D2Q+1(k)). Il
est donc relié à une autre variable que nous nommerons y(k+α) par l'intermédiaire du n÷ud
Fc(k + ic). Nous supposerons aussi que y(k + α) ∈ D2Q(k). Si y(k + α) ∈ D2Q(k + ic), le
raisonnement qui va suivre est aussi valable en remplaçant k par k + ic.
Si la variable y(k+α) appartient à D2Q(k), il existe déjà un chemin entre y(k) et y(k+α) dans
le sous-graphe induit par les variables de D2Q(k) et les n÷uds de contrôle reliant les variables
D2Q(k). Cette propriété se démontre facilement par récurrence. Ce chemin ne contient pas de
n÷ud de type Fc(k + ...). Par conséquent, si Fc(k + ic) connecte y(k) et y(k + α), cela crée
un cycle dans le graphe. Ce cycle contient des n÷uds appartenant à des matrices élémentaires
diﬀérentes. Ces cycles sont identiﬁés sous l'appellation de 'cycles transverses'.
3.4.1.3 Exemples
Si K = 2, le plus petit ensemble absorbant est illustré à la Figure 3.8. Il est de paramètre
(9, 18). Les traits rouges identiﬁent le cycle de longueur 6 de départ D1(k) = {y(k), y(k +
ia), y(k + ia − ra)} et ses 2 versions décalées D1(k + rb) et D1(k + rb − ib). Les traits noirs
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montrent les arêtes du graphe reliant les variables appartenant à des ensembles diﬀérents.
Chaque variable est connectée à 4 n÷uds de degré 2 et 2 de degré 1. Nous avons validé par
simulation qu'il n'existe pas d'ensemble de plus petite taille. On observe aussi que l'ensemble
est une composition de cycles de longueur 6 et 8, ce qui est cohérent avec les prédiction de
[68].
Pour K = 3, on procède selon la méthode précédente. L'ensemble absorbant le plus petit est
construit à partir d'un ensemble (9, 18) identiﬁé pour K = 2. Chaque variable appartenant
à cet ensemble initial peut être connecté à 6 autres variables par l'intermédiaire de 3 n÷uds
de contrôle de la matrice Ec. Aﬁn d'obtenir l'ensemble absorbant le plus petit, il est suﬃsant
de connecter chaque variable à un seul n÷ud de degré pair supplémentaire. Supposons que
(y(k+α0), y(k+α1), · · · , y(k+α8)) forme l'ensemble absorbant initial (de paramètre (9, 18)),
alors, l'ensemble des variables (y(k + α0), y(k + α1), · · · , y(k + α8), y(k + α0 + ic), y(k + α1 +
ic), · · · , y(k+α8+ic) constitue un ensemble absorbant de paramètres (18, 72). C'est l'ensemble
de plus petite taille pour K = 3. Il existe 6 autres ensembles obtenus en échangeant ic par
−ic, rc, −rc, rc − ic ou ic − rc. Il n'est pas possible de représenter graphiquement la structure
d'un tel ensemble.
Cet ensemble (18, 72) vériﬁe la condition (1) de la déﬁnition d'un ensemble absorbant. Nous
allons voir que la vériﬁcation de la condition (2) est directement liée à la présence de cycles
transverses de longueur 6. Ceci est mis en évidence par l'intermédiaire d'un exemple. La Figure
3.10 montre un exemple d'un cycle transverse. Il a été obtenu pour la m-séquence ayant le
polynôme caractéristique g(x) = 1+x2+x3+x8+x10. Les polynômes de référence donnant lieu
à ces cycles transverses sont ga(x) = 1+x34+x65, gb(x) = 1+x37+x76 et gc(x) = 1+x72+x77.
La Figure 3.9 montre les connexions de la variable y(k + rb − ib + rc) - au centre - dans un
ensemble D3 de paramètre (18, 72) obtenu par le procédé décrit précédemment. Cet ensemble
vériﬁe la condition (1) de la déﬁnition d'un ensemble absorbant. Quand il n'y a pas de cycle
transverse, chaque variable est connectée à 5 n÷uds appartenant E(D3) et 4 à O(D3). D3 est
donc un ensemble absorbant, le condition (2) étant également satisfaite. Si un cycle transverse
apparaît, comme par exemple celui de la Figure 3.10, alors de nouvelles connexions naissent
au sein du graphe. Dans l'exemple de la Figure 3.9, cela induit une nouvelle connexion entre
le n÷ud Fc(k+ rb− ib) et la variable y(k+ ia + rc) car ia + rc = ic + rb− ib. Or cette dernière
appartient aussi à l'ensemble D3. Par conséquent, le n÷ud Fc(k + rb − ib) est connecté 3 fois
dans D3, il appartient donc à O(D3). Au ﬁnal, les variables y(k+ rb− ib+ rc), y(k+ rb− ib) et
y(k + ia + rc) ont plus de voisins dans O(D3) que dans E(D3), et par conséquent, l'ensemble
D3 n'est plus absorbant.
3.4.1.4 Inﬂuence des ensembles absorbants sur la probabilité de fausse alarme
Si la taille et le nombre des ensembles absorbants diminuent, le décodeur améliore sa capacité à
corriger des erreurs et converger vers un mot de code. Cela augmente la probabilité de détection
correcte PCD, mais aussi celle de mauvaise détection erronée PWD. Nous avons aussi observé
que la présence d'ensembles absorbants complets permet de diminuer la probabilité de fausse
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alarme PFA. En eﬀet, si le décodeur n'est alimenté que par du bruit, la probabilité qu'un
ensemble absorbant de petite taille se bloque est élevée. Pour un ensemble absorbant DK , ceci
est obtenu si les équations de parité de E(DK) sont satisfaites et celles de O(DK) ne le sont
pas. Cette hypothèse a été validée par une étude des équations de parité au cours du décodage.
Nous avons employé la même technique que Richardson pour l'étude des ensembles piégeant
[33]. Un vecteur deN chips binaires est généré aléatoirement, puis décodé par avec l'algorithme
de Bit Flipping [11]. Le décodeur utilise une seule matrice de parité Ea construite avec un
polynôme de référence ga(x) = 1 + xia + xra de poids t = 3, conformément à l'Eq. (3.18). Les
valeurs des paramètres ia et ra dépendent de la m-séquence que l'on souhaite décoder, ils sont
indiqués dans les tableaux 3.5 et 3.6 pour les m-séquences ayant les polynômes caractéristiques
2415 et 4445 en notation octale.
Nous avons observé un blocage systématique du décodeur au bout de 50 itérations. A la
dernière itération, nous avons identiﬁé les ensembles absorbants de longueur 6 correspondant
au polynôme ga(x) (cf. ﬁgure 3.6), et plus particulièrement ceux qui sont bloqués. Nous avons
mesuré la probabilité qu'un ensemble absorbant bloqué à la 50ième et dernière itération le soit
aussi depuis la Qième itérations. Elle est notée Pblocage(Q). Les tableaux 3.5 et 3.6 montrent
les résultats obtenus pour les m-séquences 2415 et 4445, et des polynômes de référence ga(x)
diﬀérents. On observe que tous les ensembles absorbants (3, 3) bloqués à la troisième itération
le reste jusqu'au bout.
Le blocage des ensembles absorbants empêche le décodeur itératif de converger vers un mot
de code. Il ne réalise donc pas de fausse alarme. Inversement, si le décodeur ne possède pas
d'ensemble absorbant de petite taille, cela améliore sa capacité à converger vers un mot de
code valide, ce qui engendre une fausse alarme.
Table 3.5  Probabilité de blocage pour les ensembles absorbants de la m-séquence 2415.
ia = 25, ra = 49 ia = 34, ra = 65 ia = 37, ra = 76
Q Pblocage(Q) Q Pblocage(Q) Q Pblocage(Q)
0 0.012 0 0.01 0 0.015
1 0.686 1 0.66 1 0.685
2 1 2 1 2 1
3 1 3 1 3 1
Table 3.6  Probabilité de blocage pour les ensembles absorbants de la m-séquence 4445.
ia = 4, ra = 49 ia = 22, ra = 73 ia = 56, ra = 93
Q Pblocage(Q) Q Pblocage(Q) Q Pblocage(Q)
0 0.0 0 0.0 0 0.002
1 0.452 1 0.484 1 0.492
2 0.999 2 1 2 0.999
3 1 3 1 3 1
On retrouve ﬁnalement la problématique du compromis entre probabilité de détection et de
fausse alarme, mais présenté sous une forme nouvelle (cf. section 2.2.1.3). C'est la taille et le
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nombre d'ensembles absorbants qui va déterminer le point de fonctionnement entre les deux
probabilités.
Nous avons montré par un exemple concret comment les cycles de longueur 6 transverses
peuvent détruire les ensembles absorbants. Il est très probable que le même eﬀet puisse être
obtenu avec des cycles de longueur 8 transverses, sur les ensembles absorbants plus grands.
Nous en avons tiré une hypothèse générale pour proposer un algorithme de sélection des
polynômes de parité. Si on souhaite limiter au maximum le nombre de fausses alarmes, il est
nécessaire de choisir les polynômes qui ne détruisent pas les ensembles absorbants. Un moyen
d'y parvenir est de sélectionner les polynômes qui génèrent le moins de cycles transverses de
longueur 6 et 8. Il faut donc tout d'abord s'assurer que le graphe ne contient pas de cycle de
longueur 4, puis évaluer le nombre de cycles de longueur 6 et 8 : I6 et I8.
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Figure 3.8  Ensemble absorbant complet pour K = 2 polyômes de parité
3.4.2 Détection des cycles de longueur 4
Un cycle de longueur 4 existe si 2 variables appartiennent simultanément à 2 équations de
parité. Dans ce cas, il est possible de dessiner un carré dans la matrice de parité. Supposons
qu'un tel cycle existe entre deux matrices Ea et Eb, avec rb ≥ ra. En prenant en compte la
structure Toeplitz de chaque matrice, il existe un cycle de longueur 4 si et seulement si une
des conditions suivantes est satisfaite :
rb − ib = ia; rb − ib = ra; rb − ib = ra − ia; ra − ia = ib (3.27)
Cette propriété est vériﬁable en testant les diﬀérentes conﬁgurations possibles.
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Figure 3.10  Cycle de longueur 6 transverse
Note : si a = b, la seule solution est ra = 2ia.
3.4.3 Détermination du nombre de cycles de longueur 6 et 8
Nous supposons tout d'abord que les polynômes de parité sont sélectionnés aﬁn qu'il n'y
ait pas de cycle de longueur 4 dans la matrice de parité. Il suﬃt pour cela de vériﬁer pour
chaque couple de polynôme qu'aucune des conditions de l'Eq. 3.27 n'est satisfaite.
Les nombres de cycles de longueur 6 (I6) et 8 (I8) sont calculés analytiquement grâce à la
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méthode d'énumération proposée par Halford et Chugg [66]. Ils dépendent du nombre de
polynômes K, de leur poids t, de la longueur de la séquence N et de la sélection de polynômes
ga0(x), . . . , gaK−1(x).
Déﬁnissons tout d'abord quelques opérations matricielles :
Y = X − λ = [y(i, j)] où y(i, j) = x(i, j)− λ
Y = max(X, 0) = [y(i, j)] où y(i, j) = max(x(i, j), 0)
U = X ◦ Y = [u(i, j)] où u(i, j) = x(i, j)y(i, j)
Z(X) = X −X ◦ I
(3.28)
I est la matrice identité ayant les mêmes dimensions que celles de la matrice X. Z(X) est
l'opérateur qui annule les éléments diagonaux d'une matrice X.
On déﬁnit aussi les matrices suivantes : A = EET , B = ETE, A˜ = A ◦ I, B˜ = B ◦ I,
B˜m = max(B˜ − 1, 0) et A˜m = max(A˜ − 1, 0), où E la matrice de parité globale déﬁnie par
l'Eq. 2.17.






2 − EB˜mBET − Z(AA˜m)A− EZ(BB˜m)ET + A˜mEB˜mET
(3.29)
où tr(A) est la trace de la matrice A.
Aﬁn de calculer tr(L6), nous supposerons que E = [ETa0 . . . E
T
aK−1 ]
T est composée de K ma-
trices élémentaires Ea circulantes, chacune ayant t variables par ligne (cf. Eq. 3.18). Le poly-
nôme de référence associé à la matrice Ea est ga(x) =
∑ra
k=0 ga,kx
k. La propriété de circularité
des matrices Ea repose sur l'hypothèse que le décodeur observe la séquence sur toute sa lon-
gueur M = N . Comme nous le verrons, cela simpliﬁe grandement les calculs de I6 et I8. Nous
montrerons aussi par simulation que l'algorithme de sélection des polynômes est aussi eﬃcace
lorsque cette hypothèse n'est pas satisfaite (M < N).








)−KNt (K2t2 + 3Kt(t− 1) + t2 − 3t+ 2)) (3.30)
En employant la même méthode, nous avons aussi évalué le nombre de cycles de longueur 8




(tr(A4)− 4(Kt+ t− 2)tr(A3) + 3K3t3 + 2K2t2(5t− 7)
+2Kt(5t2 − 16t+ 11) + 3t3 − 14t2 + 22t− 11)
(3.31)
Les équations 3.30 et 3.31 ont été validées grâce à la libraire en C++ mise en ligne par Halford
[66]. Celle-ci implémente les Eq. (3.29) et (C.8). Cette librairie n'est malheureusement plus
disponible en téléchargement.
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Ces équations dépendent du calcul de tr(A3) et tr(A4). La matrice A étant de grande taille
(typiquement plus grande que 1000× 1000), il est nécessaire d'optimiser ces calculs. En eﬀet,
l'algorithme de sélection des polynômes de parité fait un usage intensif de ces formules, il est
nécessaire de les simpliﬁer.
Soit la matrice Fab déﬁnie par Fab = EaETb . La matrice A est structurée de la manière suivante :
A =

F00 F01 F02 · · · · · · · · · F0K−1













FK−10 FK−11 FK−12 · · · · · · · · · FK−1N−1

(3.32)





















Fki(l, s)Fkj(l, h)Fji(h, s) (3.34)
Comme cela est détaillé dans l'Annexe C.3, la propriété de circularité des matrices Fab peut








Fki(0, φ(s− l))Fkj(0, φ(h− l))Fji(0, φ(s− h)) (3.35)
où φ(u) est déﬁni par :
φ(u) =
{
u si 0 ≤ u ≤ N − 1
N + u si −N < u < 0 (3.36)
On déﬁnit maintenant Ωji, l'ensemble des indices u vériﬁant Fji(0, u) 6= 0. Il est explicité par
l'Eq. (C.12) l'Annexe C.3. Le coeﬃcient Fji(0, φ(s−h)) est strictement positif si et seulement
si φ(s− h) ∈ Ωji. On en déduit que le terme Fki(0, φ(s− l))Fkj(0, φ(h− l))Fji(0, φ(s−h)) est
strictement positif si et seulement si :
α = φ(s− h) ∈ Ωji and β = φ(h− l) ∈ Ωkj and γ = φ(s− l) ∈ Ωki (3.37)
De plus, on peut montrer que : γ = (α+ β) mod N .
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Fki(0, (α+ β) mod N)Fkj(0, β)Fji(0, α) (3.38)




dans l'Eq. 3.33 et ensuite I6 avec l'Eq. 3.30.
En utilisant la même méthode, le calcul de tr(A4) peut aussi être simpliﬁé.
3.4.4 Algorithmes de sélection des polynômes de parité
Nous avons vu à la section 3.4.1 que les cycles transverses ont pour eﬀet de détruire les
ensembles absorbants de petite taille, ce qui favorise l'apparition de fausses alarmes. Comme
nous le verrons dans la section 3.5, les fausses alarmes ont un eﬀet extrêmement nocif sur le
temps d'acquisition d'une m-séquence. Il est donc fondamental de les limiter au maximum,
quitte à accepter une légère dégradation de la probabilité de détection. L'idée directrice de
l'algorithme est donc de sélectionner les polynômes de parité (g0(x), · · · , gK−1(x)) qui mini-
misent le nombre de cycles de longueur 6 et 8. Par ce biais, les cycles transverses seront aussi
limités au maximum.
Il existe une borne inférieure sur le nombre de cycles. Par exemple, chaque matrice Ea contient













triplets de coeﬃcients du polynôme ga(x), chacun donnant naissance à 3 cycles
de longueur 6. Chaque cycle contient 3 variables, il y a donc Nδt/3 cycles de longueur 6 par
matrice Ea. I6 est donc borné inférieurement :
I6 ≥ NKδt/3 (3.40)
Si une combinaison de polynômes de parité atteint cette borne, elle minimise le nombre de
cycle de longueur 6. Dans ce cas, les seuls cycles de longueur 6 sont ceux qui apparaissent à
l'intérieur d'une seule matrice Ea. Il n'y a pas de cycle transverse de longueur 6.
Les résultats de simulation ont montré que ces conﬁgurations sont nombreuses lorsque t =
3. Lorsque t > 4, l'atteinte de la borne inférieure dépend du nombre de polynômes K. Si
K > 4, ces conﬁgurations n'existent pas toujours. Dans ce cas, l'algorithme sélectionne les
conﬁgurations qui minimisent l'Eq. (3.30).
Lorsque t = 3 , il y a 36 cycles de longueur 8 passant par y(k), soit 9 par variable. Pour





paires, chacune donnant naissance à 9N cycles de
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3NK(K − 1)t(t− 1)(t− 2)
4
(3.41)
Les polynômes de parité de poids t sont choisis parmi un ensemble Υt, déterminé au préalable
par une recherche exhaustive.
L'algorithme de minimisation de la probabilité de fausse alarme PFA (Algorithme 1) cherche
la combinaison de polynômes qui minimise le nombre de cycles de longueur 6 et 8. Lorsque les
bornes inférieures (Eq. (3.40) et Eq. (3.41)) sont atteintes, il n'y a pas de cycles transverses de
longueur 6 et 8. Cela garantit l'existence d'ensembles absorbants complets qui vont bloquer
la convergence de l'algorithme de décodage par passage de messages lorsqu'il est alimenté par
du bruit. L'ensemble des conﬁgurations de polynômes (g0(x), · · · , gK−1(x)) minimisant I6 et
I8 est appelé ΛK . Le nombre de combinaisons testées est noté Ns. Il correspond aux K-uplets
de polynômes de ΛK , ou bien à un nombre ﬁxé arbitrairement pour prendre en considération
le cas où I6 n'atteint pas la borne inférieure.
Il est aussi possible de créer un algorithme de maximisation de la probabilité de détection PCD.
Ce dernier chercherait au contraire à éliminer les ensembles absorbants et donc à maximiser
le nombre de cycles transverses. L'inconvénient de cet algorithme est qu'il maximise aussi la
probabilité de mauvaise détection PWD. Lorsque le RSB est très bas, le décodeur va trouver
des mots de code erronés alors qu'il serait préférable qu'il ne converge pas. On se retrouve dans
la même problématique que pour la fausse alarme. Ceci sera illustré dans l'exemple applicatif
de la section 3.5.
Algorithm 1 Minimisation de PFA pour t = 3
q = 0 et min = +∞
while q < Ns do
Sélectionner K polynômes de parité distincts g0(x), · · · , gK−1(x) ∈ Υt
calculer I6 selon l'Eq. 3.30
if I6 == NK then
Calculer I8 selon l'Eq. 3.31
if (I8 < min) ou (I8 = 9NK(K − 1)/2) then






Nous allons dans cette section étudier l'inﬂuence du poids des équations de parité sur le
temps d'acquisition d'une séquence de Gold. Cela correspond au temps mis par le récepteur
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pour se synchroniser avec la séquence émise z. C'est le paramètre qui est ﬁnalement le plus
important dans un système de synchronisation. Dans le contexte de cette thèse, 'synchroni-
sation' signiﬁe que le récepteur a trouvé l'état initial de la séquence de Gold. Les polynômes
générateurs de la paire de m-séquences préférentielles gs(x) et gy(x) sont supposés connus
du récepteur. Le temps d'acquisition dépend des probabilités de détection correcte, de fausse
alarme et de détection erronée, et ces dernières dépendent du poids des équations de parité.
Nous allons supposer que le récepteur observe à l'instant k la séquence émise, selon le modèle
suivant :
R(k) = (−1)z(k) + n(k) (3.42)
Le début de la séquence est ﬁxé par convention à l'instant k = 0.
Cela correspond par exemple au modèle d'un récepteur GPS après multiplication diﬀérentielle
au niveau chip [69], ou bien encore au modèle d'observation développé à la section 4.2 pour
la détection du code d'embrouillage de la liaison montante du système WCDMA.
Nous allons appliquer deux stratégies pour la recherche de synchronisation :
 recherche directe : il s'agit de détecter directement l'état initial de la séquence de Gold
z.
 recherche en série : dans de nombreux systèmes à étalement de spectre (e.g. WCDMA,
GPS, Galileo), l'état initial d'une des deux m-séquences s et y utilisées pour générer la
séquence de Gold est connu à un instant donné (e.g k = 0). Supposons que la séquence
connue est y. La recherche en série exploite cette information additionnelle pour se
ramener à une détection séquentielle de la m-séquence s. L'intérêt de cette approche
est de pouvoir utiliser des équations de parité ayant un poids t = 3, alors que t ≥ 4
pour les séquences de Gold. Ce poids faible assure une bonne probabilité de détection à
un RSB très faible. Son inconvénient est sa plus grande sensibilité aux fausses alarmes.
L'algorithme de sélection des équations de parité que nous avons proposé dans la section
précédente va alors permettre de minimiser les fausses alarmes et améliorer le temps
d'acquisition.
Ces deux méthodes de synchronisation sont analogues aux recherches en série et en parallèle
des systèmes à étalement de spectre fonctionnant par corrélation [70][71].
3.5.1 Recherche directe
3.5.1.1 Description
Le modèle de l'Eq. 3.42 représente une observation bruitée de la séquence de Gold z. Il
est alors possible de trouver son état initial à l'aide d'un algorithme de décodage par passage
de messages. Ce dernier est implémenté conformément à la description de la section 2.4.3. Il
nécessite de trouver des équations de parité satisfaites par la séquence z. Ceci est réalisable
car les polynômes générateurs des séquences s et y sont connus (cf. section 3.3). Si le degré
des polynômes r est pair, alors le poids minimal des équations de parité vaut t = 4. Si r est
impair, le poids minimal vaut t = 5.
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Supposons que le récepteur démarre à l'instant q. Il va recueillir M chips (R(q), · · · , R(q +
M − 1)) qui serviront de signal d'entrée au décodeur. Si celui-ci fait une erreur de détection,
le récepteur va perdre du temps pour se rendre compte de son erreur. Le temps d'acquisition
est alors pénalisé. Si le décodeur ne détecte pas de séquence, l'opération est réitérée au chip
suivant.
L'opération de décodage est modélisée par une fonction decz(.) qui produit un indicateur de
décodage et l'état initial de la séquence z qui a été trouvé par le décodeur :
{Ic, Uˆz} = decz(R(q), R(q + 1), · · · , R(q +M − 1)) (3.43)
Ic est la fonction d'indication du décodeur (cf. Eq. 2.20). Son résultat vaut 1 si le décodeur a
trouvé un mot de code valide, et un 0 sinon. Uˆz représente l'état initial de la séquence z. C'est
un vecteur de 2r éléments binaires.
La méthode de recherche directe est décrite par l'algorithme 2.
Algorithm 2 Recherche directe
q = q0
while Ic = 0 and q − q0 < Lmax do
{Ic, Uˆz} = decz(R(q), R(q + 1), · · · , R(q +M − 1))
q ← q + 1
end while
Return État initial décodé : Uˆz
q0 représente l'instant de démarrage de l'algorithme. C'est une variable aléatoire, distribuée
uniformément sur la durée de la séquence. Lmax est le nombre maximal de tentatives au delà
duquel le processus de détection est arrêté.
3.5.1.2 Temps d'acquisition
A chaque instant q, le récepteur lance une acquisition et prend une décision :
 le récepteur a décodé avec succès la séquence z.
 le récepteur s'est trompé et va réessayer à l'instant suivant (i.e. q + 1).
Ce modèle ne considère pas de fausse alarme car il suppose que la séquence z est toujours
présente.








Tc est la durée d'un chip, et κpTc est le temps de pénalité lorsque le récepteur réalise
une détection erronée. Cela correspond au temps que va mettre le récepteur pour détecter
qu'il a fait une erreur. C'est généralement le mécanisme d'asservissement de synchronisation
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(temps/fréquence) qui permet de détecter une erreur éventuelle. PCD est la probabilité de
détection correcte, PWD celle de détection erronée et PND la probabilité de non-détection.
On observe que les erreurs de détection vont pénaliser fortement le temps d'acquisition.
3.5.2 Recherche en série
3.5.2.1 Description
A chaque instant q, le récepteur suppose qu'il est synchronisé avec le début de la sé-
quence y (i.e l'hypothèse H1 de la section 2.2.1 est satisfaite). Il recueil M chips du signal
(R(q), · · · , R(q +M − 1)) et les multiplie chip à chip par la séquence y :
Vq(k) = R(q + k)(−1)y(k) k = 0, . . . ,M − 1 (3.45)
Si l'hypothèse H1 est valide (i.e. q = 0), cette opération élimine y(k) de l'Eq. (3.42) :
Vq(k) = (−1)y(k)⊕s(k)⊕y(k) + n(k)(−1)y(k) = (−1)s(k) + n′(k) (3.46)
Dans ce cas, Vq = (Vq(0) Vq(1) · · ·Vq(M − 1)) est une observation bruitée de la modulation
BPSK de la m-séquence s. Il est alors possible de trouver son état initial à l'aide d'un al-
gorithme de décodage par passage de messages. Nous avons montré à la section 3.2 que le
décodeur peut utiliser de nombreuses équations de parité de poids t = 3, ce qui permet d'op-
timiser la probabilité de détection correcte. Il est implémenté conformément à la description
de la section 2.4.3.
Si l'hypothèseH1 n'est pas valide (i.e. q 6= 0), la multiplication avec la séquence y(k) embrouille
le signal et on ne peut observer la séquence s :
Vq(k) = (−1)y(k)⊕s(k+q)⊕y(k+q) + n(k)(−1)y(k) (3.47)
Dans ce cas, le décodeur ne devrait pas détecter un mot de code valide en essayant de décoder
la séquence s. Si c'est le cas, le détecteur produit une fausse alarme.
L'opération de décodage est modélisée par une fonction decs(.) qui produit un indicateur de
décodage et l'état initial de la séquence qui a été trouvé par le décodeur :
{Ic, Uˆs} = decs(Vq(0), Vq(1), · · · , Vq(M − 1)) (3.48)
Uˆs représente l'état initial de la séquence s. C'est un vecteur de r éléments binaires.
La méthode de recherche en série est décrite par l'algorithme 3.
3.5.2.2 Temps d'acquisition
A chaque instant q, le récepteur lance une acquisition et prend une décision :
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Algorithm 3 Recherche en série
q = q0
while Ic = 0 and q − q0 < Lmax do
Calcule Vq(0), Vq(1), · · · , Vq(M − 1) d'après l'Eq. (4.19)
{Ic, Uˆs} = decs(Vq(0), Vq(1), · · · , Vq(M − 1))
q ← q + 1
end while
Return État initial décodé : Uˆx
 le récepteur est synchronisé avec la séquence s.
 le récepteur n'est pas synchronisé avec la séquence s.
Il est possible de déﬁnir un diagramme d'état du récepteur en fonction de la décision prise.
Ce diagramme est ensuite utilisé pour calculer le temps moyen d'acquisition, en appliquant la
méthodologie décrite dans la référence [70]. Celle-ci est présentée et détaillée dans l'Annexe
D.













Tc est la durée d'un chip, et κpTc est le temps de pénalité lorsque le récepteur détecte une
fausse alarme. PFA est la probabilité de fausse alarme.
3.5.3 Performance
Nous allons dans cette section évaluer les performances des méthodes de recherche directe
et en série, puis les comparer. Pour cela nous utilisons une séquence de Gold de degré impair
(r = 11) :
gs(x) = 1 + x
2 + x5 + x8 + x11 (3.50)
gy(x) = 1 + x
2 + x11 (3.51)
Elle sera identiﬁée par sa notation en octal (4445, 4005). Elle n'est pas utilisée par des systèmes
civils connus.
Le polynôme générateur de la séquence de Gold est gz(x) = gs(x)gy(x) = 1 + x4 + x5 + x7 +
x8 +x10 +x16 +x17 +x22. Le poids du polynôme est trop élevé pour être employé directement
pour construire la matrice de parité du décodeur. Le degré r étant impair, on pourra utiliser
des équations de parité de poids t = 5.
Les équations de parité que nous avons utilisées pour le décodage sont listées dans les tableaux
E.1 et E.2 dans l'Annexe E.
Lorsque t > 3, les simulations ont montré une absence de fausse alarme pour la recherche
séquentielle (PFA ≈ 0) ou de détection erronée pour la recherche directe (PWD ≈ 0). Ceci
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est dû à la présence de nombreux ensembles absorbants complets qui piègent le décodeur
et l'empêchent de converger lorsque la séquence est absente du signal d'entrée (i.e. fausse
alarme) ou que la variance du bruit est trop importante (i.e. détection erronée). Les simulations
relatives à la probabilité de détection mesurent la probabilité d'erreur de détection : Pe =
1 − PCD = PND + PWD. Cela correspond au Frame Error Rate (FER) qui est mesuré pour
quantiﬁer les performances des codes correcteurs d'erreurs.
La ﬁgure 3.11 montre la probabilité de détection obtenue en fonction du RSB, pour une
recherche directe avec la séquence de Gold (4005, 4445). Les conﬁgurations d'équations de
parité utilisées sont indiquées dans le tableau 3.7. Les équations de parité sont notées cl(x) et
sont identiﬁées de la manière suivantes : cl(x) = 1 + xk + xj + xi + xm pour t = 5. Les valeurs
des paramètres k, j, i et m sont listées dans le tableau E.1 de l'Annexe E.
On observe que PCD s'améliore lorsque la combinaison d'équations de parité choisie augmente
le nombre de cycles de longueur 6. Le nombre d'ensembles absorbants de petite taille diminue
lorsque I6 augmente, ce qui améliore les performances (cf. section 3.4.1). En eﬀet, la probabilité
que le décodeur soit piégé diminue, il est donc moins sujet à un blocage qui l'empêche de
converger.
Table 3.7  Conﬁguration des équations de parité pour le calcul de PCD et PWD de la séquence
(4005, 4445).
Référence conﬁguration I6
a (c1, c2, c3, c4, c6) 405306
b (c1, c2, c3, c5, c9) 239499
c (c1, c2, c3, c7, c8) 176042
La ﬁgure 3.12 montre le même type de comportement pour le décodage de la m-séquence
(4445). Les conﬁgurations d'équations de parité utilisées sont indiquées dans le tableau 3.8.
Elles sont de la forme cl(x) = 1+xi+xm et les valeurs des paramètres m et i sont listées dans
le tableau E.2 de l'Annexe E. Lorsque le nombre de cycles de longueur 6 diminue de 38893
à 10235, la performance se dégrade de 2 dB pour une probabilité d'erreur de détection cible
de Pe = 10−2. D'un autre côté, la ﬁgure 3.13 montre l'évolution de la probabilité de mauvais
décodage PWD en fonction du RSB pour plusieurs conﬁgurations d'équations de parité. On
observe que PWD augmente fortement lorsque le RSB devient très faible et que le nombre de
cycles de longueur 6 est élevé. Dans cette situation, le décodeur a tendance à trouver un mot
de code, mais se trompe systématiquement. Le récepteur va alors perdre du temps à détecter
l'erreur de décodage. On retrouve le même eﬀet néfaste qu'une fausse alarme. Ceci pénalise le
temps d'acquisition. Il est donc nécessaire de choisir la combinaison d'équations de parité qui
va réaliser le bon compromis entre PCD, PWD et PFA. L'algorithme de sélection des équations
de parité que nous avons mis au point minimise PWD et PFA au détriment de PCD.
La ﬁgure 3.14 montre la probabilité de fausse alarme obtenue en fonction de l'inverse de la
variance du bruit exprimé en dB, −10log(σ2), pour une recherche en série de la m-séquence
4445. Les conﬁgurations d'équations de parité utilisées sont indiquées dans le tableau 3.8. On
observe que PFA s'améliore très signiﬁcativement lorsque la combinaison d'équations de parité
3.5. Application 61



















Figure 3.11  Probabilité d'erreur de détection (Pe = 1 − PCD)- séquence de Gold
(4005, 4445), recherche directe
Table 3.8  Conﬁguration des équations de parité pour le calcul de PCD et PFA de la séquence
4445.
Référence conﬁguration I6 I8
a (c1, c2, c3, c4, c6) 38893 589536
b (c1, c2, c3, c4, c9) 24564 442152
c (c1, c2, c3, c4, c11) 20470 350037
d (c1, c2, c3, c5, c7) 16376 419635
e (c1, c2, c3, c5, c8) 10235 450340
f (c1, c2, c3, c8, c10) 10235 337755
g (c1, c2, c3, c12, c13) 10235 196512
minimise le nombre de cycles de longueur 6. Pour un même nombre de cycles de longueur 6,
la combinaison qui réduit ceux de longueur 8 apporte aussi un gain appréciable. Dans ce
cas, on maximise le nombre d'ensembles absorbants et donc la possibilité que le décodeur
reste piégé s'il est alimenté uniquement avec du bruit. La ﬁgure 3.15 montre le niveau de
fausse alarme lorsque la longueur du vecteur d'observation de la séquence est tronquée de
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Figure 3.12  Probabilité d'erreur de détection (Pe = 1−PCD)- m-séquence 4445 - recherche
en série
M = 2047 àM = 1023 chips. Il apparaît clairement que cela inﬂue peu sur le niveau de fausse
alarme. Si la séquence observée est tronquée, la propriété de circularité de chaque matrice de
parité élémentaire Ea n'est plus valide. Néanmoins l'utilisation de l'algorithme de sélection
des équations de parité reste eﬃcace pour limiter le nombre de cycles transverses.
Ces résultats corroborent l'analyse que nous avons faite à la section 3.4.1 sur l'impact des
ensembles absorbants de petite taille.
La ﬁgure 3.16 montre le temps moyen d'acquisition en fonction du RSB pour la recherche
directe de la séquence de Gold (4005, 4445). La conﬁguration ayant le plus de cycles de longueur
6 assure une acquisition de la séquence en M = N = 2047 chips pour un RSB supérieur à
−6.5 dB. Si le nombre de cycle diminue, l'acquisition en M = N = 2047 chips est obtenue
pour un RSB de −4.5 dB, soit une dégradation de 2 dB. Cet écart correspond à l'écart observé
à la ﬁgure 3.11 pour la mesure de PCD.
La ﬁgure 3.17 montre le temps moyen d'acquisition en fonction du RSB pour la recherche en
série de la séquence 4445. Du fait de la pénalité induite par une fausse alarme (κp = 2047),
le temps moyen d'acquisition est très sensible à PFA. Ceci est particulièrement visible pour la
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Figure 3.13  Probabilité de mauvaise détection (PWD)- m-séquence 4445 - recherche en série
conﬁguration 'e' qui induit une probabilité de fausse alarme de 1.6 10−2 et un temps moyen
d'acquisition de l'ordre de 18 fois la longueur de la séquence. Il est donc fondamental de
minimiser cette variable, quitte à dégrader légèrement la probabilité de détection correcte.
Lorsque la probabilité de détection vaut 1 et qu'il n'y a aucune fausse alarme, le temps
d'acquisition moyen vaut Tacq = M +N/2. Dans les simulations, nous avons M = N = 2047
ce qui explique pourquoi Tacq/N tend vers 1.5 avec la conﬁguration 'g'. Le temps d'acquisition
converge vers une valeur acceptable à un RSB beaucoup plus bas que pour la recherche directe.
En eﬀet, le temps d'acquisition obtenu avec la conﬁguration 'g' pour la recherche en série se
stabilise à 1.5 longueur de séquence pour un RSB de −10 dB, alors que pour la recherche
directe, la conﬁguration 'a' se stabilise à 1 longueur de séquence pour un RSB supérieur à
−6 dB. On observe donc un gain de l'ordre de 4 dB en faveur de la recherche en série. Ceci
est néanmoins obtenu au prix d'une charge de calcul accrue. Bien que cet aspect ne soit pas
abordé dans cette thèse, réaliser un décodage au rythme chip pour la recherche en série est
très probablement complexe à implémenter.
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Figure 3.14  Probabilité de fausse alarme - m-séquence 4445
3.6 Conclusion
Les équations de parité sont un constituant indispensable du décodeur. Elles appartiennent
au code dual de la séquence que l'on cherche à décoder. Le code dual d'un m-séquence est le
code de Hamming construit avec le polynôme caractéristique de la séquence. Le nombre de
mots de poids t du code de Hamming est connu, par conséquent le nombre d'équations de
parité de poids t d'une m-séquence est lui aussi connu. Pour les séquences de Gold, Kasami a
dénombré le nombre d'équations pour t = 3 et 4. Nous avons calculé le nombre d'équations
de parité de poids t = 5 lorsque le degré du polynôme caractéristique r est impair. Ce calcul
est important car il n'y a pas d'équations de parité de poids t < 5 lorsque r est impair. Le
nombre d'équations de parité est aussi utilisé pour estimer le degré minimal des équations
d'un poids t donné. Cette information peut être exploitée par l'algorithme de recherche des
équations pour minimiser le nombre de calculs. Cela permet aussi de déterminer rapidement la
taille du vecteur d'observation nécessaire pour le décodeur. Nous avons montré que le modèle
de prédiction estime correctement la valeur moyenne du degré minimal de l'ensemble des
séquences de Gold. Nous avons néanmoins mis en évidence une grande variabilité du degré
minimal des séquences autour de cette valeur moyenne. Il reste donc un point d'interrogation
sur l'applicabilité de cette méthode d'estimation.
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a , M =2047
d , M =2047
f , M =2047
a , M =1023
d , M =1023
f , M =1023
Figure 3.15  Probabilité de fausse alarme pour une séquence tronquée- m-séquence 4445
Nous avons ensuite identiﬁé les ensembles absorbants complets de plus petite taille lorsque
le décodeur emploie 1, 2 ou 3 polynômes de parité. Nous avons montré par un exemple que
des cycles 'transverses' peuvent détruire ces ensembles absorbants, ce qui génère des fausses
alarmes. Nous en avons fait une hypothèse générale pour proposer un algorithme de sélection
des polynômes de parité. Ce dernier minimise le nombre de cycles transverses de longueur 6
et 8, ce qui minimise la probabilité de fausse alarme lorsque le poids des équations de parité
vaut t = 3. Ce travail a nécessité de calculer le nombre de cycles de longueur 6 et 8 pour
les matrices de parité concaténant plusieurs matrices de référence. Ce calcul a été mené en
utilisant le modèle proposé par Chugg et Halford pour énumérer le nombre de cycles courts
dans un graphe de décodage. Les résultats de simulation corroborent notre hypothèse sur
l'impact des cycles transverses et l'algorithme permet de sélectionner les équations de parité
qui minimisent la probabilité de fausse alarme. Le temps d'acquisition d'une séquence de Gold
est ainsi très notablement réduit. Il reste néanmoins que notre hypothèse n'est pas démontrée
formellement.
Ce travail a donné lieu à une publication [P4] et un brevet [P10]. Un article de journal est
en cours de soumission. Il rassemble les travaux sur l'impact des ensembles absorbants et des
cycles transverses sur la probabilité de fausse alarme. Il présente aussi la méthode de calcul
des cycles de longueur 6 et 8, ainsi que l'algorithme de sélection des équations de parité.
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Figure 3.16  Temps moyen d'acquisition - recherche directe - séquence (4005, 4445)
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Figure 3.17  Temps moyen d'acquisition - recherche en série - séquence 4445
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Détection des codes d'embrouillages
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4.1 Introduction
Dans ce chapitre, nous allons illustrer l'intérêt du décodage des séquences pseudo-aléatoires
par deux applications : la détection aveugle des codes d'embrouillage des liaisons montantes
des systèmes WCDMA et CDMA2000. Le 3GPP a standardisé le système WCDMA (Wide-
band Code-Division Mulitple Access) pour son mode duplex de l'UMTS (Universal Mobile
Telecommunication System)[73], alors que le système CDMA2000 est la version américaine
de la 3G, standardisé par le 3GPP2 [4]. Ces technologies sont en exploitation depuis plus
de 10 ans et sont donc très matures. Elles utilisent une technique d'accès multiple de type
CDMA, en mode asynchrone. Les premières versions de ces standards n'avaient cependant
pas anticipé l'apparition des femto-cellules [74]. Cette technologie a été bâtie en utilisant l'in-
terface radio pré-existante, ce qui pose des problèmes d'interférence. Le développement des
femto-cellules permet de répondre à la demande croissante de capacité des réseaux mobiles.
Une femto-cellule est couverte par une station de base (Base Station, BS) de type femto, qui
est conçue spécialement pour un environnement intérieur (e.g. maison, bureau) et qui ne re-
quiert pas de déploiement coordonné. Une station de base de type macro assure la couverture
globale d'une large zone, alors que les femto BS oﬀrent une meilleure qualité de service aux
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équipements qui leurs sont connectées. Une femto BS peut être conﬁgurée pour fonctionner en
mode ouvert ou fermé par rapport aux équipements qui rentrent dans sa zone de couverture
[75]. En mode ouvert, un terminal visiteur peut basculer de la BS macro à la BS femto. Cela
induit une complexité additionnelle pour router les paquets de données de la BS femto vers le
réseau de l'opérateur. Il se pose aussi un problème de sécurité pour garantir la conﬁdentialité
et l'intégrité des données entre la BS femto et le réseau de l'opérateur. En mode fermé, un
terminal visiteur reste connecté à la BS macro et ne peut basculer vers la BS femto. Bien que
cela simpliﬁe l'architecture du réseau, cela peut générer un niveau d'interférence inacceptable
à la BS femto. Cette situation apparaît par exemple si le téléphone visiteur transmet avec une
forte puissance car il est éloigné de la BS macro. Cette conﬁguration est illustrée Figure 4.1.
Le mécanisme de contrôle de puissance assure que la puissance reçue à la BS macro atteint un
niveau requis constant. Le niveau reçu à la BS femto peut donc être très largement supérieur à
celui d'un utilisateur connecté à la BS femto. C'est l'eﬀet proche-loin bien connu des systèmes
CDMA [76]. Dans certaines conﬁgurations, cela peut bloquer toutes les communications de la
femto-cellule et créer un trou dans la zone de couverture [77]. Aﬁn de résoudre ce problème, il
est nécessaire de mettre en ÷uvre des techniques d'annulation des interférences. Ce sujet a été
largement étudié depuis 25 ans pour les systèmes CDMA [78]. Toutes les techniques proposées
exploitent la connaissance des codes d'embrouillage des utilisateurs. Ces derniers sont carac-
térisés par un identiﬁant alloué à chaque utilisateur par la BS macro. Cet identiﬁant n'est
pas connu de la BS femto si elle fonctionne en mode fermé car il n'y a aucun lien
de signalisation entre les BS macro et femto. Cette dernière doit donc estimer les





Figure 4.1  Interférence générée par une équipement macro au niveau de la BS femto
L'article de Kerr and Lodge [31] est le seul qui aborde l'estimation du code d'embrouillage.
Ils exploitent les caractéristiques de transmission (mise en trame, méthode d'étalement, mul-
tiplexage des canaux) de chaque système [3][4] pour déﬁnir une étape de pré-traitement qui
permet d'éliminer les données modulées. Le signal qui en résulte ne dépend que du code d'em-
brouillage. Connaissant les polynômes caractéristiques des m-séquences qui sont utilisées pour
générer le code d'embrouillage, il est alors possible de mettre en ÷uvre des techniques de
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décodage pour estimer l'état des registres de ces m-séquences, et ainsi de faire l'identiﬁcation
de ce code d'embrouillage. L'article de Kerr et Lodge s'intéresse au décodage du code d'em-
brouillage du système CDMA2000, et plus spéciﬁquement des services de données. Dans ce
chapitre, nous allons détailler de nouvelles méthodes d'estimation du code d'embrouillage pour
les systèmes WCDMA et CDMA2000, puis évaluer leur performance. Dans le cas spéciﬁque
du système CDMA2000, nous nous sommes focalisés sur les canaux de services de voix qui
utilisent une modulation orthogonale et qui n'ont pas été traités par Kerr et Lodge.
Nous avons aussi utilisé un décodeur itératif par passage de message (cf. section 2.4.3) qui est
diﬀérent et surtout plus performant que de celui de Kerr et Lodge.
4.2 Système WCDMA
Dans le système WCDMA, l'identiﬁant du code d'embrouillage prend la forme d'un index
encodé sur 24 bits, qui est alloué à l'utilisateur par l'intermédiaire d'un message de signalisation
dédié [3].
4.2.1 Génération du signal de la voie montante
Dans cette section, les méthodes de modulation étalement et multiplexage du système
WCDMA sont tout d'abord décrites. Ensuite, la construction du code d'embrouillage est
détaillée [3]. Ceci est indispensable pour comprendre l'algorithme d'estimation du code d'em-
brouillage.
4.2.1.1 Étalement et multiplexage
Les bits des canaux de données et de contrôle sont transposés sur une modulation BPSK
(binary phase-shift keying) aﬁn que le bit 0 soit représenté par la valeur +1 et le bit 1 par
−1. Ces 2 canaux sont ensuite multiplexés en phase et en quadrature (I/Q). Dans le stan-
dard, ces canaux sont nommés DPDCH et DPCCH, pour dedicated physical data channel et
dedicated physical control channel. Ceci est illustré par la Figure 4.2. Les canaux sont res-
pectivement étalés par les séquences Cd and Cc. Le facteur d'étalement du canal DPCCH est
ﬁxe : SFDPCCH = 256. Celui du canal DPDCH (SFDPDCH) est variable, il dépend du type
de service. La séquence Cc utilisée pour étaler le DPCCH est la séquence 'tout à 1'. La sé-
quence Cd est extraite de la matrice de Walsh-Hadamard de taille SFDPDCH. On sélectionne
la colonne SFDPDCH/4 de cette matrice [3]. En analysant les séquences Cd, on observe qu'elles
sont constituées d'une répétition du motif '+1,+1,−1,−1'. Chaque canal étalé est ensuite
pondéré par un coeﬃcient réel β qui permet de régler la puissance émise, et les canaux sont
ensuite multiplexés en phase et en quadrature. Le signal complexe obtenu est enﬁn multiplié
chip à chip par le code d'embrouillage Cn. L'index n indique que le code d'embrouillage est
spéciﬁque à chaque utilisateur.
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A l'instant kTc, le signal émis est modélisé de la manière suivante :
J(k) = Cn(k)(βdXDPDCH(k) + jβcXDPCCH(k)) (4.1)
XDPDCH et XDPCCH représentent les symboles aDPDCH et aDPCCH des canaux DPDCH et






















Figure 4.2  Etalement et multiplexage I/Q
4.2.1.2 Génération du code d'embrouillage
Le code d'embrouillage complexe est généré d'après la formule suivante (k =
0, 1, . . . , 38399) [3] :
Cn(k) = Zn(k)
(
1 + j(−1)kZτ (2b k/2c)
)
(4.3)
Zn et Zτ sont déﬁnis par :
Zn(k) = (−1)(sn(k)⊕y(k))
Zτ (k) = Zn((k + τ) mod (225 − 1)) (4.4)
τ = 16777232 est un délai constant, déﬁni par la standard.
Cn est donc construit à partir de deux m-sequences, sn and y, qui sont déﬁnies par leurs
polynômes caractéristiques :
gsn(x) = x
25 + x22 + 1
gy(x) = x
25 + x24 + x23 + x22 + 1
(4.5)
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Le code d'embrouillage dépend de l'index n. Soit n0, · · · , n23 les 24 bits de la représentation
binaire de la valeur de n, où n0 est le bit de poids faible. Les registres des séquences sn et y
sont réinitialisés à chaque début de trame (i.e. tous les 38400 chips) avec les valeurs suivantes :
sn(0) = n0, sn(1) = n1, . . . , sn(23) = n23, sn(24) = 1
y(0) = y(1) = y(2) = · · · = y(23) = y(24) = 1 (4.6)
Le vecteur (n0, · · · , n23) est alloué par la station de base macro dans un message de signa-
lisation dédié. Ainsi, sous l'hypothèse que la synchronisation temporelle avec le début de la
trame est acquise, la séquence y est connue, contrairement à la séquence s.
D'après la propriété d'addition des m-séquences (cf. section 1.4), on a :
sn(i+ τ) = sn(i+ 4)⊕ sn(i+ 7)⊕ sn(i+ 18)
y(i+ τ) = y(i+ 4)⊕ y(i+ 6)⊕ y(i+ 17) (4.7)
Cette propriété est utilisée pour générer la séquence Zτ de l'Eq. 4.4.
4.2.2 Estimation du code d'embrouillage
L'algorithme d'estimation du code d'embrouillage consiste à estimer le vecteur
(n0, · · · , n23). Il est découpé en 4 étapes :
 Étape 1 : Un pré-traitement qui permet d'observer une séquence LFSR directement
reliée aux séquences sn et y ;
 Étape 2 : Élimination de l'inﬂuence de la séquence y, ce qui procure une observation
d'une version décalée de la séquence sn.
 Étape 3 : Estimation de l'état initial de la séquence résultante de l'étape 2 à l'aide d'un
algorithme de décodage par passage de messages ;
 Étape 4 : Détermination de l'état initial de la séquence sn : (n0, · · · , n23).
Aﬁn de faciliter la compréhension de l'algorithme, nous allons restreindre la description à un
environnement mono-utilisateur, canal AWGN et un signal échantillonné au rythme chip. La
robustesse à un canal multi-trajets et un environnement multi-utilisateurs seront discutés dans
les sections 4.2.3.2 et 4.2.3.3.
4.2.2.1 Pré-traitement
Le canal de propagation est supposé avoir un seul trajet (AWGN). Par conséquent, le
signal émis (cf. Eq. 4.35) ne subit qu'une rotation de phase. Au récepteur, il est modélisé par :
T (k) = ejθ(k)Sn(k)(βdXDPDCH(k) + jβcXDPCCH(k)) + n(k) (4.8)
θ(k) = θ0 + 2pik∆FTc est la rotation de phase introduite par le canal (θ0), et l'eﬀet cumulatif
du décalage de fréquence porteuse entre l'émetteur et le récepteur ∆F . Le bruit additionnel
n(k) représente le résultat en bande de base du bruit thermique du récepteur plus toutes
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les sources d'interférences. Il est modélisé par un bruit blanc gaussien complexe circulaire de
variance σ20.
La première opération consiste à appliquer un traitement diﬀérentiel entre deux échantillons
successifs :
U(k) = T (k + 1)T (k)∗
= ej(θ(k+1)−θ(k))Cn(k + 1)Cn(k)∗{β2dXDPDCH(k + 1)XDPDCH(k) (4.9)
+β2cXDPCCH(k + 1)XDPCCH(k) + jβcβd(XDPCCH(k + 1)XDPDCH(k)
−XDPDCH(k + 1)XDPCCH(k))}+ I(k)
où I(k) contient tout les produits croisés des termes de bruit.
La rotation de phase résultante θ(k + 1) − θ(k) peut être enlevée car elle est négligeable.
En eﬀet, θ(k + 1) − θ(k) = 2pi∆FTc, où Tc ≈ 260 ns est la durée d'un chip. D'après les
spéciﬁcations de l'UMTS [79][80], l'oscillateur du récepteur doit avoir une précision inférieure
à 0.15 ppm par rapport à la fréquence porteuse de l'émetteur f0. Pour f0 = 2 GHz, cela donne
∆F = 300 Hz et ∆FTc = 7.8 10−5. Par conséquent, le terme ej(θ(k+1)−θ(k)) peut être négligé,
et ce premier pré-traitement permet ainsi de se débarrasser de l'inﬂuence de la phase du canal.
On déﬁnit la séquence Z˜(k) = Zn(2k + 1)Zn(2k)Zτ (2k). D'après l'Eq. 4.3, le code d'em-
brouillage vériﬁe la relation suivante :
Cn(2k + 1)Cn(2k)
∗ = −2jZ˜(k) (4.10)
De plus, étant donné les propriétés des séquences d'étalement Cd et Cc, les signaux étalés
XDPDCH(k) et XDPCCH(k) satisfont les relations suivantes :
XDPDCH(2k + 1)XDPDCH(2k) = XDPCCH(2k + 1)XDPCCH(2k) = 1
XDPCCH(2k + 1)XDPDCH(2k) = XDPDCH(2k + 1)XDPCCH(2k)
(4.11)
Remarque : ces relations ne sont valides que si k = 0 correspond au début de la trame. Si le
récepteur est décalé d'un nombre impair de chips, ces propriétés ne sont plus satisfaites.
Déﬁnissons la variable V (k), qui correspond aussi au 2ième pré-traitement (décimation et
prise de partie imaginaire) du signal reçu, appliqué après le traitement diﬀérentiel :
V (k) = −= (U(2k)) (4.12)
où =(z) est la partie imaginaire de la variable complexe z.
En appliquant les équation 4.10 et 4.11, V (k) devient :
V (k) = 2(β2d + β
2
c )Z˜(k) + w(k) (4.13)
La variable w(k) contient tous les termes de bruit.
D'après la déﬁnition de la séquence Zτ (Eq. 4.4), il apparaît que Z˜ est la modulation BPSK
d'une séquence binaire z˜ :
z˜(k) = s˜(k)⊕ y˜(k) (4.14)
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où s˜(k) et y˜(k) sont déﬁnies par :
s˜(k) = sn(2k)⊕ sn(2k + 1)⊕ sn(2k + τ)
y˜(k) = y(2k)⊕ y(2k + 1)⊕ y(2k + τ) (4.15)
En intégrant les résultats de l'Eq. 4.7, les séquences s˜(k) et y˜(k) deviennent :
s˜(k) = sn(2k)⊕ sn(2k + 1)⊕ sn(2k + 4)⊕ sn(2k + 7)⊕ sn(2k + 18) (4.16)
y˜(k) = y(2k)⊕ y(2k + 1)⊕ y(2k + 4)⊕ y(2k + 6)⊕ y(2k + 17) (4.17)
Les propriétés d'addition et de décimation des m-séquences (cf. section 1.4) permettent de
conclure que s˜ (resp. y˜) est une version décalée de la m-sequence sn (resp. y). Ces deux
séquences forment une 'paire préférentielle', ce qui signiﬁe que z˜ est une séquence de Gold
[36]. On en déduit ﬁnalement que V (k) représente l'observation de la séquence de Gold z˜
corrompue par du bruit additif.
De plus, comme nous l'avons vu à la section 2.4.3, il est possible de décoder une séquence
pseudo-aléatoire avec un algorithme de décodage par passage de messages. En appliquant ces
techniques, il est possible de retrouver l'état initial des registres de la séquence z˜, puis des
séquences sn et y. Le polynôme caractéristique de la séquence zn est :
gz(x) = gsn(x)gy(x) = x
50 + x49 + x48 + x46 + x45 + x44 + x24 + x23 + 1 (4.18)
Son poids est élevé (il vaut 9), ce qui est néfaste pour les performances de décodage. Nous
avons donc proposé une nouvelle stratégie de détection, qui exploite la connaissance à priori
de l'état initial de la séquence y au début de chaque trame. Cette stratégie implémente une
recherche en série de la séquence sn. L'intérêt est que le polynôme gsn(x) a un poids t = 3, ce
qui assure une bonne performance de détection.
4.2.2.2 Recherche en série
La procédure de recherche en série combine deux opérations : synchronisation avec le début
de la trame et estimation de l'état initial des registres.
Nous allons utiliser les hypothèses de synchronisation H0 et H1 déﬁnies à la section 2.2.1, que
nous rappelons ici :
 H0 : le récepteur n'est pas synchronisé avec le début de la trame. Ceci correspond à une
absence de signal, tel que cela a été déﬁni à la section 2.2.1.
 H1 : le récepteur est synchronisé avec le début de la trame. On observe le signal à
détecter.
A chaque instant qTc, le récepteur suppose que l'hypothèseH1 est valide. Il va donc appliquer la
procédure d'estimation que nous allons détailler maintenant. Étant donné que l'état initial des
registres de la séquence y est connu au début de la trame (tout à '1'), le récepteur peut générer
la séquence y puis y˜ d'après l'Eq. 4.17. LesM échantillons du vecteur (V (q), · · · , V (q+M−1))
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obtenus par l'intermédiaire de l'Eq. 4.13 sont multipliés chip à chip par la modulation BPSK
de y˜ :
Rq(k) = V (k + q)(−1)y˜(k) k = 0, . . . ,M − 1 (4.19)





c )(−1)s˜(k) + wq(k) (4.20)
où wq(k) = (−1)y˜(k)w(k+q) est le terme de bruit embrouillé par la séquence y˜. Par conséquent,
Rq(k) est une observation bruitée de la séquence s˜, modulée en BPSK.
Nous avons établi dans la section précédente que s˜ est une version décalée de la séquence sn.
Elle peut donc être décodée avec un algorithme de décodage par passage de messages, tel que
décrit à la section 2.4.3. La matrice de parité du décodeur est construite à partir du polynôme
caractéristique de la séquence sn. Elle est constituée par la concaténation de K matrices de
parité élémentaires, de la forme :
E =

gr · · · g0 0 · · · · · · 0
0 gr · · · g0 0 · · · 0
...
. . . . . . . . . . . . . . .
...
0 · · · 0 gr · · · g0 0
0 · · · · · · 0 gr · · · g0
 (4.21)
Les matrices élémentaires ne sont pas circulantes car le récepteur n'observe pas la séquence sur
toute sa longueur. Chaque matrice est générée par le polynôme gl(x) = gsn(x
2l). On exploite




, qui est valable dans GF(2).
Le vecteur (Rq(0), · · · , Rq(M − 1)) alimente le décodeur de type Min-Sum [54] et ce dernier
indique s'il a trouvé un mot de code valide. Si la réponse est positive il fournit aussi l'état
initial des registres qui a permis de générer ce mot de code :
{Ic, Aˆs˜} = dec(Rq(0), Rq(1), · · · , Rq(M − 1)) (4.22)
où Ic est la fonction d'indication de l'appartenance au code, déﬁnie par l'Eq. 2.20.
Si le décodeur ne trouve pas un mot de code, cela signiﬁe que l'hypothèse H1 n'est pas valide
ou que le décodeur a fait une erreur. Dans les 2 cas, la procédure d'estimation est recommencée
à l'instant q+ 1 suivant. Si le décodeur trouve un mot de code, l'état initial de la séquence sn
est calculé par une simple multiplication matricielle. La méthode de calcul de cette matrice
sera détaillée à la section suivante.
4.2.2.3 Détermination de l'état initial de la séquence sn
Le décodeur fournit les r chips qui représentent l'état initial de la séquence s˜. On les
modélise sous la forme du vecteur colonne Us˜. L'objectif est donc de remonter à l'état initial
de la séquence sn : Usn = (n0, n1, · · · , n24)T , sachant que n24 = 1 (cf. Eq. 4.6). Cette tâche
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est réalisée en deux étapes. La première consiste à déterminer l'état initial d'une séquence
intermédiaire sdecim, qui par une décimation d'un facteur 2 donne la séquence s˜ :
s˜(k) = sdecim(2k) (4.23)
D'après l'Eq. 4.16, sdecim est reliée à sn par la formule suivante :
sdecim(k) = sn(k)⊕ sn(k + 1)⊕ sn(k + 4)⊕ sn(k + 7)⊕ sn(k + 18) (4.24)
Il existe une matrice de transposition Bs entre les vecteurs Usdecim et Us˜ [81] :
Usdecim = BsUs˜ (4.25)
Bs dépend uniquement du polynôme caractéristique de la sequence s. La méthode de construc-
tion est détaillée dans la section A.4 de l'Annexe.
La deuxième étape consiste à calculer Usn à partir de Usdecim . On exploite pour cela la propriété
d'addition des m-séquences et l'Eq. 4.24. Soit Us(k) l'état des registres de la séquence s à
l'instant k. Il existe une matrice de transition Gs entre les instants k et k+1 (cf. Eq. A.3 dans
la section A.2 de l'Annexe) :
Us(k + 1) = GsUs(k) (4.26)
Ainsi, nous avons :








où Ir est la matrice identité de taille r × r.
Ces deux étapes sont ﬁnalement combinées dans une seule multiplication matricielle :
Usn = TsUs˜ (4.28)
où








Il est important de noter que les calculs de l'Eq. 4.28 doivent être réalisés dans GF(2). De
plus, la matrice Ts doit être calculée une seule fois, puis mémorisée. Cela représente 252 = 625
valeurs binaires à conserver.
Si le décodeur détecte un mot de code valide, il est important de vériﬁer si c'est une fausse
alarme ou non. La taux de fausse alarme qui a été mesuré par simulation est trop élevé pour
assurer un temps d'acquisition raisonnable. Une étape de vériﬁcation a donc été implémentée
pour pallier ce problème.
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4.2.2.4 Etage de vériﬁcation
Soit s˜estim la séquence générée à partir de l'état initial Us˜ qui a été estimé. L'étage de
vériﬁcation calcule une variable de décision fondée sur la corrélation entre le signal reçu Rq(k)





où L est la longueur d'intégration cohérente, exprimée en chips. La variable D est ensuite
comparée à un seuil de détection γ. Si D ≥ γ, la détection est déclarée correcte, sinon elle est
rejetée comme étant une fausse alarme. γ est ﬁxé pour un niveau de fausses alarmes pré-déﬁni :
PFA,verif = P (D ≥ γ|H0).
Sous l'hypothèse H0, si les variables Rq(k) sont supposées indépendantes, identiquement dis-
tribuées, gaussiennes de moyenne nulle et de variance σ2 et non-corrélées avec la séquence



























peut alors être évalué en fonction du niveau de fausse
alarme PFA,verif désiré. La calcul de γnorm suppose que la variance du bruit (thermique et
interférences) est estimé par le récepteur. Ceci est atteint avec de bonnes performances car le
RSB du signal en entrée du module de vériﬁcation est largement négatif.
Les performances de la procédure globale (i.e., décodage et vériﬁcation) sont caractérisées par
les probabilités de détection correcte PCD, de mauvaise détection PWD, de non-détection PND,
et de fausse alarme PFA. Si on note Uˆsn l'état initial de la séquence sn estimé par l'algorithme,
ces probabilités sont déﬁnies par :
PCD = P (Ic = 1 et Uˆsn = Usn et D ≥ γ|H1)
PWD = P (Ic = 1 et Uˆsn 6= Usn et D ≥ γ|H1)
PFA = P (Ic = 1 et D ≥ γ|H0)
PND = P (Ic = 0 ou Ic = 1 et D ≤ γ|H1)
Pe = 1− PCD
(4.32)
4.2.2.5 Synthèse de l'algorithme
Le pseudo-code de l'algorithme est présenté ci-dessous. Il doit être implémenté au rythme
chip, ce qui requiert un décodeur fonctionnant à un rythme très élevé.
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Algorithm 4 Algorithme de détection du code d'embrouillage
q = 0
Décision = ÉCHEC
while Décision == ÉCHEC do
Calcule Rq(0), Rq(1), · · · , Rq(M − 1) d'après l'Eq. 4.19
{Ic, Uˆs˜} = dec(Rq(0), Rq(1), · · · , Rq(M − 1))
if Ic = 1 then
Détermine l'état initial de la séquence sn : Uˆsn = TsUˆs˜
Calcule la variable D d'après l'Eq. 4.30




q ← q + 1
end while
4.2.3 Evaluation des performances
Les performances sont mesurées par les probabilités d'erreur de détection Pe = 1 − PCD,
de fausse alarme PFA, et de détection erronée PWD, et le temps moyen d'acquisition Tacq. Ce
dernier est ﬁnalement le paramètre le plus important pour un dispositif opérationnel. Il mesure
le temps moyen pour détecter correctement le code d'embrouillage sachant que l'instant de
démarrage est choisi aléatoirement par rapport au début de la trame.
Ces paramètres ont été mesurés avec l'environnement de simulation suivant :
 L'émetteur envoie un signal correspondand au service de voix de référence (12.2 kbps),
tel que spéciﬁé dans la norme [82] : SFDPDCH = 64, SFDPCCH = 256, βc = 1 and
βd = 11/15.
 Lorsqu'on mesure Pe et PWD, le récepteur est synchronisé avec le début de la trame (i.e.
l'hypothèse H1 est satisfaite). Lorsqu'on mesure PFA, le récepteur est alimenté avec du
bruit gaussien (i.e. l'hypothèse H0 est satisfaite).
 Le décodeur implémente un algorithme de décodage de type Min-Sum (MS) [54]. Il
s'arrête lorsqu'il trouve un mot de code ou bien lorsque le nombre maximal d'itérations
Niter est atteint.
 Une acquisition est validée si le code d'embrouillage est correctement détecté dans l'in-
tervalle déﬁni par le début de la trame t0 et t0 +W , où W est la fenêtre d'observation
qui prend en compte l'étalement maximal du canal. Il a été ﬁxé à W = 5 chips pour
supporter le canal 'Case 3' qui est le plus étalé (cf. Tableau 4.1).
Sous l'hypothèse H1, le rapport signal à bruit (RSB) à l'entrée du récepteur est déﬁni par
RSB = 2(β2c + β
2
d)/σ
2, où σ2 est la variance du bruit blanc gaussien.
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4.2.3.1 Probabilités de détection et de fausse alarme
La conﬁguration optimale des paramètres M , Niter, et K a été obtenue au moyen de
simulations sur un canal de type AWGN (i.e. mono-trajet). Durant cette phase, l'étage de
vériﬁcation a été omis. En eﬀet, son but est de rejeter des fausses alarmes tout en minimisant
la dégradation de la probabilité de détection correcte. Par conséquent, la probabilité d'erreur
de détection Pe est supposée être insensible à la présence ou non de l'étage de vériﬁcation. Les
paramètres de conﬁguration sélectionnés sont ceux qui minimisent Pe.
La Figure 4.3 montre Pe en fonction du RSB pour plusieurs valeurs du nombre maximum
d'itérations de l'algorithme de décodage (Niter). Il n'est pas nécessaire d'excéder Niter = 20
itérations. Cette valeur a été retenue pour l'ensemble des simulations.













Figure 4.3  Inﬂuence du nombre d'itérations Niter. L'étage de validation est omis.M = 4000
et K = 7
La Figure 4.4 montre Pe en fonction du RSB pour plusieurs valeurs de K. Pour une valeur
cible Pe = 10−2, un gain de 7 dB est obtenu avec K = 7 matrices élémentaires par rapport
à la conﬁguration avec une seule matrice. Les performances obtenues avec l'algorithme Sum-
producte (SP) [15] sont aussi montrées à titre de comparaison. Le gain est assez minime et ne
vaut pas l'augmentation de complexité qui est induite par l'algorithme.
La Figure 4.5 montre la sensibilité de la détection aux nombre de variables M utilisées par le
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Figure 4.4  Inﬂuence du nombre d'équations de parité K. L'étage de validation est omis.
Niter = 20 et M = 4000
décodeur. Il n'est pas nécessaire d'utiliser plus de 4000 chips. Un gain de 0.75 dB est obtenu
en doublant la taille de M = 2000 à M = 4000 chips. Ce gain est relativement faible, ce
qui laisse de la marge pour trouver un bon compromis complexité/performance en vue d'une
réalisation matérielle. En eﬀet, la complexité du décodeur dépend fortement du nombre de
variables et de leur connectivité. Si on peut diviser par 2 le nombre de variables, le gain en
ressources matérielles est important.
La Figure 4.6 montre la sensibilité de PFA au nombre d'itérations Niter lorsque l'étage de
vériﬁcation est omis (RSB = −5 dB). Lorsque le nombre d'équations de parité est élevé,
le décodeur possède moins d'ensembles absorbants (cf. section 3.4.1) et corrige plus d'erreurs
lorsque le nombre d'itérations croît. Ceci augmente la probabilité de fausse alarme. Elle atteint
un niveau inacceptable PFA = 0.03 lorsque Niter = 20. Heureusement, l'étage de vériﬁcation
va fournir une solution eﬃcace pour réduire ce taux de fausses alarmes.
La Figure 4.7 montre PFA en fonction du seuil de détection normalisé γnorm lorsque
−10log(σ2) = −10 et −5 dB. Il a aussi été observé que PFA était indépendant du RSB.
En eﬀet, l'algorithme de décodage MS est insensible à une multiplication des LLRs en entrée
par un facteur commun. Cela signiﬁe qu'il produira le même résultat qu'on l'alimente avec les
vecteurs Y ou ζ2Y . Lors de l'évaluation de PFA, le vecteur d'entrée est constitué d'échantillons
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Figure 4.5  Inﬂuence du numbre de variables M . L'étage de validation est omis. Niter = 20
et K = 7
de bruit blanc gaussien de variance σ2. Par conséquent, PFA reste inchangé quand on applique
un facteur multiplicatif ζ/σ pour modiﬁer le RSB.
Le taux de fausses alarmes cible doit être inférieur à 10−4. Cela correspond à un seuil normalisé
γnorm ≥ 4. Si le mot de code trouvé par le décodeur était indépendant des variables d'entrées
Rq(k), PFA devrait suivre la courbe théorique donnée par l'Eq. 4.31. C'est la courbe avec la
légende 'i.i.d.' dans la Figure 4.7. On observe cependant une grande diﬀérence. Ceci s'explique
de la manière suivante. Si le graphe de Tanner du décodeur est un arbre, l'algorithme MS
implémente un décodage de type MLSE [54]. Il trouve donc le mot de code ayant la corrélation
la plus élevée avec le signal d'entrée. L'hypothèse d'indépendance qui a été faite pour trouver
l'Eq. 4.31 n'est donc pas valable. Ceci explique l'écart observé.
Une fois que γnorm est choisi, l'impact de la longueur d'intégration cohérente L sur la proba-
bilité de détection raté de l'ensemble (décodeur + étage de vériﬁcation) doit être évalué. Ceci
est montré à la Figure 4.8. Les performances obtenues lorsque l'étage de vériﬁcation est omis
servent de référence. Pour γnorm = 4.25, la longueur d'intégration doit être supérieure ou égale
à L = 1024. Cela assure une dégradation minimale de Pe. Si L = 512, une dégradation de 2.5
dB est observée pour Pe = 10−2, par rapport à la conﬁguration de référence. Cela valide aussi
notre hypothèse de départ. L'étage de validation a peu d'inﬂuence sur Pe si γ et L sont sélec-
4.2. Système WCDMA 83









Figure 4.6  Probabilité de fausse alarme : inﬂuence du nombre d'itérations.−10log(σ2) = −5
dB
tionnés correctement. Les performances obtenues avec le décodeur proposé par Kerr et Lodge
[83] sont aussi aﬃchées. Notre algorithme oﬀre une amélioration de 5 dB pour Pe = 10−2.
Ceci est dû au choix du décodeur. Ils ont implémenté un décodeur qui utilise les bits les plus
ﬁables pour corriger par un mécanisme de ré-encodage les bits les moins ﬁables. Le décodeur
utilise pour cela une matrice de parité mise sous une forme systématique (voir [83] pour plus
de détails). S'il y a beaucoup d'erreurs parmi les bits les plus ﬁables, le décodeur n'arrivera
pas à corriger les M − r bits les moins ﬁables. Cette situation apparaît souvent lorsque le
décodeur travaille à une RSB négatif, ce qui explique la limitation des performances. Avec
notre approche, une BS femto peut détecter un utilisateur macro ayant un RSB = −6 dB.
Cela correspond à un interféreur puissant dans le contexte du réseau WCDMA.
Un autre résultat a aussi été obtenu avec ces simulations : l'étage de vériﬁcation élimine les
détections erronées (PWD = 0). Si un mot de code erroné est décodé, la corrélation avec le
signal d'entrée ne dépasse pas le seuil ﬁxé.
Les valeurs des paramètres γnorm = 4.25 et L = 1024 seront choisies pour toutes les autres
simulations.
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Figure 4.7  Probabilité de fausse alarme en sortie de l'étage de vériﬁcation.
4.2.3.2 Robustesse à des trajets multiples
La robustesse à un canal multi-trajets a été évaluée en appliquant le canal 'case 3' déﬁni
par le 3GPP pour les tests de conformité des stations de base [80]. Son proﬁl puissance-délai
est donné dans le Tableau 4.1. L'atténuation moyenne est donnée par rapport au trajet le plus
puissant. Aﬁn de ne tenir compte que de l'impact des trajets multiples, l'énergie de la réponse
impulsionnelle du canal est normalisée à 1. Cela rend le RSB constant à l'entrée du récepteur.
La Figure 4.9 montre Pe en fonction du RSB. Les performances sont dégradées par rapport
à un canal mono-trajet car le RSB par trajet diminue. Or le détecteur se synchronisant sur
un trajet, il est sensible au RSB par trajet et non au RSB global. On observe aussi un légère
dégradation par rapport au scénario sans étage de vériﬁcation. Même si la dégradation par
rapport à la conﬁguration mono-trajet est signiﬁcative, l'algorithme fonctionne toujours, il est
robuste aux trajets multiples.
4.2.3.3 Robustesse à un environnement multi-utilisateurs
Considérons une conﬁguration où deux utiliateurs sont reçus avec un délai de ν chips.
Supposons aussi que le récepteur est synchronisé avec le début de la trame du premier uti-
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Figure 4.8  Inﬂuence de γnorm et L sur Pe.
Table 4.1  Modèle de canal 'Case 3'





lisateur. Si If ν ≥ 1, la multiplication par (−1)y˜(k) dans l'Eq. 4.19 va embrouiller le signal
du deuxième émetteur. Par conséquent, le signal retardé de ν chips est vu comme une source
additionnelle de bruit par le décodeur. Cela peut dégrader les performances de détection car
le RSB diminue, mais l'algorithme est toujours fonctionnel. D'un autre côté, si ν = 0, le dé-
codeur peut éventuellement raté la détection des deux transmissions. Cela dépend du ratio de
puissance entre les 2 émetteurs. Ceci est illustré par la Figure 4.10. La probabilité de détec-
tion ratée pour le premier utilisateur est aﬃchée en fonction du ratio de puissance entre les 2
utilisateurs ρ = 10log(Pinterf/Pu). La puissance du premier utilisateur est notée Pu et celle du
deuxième Pinterf . Le niveau de bruit thermique est ﬁxé de telle manière que le RSB vaille −6
dB dans une conﬁguration mono-utilisateur. La borne mono-utilisateur est aussi aﬃchée pour
montrer la performance asymptotique lorsque ρ → −∞. La dégradation est régulière, mais
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case 3 − sans validation
case 3 − γ
norm
 = 4.25
Figure 4.9  Canal à trajets multiples (case 3) - W = 5.
l'algorithme n'arrive plus à détecter l'utilisateur d'intérêt si ρ est proche de 0 dB. Heureuse-
ment, le standard UMTS a déﬁni une procédure de synchronisation qui limite la probabilité
que deux utilisateurs soient reçus d'une manière synchrone au niveau d'une station de base.
Elle est détaillée dans [82]. L'algorithme de détection va donc très probablement opérer dans
des conﬁgurations d'utilisateurs asynchrones.
4.2.3.4 Temps moyen d'acquisition
Le temps d'acquisition mesure le temps nécessaire pour détecter correctement l'état des
registres du code d'embrouillage, sachant qu'on démarre à un instant aléatoire. Les résultats de
simulation ont montré que PWD est négligeable. Par conséquent, le temps moyen d'acquisition
a la même expression que celui obtenu pour une recherche séquentielle conventionnelle [70] :
Tacq =
(










, et N = 38400 est la longueur de la trame (en chips).
∆ est la pénalité de fausse alarme. Cela correspond aux nombres de chips nécessaires pour
détecter une mauvaise synchronisation et relancer la procédure d'acquisition. Nous avons sup-
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Figure 4.10  Pe pour une réception synchrone de 2 utilisateurs.
posé que cette pénalité valait une trame : ∆ = 38400. La Figure 4.11 montre Tacq en fonction
du RSB pour les canaux AWGN et 'case 3'. Le résultat est normalisé par la durée d'une trame
de 10 ms (Tacq/0.01) pour faciliter l'interprétation. On observe que le code d'embrouillage
peut être détecté en une trame pour RSB > −5 dB.
D'après la norme [82], un utilisateur émettant le service de voix de référence (12.2 kbps) doit
être reçu correctement à la BS macro à laquelle il est attaché, pour un RSB plus grand que
−17 dB (canal AWGN). Ainsi, s'il est reçu à la BS femto avec un RSB de −5 dB, sa puissance
est 12 dB plus grande qu'un utilisateur femto. C'est donc un interféreur particulièrement fort.
Heureusement, l'index de son code d'embrouillage peut être détecté avec l'algorithme que nous
avons proposé. Cela oﬀre l'opportunité d'atténuer l'impact de cet interféreur en implémentant
des algorithmes de suppression des interférences. Les trous de couverture qui apparaissent
autour d'une BS femto peuvent donc être traités pour les faire disparaître.
4.2.4 Conclusions
Nous avons proposé un algorithme de détection de l'index du code d'embrouillage utilisé
pour la liaison montante d'une transmission WCDMA. Il exploite la procédure de modula-
tion, étalement et multiplexage du standard WCDMA, il est donc dédié à ce système. Les
88 Chapitre 4. Détection des codes d'embrouillages
























Figure 4.11  Temps moyen d'acquisition. γnorm = 4.25 et L = 1024
résultats de simulations montrent qu'il est possible d'obtenir une estimation ﬁable pour un
RSB supérieur à −7 dB, dans un canal AWGN. Ainsi, il est possible de mettre en ÷uvre des
algorithmes de suppression d'interférences au niveau d'une BS femto et d'éviter les trous de
couverture qui apparaissent avec les interféreurs puissants. La robustesse de l'algorithme à
un canal multi-trajets et un environnement multi-utilisateurs a aussi été établie. Nous avons
enﬁn comparé les performances de notre algorithme avec celui de Kerr et Lodge [31]. Nous
obtenons une amélioration de l'ordre de 5 dB, ce qui est très signiﬁcatif.
4.3 Système CDMA2000
L'article de Kerr et Lodge s'intéresse uniquement à la détection du code d'embrouillage
utilisé par les conﬁguration radio (RC) 3 à 6. Ceci correspond aux services de données. Ils
utilisent une modulation de type QPSK. Nous allons nous intéresser au cas de conﬁgurations
RC 1 et 2 qui mettent en ÷uvre une modulation orthogonale à 64 états [4]. Ceci modiﬁe les
traitements à réaliser.
Kerr et Lodge ont mis en ÷uvre un algorithme de décodage qui partitionne les M bits reçus
entre les r bits indépendants les plus ﬁables et les M − r autres [83]. La matrice de parité
4.3. Système CDMA2000 89
est alors modiﬁée pour être mise sous une forme systématique [IM−rC] où la matrice identité
IM−r correspond auxM−r bits les moins ﬁables. L'algorithme de décodage suppose à chaque
itération que les bits les plus ﬁables sont corrects, et sont utilisés pour corriger les bits les
moins ﬁables. En eﬀet, chaque bit 'moins ﬁable' est relié aux bits les plus ﬁables par une
seule équation de parité. Si les bits les plus ﬁables sont corrects, le bit le moins ﬁable est
le résultat de l'addition binaire des bits ﬁables. Cette technique est nommé 'ré-encodage'.
L'algorithme essaye aussi de corriger des bits 'ﬁables' en détectant d'éventuelles erreurs. Dans
ce cas, l'algorithme est itéré une nouvelle fois avec une nouvelle partition entre les bits les
plus ﬁables et les moins ﬁables. Si aucune erreur n'est détectée, l'algorithme passe à une étape
de validation. Le mot de code détecté est corrélé avec le signal reçu et comparé à un seuil de
détection. Si le seuil est dépassé, le mot de code est accepté.
L'algorithme de décodage Kerr et Lodge nous est apparu moins performant et surtout ne
reposant pas sur des bases théorique solide. Nous avons plutôt opté pour l'algorithme de
décodage itératif par passage de messages, tel que décrit à la section 2.4.3.
4.3.1 Génération du signal
Dans cette section, la méthode de modulation et d'étalement employée pour générer les
signaux de canaux RC 1 et 2 sera d'abord détaillée. La méthode de génération du code d'em-
brouillage sera ensuite expliquée. Ceci est tiré du standard déﬁnit par le 3GPP2 [4]. Ces infor-
mations seront mises à proﬁt pour déﬁnir l'algorithme de détection du code d'embrouillage.
4.3.1.1 Modulation et étalement
La ﬁgure 4.12 détaille les opérations de modulation et d'étalement pour les canaux RC 1
et 2. Les données sont tout d'abord transposées sur une modulation orthogonale à 64 états.
Les chips obtenus sont répétés 4 fois, puis le résultat est multiplié chip à chip par le code
d'embrouillage long Sn. Le signal est enﬁn multiplié par une séquence complexe CI + jCQ,
puis mis en forme avec le ﬁltre P (t).
La modulation orthogonale à 64 état consiste à associer 6 bits consécutifs di, di+1, · · · , di+5 à
l'une des séquences de Walsh-Hadamard de 64 chips (Wm). L'indice de la séquence est déﬁni
par la relation suivante :m = di+2di+1 +4di+2 +8di+3 +16di+4 +32di+5. Ensuite, chaque chip
de la séquence Wm est répété 4 fois, puis embrouillé par le code long Sn. L'indice n indique
que le code est spéciﬁque à chaque utilisateur. On obtient ﬁnalement le signal V (k) :
V (k) = Sn(k)Wm (bk/4c) (4.34)
bxc est l'entier inférieur le plus proche de x.
Les variables Sn and Wm sont les modulations BPSK des séquence binaires sn et wm.
La séquence V (k) est ensuite multipliée par la séquence complexe CI+jCQ. Les deux séquences
cI et cQ sont des m-séquences de degré r = 15 et donc de période 215− 1 = 32767 chips. Leur












Figure 4.12  Modulation et étalement
polynôme caractéristique est déﬁni par :
gI(x) = x
15 + x13 + x9 + x8 + x7 + x5 + 1
gQ(x) = x
15 + x12 + x11 + x10 + x6 + x5 + x4 + x3 + 1
Les séquence cI et cQ sont complétées par un '0' pour créer une séquence de N = 32768 chips.
L'état initial de ces séquences au début de la trame est connu par le récepteur. En eﬀet, le
standard restreint l'utilisation de ces séquences à un sous-ensemble de 512 séquences CI +jCQ
utilisables. L'opérateur du réseau alloue à chaque cellule une séquence, qui est aussi utilisée
par les mobiles pour détecter et se synchroniser sur le réseau de l'opérateur. On peut donc
raisonnablement supposer qu'elle est connue du récepteur.
Dans cette étude, l'impact de la procédure de contrôle de puissance n'est pas pris en compte.
Une trame est découpée en intervalles de temps (slot) dont la puissance d'émission peut être
mise à zéro. Ainsi, le rapport entre le nombre de slots émis et le nombre de slots total (15)
déﬁnit le ratio de fenêtrage. S'il vaut 1, tous les slots sont émis avec la puissance nécessaire.
S'il vaut 1/2, un slot sur 2 est émis en moyenne. Si le motif de fenêtrage est aléatoire, cette
procédure permet de diminuer les interférences entre utilisateurs au niveau de la station de
base. Aﬁn de simpliﬁer la description du fonctionnement de l'algorithme de détection du code
d'embrouillage, nous supposerons dans cette étude qu'il n'y a pas de fenêtrage (ratio de 1). S'il
est plus petit, le principe de détection du code d'embrouillage sera le même, mais il faudrait
paralléliser des instances de l'algorithme.
Après la multiplication par la séquence CI(k) + jCQ(k), la partie réelle est ﬁltrée par P (t)
alors que la partie imaginaire est retardée d'un demi-chip avant d'être ﬁltrée. Cela implémente
une modulation de type oﬀset QPSK, qui diminue la rapport puissance crête sur puissance
moyenne (PAPR) de l'émetteur. Ceci permet d'optimiser l'utilisation de la puissance au niveau
du terminal et donc améliorer la durée de vie des batteries. Les spéciﬁcations du ﬁltre P (t)
sont détaillées dans la norme [4].
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V (k)Gk(t− kTc) (4.35)
où Gk(t) = CI(k)P (t) + jCQ(k)P (t− Tc/2).
Tc est la période chip et vaut 814 ns. Gk(t) peut être considéré comme un ﬁltre de mise en
forme variable au cours du temps.
4.3.1.2 Génération du code d'embrouillage
Le code d'embrouillage est construit à partir d'une m-séquence notée a ayant une très
longue période de répétition : 242 chips. La Fig. 4.13 montre le générateur de la séquence,
déﬁni dans la représentation de Galois (cf. section 1.2). Son polynôme caractéristique est de
degré r = 42. Il est déﬁni par :
gs(x) = x
42 + x35 + x33 + x31 + x27 + x26+
x25 + x22 + x21 + x19 + x17 + x16+
x10 + x7 + x6 + x5 + x3 + x2 + x+ 1
A l'instant k, le contenu du iième registre est noté ui(k). Le code d'embrouillage est construit





⊕ représente l'addition modulo 2.
mn(0), · · · ,mn(r − 1) est le masque du nième utilisateur. Il dépend du numéro de série du
terminal et est donc ﬁxe. Le vecteur u0(k), u1(k), · · · , ur−1(k) est connu à un instant donné
par l'intermédiaire d'un message de signalisation qui est émis régulièrement (paramètre 'SYS
TIME' indiqué dans le synchronization channel message). D'un autre côté, le masque est
inconnu d'un utilisateur autre qu'une station de base. Notre récepteur ne le connaît donc
pas. Il n'est par conséquent pas possible d'exploiter la connaissance de l'état des registres
u0(k), u1(k), · · · , ur−1(k) à un instant donné.
En invoquant la propriété d'addition des m-séquences, il apparaît que sn est une m-séquence
dont le polynôme caractéristique est gs(x). C'est une version décalée de la séquence a :
sn(k) = a(k + τn). τn est un retard spéciﬁque au nième utilisateur. Il dépend du masque
mn(0), · · · ,mn(r − 1) et de gs(x) (cf.section A.3 de l'Annexe). En utilisant la représentation
de Fibonacci, sn peut être construite avec le générateur représenté à la Figure 1.1. Plutôt que
d'estimer le masque de l'utilisateur, en supposant l'état initial de la séquence a connu, il est
plus simple d'estimer directement l'état des registres de la séquence sn dans sa représentation
de Fibonacci. C'est l'objectif de notre algorithme d'estimation du code d'embrouillage.









ur-1-(k) ur-2-(k) u1(k) u0(k)
Figure 4.13  Génération du code long
4.3.2 Détection du code d'embrouillage
Comme pour le système WCDMA décrit à la section 4.2, l'algorithme procède en 3 étapes :
 Étape 1 : Un pré-traitement qui permet d'observer une version décalée de la séquence
sn, notée s˜.
 Étape 2 : estimation de l'état initial de la séquence s˜ à l'aide d'un algorithme de décodage
par passage de messages.
 Étape 3 : détermination de l'état initial de la séquence sn à l'aide d'une matrice de
transposition des états.
Aﬁn de faciliter la compréhension de l'algorithme, la description sera restreinte à un canal
AWGN.
4.3.2.1 Pré-traitement
Contrairement au cas du système WCDMA abordé dans la section 4.2, le signal reçu doit
être surréchantillonné aﬁn de permettre une égalisation du ﬁltre Gk(t). La période d'échan-
tillonnage est donc T = Tc/E, où E est le facteur de surréchantillonnage. En appliquant cela




V (k)Gk(qT − kTc) + w(q) (4.36)
où θ est une rotation de phase introduite par le canal et w(q) le bruit additif modélisant le
bruit thermique et les autres sources d'interférences (e.g ; autres utilisateurs).
Notre objectif est de pouvoir observer la séquence sn. Il faut donc éliminer Gk(t), θ et la
séquence Wm. Le ﬁltre de mise en forme P (t) déﬁni par le standard génère de l'interférence
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entre chips, un simple ﬁltre adapté n'est pas suﬃsant pour éliminer Gk(t). Il est nécessaire
d'implémenter un égaliseur du ﬁltre variable Gk(t). Ce dernier est modélisé par un ﬁltre FIR
(Finite Impulse Response) avec 2L + 1 coeﬃcients : Fk(−L), · · · , Fk(0), · · · , Fk(L). Il peut
appliquer un critère de type ZF (Zero Forcing) ou MMSE. La méthode d'implémentation de
l'égaliseur est détaillée dans la section B de l'Annexe.
Si le récepteur est synchronisé avec le signal émis, le signal après égalisation et sous-




R(kE − l)Fk(l) ≈ ejθV (k) + weq(k) (4.37)
où weq(k) est le bruit après ﬁltrage.
Si le récepteur n'est pas synchronisé avec le signal émis, la sortie de l'égaliseur peut être
considéré comme une séquence de bruit aléatoire. En eﬀet, l'égalisation va induire une multi-
plication du signal reçu avec les séquences cI et cQ, et si la synchronisation n'est pas correcte,
cette opération va embrouiller le signal reçu. Ceci assure aussi une robustesse vis-à-vis des
trajets multiples. Si un trajet est retardé de plus d'un chip, le signal qu'il transporte va être
embrouillé par l'opération d'égalisation. Cela constituera une source additionnelle de bruit et
va donc dégrader les performances, mais l'algorithme restera opérationnel.
La seconde étape consiste à supprimer l'impact de la séquence Wm et de la phase θ. Étant
donné que les chips de la séquence Wm sont répétés 4 fois, une multiplication diﬀérentielle est
réalisée parmi les échantillons contenus dans l'intervalle des 4 chips répétés. Par exemple, une
multiplication diﬀérentielle entre les 2 premiers chips va donner le résultat suivant :
J(4k + 1)J(4k)∗ = V (4k + 1)V (4k) + wdiff (k)
= Sn(4k + 1)Sn(4k) + wdiff (k)
où wdiff (k) contient tous les termes de bruit.
Il y a en tout 7 combinaisons de produits possibles :
Di,j(k) = J(4k + i+ j)J(4k + i)
∗
= Sn(4k + i+ j)Sn(4k + i) + wi,j(k)
(4.38)
i = 0, 1, 2 and j = i+ 1, · · · , 3.
Déﬁnissons la séquence binaire s˜i,j(k) = sn(4k + i + j) ⊕ sn(4k + i). Il apparaît que Di,j
est une observation bruitée de la séquence s˜i,j modulée en BPSK. De plus, si on applique 2
fois la propriété de décimation des m-séquences et leur propriété d'addition, on trouve que
s˜i,j est une version décalée de la séquence sn (cf. section 1.4). Par conséquent, s˜i,j possède
le même polynôme caractéristique que sn : gs(x). Il est ainsi possible d'estimer l'état initial
de la séquence s˜i,j à l'aide d'un algorithme de décodage par passage de messages. Sa matrice
de parité est construite, comme pour le système WCDMA, à partir de plusieurs équation de
parité issues du polynôme caractéristique gs(x). Ce décodeur est modélisé par une fonction
dec(.) déﬁnie par les Eq. 4.22 et 2.20.
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Le principe de l'algorithme est donc de décoder l'état initial de la séquence s˜i,j , puis de
retrouver celui de la séquence sn grâce à une matrice de transposition des états. On retrouve
les mêmes idées que celles qui ont été développées pour l'algorithme de détection du code
d'embrouillage du système WCDMA. La diﬀérence réside dans le pré-traitement précédant le
décodage.
4.3.2.2 Détermination de l'état initial de la séquence sn
A partir du signal Di,j(k) obtenu après pré-traitements du signal reçu, le décodeur produit
un vecteur de r bits noté Us˜. Il représente l'état initial de la séquence s˜i,j au début de la trame.
On souhaite trouver l'état initial de la séquence sn : Usn . Cette tâche est réalisée en 2 étapes,
similaires à celles qui ont été déﬁnies à la section 4.2.2.3 pour le système WCDMA.
La première étape consiste à trouver l'état initial de la séquence sdecim, noté Usdecim , qui donne
s˜i,j par décimation d'un facteur 4 :
s˜i,j(k) = sdecim(4k)
Il existe une matrice B qui relie les états initiaux d'une m-séquence et de sa version décimée
d'un facteur 2 [81]. Ceci est décrit dans la section A.4 de l'Annexe. En appliquant 2 fois cette
opération, on obtient :
Usdecim = B
2Us˜
La deuxième étape consiste à trouver Usn à partir de Usdecim . On exploite la propriété d'ad-
dition entre les m-séquences sdecim et sn :
sdecim(k) = sn(k + i+ j)⊕ sn(k + i)
Soit G la matrice de transposition des états entre les instant k et k+ 1, dans la représentation
de Fibonacci. Elle est déﬁnie par l'Eq. A.3 de la section A.2. On obtient :
Usn = (G
i+j +Gi)−1Usdecim
Les 2 étapes sont ﬁnalement regroupées dans une seule matrice de transposition T :
Usn = TUs˜
T = (Gi+j +Gi)−1B2
(4.39)
Il est important de noter que la matrice T est calculée une seule fois, puis mémorisée.
4.3.3 Synthèse de l'algorithme
Le pseudo-code de l'algorithme est présenté ci-dessous. Contrairement au système
WCDMA, il ne nécessite pas l'implémentation d'une étape de vériﬁcation. En eﬀet, le poids
des équations de parité utilisées par le décodeur est élevé, ce qui élimine les fausses alarmes.
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Algorithm 5 Algorithme de détection du code d'embrouillage
q = 0
Décision = ÉCHEC
while Décision == ÉCHEC do
Calcule Di,j(0), Di,j(1), · · · , Di,j(M − 1) d'après les Eq. 4.37 et 4.38
{Ic, Uˆs˜} = dec(Di,j(0), Di,j(1), · · · , Di,j(M − 1))
if Ic = 1 then
Détermine l'état initial de la séquence sn d'après l'Eq. 4.39
Décision = SUCCÈS
end if
q ← q + 1
end while
4.3.4 Evaluation des performances
On utilise les 2 hypothèses de synchronisation H0 et H1, telles qu'elles sont déﬁnies à la
section 4.2.2.2. Les performances de l'algorithme de détection sont mesurées par les probabilités
de détection correcte PCD, fausse alarme PFA et d'erreur de détection Pe :
PCD = P (Ic = 1 and Uˆsn = Usn |H1)
PFA = P (Ic = 1|H0)
Pe = 1− PCD
(4.40)
Uˆsn est l'estimation de l'état initial de la séquence sn, donnée par l'algorithme de détection.
Les performances ont été mesurées d'après les conﬁgurations de simulation suivantes :
 Quand on mesure PCD, le récepteur est synchronisé avec le début de la trame (i.e.
l'hypothèse H1 est satisfaite), alors que le récepteur n'est pas synchronisé lorsqu'on
mesure PFA.
 Le décodeur implémente un algorithme de type Min-Sum [54]. Il s'arrête si toutes les
équations de parité sont satisfaites ou bien si le nombre maximal d'itérations Niter est
atteint.
 Le nombre de variables à l'entrée du décodeur est ﬁxé à M = 1500 chips. Cette valeur
a été sélectionnée aﬁn que M soit inférieur à la taille d'un Power Control Group (PCG)
qui contient 1536 chips [4]. Ceci assure que l'algorithme fonctionne indépendamment du
motif de poinçonnage du mécanisme de contrôle de puissance.
 Le canal est supposé additif blanc et gaussien (AWGN).
Des simulations sur 107 tirages n'ont pas permis d'observer la moindre fausse alarme. Ceci
est dû à la présence de très nombreux ensembles absorbants dans la matrice de parité (cf.
section 3.4.1). En eﬀet, le poids du polynôme gs(x) vaut 19, ce qui est extrêmement élevé. Les
K équations de parité générées à partir des polynômes gl(x) = gs(x2
l
) ne sont pas suﬃsantes
pour éliminer tous les ensembles absorbants. Les ensembles restants empêchent le décodeur
de converger lorsqu'on l'alimente uniquement avec du bruit.
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La Fig. 4.14 montre l'inﬂuence du choix du type d'égaliseur sur la probabilité d'erreur de
détection Pe. Le nombre d'équations de parité est ﬁxé à nRGM = 6 et Niter = 100. L'égaliseur
MMSE oﬀre un gain de l'ordre de 1 dB vis-à-vis du ZF et de 2 dB par rapport au ﬁltre adapté
(noté MRC, pour Maximum Ratio Combining). Ce dernier présente néanmoins un intérêt
car il est beaucoup plus simple à mettre en ÷uvre.
La Fig. 4.15 montre l'inﬂuence du nombre d'équations de parité K sur la probabilité de
détection ratée. Il apparaît qu'il n'est pas nécessaire d'utiliser plus de K = 4 équations.
On observe que l'algorithme est opérationnel pour un RSB assez élevé, de l'ordre de 2.5 dB.
Ceci permet de détecter des interféreurs très puissants, mais certains ne pourront être détectés
bien qu'ils vont brouiller la station de base. Ceci est dû au poids du polynôme caractéristique.
Il faudrait employer des équations de parité ayant un poids plus faible. Si on applique le
modèle de l'Eq. 3.15 pour les m-séquences, avec N3 ≈ 2r−1 le nombre d'équations de parité
de poids t = 3, on obtient : m0 ≈ 2(r+1)/2. Pour r = 42, le degré minimal des équations
de parité de poids 3 est donc très largement supérieur au nombre de chips alimentant le
décodeur (M = 1500). Il est par conséquent peu probable de trouver des équations de parité
de poids 3 qui puissent être utilisées par l'algorithme de détection. Il faudrait mener une étude
supplémentaire aﬁn de trouver les équations de poids 4 ou 5. On pourra s'inspirer des travaux
menés dans le domaine de la cryptographie pour mettre au point des attaques sur les chiﬀreur
par ﬂot [23][26].
4.3.5 Conclusion
Nous avons proposé un algorithme de détection du code d'embrouillage de la liaison mon-
tante du système CDMA2000. Il est dédié au canaux de type RC 1 et 2 qui appliquent une
modulation orthogonale à 64 états. L'algorithme obtenu présente une probabilité de fausse
alarme au moins inférieure à 10−6. Pour un canal AWGN, la probabilité de détection est
bonne si le RSB est supérieur à 2.5 et que l'égaliseur applique un critère MMSE. Si on utilise
un ﬁltre adapté, on observe une dégradation des performances de l'ordre de 2 dB. Ceci est à
mettre en balance avec une complexité d'implémentation qui est alors nettement réduite.
4.4 Conclusion
Nous avons proposé deux algorithmes de détection du code d'embrouillage pour les sys-
tèmes WCDMA et CDMA2000. Ils exploitent les propriétés des m-séquences et des séquences
de Gold, ainsi que les mécanismes de décodage décrit au chapitre 2. Ces algorithmes montrent
les vulnérabilités des transmissions par étalement de spectre. En particulier, les propriétés
d'addition et de décimation des m-séquences sont exploitées pour trouver des pré-traitements
qui permettent ensuite de décoder les séquence d'embrouillage. Ce type de traitements peut
être envisagé pour de nombreux systèmes existants (e.g. GPS, Galileo, CCSDS). Ce travail a
donné lieu à 2 publications et 2 brevets :
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Figure 4.14  Inﬂuence de l'égaliseur - canal gaussien - Niter = 100, M = 1500 et nRGM = 6
 'Blind Identiﬁcation of the Uplink Scrambling Code Index of a WCDMA Transmission
and Application to Femtocell Networks', ICC, Budapest, Juin 2013 [84]
 'Blind Identiﬁcation of the Scrambling Code of a Reverse Link CDMA 2000 Transmis-
sion', ICC, Budapest, Juin 2013 [85].
 'Méthode d'estimation aveugle d'un code d'embrouillage d'une liaison montante WCD-
MA', E.N. 1252338.
 ' Méthode d'estimation aveugle d'un code d'embrouillage d'une liaison montante CDMA
2000', E.N. 1252340.
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RSB (dB)








Figure 4.15  Inﬂuence de K - canal gaussien - égaliseur MMSE, Niter = 100 et M = 1500
Conclusion et perspectives
Cette thèse aborde le décodage des séquences pseudo-aléatoires. Cette technique permet
de détecter des séquences longues (e.g. de période 242), contrairement aux méthodes par
corrélation qui sont trop complexes à implémenter. Cela nécessite néanmoins que le récepteur
connaisse au préalable le polynôme caractéristique de la séquence.
Nous avons montré que le décodage d'une séquence pseudo-aléatoire est une problématique
du type 'détecte et décode'. Le récepteur détecte la présence de la séquence et simultanément
estime son état initial. Ceci correspond dans la théorie classique de la détection à un détec-
teur de type GLRT qui ne connaît pas la séquence émise, mais qui connaît sa méthode de
construction (i.e. son polynôme caractéristique). L'algorithme implémente alors un GLRT qui
utilise un décodeur pour estimer la séquence reçue. Le générateur de la séquence correspond
à celui d'un code linéaire, les séquences sont donc des mots de code qui peuvent être estimés
avec un algorithme approprié. Le décodeur peut appliquer un critère MLSE ou MAP. Le dé-
codeur MLSE exact est implémenté par un test de corrélation lorsque la séquence est d'une
taille 'raisonnable' ou un algorithme de Viterbi. Ce dernier s'avère impossible à réaliser pour
les séquences employées habituellement, le nombre d'états du décodeur est très élevé et la
complexité devient prohibitive. On applique plutôt un décodage par passage de message qui
permet d'obtenir une bonne approximation du décodeur MLSE ou MAP. L'approximation du
décodeur MLSE est obtenue avec l'algorithme Min-Sum, alors que l'algorithme Sum-Product
fournit celle du décodeur MAP.
Les équations de parité sont un constituant indispensable du décodeur. Elles appartiennent
au code dual de la séquence que l'on cherche à décoder. Le code dual d'un m-séquence est le
code de Hamming construit avec le polynôme caractéristique de la séquence. Le nombre de
mots de poids t du code de Hamming est connu, par conséquent le nombre d'équations de
parité de poids t d'une m-séquence est lui aussi connu. Pour les séquences de Gold, Kasami a
dénombré le nombre d'équations pour t = 3 et 4. Nous avons calculé le nombre d'équations
de parité de poids t = 5 lorsque le degré du polynôme caractéristique r est impair. Ce calcul
est important car il n'y a pas d'équations de parité de poids t < 5 lorsque r est impair. Le
nombre d'équations de parité est aussi utilisé pour estimer le degré minimal des équations
d'un poids t donné. Cette information peut être exploitée par l'algorithme de recherche des
équations pour minimiser le nombre de calculs. Cela permet aussi de déterminer rapidement la
taille du vecteur d'observation nécessaire pour le décodeur. Nous avons montré que le modèle
de prédiction estime correctement la valeur moyenne du degré minimal de l'ensemble des
séquences de Gold. Nous avons néanmoins mis en évidence une grande variabilité du degré
minimal des séquences autour de cette valeur moyenne.
Nous avons ensuite identiﬁé les ensembles absorbants de plus petite taille lorsque le décodeur
emploie plusieurs polynômes de parité. Nous avons aussi montré que des cycles 'transverses'
peuvent détruire ces ensembles absorbants, ce qui génère des fausses alarmes. Cette observation
a servi d'élément de départ pour proposer un algorithme de sélection des polynômes de parité.
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Ce dernier minimise le nombre de cycles transverses de longueur 6 et 8, ce qui minimise la
probabilité de fausse alarme lorsque le poids des équations de parité vaut t = 3. Ce travail
a nécessité de calculer le nombre de cycles de longueur 6 et 8 pour les matrices de parité
concaténant plusieurs matrices de référence. Ce calcul a été mené en utilisant le modèle proposé
par Chugg et Halford pour énumérer le nombre de cycles courts dans un graphe de décodage.
Les résultats de simulation corroborent notre hypothèse sur l'impact des cycles transverses
et l'algorithme permet de sélectionner les équations de parité qui minimisent la probabilité
de fausse alarme. Le temps d'acquisition d'une séquence de Gold est ainsi très notablement
réduit. Il reste néanmoins que notre hypothèse n'est pas démontrée formellement.
Nous avons enﬁn proposé deux algorithmes de détection du code d'embrouillage pour les
systèmes WCDMA et CDMA2000. Ils exploitent les propriétés des m-séquences constituant
les séquences de Gold, ainsi que les mécanismes de décodage par passage de messages. Ces
algorithmes montrent les vulnérabilités des transmissions par étalement de spectre. En parti-
culier, les propriétés d'addition et de décimation des m-séquences sont exploitées pour trouver
des pré-traitements qui permettent ensuite de décoder les séquences d'embrouillage. Ce type
de traitements peut être envisager pour de nombreux systèmes existants (e.g. GPS, Galileo,
CCSDS). De nombreux systèmes à étalement de spectre, que l'on croyait diﬃcilement détec-
tables par des techniques de corrélation, deviennent vulnérables à une détection par décodage.
Ce travail de thèse ouvre de nouvelles pistes d'études pour le futur. Les m-séquences et les
séquences de Gold sont des codes linéaires cycliques. Il est donc envisageable d'étendre le
travail mené au chapitre 3 à d'autres codes cycliques. Si on suppose que le code est présent,
les équations 3.30 et 3.31 peuvent être utilisées pour choisir les équations qui maximisent le
nombre de cycles transverses et ainsi maximiser la probabilité de détection. Cela pourrait
constituer une piste d'étude pour l'amélioration des performances des décodeurs itératifs pour
les codes linéaires [86][87][59][46]. Ceci ouvrirait aussi l'opportunité d'estimer les séquences
de saut de fréquence générées par des codes linéaires. Plus généralement, la détection et le
décodage conjoint d'autres types de code est une autre piste à creuser. Les codes convolutif,
les turbo-codes et les codes LDPC sont de bons candidats pour de futures études.
Le modèle d'estimation de la valeur moyenne du degré minimal des équations de parité de
poids t ne rend pas compte correctement de la variabilité entre les séquences. Une modélisation
de la variance est nécessaire. Ceci permettra par exemple d'aﬃner la recherche des équations
de parité.
Lors de l'évaluation des performances de l'algorithme de détection du code d'embrouillage du
système WCDMA, nous avons observé que l'implémentation du décodeur MS en dynamique
ﬁnie diminuait signiﬁcativement la probabilité de fausse alarme. Ceci s'explique par la distri-
bution des messages émis par les variables en fonction de l'hypothèse H0 ou H1. Lorsque le
signal est absent (hypothèse H0) et que le décodeur réalise une fausse alarme, les messages
prennent des valeurs très élevées, typiquement supérieur à 1012, alors que dans l'hypothèse
H1 ils restent à un niveau plus 'raisonnable', de l'ordre de 105. Cet écart entre les deux
distributions peut être mis à proﬁt pour limiter les fausses alarmes.
Dans l'exemple applicatif du chapitre 3, nous avons supposé que le récepteur observe direc-
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tement la séquence de Gold que l'on souhaite détecter. En pratique, le signal sera altéré par
l'écart de fréquence entre l'émetteur et le récepteur. Le signal sera donc une observation de la
séquence ayant subi une rotation de phase s'incrémentant avec l'indice du chip de la séquence.
Les algorithmes de décodage et synchronisation conjoints peuvent être implémentés pour dé-
coder et estimer conjointement les paramètres de synchronisation [43]. Nous avons implémenté
l'algorithme proposé par Herzet et al [45] pour décoder la séquence de Gold du système GPS
en présence d'un oﬀset de fréquence. La ﬁgure 4.16 montre qu'il est capable d'estimer cet
oﬀset et décoder convenablement jusqu'à un oﬀset ∆f = 200 Hz. D'autres algorithmes, [46]
par exemple, pourraient être évalués.
Enﬁn, ces études pourraient être étendues à d'autres séquences LFSR. Les séquences de Kasami
ressemblent aux séquences de Gold dans leur mode de construction. Le facteur de décimation
entre les 2 m-séquences formant la paire préférentielle est diﬀérent. Le calcul du nombre
d'équation de parité de poids t peut être facilement étendu aux séquences de Kasami. On
pourrait aussi envisager le cas des m-séquences non-binaires qui pourraient être décodées avec
des décodeurs non-binaires eux aussi.
















∆ f = 0 Hz
∆ f = 50 Hz
∆ f = 200 Hz
∆ f = 225 Hz
∆ f = 250 Hz
Figure 4.16  Estimation de l'oﬀset de fréquence et décodage

Annexe A
Générations des M-séquences décalées
ou décimées
A.1 Relation entre les états initiaux de registres dans les repré-
sentation de Galois et Fibonacci





= y(0) + y(1)x+ y(2)x2 + · · ·+ y(N − 1)xN−1 (A.1)
u(x) est la représentation polynomiale de l'état initial des r registres :
u(x) = u(0) + u(1)x+ · · ·+ u(r − 1)xr−1






Il faut noter que la modélisation de l'Eq. (A.1) n'est pas valable pour la représentation de
Fibonacci.





uFibonacci(i)gk−i k = 0, . . . , r − 1
Déﬁnissons les vecteurs UFibonacci et UGalois qui contiennent les coeﬃcients des registres. Ils sont
reliés par la relation matricielle UGalois = TFibToGaloisUFibonacci, où la matrice de transposition
des états TFibToGalois est construite de la manière suivante :
TFibToGalois =
{
gi−j si j ≤ i
0 sinon
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La matrice de transposition qui réalise l'opération inverse
UFibonacci = TGaloisToFibUGalois




A.2 Relation entre les états d'une m-séquences retardée et sa
version originale
L'objectif est de calculer l'état des registres de la séquence y(k+ i) sachant qu'on connaît
l'état des registres de la séquence y(k). Soit Uy(k) = (uy(0), . . . , uy(r))T le vecteur contenant
l'état des registres de la séquence y à l'instant k. Il existe une matrice de transition G entre
les instant k et k + 1 [1] :
Uy(k + 1) = GUy(k)
Dans la représentation de Galois (g0 = gr = 1) :
G =

g1 1 0 0 · · · 0
g2 0 1 0 · · · 0
g3 0 0 1 · · · 0
...
...
... 0 · · · ...
gr−1 0 0 0 · · · 1
1 0 0 0 · · · 0

(A.2)
Dans la représentation de Fibonacci :
G =

0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
...
...
... 0 · · · ...
0 0 0 0 · · · 1
1 gr−1 gr−2 gr−3 · · · g1

(A.3)
On a alors la relation :
Uy(k + i) = G
iUy(k)
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A.3 Génération d'une m-séquences retardée
Dans la section précédente, nous avons montré comment trouver l'état des registres d'une
séquence décalée par rapport à la séquence d'origine. Dans cette section, nous allons présenter
une méthode permettant de générer simultanément les séquences y(k) et y(k+ i). Nous allons
pour cela nous placer dans la représentation de Fibonacci 1.1. On note ui(k) l'état du kième
registre. On remarque tout d'abord que pour i < r : y(k+ i) = ui(k). En utilisant la fonction
trace (cf. section 1.3), la m-séquence y(k) est générée de la manière suivante :
y(k) = Tr(αkθ)
où α est la racine primitive du polynôme caractéristique de la séquence, gy(x), dans GF(2r)
et θ est un élément non nul de GF(2r) qui dépend de l'état initial des registres.
On a alors :
y(k + i) = Tr(αk+iθ) = Tr(αkαiθ)



















Cette propriété est utilisée dans les systèmes WCDMA, GPS et Galileo pour générer des
séquences de Gold.
A.4 Décimation d'une m-séquence
Soit une m-séquence s(k) qui est décimée d'un facteur 2 : y(k) = s(2k). D'après la pro-
priété de décimation des m-séquences, y est une version décalée de la m-séquence s. Les deux
séquences possèdent donc le même polynôme caractéristique g(x), mais un état initial diﬀé-
rent : ∃ τ > 0 tel que y(k) = s(k + τ). On cherche donc à trouver la relation entre les états
initiaux des séquences s et y. On cherche une relation matricielle du type Uy = BAs, où Us
est le vecteur contenant l'état des registres de la séquence d'origine et Uy le vecteur contenant
l'état des registres de la séquence décimée. La méthode de construction de la matrice B est
détaillée dans [81].
Soit α−1 la racine du polynôme réciproque du polynôme caractéristique de la séquence s
(ginv(x−1) = x−rg(x)). Soit B la matrice binaire de dimension r × r, dont la iième ligne est
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p est obtenu par la relation de congruence 2p = 1 mod (2r − 1). Alors, Uy = BUs.
On trouve tout d'abord facilement la valeur p = 2r−1. On trouve ensuite les relations suivantes :
α−2ip = α−i
α−(2i+1)p = α−p−i
Ce qui permet de calculer facilement les lignes paires de la matrice B :
B2i,k =
{
1 k = i
0 k 6= i
Pour déterminer les lignes impaires, il faut calculer le reste de la division polynômiale de α−p−i
par le polynôme inverse ginv(x−1)
Annexe B
Égaliseur du ﬁltre Gk(t)
L'égaliseur décrit ici a pour but d'éliminer l'interférence entre chips causée par le ﬁltre de
mise en forme, mais n'agit pas sur l'interférence générée par un canal à trajets multiples. On
se place donc dans un formalisme du canal AWGN. On suppose que l'interférence inter-chip
se limite à un intervalle de 5 chips de part et d'autre du chip V (k) qu'on souhaite égaliser. Le
ﬁltre de mise en forme contient 4 échantillons par chip et sa réponse impulsionnelle contient
W = 49 coeﬃcients[4].
Soit Rk = [R(4k−20), · · · , R(4k), · · · , R(4k+ 20 +W −1)] le vecteur contenant le signal reçu
échantillonné à la fréquence Fe = 4/Tc. Il peut s'écrire de la manière suivante :
Rk = (A1I + jA2Q)Vk + n
où n est le vecteur contenant les échantillons de bruit, de variance σ2. Vk = [V (k −
5), · · · , V (k), · · · , V (k + 5)] est le vecteur des 11 chips centrés sur V (k) (cf.Eq. 4.34). I et
Q sont des matrices diagonales contenant les chips des séquences cI et cQ. A1 et A2 sont
les matrices modélisant la mise en forme des voies en phase et en quadrature (élévation de
cadence et ﬁltrage). Elles contiennent 11 colonnes et 40 +W lignes. Elles sont modélisées de
la manière suivante :
A1(4j + i, j) = p(i) i = 0, · · ·W − 1; j = 0, · · · , 10 et si 4j + i < 40 +W
A2(4j + i+ 2, j) = p(i) i = 0, · · ·W − 1; j = 0, · · · , 10 et si 4j + i+ 2 < 40 +W (B.1)
Chaque colonne est déduite de la précédente par un décalage de 2 éléments vers le bas. Les
deux premières lignes de la matrice A2 sont nulles aﬁn de modéliser le décalage de Tc/2. On
note A = (A1I + jA2Q). L'égaliseur MMSE Fk = [Fk(−5) · · ·Fk(0) · · ·Fk(5)] est obtenu par
l'opération suivante : Fk = ekG où ek est le vecteur ligne ayant un '1' en kième position et
des 0 ailleurs et :
G = (AHA+ σ2I)−1AH
L'égaliseur ZF est obtenu en appliquant σ2 = 0. Le ﬁltre adapté est obtenu en supprimant le




Calcul de I6 et I8
C.1 Calcul de tr(Lmod)
En utilisant la propriété de commutativité de la trace (tr(AB) = tr(BA)) et en développant






3 − A˜A2 − 2B˜mB2 − A˜mA2 + (AA˜m ◦ I)A+ (BB˜m ◦ I)B + A˜mEB˜mET
(C.1)
A˜ est la matrice formée des éléments diagonaux de A. Par conséquent, on a A˜ = tI et A˜m =
(t − 1)I, où I est la matrice identité de même taille que A. De la même manière, B˜ = KtI
et B˜m = (Kt − 1)IM . De plus, en appliquant la propriété de commutativité de la trace, on
a tr(A) = tr(EET ) = tr(ETE) = tr(B) = KNt et (tr(B2) = tr(A2). En insérant tous ces









peut à son tour être calculé en exploitant la circularité des sous-matrices Ea.
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Si i 6= j, Fij(0, v) vaut soit 0 soit 1. Il y a au total t2 éléments valant 1 lorsque i 6= j. Si i = j,
Fii(0, 0) = t et Fii(0, v) vaut soit 0 soit 1 pour v > 0. Il y a au total t2 − t éléments valant 1
et un éléments valant t2. Ceci est expliqué dans la section C.3. On a donc :
Si,j = Nt
2 si i 6= j
Si,i = N(2t
2 − t) sinon (C.6)





= NKt((K + 1)t− 1) (C.7)
Ce résultat est inséré dans l'Eq. C.2 pour donner l'Eq. 3.30.
C.2 Calcul de I8
On applique ici aussi la méthode proposée par Halford et Chugg [66] pour l'évaluation des

















(5,2) sont des matrices déﬁnies dans [66].
La trace de ces matrices peut être calculée d'une manière analogue à ce qui a été fait dans la









α3 = 4(2−Kt− t)
α2 = (5K
2 + 8K + 5)t2 − 17(K + 1)t+ 15
α1 = −(2K3 + 3K2 + 3K + 2)t3 + 2(4K2 + 5K + 4)t2 − 10(K + 1)t+ 4
(C.9)
Le résultat ﬁnal est donné par l'Eq. 3.31.
C.3 Calcul de Fab
Fab = EaE
T







k. On suppose que rb > ra. Chaque élément de Fab est déﬁni par la
première ligne de la matrice : Fab(i, j) = Fab(0, φ(j − i)), où φ(u) est déﬁni par l'Eq. 3.36.
Notre objectif est d'évaluer Fab(0, j) pour 0 ≤ j ≤ N − 1. Il y a deux cas à distinguer, en
fonction de la somme ra + rb.
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k=j ca,kcb,k−j si 0 ≥ j ≥ ra∑j−N+rb
k=0 ca,kcb,N+k−j si N − rb ≥ j ≥ N + ra − rb∑ra
k=0 ca,kcb,N+k−j si N − rb + ra ≥ j ≥ N − 1
(C.10)




k=j ca,kcb,k−j si 0 ≥ j ≥ N − rb − 1∑j−N+rb
k=0 ca,kcb,N+k−j +
∑ra−j
k=0 ca,k+jcb,k si N − rb ≥ j ≥ ra∑j−N+rb
k=0 ca,kcb,N+k−j si ra + 1 ≥ j ≥ N + ra − rb − 1∑ra
k=0 ca,kcb,N+k−j si N − rb + ra ≥ j ≥ N − 1
(C.11)
Si ca(x) et cb(x) sont trinomiaux : ca,0 = ca,ra = ca,ia = cb,0 = cb,rb = cb,ib = 1 pour des
coeﬃcients ia et ib vériﬁant 0 < ia < ra et 0 < ib < rb. On suppose que la matrice de parité
E ne contient pas de cycles de longueur 4 (cf. section 3.4.2). Par conséquent, si a 6= b, chaque
somme dans les Eq. C.10 ou C.11 vaut 0 ou 1. Si a = b, on a la même propriété, excepté lorsque
j = 0 : Faa(0, 0) = t. Il est donc possible de déterminer l'ensemble des éléments non-nuls de




j = 0, ia, ra, N − ib, N − rb, N − rb + ia, N − rb + ra
si ia ≥ ib : j = ia − ib sinon j = N + ia − ib
si ra ≥ ib : j = ra − ib sinon j = N + ra − ib
 (C.12)
Ωab contient t2 = 9 indices si a 6= b, et t2 − t+ 1 = 7 si a = b.

Annexe D
Calcul du temps moyen d'acquisition
La Figure D.1 montre le diagramme d'état du mécanisme d'acquisition en série. Le récep-
teur possède N + 2 états possible :
 ACQ : l'acquisition est correcte.
 FA : le récepteur est victime d'une fausse alarme.
 S0 : le récepteur est synchronisé avec la séquence.
 Sj (j = 1, . . . , N − 1) : le récepteur n'est pas synchronisé avec la séquence.
On suppose que le récepteur n'a pas d'information a priori sur le début de la séquence. Par
conséquent, les états Sj (j = 1, . . . , N −1) sont équiprobables, avec une probabilité pij = 1/N .
Si le récepteur est dans l'état S0 et que la décision est correcte, le récepteur passe dans l'état
ACQ. Si la détection est erronée, il passe dans l'état S1 après un temps de pénalité valant
κpTc. S'il ne détecte rien, il passe dans l'état S1. Si le récepteur est dans l'état Sj et que la
synchronisation est décidée, le récepteur passe dans l'état FA ('Fausse Alarme'). Après un
temps de pénalité κpTc pour détecter l'absence de synchronisation, le récepteur passe dans
l'état Sj+1.
Les fonctions de transfert HNFA(z), HFA(z), HP (z), HM (z) et HD(z) modélisent la transition
entre les états, en supposant qu'on a un processus Markovien. La fonction de transfert entre






où pij(n) est la probabilité de passer de l'état i à l'état j en n coups d'horloge. Avec cette
déﬁnition, on a :





HM (z) = PMDz
Tc + PWDz
(κp+1)Tc
HP (z) = z
κpTc
(D.1)
On déﬁnit H0(z) la fonction de transfert équivalente pour passer de l'état Sj à Sj+1 :
H0(z) = HNFA(z) +HFA(z)HP (z)
H0(z) = (1− PFA)zTc + PFAz(κp+1)Tc (D.2)
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où pACQ(n) est la probabilité de passer de l'un des état Si à l'état ACQ en n coups d'horloge.





où Pj,ACQ est la fonction de transfert entre l'état Sj et l'état ACQ, et pij la probabilité d'être






Par conséquent, le temps moyen d'acquisition vaut :
E[Tacq] =
(






































Figure D.1  Diagramme d'état du mécanisme d'acquisition en série
Annexe E
Liste des équations de parité des
séquences 4445 et 4005− 4445
Les équations de parité sont notées cl(x) et sont identiﬁées de la manière suivantes :
cl(x) = 1 + x
k + xj + xi + xm pour t = 5 cl(x) = 1 + xi + xm pour t = 3. La colonne 'Rang'
indique le rang de la matrice Ea construite avec l'équation de parité considérée (cf. Eq. (3.18).
Celle-ci est de rang plein si elle vaut N − r pour une m-séquence et N − 2r pour une séquence
de Gold. Les matrices de rang plein sont identiﬁées par le symbole (∗).
Table E.1  Équations de parité pour la séquence (4005, 4445).
m i j k Rang
c1 114 78 49 37 2025 (∗)
c2 359 344 148 69 2025 (∗)
c3 361 174 147 116 2025 (∗)
c4 362 311 109 56 2025 (∗)
c5 366 322 298 4 2025 (∗)
c6 367 257 133 81 2025 (∗)
c7 946 833 463 121 2025 (∗)
c8 981 935 774 164 2025 (∗)
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Table E.2  Équations de parité pour la séquence (4445).
m i
c1 49 4 2036 (∗)
c2 73 22 2036 (∗)
c3 93 56 2036 (∗)
c4 98 8 2036 (∗)
c5 114 83 2036 (∗)
c6 146 44 2036 (∗)
c7 186 112 2036 (∗)
c8 196 16 2036 (∗)
c9 228 166 2036 (∗)
c10 261 80 2036 (∗)
c11 372 224 2036 (∗)
c12 465 136 2036 (∗)
c13 866 339 2036 (∗)
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Résumé  Le décodage des séquences pseudo-aléatoire est un sujet relativement peu traité
dans la littérature. Les études menées dans le domaine de la cryptographie se sont focalisées
principalement sur la recherche d'équations de parité de poids faible, qui est le point le plus
problématique dans ce contexte. Dans le domaine des communications numériques, ces sé-
quences ne sont pas employées pour leurs propriétés de correction d'erreurs. Par conséquent,
il y a peu d'études sur les décodeurs adaptés, ainsi que l'analyse de leurs performances. Une
des contributions de cette thèse est d'améliorer la compréhension des mécanismes de déco-
dage, en se focalisant sur les performances des décodeurs itératifs par passage de messages.
L'objectif est de comprendre comment le choix des équations de parité employées par le dé-
codeur inﬂuence les performances (e.g. probabilité de détection correcte ou de fausse alarme).
Nous allons tout d'abord établir un lien entre la théorie de la détection conventionnelle et le
décodage des m-séquences. Nous allons ensuite détailler les propriétés des codes duaux des
m-séquences et des séquences de Gold aﬁn de déterminer le nombre d'équations de parité
disponibles pour le décodeur. Nous nous intéressons aussi au choix de ces équations et à leur
impact sur le graphe de décodage. L'identiﬁcation de certaines structures topologiques (i.e.
absorbing set) permet de comprendre l'origine des fausses alarmes et d'en tirer un algorithme
de sélection des équations de parité qui minimise le taux de fausses alarmes.
Nous proposons enﬁn deux algorithmes de détection du code d'embrouillage pour les systèmes
WCDMA et CDMA2000. Ils exploitent la structure des trames, ainsi que les propriétés
des m-séquences constituant les séquences de Gold. Ces algorithmes montrent les nouvelles
vulnérabilités des transmissions par étalement de spectre.
Mots clés : séquences binaires, m-séquence, Gold, détection, décodage, ensembles
absorbants, cycles, code d'embrouillage, WCDMA, CDMA2000.
Abstract  The decoding of pseudo-random binary sequences is not well covered in the li-
terature. In cryptography, researches mainly focused on the search of small weight parity check
equations. In digital communications, these sequences are not used for their error correction
capabilities. As a result, there are few studies about well suited decoder and the analysis of
their performances. One contribution of this thesis is to improve the understanding of decoding
mecanism for such coding schemes. More speciﬁcally, we focus on iterative message-passing
algorithm. One objective is to understand how the selection of parity check equations aﬀects
decoding performance (probability of correct detection, wrong detection and false alarm).
First of all, a link is established between conventional detection theory and decoding of pseudo-
random sequences. Then, the properties of dual codes of m-sequence and Gold codes are detai-
led. This allows to evaluate the number of parity check equation of weight t. More speciﬁcally,
the number of parity check equations of weight t = 5 is evaluated for Gold sequence having
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an odd degree. This is important because there is no parity check equations of weight t = 2, 3
or 4 in this case. Subsequently, the impact of the selected equations on the decoding graph.
It is showed that absorbing sets prevent from the apparition of false alarms, and must not be
eliminated as it is done in conventional LDPC code design. A method for identifying these
absorbing sets for a redundant parity check matrix is proposed. It is found that 'transverse'
cycles may destroy these absorbing sets and hence modify the decoding performances. An
algorithm for selecting parity check equations minimizing the probability of false alarm is thus
derived. It is based on the minimization of cycles of length 6 and 8, which also minimizes
the number of transverse cycles. This algorithm is proved to be very eﬀective for detecting
m-sequences.
Then, the usefulness of detecting m-sequence or Gold sequence with a decoding technique
is emphasized. Exploiting the properties of m-sequence, it is detailed how the scrambling
code of WCDMA and CDMA2000 systems may be estimated blindly. This could be used for
instance for detecting a strong interferer in a femtocell system.
Keywords : binary sequences , m-sequence, Gold, detection, iterative decoding, ab-
sorbing set, cycles, WCDMA, CDMA2000, scrambling code.
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