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Abstract 
Single-particle cryo-Electron Microscopy (EM) has become a popular technique for 
determining the structure of challenging biomolecules that are inaccessible to other 
technologies. Recent advances in automation, both in data collection and data processing, have 
significantly lowered the barrier for non-expert users to successfully execute the structure 
determination workflow. Many critical data processing steps, however, still require expert user 
intervention in order to converge to the correct high-resolution structure. In particular, 
strategies to identify homogeneous populations of particles rely heavily on subjective criteria 
that are not always consistent or reproducible among different users. Here, we explore the use 
of unsupervised strategies for particle sorting that are compatible with the autonomous 
operation of the image processing pipeline. More specifically, we show that particles can be 
successfully sorted based on a simple statistical model for the distribution of scores assigned 
during refinement. This represents an important step towards the development of automated 
workflows for protein structure determination using single-particle cryo-EM. 
Keywords: Single-particle cryo-EM, unsupervised image selection, image reconstruction, inverse problems, automatic particle 
sorting, image classification, particle picking, high-resolution cryo-EM. 
 
1. Introduction 
Recent technological advances in cryo-electron 
microscopy (EM) have sparked a revolution in structural 
biology by enabling the study of challenging protein 
complexes that were inaccessible using X-ray crystallography 
or nuclear magnetic resonance (NMR)  techniques [1], [2]. The 
introduction of direct electron detectors together with the 
development of effective computational image analysis tools 
for single-particle analysis (SPA) have led to a dramatic 
increase in the number of high-resolution structures of 
biologically important and diverse targets deposited in the 
Electron Microscopy Data Bank (EMDB) [3]. Some examples 
include large dynamic assemblies [4], [5], membrane transport 
proteins [6]–[9], G-protein coupled receptors (GPCRs) [10]–
[13], and macromolecular complexes bound to small molecules 
[14]–[16]. The resolutions achieved in some cases rival those 
obtained by X-ray crystallography and NMR and are high 
enough to reveal features that are key for drug design, 
converting cryo-EM into a powerful method for protein 
structure determination. 
At the many recently established cryo-EM facilities 
worldwide, raw data is collected in a fully automated manner 
taking advantage of unsupervised protocols for data 
acquisition. The increased access to cryo-EM infrastructure 
combined with the availability of better tools for data analysis, 
has significantly facilitated the traditionally tedious and time-
consuming process of determining three-dimensional 
structures from cryo-EM samples. The computational structure 
determination process, however, remains an inexact art that 
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requires significant levels of expert-user input in order to 
convert the large volume of noisy image data into high-
resolution structures. The amount of user involvement varies 
depending on the level of difficulty of each sample, with lower 
molecular weight and highly dynamic or conformationally 
heterogeneous targets requiring the highest level of 
supervision. These technical challenges naturally pose barriers 
to the rapid advancement of the field because they slow down 
the overall structure determination process and can potentially 
introduce bias and subjectivity. Moreover, the imminent 
availability of larger and faster direct electron detectors will 
increase the present rates of data production even further, 
exacerbating the need to develop effective computational 
strategies that can handle the sheer amount of data produced at 
modern cryo-EM facilities. 
1.1 Data processing pipeline for single-particle cryo-EM 
Converting single-particle cryo-EM image data into high-
resolution structures requires solving an inverse problem 
where a large set of noisy two-dimensional projections is 
converted into a three-dimensional cryo-EM density map. In 
practice, this problem is solved using effective experimental 
strategies that follow a canonical sequence of data analysis 
steps, Figure 1. In the era of direct electron detectors, the raw 
data consists of sequences of dose-fractionated frames 
acquired on different areas of a cryo-EM grid. This movie data 
is first aligned in order to compensate for stage and beam-
induced movements that occur during exposure of the sample 
to the electron beam [17]. Different computational strategies 
can be used to estimate these movements, including 
approaches for global [18]–[21], semi-local or patch-based 
[22], [23], and local or per-particle drift estimation [24]–[26]. 
After frame alignment, drift-corrected frame averages are 
produced and used for the processing downstream. The 
contrast transfer function (CTF) of the microscope for each 
movie is then estimated [27], [28], followed by identification 
of individual molecular images in each micrograph using 
particle picking strategies [29]–[33]. Boxes at the selected 
particle positions are then extracted and subjected to 2D image 
classification in order to eliminate false positives and identify 
homogeneous subsets of particles that can be used for ab-initio 
model determination [32], [34]–[39]. The resolution of this 
initial model is improved during the 3D refinement step [32], 
[34], [37], [40], followed by per-particle drift and CTF 
refinement to further improve map resolution [24], [26]. 
Finally, a post-processing or sharpening step is applied to the 
resulting map to compensate for the decay of amplitudes in 
frequency space, facilitating visual interpretation and fitting of 
atomic models into cryo-EM density maps [41], [42]. In the 
case of heterogeneous samples where a discrete number of 
conformations are present in the data, one or more rounds of 
3D classification may be required in order to separate particle 
images into structurally homogeneous populations. These 
particle subsets can then be refined independently in order to 
produce high-resolution reconstructions for each 
conformation. More recently, several approaches have been 
proposed to tackle the important problem of continuous 
heterogeneity in cryo-EM samples, see [43] for a review. For 
further details on the computational pipeline for single-particle 
cryo-EM we refer the reader to [44] for a recent survey. 
1.2 Advances and challenges in automation 
Modern cryo-EM facilities routinely use automatic 
strategies for data collection as implemented in several 
proprietary and open-source data-acquisition suites [45], [46]. 
These tools have significantly increased the throughput of data 
 
 
 
Figure 1. Single particle cryo-EM 
image processing pipeline. Flowchart 
diagram showing steps in image 
analysis required to convert raw movie 
data into high-resolution structures by 
single-particle cryo-EM. Raw movie 
data is first aligned to correct for beam 
induced motion and subjected to 
estimation of the Contrast Transfer 
Function (CTF). Individual molecular 
images are detected using particle 
selection, extracted and subjected to 
2D heterogeneity analysis by image 
classification. Particles contributing to 
homogeneous subsets are used for ab-
initio model building followed by 
further image classification in 3D. 
Homogeneous classes are then 
subjected to further 3D and per-particle 
refinement, to improve the resolution, 
and a final post-processing step is 
applied to obtain the final structure. 
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collection by taking advantage of hardware improvements in 
modern electron microscopes and by automating tasks that 
typically rely on user input for their operation. Similarly, data 
processing packages for SPA have greatly facilitated the 
execution of many steps in the data analysis pipeline, including 
the implementation of robust strategies for movie-frame 
alignment, CTF estimation, particle selection, ab-initio model 
building, 2D/3D classification, 3D refinement, per-particle 
refinement, and post-processing [32], [34]–[36], [47]. 
Nevertheless, the overall computational structure 
determination process still requires significant levels of user 
involvement in order to successfully convert the noisy image 
data into high-resolution structures. This dependency on 
subjective user input not only slowdowns the structure 
determination process but can also compromise its consistency 
and reproducibility. One of the major barriers to automation in 
single-particle cryo-EM has been the need to manually identify 
homogeneous populations of particles that can yield high-
quality structures. The most commonly used strategy to sort 
particle images consists of partitioning the set of molecular 
images into homogeneous subsets using consecutive rounds of 
2D and 3D image classification, Figure 2. The success of this 
procedure, however, relies on a number of arbitrary decisions 
made by the user, including: a) selecting the appropriate 
number of clusters or classes in which to partition the data, b) 
choosing the correct subset of classes to keep or discard after 
each clustering step, and c) selecting the correct number and 
combination of 2D/3D classification rounds in order to 
successfully sort the particle images. In practice, many of these 
decisions are made according to heuristic principles or 
anecdotal evidence learned from extensive trial-and-error 
experimentation, and as such are difficult to reproduce, time 
consuming and more importantly, inconsistent with operation 
of the data processing pipeline in high-throughput mode. 
Within this context, we seek to find ways to reduce the 
amount of user interaction needed during the single-particle 
cryo-EM structure determination process, by exploring the use 
of unsupervised strategies for image sorting. Availability of 
automated workflows for data processing will not only speed-
up structure determination, but also improve its reproducibility 
and consistency. Moreover, even in challenging cases where 
automatic processing is unsuccessful, unsupervised image 
analysis can be combined with interactive processing in order 
to increase efficiency by allowing expert users to focus their 
efforts on the more challenging steps that are more relevant to 
study the biology. Advances in automation in data analysis will 
eventually allow the cryo-EM pipeline to operate in high-
throughput mode, putting the technology on a path to 
establishing itself as an effective technique for high-resolution 
structure determination. 
2. Methods 
The fundamental premise of the standard tools for SPA is 
that experimental particle images correspond to projection 
views of the same underlying 3D object. The ability of 
these methods to identify homogeneous subsets of images 
which can be combined in 3D to produce a high-resolution 
reconstruction is therefore critical to their success. In 
practice, this is typically achieved through a two-stage 
procedure where 1) the location of putative particles is first 
identified within each micrograph (particle picking), 
followed by 2) application of sorting algorithms to identify 
 
Figure 2. Supervised particle sorting based on 2D/3D image classification. A) 2D classes obtained from the beta-galactosidase dataset 
(EMPIAR-10061) showing examples of homogeneous 2D classes separated by the image classification procedure and manually selected by 
a user (highlighted in orange). B) The subset of particles contributing to the classes selected in A was further classified into four classes 
using 3D classification. The most homogeneous class (highlighted in orange) was selected for further processing. C) High-resolution 
reconstruction obtained from particles contributing to the 3D class selected in B. The total number of classes used during 2D/3D 
classification and the selection of homogeneous classes in each round, both involve subjective user decisions that determine the success of 
the sorting procedure. 
 
2D classification 3D classification
Clean set of 
particles
Figure 2. Supervised particle sorting based on 2D/3D image classification. A) 2D classes obtained 
from beta-galactosidase dataset (EMPIAR-10061) showing examples of low and high-quality classes 
separated by the image classification c dure. Manually selecte  classes are highlighted in 
gre n. B) The subset of particles contributing to the selecte  classes identif ed i  A was classified 
into four classes by 3D classificati . Manually selected class is highlighted in green. C) High-
resolution reconstruction obtained from particles contributing to the class selected in B.
A B C
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the subpopulation of particle images that are consistent 
with a single 3D model (particle sorting). 
2.1 Strategies for particle picking 
The goal of particle picking is to locate image features 
within micrographs that are consistent in appearance with 
the overall dimensions of the target structure. For this 
reason, many particle picking algorithms use mainly low-
resolution information in order to detect features that are in 
the expected size range. It has been reported that the use of 
high-resolution information for the purpose of particle 
picking can potentially introduce bias and lead to problems 
during structure refinement [48]–[50]. Most particle 
picking methods are based on the detection of local extrema 
of saliency or feature maps computed from the image data. 
These maps capture information about the strength or 
likelihood of observing particles at individual pixel 
locations based on local contrast characteristics. Given a 
specific feature map, the detection sensitivity of these 
algorithms can be controlled by adjusting the threshold 
value used for detecting local maxima within the image. 
For example, higher thresholds will produce fewer false-
positives but also more false-negatives (under-detection), 
while lower thresholds will produce fewer false-negatives 
but also increase the number of false-positives (over-
detection). 
2.2 Strategies for particle sorting 
In addition to bona fide particles, real micrographs often 
contain other features that are in the same size range as the 
target of interest but instead correspond to ice 
contamination, broken, denatured or otherwise inconsistent 
particles with a consensus 3D reconstruction. This 
motivates the need to use particle sorting strategies in order 
to eliminate patches that do not correspond to true particle 
images. The majority of SPA packages perform particle 
sorting in an interactive fashion using one or multiple 
rounds of 2D and 3D image classification, Figure 2. Unlike 
many particle picking approaches that use contrast 
information from individual micrographs in order to detect 
the presence of particles, strategies for particle sorting 
integrate information from entire datasets, for example, by 
aligning and classifying large sets of particle images 
extracted from all micrographs in a dataset. 
 
A B
DC
Figure 3. Unsupervised strategy 
for particle picking and sorting. A) 
Representative raw micrograph of 
beta-galactosidase from EMPIAR-
10061. B) Automated exclusion of 
high-contrast areas (light green 
contours) and detection of particle 
locations (blue markers) based on 
expected particle dimensions. C) Bi-
modal distribution of particle 
scores (across all particles in the 
dataset) obtained using the 
program cisTEM. Score values 
represent the quality-of-fit 
between experimental molecular 
images and the corresponding 
projection of an ab-initio 3D model. 
The two particle populations are 
estimated using a Gaussian 
mixture model and separated using 
the equal probability point (shown 
as vertical dashed line). Low-
scoring particles falling below the 
threshold are indicated in orange 
and high-scoring particles are 
shown in blue. D) Mapping of 
results from the unsupervised 
particle sorting strategy showing 
the location of both populations of 
particles on the original 
micrograph. Only particles with 
score values above the threshold 
are used for further processing. 
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2.3 Unsupervised particle sorting 
In this section, we describe our proposed two-step 
procedure for unsupervised particle picking and sorting. 
First, we detect particles by convolving each micrograph 
with a Gaussian kernel whose width matches the size of the 
target structure. Similar picking strategies are implemented 
in the most commonly used SPA packages in the field and 
any particle picking method may be used for this step. In 
order to minimize the number of false positives, we detect 
particles at the location of every local maxima of the 
convolution image with the Gaussian kernel. To deal with 
abnormally low or high contrast areas due to the presence 
of ice contamination, carbon, etc., we mask those regions 
out using simple image thresholding and mathematical 
morphology operations, Figure 3A-B. For the particle 
sorting stage, we assume an initial low-resolution 3D 
model of the target of interest is available, such as an ab-
initio reconstruction produced by stochastic gradient 
descent [34]. We then use this model to determine the 
alignment parameters for each particle using the projection 
matching algorithm implemented in cisTEM [32]. During 
this process, each particle is assigned a score value that 
measures the quality-of-fit between the particle image and 
a projection of the model in the assigned orientation (higher 
score values represent a better match between the data and 
the model). The formula for the score is the normalized 
cross-correlation function computed in Fourier space over 
a frequency range selected by the user (after SNR-
weighting), plus a term used to restrain alignment 
parameters [32]. A simple strategy to sort particle images 
would be to only keep the highest-scoring particles. This, 
however, requires the selection of an arbitrary cut-off value 
and depending on the actual fraction of good-vs-bad 
particles, may result in suboptimal separation of particles. 
By inspecting the histogram of score values across all 
particles in a dataset, we noticed a characteristic bimodal 
distribution consistent with the presence of two distinct 
particle populations. Our strategy for particle sorting 
consists of fitting a mixture of two Gaussians to the 
empirical score distribution and deriving a threshold to 
automatically separate the two populations, Figure 3C-D. 
The observation that particle scores exhibit this behaviour 
has been reported in the literature before [24], [51]–[53], 
but to our knowledge, no efforts have been made to use this 
as a criteria for automatically sorting particle images. To 
determine the threshold, we use the equal-probability point 
between the estimated normal modes of the distribution. 
Particles with score values above the threshold are 
extracted and used to generate a 3D map that in turn can be 
used as a reference for a new round of 3D refinement and 
particle sorting. By iterating this procedure until 
convergence, we are able to identify a consistent subset of 
particle images representing projections of a unique 
underlying 3D model. 
3. Statistical Analysis 
To understand the origin of the bimodal score distribution, 
we hypothesized that low-scoring patches may correspond 
to empty boxes (false-positives produced by the particle 
picking procedure) that could be modeled as pure Gaussian 
noise. To test the validity of this model, we conducted an 
experiment in which we deliberately selected empty 
patches from the EMPIAR-10025 dataset and compared 
their cisTEM score values against the bimodal distribution 
A
B
Figure 4: Statistical analysis of particle scores assigned to 
individual image patches during 3D refinement. A) Distribution of 
pure noise patches selected from the data (orange), as well as low-
scoring particles (green) and high-scoring particles (blue) separated 
by the automated procedure. The noise peak overlaps with the low-
scoring group of particles identified by the unsupervised selection 
procedure. B) Plot of the variance of the peak corresponding to the 
high-scoring particles (as a function of the refinement iteration), 
showing a narrowing of the distribution consistent with the 
predictions of our statistical model. 
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obtained using all the patches, Figure 4A. The score values 
obtained for the noise patches overlap with those of the 
low-scoring mode in the bimodal distribution, in agreement 
with our hypothesis. In what follows, we consider two 
populations of image patches: good patches which agree 
with our 3D reference, and pure noise or empty patches. 
The noise patches are modeled as pure Gaussian noise: "#$%&'( ∼ *(,, ./01/), 
 whereas good patches are modeled as: "34%%5 = 	839 +	;3.  
Here, 9 ∈ ℝ>? is the true (oracle) 3D density of the 
molecule, ;@ ∼ A(0, CDE>F) is Gaussian noise, and G@ ∈ℝ>F	×>? is the imaging operator of the jth patch. It takes a 
volume and performs a tomographic projection in the 
direction that exactly matches the particle’s orientation, 
followed by application of the CTF, similar statistical 
models were used in [54], [55]. 
Assuming that the score values used in our experiments are 
proportional to the normalized cross-correlation (NCC) of 
each image patch with a projected reference, 9I ∈ ℝ>?, 
assumed to be close to the true density 9. For noise patches, 
the score is: 
JKKL"#$%&'(, 8M#9IN = 	 O;&, 8M#9IP‖;&‖R8M#9IR	, 
where ‖∙‖ denotes the T/ norm, 8M#	is an imaging operator 
based on the estimated particle orientation. In the pure 
noise case, we model the estimated orientation as random. 
Note that U./ ‖V&‖/ is a chi-squared random variable with 1/ degrees of freedom. For large values of 1, its value is 
concentrated around 1/. We approximate ‖V&‖ ≈ .1, thus 
obtaining 
JKKL"#$%&'(, 8M#9IN = 	 OV&, 8M#9IP‖;#‖R8M#9IR ≈ ⟨;&, YI#⟩.1 	, 
where YI# = 8M#9I/R8M#9IR is a unit vector. The inner product 
of a *(,, ./\) variable with any independently drawn unit 
vector is distributed as *(,, ./).  Hence, under the 
approximation that ‖V&‖ ≈ .1 we obtain the distribution 
of the noise patch scores: JKKL"#$%&'(, 8M#9IN ∼ 	*(,, U/1/). 
We now consider the score for the good patches: 
JKK ^"34%%5, 8M39I_ = 	 O839 + ;&, 8M39IPR839 + ;3RR8M39IR	. 
In typical micrographs, the noise level is much greater than 
the signal, so we approximate the denominator as R839 + ;3R ≈ RV3R ≈ .1. 
With this approximation, we may write, 1``L"@abbc, Gd@9IN ≈ 	 OG@9, Gd@9IPCeRGd@9IR + O;@, YI@PCe . 
Decomposing the second term into three parts, we have: O839, 8M39IP.1R8M39IR = U.1LO8M39I, YI3P + O8M3(9 − 9I), YI3P+ OL83 − 8M3N9, YI3PN= U.1LR8M39IR + O8M3(9 − 9I), YI3P+ OL83 − 8M3N9, YI3PN	. 
We assume that the reference density is close to the oracle 
density 9, in the sense that ‖9 − 9I‖ = g(hU) and the 
imaging operators satisfy R8M3 − 83R = g(h/) in operator 
norm. In that case it can be shown that: 1``L"@abbc, Gd@9IN≈ 	 O;@, YI@P + RiM39IR + j>k(lm) + ‖9‖k(lD)Ce , 
where n1 is a resolution-dependent operator-norm bound 
on the estimated imaging operators. The first term is the 
same as the score of the pure noise patches. Since the 
second term is always positive, we conclude that, at least in 
the cases where the reference density is close to the true 
density and the orientations are estimated accurately, the 
mean score of the good patches should be higher than the 
mean score of the pure noise patches. Interestingly, for 
spherically shaped reference models, the second term in the 
equation above is nearly constant and thus does not 
contribute much to the variance. In that case, we expect to 
see a bimodal distribution of two Gaussian-like 
distributions of similar width. In contrast, for non-
spherically shaped molecules, the second term is another 
source of variance for the good patch scores. In this case, 
we expect to see a wider peak for the good patches than for 
the noise patches. The third and fourth terms are related to 
errors in estimation and both contribute to the variance of 
the good patch scores. The third term is due to the error in 
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the reference density whereas the fourth term is due to 
errors in the assignment of orientations. The magnitude of 
these terms should decrease as the accuracy of the 3D 
reference improves, leading to reduced variance of the 
good particle scores. This agrees with our experimental 
observations, Figure 4B, where we show that the peak of 
the good patches becomes progressively narrower as the 
number of refinement iterations increase. 
 4. Results 
To demonstrate the performance of our strategy for 
unsupervised particle selection, we processed data from the 
Thermoplasma acidophilum 20S proteasome available 
from the EMPIAR database (entry 10025). This dataset is 
composed of 196 movies collected on a Titan Krios TEM 
using a Gatan K2 Summit direct electron detector operated 
in super-resolution mode. Each movie has a total 
accumulated exposure of 53 e−/Å2 fractionated into 38 
frames. These images were used previously to produce a 
2.8 Å resolution reconstruction available from the EMDB 
database (entry EMD-6287) [56]. 
We first aligned the raw frames and estimated the CTF 
parameters for each movie using UNBLUR [20] and 
CTFFIND4 [27], respectively. Particles were picked using 
a Gaussian disk of 60 Å in radius and we selected every 
local maxima from the convolution image in order to 
minimize the number of false positives. This produced a 
total of 171,622 particles. In order to speed up 
computations, particles were extracted using a binning 
factor of 4 and were assigned orientations in 3D using 
projection matching against an initial reference obtained 
using cisTEM’s ab-initio 3D reconstruction routine  [32]. 
A bimodal Gaussian mixture model was fit to the 
distribution of particle scores and the point of equal 
probability was selected as a threshold to separate the two 
populations, Figure 5A. Only particles with score values 
above the threshold were used to compute an updated 3D 
reconstruction which was in turn used as a reference to re-
estimate the orientations of the original set of particles. 
3.2 Å
2.9 Å
Figure 6: Improvement in map resolution obtained using 
automatically sorted particles vs. using the original set of particles 
selected by user supervision. Fourier Shell Correlation (FSC) plots 
between half-maps obtained using the original set of 49,954 
particles available from EMPIAR-10025 (blue) and the set of 96,633 
particles obtained automatically using our sorting procedure 
(orange). Both sets of particles were re-extracted from the original 
micrographs and subjected to 3D auto-refinement using identical 
parameters and using the same ab-initio model as reference for 
alignment. The improvement in resolution measured using the 
0.143-cutoff criteria is 0.3 Å, indicating that the unsupervised 
procedure produced almost double the number of valid particles. 
A
B
Figure 5. Threshold selection based on bimodal Gaussian mixture 
model. A) Histogram of cisTEM score values assigned to individual 
particle images extracted from EMPIAR-10025 after convergence of 
the 3D refinement process. A bimodal Gaussian mixture model was 
fit to the data and the threshold selected as the equal-probability 
point between the two modes. B) Number of particles above the 
threshold selected after each refinement iteration. The number of 
high-scoring particles increases gradually as the resolution of the 
reconstruction improves and the orientation assignments become 
more accurate. After convergence, the number of particles in each 
group stabilizes and only residual changes in the assignment of 
particle orientations are observed. 
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This process was iterated for six additional rounds, and a 
different threshold was selected at each iteration based on 
the actual distribution of score values, resulting in a stable 
subset of 93,633 particles, Figure 5B. The number of 
particles selected at each iteration increased gradually, 
reflecting improvements in the accuracy of particle 
orientations due to the increased quality of the 3D reference 
and the finer rotational sampling done by the frequency 
marching refinement procedure. We note that the use of 
lower levels of particle binning (1x or 2x) would not affect 
the distribution of particle scores, because score 
evaluations are restricted to a frequency range that excludes 
resolutions beyond the Nyquist limit for 4x binning data. 
The only reason we used down-sampled images at this 
stage of processing was to speed up the search of particle 
orientations in 3D. 
Our unsupervised sorting procedure produced almost twice 
as many particles as those used in the original study. To 
show that the additional particles produced by our approach 
indeed correspond to good particles, we downloaded 
particle coordinates used in [57] from the EMPIAR 
database and re-extracted the particles from the original 
micrographs (using the same box size and binning used to 
extract our automatically selected particles). Starting from 
the same initial model, we subjected both particle stacks to 
3D auto-refinement (using identical parameters) and 
compared the FSC curves between half-maps for both 
reconstructions, Figure 6. The resolution of the map 
obtained using the automatically picked particles is higher 
than the one obtained using the original set of particles in 
[57], indicating that the additional particles produced by 
our approach indeed correspond to good particles. 
The clean set of 93,633 particles was re-extracted from the 
original unbinned micrographs using a pixel size of 0.66 Å 
and subjected to 7 additional rounds of local 3D refinement 
as implemented in cisTEM (starting from the alignment 
parameters obtained using the binned data). We then 
applied two rounds of per-particle defocus refinement and 
drift-correction as described in [24], producing a final map 
at 2.4 Å resolution, Figure 7A. To assess the quality of the 
reconstruction, we computed the Fourier Shell Correlation 
(FSC) curve between half-maps, Figure 7B. We also 
compared our map against the original 2.8 Å map (EMDB-
6287), by looking at the same map regions highlighted in 
[56], Figure 7B-D. Our map shows better resolved 
features, including the appearance of holes in aromatic 
rings and well-defined density for backbone carbonyls, 
features that were not observed in the original map and that 
are consistent with the resolution numbers reported by the 
FSC criteria. While the central point of our experiments 
was to show that particle sorting can be done in an 
unsupervised manner without the need to manually sort 
particles by 2D or 3D classification, our results also show 
that the automated sorting procedure is capable of 
producing state-of the-art results in terms of map 
resolution. We note that several factors contributed to the 
improvement in resolution obtained over the original map 
[58], including the fact that we processed the data using a 
smaller pixel size (0.66 Å vs. 0.98 Å), almost twice as many 
particles were selected by our unsupervised sorting 
approach and used for the reconstruction (93,633 vs. 
49,954 particles), and the fact that we applied strategies for 
per-particle CTF correction that were not used in the 
original study. 
 
Figure 7. Reconstruction of T20S proteasome obtained using unsupervised particle picking from EMPIAR-10025. A) Overview of high-
resolution density map obtained from 93,633 particles selected automatically based on the bimodal distribution of cisTEM scores. B) Fourier 
Shell Correlation (FSC) plot between half-maps showing the estimated 2.4 Å resolution using the 0.143-cutoff criteria. C, D) Comparison of 
selected map regions between the original 2.8 Å map reported by Campbell et al. (C), and the 2.4 Å map we obtained using automatic 
particle sorting (D). 
A C D
B
2.4 Å
Resolution (1/Å)
FS
C
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In summary, our results show that in the favourable case of 
homogeneous samples, such as the T20S proteasome, 
particle selection and sorting can be done in an automatic 
fashion, entirely bypassing the need to use supervised 
strategies for 2D/3D classification that are prone to user 
bias and can impact the reproducibility of the structure 
determination process. 
5. Discussion 
Despite recent advances in data analysis for single-particle 
cryo-EM, the overall structure determination process remains 
largely an inexact art that requires significant levels of user 
involvement in order to produce high-resolution structures. In 
particular, the sorting of particle images is one of the most 
time consuming and critical steps in the SPA pipeline that can 
often determine the success of the entire structure 
determination process. Here, we present a simple 
computational strategy to automate the process of particle 
sorting, allowing us to streamline and improve the consistency 
and reproducibility of SPA refinement routines. 
The success of our strategy for unsupervised particle sorting 
relies on the availability of an accurate initial model that can 
be used as a reference to align the particle images. The only 
requirement for the initial model is that it should contain 
enough low-resolution features to allow the unambiguous 
alignment of the good particle images. This is necessary 
because our approach is based on analysing the distribution of 
score values of particle images measured against projections 
of the reference model. The robust ab-initio reconstruction 
models produced by stochastic gradient descent as 
implemented in recent SPA packages [32], [34], [59], 
generally produces models that are of sufficient quality to 
satisfy this requirement. 
Another factor that may directly influence the performance of 
our particle sorting strategy is the molecular weight of the 
target of interest. The accuracy of image alignment routines 
used during 3D refinement is known to degrade for smaller 
molecular weight targets due to the reduction in image 
contrast [14], [60]. In practice, this means that for low 
molecular-weight complexes (~100kDa or less), the cross-
correlation based scoring function used during projection 
matching in cisTEM may fail to discriminate between 
different particle orientations and between empty patches and 
good particles, and the histogram of score values will no 
longer have a bimodal distribution. In this case, our approach 
will fail to separate the different particle populations and 
alternative supervised procedures for particle sorting would 
need to be used instead. Finally, the presence of 
conformational heterogeneity within the sample is another 
factor to consider regarding the performance of our strategy 
for particle sorting. In general, while our approach will be 
unable to distinguish between particles from different 
conformations, it may still be effective at eliminating junk 
particles or false positives produced by the particle picking 
procedure. In this case, application of our strategy for particle 
sorting to heterogeneous samples will provide a clean set of 
particles that can later be subjected to supervised 3D 
classification in order to separate the different conformations 
present in the sample.  
In principle, the sensitivity of our method to small molecular-
weight and heterogeneous targets may be mitigated by 
computing the particle scores using a Bayesian approach [61]. 
In this framework, rather than choosing the orientation that 
best fits the experimental image, a marginalized likelihood is 
computed over all possible orientations. In addition, different 
conformational states can be incorporated into the likelihood 
function and thus integrated naturally into the framework, as 
implemented in several SPA packages [32], [34], [40]. One 
drawback of this method, however, is the elevated 
computational cost required to evaluate the marginalized 
likelihood over all possible rotations and translations for each 
experimental image. Under certain conditions, however, the 
computational load may be alleviated by employing multi-
scale methods or advanced approximation techniques [62]. 
6. Conclusion 
Recent technological advances in detector technology and 
image analysis have transformed cryo-EM into a powerful 
technique capable of studying the high-resolution structure of 
proteins and protein complexes. The availability of strategies 
for automated data collection and the introduction of larger and 
faster detectors, have dramatically improved the throughput of 
data production exacerbating the need to streamline the cryo-
EM structure determination pipeline. Particle selection and 
sorting is one the most time-consuming and critical steps in the 
SPA workflow that still relies on subjective user input in order 
to successfully identify homogeneous populations of particles 
that can be used for high-resolution refinement. 
In an effort to address this problem, we presented an 
unsupervised strategy for particle sorting that lessens the 
burden on users while at the same time speeds-up the structure 
determination process and improves its reproducibility and 
consistency. We showed that in the favorable case of large and 
homogeneous complexes like the T20S proteasome, particle 
sorting can be executed in an unsupervised manner yielding 
state-of-the-art reconstructions that compare favorably with 
those obtained by expert users. Whether the strategy proposed 
here can be applied to a wider and more challenging class of 
samples, including complexes of smaller molecular weight, 
lower symmetry or that are more heterogeneous, will be the 
subject of future studies. This and other advances in 
automation in single-particle cryo-EM will eventually put the 
technique on a path of establishing itself as a mainstream 
technique for high-resolution structure determination with the 
potential of studying the structure of important biomolecules in 
high-throughput mode of operation. 
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