A Heterogeneous Graphical Model to Understand User-Level Sentiments in
  Social Media by Iyer, Rahul Radhakrishnan et al.
A Heterogeneous Graphical Model to Understand
User-Level Sentiments in Social Media
Rahul Radhakrishnan
Iyer
Language Technologies
Institute
Carnegie Mellon University
rahuli@andrew.cmu.edu
Jing Chen
Language Technologies
Institute
Carnegie Mellon University
jingc1@andrew.cmu.edu
Haonan Sun
Language Technologies
Institute
Carnegie Mellon University
haonans@cs.cmu.edu
Keyang Xu
Language Technologies
Institute
Carnegie Mellon University
keyangx@andrew.cmu.edu
ABSTRACT
Social Media has seen a tremendous growth in the last decade
and is continuing to grow at a rapid pace. With such adop-
tion, it is increasingly becoming a rich source of data for
opinion mining and sentiment analysis. The detection and
analysis of sentiment in social media is thus a valuable topic
and attracts a lot of research efforts. Most of the earlier
efforts focus on supervised learning approaches to solve this
problem, which require expensive human annotations and
therefore limits their practical use. In our work, we pro-
pose a semi-supervised approach to predict user-level senti-
ments for specific topics. We define and utilize a heteroge-
neous graph built from the social networks of the users with
the knowledge that connected users in social networks typi-
cally share similar sentiments. Compared with the previous
works, we have several novelties: (1) we incorporate the in-
fluences/authoritativeness of the users into the model, 2)
we include comment-based and like-based user-user links to
the graph, 3) we superimpose multiple heterogeneous graphs
into one thereby allowing multiple types of links to exist be-
tween two users.
Keywords
Sentiment Analysis; Social Media Analysis; Graphical Model;
Social Networks; Network Link Analysis
1. INTRODUCTION
Online social media such as Twitter and Facebook has
become pertinent way of social networking, where most of
the users tend to convey personal opinions or feelings to-
wards certain topics in their posts. Due to the large vol-
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ume of online data, widespread topical variety and real-time
propriety of social media, especially micro-blogging services,
recent years have seen intense research work on sentiment
detection in the context of online social media. Formally,
sentiment detection is defined as classifying entities in so-
cial media into limited classes such as positive or negative
attitudes.
Traditional approaches focus more on supervised classifi-
cation of textual information, where supervised labels are
either manually labeled or using methods like distant su-
pervision. Social text has unique characteristics such as
length limit, higher probability of being noisy and the wide
use of slangs and emoticons, leading to special requirements
for careful consideration of data pre-processing and feature
engineering. While a number of prior research work have
demonstrated promising experimental results in terms of
sentiment classification accuracy, most of them can hardly
be extended to large-scale sentiment analysis due to their
strict dependence on human annotation [1] or exact match-
ing of sentiment lexicons (e.g., SentiWordNet) [2]. To make
things worse, even existing annotated datasets cannot catch
up with the fast speed of dynamic and ever-changing social
focus. It has thus become of importance to automatically
better utilize the real-time social data with little or even no
human intervention. The authors in [21] propose a semi-
supervised method that utilized metadata from user profiles
to construct ground truth data (user sentiments towards a
topic) and achieve promising results in predicting user level
sentiments. Recently, several approaches involving machine
learning and deep learning have also been used in the visual
and language domains [12, 10, 14, 9, 6, 13, 4, 5, 11, 18, 8,
17, 7].
In this work, we propose a new semi-supervised approach
that builds upon the model proposed in [21]. We have fur-
ther enhanced the model by: 1) incorporating the influ-
ences/authoritativeness of the users, 2) including additional
user-user links involving comment-based and like-based ones,
3) superimposing the multiple heterogeneous graphs (each
type of user-user link, e.g., directed t-follow, mutual t-follow,
like-based etc. will have a separate heterogeneous graph as
described in [21]) into one thereby allowing multiple types
of links to exist between two users. This has the advan-
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tage that each type of link will have a different weight and
taking a weighted sum of all the types of links between
two users will give better information about the “sentiment-
relatedness”(how sentiment of one affects the other) between
them. For e.g., two users having a like-based link in addi-
tion to mutual t-follow should intuitively have a stronger
sentiment-relatedness when compared to two users that are
just connected by mutual t-follow links.
The rest of this paper is organized as follows: Section 2
gives brief review of related prior work on sentiment detec-
tion in social media, where comparisons are presented. To
better utilize various online user links, Section 3 proposes
our new semi-supervised model, including the mathemati-
cal formulation, newly designed loss function and potential
inference algorithms. Section 4 discusses potential data col-
lection, necessary experimental settings, potential baselines,
evaluation metrics and future plans. Finally, Section 5 sum-
marizes this paper and draw conclusions from our work.
2. RELATED WORK
In this section, we discuss several papers that aided in the
development of research on sentiment detection models in
the context of social media.
2.1 Twitter Sentiment Classification using Dis-
tant Supervision
While there has been a large amount of research on sen-
timent classification for larger pieces of text, like movie re-
views [16] and blogs, little has been done on classifying sen-
timent of messages on micro-blogging services like Twitter.
Thus the paper proposes a novel approach for automatically
classifying the sentiment of Twitter messages as either pos-
itive or negative with respect to a query term.
Faced with unique attributes of Twitter messages, for ex-
ample, length limit of 140 characters, data availability, top-
ical variety the high frequency of misspellings and slangs,
posing challenge on classify sentiment in Twitter. For the
purpose of simplicity, the sentiment can be defined as posi-
tive or negative while neutral sentiment is discarded.
In order to automatically aggregate and analyze Twitter
sentiment, supervised learning framework is applied. While
it is almost impossible to manually collect and label train-
ing data, the key idea is to use distant supervision. This
means to use tweets with emoticons as training data, with
the emoticons serving as noisy labels. Moreover, there is pre-
defined set of emoticons mapped to “:)”, indicating positive
sentiment, and “:(”, indicating negative sentiment.
Moreover, characteristics of tweets have required care-
ful design of pre-processing strategies, including (1) emoti-
con removal, causing classifier learn from other textual fea-
tures; (2) query-term removal, avoiding the inner sentiment
of query terms to bias the classification results. Further
data cleaning approaches can be using equivalent class to
replace strings like ”@Username”, ”URL”, and constraining
consecutive repeated letters.
From Twitter Application Programming Interface (API),
data are collected from April 6, 2009 to June 25, 2009,
where training data is well-organized and post-processed
with filters like pre-defined tweet removal strategy. Alto-
gether there is training set, consisting of 800,000 tweets with
positive emoticons and 800,000 with negative emoticons, as
well as testing set, consisting of 177 negative and 182 posi-
tive tweets, all manually marked.
Based on features like unigrams, bigrams, unigrams and
bigrams, and parts of speech (POS), comparisons have been
performed between the keyword baseline model and machine
learning classifiers like Naive Bayes (NB), Maximum En-
tropy (MaxEnt) and Support Vector Machine (SVM). Ex-
periments have shown that all classifiers have greatly im-
prove over the keyword baseline, reaching over 80% accuracy
when trained with emoticon data. More specifically, while
classifiers with Unigram features see similar performance
with previous work [16], Bigram features aims to capture
phrases like “not good”, but alone is not performing as ex-
pected due to sparse feature space. Combining Unigram and
Bigram features see the most promising gains and indicates
the potential of automated classifiers on Twitter sentiment
detection.
In general, this work can be viewed as an empirical study
of how supervised classification can be applied in Twitter
sentiment analysis with careful design of pre-processing strat-
egy. There is still much that could be taken into considera-
tions, including utilizing semantics to improve classification
performance, better handling domain-specific tweets and ex-
tend English Twitter sentiment classification to other lan-
guages apart from English.
2.2 Sentiment Analysis of Twitter Data
Apoorv et all also examined sentiment analysis on Twitter
data and they have two main contributions: (1) introduc-
ing POS-specific prior polarity features; (2) exploring the
use of a tree kernel to obviate the need for tedious feature
engineering.
A number of their features are based on prior polarity of
words. To obtain the prior polarity of words, they use Dic-
tionary of Affect in Language (DAL) [22] and extend it using
WordNet. DAL contains about 8000 English language words
each of which are assigned a pleasantness score between 1
(Negative) - 3 (Positive). They first normalize the scores by
diving each score by the scale (which is equal to 3). Then
words with polarity less than 0.5 are considered as negative,
words with higher than 0.8 are considered as positive and
the rest as neutral. For a word which cannot be directly
found in DAL, if any synonym retrieved from Wordnet is
found in DAL, the word is assigned the same pleasantness
score as its synonym and if not, the word is not associated
with any prior polarity.
Beside prior polarity of words, they design a tree represen-
tation of tweets to combine many categories of features. To
calculate the similarity between two trees they use a Partial
Tree (PT) kernel first proposed by Moschitti [15]. A PT ker-
nel calculates the similarity between two trees by comparing
all possible sub-trees. This calculation is made computation-
ally efficient by using Dynamic Programming techniques. By
considering all possible combinations of fragments, tree ker-
nels capture any possible correlation between features and
categories of features. In this manner, it is not necessary
tocreate by hand features at all levels of abstraction.
The advantage of this work is that it take POS-specific
polarity scores into consideration but other linguistic anal-
ysis like parsing, semantic analysis and topic modeling are
not considered. Besides, the machine learning classifier they
use is SVMs and SVM cannot potentilally reach the state-
of-art performance. Tring using better and more proper
machine learning models might be another way of making
breakthrough based on this work.
2.3 User-level sentiment analysis incorporat-
ing social networks
Tan et al. proposed [21] a semi-supervised method to
detect user level sentiment on social media. The motivation
is that users on social networks are connected with each
other and those connected users are more likely to share
common opinions. Also, some meta data created by users
themselves can serve as the ground truth opinion towards
specific topics.
In order to classify each users’ sentiment on specific top-
ics into binary polarities, ”positive” and ”negative”, some
users who explicitly labeled their sentiments are chosen as
root users. Then four possible connections are used to ex-
pand the graph, including mutual and directed follow links
and mutual and directed retweet links. After adding topic
related tweets to selected users, a directed heterogeneous
graph on one topic is constructed. Given ground truth la-
bels of part of users, the target is to estimate the sentiments
of other users which maximize the log likelihood functions
as follows:
logP (Y) = (
∑
vi∈V
[
∑
t∈tweetsvi,k,l
µk,lfk,l(yvi , yˆt)
+
∑
vj∈Neighborsvj,k,l
λk,lhk,l(yvi , yvj )])
− logZ
(1)
where Z is the normalization factor and the first two inter
sum indicate user-tweet factors and user-user factors respec-
tively and indices k, l range over sentiments labels {0, 1}.
fk,l(·, ·) and hk,l(·, ·) are features function, and µk,l and λk,l
are parameters representing feature impact. Thus we use
wlabeled and wunlabeled to indicate different levels of con-
fidence in users that were or were not initially labeled as
follow:
fk,l(yvi , yˆt) =

wlabeled
|tweetsvi |
, yvi = k, yˆt = l, vi is labeled
wrelation
|tweetsvi |
, yvi = k, yˆt = l, vi is unlabeled
0, otherwise
(2)
hk,l(yvi , yvj ) =
{
wrelation
|Neighborsvi |
, yvi = k, yvj = l
0 otherwise
(3)
Need to note that the values of those weights are usually
tuned heuristically. For example, initially-labeled users re-
ceive highest confidence. The setting of this work selects
wlabled = 1.0, wunlabeled = 0.125, wrelation = 0.6.
The authors then utilize two methods to estimate the
parameters λk,l and µk,l in log-likelihood function, includ-
ing direct estimation from simple statistics and SampleR-
ank[20]. Then Loopy Belief Propagation (LBP) is uti-
lized to perform inference for the given model. Need mention
due to the randomization of SampleRank, this paper utilize
majority votes of 5 predictions to label each user.
Three user-classification methods are compared, includ-
ing Majority-vote using SVM and two proposed method us-
ing different estimating approaches. Results show proposed
models perform significantly better than the baseline. Also,
This paper shows that follow links are a stronger agreement
than retweet links and directed links perform better than
undirected links. However, two parameter estimating meth-
ods show similar performances.
While this paper produces promising results in classifying
user-level sentiments, it make some assumptions to simply
the problem. For example, it only consider user importance
on aspect of labeled or not, ignoring its connection informa-
tion in the heterogeneous graph. Also, no text information
is used in this work, which has been proved to be a powerful
indicator of sentiments.
3. PROPOSED MODEL
We propose a model that is built on top of [21], with sev-
eral enhancements. This model put forth by the authors has
numerous advantages, for e.g., 1) it being semi-supervised
and requiring little no human annotation, 2) exploiting the
network structure in social media, which takes a turn from
the usual sentiment analysis approaches that are all at a
text-level, 3) the sentiments are calculated at a user-topic
level. However, there are still several drawbacks that can be
addressed.
Firstly we note that the influence/authoritativeness of the
users is not considered at all in the model. Influential users
have more tendency to affect (for better or worse) the sen-
timent of the users connected to them. So, this is an im-
portant part of the graphical model that has not been con-
sidered. Secondly, the model proposed by the authors con-
sider four different heterogeneous graphs, one for each type
of user-user link, e.g., mutual t-follow, directed t-follow etc.
But this is not the best representation because there can ex-
ist multiple types of links between two users and a weighted
average of all these links can give a better prediction of
the sentiment-relatedness between them. For e.g., two users
having a like-based link in addition to mutual t-follow should
intuitively have a stronger sentiment-relatedness when com-
pared to two users that are just connected by mutual t-follow
links. Thirdly, several other user-user links like comment-
based links and like-based links are not considered. This can
further strengthen the graphical model.
With all of this in mind, we define a newer and enriched
graphical model that addresses all these shortcomings. The
different enhancements are given below:
1. We compute a user’s influence in the network as his/her
pagerank score in the graph (considering only the
user-user links in the heterogeneous graph: removing
the user-tweet links) considered.
2. We allow multiple types of links to exist between two
users simultaneously, which in essence is a superim-
position of all the different heterogeneous graphs (one
heterogeneous graph for each type of user-user link)
into one graph. For e.g., there could be a retweet link,
t-follow link and a like-based link between two users
and a combination of these can be more predictive of
the sentiment-relatedness between them.
3. We introduce four new user-user links: 1) directed
like-based links (one user likes the posts of another
but the reverse need not be true), 2) mutual like-
based links (both users like each other’s posts), 3) di-
rected comment-based links (one user comments on the
tweets of another but the reverse need not be true), 4)
mutual comment-based links (both users comment on
each other’s tweets). This will enrich and enhance the
Figure 1: An example of proposed directed hetero-
geneous graph on a specific topic. Edges in different
colors indicate different types of relation dependen-
cies. The thickness of user circle v shows its influ-
ence in the graph.
graphical model as all these factors: like, comment,
retweet, t-follow, are all indicative of shared sentiment
between two users.
The proposed graphical model is shown in Figure 1, where
we incorporate textual, user and network information into a
single heterogeneous graph for a specific topic. We define G
to be the set of different types of user-user links. In essence,
G will consist of 8 different types of links: the 4 old ones
(mutual & directed t-follow, mutual & directed retweet) that
are described in [21] and the 4 new ones described above.
In our new model, which we will describe below, since we
consider mutliple types of links to exist between two users
in the same graph, we will need to partition (with overlap,
not disjoint) the neighbours of a user according to G. Let vi
be the root user considered and let V be the set of neighbor
users of user vi. Formally, we define the partition function,
Partition:V,G, vi 7→ 2V , as follows:
Partition(V,G, vi) = {{vj | vj ∈ V, (vi, vj) is a type of link ∈ G}} (4)
Basically what this function does is: given a neighbor set
of users for a root user, we split that set into multiple smaller
sets (with overlap, not disjoint) such that each of those sets
corresponds to those neighbors that share the same type of
link with the root. These types of links are in G.
Now, we assume that we considering a particular topic T
to make things easy. The problem then is to determine the
sentiments of the users towards this particular topic. Let the
set of users be denoted by V = {vi}. Let yvi be the label for
user vi, and Y be the vector of labels for all users. We make
the markov assumption, as in [21], that the user sentiment
yvi is influenced only by the (unknown) sentiment labels yˆt
of tweets t ∈ tweetsvi (the tweets of the user vi) and the
probably unknown sentiment labels of the immediate user
neighbors Neighborsvi of vi. Thus, with all of this, we can
now propose our new factor-graph-based model as:
logP (Y) = (
∑
vi∈V
pvi [
∑
t∈tweetsvi ; k,l
µk,lfk,l(yvi , yˆt)
+
∑
g∈Partition(Neighborsvi ,G,vi)
∑
vj∈g; k,l
λk,l,ghk,l,g(yvi , yvj )])
− logZ
(5)
where the indices k, l range over the set of sentiment la-
bels {0, 1}, and g ∈ G. Z is the normalization factor.
fk,l(·, ·) and hk,l,g(·, ·) are feature functions which we define
below, and µk,l and λk,l,g are parameters that determine the
“weight/impact” of that category of link. Here, this category
of links is not that same as the types of links discussed ear-
lier. For e.g., λ0,1,mutual t-follow, essentially denotes the im-
pact of the mutual t-follow user-user link between two users
where the first user has a negative sentiment towards the
topic in consideration (hence the 0) and the second user has
a positive sentiment (hence the 1). Similarly, µ1,0 represents
the impact of that type of user-tweet link where the user’s
overall sentiment towards the topic (essentially his label yvi)
is positive (hence the 1) but his tweet t is negative (hence
the 0). These impact/weights are parameters that are learnt
by the model. It could happen that the model learns a very
small value for µ0,1 because such links are rare or don’t have
much impact. It is important to note that these parameters
are global and are not specific to users. With the new model,
we have more number of parameters to estimate than the
original model: it is easy to see that we need to estimate 4
parameters to determine µk,l, ∀k, l ∈ {0, 1} and 4 × |G| to
determine λk, l, g, ∀k, l ∈ {0, 1} and g ∈ G.
Here, pvi is the pagerank score of user vi in the graph.
As before, the first and second inner sums correspond to
user-tweets factors and user-user factors respectively. The
improvements in the proposed model are immediately visi-
ble. The pagerank score pvi before the first summation takes
into account the influence of the users vi ∈ V to determine
the sentiment-label for the users. In addition, we see that
in the second sum, we partition the neighbor space of vi ac-
cording to the function Partition defined earlier. This way,
we get a component for each type of user-user link and in
consequence, we learn a different weight λk,l,g for each cate-
gory and type of link. Thus, each type of user-user link gets
its own weight and a combination of all these links will give
a better representation of the sentiment-relatedness between
two users.
As in the original model proposed by the authors, ex-
plained above, the feature functions hk,l,g and fk,l are de-
fined below:
fk,l(yvi , yˆt) =

wlabeled
|tweetsvi |
, yvi = k, yˆt = l, vi is labeled
wrelation
|tweetsvi |
, yvi = k, yˆt = l, vi is unlabeled
0, otherwise
(6)
hk,l,g(yvi , yvj ) =
{
wrelation
|Neighborsvi (g)|
, yvi = k, yvj = l
0, otherwise
(7)
Here, g indicates the group of links that are defined in
G. The estimation procedures are similar to the original
approach:
1. Direct Estimation: From the labeled subset of data,
albeit limited, one can use direct statistical estimation
techniques such as simple counts. Let Elabeled be the
subset of edges in our heterogeneous graph in which
both the end-points are labeled. We estimate the 4×
|G| user-user parameters as follows:
λk,l,g =
∑
(vi,vj)∈Elabeled I(yvi=k,yvj=l,G=g)∑
(vi,vj)∈Elabeled I(yvi=k,yvj=1,G=g)+I(yvi=k,yvj=0,G=g)
(8)
where I(·) is the indicator function. It is important
to note that we do not have the labels for individual
tweets in the dataset (that is the essence of the semi-
supervised learning approach of this paper). We there-
fore make the strong assumption that positive users
only post positive tweets on the topic, and negative
users post only negative tweets. In essence, we set
µk,l = 1 if k = l, 0 otherwise.
2. SampleRank: Here, instead of using direct statistical
estimation techniques to esimate the parameters, we
learn the parameters. This algorithm is described in
Algorithm 1.
As in the original paper, we perform inference using loopy
belief propagation.
4. EXPERIMENTS DESIGN
4.1 Data Collections
Our dataset can be extracted from social media website
that contains both user-user links and user-content links.
Twitter is a good option, which is used in previous stud-
ies.[21] Similar to this work, we can first collect a large
dataset from twitter and then select several topics that cov-
ers multiple aspects. For examples, we should consider both
frequent topics and rare queries. Then for each topic, we can
generate root users set as ground truth data by analyzing
metadata or labels created by users themselves. Then we can
use user-user connections to expand users set. In previous
work, the size of root user set is less than one thousand and
expanded graph usually contains over one million users and
tweets as vertexes. Since previous work is done five years
ago, those topics and posts might be outdated. We prefer to
collect new data instead of using the old one. Also we might
examine the size of data for each selected topics to decided
whether to collect more data or change topics. On the other
hand, we also have to collect extra connections information
such as like or comments to train different parameters for
links.
4.2 Implementation
PageRank and some text classification algorithm should
be implemented to get user importance and text information
for baseline approaches respectively. As for features for text
classification method, we can try bag of word or some more
sophisticated features such as ngram or word2vec.
Furthermore, the methods to do parameters estimation
and inference can be the same as previous work[21], includ-
ing SampleRank and loopy belief propagation. The Sam-
pleRank algorithm is stated in Algorithm 1.
RelPerf(Ynew,Y) is the difference in performance, mea-
sured on the labeled data only, between Ynew and Y, where
the performance Perf(Y) = Accuracy(Y) +MacroF1(Y).
LLRφ(Y
new,Y) is the log-likelihood ratio for the new sam-
ple Ynew and the previous label set Y: LLRφ(Y
new,Y) =
log(P (Y
new)
P (Y)
).
4.3 Baselines
In this section, we discuss some potential baselines to com-
pare with our method.
• Text-based SVM majority vote. After training
a SVM classifier[3], we can predict each tweet in the
input : Heterogeneous graph HG with labels on some
of the user nodes
output: Parameters values φ and full label-vector Y
Randomly initialize Y;
Initialize φ from NoLearning;
for i := 2 to Number of Steps do
Ynew := Sample(Y) ;
if (RelPerf(Ynew,Y) > 0 and LLRφ(Y
new,Y) < 0)
// peformance is better but the objective
function is lower
or (RelPerf(Ynew,Y) < 0 and
LLRφ(Y
new,Y) > 0)
// peformance is worse but the objective
function is better
then
φ := φ− η∆φLLRφ(Ynew,Y);
end
if converge then
break;
end
if RelPerf(Ynew,Y) > 0 then
Y := Ynew;
end
end
Algorithm 1: SampleRank algorithm
heterogeneous graph. Then we make predictions for
users based on majority vote of their posted tweets.
• Text-based SVM batch prediction Instead of us-
ing majority vote for multiple tweets, we feed those
tweet as a single bag of word document to the SVM.
In this case, for a specific user, sentiment is predicted
based on all his posts combined in a batch.
• Tan et al. work. This is the method we discussed in
Section 2.3.
As for the training set for tweet-level SVM, we can
adopt some available datasets constructed by previous
work, such as [19]. In case of those datasets are out-
dated due to the fast updating pace of social media,
we can also construct our own topical related training
set with the help of crowdsourcing platform such as
MTurk.
4.4 Evaluations
As for evaluation metrics, we choose to use accuracy and
MacroF1 as following:
Accuracy =
#TP + #TN
#TP + #TN + #FN + #FP
(9)
F1 =
2
#TP
#TP+#FP
+ #TP
#TP+#FN
(10)
MacroF1 =
F1pos + F1neg
2
(11)
where #TP , #TN , #FP , #FN indicate the numbers of
true positive, true negative, false positive and false negative
predictions respectively.
The ground truth data for users can be collected with the
help of human annotations.
5. CONCLUSIONS
To summarize, this work has investigated sentiment clas-
sification in the context of social media, more specifically, on
Twitter data. We first present a detailed literature review of
related work and introduce the motivation of our work. We
then propose a semi-supervised model and corresponding in-
ference algorithm to predict user-level topical sentiment on
Twitter data. Compared with previous work, our new model
takes into consideration various user-link information in the
web heterogeneous graph, including the impact of different
users, and differences among various kinds of links. Lastly,
we briefly discuss potential data collection, necessary exper-
imental settings and evaluations.
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