Abstract Cancer cells have upregulated DNA repair mechanisms, enabling them survive DNA damage induced during repeated rapid cell divisions and targeted chemotherapeutic treatments. Cancer cell proliferation and survival targeting via inhibition of DNA repair pathways is currently a very promiscuous anti-tumor approach. The deubiquitinating enzyme, USP1 is known to promote DNA repair via complexing with UAF1. The USP1/UAF1 complex is responsible for regulating DNA break repair pathways such as trans-lesion synthesis pathway, Fanconi anemia pathway and homologous recombination. Thus, USP1/UAF1 inhibition poses as an efficient anti-cancer strategy. The recently made available high throughput screen data for anti USP1/UAF1 activity prompted us to compute bioactivity predictive models that could help in screening for potential USP1/UAF1 inhibitors having anticancer properties. The current study utilizes publicly available high throughput screen data set of chemical compounds evaluated for their potential USP1/UAF1 inhibitory effect. A machine learning approach was devised for generation of computational models that could predict for potential anti USP1/UAF1 biological activity of novel anticancer compounds. Additional efficacy of active compounds was screened by applying SMARTS filter to eliminate molecules with non-drug like features. The structural fragment analysis was further performed to explore structural properties of the molecules. We demonstrated that modern machine learning approaches could be efficiently employed in building predictive computational models and their predictive performance is statistically accurate. The structure fragment analysis revealed the structures that could play an important role in identification of USP1/UAF1 inhibitors.
Introduction
Ubiquitin, the regulatory molecule that is central to protein biology, is a small protein, that acts as a controller of cellular life and death by being primarily involved in phenomena such as trafficking, chromatin modelling, DNA repair etc. (Chen and Sun 2009) . Ubiquitin modification, namely ubiquitination and deubiquitination, mediated signalling forms a crucial step in a plethora of molecular pathways occurring in living cells and cellular homeostasis (GarciaSantisteban et al. 2013) . While the process of Ubiquitin addition is well characterised and its crucial role in protein biology is established, the essence of Ubiquitin removal still remains unexplored and still evolving (Liang et al. 2014) .
Deubiquitinases (DUBs) are a class of enzymes that facilitate the cellular process of ubiquitin removal and Electronic supplementary material The online version of this article (doi:10.1007/s11693-015-9162-1) contains supplementary material, which is available to authorized users.
serve the main functions of ubiquitin chain editing and ubiquitin rescue from degradation marked proteins (Amerik and Hochstrasser 2004; Nijman et al. 2005b) . Apart from the well elucidated degradative roles, emerging roles have highlighted that deubiquitinases are central in function for regulation of other pathways, and is particularly germane to cancer and reversible ubiquitination influences the stability of important oncogenes (Sacco et al. 2010) . Mounting evidences in recent, support the view that deubiquitinases be characterised as oncogenes, owing to their involvement in regulating cancer-relevant pathways of tumor development and malignant transformations (Fraile et al. 2012; Hussain et al. 2009 ). It is increasingly becoming well stated, that DNA damage repair is tightly regulated under ubiquitination and deubiquitination, thus making the concept of DUBs as eminently druggable target more relevant (Hofmann 2009; Ulrich and Walden 2010) . There is an interesting subset of DUBs, that have been shown to play a critical role in DNA damage repair responses particularly in cancers (Garcia-Santisteban et al. 2013) . Thus, targeting the phenomenon of deubiquitination, as a part of synthetic lethal approach to destroy cancer cells dependent on a compensatory DNA repair pathway for survival due to constant oxidative and replicative stress, has spurred interests to use it as an anti-cancer strategy (Curtin 2012; Hoeller and Dikic 2009) .
DNA damage can occur via single-stranded breaks (SSBs), double-stranded breaks (DSBs) or formation of DNA adducts, due to covalent modification or base crosslinking (Huang and D'Andrea 2006) . Thus, making DNA repair a critical phenomenon responsible to maintain cellular genome integrity and any disruption in these repair mechanisms could render cells prone to damage, death and mutagenicity (Murai et al. 2011) . Since cancer cells are rapidly proliferating, spontaneous DNA breaks or increased reactive oxygen species (ROS) induce base oxidation or exposure to Chemotherapeutics, as in case of Cancer treatment; causes their DNA to commonly exhibit increased DNA mutation rates and greater genomic instability (Branzei and Foiani 2008; Kennedy and D'Andrea 2006) . This renders cancer cells, victim to frequent DNA damage and reliant on an activated DNA damage repair mechanism for survival (Helleday et al. 2008) .
Cancer cells frequently develop proliferative defects in DNA and upregulate one of the following major DNA repair pathways, namely: homologous recombination (HR) repair, mismatch repair (MMR), base excision repair (BER), nucleotide excision repair (NER), nonhomologous end-joining (NHEJ) or translesion DNA synthesis (TLS) (Kennedy and D'Andrea 2006; Murai et al. 2011) . Although the exact mechanism used in repair pathway selection repair activity coordination is not known, but recent studies highlight the importance of ubiquitin in DNA repair regulation (Murai et al. 2011) . This critical need of highly active repair in constantly dividing carcinoma cells can be exploited to target cancer cells by using inhibitors against proteins, such as ubiquitinases and deubiquitinases, essential for the repair pathway functioning.
Deubiquitinating enzymes (DUBs) cleave the isopeptide bond between the ubiquitin C-terminal carboxylate and lysine side-chain amino group on target proteins. As more than 100 different types of DUBs are known, they are classified into five major families and the Ubiquitin specific proteases (USPs) among them, constitute as the largest family (Nijman et al. 2005b) . The occurrence of Deregulated USP1 in various types of carcinoma makes it the most promiscuous pharmacological intervention target of the USPs family, and thus USP1 holds a special attraction. USP1 is amongst the most well characterised deubiquitinases which have been found to play critical role in DNA damage repair mechanisms and more. Previous studies have validated that USP1 disruption results in heightened sensitivity to DNA crosslinking agents in chicken (Oestergaard et al. 2007 ) and USP1 knockout results in mitomycin C hypersensitivity in murine model (Kim et al. 2009 ). Also, USP1 has been associated with the function of deubiquitinating PCNA in Trans-lesion synthesis pathway ) and FANCD2/FANCI in Fanconi anemia pathway (Nijman et al. 2005a) , hampering the respective DNA damage avoidance mechanisms. PCNA (Proliferating Cell Nuclear Antigen) monoubiquitination is critical to the Translesion DNA damage repair response (TLS), that promotes lesion bypass at the site of stalled replication fork due to a damaged base (Kannouche et al. 2004; Zhuang et al. 2008) . USP1 mediated reversion of PCNA monoubiquitination prevents untimely TLS polymerase recruitment, contributing to the maintenance of genome stability (Jones et al. 2012 ). FANCD2 and FANCI monoubiquitination regulates in the DNA Interstrand crosslink repair that occurs during genomic damage in the rare genetic anomaly Fanconi anemia (Kim and D'Andrea 2012; Sims et al. 2007) . USP1 is known to deubiquitinate FANCD2 and FANCI for crucially maintaining the FA pathway functioning, and USP1 knockouts recapitulate FA phenotype (Kim et al. 2009; Oestergaard et al. 2007) .
USP1 participates in the homologous recombination during double stranded break via suppression of nonhomologous end joining repair pathway (Murai et al. 2011) . USP1 inhibition has further been shown to target the degradation of ID (inhibitor of DNA binding 1) proteins (Mistry et al. 2013) , which are known to be overexpressed in various cancer types (Fong et al. 2004 ). In addition it has been shown, that USP1 inhibition is a potential differentiation therapy target, since USP1 mediated deubiquitination of ID proteins preserves tumorigenic capacity and ''stemness'' in osteosarcoma (Williams et al. 2011) . Thus, making USP1 inhibition a potent anti-cancer strategy. It has been uncovered, that all these ubiquitin addition and removal regulation is carried out by USP1 in a heterodimeric complex form, associated with its cofactor UAF1 (USP1 associated factor 1), which modulates the enzyme activity (Cohn et al. 2007 (Cohn et al. , 2009 ). UAF1 binding induces conformational changes in USP1 active site increasing the enzyme activity dramatically by stabilizing it (Cohn et al. 2007; Villamil et al. 2012 ) and plays critical role as a cofactor. It is to be noted that since DNA damaging chemotherapeutics make cancer cells reliant on DNA repair pathways for survival, USP1 inhibitors could act as efficacious anti-cancer molecules, when used in combination them. Also, since therapeutic intervention with an USP1 inhibitor would be a single agent therapy, it would be leading to better efficacy, likely fewer side effects and could be more tumor selective. Thus, this vouches USP1/ UAF1 complex an interesting target with a lot of scope to be explored as an anti-cancer target.
The present study aims to employ in silico methods for drug development Goyal et al. 2014) . In this study we explore the predictive capacities of machine learning for creating classification models from high throughput screens which could be explored to identify compounds having therapeutic anti tumor effects. We started with the Cheminformatics study by building models for predictive classification from high throughput assays targeted against USP1/UAF1. Additional analysis implies the application of Substructure Fragments, to study enriched substructure fragments which could further be useful in screening more inhibitors to USP1/UAF1. Our study reveals accurate and efficient predictive computational models that could screen for molecules with high potential to being modelled as anti-tumor compounds. Thus, we demonstrate that such machine learning based predictive modelling, data mining and screening has a lot of potential and could be effectively used to identify molecules for the drug discovery process.
Materials and methods

Bioassay data set
In the current study, the assay corresponding to assay identifier AID 743255 was used that aimed at screening NIH Molecular Libraries Small Molecule Repository (MLSMR) to identify small molecules that can act as inhibitors against USP1/UAF1 complex (Liang et al. 2014) . The assay was obtained from PubChem (Wang et al. 2012 ), a database primarily providing information about the biological activities of small molecules, maintained by National Center for Biotechnology Information (NCBI).
The assay is a Public domain Molecular Data that comprises of a miniaturized quantitative high-throughput screen (qHTS) that monitors activity of compounds against USP1/UAF1 using an ubiquitin-rhodamine110 substrate (Liang et al. 2014) . The dataset AID 743255 consisted of a total of 389,560 compounds tested for inhibitory effect against USP1. Compounds were characterised on the basis of their PubChem Activity score, where a score between 40 and 100 accounted for active compounds (n = 904) and a score of 0 accounted for inactive compounds (n = 369,838). Also, compounds with an activity score of 1-39 were marked as Inconclusive and others marked as Unspecified, were not considered further in our analysis due to the probable uncertainty in their predictive ability of bioactivity for our models.
Dataset pre-processing and generation of molecular descriptors
The chemical structures of the active and inactive molecules of the AID 743255 were downloaded from PubChem in the structural data format (SDF). Owing to the large size of the dataset containing all the compounds, it was not possible to process it further as a single file. This prompted us to split the SDF files obtained above, into smaller files using the SplitSDFiles Perl Script available at Mayachem tools (Sud 2010) . These structures were further imported into the freely available software, PowerMV, which is primarily used for statistical analysis, descriptor generation and molecular viewing (Liu et al. 2005) . PowerMV transforms the information encoded in chemical structures into numbers which are termed as descriptors. Using PowerMV, 2D Molecular descriptors were generated for the actives and inactives. PowerMV generates in total 179 descriptors for all the input compounds, of which 147 descriptors account for pharmacophore Fingerprints, 24 descriptors account for Weighted Burden numbers and 8 for property descriptors. Pharmacophore fingerprints are binary descriptors based on bioisosteric principles according to which two atoms or groups having same biological activity are assigned the same class. Pharmacophore based descriptors are divided into six categories which include negatively and positively charged atoms or groups, hydrogen bond donors and acceptors and ring systems containing aromatic and hydrophobic centers. Another class of descriptors generated by PowerMV includes weighted burden numbers which are continuous descriptors based on a connectivity matrix, the Burden connectivity matrix takes into account three properties, electronegativity, partial charge and atomic lipophilicity. The property set of descriptors generated by PowerMV include eight properties, partition coefficient, polar surface area, number of rotatable bonds, H-bond donors and acceptors, molecular weight, blood-brain indicator and bad group indicator (Liu et al. 2005) . The dimensionality of the data was reduced by removing redundant descriptors across the entire dataset. Further using Perl script, the data set was split into 20 % independent Test set and 80 % Training cum validation set across five folds, employed during the entire study.
Best first descriptors
Feature selection techniques have been widely used to reduce the dimensionality of the dataset, computation time involved as well as to reduce the noise from the data. Most traditional models have been constructed using all the available descriptors or attributes of the data. But as recognized earlier (Dudek et al. 2006) , we sought to explore if amongst the large number of descriptors, only few were actually of relevance in contributing towards an efficient model building. And identification of such a set of few descriptors, which were enough to characterize a model as the best first descriptors. The key rationale for such search for descriptors was to make the model computation time efficient and reduce the subsequent noise that eventually affects the end model quality. The feature selection algorithms search throughout the dataset for all possible combinations of features and put forward a subset of features contributing most towards the classification. Feature selection techniques use an attribute evaluator method in combination with a search method. In the present study, we have used CfsSubsetEval module in combination with the BestFirst search method implemented in Weka. CfsSubsetEval evaluator method considers the predictive ability of every single feature and looks for subset of features having high correlation with the predicting class.
Machine learning implementation: classification algorithms
The science of machine learning revolves around construction of computational models and algorithms for predictive learning based on the classifiers studied across the training datasets (Melville et al. 2009 ). Cheminformatics employs the machine learning techniques to efficiently build predictive models from sets of known compounds and compute molecular properties and biological activities for unknown compounds. In most popular approaches, molecular dataset is classified on the basis of activity (as actives and inactives) and a Binary classification based on the molecular descriptors is performed. Earlier studies have shown to accurately predict various other datasets having active molecules for malaria , tuberculosis (Periwal et al. 2011 (Periwal et al. , 2012 , leishmania etc. Also, multiple class based classification has been extensively attempted and reviewed (Jensen et al. 2006 ). Thus, machine learning algorithms and their implementation techniques are numerous and widely varied. In this study, we have employed the most popular four algorithms, which have been labelled as both computation time-efficient and classification-accurate, viz. Naïve Bayes, Random forest, J48 and SMO. The Bayesian theorem based classifier Naïve Bayes, is the simplest of all probabilistic classifiers. It classifies based on the assumption that, each prediction based on a descriptor is independent of the other descriptors, where the final prediction is a product of all the descriptor based probabilities. The Random forest algorithm on the other hand is a decision tree based classifier, where each independently constructed tree node is split based on the basis of the best predictor subset randomly chosen at it. It is noted to be the best available and time effective classifier with the most accurate classification results. The J48 classifier builds binary decision trees based on the information gain obtained by splitting the data into smaller subsets, each time giving idea of importance of an attribute in the dataset that can be used to make a decision. The SMO algorithm is primarily employed for Support vector machine training where it breaks the arising quadratic programming problems into a series of smaller problem subsets, further solved analytically. These algorithms have already been discussed extensively in (Breiman 2001; Cortes 1995; Friedman et al. 1997; Quinlan 1993) respectively.
Stringent algorithms: cost sensitive classification
The machine learning technique of the current study uses classification models to create binary bioactivity classification model of actives and inactives. This is done keeping in mind a key feature of unbiased virtual high-throughput bioassay data screening, i.e., high imbalance in the number of actives and inactives (class imbalance) (Blagus and Lusa 2010) . There are two ways of generating classification models, using base classifiers as well as cost sensitive classifiers. Base classifiers use equal costs for all the misclassification errors and thus are not prefered for generating models when there is a high disparity in the dataset. Since the standard classifiers are based on presumption of equal class data (Japkowicz 2000) , a cost sensitive classification is employed. Just as misdiagnosing a diseased person is far more serious than stating a healthy person as diseased, loosing active compounds in a dataset can be more costly than including a few inactives. Cost sensitive classification takes misclassification costs into account and the instances are predicted to have class with lowest misclassification cost. A cost sensitive learning involves assigning of a high cost of misclassification on the marginal class, which is then attempted to be reduced by the algorithm. Such a cost sensitive classification system abrogates the misclassification errors and has been effectively employed previously (Elkan 2001) . For any instance x to be classified as belonging to class i or j, the classifier calculates the expected cost of classifying x for all the classes taking into consideration all the possibilities and assigns an instance x the classes which has minimum expected cost.
In the current study, we employed WEKA (Waikato Environment for Knowledge Analysis), a popular collection of machine learning software algorithms, for performing the machine learning, modelling and data mining tasks (Bouckaert et al. 2010) . Weka uses algorithms to perform functions such as data pre-processing, classification, clustering, feature selection, visualization and analysis. It can be used to introduce a binary classification based cost sensitivity in the base classifiers, via a 2 9 2 confusion matrix, consisting of the following four sections: true positives (TP) for the active compounds correctly classified as actives; false positives (FP) for the inactive compounds incorrectly classified as actives; true negatives (TN) for the inactive compounds correctly classified as inactives and false negatives (FN) for active compounds incorrectly classified as inactives. Keeping in consideration the criticality of false negative predictions over false positives in the development of classifiers for compound selection experiments, a misclassification cost was set on false negatives. The false negatives were minimized via a serial arbitrary cost value increment to optimize the predictions at the expense of increasing the false positives. Additionally, to constrain the increase in the rate of false positives, we set an empirical upper limit of 20 % on the false positives. Weka does not employ any rules for setting any misclassification cost and the cost is exclusively dependent on the base classifier used (Schierz 2009 ). The machine learning based computational models were generated using training data and the performance of the models was assessed using the test set. Five-fold cross validation was used during which the training set was randomly divided into five subsets, each time four subsets were used as train set and the remaining set was used as test set. This process was repeated until each subset had been used as test set at least once. Further using the 'supplied test set' option in Weka, the 20 % test cum validation set was supplied and the performance of the generated model was evaluated using various statistical measures.
Statistical chemi-informatic model assessment
Our performance assessment for the classification models was based on the standard machine learning statistical measures such as Sensitivity, Specificity, and Accuracy, Balanced classification Rate (BCR), Receiver operating characteristic curve (ROC) and Matthews Correlation Coefficient (MCC). Sensitivity, Specificity and Accuracy are computed from the TN ? FP ? FN) 9 100] and is defined as proportion of true results (both actual actives and actual inactives). G-mean (Geometric Mean) is defined as the measure of central tendency that computes the average of specificity and sensitivity and is denoted by sqrt(sensitivity 9 specificity). 
SMARTS filtering
We employed the Smiles Arbitrary Target Specification (SMARTS) filters to our dataset to eliminate all the molecules with typical fragments that render toxicity or reactivity to them for being potential drug compounds, via the online server of SMARTS filter available at http://pasilla. health.unm.edu/tomcat/biocomp/smartsfilter. The web application applies substructure screens from five screening filters namely PAINS, ALARM NMR, Oprea, Blake and Glaxo to prioritize drug likely molecules and removing false positives. The Pan-Assay Interference Compounds (PAINS) screens on the basis of sub-structural features used for promiscuous compound identification from multiple high throughput screens, which were reported active although they may not have the predicted activity (Baell and Holloway 2010) . The ALARM NMR is a critical filter in identifying reactive compounds by nuclear magnetic resonance which are likely the reactive false positives and could oxidize or alkylate target proteins (Huth et al. 2005) . The Oprea, Blake and Glaxo filters remove compounds with non-drug like properties and comprise of substructure search based filters that perform the filtering on presence of unsuitable leads, reactive functional group or unsuitable natural product (Hann et al. 1999 ).
Sub-structural fragments analysis
The inhibitors and the non-inhibitors downloaded from PubChem were further mined for the presence of substructural motifs that could be critical to its inhibitory Design of USP1/UAF1 abrogators as anticancer agents 37 function. The substructure fragment analysis was performed following the methodology of substructure pattern recognition explained by Shen et al. (Cheng et al. 2011; Shen et al. 2010) . A dictionary comprising of 307 substructure (SMARTS) patterns called as the substructure fingerprints (SubFP) was used from the free online software resource PaDEL. The patterns obtained were subsequently analysed via the substructure fragment analysis (Jensen et al. 2007 ). The Fragment Frequency, i.e., the frequency of the presence of a particular fragment in Actives and Inactives was computed with the formula:
where N Fragment class is denoted by the number of actives containing the SMARTS fragment, N total is denoted by the total number of compounds in the data set, i.e. sum of actives and inactives, N fragment total is denoted by the total number of active and inactive compounds containing the SMARTS fragments and N class is denoted by the total number of compounds in a class in the dataset.
Results and discussion
The current study design aims to identify small molecule inhibitors against USP1/UAF1 complex using the freely available dataset from PubChem corresponding to AID 743255. A total of 389,560 compounds were used comprising of 904 actives and 369,838 inactive compounds.
Data sets, molecules and model construction
The active (n = 904) and inactive (n = 369,838) molecules of the data set were downloaded from PubChem and a total of 179 2D molecular descriptors were generated for them using PowerMV. Post data pre-processing (as detailed in ''Materials and methods'') the number of contributing descriptors came down to 154, indicating around 15 % decrease in descriptor numbers (Supplementary file 1) . The experiments were divided into two sets: one set comprised of the standard base classifications and the other consisted of costsensitive classification models for the same base classifiers.
Since there was an imposition of misclassification cost on false negatives, an upper threshold of below 20 % was set on the false positives. As hypothesised, the misclassification cost introduction caused a significant decrease in the false negative counts and increased the count of true positives indicating towards the increased robustness of the cost sensitive model. A series of models were generated and the results of statistical performance parameters of best models for each classifier in both categories of experiments have been tabulated in Tables 1  and 2 . All these statistics were based on the independent test set.
Best first descriptors
The 154 descriptors obtained after applying RemoveUseless descriptors were further filtered using BestFirst attribute selection method in combination with CfsSubsetEval module of Weka. A total of 45 highly relevant descriptors were selected using Weka to reduce the nonspecific features and build a more robust classification model (Supplementary file 1).
Model evaluation
Multiple models were generated using a fivefold cross validation on the training data sets as described in the ''Materials and methods''. There was a comparison between the Base classifier models (NB, RF, J48, and SMO) and cost sensitive models (cs-NB, cs-RF, cs-J48, cs-SMO). The base models were implemented with different misclassification costs until the threshold of false positives was reached and thus, the best cost optimized models were obtained for each classifier (cs-models). Since the computational models were generated using two sets of descriptors, one using 154 descriptors and the other using 45 BestFirst descriptors, the primary evaluation of both sets of models was based on the Sensitivity and Specificity curves (Figs. 1, 2 ) and the overall classifier efficiency for model generation is based on the accuracy. All the models yielded an accuracy of about 80 %. Other parameters such as AUC and G-mean were also computed to measure model robustness, since Accuracy alone was not enough to assess model performance. Furthermore, we computed the AUC from the ROC plot to further introduce a comprehensive test of model efficiency and robustness using both sets of descriptors and all models had significant AUC on the ROC plots (Figs. 3, 4) . Among the base classifier models (NB, RF, J48, SMO) and cost sensitive models (cs-NB, cs-RF, cs-J48, cs-SMO), the cost sensitive models performed better. Nevertheless, among the cost sensitive models, the Random Forest model was the best classifier and Naïve Bayes was the least on performance statistics. The random forest model had a BCR of 80.40 %, an accuracy of 81.35 %, sensitivity of 79.44 %, and specificity of 81.36 % and thus it performed better than others giving the overall best classification.
Filtering undesirable structures: SMARTS
An input of 13931 molecules through the SMARTS yielded 9.8 % molecules which passed all the filters, which was 1365 of the total and 12,566 (90.2 %) compounds failed to pass all the components of SMARTS filter. 45 % of the total molecules failed the PAINS screen (6,275 molecules) and 79.1 % of the total failed the ALARM NMR filter (11,018 molecules). But only 15 % of the total molecules failed the Opera filter (2,091 molecules). Similarly 34.2 % (4,769) molecules failed the Blake filter and 6.5 % (911) failed the Glaxo filter. Figure 5 depicts the detailed description of the percentage of molecules that failed each filter. We observed that most of the molecules did not pass through ALARM NMR (79.1 %) filter followed by PAINS filter (45.0 %) and blake filter (34.2 %). The list of 1365 molecules that passed the SMARTS filter is provided as Supplementary file 2.
Analysis of the sub-structure fragments
To initiate a better understanding of the sub-structural details that could be responsible for potential inhibitory effect against USP1/UAF1, we studied active and inactive datasets, searching for occurrence of substructure fragments using the Substructure fingerprints (SubFP). Substructures with a statistically significant p value of less than 0.01 were considered as contributing and included for analysis. Table 3 indicates the details of the analysed substructure fragments along with a mention of their frequencies in the actives and inactives. CH-acidic, enamine, secondary mixed amine, michael acceptor, phenol, ketone, alkene, amine, tertiary mixed amine turn out to be highly significant and indicative of substructures that are characteristic to actives. Certain other substructure patterns that were characteristic of actives than inactives include carboxylic acid, vinylogous amide, annelated rings, vinylogous carbonyl, vinylogous ester, conjugated double bond, oxoarene, hetero O and 1,5-tautomerizable.
Evaluation of performance of models on external test set
The machine learning models generated in the present study were evaluated for their performance using external dataset of 23165 compounds available from SigmaAldrich. The external test set compounds were tested for their activity using four models generated using the Bestfit attributes. The NB, RF, J48 and SMO models predicted 3,913, 5,089, 5,081 and 5,258 compounds as active, respectively. A consensus from all the four models resulted in 981 compounds which could be potential USP1/UAF1 inhibitors.
Conclusion
Targeting cancer via inhibition of USP1/UAF1 is still an emerging and promiscuous domain. Developing a drug that would target DNA damage repair regulated by USP1/ UAF1 will be accounted as a single agent therapy. It would aim to have better efficacy, lesser side effects, non-selectivity and more tumor selectivity, than the current conventional anti-cancer therapies. The rational drug discovery process includes experimental screening of large chemical libraries for their bioactivity against target proteins which is very costly as well as time consuming. Computational pre-screening of compounds using cheminformatic approaches has been very effectively used in prioritising compounds in silico and thus accelerating drug discovery process. The open access and free availability to public domain databases containing high throughput chemical screens made it opportune and prompted us with possibilities to do this study. These enormous experimental data from the high throughput screenings (HTS) have been effectively analysed using the data mining and machine learning methods, that build an in silico extension to HTS. They employ construction of predictive models based on the chemical structures and properties of the known compounds. We generated in silico predictive computational models via machine learning approaches to perform virtual screening of the bioassay dataset that was generated for finding out potent USP1/UAF1 inhibitors. We aimed to generate a reliable model that could rapidly and accurately predict the anti USP1/UAF1 activity of compounds, so that genuine hits are optimised with reduced requirements of carrying out cost intensive biological screenings. The current study fairly demonstrates that chemical descriptors based designing and implementation of predictive models from comprehensive machine learning techniques could potentiate low cost large scale virtual screening to up thrust the drug discovery process.
