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Abst rac t - -The  main purpose of this paper is to investigate he asymptotic states of one-leg meth- 
ods for multidelay differential equations. In particular, the existence ofspurious teady solutions and 
period-2 solutions in constant or variable timestep isstudied, and the concepts of R[1]-regularity and 
R[2]-regularity ofone-leg methods for multidelay differential equations are introduced and studied. 
Some conditions guaranteeing Rill-regularity and R[2]-regularity of such methods applied to multi- 
delay differential equations with some important structures are given. (~) 2001 Elsevier Science Ltd. 
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1. INTRODUCTION 
In recent years, many people [1-14] have investigated the conditions under which spurious so- 
lutions are not introduced by time discretization. In particular, many interesting results about 
Runge-Kutta methods, linear multistep methods, PC methods, and general inear methods ap- 
plied to initial value problems (IVPs) of ordinary differential equations (ODEs) have been ob- 
tained. In 1997, Jackiewicz, Vermiglio and Zennaro [13] extended the recursive test approach 
by Hairer, Iserles and Sanz-Serna [7] to delay differential equations (DDEs) and investigated 
conditions which guarantee that Runge-Kutta methods preserve the asymptotic value of sys- 
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tems of delay differential equations (i.e., Rill-regularity). The main purpose of the present pa- 
per is to investigate the asymptotic states of one-leg methods for multidelay differential equa- 
tions (MDDEs) and extend the corresponding results of linear multistep methods for ODEs by 
Humphries [4] and Iserles and Stuart [2]. In particular, the existence of spurious steady solutions 
and period-2 solutions in constant or variable timestep is studied, and the concepts of R Ill- 
regularity and R[2]-regularity of one-leg methods for MDDEs are introduced and studied. Some 
conditions guaranteeing Ria]-regularity and R[2]-regularity of such methods applied to MDDEs 
with some important special structures (such as globally or one-sided Lipschitz conditions, mono- 
tone conditions) are given. 
2. REGULARITY  OF  ONE-LEG METHODS FOR MDDES 
Consider a multidelay differential equation on R N, 
y ' ( t )  = f (y ( t ) ,  y ( t  - r l ) , . . . ,  y ( t  - Tin)), 
v( t )  = 
t _> 0, 
(2.1) 
--T < t < O, 
where Ti > 0, T = maxl<_i_<m 7i, the mapping f : RNxR N x . . .  xRN---*R N is continuous and the 
other continuity conditions on f will be stated when required. When system (2.1) has no delays, 
it becomes an ODE system. 
Consider a k-step one-leg method (p, a) for the multidelay equation (2.1) 
p(E)yn = h f  (a(E)yn,  zO) , . . . ,  z (m)' 
with the generating polynomials 
(2.2) 
k k 
p(z) = = 
j=o 5=o 
Here h > 0 is the stepsize, p and a are irreducible, p(z) satisfies the root condition, i.e., 
method (2.2) is zero-stable. E is the translation operator Eyn = Y~+I, z q) ~ y(cr(E)tn - Tl) 
(1 < 1 < m) is obtained by a Lagrange interpolation with degree s at the point t = a (E) tn  - Tl 
using {Yi}i<n+k, 
8 
Z(1) = Z Lq(Sl)(Y(E)yn--r,+q, 
q=0 
iq(Sl)  =- ~ 51 - i 
i=0 q --~' p(1) = 0, 
i#q 
~'l=(rl--Sz)h, 0<6t  <1,  r l _>s>l ,  
J (1)=cr(1)  =1,  c~k#O, l = 1 ,2 , . . . ,m,  
where rl is a positive integer, rl and 5t have been determined by 7t and h, for 1 < l < m. Let 
r ---- maxl<l<m?~l, 
s = {v e RN:  I (V,Y, . . . ,V)  = 0},  
Sh = {!) e RN:  Yi = !) satisfies (2.2), i > --r}. 
Based on the idea of the definitions of R [1]- and R[2]-regularity introduced in [1], we propose 
the corresponding definitions for method (2.2) applied to problem (2.1). 
DEFINITION 2.1. Method (2.2) is said to be R[1]-regular for problem (2.1) and the given stepsize 
h > O, i£S  = Sh. 
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It is obvious that S C_ Sh, that is, y~ = y E S (i > - r )  is a solution of (2.2). Thus, the following 
conclusion follows from the equalities: 
~r(1) = 1, f i Lq (S l )  = 1, l = 1 ,2 , . . . ,m.  
q=0 
THEOREM 2.1. Method (2.2) is R[1]-regular for problem (2.1) and any h > O. 
DEFINITION 2.2. Method (2.2) is said to be R[21-regular for problem (2.1) and the given stepsize 
h > O, if there do not exist any two vectors u, v E R N, u # v that, when the method is applied 
to (2.1) with the stepsize h > O, the solution of the difference quation (2.2) satisfies 
Y2i = u, Y2i+l = v, 2i >_ -r .  
Otherwise, (u, v) is said to be a period-2 solution of method (2.2) for problem (2.1) and the given 
stepsize h > O. 
Now we discuss R[2]-regularity of method (2.2). Let (u, v) (u ~ v) be a period-2 solution of 
method (2.2) for problem (2.1). It follows from (2.2) that 
f (~, ~1,..- ,  ~m) + f (~), ~1,.. . ,  fi,~) = O, (2.3a) 
h [f (~, ~1,. . . ,  ~m) - f (~3, Yl , - . . ,  V~'n)] ---- p(-1)(u - v), (2.3b) 
where 
and 
= ,~v + (1 - ,~)u,  
~ = 5(~° u + (1-Si°)v, 
5~ °)'' = at + A - 2A~t, 
_ I - c r ( - l )  
2 ' 
(~t = f i  Lq ( Sl ). 
q=0 
n-r~+q is even 
REMARK 2.1. It is easy to prove that 0 < A < 1 and 0 <_ 5~ < 1 (l = 1, 2 . . . .  , m) if and only if 
I~( -1 ) l  < 1, I c r ( -1 ) (2 (~z  - 1)1 _< 1, Z -- 1 ,2 , . . . ,m.  (2.4) 
Inequality (2.4) is equivalent to 
I1~ - ~11 < Ilu - v i i ,  II~t - ~zll < Ilu - v i i .  
When p(-1) = 0, there exists such a problem (2.1) that method (2.2) for this problem is not 
R[21-regular for any h > 0. In fact, when p(-1) = 0 and a( -1)  =0,  if we choose f with only one 
fixed point ~ E S, then it is easy to check that 
y, = ~ + (-1)~9 
is a period-2 solution of (2.2) for any h > 0. When p(-1) = 0 and a( -1)  # 0, Iserles, Peplow 
and Stuart [1] have proved that some linear multistep methods (p, a) for IVPs of ODEs cannot 
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be R[2]-regular. Now we give the same result for one-leg method (2.2). If we choose f without 
delays and with two fixed points ~, ~ E S, # # ~), then it is easy to check that 
+ Y (-1) i (Y - ~)) 
yi - _ _  + 2 2o"(-1) 
is a period-2 solution of (2.2) for any h > 0. For p( -1)  ~ 0, we have the following theorem. 
THEOREM 2.2. I f  p(--l) # 0, then method (2.2) is Rf2]-regular for problem (2.1) and any h > 0 
if and only i ra ( -1 )  = 0. 
PROOF. Let p( -1)  # 0 and (u,v), (u # v) be a period-2 solution of method (2.2) for prob- 
lem (2.1). If a ( -1 )  = 0, then A = 1/2 and 
u+v 
fi =*) = ~ =~t = ~ ,  / = 1 ,2 , . . . ,m.  
2 
Thus, it follows from (2.3) that f ((u + v)/2, (u + v) /2 , . . . ,  (u + v)/2) = 0 and u = v. Therefore, 
method (2.2) is R[2]-regular for problem (2.1) and any h > 0. Conversely, if a ( -1 )  ~ 0, then 
choose f satisfying 
f\(2h[2A~l]p(_l) ' p(-1)2h[2A-1l~l'""2h[2A-1]p(-1)am) =-1 ,  
( 2h[2A-1] 2hf2A- l ] [1 -hm])  =1.  
f 0, ~-~)  [1 -~1] , . . . ,  p( -1)  
It is easy to check that u = 2h(A - 1)/p(-1) and v = 2hA~p(-1) form a period-2 solution 
of (2.2). II 
REMARK 2.2. Theorem 2.2 restricted to IVPs of ODEs is an analogue of Theorem 3.5 in [1]. 
Now we construct R[2]-regular one-step and two-step, one-leg methods which satisfy the con- 
ditions p(-1)  ~ 0, a ( -1 )  = 0. 
(1) The one-step, second-order, zero-stable methods atisfying p(-1)  ~ 0 and a ( -1 )  = 0 are 
only the midpoint rule (p, a): 
z+ l  
p(z) = z - 1, a(z) -- 2 
(2) The two-step, second-order, zero-stable methods atisfying p(-1)  ~ 0 and a ( -1 )  = 0 are 
p(z) = 2/~2z 2+ (1 - 4j52) z + 2/~2 - 1, 
( 1 )  1 
=/ 2z 2 + ½z + - , 92 > 
It follows from Theorem 2.2 and the content above that method (2.2) is R[2]-regular for 
p( -1)  ~ 0 and G(-1) = 0. However, for p(-1)  = 0 or p( -1)  ~ 0, a ( -1 )  ~ 0, there exists 
period-2 solutions of method (2.2) for some problem (2.1) and any h > 0. In practical comput- 
ing, f has some special structures, and the stepsize h can be sufficiently small and variable. In 
the following sections, we will consider R[2]-regularity of method (2.2) applied to the problem 
with some special structures for the constant or variable stepsize h. 
3. R[2] -REGULARITY  UNDER SOME SPECIAL  STRUCTURES 
Let f satisfy the one-sided Lipschitz condition on X C_ RN: 
( f  (y, z l , . . . ,  Zm) - f (z, Z1, . . .  , Zm) ~ 0~ I ly - z l l  2 , 
m 
[If(Y, Y l , . . .  ,Ym) - f (y ,  z i , . . . ,  Zm)[[ _< EL i  ]IYi - zdl, 
i~ l  
Vy, z, zi E X,  
Vy, yi, z, E X,  
t > 0, (3.1a) 
t _ 0, (3.1b) 
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where Li > 0 and a are moderately-sized constants, (., .) is the standard inner product on R N, 
and 11.1[ is the corresponding inner product norm. 
Let X = R N, (u, v) (u ¢ v) be a period-2 solution of method (2.2) for problem (2.1) together 
with conditions (3.13),(3.15) (for simplicity, (2.1)+(3.1)). It follows from (2.35), (3.1), and 
- ~3 = o( -1) (u  - v), 72i - vi = a(-1)(2&i  - 1) (u - v) (3.2) 
that [(m ) 
h ct + ZL i  12ai - 11 I~(-1)l 2 - p ( -1 )a ( -1 )  I l u -  vii 2 >_ o. (3.3) 
i=1 
From (3.3), there follows the next theorem. 
THEOREM 3.1. I f  method (2.2) satisfies the conditions p(-1)  ¢ 0, a ( -1 )  ¢ 0, and 
[ m ] p(-l) (3.4) 
h a+ZL i l2& i -1 ]  < cr(-1------~' 
i=1 
then it is R[2]-regular for problem (2.1)+(3.1) on X = R N and the stepsize h satisfying (3.4). 
When a + ~i~__1 Li[2~i - 1[ > 0, (3.4) is equivalent to 
h < p(-1)  p(-1)c~(-1) > 0. ( ) G(-1) a+ kL i ]2~i -11  
i=1 
When c~ + E7---1Li]2~i - 1[ <_ 0, the inequality p ( -1 )a ( -1 )  > 0 implies (3.4). 
THEOREM 3.2. I f  f is uniformly bounded on R N and satisfies (3.1) on the bounded convex 
set X = U, and method (2.2) satisfies (2.4) and p( -1 )a ( -1 )  > 0, then there exists a constant 
H(5) > 0 such that, for h < H(5), this method is RI2]-regular on Ue for problem (2.1)+(3.1), 
where 5 > 0 is any given constant such that U~cU satisfies 
inf  inf  Ilx - Y a > 0. 
yERN\U xEU~ 
PROOF. Assume that (u,v) (u ¢ v) is a period-2 solution of method (2.2) for (2.1)+(3.1) and 
u e U~. It follows from (2.3) that v C U when h < (5/2M)lp(-1) l ,  where 
M = sup tlf(Y, Y l , . . . ,  Ym)l[' 
y ,y iER  N , l<_i<m 
Moreover, it follows from the convex property of U, (2.4), (3.3), and p( -1 )a ( -1 )  > 0 that. u = v 
for h < H(5), where 
H(5)= min { 2__~,p(_1)1, ~ p(-1)  } 
a(-1)~b ' 
if a+ k L~126~i - l[ <- 0, 
/----1 
if ¢ = a + ~ Li 12~i - 11 > 0. 
i= l  
Now we consider f with the second structure. Let f satisfy the Lipschitz condition on X C RN: 
m 
IIf(Y, Yl,- ,Ym) - f (z, zx . . . . .  zm)ll < ~ Li NYi - Zi]l + Lo llY - ZH , 
i=1 (3.5) 
Vy, z,y~,z, EX ,  t>_O, 
, m) are moderately-sized constants. where Li > 0 (i = 0,1,. 
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Let X = R N, (u, v) (u ~ v) be a period-2 solution of method (2.2) for problem (2.1). It follows 
from (3.5), (3.2), and (2.3b) that 
[(m ) ] h Lo+~-'~L¢I2~,-ll [o ( -1 ) l - lp ( -1 ) [  I lu -~ l l  >0.  
i=1  
(3.6) 
From (3.6), there follows the next theorem. 
THEOREM 3.3. If method (2.2) satisfies the conditions p(-1)  ~ 0, a ( -1 )  ~ 0, and 
Ip(-1) l  
h < , (3.7) 
la(-l)l (Lo+ ~ 
then this method is R[2]-regular for problem (2.1)+(3.5) on X = R N and the stepsize h 
satisfying (3. 7). 
THEOREM 3.4. If f is uniformly bounded on R N and satisfies (3.5) on the bounded convex set 
X = U, method (2.2) satisfies (2.4) and p( -1 )a ( -1 )  ~ 0, then there exists a constant H(6) > 0 
such that, for h < H(3), this method is R[2]-regular on U~ for problem (2.1)+(3.5), where M, 
6, U~ are the same as stated in Theorem 3.2, and 
H(6) = min 6 1 ~--~ IP(- )1, 
I.( 11 } 
[~(-1)[ (L0 + i__~1Li ]2ai - 1[ / 
PROOF. The proof for Theorem 3.4 is similar to that for Theorem 3.2. ] 
THEOREM 3.5. If f is uniformly bounded on R N and is continuous on the compact convex set 
X = U, (u, v) (u ~ v) is a period-2 solution of method (2.2) satisfying (2.4) and p( -1 )a ( -1 )  ~ 0, 
for problem (2.1), and u E U~CU, then for Ve, fl > 0, there exists a constant H(e, j3) > 0 such 
that for h < H(e, ~3), the following inequalities hold: 
IIf (~,~i , . . . ,~m) l l  < e, [If(~,~l,.-. ,~,~)ll  < e, Ilu -v i i  < ~, 
where 3, U~ are the same as stated in Theorem 3.2. 
PROOF. The idea of the proof comes from the proof of Proposition 4.6 in [4]. Since U is a convex 
compact set, f is uniformly continuous on U. For Y e, fl > 0, there exists a constant 31(e) > 0 such 
that [[f(x, x l , . . .  ,Xm) - f(y,  Y l , . . .  ,ym)[[ < 2e for Vx, y, xi,yi E U (i = 1,2,. . .  ,m) satisfying 
IIx - yll < 61, max IIx~ - yi l l  ~ max ]2~i  - 1l 61. l(_i(m l< i<m 
Since a ( -1 )  # 0, let 32 -- min(3,61/[a(-1)[,fl). It follows from (2.3) that v E U for h < 
(Ip(-1)[/2M)32, where M is the same as stated in Theorem 3.2. It follows from (2.4) that 
f~,v, ui,vi E U(i  = 1,2, . . . ,m) .  At this time, (2.3b) implies [ [u -v  N< 62 < fl and 
I1~ - ~11 = I o ( -1 ) l l lu  - vii < ~1o( -1)1  ~ 31, 
max [[fii - vii = max [a(-1)(2~i - 1)[ [[u - vii < max [2&i - 1[ 31. 
l< i<m l< i<m - -  l< i<m 
Thus, [[f(~, ul . . . .  , ?~m)  - f ( ? ) ,  91 . . . .  , Vm)][ -< 2e, and the conclusion follows from (2.3). I 
By means of Theorems 3.4 and 3.5, we can obtain some results similar to Theorems 3.5, 3.7, 
and 3.8 and Corollaries 3.9 and 3.10 in [4]. 
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At the end of this section, we consider f which satisfies the monotone condition on X C _RN: 
(f(y, Zl,...,Zm),y)<_O, Vy, z iEX ,  t>_O. (3.8) 
Let (u,v) (u # v) be a period-2 solution of method (2.2) for problem (2.1)+(3.8). It follows 
from (2.3) and (3.8) that 
<p(-1)(u - v),~> ~ 0, (p(-1)(v - u), 9> < 0. (3.9) 
Moreover, (3.9) implies 
p(-1)~(-1)llu - v I1~_< 0. 
Thus, the following conclusions hold. 
THEOREM 3.6. If method (2.2) satisfies the condition p( -1 )a ( -1 )> 0, then this method is 
R[2]-regular for problem (2.1)+(3.8) on X = R N and any h > O. 
THEOREM 3.7. If f is uniformly bounded on R N and satisfies (3.8) on the bounded convex set 
X = U, method (2.2) satisfies (2.4) and p( -1 )a ( -1 )  > 0, then there exists a constant H(5) > 0 
such that, for h < H(5), this method is RI2]-regular on U~ for problem (2.1)+(3.8), where 
H(5) = 5]p(-1)[/(2M), and M, 5, U~ is the same as stated in Theorem 3.2. 
4. REGULARITY  OF LINEAR MULTISTEP METHODS 
For the multidelay equation (2.1), consider a k-step method (p, a), 
where 
(4.1) 
Z(nO = E Lq (~Z) Yn-r,+q, 
q=O 
P, a, 51, rz, s, and Lq(bZ) are the same as in (2.2). 
As given in Definitions 2.1 and 2.2, we can introduce the same concepts of R [1], R[2]-regularity 
of method (4.1) for problem (2.1). It is easy to show that Theorem 2.1 holds for method (4.1). 
Now we generalize the relation between the solution sequence of the linear multistep 
method (4.1) and that of the one-leg method (2.2) by Dahlquist [15] from ODEs to MDDEs. 
LEMMA 4.1. If{fin} is a solution sequence of method (4.1), then the sequence 
yn = P(E)~]n + hQ(E)f (fin, 2 (1) ~(n "~)) 
n , " " " ' 
satisfies (2.2), and 
Yn = a(E)yn. 
8 
-- Z Lq (4.2) 
q=O 
(4.3) 
Conversely, if the sequence {Yn} satisfies (2.2), then the sequence {fin} determined by (4.3) 
satisfies (4.1) and (4.2), where 
k-1  k -1  
P(z) = Zpjz , Q(z) = q / ,  
j =0  j=0 " 
are two polynomials with real coefficients atisfying 
P(z)a(z) + Q(z)p(z) = 1. 
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PROOF. The proof of Lemma 4.1 is similar to that for ODEs by Dahlquist [15]. | 
Let (fi, 0) (~ ~ ~)) be a period-2 solution of method (4.1) for problem (2.1) and the given 
stepsize h > 0. From (4.1), it is easily obtained that 
f (~,el,. . .  ,~m) + f (~5, ~)1,... ,~)m) = 0, 
ha(-1) If (fi, fil,...,fim) - f(~,Ol,...,Om)] = p(-1) ( f i -  ~), 
(4.4a) 
(4.4b) 
where 
fiz = ~15+ (1 - ~l)O, Ol = ~l~) + (1 - 51)6, / = 1 ,2 , . . . ,m.  (4.5) 
On the other hand, let (u, v) (u # v) be a period-2 solution of method (2.2) for problem (2.1) and 
the given stepsize h > 0. From Lemma 4.1, it is easily obtained that (4.4) is equivalent o (2.3) 
and 
= ~ = ~v + (1 - ~)u, 
(tl = fil = 5(')u + (1 - 5q))v, 
= 7) = Au  + (1 - A )v ,  
'v, = 'Vl = 51')v + (1 - 5('))u, 
(4.6a) 
l=1 ,2 , . . . ,m.  (4.6b) 
Therefore, Theorems 2.2, 3.1, 3.3, and 3.6 still hold for method (4.1). Theorems 3.2, 3.4, 3.5, 
and 3.7 also hold when condition (2.4) is replaced by 0 _< al _< 1, 1 = 1, 2 , . . . ,  m. 
REMARK 4.1. The above results of linear multistep methods for MDDEs are generalizations of 
those for ODEs given in [1,4]. 
REMARK 4.2. It follows from (4.6) that methods (2.2) and (4.1) have the same period-2 solutions 
(i.e., ~ = u, ~ = v) if and only if A = 0. On the other hand, however, there do exist some methods 
with A ~ 0, for example, the two-step, first-order, zero-stable methods 
-- 1 O'(Z) = /~2 z2 n t- /~1 z -}-/~0, p(z) = 12  2' 
where fl0 +/~1 + j32 = 1, fll ~ 0. 
5.  REGULARITY  WITH VARIABLE  STEPS IZES 
When a one-leg method applied to (2.1) with the variable stepsizes hn > O, n = 0, 1, 2 , . . . ,  (2.2) 
becomes 
p(E)yn  = h,~f (a (E )yn ,z (1 ) , . .  . , z (m) )  , n = 0,1,2 , . . . .  (5.1) 
It is obvious that Theorem 2.1 still holds for the variable stepsize case. Now we consider 
R[2]-regularity of method (5.1) for problems (2.1), (2.1)+(3.1), (2.1)+(3.5), and (2.1)+(3.8), 
respectively. Consider at first an example of ODEs, 
y'(t) = _y3, y(o) e R. (5.2) 
Zero is the only fixed point of (5.2). Now consider the Forward Euler method for (5.2), 
h 3 Yn+l  : Yn  - -  nYn"  (5.3) 
Let (u, v) (u ~ v) be a period-2 solution of (5.3), and u -- Y2,~, v -- Yun+l. Then (5.3) yields 
v=u-h2nu 3, u=v-h~n+lv  3, n=0,1 ,2 , . . . .  (5.4) 
Equation (5.4) yields h2n = (u - v ) /u  3 --: ho, h2n+l -- (v - u ) /v  3 --: h i ,  for n = 0, 1, 2, . . .  and 
uv ~ O, hou 3 + h lv  3 = 0, hou a - hlV 3 = 2(u - v). (5.5) 
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It follows from (5.5) that 
2 h/-~u, u2 _ 1 + ~ v2 1 + ~/hl/ho (5.6) 
V = -- V ~1 h0 ' - h i  
Especially, if h0 = h, hi = 8h, it is obvious that two period-2 solutions given in (5.6) are 
u----- , V - -  2 or  u=- -  , v = ~  
In general, let (u,v) (u ~ v) be a period-2 solution of method (5.1) for problem (2.1). Equa- 
tion (2.3) becomes 
h2~f (~, ?~1,..., ~tm) ÷ h2~+lf (~, fq, . . . , 9m) = 0, 
h2if (fi, i l l , . . . ,  urn) - h2i+lf (~, Vl , . . . ,  vm) = p(-1)(u - v). 
(5.7a) 
(5.7b) 
Equation (5.7) yields h2i := ho, h2i+l = hi, and 
2hof (u, f i l , . . .  ,(Zm) = p(-1)(u - v), 2hl f  (~),vl,... ,~)m) = p(--1)(V -- U). (5.8) 
When (5.1) is applied to (2.1)+(3.1), and letting h=2hohl/(ho+hl),  it follows from (5.8), (5.7), 
and (3.2) that (3.3) becomes 
((m ) ) a+~-~L i{2~i - l{  {a( -1 ){2-p( -1 )a ( -1  Hu-vI[ 2~0.  
i=1 
(5.9) 
From (5.9), we obtain the results similar to Theorems 3.1 and 3.2. 
THEOREM 5.1. If method (5.1) satisfies the conditions p(-1) ¢ 0, a ( -1 )  # 0, and 
m ] p(-1) (5.10) 
~ + EL i  [2~i - 1[ < a(-1----~' 
i=1 
then it is R[2]-regular for problem (5.1)+(3.1) on X = R N and the stepsize [~ satisfying (5.10). 
THEOREM 5.2. If f is uniformly bounded on R N and satisfies (3.1) on the bounded convex 
set X = U, and method (5.1) satisfies (2.4) and p( -1 )a ( -1 )  > 0, then there exists a con- 
stant H(5) > 0 such that, for max{h0, hi} < H(5), this method is R[2]-regular on U~ for prob- 
lem (2.1)+(3.1), where 5, U~ are the same as stated in Theorem 3.2. 
When (5.1) is applied to (2.1)+(3.5), it follows from (5.8), (5.7), and (3.2) that (3.6) becomes 
;, 1,] (5.11) 
From (5.11), we obtain the results similar to Theorems 3.3 and 3.4. 
THEOREM 5.3. If method (5.1) satisfies the conditions p(-1) ¢ 0, a ( -1 )  -fi 0, and 
< Ip(-1)l (5.12) ( )' Io(-1)L fo + E f~ 12~ - 11 
i=1 
then this method is R[2]-regular for problem (2.1)+(3.5) on X = R N and the stepsize h satisfy- 
ing (5.12). 
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THEOREM 5.4. I f  f is uniformly bounded on R N and satisfies (3.5) on the bounded convex 
set X = U, method (5.1) satisfies (2.4) and p(-1)a(-1)  ~ 0, then there exists a constant 
H(5) > 0 such that, for max(h0, hi} < H((f), this method is R[2]-regular on U~ for prob]em 
(2.1)-t-(3.5), where M,5,U~ axe the same as stated in Theorem 3.2, and H(5) is the same as 
stated in Theorem 3.4. 
When (5.1) is applied to (2.1)+(3.8), from (5.7), (5.8), and (3.2), we have the results similar 
to Theorems 3.6 and 3.7. 
THEOREM 5.5. I f  method (5.1) satisfies the condition p(-1)a( -1)  > 0, then this method is 
R[2]-regular for problem (2.1)-t-(3.8) on X = R N and any ho > 0 and hi > O. 
THEOREM 5.6. I f  f is uniformly bounded on R N and satisfies (3.8) on the bounded convex set 
X = U, method (5.1) satisfies (2.4) and p(-1)a(-1)  > 0, then there exists a constant H(5) > 0 
such that, for max{h0, hi} < H(5), this method is R[2]-regulax on U~ for problem (2.1)+(3.8), 
where H(5) = 5]p(-1)[/(2M), and M,5,U~ is the same as stated in Theorem 3.2. 
Obviously, we also have the result similar to Theorem 3.5 under some slightly different con- 
ditions. Furthermore, by means of Lemma 4.1, a similar extension can also be made for linear 
multistep methods. 
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