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We study theoretically a driven dissipative one-dimensional XXZ spin−1/2 chain with dipole
coupling and a tunable strength of the Ising and XY interaction. Within a mean-field approximation,
we find a rich phase diagram with uniform, spin density wave, antiferromagnetic and oscillatory
phases, as well as regions of phase bistability. We study the phase diagram of small quantum
systems using exact diagonalisation, and compare the results to the mean-field theory. We find
that while expectation values only capture the uniform phases of the mean-field theory, fluctuations
about these expectation values give signatures of spatially non-uniform phases and bistabilities. We
find these signatures for all ratios of the Ising to XY interaction, showing that they appear to be
general features of spin−1/2 systems.
I. INTRODUCTION
The study of quantum systems driven far from equi-
librium has attracted much interest over the last few
years. Although not as well understood as their equi-
librium counterparts, non-equilibrium phenomena are in
fact rather prevalent, as any experiment has some form
of interaction with an environment, which will induce
dissipative processes. Whereas these processes could be
viewed as a nuisance, recent studies have shown that the
interplay between an external drive and dissipation can
produce exotic non-equilibrium phases such as spin den-
sity waves (SDW), antiferromagnetic phases (AFM), per-
sistent long-time oscillations (OSC) and phase bistabili-
ties within spin−1/2 systems [1–6] and higher spin sys-
tems [7]. Therefore, understanding the long-time steady
state phases that can occur in open quantum systems is
an intense area of current research.
In order to capture the steady state phases in a macro-
scopically large system, it is common to employ a mean-
field approximation, where spatial correlations between
sites are ignored. While the use of the mean-field ap-
proximation is well understood in equilibrium phenom-
ena, an open question that still remains is the validity
of the mean-field approximation for dissipative systems.
For thermal gases in three-dimensions, one expects the
mean-field approximation to become valid as quantum
fluctuations become negligible [8, 9]. However, for cold
systems and/or systems in reduced dimensions, where
quantum fluctuations are more important, this is not nec-
essarily the case. There have already been many studies
into the true phases and transitions for the driven dis-
sipative spin systems. These have involved exact diag-
onalisation and quantum Monte Carlo wavefunction ap-
proaches for small system sizes [10–13], or incorporat-
ing the use of Keldysh methods [14], cluster mean-field
[15–18], Gutzwiller Monte Carlo approaches [19], corner-
space renormalisation [20] or variational approaches [21]
and Matrix Product and tensor network methods [22–27]
to study larger systems. These studies have shown that
first order transitions in the mean-field approximation
can become second order when quantum fluctuations are
included, and that bistabilities can be lost. They have
also shown that the emergence of certain phases, such as
antiferromagnetic phases or long-time oscillations may
not occur in low dimensional spin-1/2 systems.
Despite the disagreements between mean-field and ex-
act numerics of quantum systems, the mean-field approx-
imation can still serve as an indicator of features that
emerge in the full quantum system. For example, it has
been shown that regions of mean-field bistability for the
Ising model correspond to long spatial correlations in the
full quantum model [28]. Also, while bistability has not
been observed in finite-sized quantum spin systems, the
bistable nature of the mean-field solutions is evident in
quantum trajectories of the system [4, 10, 12, 13] and
also results in a decrease in the spectral gap of the Liou-
villian [4]. Therefore, it is interesting to ask how general
these features are when comparing quantum results to
those within the mean-field approximation, and if there
are other consequences of the mean-field results for the
full quantum dynamics.
In this paper, we study a driven-dissipative XXZ model
with a tunable XY and Ising interaction and dipole
coupling as a function of detuning and external drive
strength. The tunable Ising and XY interaction con-
nects the Ising model in Ref. [3] and the XY model in
Ref. [4]. By calculating the nonequilibrium phase dia-
gram at mean-field level, we find how the phases evolve
between these two limits, finding the emergence of spin
density waves, antiferromagnetism, temporal oscillations
and bistabilities. We then analyse small quantum sys-
tems and carry out an in-depth comparison to our mean-
field phase diagram. While we do not find the same phase
diagram for the full quantum system, we do find strong
signatures of the mean-field in the spin fluctuations which
relate to bistabilities and spatial phases that arise in the
mean-field results. The tunable Ising to XY interaction
allows us to track these signatures between the XY and
Ising limit, and show that the quantum results are gen-
eral features.
The rest of this paper is organised as follows. In Sec.
II, we describe the model, then in Sec. III, we derive the
mean-field phase diagram. In Sec. IV we look at the full
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2quantum model and discuss the results in Sec. V before
drawing conclusions in Sec. VI.
II. MODEL
The system consists of a large number, N , of atoms
or polar molecules in a one-dimensional (1D) array. Two
internal dipolar energy levels, |g〉 and |e〉, are isolated
and the transition between them driven by an external
drive detuned from resonance. The system can then be
modelled as a spin−1/2 system, interacting via dipole-
dipole interactions with a Rabi drive and detuning. The
two-level transition also has a finite lifetime, comparable
to the time scales of interaction, which results in decay
from the excited state. Under the Born and Markov ap-
proximations, the dynamics of the system are described
by the following master equation (~ = 1)
dρˆ(t)
dt
=− i
[
Hˆ, ρˆ(t)
]
+
Γ
2
N∑
i
[
2σˆ−i ρˆ(t)σˆ
+
i −
{
σˆ+i σˆ
−
i , ρˆ(t)
}]
,
(1)
where the spin operators are defined as σˆzi = |ei〉 〈ei| −
|gi〉 〈gi|, σˆ−i = |gi〉 〈ei| and σˆ+i = |ei〉 〈gi|, with |ei〉 and
|gi〉 being the excited and ground states of the two-level
transition respectively on site i. The decay constant, Γ,
is controlled by optical pumping [2], where the two level
system is off-resonantly dressed by a third energy level.
The effective decay constant of the two-level transition
is then a combination of the decay rate of the original
two-level system and the decay rate of the third energy
level. This allows us to tune the decay independently
from the interaction between the two-level systems. The
Hamiltonian is given by
Hˆ =
Ω
2
N∑
i
σˆxi −
∆
2
N∑
i
σˆzi
+
N∑
i6=j
J
4R3ij
[
cosασˆzi σˆ
z
j + sinα
(
σˆyi σˆ
y
j + σˆ
x
i σˆ
x
j
)]
,
(2)
where Rij = |ri−rj |, with ri being the position vector of
a two-level system at site i, and σˆxi = |ei〉 〈gi| + |gi〉 〈ei|
and σˆyi = i |gi〉 〈ei| − i |ei〉 〈gi|. The detuning is given
by ∆ = ωd − ωeg, with ωd being the drive frequency
and ωeg the two-level transition frequency, and the drive
strength is given by the Rabi coupling Ω. We note that
the power law coupling is motivated by experiment but is
not crucial for the results presented here, i.e. a nearest-
neighbour coupling would also work. The dipole-dipole
interaction is given by J = J0a
3(1− 3 sin2 Θ) where a is
the lattice spacing (see Fig. 1) and the parameter J0 is
given by J0 = |d|2/4pi0a3 . The angle Θ is the orienta-
tion of the dipoles, and can be tuned by application of a
d.c. electric field. The parameter α relates the relative
E
ax
z
Figure 1. A schematic of a 1D array of atoms or polar
molecules under an external drive. The electric field, shown
by the green arrow, is oriented at an angle Θ to the z axis and
controls the orientation of the dipoles. The lattice spacing is
denoted by a.
strength of the Ising and XY dipole interactions and can
take values between −pi to pi. However, we only focus on
the range 0 ≤ α < pi as values below zero simply corre-
sponds to a change in the sign of J . Tuning the value of
α depends on the choice of internal states and external
fields, with cosα being related to the difference in dipole
moments of the groundstate and excited state, and sinα
being related to the transition dipole moment between
the groundstate and excited state [29, 30].
For the remainder of the paper, we work with Θ = pi/2.
Other values of Θ will result in a sign change and scaling
of the interaction in 1D, but will not lead to significant
changes in the types of phases that appear in our system,
only in the size of the regions as a function of ∆ and Ω.
Also, we will only study 0 ≤ α < pi, as the values −pi ≤
α < 0 will result in the same phases as for 0 ≤ α < pi
but with the phase diagram reflected about ∆ = 0 due to
the sign change in the interaction term. Therefore, it is
sufficient to consider the range 0 ≤ α < pi and Θ = pi/2 to
cover all phases that can occur in the 1D system. Finally,
we choose a value of J0a
3/Γ = 5 for the rest of this paper.
We should find similar results for other nearby values of
J0a
3/Γ, but expect that for J0a
3/Γ  1, we will only
find spatially uniform phases in the system as the spins
become effectively decoupled.
In order to find the long-time steady state of Eq. (1),
we make a Gutzwiller mean-field approximation which
results in taking ρˆ(t) = ⊗ρˆi(t), where ρˆi(t) is a density
matrix on site i, and we effectively ignore correlations
between spins. Then, by taking the trace of Eq. (1) over
all the sites except a given site j, we obtain the equations
3of motion as
dSxj
dt
=− ΓSxj −∆Syj
+ 2 sinα
N∑
i( 6=j)
J
R3ij
Szj S
y
i − 2 cosα
N∑
i(6=j)
J
R3ij
Szi S
y
j ,
dSyj
dt
=− ΓSyj − ΩSzj + ∆Sxj
− 2 sinα
N∑
i( 6=j)
J
R3ij
Szj S
x
i + 2 cosα
N∑
i(6=j)
J
R3ij
Szi S
x
j ,
dSzj
dt
=− Γ
(
Szj +
1
2
)
+ ΩSyj
− 2 sinα
N∑
i( 6=j)
J
R3ij
(Syi S
x
j − Syj Sxi ),
(3)
where Sβj =
1
2 Tr
[
σˆβj ρˆ(t)
]
are the spin expectation val-
ues. To find the steady state solutions, we solve the dy-
namics of the non-linear Eqs. (3) by evolving them into
the long-time limit.
III. MEAN-FIELD PHASE DIAGRAM
We compute the mean-field phase diagram by finding
the steady states of Eqs. (3). To do this, we first em-
ploy a bipartite sublattice ansatz to find the uniform and
antiferromagnetic steady state solutions. Depending on
the parameters, there can be up to three uniform solu-
tions and three sets of antiferromagnetic solutions. To
determine the final phases that exist in the system, we
perform linear stability analysis of the resultant solutions
to fluctuations with wave vectors ka = pim/N , where N
is the number of sites on the lattice and m is an integer in
the range 0 ≤ m ≤ N . In cases where the wave vector of
instability is not equal to 0 or pi, we expect spin density
wave solutions to form and for the bipartite sublattice
ansatz to fail. To confirm the sublattice ansatz results
are correct, we solve the full dynamics of Eqs. (3) by
evolving the equations in time until the long-time limit
(up to tΓ = 200) for a system size of N = 100 with pe-
riodic boundary conditions. Simulating the full dynam-
ics also allows us to find the resultant phases in regimes
where the sublattice ansatz breaks down. For our dy-
namical simulations, as an initial condition, we use either
(Sx, Sy, Sz) = (0, 0,−1/2) or, if examining phase insta-
bility, the steady state that becomes unstable. In Fig. 2,
we show a collection of phase diagrams as a function of
∆ and Ω for select values of α in the range 0 ≤ α < pi.
The phase diagram for α = 0 is similar to a nearest-
neighbour Ising model studied in Ref. [3] as expected.
Similarly, the phase diagram for α = pi/2 is similar to a
nearest-neighbour XY model studied in Ref. [4]. How-
ever, our phase diagrams now show how these phases
change as the α value is moved away from these two
cases. For all, or almost all, α values, we can see some
general features that occur. Specifically, we can classify
four key phases that emerge in the system. Firstly, for
all α, there are the spatially uniform phases, which are
shown by the white regions in the phase diagrams. At
low Rabi drive, the uniform phase has a high spin magni-
tude and the spins close to the state with Sz ≈ −1/2. We
define this uniform phase as the U1 phase. At high drive,
the spin magnitude decreases and the spins lie close to
the state with Sz ≈ 0. We denote this as the U2 phase.
Both uniform phases occur for any spin half system even
without interactions as they are just general solutions to
the optical Bloch equations. For α = pi/4, we have a
Heisenberg Hamiltonian which conserves total spin and
results in only uniform phases. For all α, the U1 phase
smoothly crosses over into the U2 phase for most pa-
rameter ranges. However, for α 6= pi/4, when the drive
and detuning are comparable to the interaction strength
(J/Γ = −5), regimes of bistability between the U1 and
U2 exist, which lead to sharp transitions between the two
phases. Which phase the system ends up in within this
region depends on the initial conditions. These regions
of bistability are denoted by the dark blue regions in the
phase diagram.
It is also the case that when the drive and detuning are
comparable to the interactions, for all α 6= pi/4, the uni-
form phases can become unstable to fluctuations, break-
ing translational invariance and giving rise to non-trivial
phases. In the red regions, the uniform phase becomes
unstable to fluctuations with a wavevector of ka = pi and
a stable set of antiferromagnetic solutions exist. This re-
sults in the emergence of a canted AFM solution, with the
nature of the AFM phases depending on the α value. The
AFM solutions have the largest deviation between the Sz
components when 0 < α < pi/4, and a large deviation in
the Sx and Sz components when 3pi/4 < α < pi. How-
ever, when the XY interaction dominates, the AFM so-
lution has the strongest deviation in the Sy components.
As well as instabilities to ka = pi, the uniform phases can
become unstable to ka < pi which results in the emer-
gence of a SDW phase. In the SDW phase, shown by
the green regions, the spin orientation varies periodically
through the lattice with a period set by the instability
wavevector, ka. We find that there are no SDW instabili-
ties for α = 0. Therefore, it seems that SDW instabilities
are related to presence of the XY interaction. The final
key phase to emerge are persistent long-time oscillations,
denoted by OSC, where the effects of the drive dominate
over the effects from dissipation. We find that all the os-
cillations emerge from the instability of the AFM phase,
which undergoes a Hopf bifurcation, and inherit an AFM
nature. The oscillations occur in the pink regions of the
phase diagrams.
In several regions of the phase diagrams, multiple solu-
tions to Eqs. (3) coexist, which can lead to bistabilities.
In the yellow regions, a stable uniform solution and sta-
4Figure 2. Phase diagrams as a function of Rabi coupling and detuning, for values of 0 ≤ α < pi. We find the emergence
of four key phases: uniform phases, spin density wave phases, antiferromagnetic phases and oscillatory phases. We also find
examples of where these phases can be bistable with one another which means both phases can coexist within the corresponding
parameter regime, and which phase the system ends up in depends on the initial conditions. These regions are denoted with
double labelling e.g. AFM/U1.
ble set of AFM solutions exist, which results in AFM/U1
bistability. Similarly, in the light yellow regions, there is
an OSC phase which is also bistable to the U1 phase. We
do find that there are cases where the oscillations become
unstable and so only the uniform phase exists, which we
have not marked in our phase diagram. In the light blue
regions, both the U1 phase and U2 phase exist, but one
becomes unstable to fluctuations. When simulating the
dynamics in these regions, we find there is predominantly
only one stable uniform solution and only small regions
of U2/SDW phase bistability. Similarly, in the orange
regions, there exists both a uniform phase and an anti-
ferromagnetic phase, but the uniform phase is unstable.
We find when simulating the dynamics in this region that
only the AFM phase exists and that the AFM phase is
frustrated, with the amount of frustration depending on
the initial conditions. Likewise, in the light orange re-
gions, there is an OSC phase and an unstable uniform
phase. We find only the OSC phase exists, and again
that there are frustration effects.
IV. QUANTUM PHASE DIAGRAM
Having now calculated the phase diagram at mean-
field level, we now examine how it compares to the phase
diagram of the full quantum system. To do this, we
look at the steady state of small quantum systems with
N = 8 spins and periodic boundary conditions. Despite
the small system size, we can see some distinct features
emerge for the quantum system that reflect the mean-
field phases.
We first examine the spin expectation values on each
site for a direct comparison to the mean-field results. We
find that for the quantum system, the expectation values
on each site are uniform, with no spatial variation, for all
values of detuning and drive. Even for small systems, we
would expect some non-uniform phases to emerge within
the mean-field approximation, as the wave vectors that
cause instability of the uniform phases, such as ka = pi,
are permitted. However, we find only uniform phases for
the small quantum system, which we would expect to
persist until large system sizes, due to the translational
invariance of the system. If we compare the quantum
expectation values to the mean-field expectation values
from our phase diagrams in the regions where stable uni-
5form phases exist, we find there is good agreement when
the magnitude of the Rabi drive and detuning are large,
for all α. The difference between the expectation values
becomes larger in regions where there is U1/U2 bista-
bility. This is because we find no bistability in small
quantum systems, but a smooth crossover between the
U1 and U2 phases. Therefore the quantum expectation
values will eventually differ from either choice of the U1
or U2 mean-field solution. For α = pi/4, we find exact
agreement between the quantum and mean-field expec-
tation values for all detuning and Rabi drive due to the
Heisenberg symmetry.
Although the expectation values only show a single
uniform phase, the connected correlators between sites
give insight into spatial structure of the fluctuations
about the expectation values and possible emergence of
non-uniform phases in large systems. In Fig. 3 (a),
we plot the connected correlator, 〈Sˆzi Sˆzj 〉c = 〈Sˆzi Sˆzj 〉 −
〈Sˆzi 〉〈Sˆzj 〉, between a site i and its nearest-neighbour for
α = 0. We find that the connected correlator changes
sign between nearest-neighbour sites in the region where
where AFM solutions exist in the mean-field, but main-
tains the same sign when in the uniform region. Figure 3
(b) and (c) show examples of how the connected correla-
tor varies across the lattice sites for a choice of ∆ and Ω in
the AFM region and in the uniform region, shown by the
red and blue circles respectively. We can see how both
connected correlators lose long-range order quickly, but
maintain an alternating sign in the AFM region, while
being persistently positive in the uniform region. We
also plot the 〈Sˆyi Sˆyj 〉c connected correlator for α = pi/2
in Fig. 4, finding again a loss of long-range order, but
sign changes between nearest-neighbour sites in the re-
gion where AFM solutions exist in the mean-field phase
diagram. The α = 0 connected correlator results are sim-
ilar to those in Ref. [3] and the α = pi/2 results similar to
those in Ref. [4]. For both Fig. 3 and Fig. 4, the choice
of connected correlator is based on the spin component
with the strongest deviation from the spatially uniform
phase in the mean-field analysis.
We find the strongest signature of the mean-field oc-
curs when looking at phase bistability. In regions of
bistability, many studies [4, 10, 12] have found exam-
ples of bimodality in the expectation value distributions
when using Quantum Monte Carlo wavefunction meth-
ods. This bimodality arises when there are two stable
mean-field solutions where, in the mean-field limit, each
steady state behaves as if the minimum of a double well
potential. Classically, the system will sit in either steady
state indefinitely. However, in the full quantum system,
quantum fluctuations induce transitions between these
steady states, giving a single expectation value, but leav-
ing a double well structure in the expectation value dis-
tributions. For the phase diagram in Fig. 2, bistabil-
ity brings the greatest change in Sz values between the
two mean-field phases, and so, for the quantum system,
we expect to see bimodality in the total number of ex-
citations,
∑N
i (Sˆ
z
i + 1ˆ/2). As first studied in Ref. [4],
(a) (b)
(c)
Figure 3. Examples of connected correlators for the quantum
system. (a) The 〈Sˆz1 Sˆz2 〉c connected correlator for α = 0. We
can see the connected correlator becomes negative for nearest-
neighbour sites when in the mean-field AFM region. The
insets (b) and (c) show examples of how the connected corre-
lator varies across sites for the red and blue circle respectively.
We see that in both cases, long-range order is lost, but the
changes of sign are as expected.
(a) (b)
(c)
Figure 4. Examples of connected correlators for the quantum
system. (a) The 〈Sˆy1 Sˆy2 〉c connected correlator for α = pi/2.
Again, we can see that the connected correlator changes sign
between nearest-neighbours when in the mean-field AFM re-
gion. The insets (b) and (c) show examples of how the
connected correlator varies across sites for the red and blue
squares respectively.
a bimodal distribution can be observed by studying the
Index of Dispersion (IoD), which is given by
IoD =
∑N
i,j
(
〈Sˆzi Sˆzj 〉 − 〈Sˆzi 〉〈Sˆzj 〉
)
∑N
i
(
〈Sˆzi 〉+ 1/2
) , (4)
and is a measure of a distribution’s variance normalised
by its mean. In the limit of zero Rabi drive, when 〈Sˆzi 〉 =
−1/2, we have IoD = 1, whereas in the limit of high Rabi
drive, when 〈Sˆzi 〉 ≈ 0, we have IoD = 1/2. In between
these two limits, the IoD will either decrease or, when
there is a bimodality in the distribution, increase above
unity. In Fig. 5, we plot the IoD as a function of ∆
and Ω. We can see from Fig. 5 that the agreement
between the fluctuation region and the bistability region
is good for all α values, suggesting that the large peak
in the IoD is indeed due to the double well structure of
6Figure 5. Index of dispersion (IoD) of the total number of excitations,
∑N
i (Sˆ
z
i + 1ˆ/2). We see there is an increase in the IoD
in regions of bistability, before it drops quickly to 1/2 when entering the region of the U2 phase. The black contours show the
regions of our mean-field phase diagram where bistability occurs.
the mean-field solution appearing in the quantum steady
state. The results for α = pi/2 are similar to those in [4]
for the nearest-neighbour XY model, but the results for
other α are new.
Another signature of bistability should also be evident
in spectral gap of the Liouvillian. The master equation,
Eq. (1), can be written as dρˆ(t)/dt = Lρˆ(t), where L
is the Liouvillian superoperator that determines the evo-
lution of the system. By expanding the density matrix
in eigenvectors of the Liouvillian superoperator, we can
write a generic quantum state as
ρˆ(t) = exp(Lt)ρˆ(0)
= ρˆss +
4N−1∑
i=1
tr
{
Lˆiρˆ(0)
}
Rˆie
λit,
(5)
where Lˆi and Rˆi are the left and right eigenvectors of L
respectively, with complex eigenvalues, λi. The eigenval-
ues of the Liouvillian come in complex-conjugate pairs
due to the Hermitian nature of the density matrix, with
a negative real part corresponding to the decay of the
eigenvalues and the imaginary part corresponding to co-
herences. We order the eigenvalues, λi, by the increasing
magnitude of their real part. There is always at least
one zero eigenvalue of the Liouvillian matrix (λ0 = 0)
corresponding to the steady state of the system, which
we have extracted from the sum in Eq. (5) and denoted
the eigenvector as ρˆss ≡ Rˆ0. Note that ρˆss has unit trace
and the remaining eigenvectors, Rˆi, are traceless.
In systems with bistability, the spectral gap (i.e. the
eigenvalue with smallest real part) should close so the
system has two steady states. However, for small quan-
tum systems, it is known that the gap will remain finite
[31]. Despite this, bistability may occur in very large
quantum systems, and if this is to be the case, then we
expect the gap to decrease in the region of bistability
even for small systems. In Fig. 6, we compute [32] and
plot the real part of the spectral gap for the system with
N = 6 spins. We see there is indeed a reduction in the
gap size in the bistability region compared to elsewhere
in the phase diagram. We also study the real part of
the spectral gap in smaller system sizes (N = 3, 4, 5) and
find that the real part of the spectral gap decreases with
increasing N . This may indicate a closing of the gap in
larger system sizes, although the gap could also saturate.
As well as examining the real part of the spectral gap,
we also analyse the imaginary part. We expect that in re-
gions where there are persistent oscillations, that the real
part of the gap should go to zero and the imaginary part
should have a non-zero value. However, we have found
little sign this was the case and have not shown the data
here. This behaviour may be due to the fact that the
oscillations come from instabilities of the AFM phases.
Our analysis of the real part of the spectral gap showed
little decrease in the real part of the spectral gap in re-
gions where there are mean-field bistabilities between the
uniform and the AFM phases. Therefore, it appears to
be the case that non-uniform phases give weak spectral
signatures, which may explain the absence of any spec-
7Figure 6. Real part of the spectral gap of the Liouvillian. We see that this is minimal within the regime of bistability for all
α. We expect that the spectral gap could close in the limit of large enough quantum systems.
tral signature for oscillations. It would be interesting to
examine this further.
To measure the spectral gap in experiment, one could
look at two-time correlators, whose decay depends specif-
ically on the spectral gap in the long-time limit. For two
operators, Aˆ and Bˆ, the two-time correlator is given by
[33]
〈Aˆ(t+ τ)Bˆ(t)〉 = Tr{Aˆe(τ+t−t)LBˆρˆ(t)}
= Tr{Bˆρˆ(t)}Tr{Aˆρˆss}+
4N−1∑
i=1
eλiτ Tr{LˆiBˆρˆ(t)}Tr{AˆRˆi},
(6)
where we have inserted the density matrix expansion
given in Eq. (5). If we allow t → ∞ so we study the
two-time correlator in the steady state, then Eq. (6)
simplifies to
lim
t→∞〈Aˆ(t+ τ)Bˆ(t)〉
= Tr{Aˆρˆss}Tr{Bˆρˆss}+
4N−1∑
i=1
Tr{LˆiBˆρˆss}Tr{AˆRˆi}eλiτ
≈ Tr{Aˆρˆss}Tr{Bˆρˆss}+ Tr{Lˆ1Bˆρˆss}Tr{AˆRˆ1}eλ1τ ,
(7)
where in the last line we have assumed that τ is large
and that the spectral gap, λ1, is well separated from the
rest of the Liouvillian spectrum. This shows how the
two-time correlator will decay exponentially with a decay
time set by the spectral gap. Therefore, if the spectral
gap does decrease in a given parameter regime, we should
find that any two-time correlator will have a much longer
temporal decay than in regions where the spectral gap is
large. In Fig. 7, we plot the difference in real part of
the first and second eigenvalues of the Liouvillian to see
if the spectral gap is well separated from the spectral
bulk. We find for a dominant Ising interaction, there
is a separation inside the bistable regime, so measuring
the gap from the connected correlator decay should be
possible. For a dominant XY interaction, the gap from
the bulk is quite small and therefore measuring the gap
from the two-time correlator will be harder.
V. DISCUSSION
We have studied the mean-field phase diagram of
an driven-dissipative XXZ model with a tunable XY
and Ising interaction, finding that the interplay between
drive and dissipation leads to four key types of non-
equilibrium phases. Specifically, we find uniform phases,
AFM phases, SDW phases and OSC phases, as well as
bistabilities between these phases, and have studied how
these phases change with the tuning of the Ising to XY
interaction. Such a system could be readily studied with
Rydberg atoms [34], trapped ions [35] or polar molecules
[29, 36], where dissipation can be controllably induced
with optical pumping [2].
Our in-depth study of the full quantum system for a
small number of spins shows that the expectation values
8Figure 7. Difference between the real part of the spectral gap and the real part of the next eigenvalue in the spectrum. We see
for a dominant Ising interaction, there is an increase in separation which indicates the spectral gap could be measured from
the decay of the two-time correlator. For an XY dominated interaction, the difference between the real part of the eigenvalues
is much smaller and so measuring the gap from the two-time correlator will be harder.
of the small quantum system agree well with the mean-
field uniform phases at strong Rabi drive and detuning,
but do not agree as well when the drive and detuning
are comparable to the interaction strength. The biggest
difference between the mean-field and quantum results is
the small quantum system does not exhibit any bistabil-
ities, OSC, AFM or SDW phases. However, analysis of
connected correlators shows how fluctuations about these
expectation values give signatures of the non-spatially
uniform mean-field phases and indicate the possibility of
agreement between the mean-field and quantum results
for large enough systems. The strongest signatures of
the mean-field can be found when looking at mean-field
bistability, where we have shown there is good agreement
between the regions of mean-field bistability and where
the IoD of excitations increases above unity. Finally, we
have shown a good agreement between the bistability re-
gion and a decrease in the real part of the spectral gap in
the Liouvillian, which should be observable by a increase
in the decay times of two-time correlators.
As mentioned in earlier sections, many of our results
here agree with similar studies with nearest-neighbour
interactions [3, 4], both at the mean-field and quantum
level, indicating that the 1/r3 power-law nature of the in-
teractions have little effect on the resultant phases. Given
this and the fact that our system is 1D, modelling the
system with DMRG [37] to achieve larger system sizes
should be possible. It would be interesting to see if the
quantum fluctuations grow stronger in larger systems and
lead to the breaking of spatial uniformity we have seen in
our analysis, resulting in a phase diagram closer to our
mean-field results. It would also be interesting to study
how the IoD peak grows with system size. When study-
ing smaller system sizes, we find the maximum value of
the IoD for each α value grows with system size. If
the mean-field is expected to become increasingly cor-
rect with increased dimensionality and system size, then
the IoD should to drop to zero as the connected correla-
tors in Eq. (4) become zero. However, we do not expect
the mean-field to become valid for a 1D system. Look-
ing at how the IoD behaves in higher dimensionalities
would also be interesting. Finally, carrying out finite-
size scaling of the Liouvillian gap to larger system sizes
than studied here may indicate if the gap will eventually
close in large enough quantum systems.
VI. CONCLUSIONS
We have studied the mean-field phase diagram of a
driven-dissipative XXZ model with a tunable Ising to XY
interaction. We find the emergence of four key types of
phase: uniform phases, spin density wave phases, anti-
ferromagnetism and oscillatory phases as well as phase
bistabilities. We characterise how the nature of these
phases change with the relative strength of the Ising to
XY ratio. We then analyse the phases of the correspond-
ing quantum system for small numbers of spins and find
9that the mean-field results correspond to key features
in the quantum phase diagram. We find that peaks in
the index of dispersion and decreases in the real part of
the Liouvillian gap appear in regimes where the mean-
field theory shows bistability. We also find signatures of
spatially varying mean-field phases in the connected cor-
relators computed for the full quantum problem. These
features persist with changes in the relative strength of
the Ising and XY interaction, indicating that they are
generic features of spin−1/2 systems.
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