For the purposes of this article, the indexing of information is interpreted as the pre-processing of information in order to enable its retrieval. This definition thus spans a dimension extending from classification-based approaches (pre-co-ordinate) to keyword searching (post-co-ordinate). In the first section we clarify our use of terminology, by briefly describing a framework for modelling IR systems in terms of sets of objects, relationships and functions. In the following three sections, we discuss the application of indexing functions to document collections of three specific types: (1) 'conventional' text databases; (2) hypertext databases; and (3) the World Wide Web, globally distributed across the Internet.
THE DOMAIN OF INFORMATION RETRIEVAL
FACED WITH THE PROBLEM of enabling the effective, efficient and easy retrieval of useful documents from a large collection, the traditional response of the system developer is to construct a system consisting of the following structural elements:
(1) a database made up of a set of records, each one a representation of a separate document (or of a separate portion of a document) in the collection; (2) a mechanism commonly known as a search engine, which (i) identifies the relationships that exist between (on the one hand) each record in the database and (on the other) a query or expression of information need formulated and submitted by the user, and (ii) sorts the database on the basis of that comparison; (3) a user interface enabling the user to control (i) the processes of queryformulation and query-submission and (ii) the display of sorted records.
Such a system provides support for the type of information-seeking behaviour known as searching, which involves the user considering a database's records in an order suggested by the results of the search engine's query-record comparison. An alternative approach taken by IR system designers is to provide support for the type of information-seeking behaviour known as browsing, which involves the successive retrieval of individual documents on the basis of some relationship existing between one document and another. Successive perusing of printed documents one after another on the basis of their proximity to each other on a library's shelves is one example of browsing activity; following up a citation or cross-reference appearing in the body of a printed document's text is another. Computerised support for browsing activity is commonly provided by hypertext systems. Instead of requiring the user to specify a query, which is then to be matched against every record in the database, the system allows the user to request specific, single nodes to be retrieved and displayed successively, by activating the link between a currently-displayed node and some target node.
The principal facets or objects of interest to developers or users of IR systems of any type may be divided into five sets or classes, as follows:
(1) information needs; (2) queries (representative of users); (3) documents; (4) records (representative of documents); and (5) terms.
IR entails a dynamic interaction between information needs, queries representative of these needs, and information sources comprising terms, records and documents. Indeed, any particular situation in which information-seeking activity occurs may be modelled at a basic level by identifying not just the individual members of these sets of objects, but also the relationships that exist between them. Like objects, such relationships may also be divided into sets, the most significant of which are those of:
(1) need-term (or query-term) relationships; (2) document-term (or record-term) relationships; (3) query-document (or query-record) relationships; (4) document-document (or record-record) relationships; and (5) term-term relationships.
Relationships of the last three types may be characterised as true object-object relationships; whereas relationships of the first two types may be distinguished as object-feature or object-attribute-value relationships, to reflect the sense in which any term used to represent part of the meaning of an information need or of a document may be said to be a feature, or the value of a particular attribute, of that need or document.
The performance of (or at least the provision of assistance in the performance of) a task involving either the identification or the exploitation of such relationships is the function of each of the component mechanisms of an IR system. A function of identification may be labelled an 'analytical' function; a function of exploitation may be labelled an 'exploratory' function. Each of these functions may be carried out through the effort of an agent of any of several types:
(1) by a human alone -i.e. manually; (2) through a combination of human effort and computerised assistance -i.e. semi-automatically; or (3) by a computer alone -i.e. automatically.
Five significant analytical functions are:
(1) the identification of document-term relationships -i.e. record-creation; (2) the identification of document-document relationships -i.e. linkcreation; (3) the identification of need-term relationships -i.e. query-formulation; (4) the identification of query-document relationships -i.e. retrieval; and (5) the identification of term-term relationships -i.e. classification.
In carrying out any analytical function, the agent may make use of knowledge of any (or any combination) of several types:
(1) statistical knowledge -of the frequency of occurrence of terms, documents and queries; (2) morphological knowledge -of the form of terms and documents; (3) syntactic knowledge -of the structural components of text, documents, queries and databases; (4) semantic knowledge -of the meanings of terms, documents and queries; and (5) situational knowledge -of the history of the information-seeker's interaction with the database.
In system terms, such knowledge constitutes the input to the function. This theme will be taken up again in Section 4 in which we examine current approaches to Internet indexing characterised by differing levels of statistical, morphological, syntactical, semantic and pragmatic analysis. The result, product or output of any analytical function is a set of objectattribute-value triples, each representing the existence, strength or nature of a particular relationship, and which may subsequently be explicitly stored or recorded, in either digital or non-digital format. Once recorded, the product of one analytical function may thus be made available for use as base knowledge in the conduct of another analytical function, or of an exploratory function. Two significant exploratory functions are:
(1) the exploration of query-document relationships (i.e. searching); and (2) the exploration of document-document relationships or of term-term relationships (i.e. browsing).
These exploratory functions may be supported by a thesaurus-construction mechanism, whose function is the identification of relationships between terms. For the purpose of supporting query-formulation or document-representation (indexing) activity this is done by:
(1) comparing representations of terms; and (2) identifying term-term relationships on the basis of the identifying of the existence or strength of a relationship of a particular type.
The thesaurus mechanism can also provide support for the browsing of index terms in a hypertext. If term relationships are represented by links that may be activated to display the target of a link, then a user can browse the hyper-index.
Given the size, internal heterogeneity and distributed nature of many document collections, it is vital that the retrieval process be conducted in as efficient a manner as possible. One result of this requirement for efficiency is that the retrieval mechanism does not handle the original source documents themselves at their individual, possibly remote locations, but rather manipulates representations of those documents, which are created and stored together in a separate database. Each of these document representations is known as a record, and is typically made up of a structured set of pre-defined fields, each field containing the value(s) of a specific attribute of the source document. Each data value (attribute-value, or term) stored in a record may be one of four types, the first three of which are commonly labelled 'metadata': data about the document that the record represents, to be contrasted with data that are equivalent to the information contained in the document that the record represents.
Firstly, a term might represent or describe one of the circumstances in which a document was created (e.g. its title, author, publisher, and date and place of publication), or another aspect of its physical form or morphology (e.g. its size, shape, typography or colour). Secondly, a term might indicate the structural or syntactic role of a particular part of the content of the document, such as a section heading or a section itself. Thirdly, it might represent the subject or topic covered by some part of its conceptual or semantic content -in other words its meaning or whatever that part is 'about'. This value might take the form of a word or phrase (known variously as a keyword, descriptor, index term or subject heading), or a classification code, or a summary or abstract. This is dealt with in more detail in the next section. Finally, a field might contain the full content of a document, or some portion (perhaps the textual portion, or a section or paragraph of the textual portion) of that content, which may be conveniently analysed through statistical consideration of the comparative frequency of occurrence of the strings of characters making up that content.
INDEXING IN CONVENTIONAL IR SYSTEMS
For hundreds of years, the process of identifying the values of certain of a document's attributes and assigning those values to the appropriate labelled fields in a structured record has been conducted using human effort, and called classification or cataloguing. One central activity in this process is that of indexing -the assignation to a document of a set of codes or words that represent its subject matterwhich involves the complex task of subject or content analysis. The agent engaged in subject analysis may need to make use of knowledge of any (or any combination) of the types identified earlier but semantic knowledge of the kind that may typically be recorded in the form of a thesaurus or classification scheme will be of paramount importance. Each of the records stored in a traditional library catalogue or in a bibliographic database, for instance, has one or more fields containing codes or terms representative of its subject, assigned to each document by a human classifier or indexer, and defined either in a scheme designed for general use such as the Dewey Decimal Classification (DDC) or the Universal Decimal Classification (UDC), or in a knowledge-base designed for use in the specific domain.
However, the way indexers go about the task of classification or indexing, or the process by which individual indexers come to decisions on the assignment of index descriptions, is incompletely understood. Studies of inter-indexer consistency which extend from the 1950s [1] to the present [2] have documented pervasive inconsistencies in the actual practice of indexing. Doyle [3] noted that factors such as the background and subject knowledge of the indexer or the extent to which an author discusses a topic may alter the choice of terms. Chu and O'Brien [4] found five factors which affected indexer performance in carrying out subject analysis:
(1) the subject discipline; (2) whether the text was factual or subjective; (3) the complexity of the subject of the text; (4) the presence of bibliographic structure; and (5) the clarity of the text.
Interestingly, in terms of subject discipline there was little difference in perceived difficulty or performance between the science and the social science texts, but much greater perceived difficulty and poorer indexer performance in relation to humanities texts.
Given the inconsistency of human indexing the question may be asked why be concerned with it at all and, and instead carry out all indexing by automatic means. But, as Mandersloot, Douglas and Spicer point out, human indexing 'may have inconsistencies but it is flexible. Machine indexing may be consistent but it is rigid' [5, p. 50] . Moreover, whether indexing is undertaken automatically, semi-automatically, or manually, there is a common underlying question of what it is, in principle, that indexers (or indexing) should be doing.
This question was examined in detail by Fairthorne [6] in relation to the model of indexing familiar to most librarians and information scientists, that is indexing the document in terms of what it is about. This model has been termed the 'aboutness' model [7] . The model continues to have a considerable influence on the direction of indexing research [8] and may be considered to be a more appropriate model for information retrieval evaluation than linguistic or semantic alternatives [9] . The principal assumptions of the model can be summarised as follows:
(1) the subject content of a document can be expressed in terms of what it is 'about'; (2) an indexer can identify this subject content which is capable of being summarised in a word or set of words; (3) most queries are in the form of requests for documents 'about' a subject, which can be 'matched' against the index descriptions of the documents in the system; and (4) retrieval consists of the identification of relevant sets of documents by the 'matching' process.
such a model will be defective because of a failure to recognise important differences between documents grounded in the different perceptions of problems by various schools of thought or disciplines, or in the different types of informationconceptual, methodological, or empirical -conveyed by documents. Their critique also asserted that librarians indexing according to the 'aboutness' model failed to provide for these points of access, or to differentiate in the ways indicated between documents, and that the objectivist underpinning of information science led to attempts to impose a preferred language for the purpose of information retrieval and gave rise to efforts to standardise terminology for subject fields [11] . Their argument is supported by the fact that indexers often succeed in creating sets of documents containing a high proportion of material which experts in the discipline would perceive as interrelated in only a trivial sense if at all [12] . For example, if an indexer assigns two documents to the same category because the same term occurs in both, this can obscure differences due to the fact that the meanings of the terms may be mediated by the theoretical perspectives in which they occur [12] . However, although the critique of the 'aboutness' model deployed by Swift and Watson provides an effective theoretical back-drop to proposals that indexing should aim to reflect all major differences of perspective between those working in a field [12] and to the 'multi-modal' approach to indexing [13, 14] , as a description of the 'aboutness' model or of librarians' contribution to debates on the standardisation of terminology for subject fields it is far from adequate.
In the first place, Fairthorne [6] described the content analysis component of the 'aboutness' model as having two aspects:
(1) what a record mentions; and (2) the circumstances of its expected use with respect to a particular problem, a particular user or agent, or a particular requirement as expressed by a reader.
So that, finding out 'what a document is "about" -in terms of reader interests, necessarily depends on what kind of reader and what kind of interests' [6, p. 78] . Instead of the individual indexer attempting to sift out the 'objective' content of the document, the indexing process is seen to be not wholly separate from questions of acquisition; from perceptions concerning the needs of the users; and from questions of judgement. Such judgement does not merely concern decisions as to 'how', but, as Fairthorne points out, 'why' particular documents are indexed in the way they are. The question of 'why' indexing is carried out in a certain way brings in questions and assumptions about the needs and character of the user group for whom the documents are being indexed.
The argument that librarians or information scientists have led attempts to impose a preferred language for the purpose of information retrieval or to standardise terminology for subject fields is also contentious. Arguments for the standardisation of terminology of subject fields have a long history in the literature or academic discourse of various subject fields -a history which was reviewed by Tonnies in 1899 [15] . The principal, historical, cause identified by Tonnies was the use of ordinary language in scientific discourse, linked to the downfall of neo-Latin amongst scholars. Tonnies considered that whilst scholars employed neo-Latin, 'there was, even if only in the form of words, a scientific terminology common to all; while at the same time there was an external distinction between the technical expressions of the learned, and the inconstant language of daily life' [15, p. 474] .
The practical solution, put forward by Tonnies, was the formulation of a common terminology. This common terminology could be achieved by offering precise definitions of concepts, which would then be propounded by an authoritative, international structure. 'Such a definition and construction of concepts would make them as it were prototypes, and would distinguish them sharply from the vague general ideas connected with the corresponding words. They would represent an instrument applicable in every language, in every system of thought' [16, p. 55] . Tonnies argued that a necessary condition for the implementation of a common terminology would be the setting up of an international office for psychological concepts analogous to the international bureau for weights and measures.
Debates on terminological problems and suggestions for the clarification of terminology appeared regularly in the literature of various subject fields from about the 1920s, and a full chapter by Thouless in The study of society [17] is devoted to problems of terminology in the social sciences. Indeed, it is often presumed that the problems experienced with terminology or with the use of natural language will only apply in relation to social science subjects because of the relative 'hardness' of terminology in the sciences.
However, the notion of 'hardness' of terminology should be treated with caution, particularly if it is intended to employ the idea as an analytic device rather than a metaphor. For example, information science was regarded by the investigators carrying out the Aberystwyth index language tests on information science as a 'soft' subject, representative of subject fields 'soft' in the precision of their terminology. But the report of the experiment does not employ, or provide, any definition of the concept of terminological precision, or any experimental evidence to establish the lack of terminological precision in information science relative to some other 'hard' subjects [18] . On one measure, based on consistency of terminology, information science comes out 'harder' than aerodynamics.
The contribution of librarians to the early debates on terminological issues, or to the calls for standardisation of terminology, was non-existent. The reason for this seems to be due to librarians continuing to work well into the 1950s within the framework of assumptions inherited from Dewey and Cutter in the 1870s. These were both concept based systems. The words used by authors in their titles were held not to be sufficient, therefore both systems were based on ideas or concepts not the particular words used by authors. The assumption was that there was a structure to these ideas and that the classification scheme, or the subject headings, should reflect that structure, and that classification, or entries in the subject catalogue, summarised the content of a document. And, when librarians and information workers did start to show an interest in terminological problems, it was in response to different kinds of difficulty, and with a different motivation to that of the early concern with standardising the terminology of a subject field to facilitate scholarly communication.
The interest stemmed from the increasing recognition of the inability of the traditional classification and indexing systems (such as Dewey and Library of Congress Subject Headings) to deal with the explosion of scientific and technical information and also from problems experienced with natural language based alternatives. Searching single word systems based on natural language, such as the postco-ordinate Uniterm system devised by Taube, presented searchers with a number of difficulties. Problems were experienced with synonyms and homographs, with ambiguous and spurious relationships between words, with differing viewpoints and with generic searches [19] . The solution proposed for the retrieval problem involved the adaptation of the literary thesaurus for information retrieval purposes.
The use of the thesaurus in information retrieval did not represent an attempt at standardisation of the terminology of a field, since, if well designed, it should derive its warrant from the literature of the field and reflect the usage of terms in that field by the user group it was intended to serve. The first thesaurus actually used for controlling the vocabulary of an information retrieval system was developed by the Du Pont organisation from about 1959 [19] . It was not intended as a device to standardise terminology but as a means to ensure some sort of word list control, or guidance, within an information system. Mandersloot, Douglas and Spicer express this distinction succinctly: 'Word list control is necessary to ensure that the terms selected by the indexers lead to consistent posting in the co-ordinate index system or file and that all the required cross-referencing is provided. Word list control is therefore not standardisation of terminology, but deals rather with the practical situation that scientists use very varied terminology, often in a rather loose manner' [5, p. 50] .
Ironically, for a tool intended to control the vocabulary of a system, or to serve as an aid in the selection of terms to be employed when searching a system, the 'thesaurus' concept was given so many different interpretations that by the end of the 1960s Fairthorne commented that the term 'thesaurus' was 'battered almost senseless' [6, p. 94] . However, as Freedman [20] noted, although the term may have been battered senseless, not much had been added to its essential meaning from the original connotations identified by Vickery in 1960 [21] . Vickery had identified four usages of the term 'thesaurus' in the retrieval context, and argued that the focus of the different usages could be restricted to two alternative meanings:
(1) to designate a tool which links text words in natural language to key words in a regularised language; or (2) to mean any linear list displaying relations between words.
Either a distinction can be maintained between key words and text words, where the thesaurus enables us to pass from text words to key words and back; or the distinction between key words and text words can be ignored, in which case the thesaurus is merely a linear word list which displays relations between words. On the first interpretation, the thesaurus led the indexer and searcher from text word or search word to key word. On the second, where the distinction between text word and key word is ignored, the purpose of the thesaurus became that of an aid to the searcher in locating terms needed in a particular search. In either case the 'warrant' for the controlled vocabulary should come from the users themselves and the extent of control be determined by the degree of difficulty likely to be encountered by searchers in the area relying on natural language and an uncontrolled vocabulary. The key problem in the construction of such a controlled vocabulary for indexing is how far the entry vocabulary of the system reflects the usage of the field it is intended to serve, and how far the index vocabulary incorporates and identifies the relations and distinctions the users are accustomed to in the uncontrolled language of the area.
If the assumptions underlying the broader concept of the 'aboutness' model of indexing and those behind the development of the retrieval thesaurus are examined, it can be seen that there needs to be a high level of correspondence between the perceptions of indexers and their users for the conventional retrieval interaction to be successful. Indexing is not concerned simply with the distillation of some 'objective' content, but takes place in a framework of assumptions concerning the potential interests of users, the sort of information they tend to require, and the total acquisition policy of the database. In other words, the conventional approach to indexing for information retrieval is posited on a degree of closeness between the concepts of the indexer and the user and a familiarity with some common framework of assumptions concerning the nature of the indexing process itself. This theme will be taken up again in Section 5.
INDEXING AND HYPERTEXT
Thus far, we have discussed indexing activity in the context of those IR systems that may typically be characterised as query-or keyword-based, or even as 'conventional' or 'traditional'. In contrast, the subject of this part of our paper is research work that considers indexing activity specifically as it relates to the operation of IR systems of another kind: those that are usually known as hypertext or hypermedia systems. The confluence of research in hypertext and indexing consists in efforts to perfect the operation of mechanisms that automatically perform, or assist in the performance of, five other activities analogous (in one respect or another) to indexing: link-creation, query-formulation, retrieval, classification, searching and browsing.
The traditional structural model of a hypertext database is directly comparable with that of a conventional text database in the limited sense that each may typically be viewed as consisting of a set of records, each record representative of a separate document. In a hypertext database, however, such records are usually termed 'nodes'. The degree to which the content of a node is structured into fields may vary considerably, but it is common for the principal field to contain the full content of the document it represents (as is the case, for instance, with the nodes of the World Wide Web). Nevertheless, the assignment of 'metadata' to the nodes of a hypertext is a common enough technique and the product of this analytical function may be put to good use in the performance of other functions to be discussed below.
In a conventional IR database, records are stored, and considered by the retrieval mechanism, independently of one another. This might be viewed as an inappropriate simplification of reality, since one document may be related to another in any of a number of different ways. But these relationships between documents are recorded only implicitly, through the use of similar sets of terms in the indexing of documents. Such relationships could be identified and exploited only if a facility were made available to calculate values of document-document similarity on the basis of the co-occurrence of index terms in each pair of records.
In contrast, in a hypertext database, many of the relationships that exist between documents are explicitly identified and recorded as 'links'. In fact, the fundamental distinction between databases of the two types lies in the explicitness with which such relationships are represented. A hypertext database comprises not only a set of nodes, each one representative of a separate object, but also a set of links, each one an ordered pair of origin node and target node, representative of an object-object relationship. The intention is that the results of the link-creation function should be exploited by users in the course of their exploration activity.
Different implementations of hypertext systems vary in many dimensions. Two important sources of variation are:
(1) the nature of the relationship represented by a link; and (2) the method by which the existence of such relationships is identified. A node may be categorised (or 'typed') according to whether the object it represents is a document, such as a body of text or an image, or a single feature of a document, such as an index term. The relationship represented by a link between two nodes may thus be an instance of a document-document relationship; a term-term relationship; or a document-term relationship. In the current section our concern is mainly with relationships of the first type.
A link may be representative of:
(1) a syntactic relationship between documents, resulting from a linear or hierarchical order in which the documents have previously been arranged; or (2) a semantic relationship, resulting from some association in the meaning or subject matter of a pair of documents.
If the target of a link is related to the origin by being: the next or previous node in a pre-existing linear sequence; a table of contents or the beginning of a section referred to in a table of contents; a node a level above or below that of the origin in a pre-existing hierarchy; the node displayed previously to the currentlydisplayed node in the path followed by the user; or (in the case of a term-term link) the next term in an alphabetical list -then that link may be considered to be a syntactic link. If the target of the link contains: an account of a similar topic to that covered in the origin; a more detailed expansion on the origin's topic; an annotation, or a definition of a particular term; a related figure, table, graphic, video or audio clip; or (in the case of a term-term link) a synonym, related term, broader term or narrower term -then that link may be considered to be a semantic link. This classification of link types is a simplistic one: Trigg [22] , for example, distinguishes over seventy link types.
A logical model of the process involved in the activity of link-creation would need to include the following steps (repeatable for every origin node in a hypertext database, and for every criterion by which one node may be said to be related to another):
(1) establish the origin; (2) establish the criterion; (3) consider every possible pairing of the origin with another node in the database; (4) identify those target nodes that, on the basis of the selected criterion, may be said to be related to the origin.
The function of link-creation is thus directly analogous to that of a retrieval mechanism acting on a conventional document database. The process of retrieval involves the following steps (repeatable for every query, and for every criterion by which a document may be said to be related to a query):
(1) establish the query; (2) establish the criterion; (3) consider every possible pairing of the query with a document in the database; (4) identify those documents that, on the basis of the selected criterion, may be said to be related to the query.
As explained in Section 1 at least part of the input to any IR function involving comparison or matching -whether that comparison is of a pair of documents (as in link-creation), or of a query and a document (as in retrieval) -consists of the product of a record-creation or indexing mechanism, which identifies a set of object-attribute-value triples representative of document-term relationships and indicative of document features. In other words: both link-creation and retrieval are functions that involve the manipulation of indexing data. Hypertext systems can thus be further differentiated in several respects, according to the nature of the record-creation process that precedes link-creation; and to various characteristics of the link-creation process itself: A range of possible scenarios, each varying across one or more of these six dimensions, can be imagined. One familiar example of a hypertext system is the World Wide Web. A link from one document in this vast collection to another will typically be:
(1) identified manually, either by the author of the source text or by the person responsible for the conversion of the source to hypertext; (2) identified on the basis of that person's overall knowledge of the content, form, structure and meaning of both origin and candidate target documents; and (3) representative of an origin-target relationship of any one of a wide range of types.
Manual link-creation on this basis, like manual retrieval, is comparatively effortful, time-consuming and inefficient -unless the labour is divided on a grand scale, as it can be for authors adding individual, self-created documents to large distributed collections such as the Web. Systems of a different type are characterised by the operation of an algorithm which partitions a body of linear text into separate nodes, and establishes relationships between those nodes, by consideration of certain explicit, pre-existing, structural cues (for example, those that may be derived from the table of contents or hierarchical outline of a regularly structured text such as a handbook or encyclopedia, or that might have resulted from previous tagging in accordance with a mark-up language such as SGML or HTML) [23] [24] [25] [26] . In such systems, then, links Since human involvement is still required in the record-creation process, the cost/benefit trade-off remains barely acceptable for databases containing more than a few hundred nodes.
It is easy to imagine a simple system of a third type, in which links are
(1) identified fully automatically; (2) identified on the basis of statistical knowledge of the frequency of occurrence of terms in nodes (which knowledge in turn derives from automatic free-text indexing of the content of each node); and (3) representative simply of a certain degree of origin-target similarity (of content if not meaning) [27] .
A semi-automatic version of such a system might involve the presentation to a human author of those target nodes identified as being most similar to the origin node, and human selection of target nodes from these suggested candidates [25, 26, [28] [29] [30] . In either version, the heart of the process, whereby one object is compared with every potential target object in a database, and a relationship identified wherever the degree of object-object similarity surpasses a pre-defined threshold, is of course a conventional retrieval technique; and it is common for developers of such systems to employ the well-known vector-space model in justification of their use of:
(1) a particular formula (the cosine coefficient) allowing for the measurement of degree of similarity; and (2) a particular term-weighting scheme (tf.idf or a variant) allowing frequencies to be normalised according to the total frequency of occurrence of all terms in each document, and the total frequency of occurrence of each term in all documents.
Much current research in the hypertext field is concerned with the development and improvement of automatic and semi-automatic methods of link-creation that make use of traditional IR techniques in similar fashion (for comprehensive reviews, see Agosti [31] [32] [33] ). In systems of a fourth type, the identification of links (a) is again fully automatic, but (b) is effected through consideration of a combination of both statistical knowledge of term frequencies and syntactic knowledge of document (or database) structure. Here, the formula for measuring degree of relatedness will be defined so that it takes into account not just indexing data, but also topological data about the position of each node in the hypertext graph or network [34] [35] [36] [37] [38] .
Among fully automatic methods of link creation, one other dimension in which hypertext systems may vary is that of the time of link-creation (in relation to the time of the information-seeker's search). The important distinction is between:
(1) link-creation methods that are applied at some time before the information-seeker commences his or her interaction with the database; and (2) methods that involve 'on-the-fly' reactions to the decisions taken by the individual information-seeker in the course of such interaction.
Methods of the former type (which includes all manual methods) result in links that are static and permanent -at least until nodes are added to the database, and, no matter which users access the hypertext nor what path they may have already followed through the hypertext, such links can be of only potential usefulness for the individual user at any particular point in the search process.
Methods of the latter type are used to create dynamic, non-permanent links, on the basis of queries issued by individual users -either by specifying an entirely new set of search terms [39] [40] [41] [42] or by making a selection from those terms contained in a currently-displayed node [43, 44] -or on the basis of the particular path the current user has already followed, or their individual judgements or 'feedback' as to the relevance or usefulness of nodes they have already retrieved and displayed [45] . In these last cases, the base knowledge used by the linkcreation mechanism may thus include situational (time-dependent) data about the current or previous position of the information-seeker in the hypertext network, as well as statistical and/or topological data.
Most of the discussion in this section has been concerned with the use of indexing to support browsing in hypertext databases. Many of the systems referred to in the previous paragraph, however, make use of indexing in support of searching rather than browsing, with the aim of providing an integrated framework for information-seeking in a hypertext network. Many systems (those implemented by Web search services such as AltaVista, for example) allow the user to specify queries only as a means of identifying a starting-point for further browsing using manually-created links, and might therefore be more precisely classified as semi-automatic. The effective and user-friendly integration of searching and browsing remains a key objective of Web research, and it is to an assessment of the impact of indexing on information-seeking on the Internet that we now turn.
INDEXING AND THE INTERNET
Browsing hypertext links and performing term-based searching come together as the predominant forms of retrieving information on the Internet. Indeed, a rich variety of indexing approaches, entailing both the establishment of pre-coordinated hypertext links and the provision of indexes for post-co-ordinate keyword searching are employed by systems available for intranet and Internet searching. A number of salient differences between such approaches is described below. Each difference is described in terms of a bipolar dimension -for example data representation in terms of a surface/deep dimension; matching in terms of a literal/fuzzy dimension; etc.
Data representation (surface/deep)
The representation of information used to index information sources can vary in terms of the level of semantic analysis -from surface to deep. Indexing at sub-morphological level -with zero analysis of word forms (morphology), syntax (grammar) or semantics (meanings) -is proving a remarkably flexible method of supporting retrieval. Excalibur's RetrievalWare (http://www. excalib.com/) indexes information sources in terms of bit patterns. Thus text, still and moving images, and sound can be indexed (and retrieved) using the same form of representation. Neural net pattern recognition techniques allow fuzzy matching across different media. Yahoo has integrated Excalibur's Visual RetrievalWare (http://isurf.yahoo.com/) to offer image as well as text retrieval facilities.
Statistical information retrieval techniques, now incorporated into a wide range of search engines (e.g. AltaVista (http://www.altavista.digital.com/), Excite (http://www.excite.com/)) represent information in terms of inverted indexes of keywords, keyword stems, locations and occurrence frequencies. Although each word stem can be used to retrieve a range of semantically related terms, the approach is essentially morphological and statistical. Retrieval is based on the physical similarity of words and the statistics of their occurrence in documents and document collections.
A number of systems engage in deeper levels of syntactic and semantic levels of linguistic analysis. Dr-Link (http://www.mnis.net/) is one of the most sophisticated, offering analysis of information sources not only in terms of statistics and morphology, but also at syntactic, semantic and pragmatic (i.e. adding some assumed world knowledge) levels. High levels of semantic analysis are also offered by the increasing range of systems offering information pre-processed by human beings. Instant Search Telecoms (http://www.instant-search. com/ telecoms), for example, offers information evaluated as relevant and useful, checked and indexed by human specialists.
Although falling off the shallow end of any surface/deep dimension (and thus strictly falling without the frame of this discussion), it is important to include discussion of an increasingly popular form of retrieval system that does not engage in the construction of any index for subsequent use in searching. A number of search agents can roam intranets and the Internet processing information as they go. A number of such systems offer 'intelligence' in that they employ machine learning techniques, and/or dynamically adapt their reproduction and activity using 'artificial life' techniques in an attempt to maximise their performance.
Matching processes (literal/fuzzy)
Systems offer a variety of techniques for matching query and index representations, ranging from literal to fuzzy. Many systems (e.g. AltaVista (http://www. altavista.digital.com/), Excite (http://www.excite.com/)) allow the literal matching of keywords and phrases. However, most such systems also offer less literal features such as stemming, truncation and wild card matching which generalise the user's query, adding an element of fuzziness.
The assignment of descriptors (terms or classification symbols) not necessarily found in the text of documents represents a shift away from literal matching. Whether assigned automatically or by hand, such descriptors stand for a range of more specific terms or concepts. A number of WWW sites allow users to browse information sources that have been assigned and are grouped by classification symbols using traditional library schemes such as Dewey or UDC (e.g. Napier University Library's Internet Resource (http://www.napier.ac.uk/depts/library/ intres/ir000999.html), BUBL's LINK service (http://bubl.ac.uk/link/). Other systems such as Yahoo (http://www.yahoo.com/) offer information sources described and grouped by alphabetical, pre-co-ordinated lists of subject headings.
A number of systems offer concept based searching in which keyword terms related to but not included in the query statement are identified. Muscat's Euroferret (http://www.muscat.co.uk/euroferret/) offers a variety of query expansion options. Such terms can then be included in the query or offered to the user for inclusion or exclusion. AltaVista (http://www.altavista.digital.com/) includes a 'Refine' facility which in response to a keyword query will display related terms and ask the user to indicate inclusion or exclusion in a revised query formulation. Relevance is determined on the basis of word co-occurrences in relevant documents. Query expansion using semantic and pragmatic analysis is offered by DrLink (http://www.mnis.net/). Fuzzy neural network-based pattern matching is offered by Excalibur's RetrievalWare (http://www.excalib.com/).
Learning capacity (absent/present)
A number of systems, in particular personalised search agents, offer a degree of learning geared to improving performance over time. Most employ feedback from users relating to their estimations of the relevance of documents retrieved. Learning mechanisms include statistical relevance feedback and artificial neural networks. More Like This (http://www.morelikethis.com/), for example, attempts to improve retrieval performance using statistical relevance feedback. Users are asked to rate the relevance of items retrieved from a first search, and keyword weightings are adjusted to reflect this feedback. Autonomy (http://www. autonomy.co.uk/) uses the learning capability inherent in artificial neural network architecture. User feedback on performance is translated into an error measure used to adjust the weightings assigned to links between nodes representing query and information sources.
A form of machine learning that does not require (but may use if available) user feedback is that represented by 'artificial life' approaches to retrieval. Adaptation in response to environmental feedback (of which user relevance feedback may be an element) drives the rise and fall of populations of retrieval agents, which thus depend on the retrieval of information matching queries for their survival. In this sense, a population of agents delegated to a particular search will display a capacity to learn.
Input syntax (control/autopilot)
Different systems offer a variety of forms of query input. Search engines such as AltaVista (http://www.altavista.digital.com/) which allow Boolean formulations permit the user high levels of explicit linguistic control. A number of systems, either in addition to or instead of Boolean, allow natural language input which frees the user from having to exercise close linguistic control. In this sense they may be thought of as offering more of an 'automatic pilot' approach to retrieval.
However, further toward the 'automatic pilot' end of the control dimension come systems allowing query by example. Such systems invite the user to identify a relevant document, then attempt to find similar documents on the basis of an analysis of that document's characteristics. Systems such as Muscat's Euroferret (http://www.muscat.co.uk/euroferret/) explicitly present the user with options for query expansion, whilst others -for example Autonomy (http://www.autonomy. co.uk/) -employ criteria not made explicit to the user. Relevance feedback is generally sought from the user in an attempt to improve performance over time.
Search co-ordination (pre-/post-co-ordinate)
Both pre-co-ordinate and post-co-ordinate retrieval systems are well established on the Internet. Pre-co-ordination is inherent in many of the directory-based services which offer menus of subjects sometimes based on familiar library classification schemes. Examples include the previously mentioned Napier University Library's Internet Resource (http://www.napier.ac.uk/depts/library/intres/ir000999.html) and BUBL's LINK service (http://bubl.ac.uk/link/), in which chains of pre-co-ordinated terms representing complex concepts are offered to the user for selection.
Post-co-ordinate searching is by the numerous keyword search engines available on the Internet. However, a number of systems offer a combination of preand post-co-ordination. Yahoo, for example, will repond to a post-co-ordinate keyword search by presenting pre-co-ordinated chains of index terms representing a hierarchically ordered classification of complex subjects. The user can proceed using a combination of these techniques.
CONCLUDING REMARKS
In Section 2 we argued that in the context of 'conventional' IR, indexing necessarily entails judgement, and that questions as to why documents are indexed in the way they are, cannot be reduced only to questions as to the procedures of 'how' documents are indexed but also 'why' and for 'whom'. This principle has then to be embedded in knowledge of the nature of the material the user group would be interested in, the terminology of the subject field, the tasks on which they were engaged, the general kinds of information need, the perceptions the user might bring to the database and the nature of any difficulties which the users were experiencing and so on.
This picture can be contrasted with that of a person undertaking a general search on the World Wide Web where there is no closeness at all between designer or creator (which could be anyone) and potential user (which could be anyone or everyone). This is compounded by the lack of any clear understanding on the part of most searchers as to what it is the various search engines are actually doing when they search. So that the real source of problems in searching distributed online or Internet sources arises not from technical indexing problems but from the easy access provided by online services and the World Wide Web to information selected, structured and indexed for one group of users (with one set of characteristics and information requirements) by quite different sorts of users with quite different characteristics and requirements.
This may be expected to exacerbate existing problems of indexer-user concept matching as users encounter many different files or sites, with differing characteristics, indexing practices and vocabularies, none of which can be expected to meet all, or even some, of the needs of any potential user or user group. This is a key issue, for the more distant users are, in characteristics and information needs, from the types of user conceived of and catered for by those creating or indexing a database, the more likely there are to be problems in accessing relevant information by users from that database. The problem is that of indexing for the unknown user.
