This paper investigates acceptance conditions for finite automata recognizing ω-regular languages. As a first result, we show that, under any acceptance condition that can be defined in the MSO logic, a finite automaton can recognize at most ω-regular languages. Starting from this, the paper aims at classifying acceptance conditions according to their expressive power and at finding the exact position of the classes of ω-languages they induced according to the Borel hierarchy. A new interesting acceptance condition is introduced and fully characterized. A step forward is also made in the understanding of the expressive power of (fin, =).
Introduction
Infinite words arose as a natural extension of finite words. Their first usage (at least to our knowledge) was in symbolic dynamics. Nowadays, they are perused in several scientific domains for example in formal specification and verification of non-terminating processes (e.g. web-servers, OS daemons, etc.) [7, 6, 16] , game theory [1, 3] , and so on.
In formal software verification, for instance, the overall state of the system is represented by an element of some finite alphabet. Hence runs of the systems can be conveniently represented as ω-words. Finite automata are often used to model the transitions of the system and their accepted language represents the set of admissible runs of the system under observation. Acceptance conditions on finite automata are therefore selectors of admissible runs. Main results and overall exposition about ω-languages can be found in [15, 13, 12] .
Seminal studies about acceptance of infinite words by finite automata (FA) have been carried out by Richard Büchi while investigating monadic second order theories [2] . A Büchi automaton A accepts an infinite word w if and only if there exists a run of A which passes infinitely often through a set of accepting states while reading w. Later on, David Muller characterized runs that pass through all elements of a given set of accepting states and visit them infinitely often [11] . Afterwards, more acceptance conditions appeared in a series of papers [5, 8, 14, 10, 9] . Each of these works was trying to capture a particular semantic on the runs or to fill some conceptual gap.
Acceptance conditions are selectors for runs of the automaton under consideration. Of course, the set of selected runs is also deeply influenced by the structural properties of the FA: deterministic vs. non-deterministic, complete vs. non complete (see for instance [9] ).
The main purpose of this paper is to classify the expressive power of acceptance conditions in relation also with the structural properties of the automaton. The first result bounds the research to the realm of ω-rational languages: the language recognized by any FA under any acceptance condition and w.r.t. to any structural property are ω-rational.
Afterwards, the paper aims at positioning the classes of languages induced by the acceptance conditions found in literature using the Borel hierarchy as a backbone. Figure 1 illustrates the current state of art whilst Figure 6 summarizes the results provided by the present paper. Figure 6 also illustrates the position of a new natural acceptance condition, called ninf, introduced in the present paper to complete the panorama. This new acceptance condition declares a run of a FA successful if it goes through a set of accepting states only a finitely number of times or never. The underlying semantic is that of a non-terminating process which has to definitively enter a safe state after a finite number (possibly zero) of exceptions (unsafe states). If some of the classes induced by ninf coincide with already known classes of the Borel hierarchy, others (those induced by (ninf, ⊓)) constitute a diamond strictly below F R σ .
Notations, background and basic definitions
For any set A, |A| denotes the cardinality of A. Given a finite alphabet Σ, Σ * and Σ ω respectively denote the set of all finite words and the set of all infinite words on Σ, respectively. As usual, ǫ ∈ Σ * is the empty word. For any pair u, v ∈ Σ * , uv is the concatenation of u with v.
The class of rational languages is the smallest class of languages containing ∅, all sets {a} (for a ∈ Σ) and which is closed by union, concatenation and Kleene star.
An ω-language is any subset of Σ ω . For a language L, the infinite iteration of L is the ω-language
A ω-language L is ω-rational if there exist two families {L i } and {L
Denote by RAT the set of all ω-rational languages.
A finite automaton (FA) is a tuple (Σ, Q, T, q 0 , F ) where Σ is a finite alphabet, Q a finite set of states, T ⊆ Q × Σ × Q is the set of transitions, q 0 ∈ Q is the initial state and F ⊆ P (Q) is the acceptance table. A FA is a deterministic finite state automaton (DFA) if |{q ∈ Q : (p, a, q) ∈ T }| ≤ 1 for all p ∈ Q, a ∈ Σ. It is a complete finite state automaton (CFA) if |{q ∈ Q : (p, a, q) ∈ T }| ≥ 1 for all p ∈ Q, a ∈ Σ. We write CDFA for a FA which is both deterministic and complete. An (infinite) path in a FA A = (Σ, Q, T, q 0 , F ) is a sequence
The (infinite) word (x i ) i∈N is the label of the path p. A path is said to be initial if p 0 = q 0 . Definition 2.1. Let A = (Σ, Q, T, q 0 , F ) be a FA and p = (p i , x i , q i ) i∈N an infinite path in A. Define the sets
as the sets of states appearing at least one time, infinitely many times, finitely many times but at least once, and either finitely many times or never in p, respectively.
An acceptance condition is a subset of all the initial infinite paths. The paths inside such a subset are called accepting paths. Let A be a FA and cond be an acceptance condition for A, a word w is accepted by A (under condition cond) if and only if it is the label of some accepting path.
Let ⊓ be the binary relation over sets such that for all sets A and B, A ⊓ B if and only if A ∩ B = ∅.
In the sequel, we will consider acceptance conditions induced by pairs (c, R) ∈ {run, inf, fin, ninf} × {⊓, ⊆, =}. A pair cond = (c, R) defines an acceptance condition cond A on an automaton A = (Σ, Q, T, i, F ) as follows: an initial path p = (p i , a i , p i+1 ) i∈N is accepting if and only if there exists a set F ∈ F such that c A (p) R F . We denote by L cond A the language accepted by A under the acceptance condition cond A , i.e., the set of all words accepted by A under cond A . Definition 2.2. For any pair cond = (c, R) ∈ {run, inf, fin, ninf} × {⊓, ⊆, =} and for any finite alphabet Σ, define the following sets
, A is a CDFA on Σ as the classes of languages accepted by FA, DFA, CFA, and CDFA, respectively, under the acceptance condition derived by cond.
Some of the acceptance conditions derived by pairs (c, R) have been studied in the literature as summarized in the For Σ endowed with discrete topology and Σ ω with the induced product topology, let F, G, F σ and G δ be the collections of all closed sets, open sets, countable unions of closed set and countable intersections of open sets, respectively. For any pair A, B of collections of sets, denote by B (A), A ∆ B, and A R the boolean closure of A, the set {U ∩ V : U ∈ A, V ∈ B} and the set A ∩ RAT, respectively. These, indeed, are the lower classes of the Borel hierarchy. For more on this subject we refer the reader to [17] or [12] , for instance. From now on, we fix a finite alphabet Σ and we omit to mention it in classes of languages. Figure 1 illustrates the known hierarchy of languages classes (arrows represents strict inclusions).
A turn into logic
In [2] , Büchi showed that a ω-language is rational if and only if it is definable in the MSO logic. We show that all the languages recognized by one of the previously introduced acceptance condition are MSO-definable and hence rational. More generally, if an acceptance condition can be defined in the MSO logic, the languages it allows to recognize are rational.
The monadic second-order logic (MSO logic) on the alphabet Σ is the logical system defined by
• first-order variables x, y, z . . .
• second-order variables (of arity 1) X, Y , Z . . .
• unary relations Q a for a ∈ Σ,
• and the binary relations =, S et <.
The atomic formulas are formulas of the form x = y, X(x), S(x, y), x < y, Q a (x) where x and y are first-order variables, X is a second-order variable and a ∈ Σ.
The set of second-order formulas is the smallest set which contains atomic formulas and such that for all second-order formulas φ and ψ, for all first-order variables x, for all second-order variables X, ¬ψ, φ ∨ ψ, φ ∧ ψ, φ → ψ, ∃xφ, ∀xφ, ∃Xφ, ∀Xφ are second-order formulas.
A variable is free in a formula if it is not introduced by a quantifier. If φ is a formula, we denote by FV (φ) the set of free variables which occur in φ. This set is recursively defined by
• FV (∃xφ) = FV (∀xφ) = FV (φ) {x} and
for all first-order variables x and y, for all second-order variable X and for all formulas φ and ψ.
A closed formula is a formula without free variables. We usually denote by φ(X 1 , . . . , X m , x 1 , . . . , x n ) a formula φ where at most the variables X 1 , . . . , X m and x 1 , . . . , x n occur free. Definition 3.1. Let w be an infinite word on Σ, E 1 , . . . , E m ⊆ N, i 1 , . . . , i n ∈ N and φ(X 1 , . . . , X m , x 1 , . . . , x n ) a formula. The word w satisfies the formula φ, which is denoted by
if φ is true when
• first-orders variables are interpreted as naturals,
• second-orders variables are interpreted as subsets of N,
• ∀a ∈ Σ, Q a is interpreted as the set {i ∈ N : w i = a},
• the unary relations are interpreted as the membership relations to the corresponding sets,
• the relations =, S et < are interpreted to be the equality, successor and order relations on N, respectively,
Definition 3.2. Let φ be a statement, the language of φ is the set
Proof. We prove that the language L A cond is MSO-definable and we conclude by using Theorem 3.1. We construct a formula φ which encodes the automaton on one hand and the acceptance condition on the other hand. Let n = |Q| and let q 0 , . . . , q n−1 denote the elements in Q. The formula describing the language is
The first three lines encode a path in A. For such a path (p i , a i , p i+1 ) i∈N , the variable X q will represent the set {i ∈ N : p i = q}. The formula
enforces the sets X q to be pairwise disjoint, whereas the formula
indicates that a transition (p, a, q) ∈ T has to be used to go from a state p to a state q by reading a letter a. The formula ∃x ¬∃y S(y, x) ∧ X q0 (x) 1 By convention i∈∅ φ i = false and i∈∅ φ i = true.
enforces the path to be initial because 0 is the only integer which does not have a predecessor and it has to start in the state q 0 in this case. Finally, the formula COND(X q0 , . . . , X qn−1 ) encodes the fact that the path is accepting according to the considered acceptance condition and its expression depends on the pair (c, R) as we will see in the following. Let C(X) be the formula defined by
For all q ∈ Q, the formula C(X q ) would be true if and only if the previously encoded path p verifies q ∈ c A (p).
We can now write the formula COND(X q0 , . . . , X qn−1 ) depending on R by
• for the relation ⊓,
• for the relation ⊆,
• for the relation =,
Using the same proof, we can show that any acceptance condition which is MSO-definable only induces rational languages. We have just to change the formula COND(X q0 , . . . , X qn−1 ) to fit to the acceptance condition.
The acceptance conditions A and A ′ and the Borel hierarchy
In [10] , Moriya and Yamasaki introduced two more acceptance conditions, namely A and A ′ , and they compared them to the Borel hierarchy for the case of CFA and CDFA having a unique set of accepting states. In this section, those results are generalized to FA and DFA and to any set of sets of accepting states. Definition 4.1. Given a FA A = (Σ, Q, T, q 0 , F ), the acceptance condition A (resp. A ′ ) on A is defined as follows: an initial path p is accepting under A (resp. A ′ ) if and only if there exists a set F ∈ F such that F ⊆ run A (p) (resp.
A ) the language accepted by an automaton A under the acceptance condition A (resp. A'). Similar notation as Definition 2.2 are used for classes of languages.
Proof. We are going to prove that for any
and A ′ is deterministic (resp. complete) if A is deterministic (resp. complete).
Let
where
Clearly, A ′ is deterministic (resp. complete) if A is deterministic (resp. complete).
We
and, so, there exists a set F ∈ F with F ⊆ S and S = 0<j≤k {p j } for some k ∈ N. Therefore, p = (p i , x i , q i ) i∈N is an initial path with label
Proof. We are going to show that for any FA A = (Σ, Q, T, q 0 , F ) there exists
A ′ and A ′ is deterministic (resp. complete) if A is deterministic (resp. complete).
′ is deterministic (resp. complete) if A is deterministic (resp. complete).
Moreover, x ∈ L (run,
Proof. We are going to show that for any
, and
Then, A ′ is deterministic (resp. complete) if A is deterministic (resp. complete). The state ⊥ acts as a sink for A ′ and it is reached as soon as it is no more possible to not contain a set in the acceptance table for the corresponding path in A. 1.
Then, A ′ is deterministic (resp. complete) if A is deterministic (resp. complete). Moreover, x ∈ L 1.
Proof. It is a consequence of Lemmata 4.1, 4.2, 4.3 and 4.4, and the known results (see Figure 1 ) on the classes of languages accepted by FA, DFA, CFA, and CDFA under the acceptance conditions derived by (run, ⊓) and (run, ⊆).
Remark 2. Languages in CDFA(A) (resp. CDFA(A ′ )) are unions of languages in the class A (resp. A ′ ) of [10] . This class equals G R (resp. F R ) and is closed under union operation. These facts already prove CDFA(A) = G R (resp. CDFA(A ′ ) = F R ).
The acceptance conditions (ninf , ⊓) and (ninf , ⊆).
In [9] , Litovsky and Staiger studied the class of languages accepted by FA under the acceptance condition (fin, ⊓) w.r.t. which a path is successful if it visits an accepting state finitely many times but at least once. It is natural to study the expressivity of the similar acceptance condition for which a path is successful if it visits an accepting state finitely many times or never: (ninf, ⊓). The expressivity of (ninf, ⊆) is also analized and compared with the previous ones to complete the picture in Figure 1 . As a first step, we analyze two more acceptance conditions proposed by Moriya and Yamasaki [10] : L which represents the situation of a non-terminating process forced to pass through a finite set of "safe" states infinitely often and L ′ which is the negation of L. Lemma 5.1 proves that L is equivalent to (ninf, ⊓) and L ′ to (ninf, ⊆). Moreover, the results of [10] are extended to any type of FA with any number of sets of accepting states.
Definition 5.1. Given an FA A = (Σ, Q, T, q 0 , F ), the acceptance condition L (resp. L ′ ) on A is defined as follows: an initial path p is accepting under L (resp. L ′ ) if and only if there exists a set F ∈ F such that F ⊆ inf A (p) (resp.
We denote by L
A ) the language accepted by an automaton A under the acceptance condition L (resp. L'). Similar notation as Definition 2.2 are used for classes of languages. 
Proof. For any automaton
, where F ′ = {Q F : F ∈ F }. Clearly, A ′ is deterministic (resp. complete) iff A is deterministic (resp. complete). Moreover, the following equalities hold
Hence, the thesis is true.
Remark that any FA can be completed with a sink state without changing the language accepted under L. Therefore, the following claim is true.
Proof. For any CDFA (resp. CFA) A = (Σ, Q, T, q 0 , F ), define the CDFA (resp.
A ′ and this concludes the proof.
Proof. For any CDFA A = (Σ, Q, T, q 0 , F ) and any q ∈ Q, define the CDFA A q = (Σ, Q, T, q 0 , {{q}}). By determinism of A, it holds that
Since CDFA(inf, ⊓) is stable by finite union and finite intersection [2] , there
Theorem 5.5. The following equalities hold. 
Proof. If either
, and F ′ = {{⊥}}) verifies the statement of the Lemma. Otherwise, set F = X∈F X, choose any f ∈ F , and define the automaton
A , there exist an initial path p = (p i , x i , p i+1 ) i∈N in A with label x, a set X ∈ F , and a state s ∈ X such that s ∈ inf(p). Consider the path
′ is an initial path in A ′ with label x in which the state (f, F ) appears finitely often in p
The following series of Lemmata is useful to prove strict inclusions between the the considered language classes.
Lemma 5.7 (Moriya and Yamasaki [10]). = (a +
A for the CDFA A given in Figure 2 .
Proof. Let denote the language ab * a(a + b) ω . Consider the DFA A ′ in Figure 3 .
For the sake of argument, suppose that there exists a CFA A = (Σ, Q, T, q 0 , F ) such that = L L ′ A . By Lemma 5.6, we can assume that F = {{f }} with f ∈ Q. Let n = |Q|. Since ab n a ω ∈ there exists an initial path p and an integer m such that p k = f for all k > m. Since Q is finite, p i = p j for some 1 ≤ i < j ≤ n + 1 and
is an initial path with label ab ω ∈ L. Then, p h = f for some integer h with i ≤ h ≤ j, and, since A is complete, there exists an initial path
is an accepting initial path with label b l+n−h+1 a ω ∈ L and this is a contradiction.
In a similar way as in Lemma 5.8, one can prove the following.
Proof. Let denote the language (a + b) * ba ω . Consider the CFA A ′ in Figure 4 .
For a sake of argument, suppose that there exists a
A . By Lemma 5.6, we can assume that F = {{f }} with f ∈ Q. Let n = |Q|. Since a n ba ω ∈ , there exists an accepting initial path
with label a n ba ω . Since Q is finite, p i = p j for some 0 ≤ i < j ≤ n and (p 0 , a, p 1 ), . . . (p j−1 , a, p j ), (p j = p i , a, p i+1 ) , . . . is an initial path with label a ω ∈ L. Then, p h = f for some integer h with i ≤ h ≤ j. Since the word b n+1 a ω also belongs to L, there exists an accepting initial path a, p n+2 ) . . . (p h , a, p h+1 ), . . . (p j−1 , a, p j = p i ) . . . is a non-accepting initial path with label b k a ω . Since A is deterministic, there is no other path with label
, and this is a contradiction.
Proof. For any FA A = (Σ, Q, T, q 0 , F ), by Lemma 5.6 we can assume that
gives the strict inclusion.
Proof. It is an immediate consequence of Lemmata 5.8 and 5.10.
Proposition 5.13. The following statements are true:
Proposition 5.14. CDFA(L ′ ) and DFA(fin, ⊓) are incomparable.
Proof. By Proposition 5.13 and by the known fact G R ⊆ DFA(fin, ⊓), it follows that DFA(fin, ⊓) ⊆ CDFA(L ′ ). Furthermore, it has been shown in [9] that CDFA(L ′ ) ⊆ DFA(fin, ⊓).
6. Towards a characterization of (fin, =) and (fin, ⊆).
In this section we start studying the conditions (fin, =) and (fin, ⊆). Concerning (fin, =), Theorem 6.6 tells us that, in the non-deterministic case, the class of recognized languages coincides with RAT. In the deterministic case, either it again coincides with RAT or it defines a completely new class (Proposition 6.7). 
Proof. For any
′ is deterministic (resp. complete) if A is deterministic (resp. complete). It is not difficult to see that L 
The FA A ′ is complete. Moreover, A ′ is a DFA if and only if A is a DFA. Furthermore, under both the conditions (fin, ⊆) and (fin, =), every accepting path in A is still an accepting path in A ′ , and if p is an initial path in A ′ which is not a path in A, then ⊥ ∈ fin(p). Since ∀F ∈ F , ⊥ ∈ F , the path p is non
and this concludes the proof. Proof. For any CDFA (resp. CFA) A = (Σ, Q, T, q 0 , F ), define the CDFA (resp.
and this concludes the proof.
Proposition 6.4 (Staiger [13] ). FA(fin, ⊓) ⊆ FA(fin, =) and DFA(fin, ⊓) ⊆ DFA(fin, =).
is a DFA if A is a DFA, and this concludes the proof.
Lemma 6.5. RAT ⊆ FA(fin, =).
Proof. We are going to show that FA(inf, ⊓) ⊆ FA(fin, =), i.e., for any FA
. The known fact that RAT = FA(inf, ⊓) concludes the proof.
We prove that L
. There exists a path p = (p i , x i , p i+1 ) i∈N in A, a state q ∈ Q and a set F ∈ F such that q ∈ F and q = p i for infinitely many i ∈ N. Let n > 0 be such that p n = q and let
There exists a path p = (p i , x i , p i+1 ) i∈N in A ′ , two states q 1 , q 2 ∈ Q and a set F ∈ P (Q) such that ∃X ∈ F with q 2 ∈ X and fin(p) = F {q 2 }∪{(q 1 , q 2 )}.
Hence, x ∈ L (inf,⊓) A . Theorem 6.6. FA(fin, =) = RAT.
Proof. Combine Lemma 6.5 and Proposition 3.2.
The Proposition 6.7 shows that in the deterministic case, either (f in, =) induces RAT or it defines a new class outside the Borel hierarchy.
Proof. In [8] , it is proved that = a(a
where the set of transitions is given in Figure 5 . Let p = (p i , a i , p i+1 ) i∈N be an accepting path in A. If a 0 = b, then p 1 = q 3 and p 2 = q 4 . As q 3 is not reachable from q 4 and p is accepting, fin A (p) = {q 3 , q 4 } and q 4 is visited finitely often, then the label of p contains only finitely many b's.
If a 0 = a, then p 1 = q 1 . As q 3 is not reachable from q 1 and p is accepting, fin A (p) = ∅ or fin A (p) = {q 2 }. In both cases, q 1 is not visited finitely many times and as it is visited once, it is visited infinitely often. Then the label of p contains infinitely many b's.
Conversely, it is easy to see that a path p is accepting when
• its label starts by a b and contains finitely many b's (fin A (p) = {q 3 , q 4 }) ,
• its label is ab ω or it starts by a a and contains infinitely many a's and b's (fin A (p) = ∅) ,
• its label starts by a a and contains infinitely many b's but only finitely many a's (fin A (p) = {q 2 }) . 
Conclusions
In this paper we have studied the expressivity power of acceptance conditions for finite automata. Three new classes have been fully characterized. For a fourth one, partial results are given. In particular, (ninf, ⊓) provides four distinct new classes of languages (see the diamond in the left part of Figure 6 ), all other acceptance conditions considered tend to give (classes of) languages populating known classes.
In literature, other well-known acceptance conditions exists for example Rabin, Strett or Parity conditions. These last ones have not been taken into account in the present paper since it is known that they are equivalent to Muller's condition.
Several research directions should be further explored but at least two seems the more promising ones. First, to complete the characterization of (fin, =). Moreover, the exact position of (fin, ⊆) in the hierarchy given so far is still under investigation.
Second, to study the closure properties of the the new classes of languages introduced in the paper and verify if they cram the known classes or if they add new elements to Figure 6 .
