Segmentasi dan pengesanan objek bergerak dalam keadaan cuaca berjerebu dan berkabus by Abdullah, Asniyani Nur Haidar
SEGMENTASI DAN PENGESANAN OBJEK BERGERAK DALAM
KEADAAN CUACA BERJEREBU DAN BERKABUS
ASNIYANI NUR HAIDAR BT ABDULLAH
UNIVERSITI TEKNOLOGI MALAYSIA
SEGMENTASI DAN PENGESANAN OBJEK BERGERAK DALAM
KEADAAN CUACA BERJEREBU DAN BERKABUS
ASNIYANI NUR HAIDAR BT ABDULLAH
Tesis ini dikemukakan sebagai 






Kepada Ibu dan ayah yang sangat dlsayangl dan disanjungi. Terima kaslh atas segala 
pengorbanan, sokongan, bimbingan, kaslh sayang dan iringan doa.
iv
PENGHARGAAN
Terima kaslh kepada Allah SWT di atas segalanya yang telah memberi 
kesihatan yang balk serta mencurahkan idea yang pelbagai semasa menylapkan tesis 
ini sama ada tercapal atau tidak.
Pertama sekall, saya ingin mengucapkan jutaan terima kaslh kepada Prof. 
Madya Dr Mohd Shafry Mohd Rahim di atas segala bantuan yang diberikan untuk 
menylapkan tesis ini dari awal sehlngga akhir. Tidak lupa juga kepada Prof Madya 
Sarudin Karl yang menjaga kebajikan saya ketika berada di UTMKL. Begltu juga 
dengan, Prof Madya Dr Abdullah Bade dari UMS yang telah membantu saya 
berkenaan dengan rangka kerja kajian ini.
Seterusnya, orang yang paling dekat dengan saya iaitu ibu bapa saya di atas 
kesabaran serta memahaml tanggungjawab saya sebagai pelajar. Malah, mereka tidak 
berhenti-henti memberi sokongan dan galakkan kepada saya untuk menghabiskan 
pengajian ini.
Akhir sekall, mereka yang sentlasa ada ketika saya perlu iaitu abang, kakak, 
serta kawan-kawan yang sentlasa memberlkan sokongan. Tanpa bantuan dan galakkan 
daripada mereka juga mungkln pencapalan saya terbatas. Tambahan lagi, tidak 
dilupakan kepada KPT melalui biasiswa MYBRAIN dan UTM melalui GUP vot 
11H68 yang membantu kebajikan saya ketika menylapkan kajian ini
vABSTRAK
Segmentasi dan pengesanan objek bergerak sangat pentlng dalam apllkasl 
navlgasl untuk menlngkatkan kadar pengllhatan menggunakan teknologi vlsl 
komputer. Cabaran kepada isu ini adalah bagalmana kedua-duanya dapat menanganl 
cuaca berjerebu dan berkabus. Keadaan ini memberi kesan kepada teknologi 
khususnya terhadap data video yang digunakan untuk mengesan objek yang bergerak. 
Masalah ini berlaku disebabkan oleh serakkan cahaya yang bertaburan kerana piksel 
kabus dan jerebu yang menghalang cahaya daripada menembusl pigmentasi. Pelbagai 
kaedah telah digunakan untuk menlngkatkan ketepatan dan kepekaan segmentasi 
tetapi peningkatan lanjut dlperlukan untuk menlngkatkan prestasl dalam pengesanan 
objek bergerak. Dalam kajian ini, satu kaedah baru dlcadangkan untuk mengatasl 
segmentasi yang merupakan gabungan antara Model Campuran Gaussian dan penapis 
lain berdasarkan kepakaran mereka sendiri. Penapis yang dlgabungkan terdlrl daripada 
Penapis Median dan Penapis Purata untuk segmentasi terlampau, Penapis Morfologi 
dan Penapis Gaussian untuk memblna semula struktur unsur objek pixel, dan gabungan 
Analisis Bob, Kotak Pembatasan dan Penapis Kalman untuk mengurangkan 
pengesanan Positif Palsu. Gabungan penapis ini dikenali sebagai Pergerakan Topeng 
Objek Berkepentingan (OIM). Kaedah kualitatif dan kuantitatif telah digunakan untuk 
membuat perbandlngan dengan kaedah sebelumnya. Data terdiri daripada sumber 
rakaman jerebu yang diambil dari YouTube dan sumber data terbuka dari Karlsure. 
Analisis perbandlngan gambar dan penglraan mengesan objek telah dilakukan. 
Dapatan kajian menunjukkan bahawa gabungan penapis mampu menlngkatkan 
ketepatan dan sensitiviti segmentasi dan pengesanan sebanyak 72.24% untuk video 
berkabus, dan 76.73% dalam cuaca berjerebu. Berdasarkan dapatan kajian, kaedah 
OIM telah membuktlkan keupayaannya untuk menlngkatkan ketepatan segmentasi 
dan objek pengesanan tanpa memerlukan penambahbaikan terhadap kontras imej.
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ABSTRACT
Segmentation and detection of moving object are very important in navigation 
applications to improve visibility of computer vision technology. The challenges to 
these issues are how these two issues address hazy and foggy weather. This situation 
affects technology and specifically the video data used to detect moving objects. This 
problem occurs due to the light that is scattered because of the fog and haze pixels 
which prevent light from penetrating resulting in over segmentation. Various methods 
have been used to improve accuracy and sensitivity in over segmentation but further 
enhancement is needed to improve the performance in the detection of moving objects. 
In this research, a new method is proposed to overcome over segmentation which is a 
combination between Gaussian Mixture Model and other filters based on their own 
specialities. The combined filters comprised Median Filter and Average Filter for over 
segmentation, Morphology Filter and Gaussian Filter to rebuild structure element of 
pixel object, and combination of Blob Analysis, Bounding Box and Kalman Filter to 
reduce False Positive detection. The combination of these filters is known as Object 
of Interest Movement (OIM). Qualitative and quantitative methods were used to make 
comparison with previous methods. Data comprised sources of haze recordings 
obtained from YouTube and open dataset from Karlsure. Comparative analysis of 
pictures and calculations of detection of objects were done. Result showed that the 
combined filters is capable of improving accuracy and sensitivity of the segmentation 
and detection which were 72.24% for foggy videos, and 76.73% in hazy weather. 
Based on the findings, the OIM method has proven its capability to improve the 
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Digital media seperti video, imej dan audio semakin canggih dan berkembang 
dari hari ke hari secara komersial. Teknologi yang kian berkembang adalah teknologi 
sistem pengawasan yang menjadi pilihan pengguna untuk mengawasi persekitaran 
serta untuk dijadikan bahan bukti jika berlakunya perkara yang tidak diingini. Secara 
umumnya, sistem pengawasan adalah untuk merakam setiap aktiviti yang berlaku di 
dalam video. Oleh itu, perkembangan penggunaan sistem pengawasan telah membuka 
peluang kepada para penyelidik untuk membangunkan teknologi sistem pengawasan 
pintar untuk membantu menganalisis aktiviti-aktiviti yang berlaku. T etapi malangnya, 
kemampuan sistem pengawasan masih terhad terutamanya apabila berhadapan dengan 
masalah persekitaran malah, sesetengah sistem pengawasan masih lemah dari segi 
kejelasan imej di dalam video (Hu et al., 2004). Hal ini adalah disebabkan oleh sistem 
pengawasan visual di dalam keadaan dinamik.
Sehubungan dengan itu, untuk membangunkan teknologi sistem pangawasan 
pintar beberapa tugasan perlu dijalankan antaranya pembangunan pemprosesan video 
aras rendah dan aras tinggi. Tetapi, tugasan yang menjadi perhatian ialah pemprosesan 
video aras rendah yang mana kejayaan daripada pemprosesan video aras rendah akan 
membantu ketepatan dalam pemprosesan video aras tinggi. Metodologi pemprosesan
2video adalah sama seperti pemprosesan imej tetapi yang membezakan adalah 
kebergantungan kepada masa (t) dan kelajuan (v) atau dikenali juga sebagai kadar 
bingkai. Tugasan aras rendah pemprosesan video ialah segmentasi objek bergerak di 
dalam video. Segmentasi objek bergerak di dalam video membawa maksud kepada 
pengekstrakkan objek penting mengikut turutan imej berdasarkan masa (t) dan 
kelajuan (v) objek seperti mana pengelasan latar objek dan latar belakang bagi setiap 
bingkai (Tsai et al., 2016).
Terdapat dua tugasan di dalam segmentasi objek bergerak iaitu pengecaman 
dan persempadanan piksel objek. Pengecaman adalah mengenalpasti anggaran piksel 
objek penting, manakala persempadanan adalah ketepatan dalam mengenalpasti milik 
piksel setiap piksel objek (Rauber et al., 2014). Oleh itu, ketepatan pengecaman adalah 
bergantung kepada kualiti persempadanan dan kemampuan pengguna untuk mengatasi 
faktor luaran. Tambahan lagi, terdapat tiga sub tugasan yang perlu dilaksanakan di 
dalam persempadanan dan pengecaman piksel objek yang mana sub tugasan pertama 
ialah permodelan latar belakang, pengekstrakkan piksel objek dan akhir sekali adalah 
pengesanan lokasi objek bergerak berdasarkan kadar bingkai (Parekh et al., 2014). 
Terdapat dua pendekatan dalam permodelan latar belakang iaitu secara berpandu dan 
tidak berpandu. Pendekatan berpandu adalah pembangunan model latar belakang dan 
model latar objek yang memerlukan input data latihan dan seterusnya dibandingkan 
bersama dengan nilai input daripada pengguna, jika nilai tersebut mempunyai jarak 
piksel yang sama, maka dikelompokan di dalam kelompok yang sama atau sebaliknya 
manakala pendekatan tidak berpandu pula ialah dengan menggunakan maklumat 
gerakan untuk mengasingkan terus latar objek dari latar belakang bersama dengan nilai 
bandingan daripada nilai input pengguna (Xiaochun et al., 2016). Kedua-dua 
pendekatan ini berhadapan dengan masalah perubahan pencahayaan serta dinamik 
latar belakang.
Seterusnya, terdapat empat pengelasan persempadanan piksel objek iaitu 
pengelasan berdasarkan warna, tekstur, bentuk dan gerakan (Parekh et al., 2014). 
Pengelasan berdasarkan warna adalah pengelasan berdasarkan agihan warna piksel 
objek manakala pengelasan berdasarkan bentuk pula ialah huraian maklumat yang
3berbeza bentuk sempadan gerakan seperti perwakilan titik, kotak dan bob. Seterusnya, 
pengelasan objek berdasarkan tekstur pula ialah berdasarkan frekuensi perubahan rona 
pada permukaan imej iaitu permukaan yang halus, sederhana dan kasar. Pengelasan 
berdasarkan syarat gerakan ialah dengan pengesanan sifat-sifat perubahan berkala 
objek. Namun, kepelbagaian kaedah pengelasan ini bergantung kepada kualiti 
persempadanan piksel objek ketika berhadapan dengan faktor luaran.
Faktor luaran yang dimaksudkan adalah pencahayaan, cuaca, pertemuan antara 
dua objek yang seiring, pergerakan yang berulang (pokok), objek yang mempunyai 
warna atau tekstur yang sama seperti latar belakang, kualiti imej yang berkurangan, 
pergerakan kelajuan objek, bayang-bayang, perubahan latar belakang dan gegaran 
kamera disebabkan oleh angin (Xiaochun et al., 2016). Namun, isu penyelidikan yang 
masih diberi perhatian ialah faktor cuaca yang mana akan memberi impak kepada 
ketepatan segmentasi objek. Ini kerana, keadaan cuaca yang tidak baik menjejaskan 
kualiti video yang menyebabkan penglihatan terhad terhadap objek bergerak, cahaya 
keamatan imej yang tinggi dan juga pengesanan positif palsu (false positive) 
(Muhammad et al., 2015). Keadaan cuaca yang tidak kondusif ini biasanya merujuk 
kepada kesan hujan, kemarau, jerebu, kabus, salji dan kabut. Walau bagaimanapun, 
kabus dan jerebu masih lagi menjadi isu di dalam penyelidikan. Beberapa kajian 
sebelum ini, penyelidik memberi fokus kepada pembuangan dan membaiki kontras 
imej itu sendiri sebelum segmentasi objek dilakukan. Hal ini akan menyebabkan 
beberapa maklumat penting di dalam video akan hilang ketika proses pembuangan 
imej itu dilakukan (Nan, 2014).
(a) (b)
R ajah 1.1 Contoh Video Pengawasan Lalu Lintas (a) Situasi Jerebu (b) Situasi
Berkabus.
4Rajah 1.1 adalah contoh video pengawasan lalu lintas yang mengandungi cuaca 
jerebu (a) dan kabus (b). Penglihatan terhad disebabkan oleh penyerakan cahaya serta 
masalah kepada penurunan kontras imej. Objek yang penting juga tidak kelihatan 
seperti kereta berwana putih menyamai piksel kabus. Keadaan di dalam video 
menunjukkan bahawa keadaan menjadi gelap kerana matahari (sumber cahaya) 
dihalang oleh zarah-zarah jerebu manakala kabus pula menyebabkan imbangan putih 
tidak sekata. Selain itu, objek yang jauh dari kamera juga sukar dilihat berbanding 
ketika cuaca baik. Hal ini kerana, jarak dari sumber ke permukaan pada setiap piksel 
diukur dengan perjalanan cahaya. Oleh itu, kaedah yang sesuai harus dibangunkan 
bagi memastikan segmentasi objek bergerak dapat mengesan kesemua objek tanpa 
melakukan julat kesalahan yang tinggi.
1.2 L a ta r Belakang K ajian
Secara amnya, untuk merakam sesuatu, kamera adalah alat utama yang 
diperlukan untuk merakam imej di hadapan. Kamera berfungsi sebagai pemerolehan 
imej di bahagian hadapan sensor, merakam, serta menghantar atau menyiarkan semula 
kandungan di dalam video tidak kira video tersebut dalam keadaan baik mahupun tidak 
baik (Dong et al., 2011). Tetapi malangnya, aplikasi kamera terhad dan terpaksa 
berhadapan dengan pelbagai masalah terutama masalah kepada pencahayaan dan 
cuaca kerana setiap piksel objek adalah bergantung kepada nilai cahaya yang diterima. 
Rajah 1.2 menggambarkan situasi di atas.
5(b)
R ajah 1.2 Pembentukan Imej Jerebu dan Kabus. (a) Penyiaran Semula Imej dalam 
Keadaan Berjerebu (b) Penyiaran Semula Imej dalam Keadaan Berkabus oleh Yuk dan 
Wong (2013)
Rajah 1.2 menggambarkan pembentukan imej jerebu dan kabus selepas 
penyiaran semula imej. Kedua-dua imej (a) dan (b) mengalami kemerosotan akibat 
berhadapan dengan masalah jerebu dan kabus yang menghalangi pencahayaan terus 
ke kamera (Yuk dan Wong, 2013). Hal ini terjadi disebabkan oleh penyerakan cahaya 
bagi imej (a) manakala imej (b) pula adalah imbangan putih yang tidak sekata yang 
mana jarak dari sumber ke permukaan pada setiap piksel diukur dengan perjalanan 
cahaya. Selain itu, apabila objek bergerak jauh dari kamera, objek akan semakin sukar 
untuk dilihat yang disebabkan oleh kontras imej merendah serta kehilangan warna 
fideliti (Kang et al., 2013). Hal ini menyebabkan proses segmentasi berhadapan 
dengan masalah segmentasi terlampau yang disebabkan oleh kehilangan maklumat 
terperinci mengenai pinggir objek serta tekstur objek juga tidak jelas kelihatan (Yong 
et al., 2015) dan menyebabkan berlakunya peningkatan pengesanan positif palsu 
objek.
6Pada tahun 2015, sekitar bulan Jun hingga November Malaysia dikejutkan 
dengan tragedi jerebu yang paling teruk sekali sehingga menyebabkan sekolah- 
sekolah, penerbangan dan beberapa acara luar peringkat kebangsaan terpaksa ditunda 
atau dibatalkan (Utusan Malaysia, 2015). Pada ketika itu, Index Pencemaran Udara 
(IPU) merekodkan bahawa kualiti udara dalam keadaan tidak sihat iaitu dari 101 
sehingga 200 berlaku di setiap kawasan di Malaysia. Gambaran satelit menunjukkan 
asap jerebu datang dari arah kiri dan kanan yang menyebabkan asap jerebu meliputi 
semenanjung serta Sabah dan Sarawak. Hal ini terjadi disebabkan oleh pembakaran 
hutan di Indonesia dan bertambah teruk lagi berlakunya ribut tropika di selatan Filipina 
yang menolak asap j erebu ke negara Malaysia. Kejadian ini menyebabkan penglihatan 
terhad malah penggunaan teknologi pintar sistem pengawasan juga menjadi tidak 
berguna kerana piksel keamatan objek meningkat disebabkan oleh cahaya dihalang 
daripada menembusi sensor kamera seperti yang tertera dalam Rajah 1.2. Hal ini 
menyukarkan menganalisis aktiviti-aktiviti ketika cuaca tersebut terutama ketika 
mengawal trafik udara dan darat.
Berdasarkan sorotan terhadap rujukan lepas terdapat dua cara yang digunakan 
oleh penyelidik terdahulu untuk penambahbaikan dalam menganalisis aktiviti-aktiviti 
dalam keadaan berkabus dan berjerebu. Pertama penyelidik menggunakan teknik 
pembuangan atau pembersihan imej dari jerebu dan kabus Yuk dan Wong (2013), 
manakala kaedah kedua pula, penyelidik menggunakan kaedah segmentasi tanpa 
pembuangan jerebu ketika berhadapan dengan cuaca jerebu dan kabus (Yingjie et al.,
2014). Kedua-kedua kaedah ini masih berhadapan dengan isu seperti kesan halo, 
peralihan piksel pinggir objek, pengesanan positif palsu dan segmentasi terlampau 
yang mana memberi kesan kepada ketepatan dalam pengesanan piksel objek bergerak.
Kaedah yang diperkenalkan oleh Yuk dan Wong (2013) ialah kaedah Pra 
Syarat Penurunan Latar Objek Kecerunan Konjugat (Foreground Decremental 
Preconditioned Conjugate Gradient (FDPCG)). Kaedah ini bermula dengan 
pembuangan jerebu dan seterusnya perlaksanaan proses segmentasi. Kaedah ini 
berjaya mengesan objek dalam keadaan cuaca bersalji dan hujan sahaja, tetapi masih 
berlaku segmentasi terlampau jika dilaksanakan dalam keadaan berjerebu. Hal ini
7kerana, ketika proses pembuangan jerebu dilakukan, peralihan piksel pinggir objek 
telah berlaku yang menyebabkan berlakunya segmentasi terlampau dan kesalahan di 
dalam pengesanan objek bergerak.
Selain itu, kaedah yang dicadangkan Li et al (2015) pula, memperkenalkan 
teknik baharu iaitu penggunaan Penapis Berpandu (Guided Filter). Kaedah ini boleh 
mengoptimumkan proses dengan mengurangkan tempoh masa dan mengurangkan 
penggunaan memori. Selain itu, kaedah ini juga membuktikan bahawa penggunaan 
penurunan sampel (downsampling) dan kaedah interpolasi mengubah imej resolusi 
tinggi ke dalam imej berkualiti rendah mampu mengurangkan masa proses. 
Pencapaian kaedah ini berkesan serta mampu mengurangkan masa ketika proses 
pembuangan jerebu dilakukan. Tetapi isu yang menjadi perhatian adalah berlaku 
peralihan piksel pingir imej kerana terdapat piksel pingir yang tidak dikenal pasti 
berada di sekeliling piksel objek ketika proses pembuangan imej dilakukan dan 
menyebabkan kualiti segmentasi berkurangan.
Penyelidik Reddy dan Jebarani (2016) menggunakan teknik anggaran 
kedalaman dan analisis warna. Teknik ini adalah bertujuan untuk pembersihan imej 
jerebu ketika dalam keadaan jerebu yang tebal. Teknik ini berjaya membaiki pinggir 
imej tetapi kontras imej masih perlu dipertingkatkan. Penurunan kontras imej 
menyebabkan proses segmentasi berhadapan dengan masalah peningkatan kesalahan 
pengesanan positif palsu piksel objek dan segmentasi terlampau disebabkan oleh 
segmentasi yang dilakukan hanya memberi fokus kepada gerakan dan halaju objek 
sahaja.
Seterusnya, penyelidik Yingjie et al (2014) pula menggunakan teknik 
segmentasi tanpa melakukan pembuangan jerebu di dalam video. Segmentasi ini 
dilakukan secara separa untuk mengawal lalu lintas di atas jalan raya dan teknik ini 
dikelaskan sebagai teknik Perbezaan Bingkai (Frame-Difference). Teknik yang 
digunakan ialah Jangkaan Maksimum (Expectation-Maximization (EM)) dan Model 
Campuran Gaussian (GMM) untuk mengesan kenderaan yang sedang bergerak.
8Tetapi, kaedah ini hanya sesuai digunakan ketika hujan yang lebat dan berangin sahaja 
manakala kaedah GMM pula berjaya mengatasi masalah hingar di dalam video.
Seterusnya, pendekatan segmentasi yang digunakan adalah berdasarkan blok 
gerakkan anggaran. Pendekatan yang digunakan Kumar et al (2014) adalah Jumlah 
Pencarian Penuh Perbezaan Mutlak (Fullsearch Sum o f Absolute Difference (FSSAD)) 
algoritma untuk menghasilkan proses pengambangan (thresholding) dalam keadaan 
dinamik. Teknik blok yang digunakan adalah jika blok yang dipadankan adalah tidak 
sama, maka lokasi akan berubah ke bingkai yang lain. Manakala Jumlah Perbezaan 
Segi Empat (Sum o f Square Difference (SAD)) pula adalah matrik untuk pengesanan 
objek bergerak. Walaupun segmentasi berjaya dilansungkan dalam cuaca yang buruk, 
tetapi ralat pengesanan (error detection) masih dalam pencapaian yang sederhana. Ini 
kerana kepekaan nilai pengambangan tidak sensitif terhadap perubahan objek dalam 
bingkai imej. Oleh itu, objek yang bergerak pantas tidak dapat dikesan. Segmentasi 
ini memberi fokus kepada perubahan halaju setiap piksel objek.
Selain itu, pendekatan segmentasi secara tidak berpandu (unsupervised) yang 
digunakan oleh Xiaochun et al (2016) diperkenalkan. Kaedah yang digunakan ialah 
Jumlah Perubahan Analisis Komponen Utama yang Teguh (Total Variation Robust 
Principal Component Analysis (TVRPCA)) untuk mengesan objek bergerak dalam 
keadaan cuaca buruk. Kaedah ini adalah penambahbaikan daripada kaedah RPCA 
yang mana matriks data yang diperhatikan akan di proses ke dalam matriks latar 
belakang aras rendah dan matriks objek bergerak, RPCA mampu untuk mengendalikan 
masalah pengesanan objek bergerak. Namun begitu, kaedah ini tidak berjaya untuk 
mengesan sekiranya piksel objek sepadan dengan piksel latar belakang malah akan 
meningkatkan pengesanan positif palsu. Kaedah ini juga memberi fokus kepada halaju 
dan posisi piksel objek sahaja tanpa memikirkan pinggir objek.
Secara kesimpulan, terdapat isu-isu yang masih perlu diberi perhatian untuk 
meningkatkan ketepatan dan kepekaan segmentasi objek dalam keadaan berkabus dan 
berjerebu. Antaranya adalah segmentasi terlampau, kepekaan nilai pengambangan 
dalam pengesanan kelajuan objek serta pengurangan kadar pengesanan positif palsu
9yang disebabkan oleh penurunan warna fideliti serta kontras imej yang membawa 
kepada kehilangan maklumat terperinci mengenai pinggir objek.
1.3 Pernyataan M asalah
Kaedah untuk mengesan objek yang bergerak dalam keadaan berjerebu dan 
berkabus di dalam video telah banyak diperkenalkan. Namun demikian, ketepatan dan 
kepekaan segmentasi objek bergerak masih lagi boleh dipertingkatkan. Berdasarkan 
kepada kajian yang telah dilakukan oleh penyelidik sebelum ini, isu ini timbul 
disebabkan oleh segmentasi terlampau Reddy dan Jebarani (2016) dan peningkatan 
pengesanan positif palsu Xiaochun et al (2016). Ini kerana penyerakan dan 
penyerapan cahaya memberi kesan kepada piksel latar belakang dan piksel latar objek 
bergerak di dalam turutan imej. Oleh yang demikian, kajian ini akan menghasilkan 
satu kaedah baharu untuk meningkatkan nilai kepekaan dan ketepatan pengesanan 
objek bergerak dalam keadaan tersebut.
1.4 M atlam at
Tujuan kajian ini adalah untuk meningkatkan kepekaan dan ketepatan proses 
segmentasi objek bergerak dalam keadaan berjerebu dan berkabus dalam turutan imej 
berdasarkan masa.
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1.5 O bjektif K ajian
Untuk mencapai matlamat kajian, objektif haruslah seiring seperti berikut:
1. Untuk membangunkan kaedah yang boleh mengurangkan segmentasi 
terlampau (over segmentation) kesan daripada peningkatan piksel 
keamatan cahaya ketika pemerolehan turutan imej dalam keadaan 
berkabus dan berjerebu.
2. Untuk membangunkan kaedah segmentasi yang boleh mengesan objek 
yang bergerak dalam keadaan berjerebu dan berkabus.
3. Untuk menilai tahap peningkatan ketepatan dan kepekaan terhadap kaedah 
segmentasi yang dihasilkan.
1.6 Skop K ajian
Skop kajian adalah seperti berikut:
1. Dua set data yang digunakan: http://i21www.ira.uka.de/image_sequences/ 
(Andreas, 2012) dan https://www.youtube.com/watch?v=jV8U1mI6K4M
2. Prestasi kajian: Kajian ini hanya menekankan kepada kadar ketepatan 
segmentasi objek bergerak.
3. Jenis Cuaca: Kajian ini hanya memberi fokus kepada cuaca jerebu dan 
kabus sahaja. Lain-lain cuaca tidak termasuk dalam kajian ini.
4. Jenis Kamera: Statik dan kamera yang bergerak ketika merakam adalah 
tidak termasuk dalam kajian ini.
5. Limitasi Segmentasi: Hanya mengesan ketepatan segmentasi objek 




Organisasi terbahagi kepada beberapa bab dan seksyen. Secara keseluruhan, 
permulaan seksyen adalah maklumat ringkas berkenaan bab yang akan dibincangkan 
manakala seksyen terakhir adalah kesimpulan bab tersebut.
Bab 1 menceritakan tujuan kajian dikaji serta penerangan berkenaan latar 
belakang masalah. Selain itu, objektif, skop, dan matlamat kajian juga diceritakan 
secara terperinci dan padat di dalam bab 1.
Seterusnya, bab 2 pula akan merumuskan masalah yang membawa kepada 
kajian tesis ini. Beberapa kajian daripada kaedah sebelumnya diteliti secara terperinci 
untuk menguatkan lagi tujuan kajian ini dijalankan.
Bab 3 menerangkan rangka kerja untuk menjalankan kajian ini. Reka bentuk 
kajian dihasilkan berdasarkan kepada objektif kajian ini. Dalam bab ini penekanan 
kepada rangka kerja, strategi dan prosedur untuk mencapai objektif kajian ini.
Kemudian bab 4 pula adalah kesinambungan daripada bab 3. Di mana di dalam 
bab ini perlaksanaan kaedah yang dicadangkan akan dibincangkan satu demi satu 
sehingga tercapai matlamat dan objektif kajian.
Bab 5 pula berkenaan pengujian dan pencapaian segmentasi terhadap kaedah 
yang dilaksanakan dalam keadaan berjerebu dan berkabus. Penilaian ini dilakukan 
dengan menggunakan dua kaedah iaitu kaedah kualitatif dan kaedah kuantitatif. 
Kedua-dua kaedah ini akan dibandingkan dengan kaedah sebelumnya bagi mengetahui 
kejayaan terhadap kaedah yang dicadangkan.
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Akhir sekali, bab 6 adalah perumusan kepada kaedah cadangan dan juga kerja 
pada masa hadapan untuk penambahbaikkan kaedah cadangan yang telah dihasilkan. 
Perumusan ini dilakukan agar penyelidik akan datang lebih mudah untuk mengetahui 
baik dan buruk kaedah yang dicadangkan
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