Abstract. Let G be a simply connected nilpotent Lie group and H a closed connected subgroup of G. Given an irreducible unitary representation π of G, we present an explicit disintegration of the restriction π |H of π to H. Such a disintegration relies on the description of the double cosets space H G B for an arbitrary closed connected subgroup B of G, and the well-known smooth disintegration of monomial representations of nilpotent Lie groups. As an application we get a concrete disintegration and a criterion of irreducibility for tensor products of a finite number of irreducible representations of G.
Introduction
In this paper, we present a concrete disintegration of the tensor product of two irreducible unitary representations of a simply connected, connected nilpotent Lie group G = exp g into irreducibles. "Concrete" here means that we write down an explicit integral of the spaces of isotopic components involved in the disintegration and an explicit unitary intertwining operator which realizes such a decomposition.
Towards that purpose, we use the well-known fact that a tensor product of two irreducible representations π, π of G corresponds to the restriction to the diagonal group D of the irreducible representation π × π of the group G × G. We are then led to study the general problem of describing a concrete disintegration of the restriction of an irreducible unitary representation of G to a closed connected subgroup H = exp h. The paper is organized as follows: we start by recording some basic results of the representation theory of Lie groups. We especially insist on the structure of nilpotent Lie groups and we introduce in section 2 some notation and conventions useful for the sequel of the paper. Using the orbit method, one realizes any π ∈Ĝ as a monomial representation π = π ,b = ind the main issue is to provide a comprehensive description of the double cosets space and accurate information on its structural features that the disintegration of the restriction strongly relies on. This will be the aim of section 3, where we provide a description of an open dense subset of H G B and of such a section ψ which gives an explicit decomposition of π |H in term of an integral over H G B of the representations ind H B(x) χ (x) (see Proposition 3.27). The fourth section is devoted to recalling the results of Baklouti-Ludwig [2] concerning an explicit disintegration of monomial representations. These results will be used as a fundamental genesis to obtain our concrete disintegration of the restriction of π to H. In Section 5, we apply our construction to the disintegration of the tensor product of two irreducible representations π and π . The disintegration is made over a subvariety of g * , which is contained in the sum of the Kirillov orbits of π and π . We show in section 6 through an example that the formulae describing the disintegration strongly depend on the choice of the polarizations used to realize the representations π and π . Finally, the last section is devoted to providing necessary and sufficient conditions relying on the representations π and π for the representation π⊗π to be irreducible.
It is noteworthy to point out in this context that an "abstract" disintegration into irreducibles for restrictions of unitary representations to connected closed subgroups of simply connected nilpotent Lie groups has been given in [5] . Abstract here means that the measure class inĜ for the disintegration of the restriction and the multiplicities of irreducibles appearing in the disintegration is given. In [7] these results are extended to encompass all exponential solvable Lie groups. In [3] , another concrete disintegration of the restriction into irreducibles to closed connected subgroups is given.
Preliminaries and notation
Let g be a nilpotent Lie algebra, b any subalgebra and G ⊃ B their simply connected Lie groups. Given a flag of ideals
we let G i := exp g i for every i = 1, · · · , n and we choose a vector Z i ∈ g i g i+1 , so that g i = span Z i , · · · , Z n . We obtain in this way a Jordan-Hölder basis Z = (Z 1 , · · · , Z n ) of g. Recall that the exponential mapping exp : g −→ G is a diffeomorphism, so, just for brevity, we denote by
Let dg denote the Haar mesure on G, that is, for any f ∈ L 1 (G), one has
Since G is nilpotent, the quotient space G B has a G-invariant measure which is unique up to a positive scalar multiple. To describe such a measure, which we shall denote by dġ, we proceed as follows. Let
We obtain the sequence of subalgebras where C c (G/B) denotes the space of complex-valued continuous functions with compact support on G/B. This is a consequence of the fact that the mappinġ
is a diffeomorphism (for detailed explanations see [6] ).
If h is another subalgebra of g, then we denote by I h ⊂ {1, · · · , n} the index set
We can then assume, without any loss of generalities, that the vectors
Definition 2.1. Let B = exp b be a closed connected subgroup of G and let (ρ, H ρ ) be a unitary representation of B. We define the induced representation τ ρ := ind
We define a scalar product on C c (G/B, ρ) by
(where , H ρ stands for the scalar product on H ρ ) and therefore a Hilbert norm
It is easy to see that λ(g)ξ 2 = ξ 2 for every g ∈ G and ξ ∈ C c (G/B, ρ) and so λ defines on the completion (1) We have that the equivalence between τ ,b is irreducible and b is a polarization of g in ∈ g * , i.e. an isotropic subalgebra of g with respect to the skew-symmetric bilinear form B : (X, Y ) → , [X, Y ] on g, with maximal dimension.
(2) For a given Jordan-Hölder basis Z = (Z 1 , · · · , Z n ) of g, define the Vergne polarization of in g as the sum
where
The set of double cosets
Let G = exp g be a connected, simply connected, nilpotent Lie group, b and h two subalgebras of g, B = exp b and H = exp h their Lie subgroups. We give a concrete description for H G B, which will be used to describe later on, in subsection 3.2, an appropriate measure dγ which appears in the disintegration of π |H of π to H, where π is an irreducible unitary representation of G which is induced from a character χ of B.
Description of H G B.
For g ∈ G, we denote byg its double coset which is the set H ·g ·B = {hgb, (h, b) ∈ H ×B}. Our purpose is to find an open dense subset of H G B which will support the measure dγ(g) and which is diffeomorphic to a Zariski open subset of R d for some d ∈ N * . To illustrate this fact, we introduce the following example.
Example 3.1. Let g be the 7-dimensional Lie algebra spanned by its Jordan-Hölder basis Z = (Z 1 , · · · , Z 7 ) and equipped with the nonzero brackets
We consider its abelian subalgebras h = span Z 4 , Z 5 , Z 7 and b = span Z 3 , Z 4 , Z 7 . A routine computation shows that any element g =:
, can be rewritten as follows:
This implies thatg = H
where p : g −→g is the canonical projection of G on H G B, V = R × R is a Zariski open subset of R 2 and G 2 is the closed subgroup of G with Lie algebra
Hence the space H G B is the disjoint union of two subsets: the first is the projection of a Zariski open subset of G and the second of a Zariski closed subset. We shall see later that the measure dγ(g) will be supported on the first set.
We shall prove next that there exists a nonempty Zariski open subset V of R d which is homeomorphic to a subsetŨ of H G B containing the double cosets of almost all (with respect to the Haar measure) elements of G.
Definitions 3.2.
(
• has the property (P) (with respect to H and B) if HOB ⊆ O. (2) It is easy to see that for any i ∈ {1, · · · , n}, the subset
contains a Zariski open subset or its complement in G does. We characterize the indices subset I(g/h, g/b) of {1, · · · , n} as:
When this is the case, we denote by
For i ∈ I(h, b), we consider the maximal symmetric Zariski open subset U i of O i , with the property that for every g ∈ U i , there exist rational
It is easy to see that Proposition 3.3.
(1) For i ∈ {1, · · · , n}, the following two conditions are equivalent:
Proof.
(1) To find a nonempty Zariski open subset U i of G satisfying one of these inclusions, i must be in I(h, b). When this is the case, suppose that
Since U i is symmetric, for g ∈ U i , we have that
Finally, as h and b play a symmetric role, we are done.
and
This shows that the subset of G consisting of all elements g, such that
is H-invariant on the right and B-invariant on the left and so is its complement.
Remark 3.4. Putting U := i∈I h,b U i , we obtain a "canonical" nonempty Zariski open subset of G having the property (P), which allows us to say that
Notation 3.5. We order the set of indices Proof. The closed subgroup HB = BH has h + b as Lie algebra, and it satisfies HB G = H G B. Indeed for every g ∈ G,
We also notice that
d and the set HB G of the right classes modulo HB. Composed with the diffeomorphism HB G
, which is nothing butφ according to Notation 3.5(4). We deduce then that it is a diffeomorphic mapping.
Remark 3.7. In Theorem 3.10 we show that the canonical mappingφ : V −→Ũ is a homeomorphism. We proceed by induction on the dimension of g/b. We consider then the index l := max{i ∈ I g /b } and we set a := g l+1 , c :
whence, by intersecting with I g /h , we obtain that
{l}. We encounter the following two cases which must be discussed also in the proof of Lemma 3.9.
a):
Since
This tells us that
We can also deduce from this equality that all the nonempty Zariski open subsets
Hence in the case b), we have that
by Proposition 3.3 (2). In the first case, we consider the following two eventualities.
a-1) l ∈ I(g/h, g/b): This case is characterized by the existence of a nonempty
Zariski open subset U l of G, given by Definition 3.2 (2), such that for every
Remark 3.8. For every (w,g) ∈ G l ×H G B, we have H·wgw −1 ·B =g. This is an immediate consequence of the fact that wgw
Let us first show that Lemma 3.9. The mapping
Proof. We will proceed by induction on the codimension p of B. There is nothing to prove if p = 0 while H G B = {ẽ = G} when B = G. If p = 1, then the claim is trivial in view of Lemma 3.6; in fact, a subalgebra of codimension 1 in g is an ideal of g.
We appply the induction hypothesis to g, h and c, giving us the bijection
Let us introduce the projection
We notice that the surjectivity ofφ is equivalent to Hφ(V)B = U. Since we have already the first inclusion "⊆" thanks to the property (P), it's sufficient to prove that
We now discuss the three cases of Remark 3.7.
Case a-1)
to G and that we have the inclusion i∈I h,c
By the induction hypothesis, we know that
is bijective. Finally, we get as in Notation 3.5 (3), the nonempty Zariski open subset
o and so, thanks to the property (P), the stability of U o by right multiplication with elements of C gives
make the following calculation. Let h = exp Y ∈ H and b = exp X ∈ B, such that φ(t) = hφ(t )b. As a consequence of the previous discussion, we can consider the other relation
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(by the Campbell-Baker-Hausdorff formula).
of property (P). We shall show that
This then shows that t ∈ V = φ −1 (U) and so we see that φ is surjective.
Hence there exist Y =: log h ∈ h and X =: log x ∈ b, such that
Injectivity ofφ : This is an immediate consequence from the injectivity of 
Surjectivity ofφ : As we have already
which gives 
Proof. The mappingφ = p • φ | V is evidently continuous since this is the case for φ and p.
Hence it is enough to prove that the mapping
is open. We do this again by induction on the dimension of G/B, using the notation of the proof of Lemma 3.9.
If the dimension of G/B =1, then B is normal and we apply Lemma 3.6.
In Case a-1), it suffices to consider subsets 
In
defined on a Zariski open neighborhood of φ(t), which we can assume to contain W , such that for every g in this neighborhood we have that
Since the mapping
is a diffeomorphism, we can find a small neighbourhood
This implies by (3.2) that
By the induction hypothesis, we know that 
This implies as in the case a-2) that there exist small neighbourhoods
Therefore, by (3.3) and (3.4),
and we conclude as in the case a-2).
Notation 3.11. We define the function θ : 
Now for H G B, thanks to
6 } where these maps are given by φ :
which is a homeomorphism thanks to the previous theorem. In particular, this confirms the relation p(G G 2 ) =φ(R × R) of the first example's calculation.
A measure on H G B.
Our aim is to disintegrate the restriction to a closed subgroup
is a polarization of g at ∈ g ). The first step is to realize the Hilbert space L 2 (G/B, χ ) as a direct integral. Therefore we need a measure dγ on the space H G B such that
where the linear functional
defines a character of the closed subgroup 
be the diffeomorphism used to define the Haar measure
We know that for any subalgebra k ⊂ h, if we define the index set I h /k by
is a Malcev basis of h relative to k and the mapping
composed with the mapping : H h →ḧ = h·K ∈ H/K, gives the diffeomorphism
In particular, similarly to (2.2), we obtain an H-invariant measure on H/K denoted d N (h) or simply dḧ, by putting (3.7)
Proposition 3.14. There exists a Zariski open subset U of G with property (P), and an index set
Proof. For every i ∈ I h , the set
has property (P) and is either contained in a Zariski closed subset of G or it contains a Zariski open subset S i with property (P). The collection of all the i's verifying the second eventuality gives us the subset
Malcev basis of h relative to b(g) for all g ∈ U . Now we put
The subsets U and V respectively of G and R d are Zariski open subsets and U is open and dense in H G B.
To simplify the notation, these subsets will be denoted respectively by U, V andŨ . This allows us to assume, if we want, that e is contained in the Zariski open subset U. This means that we can suppose that 0 is an element of V.
Theorem 3.17. The mapping
Φ : R r × V −→ G/B : (s, t) → E N (s)φ(t) · B
is injective and polynomial, its image is equal to U mod B and it is regular on a
Zariski open subset of R r × V.
Proof. Let g ∈ U. Then g = hφ(t)b with t ∈ V, h ∈ H and b ∈ B.
We can write h = E N (s)h 0 , where
If Φ(s, t) = Φ(s , t ) for two couples (s, t) and (s , t ) in R r × V, then H · φ(t) · B = H · φ(t )
· B and since t ∈ V, it follows from the injectivity ofφ, that t = t . Hencë E N (s) =Ë N (s ) and the injectivity of the mappingË N implies that s = s . Now, if we choose for instance the Malcev basis
we have that
where Q 1 , · · · , Q k : R n −→ R are real-valued polynomials. This tells us that Φ is a polynomial mapping, since the mapping (s, t) → E N (s)φ(t) is clearly polynomial. The differential of the mapping Φ in zero is given by the family of vectors
These vectors form a basis of g modulo b (but not necessarily a Malcev basis). Hence Φ is regular in (0, 0) and since Φ is polynomial, Φ is regular on a Zariski open subset of
Remark 3.18. As a consequence of the previous theorem, we have the following condition on the cardinals:
This is shown by the following example.
Example 3.19. We use again Example 3.1. Clearly we have that I g/b = {1, 2, 5, 6} and we have seen that I(g/h, g/b) = {1, 2} and it follows easily that J h/b(G) = {4, 5}.
Corollary 3.20. We recall the definitions of the sets of indices.
• 
As a consequence of Theorem 3.17, we have that the mapping
Write also for t ∈ V and h ∈ H, the element s(h, t) of R r satisfying
h = E N (s(h, t)) mod B(t).
We now fix t ∈ V and h ∈ H in order to define the polynomial mapping q h,t :
It follows then that
Proposition 3.22. The Jacobian Jac(s, t) of the mapping Φ of Theorem 3.17 is constant in
Proof. Indeed, if f ∈ C c (U/B), t ∈ V, and h ∈ H, using the left-invariant measure dġ on G/B, we get
f (h hφ(t))|Jac(s((h, t), t))|d
N (h)dt = R d H/B(t) f (hφ(t))|Jac(s(h −1 h, t), t)|dḧdt = R d R r f (E N (s)φ(t))|Jac(q h −1 ,t (s), t)|dsdt = R d R r f (Φ(s, t))|Jac(q h −1 ,t (s), t)|dsdt.
This shows that |Jac(q h −1 ,t (s), t)| = |Jac(s, t)| for every h ∈ H, s ∈ R
r and t ∈ V. Therefore Jac(s, t) = Jac(0, t) for every s ∈ R r , t ∈ V, since Φ is a real-valued polynomial function.
Definition 3.23. Let F (t) := Jac(0, t), t ∈ V.
Then F : V −→ R is a function on V which admits a polynomial extension on R d .
Definition 3.24.
We can define now our measure on the topological space H G B. We have the Zariski dense open subset U of G, which has property (P) and therefore its complement C in G is Zariski closed and has also property (P). The projection p : G −→ H G B maps U to the open dense subsetŨ and C to the closed subsetC. We define a measure dγ, which is supported onŨ , by the rule
Proposition 3.25. Let f ∈ C c (G/B). Then
Proof. We can make the following computations: 
Proof. Let L 0 be the space of all the vector fields
is continuous with compact support. On L 0 we have the Hilbert space norm
We construct now an isometric isomorphism S between L 2 (G/B, χ ) and the direct integral
which can be defined as the completion of L 0 for the norm 2 of L 0 .
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For ξ ∈ C c (G/B, χ ), define the function
For x ∈Ũ, the function S(ξ)(x) is then an element of C c (H/B(x), χ (x) ), since it satisfies the covariance relation
where φ(t) = ψ(x), h ∈ H, and b ∈ B(x). It is also continuous with compact support modulo B(x) for every x ∈Ũ, since the mapping Φ :
We obtain in this way a vector field (S(ξ)(x) ∈ C c (H/B(x), χ (x) )) x∈Ũ , which is contained in L 0 . The mapping S : C c (G/B, χ ) → L 0 is isometric by Proposition 3.25, it is a linear isomorphism and it obviously intertwines the representation π |H and the direct integral representation
Disintegration of induced representations
We have seen in the preceding section that the disintegration of the restriction of the irreducible representation π ,b to H reduces now to the disintegration of the monomial representations σ(x) = τ χ (x),B(x) of H into irreducibles. We shall use the techniques developed in [2] .
In Notation 3.15, we introduced the Malcev basis N = {Y j 1 , · · · , Y j r } of h relative to all the b(g), g ∈ U. Let us use also the following notation.
Notation 4.1. For every t ∈ V,
• we have similarly to (2.1) a flag of subalgebras
We denote their Lie groups by B c (t) := exp b c (t), c = 1, · · · , r.
• Let X (t) be a Jordan-Hölder basis of b(t) generated by rationally varied vectors X i (t), i = r + 1, · · · , m, with no singularities in t ∈ V. The corresponding Malcev basis of h is then
and has the dual basis in h *
• Let
Also let d c (t) := max{dim(Ad * (B c (t))(f )); f ∈ Γ(t)} for any 1 ≤ c ≤ r and put by convention d r+1 (t) := 0. We obtain then an index set
and an affine space, on which we take the Lebesgue measure dv,
We can again assume, if necessary by shrinking V, that there exists a fixed index set I such that for every t ∈ V we have that (4.5) I(t) = I = {c 1 , · · · , c q } and so q(t) = q = |I|.
• Denote now by
and by k(t, v) the Vergne polarization of h at (t, v) relative to the JordanHölder basis
We denote by ρ (t,v) = ρ w the unitary irreducible representation of H, , v) ).
• Finally, we identify any
in particular when t ∈ V and x =φ(t), then we put R(x) := R(t). It follows that if
It follows from the proofs used in the paper [2] 
of h relative to k(t, v) and a Malcev basis
such that all the vectors X j (w) and Y i (w) vary rationally without singularities in w = (t, v) ∈ W. Define now the operators
and where the measure d Y(w) on K(w)/(K(w) ∩ B(t)) is built using the Malcev basis Y(w).
Thus, for a fixed t ∈ V, we obtain an isometric intertwining operator
characterized by the following properties.
(1) It takes any η ∈ L 2 (H/B(t), χ (t) ) to
). Notice that the norm on this space is defined via the measure d X (w) on H/K(w).
(2) It intertwines the monomial representation
with its disintegration into irreducibles of H given by
Combining these manipulations with Theorem 3.3 of [2] and with Proposition 3.27, we obtain Theorem 4.2 giving an isometric intertwining operator
between π |H and its decomposition into irreducibles of H,
where the measure dw that we take on W is
Let's recall the operator S introduced in the proof of Proposition 3.27 whose expression
Then, for every f w = (t, v) ∈ R(x) where w = (t, v) ∈ W, we see that 
Disintegrating tensor products of irreducible representations
Let G = exp g be a simply connected, connected Lie group and let π = π , π = π be two irreducible unitary representations of G. We take a Jordan-Hölder basis Z = {Z 1 , · · · , Z n } of g and we obtain the corresponding Vergne polarizations b at and b at . We then realize π as π ,b and π as π ,b . Let G := G × G and B := B × B be the direct products respectively of G with G and B with B . We denote by G := g × g and B := b × b their respective Lie algebras. Also let Π = π × π be the outer tensor product of π and π . We can realize Π as an induced representation. It acts by left translation on the space
where ( , ) is the linear functional defined on g × g by
and so B is a polarization at ( , ).
; g ∈ G} be the diagonal group of G. This group is of course isomorphic to G and the tensor product π ⊗ π is the representation of G acting on the space of Π through the rule
We are led to investigate the structure of the space of double cosets D G B.
Proposition 5.1. The mapping
is well defined and is a bijection.
Proof. Indeed, if g ∈ G and g ∈ B · g · B , then we have that g = bgb for some b ∈ B and b ∈ B and so
Hence our mapping is well defined. Since
Hence, ub = e and ugb = g , which means that
Therefore M is injective and so it is a bijection.
According to the two preceding sections, we first need a Jordan-Hölder basis of g × g in order to perform our computations.
We make the following choice. Let
n}).
The basis A = {A 1 , · · · , A n } of the Lie algebra d = {(Z, Z); Z ∈ g} of the diagonal group D is then given by the vectors
We must determine the index sets
Proposition 5.2.
Proof. Let U be a Zariski open subset of G with property (P), such that for every
Then U is a Zariski open subset of G. Let us show that for every j ∈ I(g/b, g/b ), we have
Then necessarily the index 2j is in I(G/d, G/B).
Suppose that for some elements j and (g, g ) respectively of I(g/b, g/b ) and U, the relation (5.2) is false. Then we have that
for certain vectors Y, X, X in g, b, b respectively and U and U ∈ g j+1 , since
which gives us the identity
This implies that
where g −1 g ∈ U (by the definition of U). This relation contradicts the fact that j ∈ I(g/b, g/b ).
Now let 2j ∈ I(G/d, G/B). Then for every (g, g ) in a
Zariski open subset of G, we have that
Let (g, g ) be one element of the Zariski open subset U of G. This means that
There exists X ∈ b and X ∈ b , such that
and Z j can then be written as
It is easy to verify then that
This is impossible since (g, g ) ∈ U. Hence j ∈ I(g/b, g/b ). 
Let us write
Then we have the mapping defined on R d for the set of double cosets B G B as we introduced in Notation 3.5,
and the equivalent one corresponding to the set of double cosets D G B which is (φ,φ). In fact,
Then the linear functionals , (t) = Ad * ((φ,φ)(t))( , ) |d of d that we need as in (4.2) , are identified to those on g given by
while for Z ∈ g, we have
We must determine now the index set I defined in (4.5) for the algebras b and b and the elements (t, v) in , (t) + B(t) ⊥ defined in (4.6).
Remarks 5.4.
(1) Let us remark that the subalgebra B(t) of G defined as in Notation 3.13 can be identified to a subalgebra of g denoted by k(t), while
(2) Since Ad(φ(t))b is a polarization at Ad * (φ(t)) and similarly for Ad(φ(−t))b , we have that
Hence, the affine subsets R(t) defined in (4.4) are all contained in the sum of the orbits Ω π + Ω π of and of .
Notation 5.5. Let us also denote for t ∈ V,
Then p(t) is a polarization at Ad * (φ(t)) and p (t) at Ad * (φ(−t)) . When we put P (t) = exp p(t) and P (t) = exp p (t) for t ∈ V, then the subalgebra of their intersection P (t) ∩ P (t) is not in general a polarization of g at ( , )(t). That's why we have to disintegrate the unitary representation
into irreducibles of G. In fact, we view it as the unitary representation of G given by
From Proposition 3.27, we deduce that
Thus, we obtain the first writing of the disintegration of π ⊗ π :
where F is the function defined as in Definition 3. 23 (for the subgroups B and B ) .
To obtain the final decomposition, we have just to repeat the process developed in the fourth section. So, we consider the Zariski open subset W ⊂ R d × R q contained in˙ t∈V R(t) and we put for w = (t, v) ∈ W with t ∈ V, v ∈ R q and x =φ(t) ∈ B G B ,
• the unitary irreducible representation of G as in (4.7),
where k(w) = Lie K(w) is here the Vergne polarization of g at f w , • and we define the measure dω on Ω π +Ω π as the image of dw = |F (t)|dt⊗dv on
We can now apply Theorem 4.2 for the special case of Π and D. We obtain an operator
between the tensor product and its disintegration into irreducibles of G,
By considering the previous computations, this decomposition can be expressed differently; in fact
and the operator T is at first defined on S(G/B, χ ( , ) ) as follows. For every
where Y(w) is as in (4.8). Then T extends to a unitary intertwining operator and one has 
6.2. Disintegration of π 3 ⊗ π 4 . We have here that
and so I g/b 3 ∩ I g/b 4 = {2, 5}. Since for every g = 
Criteria for irreducibility
In this section we shall determine a necessary and sufficient condition for the irreducibility of the tensor representation π ⊗ π . We shall prove the following theorem. 2) =⇒ 3) is trivial.
3) =⇒ 4) Let us first show that Ad * (G) + Ad * (G) = Ad * (G)( + ). We do this by an induction on dim(g). If this dimension is 1, the implication is evident, since we work then with characters. If is a character, then we always have that Ad * (G) + Ad * (G) = Ad * (G) + = Ad * (G)( + ). We can thus assume that b is a proper subalgebra of g. Let h be again an ideal of codimension 1 in g containing b . Then b ⊂ h by the condition b + b = g. Hence b ∩ h is a polarization at |h and b is a polarization at |h . Furthermore, we can also see easily that their sum b ∩ h + b is h entire, and that their intersection (b ∩ h) ∩ b = b ∩ b is a polarization of h at |h + |h , but also a polarization of g at + too, which means that the G-orbit Ad 
