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Abstract
Chemotaxis, the directed cell movement in response to external chemical gradi-
ents, is a vital biological process. Single cell organisms, such as bacteria and amoebae,
rely on chemotaxis for feeding. In multicellular organisms, it plays an important role
during embryogenesis, the immune system, wound healing, and in cancer metastasis.
In eukaryotic cells, a complex signaling system involving over one hundred bio-
chemical components and numerous redundant pathways mediates chemotaxis. Be-
cause of the complexity of this system, it has proved to be advantageous to study
chemotaxis by isolating the chemotactic response into a set of simpler processes:
motility, gradient sensing, and polarization. Research into chemotaxis has also bene-
fited from numerous theoretical and computational treatments that complement ex-
perimental studies.
Here, we developed a computational framework using a modular view of the
chemotactic behavior in Dictyostelium cells. The starting point is a proposed model
that suggests that cells rely on firings of an excitable network to generate pseudopods.
In the absence of chemoattractant stimuli, these firings are triggered by stochastic
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perturbations in the signaling system. However, chemottractants bias the location
of the firings by altering the level of the threshold. Here, we carry out tests of this
local-excitation, global-inhibition biased excitable network (LEGI-BEN) hypothesis.
In particular, we couple the model to a viscoelastic description of the cell and test
through simulation how well the model recreates the observed behavior of chemotac-
tic cells. Based on these simulations and on new experimental findings, we propose
several modifications to the existing model. One additional component incorporates
a polarity module that endows cell movement with persistence. A second addition is
an oscillatory cytoskeletal network that recreates fast oscillations observed in cells.
In addition to the research in chemotaxis, this dissertation also reports on the de-
velopment of a mathematical model describing mitotic matrix formation after nuclear
envelope breakdown. Recent reports show that lamin B, a component of the nuclear
lamina in interphase, localizes around the spindle and reassembles to form a mitotic
matrix. How this process occurs, however, and what effect it has on the mitotic
spindle is unclear. Here, we develop a computational model based on a continuum
description to represent the abundance and location of the various molecular species
involved during mitosis. We use this model to examine the role for the matrix during
spindle formation and to test between several hypotheses regarding the formation of
the mitotic matrix.
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This dissertation describes a number of mathematical models used to study two
essential cellular processes: chemotaxis and mitosis.
1.1 Chemotaxis
Many cells have the ability to move around in their environment, and often they
use an internal “compass” that enables them to sense, and direct their migration
along gradients of extracellular chemicals (chemotaxis), electric fields (electrotaxis),
or mechanical forces (mechanotaxis). Chemotaxis is vital to a wide range of biological
processes and fundamental to the proper development and functioning of eukaryotic
organisms [1]. For example, chemotaxis is important for cell migration events, organ
formation, and wiring of the nervous system during embryogenesis. Chemotaxis is
critical for the trafficking of immune cells and in inflammation, regenerative processes
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such as wound healing, and maintenance of tissue architecture [2]. During cancer
metastasis, cells escape the primary tumor, enter the circulation, and emigrate to
specific tissues by chemotaxis [3]
Chemotaxis is a complex mechanochemical process and can be conceptually di-
vided into three separate but interrelated processes: motility, gradient sensing, and
polarization [1]. The whole process needs perfect incorporation of numerous key
events in signaling, cytoskeletal, membrane, and adhesion systems. Although different
kinds of chemotactic cells have cell type-specific and stimulation-dependent morpho-
logical and functional characteristics, the chemotactic behaviors are very similar in
human leukocytes and free-living amoebae [4], indicating that a unified mechanisms
of chemotaxis might be conserved among eukaryotic cells. Thus, a mathematical
framework may reveal the underlying mechanism of chemotaxis despite the seem-
ingly diverse behavior of cells.
To accomplish this theoretical work, we need mathematical tools that explain var-
ious functions of cells, such as the spatial and temporal signaling response to stimuli,
polarization and shape change, directional migration and cytoskeletal organization.
These tools include mathematical models of signaling networks, image processing
algorithms and simulation methods that can incorporate cell shape changes, etc.
As it will be reviewed in Chapter 2, there are already many models proposed to
explain chemotaxis. However, none of the existing models can account for all behav-
iors observed in chemotaxing cells. Thus, one of the main goals of my research has
2
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been developing a comprehensive, unified mathematical framework that incorporates
all experimental observations. To form my model, I adopt a modular approach to
first build pieces and then connect them together in the end. During chemotaxis, cells
undergo large cellular morphology changes. Spatiotemporal signaling events alone are
not enough to evaluate the correctness of model. Using a model of a deformable cell,
we can simulate various experiments in silico. Thus, another focus of my research has
been to develop a mathematical tool that can simulate large cell shape changes.
1.2 Mitosis
Mitosis is the process by which a cell, which has previously replicated its genetic
materials, separates into two identical sets. The formation of the mitotic spindle is
a key step before cell division representing one of nature’s great examples of self-
assembly [5]. It requires the concerted action of microtubules (MTs), mitotic motors,
and associated proteins. A long-standing hypothesis has postulated that a static, non-
MT structure might support the assembly of the mitotic spindle as well as supply
a mechanical scaffold allowing the spindle to generate force [6]. Until recently, the
existence, much less the nature and molecular identity, of this spindle matrix was
uncertain. However, experiments have now provided support for both the existence of
the matrix, as well as suggesting that it forms from several nuclear proteins. Tsai et al.
showed that the intermediate filament protein lamin B assembles during mitosis into
a matrix-like network in a RanGTP-dependent manner in Xenopus egg extracts [7].
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Subsequent experiments have demonstrated that the matrix contains a number of
spindle assembly factors, including dynein and Nudel [8].
How lamin B, a component of the nuclear lamina in interphase, and other intranu-
clear proteins assemble and localize around the spindle to form a mitotic matrix is
unclear [9]. To answer these questions, I developed a computational model that de-
scribes the formation of the mitotic matrix and investigated the role that the resultant
spindle matrix has on spindle morphology.
1.3 Organization of this dissertation
In Chapter 2, I review experimental characteristics and current mathematical
models of chemotactic cells. My starting point is the LEGI-BEN (local excitation,
global inhibition-biased excitable network) model. In Chapter 3, I explore an alterna-
tive to the LEGI scheme and several realizations of LEGI. In Chapter 4, I use the level
set method to simulate changes of cell morphology driven by LEGI-BEN. Through
these simulations, I show that, alone, the LEGI-BEN model exhibits no polarity.
Thus, in Chapter 5, I introduce a polarity module to the LEGI-BEN. In Chapter 6,
I develop a fast oscillatory network to account for recently reported observations re-
garding the nature of the cyteoskeletal network. Finally, in Chapter 7, I integrate the
different modules to form a complete model that explains most experimental results.
In Chapter 8, I introduce a mathematical model of mitotic spindle matrix formation.
Finally, I summarize my work and point out future research directions in Chapter 9.
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Chapter 2
Background: chemotaxis in vitro
and in silico
Many cells use an internal “compass” that enables them to sense gradients of
extracellular chemicals and to use this information to direct their migration. This
ability, called chemotaxis [1], is similar in human leukocytes and free-living amoebae,
suggesting that a unified mechanisms might be conserved among eukaryotic cells [4].
Thus, a mathematical framework may reveal the underlying mechanism of chemotaxis
despite the seemingly diverse behavior of cells [10].
To motivate a comprehensive model of chemotaxis, we first need to understand
various features of chemotactic cells. In this chapter, I review characteristics observed
in chemotaxing cells and then briefly outline some mathematical efforts motivated
by these observations. Finally, I introduce the local excitation, global inhibition-
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biased excitable network (LEGI-BEN), a conceptual model proposed to explain the
chemotactic response that will serve as the starting point of my work.
2.1 Characteristics of chemotactic cell
2.1.1 Chemotaxis involves three separate processes
Chemotaxis can be conceptually divided into three separable, but interconnected
processes: motility, directional sensing, and polarity (Figure 2.1) [1].
Motility refers to the cell’s ability to move around its environment [1]. In amoe-
boid cells, like Dictyostelium discoideum or mammalian neutrophils, motility is char-
acterized by periodic extensions of actin-rich protrusions known as pseudopods. No
chemotactic signaling is needed to generate pseudopods. For example, Dictyostelium
cells migrate in the absence of chemotactic cues [11]. Moreover, pseudopods gener-
ated by these ramdomly migrating cells are similar to those generated in chemotaxing
cells.
Gradient sensing refers to the cell’s ability to recognize external chemical gradi-
ents and to guide internal proteins to the site with higher chemoattractant concen-
tration [1]. In Dictyostelium and mammalian neutrophil cells, chemoattractants are
interpreted by G-protein-coupled receptors and associated G proteins that are uni-
formly distributed along the cell perimeter but direct downstream signaling events
toward or away from the higher side of the gradient [12]. For example, activation of
Ras proteins and PI3-kinase, accumulation of phosphatidylinositol (3,4,5) trisphos-
6





Figure 2.1: Chemotaxis is composed of motility, polarity, and directional sensing.
Motility: amoeboid cells extend pseudopodia and move in random directions. Gra-
dient Sensing: spatial sensing, a means of directional sensing, can be demonstrated
by the gradient-mediated relocalization of proteins in cells immobilized by actin in-
hibitors. Polarity: chemotactic cells are often polarized, with a stable leading edge
from which pseudopodia are extended. Figure adapted from [1].
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phate (PIP3), and actin polymerization occur at the side with highest chemoattrac-
tant concentration, which we refer to as the front of the cell. In contrast, the PI3-
phosphatase, PTEN, and myosin II localize at the side facing lower chemoattractant
concentration, referred to as the rear [1]. Eukaryotic cells treated with Latrunculin,
a drug that impairs the cell’s motility by inhibiting actin polymerization, still show
ability of gradient sensing, indicating that cells employ a spatial sensing mechanism
that does not depend on movement [12,13].
Polarity refers to the establishment and maintenance of distinct anterior and pos-
terior regions, even in the absence of a gradient or in a uniform concentration of
chemoattractant [14]. In Dictyostelium, polarity leads to elongated cell morphology.
Polarity is not required for chemotaxis, but can enhances its efficiency as polarized
cells usually move faster and with greater directional accuracy in a fixed gradient.
The degree to which a cell is polarized can be observed in the behavior of cells that
experience changes in the direction of the chemoattractant gradient [14]. Whereas
unpolarized cells are equally sensitive along the perimeter and form a new front when
exposed to a fresh gradient, polarized cells exposed to shallow gradients gradually turn
while maintaining the same leading edge [15]. However, sufficiently steep gradients
can work against the internal polarity and generate a new front from the rear of a po-
larized cell. In contrast to gradient sensing, polarization relies on intact cytoskeleton,
which suggests polarity property may come from cytoskeletal network [13].
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2.1.2 Key features
Because we seek to develop mathematical models that can succesfully recreate the
chemotactic behavior of cells, it is useful to list some of the behaviors observed under
various experimental conditions.
1. Pseudopodia that bring about random migration coincide with patches of ele-
vated signaling as well as cytoskeletal activity [16–18].
2. Cytoskeletal and signaling activities propagate as waves which lead to the
patches of activity seen on the pseudopodia [10,19–23]. The propagating waves
suggest that these networks are excitable.
3. New pseudopodia appear to split from previous ones [11, 15, 24]. Moreover,
the observed pattern of pseudopod formation appears to “zig-zag” with newly
formed pseudopods appearing in a left-right-left etc. pattern.
4. When exposed to spatially uniform chemotactic stimuli, cells “freeze” movement
and then round up or “cringe”, then spread projections in multiple directions,
and finally resume normal migratory behavior [25].
5. During persistent stimulation cells eventually adapt to the current level of stim-
ulation (Figure 2.2) but will respond again if the stimulus is increased or is
reapplied after a period of recovery [16,17,26,27].
6. Adaptation enables chemotactic cells to adjust their sensitivity and respond
9
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only to the steepness but not the midpoint concentration of the gradient [13].
7. These events are driven by a stereotypical kinetically complex signaling response
(i.e. Ras activation or PIP3 production) which is observed in immobilized as
well as control cells. Within seconds of stimulus addition, cells produce an initial
response around the whole perimeter that shuts off rapidly within 30 seconds
and is followed by secondary patches lasting several minutes [18, 28,29].
8. When cells are exposed to a gradient of chemoattractant, they produce direc-
tional responses and migrate directionally.
9. In immobilized cells, patches of response are stochastic but biased towards the
high side of the gradient [30]. Cells are able to sense both steep and shallow
external gradients (where the difference between front and back receptor concen-
tration is as small as 1%-2%) within a vast range of concentrations. Polarization
leads to an amplification of this asymmetry to some macroscopic level.
10. The directional response is amplified compared to the external gradient in the
sense that it is confined to the anterior of the cell [13, 31].
11. Immobilized cells exposed to two gradients produce responses on both ends,
while migrating polarized cells choose one or the other sources [13].
12. Cells can spontaneously become polarized - that is, they establish an axis of
asymmetry in the absence of spatial cues and generate persistent random motion
10
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[11, 32–36].
13. The intrinsic polarity of cells is regulated. In Dictyostelium, for example, devel-
oped cells are more polarized than young cells. Polarity can also be enhanced
by a period of migration in a gradient [37].
14. Polarized cells will turn when the gradient is shifted rather than creating a new
front [15,37].
15. In many types of cells, polarity is maintained after the triggering stimulus is
removed (maintenance). Some evidence suggests that this persistence requires
an intact cytoskeleton.
2.1.3 Open questions
The above observations lead to a number of questions. For example:
1. How is adaptation achieved? Because numerous signaling events exhibit adap-
tation, can these be explained in a unified system?
2. How do cells amplify the steepness of the external gradient, so that the spa-
tial distribution of intracellular markers is steeper than those of the external
chemoattractant gradient?
3. How is polarization maintained after the external gradient is removed? Is the
polarization mechanism the same scheme that cells use to achieve persistent
migration in the absence of external gradients?
11

























Cortical MyoB, Dynacortin, LimE,
Actin polymerization
Figure 2.2: (A) Cell’s morphological behavior during adaptation. (B) Nonadapting
responses. (C) Adapting responses. Figure adapted from [1,10].
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4. How does the cytoskeleton enable cells to maintain their polarity?
5. What is the relationship between excitability with chemotaxis?
6. How do cells cope with stochastic fluctuations in the external signal?
7. How do cells resolve multiple conflicting stimuli to establish a single ultimate
“front” of activity?
8. Motility, gradient sensing and polarity are interconnected but also seem to be
separable. Do they reside in different modules?
These questions have motivated my research. In this dissertation, I will offer solutions.
2.2 A brief review of some relevant mathematical models
The study of chemotaxis has benefitted greatly from the interplay between ex-
perimental and theoretical studies. Although, to date, none of the proposed models
can explain all the features pf chemotactic cells mentioned above, many work well to
explain certain aspects. Here, I review several of the relevant models. This is not
meant as an exhaustive review, but rather as an introduction of the models that will
be used in this dissertation.
Models that explain the polarization mechanism, namely the cell’s ability to tran-
sition from a spatially homogeneous state into an heterogeneous state with distinctive
front and rear, has been a long-standing area of interest in the mathematical mod-
eling community. One influential series of models originates from the concept of a
13
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diffusion-induced instability, proposed by Alan Turing [38] and further refined by
Hans Meinhardt and Alfred Gierer [39]. These models fall under two broad classes:
activator-inhibitor systems, and substrate-depletion schemes [40,41]. Models describ-
ing the establishment of polarity have been reviewed thoroughly in [42,43].
The ability to sense gradients has also received considerable attention, though
a general consensus has arisen suggesting that cells employ some form of local-
excitation, global-inhibition mechanism (LEGI) scheme [12, 44]. As shown below,
the LEGI mechanism explains adaptation and gradient sensing. A variation of the
LEGI mechanism is the balanced inactivation model [45] which adds an additional
slow activator to LEGI. This change generates a switch-like behavior responding to
gradient.
Cell motility arises from the cooperation of protrusion from actin polymerization,
contraction of cytoplasm and adhesion. As such, much of the theoretical work in this
field focuses on the dynamics of actin polimerization. For a thorough review, see [46].
Recently, there has been a lot of attention on reports of traveling waves in the actin
network [19,21,47,48]. It has been suggested that this wave propagation is the result
of an underlying excitable network [10]. The implications of this excitable behavior
hypothesis are reviewed in [49,50].
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2.3 Local-excitation, global-inhibition-biased excitable net-
work
Xiong et al. proposed combining the LEGI mechanism with an excitable network
(EN) to explain the spatio-temporal signaling activities in chemotaxis cells [10]. Here
I provide a mathematical description of this mechanism.
2.3.1 Local-excitation, global-inhibition
The LEGI mechanism was proposed to explain two important chemotactic behav-
iors: adaptation and gradient sensing [12, 44, 51]. In the LEGI model, a signal (S)
activates a fast, local excitation (E) and a slow, global inhibition (I). The balance
between excitation and inhibition control the production of a response regulator (R)
that further controls downstream activity (Figure 2.3A). There are numerous ways of




= −k−EE + kES (2.1)
∂I
∂t
= −k−II + kIS +DI∇2I (2.2)
∂R
∂t
= −k−RIR + kR(RT −R)E. (2.3)
Qualitatively, the LEGI mechanism accounts for the response observed of various
biosensors that: 1) are seen to translocate to or be activated transiently on the cell
cortex during uniform stimulation; and 2) move to or be activated at the front (e.g.
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Figure 2.3: LEGI scheme and mechanism. (A) In LEGI, both excitation (E) and
inhibition (I) are driven by an external stimulus (S). The excitation process activates
the production of the response regulator, RR. In contrast, the I inhibits RR. (B)
The excitation reflects the local receptor occupancy, whereas the inhibition depends
more closely on the average level of receptor occupancy. When a uniform stimulus
is applied to cell, the excitation grows faster than inhibition; the response regulator
rises transiently until the slower inhibitor catches up. The cells adapt perfectly at the
front and back. (C) When a gradient is applied, there is an initial response. However,
when it reaches a steady state, the excitation exceeds the inhibition at the front of
the cell while it is lower at the back. This difference leads to a response regulator
that, relative to basal levels, is persistently higher at the front and lower at the back.
Figure reprinted with permission from [10]. Copyright 2010 National Academy of
Sciences USA.
Ras, PI3K, PH domains, actin binding proteins) or rear (e.g. PTEN, myosin) in a
gradient.
Biologically, excitation reflects the level of local receptor occupancy, whereas inhi-
bition depends on the average level of receptor occupancy. When a uniform stimulus
is applied to a cell (Figure 2.3B), both excitation and inhibition are activated and
rise to same level proportional to the external stimulus. However activation rises
faster than inhibition, thus the response regulator is activated until the inhibition
reaches to the same level as activation. This process ensures a perfect adaptation.
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The timescale of the inhibition and response regulator are on the order two minutes.
When a gradient is applied to cells (Figure 2.3C), both activation and inhibition are
also activated. However, when the system reaches a steady state, the excitation ex-
ceeds the inhibition at the front of the cell while it is lower at the back. This difference
leads to a response regulator that, relative to basal levels, is persistently higher at
the front and lower at the back. This gives a persistent response at the front of cell
facing gradient [51].
2.3.2 Excitable network
Excitability is a systematic behavior in which sub-threshold perturbations are at-
tenuated, but those above a threshold elicit a large burst of activity before eventually
returning to basal level. These systems exhibit a recovery time known as the refrac-
tory period during which the system cannot be further stimulated. Excitability can
also lead to traveling waves in media. In biology, a form of an excitable system was
proposed to account for the “all-or-nothing” behavior of action potentials in neurons
by Hogkin and Huxley [53]. FitzHugh and Nagumo simplified the mathematical model
that recreated the dynamics of excitability [54, 55]. The FitzHugh-Nagumo model is
special case of the activator-inhibitor systems, in which one component acts as an
activator, as it holds an autocatalytic loop and activates the downstream component,
the inhibitor, which provides negative feedback to the activator.
Motivated by the FitzHugh-Nagumo model, Xiong et al. proposed an excitable
network to account for the observed behaviors in signaling and cytoskeletal activity
17
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in chemotactic cells [10]. This network is described by a reaction-diffusion network,






− βX − γY + ρU +DX∇2X (2.4)
∂Y
∂t
= δX − εY +DY∇2Y. (2.5)
This system is a special case of an activator-inhibitor scheme. Component X acts
as the activator: it is autocatalytic, and also activates the downstream component,
which was referred to as the feedforward loop. The Y component provides negative
feedback to X (Figure 2.4A). Figure 2.4B shows the time course of one excitable firing.
X and Y are initially at equilibrium (point a). Noise, or a change in the response
regulator of the LEGI mechanism, alters the amount of X. If a small increase in
X reaches a “threshold,” then positive feedback causes X to increase greatly (from
a to b), forcing a delayed increase in Y which begins the shutoff of X (from b to
c). This continues until X reaches its minimum (d) and then the system settles to
its new equilibrium (e). The timescale for this response is relatively fast, lasting
approximately ten seconds.
In a phase-plane diagram (Figure 2.4C), the system equilibrium is the point where
the two nullclines meet (i.e., indicating zero rate of change of X and Y ; initially at
point a). The increase in X raises the X-nullcline which shifts the equilibrium to
a new point (e). As the system is no longer in equilibrium, X and Y must change.
Owing to the positive feedback, X changes greatly and Y changes slightly, causing
the system to move away from the new equilibrium toward point b. The high level of
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Figure 2.4: Excitable network based on an activator-inhibitor scheme. (A) The
activator,X, is autocatalytic and also activates the inhibitor, Y , which in turn, pro-
vides negative feedback enabling a shutoff of the network. The systems can be trig-
gered by stochastic perturbations, or by external signals. (B) Sample time course of
X and Y in the excitable network. It shows the process of one firing. (C) Phase-plane
trajectory of this firing. The line labeled “trajectory” plots changes in both values
at the same time. The phase-plane diagram also shows “nullclines”, determined by
setting the expressions for the rates of change of X and Y equal to zero, which helps
predict the response of the system to perturbation. Vector arrows indicate the direc-
tion a trajectory must take. Figure reprinted with permission from [10]. Copyright
2010 National Academy of Sciences USA.
X leads to an increase in Y which counteracts X. At point b, X reaches its maximum
as it crosses the new X nullcline. As Y continues to increase to point c, the decrease
of X continues until the trajectory again crosses the X nullcline at point d. From
there, the system settles to its new equilibrium (e).
In the EN, both components diffuse spatially, with different diffusion coefficients.
This diffusion allows the activity of both species to propagate outward from the spot
of the initial firing. However, if the diffusion of the Y component is faster, this species
will eventually pass the activator, causing further propagation to cease.
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Figure 2.5: The structure of the LEGI-biased excitable network. It consists of a LEGI
module, in which the external signal, S, drives excitation, E, and inhibition, I, which
in turn control a response regulator, RR. The RR is a positive driver of an excitable
network. The excitable network is represented, for simplicity, by interactions between
variables X and Y and can be also triggered by stochastic noise.
2.3.3 Properties of the combined LEGI-BEN model
Alone, neither the LEGI nor the EN mechanisms account for all the observed
behaviors of chemotactic cells. However, as we illustrate below through simulation,
when the two mechanisms were combined, the resultant LEGI-BEN model captured
many of these behaviors (Figure 2.5, [10]). To facilitate tracking of the temporal and
spatial responses of the model, simulations were carried out on a circular domain and
the activity of the simulated cell was represented as a kymograph of Y (Figure 2.6).
Kymograph is made by stacking vertical lines stretched from cell perimeter. The
patches (Figure 2.6) represent activities at cell cortex. The X-axis of kymograph is
time and Y-axis is location on cell perimeter represented by angle.
1. Without stimulus, localized patches of activity appear randomly. As seen in
the kymograph of a cell in the absence of stimulation, patches of activity can
appear simultaneously, either far from each other (Figure 2.6) or sufficiently
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close to give the appearance of a single, wider crescent. The patches spread out
laterally and in some cases, a smaller secondary increase emerged at the edge
of a patch.
2. A spatially uniform stimulus gave rise to a burst of activity that covered nearly
the entire perimeter (Figure 2.7). This response declined rapidly by 30 sec-
onds due to the negative feedback loop within the excitable network. A second
phase of high activity then appeared, though it was not as consistent in space
as the initial response. The frequency of patches remained higher than pres-
timulus levels for a few minutes, corresponding to the timescale of the LEGI
module. Eventually, the system adapted and the spontaneous activity returned
completely to the prestimulus level as the response regulator disappeared.
3. The application of a chemoattractant gradient caused a series of localized patches
appeared with temporal regularity, primarily aligned with the external gradient
(Figure 2.8).
2.4 Simulating cell shape changes during chemotaxis
The models described above aim to reproduce localized patterns of activity in cells,
or the translocation of biochemical species in response to chemoattractant stimuli.
However, to test the model’s effectiveness in recreating chemotaxis, we must have a
way of testing a model’s ability to propel a cell. Here I review a framework based
on level set methods (LSM) that incorporates a viscoelastic model of Dictyostelium
21
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Figure 2.6: Spontaneous activities without stimulus. Random patches can be seen
around the cell perimeter.
cells based on mechanical perturbations obtained using micropipette aspiration, that
was developed to simulate large cellular deformations such as those observed during
chemotaxis [56].
2.4.1 Level set formulism
In the level set method, the cell shape is defined implicitly using a potential func-
tion (Figure 2.9A) [57, 58]. The cell shape is deformed by evolving this potential
function. This implicit representation of cell shape gives the level set method advan-
tages in model simplicity and computational expense over other traditional methods.
In short, in the level set method (LSM), the cell is described as the zero-level
set of a potential function ϕ(x, t), x∈R2. We use a signed distance function as the
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Figure 2.7: Simulation with addition of uniform stimuli. Response of model to addi-
tion of uniform stimuli denoted by the bar above the kymograph.
potential function, defined by:
ϕ(x,Γ) =

−d(x,Γ), if x is inside the cell,
d(x,Γ), if x is outside the cell,
0, otherwise.
(2.6)
Here, d(x,Γ) is the distance of position x to the cell boundary (initially a sphere of




+ v(x, t)|∇ϕ(x, t)| = 0, (2.7)
where v(x, t) describes the local speed in normal direction of the potential function
(Figure 2.9B).
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Figure 2.8: Response of the model to applied spatial gradients. A steep spatially
graded stimulus was applied at 180 s.
A B
Figure 2.9: The level set formulism. (A) The implicit representation of cell boundary
by connecting the points with zero level of potential function ϕ(x, t). (B) The local
velocity to evolve the cell boundary. Figure reprinted with permission from [56].
Copyright 2008 BioMed Central Ltd.
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Figure 2.10: Viscoelastic model of cell. Cell boundary/membrane displacements (xm)
are generated by moving the potential function according to the total stress applied,
σtot (2.8). The spring-dashpot (K, D) elements represent the mostly elastic cortex,
which moves a distance xcor (2.9). The viscous component (B) represents the cy-
tosol, which moves a distance xcyt. Figure reprinted with permission from Ref [59].
Copyright 2012 CC-BY.
2.4.2 Viscoelastic cell mechanical model
To obtain the speed, v(x, t), we apply different stresses to the cell and use a
viscoelastic mechanical model (Figure 2.10) of the cell to determine the local velocity.
The mechanical description of the cell was previously identified based on mi-
cropipette aspiration experiments using Dictyostelium cells [56]. It incorporates sev-
eral passive stresses, including the effect of cortical tension driving Laplace-like pres-
sures on the cell, and volume conservation. It also includes active stresses allowing
us to test the effectiveness of the EN in driving cellular motion. In our simulations,
the activity of the EN was coupled to protrusive forces, so that higher activity at one
location gave stronger protrusive stress.
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Table 2.1: Viscoelastic mechanical parameters
Parameter Value Units Parameter Value Units
K 0.098 nNµm−3 D 0.064 nNµm−3
B 6.09 nN sµm−3 γ 1.00 nNµm
σ0 35 nN sµm
−3 karea 1 nNµm
−2
Mathematically, the viscoelastic model is described by:
ẋm = −(K/D)xcor + (1/D + 1/B)σtot (2.8)
ẋcor = −(K/D)xcor + (1/D)σtot (2.9)
where σtot is the total stress applied on the cell, xm and xcor are the local displacements
of the boundary and cortex, respectively, and K, D and B are viscoelastic components
of the cell describing the elasticity (K) and viscosity D) of the membrane, and the





The parameters of viscoelastic model were obtained using by fitting experimental
measurements of aspirated Dictyostelium cells using a micropipette, as previously
reported [56,59]. The parameters are shown in Table 2.1:
2.5 Summary
In this chapter, I reviewed the three main processes of chemotaxis: motility, direc-
tional sensing, polarity and characteristic behaviors of chemotactic cells. Motivated
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by these observations, numerous models attempting to explain these features have
been proposed. However, none of these models accounts for all the observed features.
I subsequently reviewed the LEGI-BEN model that will serve as the starting point
of my research. The LEGI-BEN mechanism captures important experimental obser-
vations. In the absence of stimulation, the excitable network generates spontaneous
spots of activity. Chemoattractant stimulus triggers an initial burst of patches fol-
lowed by localized secondary events. After a few minutes, the system adapts, again
displaying random activity. In gradients, the activity patches are directed continu-
ously and selectively toward the chemoattractant, providing an extraordinary degree
of amplification. The LEGI-BEN hypothesis incorporates many of the features and
surmounts many of the difficulties posed by other schemes proposed to explain chemo-
taxis, although there are still some open questions. Finally, I discussed the level set





Chapter 2 reviewed a gradient sensing module—the local-excitation, global-inhibition
(LEGI)—that ensures that cells adapt in response to external spatially homogeneous
stimuli, but also respond persistently in the presence of a gradient [12, 44, 51]. The
implementation of the LEGI is based on an incoherent feedforward (IFF) scheme,
in which parallel signals from the stimulus regulate a response regulator in comple-
mentary ways (excitation and inhibition). The IFF topology is one of two means for
achieving perfectly adapting responses [60]. A second scheme, involving a negative
feedback (NFB) loop can also realize perfect adaptation [61–63]. The role of the NFB
scheme in gradient sensing, however, has not been previously investigated. In this
chapter, I show that the NFB topology, coupled to local excitation and global inhibi-




3.1 A LEGI module involving negative feedback
The system being considered consists of two components: a local excitation (E)
and a global negative feedback inhibitor (I) as illustrated in Figure 3.1A. The stimulus
(S) activates the excitation process, which subsequently activates the inhibitor. The
latter provides inhibition to the excitation (the negative feedback loop) to bring back
E to prestimulus levels. As in the IFF-LEGI, the excitation is assumed to be local
(so that it does not diffuse) and inhibition global, with diffusion rate D  0. Under
spatially uniform stimulation, this diffusion does not play any role, but it is key in
gradient sensing.
A mathematical representation of our system is:
∂E
∂t





+ kiE +D∇2I. (3.2)
Note that we assume that the degradation of the inhibitor follows a Michaelis-Menten
form: k−iI
ε+I
. The parameter ε is the Michaelis-Menten coefficient. Typically, if adap-
tation is to be achieved, this coefficient is assumed to be small relative to the concen-
tration of I, so that the enzyme is working at saturation.
3.1.1 Adaptation
Before demonstrating the gradient sensing capabilities of the system, we show
that the system can achieve perfect adaptation. In this case we consider the situation
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S S
Figure 3.1: Negative feedback network achieves perfect adaptation. (A) The nega-
tive feedback scheme. (B) The LEGI scheme. (C) In NFB model, E (blue) adapts
perfectly after uniform stimulus while I’s (red) steady state is proportional to input
stimulus S (black). (D) In LEGI, both E (blue) and I (red) have same steady state




diffusion term can be disregarded. Assuming a constant stimulus S = S0, we compute
the steady state of E0 and I0. By setting the derivatives of E and I to zero, we have:
−k−eE0I0 + keS0 = 0
− k−iI0
ε+ I0














Substituting E0 from Equation 3.3 into Equation 3.4 and defining the notation: α =
ke/k−e and β = ki/k−i, we obtain an equation for I0:
I20 − αβS0I0 − αβεS0 = 0.
Solving this equation and discarding the negative solution, we obtain the steady-state














To achieve perfect adaptation, the steady state of E0 needs to be independent of the









Thus, we want αβε≈ 0. Setting α = 0 implies that ke = 0 which means that the
stimulus does not reach the system. If β = 0, then the inhibitor signal is zero, which
means that the equation for E is unstable (as it merely integrates S) and hence there
is no equilbrium. Thus, the only means for achieving a perfectly adapting equilbrium









Thus, perfect adaptation is achieved in this case. Note that perfect adaptation comes
from the fact that the negative feedback term is providing integral control, since
dI
dt










E0 − E(t) dt.
In this case, the present value of E(t) is compared to the steady-state value (E0)
and the difference integrated. This integral control motif is a special case of a more
general theory of control engineering, referred to as the internal model principle [64].
Note that if all we seek is for approximate perfect adaptation [65], then we do
not need ε = 0 but rather that I  ε, in which case the Michaelis-Menten term that
describes the degradation term for the inhibitor is acting at saturation.
3.1.2 Gradient sensing
We now consider the NFB-LEGI scheme under a spatially varying stimulus. To
simplify the analysis we assume that ε = 0 and a one-dimensional spatial domain
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with periodic boundary conditions. We denote the spatial variable by θ. In this case,






































= Ŝ(θ)− Ê(θ)Î(θ) (3.5)
∂Î
∂t




Note that the system now has only one free parameter, k. For the rest of the analysis
we use this formulation of the system and drop the “ˆ” notation.
Suppose that the external gradient satisfies a simple sinusoidal relationship [66]:
S(θ) = s0 + s1 cos θ, −π ≤ θ ≤ π,
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where s0 > s1 > 0 to ensure that the concentration is positive everywhere. Now,
assume that the steady-state concentrations of E and I are given by:
E(θ) = e0 +
∑
n≥1
en cos(nθ) + ên sin(nθ)
and
I(θ) = i0 +
∑
n≥1
in cos(nθ) + în sin(nθ),
respectively.











n2in cos(nθ) + în sin(nθ)
)
.
Because the cosine and sine terms are orthogonal, if follows that e0 = k, en = Dn
2in,
and ên = Dn
2în for n ≥ 1. Note that this means that the coefficients of in and
în must decay at least n
2 times faster than those of en and ên and also means the
diffusion D determines the gradient sensing efficiency.
We can now solve for these coefficients using Equation (3.5), evaluated at steady
state. In particular,






















in cos(nθ) + în sin(nθ)
)
.
In general, solution of this equation is impractical. However, we take advantage
of the fact that the terms are decreasing rapidly and write down the first few terms.
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Dropping terms higher than first order, we have:
s0 + s1 cos θ ≈
(
e0 + e1 cos θ + ê1 sin θ
)(
i0 + i1 cos θ + î1 sin θ
)
= e0i0 + [e0i1 + e1i0] cos θ + [e0î1 + ê1i0] sin θ
+ [e1î1 + ê1ii] cos θ sin θ + e1i1 cos
2 θ + ê1î1 sin
2 θ.
Substituting the identities
cos2 θ = 1
2
(1 + cos 2θ)
sin2 θ = 1
2
(1− cos 2θ)
sin θ cos θ = 1
2
sin 2θ,
and dropping the higher order terms leads to the following:






1] + [ki1 +Di0i1] cos θ + [kî1 +Di0î1] sin θ.
From orthogonality of the sinusoidal terms, we have three (nonlinear) equations in
three unknowns:






s1 = ki1 +Di0i1 (3.8)
0 = kî1 +Di0î1. (3.9)
Note that the last equation can be rewritten as
(k +Di0) î1 = 0
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from which it follows that either k+Di0 = 0 or î1 = 0. If the former is true then, by
Equation 3.8,
s1 = (k +Di0) i1
is impossible. Thus, î1 = 0 and we are left with two equations:




s1 = ki1 +Di0i1.
Replacing i0 from the first equation into the second, leads to a third order equation
for i1:

















i1 − s1 = 0. (3.10)



































Table 3.1: NFB-LEGI model parameters
Parameter Value Units Parameter Value Units
kE 0.15 s
−1 k−E 0.15 s
−1
kI 0.03 s




that when x = 0, f(x) = −s1 < 0 and when x→ +∞, f(x)→ +∞. Thus, we know
there is a positive value of x that makes f(x) = 0. Since Equation 3.10 has only one
real solution, then we know the solution i1 for Equation 3.10 must be strictly greater
than zero. Moreover, ei = Di1 > 0, implying that species E follows the gradient.
3.1.3 Simulation results
We now carry out simulations using the NFB-LEGI and compare its performance
with that of the IFF-LEGI, reviewed in Chapter 3. The parameters used to simulate
the NFB-LEGI are given in Table 3.1:
We first tested the system’s response under uniform stimulus. Both the NFB and
IFF achieve perfect adaptation; see Figure 3.1C, D. Both responses from the systems
adapt in approximately one minute.
We next tested this model’s response to a spatial chemoattractant gradient. The
front and back responses under gradient are shown in Figure 3.2. In the NFB-LEGI,
both E and I form gradients in the direction of the external gradient, as expected
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Figure 3.2: Negative feedback network realizes gradient sensing. Under a gradient,
the cell front senses higher stimulus level than the back. Correspondingly, the signal
E at the front is higher than at the back, while I shows a smaller difference between
front and back.
To test the effect of the diffusion coefficient on the ability to sense the gradient, we
set a gradient s = 1 + 0.3 cos θ to both the NFB-LEGI and IFF-LEGI. The responses
are shown in Figure 3.3. By measuring the signals at the front and back, we compued







for the IFF-LEGI model, and defined the gradient sensing strength according to
Gout/Gin under different diffusion coefficients; see Figure 3.4. Given the parameter
sets used, the NFB-LEGI mechanism appears to be more efficient in gradient sensing
than the IFF-LEGI.
3.1.4 Response after removal of the stimulus
We have shown that, at steady-state, the NFB-LEGI has desirable properties in














































Figure 3.3: Gradient sensing in both the NFB-LEGI and IFF-LEGI. The θ-axis rep-
resents the angle around cell perimeter. All signals are shifted vertically by their
mean level. Gout and Gin measure the signal differences between front and back.
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Figure 3.4: Gradient sensing efficiency of the NFB-LEGI and IFF-LEGI modules.
The −∞ in the x-axis means no diffusion.
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To test the NFB’s capability, we compared the NFB-LEGI and IFF-LEGI modules in
one simple situation: removal of a spatially homoegeneous stimulus from an adapted
state. Simulations of this experiment using the NFB-LEFI displays damping oscil-
latory behavior after (Figure 3.5A). These oscillations take a long time to die out.
In contrast, the IFF-LEGI shows only one shut-off before re-adapting (Figure 3.5B).
We note that in both these cases, there is not complete removal of the stimulus, but
rather the stimulus is reduced to 10% of the original level. It can be shown that
after complete removal of the stimulus, the IFF does not return to its prestimulus
value [67].
The damping oscillatory behavior can be explained as follows. The Jacobian


















When S0 > 0, the real part of the eigenvalues is negative, showing that the system is
stable. Moreover, if k2eS
2
0 > 4k−ek−i, then both eigenvalues are real.
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When the stimulus is removed, we have S0 = 0 and the eigenvalues are imaginary,
which makes the system exhibit damped, oscillatory behavior. This oscillatory be-
havior is not desirable when cells need to respond promptly to changes in the external
environment.
We note that, though the real part of the eigenvalues are both zero, we can still
show that the response goes to E0 = 0 using LaSalle’s invariance principle [68]. In
particular, define the function
V (E) = 1
2
E2.
Its derivative along the differential equations is
V̇ (E) = EĖ = −k−eIE2 ≤ 0.
If V̇ (E) = 0 then, either E ≡ 0 or I ≡ 0. If the latter, then İ = 0 in which case
0 = kiE − k−i
I
ε+ I
= kiE = 0.
Thus, E = 0 as required.
3.1.5 Summary
This chapter proposed a new gradient sensing mechanism based on a negative
feedback scheme. Using this scheme, we can save one variable compared with IFF-
LEGI mechanism but still can realize both adaptation and gradient sensing. The
gradient sensing strength is dependent on the inhibitor’s diffusion rate. However,
retracting stimulus results in damping oscillatory behavior which is not desirable.
42
3 Gradient Sensing






















Figure 3.5: Retraction of uniform stimulus. (A) NFB scheme. (B) LEGI scheme.
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Chapter 4
Linking the Signaling Activity to
Cellular Protrusions
The LEGI-BEN model was reviewed in Chapter 2. It was proposed to account for
a chemotactic cell’s adaptation, gradient sensing and excitability. The LEGI-BEN
model succesfully recreated cellular component’s spatio-temporal distribution with
or without stimulation [10]. The excitable activity of the signaling and cytoskeletal
networks have been observed to be highly correlated with cell protrusions [10, 24]
. Thus, Xiong et al. [10] proposed that the excitable activity can generate active
forces that drive cell migration. This chapter tests this hypothesis by simulating
cell migration using level set methods and assuming that the LEGI-BEN mechanism
generates the active forces that drive cellular motion.
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4.1 Simulating cell shape change with level set method
The level set method (LSM) and the viscoelastic cell mechanical model we use here
were reviewed in Chapter 2. Here, I couple the excitable activity of the LEGI-BEN
model to the LSM through the viscoelastic model.
4.1.1 Connecting signaling activity to level set model
The excitable network (EN) explains the spontaneous patches of signaling activity
seen in motile cells (Figure 4.1A, B). Presumably, these patches represent localized
signaling events, such as actin polymerization, that drive cell protrusions. To deter-
mine whether this model could recreate cellular protrusions leading to random cell
motility, we coupled the EN to the viscoelastic model of cell cortex implemented in
the level set framework (Figure 4.1C).
As discussed in Chapter 2, to evolve the potential function which tracks cell shape
change, a membrane velocity v(x, t) is needed, which can be computed by solving the
viscoelastic model. Thus, we need to compute the total net stress (σtot) acting on
the cell. This the vector sum of all stresses including contributions from both passive
and active components. Specifically, we included:
1. Surface tension. This arises from Laplace-like pressures at the interface be-
tween two surfaces [69]. It is given by:
σten = γk(x)n,
where γ is the local cortical tension, k is the local curvature, and n is a normal
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unit vector.







where A is the surface area enclosed by the cell boundary either at time t or
initially.
3. EN-generated stress. The activity of the EN was coupled to protrusive
forces, so that higher activity at one location gave stronger protrusive stress
(Figure 4.1C, D). We envision that the effects of the EN on the cytoskeleton
mediate these protrusive forces, which are proportional to the signal Y (using
X leads to similar results) according to
σpro = σ0γ(θ)n
representing actin polymerization. The conversion factor between the activity
Y and the force is 35 nN/µm2. Based on the typical maximum activity level
for Y seen in the simulations (approximately 0.05 A.U.), this resulted in pro-
trusive forces in the range of 1–3 nN/µm2, consistent with measured values of
the maximum protrusive pressure due to actin polymerization (in the range of
a few nN/µm2).
Using these elements, we compute the total stress
σtot = σpro + σten + σvol
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and use this to update the viscoelastic model parameters (xm and xcor) in Equa-
tions 2.8 and 2.9.
The model and all simulations are implemented using Matlab. After solving the
concentrations of species from excitable network (e.g. X and Y ), we compute the
protrusive force using the concentration for Y . Using this protrusive force and cou-
pling with other passive force, we can compute the local membrane velocity v(x, t)
by solving the viscoelastic system. The velocity v(x, t) is subsequently used to evolve
the potential function in the level set simulations, as described above. The potential
function is solved on a Cartesian grid with spatial discretization of 19 points per µm.
The assignment of Y activity levels to the protrusive force is done on a point-to-
point pairing based on correspondence between angular positions relative to the cell
centroid. The level set simulations were carried out using the Level Set Toolbox for
Matlab using the first order forward Euler method [70].
4.2 Simulation results
4.2.1 Cell shape change in absense of stimulus
In the level set simulations, local protrusions appeared randomly around the cell,
as would be expected in a cell undergoing random motility (Figure 4.1D). Analysis of
these simulations over time revealed that the activities were uniformly distributed at
the population level over long time scales, though localized fluctuations do occur on
shorter time scales (Figure 4.1D, inset). The localized forces caused by these hetero-
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Figure 4.1: Connecting excitable network to level set method. (A) The excitable
network module is implemented as an activator (X)-inhibitor (Y ) system that is
triggered by stochastic fluctuations. (B) Kymograph of a one-dimensional simulation
in the absence of chemoattractant stimulus. The colors refer to activity of Y (plots of
X show similar, though noisier, behavior) around a cell. Blue indicates low activity;
red marks high activity. (C) Coupling of the excitable network to protrusive stresses
(σpro). Our simulations assume that the protrusive stress is proportional to Y . The
cell’s mechanical behavior is described by the viscoelastic model shown. (D) Level
set simulations in which protrusive stresses coincide with the location of high activity
drive cellular deformations. The colors around the membrane are the same as in panel
B. The dotted lines trace the trajectory of the cell centroid (starting point is the red
circle). The directional history of activity for this sample simulation is shown in the
radial plot on the right in blue. The red line represents the average activities of 20
simulations lasting 900 seconds. Reprinted from [71].
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geneities, however, were not sufficiently persistent to propel the cells in a meaningful
way. Thus, the cellular boundary extended in random directions, but the migration
rate of the cell was negligible.
4.2.2 Cell migration under gradient
To test the effect of a chemoattractant gradient, we added the LEGI mechanism
to the EN, creating a LEGI-BEN system and connected it to the LSM (Figure 4.2A).
Because the response regulator in the LEGI mechanism increases at the front and de-
creases at the back, it brings the excitable system closer or farther from the threshold
at the front and back, respectively. This biases the likelihood of triggering activity
in response to external chemoattractant signals. When a gradient was applied to an
unstimulated cell, the activity of the cell increased everywhere around its perime-
ter. Thereafter, signaling activity was found preferentially at the side of the cell
experiencing the greatest chemoattractant concentration (Figure 4.2B). The cellular
response to a change in gradient was nearly immediate, and this was true for both
steep (19%) and shallower (6%, not shown) gradients. When simulating cell shape
changes elicited by this gradient, we found that after the application of the stimulus,
the cell elongated and moved in the direction of the gradient. Analysis of the activity
showed that the directional response was quite accurate and most of the activities
were within the −30◦ to 30◦ region relative to the direction of gradient (Figure 4.2B,
inset). The magnitude of the protrusive force was chosen so that, at steady-state,
the cells moved at approximately 10µm/min. After a shift in the direction of the
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Figure 4.2: Connecting LEGI-BEN to level set method. (A) The local excitation (E)-
global inhibition (I) module (LEGI) takes chemoattractant stimulus (S) and drives a
response regulator (RR). Response regulator acts to bias the activity of the excitable
network. (B) Level set simulations of the cell migrating in response to changing
chemoattractant gradients. A gradient was applied at time 180 s at 90◦ moved at
time 500 s to 270◦. (Note that, to avoid the cell shapes being superimposed, we have
moved the trajectory during the second half of the simulation below that of the first;
the dotted lines show how the two halves of the trajectory overlap.) The radial plot
shows the average activities in response to the two gradients. The blue line is for the
time period from 0 to 500 s; red is from 500 to 900 s. Reprinted from [71].
gradient, the cell stopped and reversed direction nearly instantly.
4.2.3 Pseudopod splitting and cringing
The LEGI-BEN coupled to the mechanical module recapitulates several consis-
tently observed cellular behaviors including “pseudopod splitting” and “cringing”.
First, cells often generate a new pseudopod by splitting an existing one [11, 15]. In
chemotaxing cells, these bifurcations appear as a series of left-right extensions. Our
simulations of chemotactic cells also exhibited “pseudopod splitting” (Figure 4.3A).
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Because the midpoint of the responding area has the highest activity, negative feed-
back shuts down this region first, the signals propagate away in opposite directions
and the pseudopod splits. Though more pronounced in stimulated cells, it was also
observed during spontaneous movement (Figure 4.1D, 389 s). Nascent extensions
grew from localized patches of high signaling activity. These pushed the cell forward,
but eventually split in two (Figure 4.3A, 20–40 s). While these extensions sometimes
co-existed for a while (Figure 4.3A, 80 s), one usually won out, at which point the
“losing” pseudopod appeared to retract into the cell (Figure 4.3A, 100–120 s). This
pattern often repeated itself, giving rise to the appearance of side-to-side strokes
propelling the cell.
Application of a spatially uniform dose of chemoattractant to a Dictyostelium cell
results in a series of changes in cell morphology. Cells stop moving and then tran-
siently contract (or cringe). This is followed by spreading and eventual resumption of
movement. Our simulation also recreated this phenomenon (Figure 4.3B). Approx-
imately 30 s after stimulation, the cell experienced a mostly global rise in signaling
activity. At this point the protrusive stresses in our model sought to push out the
cell everywhere, but because of the passive constraints on cell morphology, this global
increase in activity had the effect of rounding up the cell. The increase of activator
subsequently generates more inhibitor. Once the inhibitor prevails, it suppresses ac-
tivity all around cell. Thus, the global firing was followed by an absence of signaling
caused by the refractory period that follows the firing of an excitable network lead-
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Figure 4.3: Changes in morphology of motile cells. (A) The signaling activity and
corresponding cellular morphology is shown for a migrating cell in a gradient. This
cell demonstrates pseudopod splitting, pseudopod retractions, and a zig-zag pattern
of activity. The cross is placed for spatial reference. (B) This cell experienced a
global (spatially uniform) chemoattractant stimulus at 0 s. The ensuing period of
high activity (30 s) causes the cell to start rounding up; this rounding increases during
the refractory period of the excitable network (70 s). Reprinted from [71].
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ing to further rounding of the cell. This was followed by spreading and eventually
activities reappeared stochastically around the parameter (not shown).
4.3 Summary
This chapter coupled the level set method to the LEGI-BEN model and suc-
cessfully simulated cellular morphology changes. This model connects the signaling
activities to cell protrusion and generate realistic cell shape change.
While the simulations accurately displayed the chemotactic behavior of unpolar-
ized cells, these cells lacked two important characteristics observed in stably polarized
cells. First, polarized cells moving in the absence of chemoattractants travel in a per-
sistent random walk, and this persistence is a result of having pseudopodia extend
in the same direction [11, 33–36]. Second, they have an elongated morphology with
activity confined to the anterior portion of the cell. Dictyostelium cells at an early
stage in their developmental program are mostly unpolarized but the degree of po-
larization increases as they differentiate [28]. In contrast, once activated, neutrophils
are highly polarized.
The inability to recreate polarization suggests that the LEGI-BEN model cannot
capture all chemotactic behaviors. More features and elements need to be added, and
this will be the focus of the next chapter.
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Chapter 5
Polarity: A Missing Piece in the
Model
Chapters 2 and 3 introduced the LEGI-BEN system. The LEGI mechanism ex-
plains adaptation and gradient sensing of the chemoattractant stimuli. The EN ex-
plains the spontaneous patches of signaling activity seen in motile cells, which presum-
ably represent localized signaling events that drive cell protrusion and cell motility.
When coupled in a LEGI-BEN system, the LEGI mechanism biases the location where
these EN-generated patches occur, making their appearance more likely in the direc-
tion of the chemoattractant gradient. Chapter 4 incorporated the LEGI-BEN system
into the level set method (LSM) and recreated realistic changes of cellular morphology
driven by the signaling activities of the LEGI-BEN system. When in a chemoattrac-
tant gradient, these simulated cells migrated. The simulations also recreated some
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observed characteristic cellular behaviors, including pseudopod splitting and cring-
ing. However, we noted that these cells lacked one important characteristic: polarity.
Moreover, in our simulations of randomly generated cell protrusions (Figure 4.1D),
the localized forces caused by these heterogeneities were not sufficiently persistent to
propel the cells in a meaningful way. Thus, the cellular boundary extended in random
directions, but migration of the cell was negligible
Polarity enables cell in the absence of chemoattractants to carry out a persistent
random walk, and this persistence is a result of having pseudopodia extend in the
same direction [11, 33–36]. Cells with strong persistence make fewer turns, move for
prolonged periods of time in the same direction, and thereby effectively extend into the
surrounding regions. This suggests that persistence may have a major impact on how
cells colonize a new environment. By increasing the persistence time, cells disperse
better during food seeking [72], move longer distances during morphogenesis [73, 74]
and may escape into the environment during metastasis [75].
5.1 Polarity module
To overcome these limitations and recreate more realistic cellular behavior, we
introduced an additional module to create a polarized-LEGI-BEN system. To this
end, we incorporated in the excitable network a secondary set of feedback loops from
the cytoskeleton. These are indicated by an arrow linking protrusive stress to the
signaling element (Figure 5.1). We refer to this complete model as the polarized
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Figure 5.1: LEGI-BEN with polarity module. (A) Polarity influences the excitable
network. The polarization mechanism consists of complementary local positive (Z)
and global negative (W ) feedback loops. The inhibitory term (W ) can work either
directly on polarity (P ) or by inhibiting Z (dotted line). The latter could represent
depletion. In simulations we assumed the former. (B) LEGI-BEN with polarity
module. LEGI and polarity module together bias excitable activities. Reprinted
from [71].
LEGI-BEN.
Positive feedback loops have been a feature of most models of polarization (re-
viewed in [43,76]) based on experimental evidence that polarization is a consequence
of such loops between actin and signaling proteins [77]. In our context, a local positive
feedback loop (element Z in Figure 5.1A) biases the likelihood of subsequent activity
at the location of high protrusive stresses. Thus, because stresses are caused by local-
ized increases in signaling activity, whenever high activity occurs at one location, it is
more likely that subsequent bursts of activity will reoccur at that position. However,
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adding a positive loop is not enough to realize polarity. First, there is a lifetime to
this persistence, and so the contribution of this loop is expected to subside. Second,
without a counteracting negative feedback, the effect of the loop could increase over
time throughout the cell, and so lead to hyperactive cells. We therefore included a
global negative feedback loop that reduces the activity throughout the cell. This loop
was implemented as a separate component (element W in Figure 5.1A) that acts to
reduce polarization. A second possibility for this inhibition would be to act against
Z directly (dotted line in Figure 5.1A) as might be expected if the inhibition were in
the form of substrate depletion. Negative feedback loops are less common in models
of polarization, though several models assume mass conservation of the polarity ele-
ment, which has the same net effect [78–80]. Importantly, averaged over the surface
of the cell, the two loops cancel each other out. However, the net effect of the two
components is positive at locations of high stress and is negative elsewhere.
5.2 Polarized-LEGI-BEN
The complete model now consists of three modules: excitable network, polar-
ity module and LEGI. Here we provide a description of the system and carry out
simulations of the combined system.
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5.2.1 Mathematical description
Polarity module
The polarity mechanism is given by P = Z−W , where the individual components
are also implemented as a local excitation, global inhibition mechanisms:
∂Z
∂t
= −k−ZZ + kZσpro +DZ∇2Z (5.1)
∂W
∂t
= −k−WW + kWσpro +DW∇2W. (5.2)
For simplicity, we let DW be sufficiently high that W is spatially independent. The
polarization module is activated by signal σpro, which represents actin polymerization
and is proportional to Ysig.
LEGI
The LEGI mechanism involves three interacting processes (Figure 5.1B). An ex-
ternal signal, which represents the local level of receptor occupancy (S), drives two of
them: a fast, local excitation (E), and a slow, global (diffusible) inhibitor (I). These
two control a response regulator, which can be active (R) or not (RT −R), where we
have assumed that the total concentration (RT ) of the response regulator is constant.
The system equations are given by:
∂E
∂t
= −k−EE + kES (5.3)
∂I
∂t
= −k−II + kIS +DI∇2I (5.4)
∂R
∂t
= −k−RIR + kR(RT −R)E. (5.5)
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where r is distance from each point on the cell boundary to the location of a hypo-
thetical needle, which is either 10µm (19% gradient) or 100µm (6% gradient) away.
This equation corresponds to the steady-state solution of the diffusion equation from
a 5µm needle in radial coordinates. The gradient is not updated as the cell moves to






We assume that the signaling network behaves as an excitable network (Chapter
2, [10]). It consists of two species (Figure 5.1A). Component Xsig acts as the activator:
it is autocatalytic (it has strong positive feedback), and also activates the downstream
component—we refer to this as the feedforward loop. The Ysig component provides









− βsigXsig − γsigYsig + ρsigUsig +DXsig∇2Xsig (5.8)
∂Ysig
∂t
= δsigXsig − εsigYsig +DYsig∇2Ysig (5.9)
describes the evolution of the activities of these two species. Both components in
this subsystem can diffuse spatially, with diffusion coefficients DXsig and DYsig , re-
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spectively. The signal Usig is the input to the excitable system, which incorporates
several components: a basal level of activation (B), a stochastic component (N), con-
tribution from the LEGI response regulator (R, described above) and the polarization
component (P , described below). The contribution of each of these is additive:
Usig = B +N + λ(R−Rinit) + ϕP. (5.10)
The stochastic component is modeled as zero mean, white noise process with variance
one. Note that, in this context, the external gradient and the internally developed
polarity compete to direct cell motion.
5.2.2 Model implementation
The model and all simulations are implemented using Matlab. Simulations were
carried out in two steps. First, the PDEs for the signaling were solved around cell
perimeter by representing the cell boundary as a one-dimensional system using pe-
riodic boundary conditions. This was discretized in space using 360 points. Spatial
diffusion terms, which contain the second derivatives, are approximated by central
differences in space; and by doing that, the partial differential equations are converted
to ordinary differential equations. The solution of the stochastic differential equations
was obtained using the SDE toolbox for Matlab [81]. The time step for simulation
was set to 0.025 seconds. After solving the concentrations of all species (e.g. X, Y ,
W , and Z), we compute the protrusive force using the concentration for Y , and use
this protrusive force to update the potential function in the level set simulations, as
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described in Chapter 4. The potential function is solved on a Cartesian grid with
spatial discretization of 19 points per µm. The assignment of Y activity levels to the
protrusive force is done on a point-to-point pairing based on correspondence between
angular positions relative to the cell centroid. The level set simulations were car-
ried out using the Level Set Toolbox for Matlab using the first order forward Euler
method.
5.2.3 Parameters
The parameters are shown in Table 5.1. Parameters for the LEGI and EN compo-
nents were used in our previously published model [10]. The parameters of viscoelastic
model were obtained using by fitting experimental measurements of aspirated Dic-
tyostelium cells using a micropipette, as previously reported [56].
To choose the parameters for the polarization model we used as a benchmark that
the persistence of cells is in the order of two minutes. Since the equations driving the
polarity module are linear, the appearance of a pseudopod (represented by a sudden
increase in σpro) leads to an increase in Z followed by an exponential decay with rate
e−kzt (ignoring diffusion). Our nominal value for kZ is such that 1/kZ is approximately
1/66 seconds, which implies that the effect of that pseudopod is reduced to only
e2≈ 0.13 after two minutes. Note that during this time, more firings are possible, so
that the effect of that initial pseudopod will likely be felt for longer periods. The time
scale for the inhibitory element of the polarization module was chosen initially chosen
in the same way. To arrive at the final values, we iterated in an ad hoc fashion, making
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sure that the activity of the excitable system (X and Y ) showed some persistence in
angle, but did not become locked in one position (sufficiently large feedback through
the polarity module can lead to a bistable system).
5.2.4 Analysis methods
To measure the persistence, we used the autocorrelation function C(t), measured
at a fixed angles:
C(t) =
Σi(Yθ(ti)− µ)(Yθ(ti + t)− µ)
Σi(Yθ(ti)− µ)2
(5.11)
where µ is the mean level of signal. We also calculated chemotaxis index to mea-






After application of the gradient the cell trajectory was sampled every five seconds:
Pi. The values di are the distances from sample points Pi and Pi−1; θi is the angle
between the line connecting Pi and Pi−1, and direction of the gradient.
5.3 Results
5.3.1 Polarized excitable network in absence of stimulus
We first carried out simulation in absence of external stimulus. Simulations of the
polarized-EN system in an unstimulated cell showed persistence in the location of the
excitable behavior (Figure 5.2). For example, in the kymographs of Figure 5.2A, high
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Table 5.1: Parameters of Polarized LEGI-BEN Model
Excitable network
DXsig 0.016 µm
2/s DYsig 0.038 µm
2/s
αsig 2.5 s
−1 δsig 0.019 s
−1
βsig 2.3 s
−1 εsig 0.088 s
−1








−1 k−Z 0.015 s
−1
kW 0.035 s






−1 k−e 0.5 s
−1
ki 0.1 s
−1 k−i 0.1 s
−1
kr 0.06 s
−1 k−r 0.1 s
−1
RT 2 A.U. DI 1 µm
2/s
rn 5 µm r∞ 1 m
kUX 0.8 s
−1 λ 2
S0 0.1 A.U. (0.2 in Figure 5.8C)
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activity during the period 0–500 s was centered around −90◦ whereas, after 600 s, it
was around +90◦ (Figure 5.2B). These kymographs show that polarity had a localized
and transient biasing effect in terms of activity. However, integrating the activity of
40 simulations (each 900 s long) showed that, on average, the location of high activity
was uniformly distributed around the cell as would be expected in a randomly mi-
grating cell (Figure 5.2C). To examine the temporal effect of the polarization module
on the appearance of excitable behavior in any one direction, we computed the auto-
correlation function for the activity at fixed angles (Figure 5.2D) by choosing 10,000
angles and time points at random. Without the polarity module, the autocorrelation
decays quickly (to less than 0.2) in approximately 30 seconds. With the nominal pa-
rameter values of the polarization module, there is a decay (the initial correlation can
be accounted by the firings of the excitable system) but the autocorrelation plateaus
at approximately 0.4. Increasing the timescale of the polarization component (by
making the degradation slower can increase this plateau). Increasing the degradation
constant of Z eliminates any long-term correlation.
To observe the effect of this persistence on cell motility, we used the polarized
EN to simulate cell motility and changes in cell morphology (Figure 5.3A). These
simulations showed that unstimulated cells could move significant distances, though
the direction and net velocity were random (Figure 5.3B). Moreover, as the strength
of the polarization increased (by varying parameter ϕ), the cells drifted farther away
from the initial position, as measured by the mean squared displacement (Figure 5.3C,
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Figure 5.2: Persistent signaling events of polarized-biased excitable network. (A)
Simulation results of excitable network with polarity. Kymographs show the spatio-
temporal distribution of Ysig, Z and W . (B) Analysis of activity for the simulation
of panel A. The blue and red lines represent the activities (Ysig) along the perimeter
during the periods 70–490 s and 600–850 s, respectively. (C) Average activity of 40
simulations, each 900 s long. (D) Autocorrelation of the activity of Ysig for fixed angles
under varying scenarios on the lifetime of the polarization module. Changes in the
lifetime were obtained by varying the parameter kZ , that specifies the degradation
rate of Z. Reprinted from [71].
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D). These results follow closely observations which show that randomly migrating
Dictyostelium cells 5.5 hours into development have mean-squared displacements that
are approximately ten times higher than newly developed cells [36]. The length of
development time also correlates with the degree of morphological polarization [28].
5.3.2 Response to uniform stimuli
We next simulated the response to a spatially homogeneous stimulus. Before
stimulation, the cell displayed random spontaneous activity (Figure 5.4A, B). In re-
sponse to the stimulus, activity increased transiently around the perimeter, lasting
approximately 30 seconds. Thereafter, activity subsided throughout, before resuming
their spontaneous activity (as the LEGI mechanism adapted to the uniform stim-
ulus). In contrast to cells lacking the polarity mechanism (Figure 5.4B, bottom),
which displayed a strong secondary peak of elevated activity around 120 seconds af-
ter the chemoattractant stimulus, cells with the polarity mechanism do not exhibit
this secondary peak (Figure 5.4B, top). Consistent with our simulation results, there
is widespread experimental evidence for a second peak in early-stage less polarized
cells, but it is less pronounced (or nearly absent) in well-developed polarized cells [28].
Without the polarity module, the second peak appears because the LEGI module has
not adapted completely, and so secondary firings of the excitable system take place.
With the polarization module, the presence of an extra negative feedback loop (W )
makes these less likely, effectively eliminating them.
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Figure 5.3: Persistent random cell migration simulated using level set method with
polarized cell. (A) A cell migration resulting from the signal activity in (Figure 5.2).
(B) Centroid trajectories of six different cells during 900 s. (C) Centroids of unstim-
ulated cells with varying strengths of the polarity module’s contribution during 600 s
simulations (n = 10 each). (D) Average mean-square displacements as a function of
time for the simulations of panel B. Reprinted from [71].
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Figure 5.4: Polarized LEGI-BEN under uniform stimulus. (A) Signaling activity
(Ysig) around the cell in response to a spatially uniform stimulus at 300 s. (B) Average
activity (red) and variance (one standard deviation) for 20 simulations. Activities are
integrated around the whole cell perimeter. Top graph represents the results of the
polarized, LEGI-BEN; bottom is for the model without polarity. Reprinted from [71].
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5.3.3 Response to gradient
We next tested the effect of gradients of varying steepness (Figure 5.5). In all
cases the activity of the cell aligned preferentially in the direction of the gradient. In
19% gradients the activity was concentrated in the region around ±30◦ and lateral
pseudopods were rarely observed. In 6% gradients the response was still predomi-
nantly biased in the direction of the stimulus, but lateral pseudopods were observed
occasionally. In 1% gradients, there was alignment, but considerable more spread.
The alignment of the activity with the gradient in simulations of cells lacking the
polarity mechanism also showed dependence on the gradient steepness (Figure 5.5A,
C, E). In all cases, the activity in polarized cells showed better alignment with the
gradient and less variability. Using the level set simulations to compare the trajectory
of cells in response to these varying gradients revealed a similar gradient-dependency.
Cells responded better to the steeper gradients, as evidenced by straighter trajectories
(Figure 5.5G-I) and greater chemotactic indices (CI) (Figure 5.5J). For cells with the
polarity module, these ranged between 0.17±0.02 to 0.64±0.21 to 0.93±0.02 in 1%,
6% and 19% gradients, respectively (n = 7 in each case). These are similar to reported
values in the literature. For example, CIs of 0.2, 0.6 and 0.9 were measured for cells
chemotaxing in relative gradients of 1.4%, 4.8% and 10%, respectively [11]. The
latter gradients were imposed by a cAMP filled micropipette. In gradients created by
microfluidics, which are closer to ours since they are not formed by a point source,
CIs of 0.1–0.3, 0.15–0.4 and 0.96–0.99 have been measured in 1.25%, 2.5% [82] and
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13.2% gradients [83].
5.3.4 Response to shift gradients
One of the main differences between polarized and unpolarized cells is in the
response to changing gradients [14]. In a cell with the polarity module, we first
applied a 6% gradient, maintained this for 10 minutes, and then shifted the gradient
90◦ (Figure 5.6A). Prior to any stimulus, the cell migrated randomly. After sensing
the first gradient, the cell slowly aligned itself in the direction of the gradient and
began migrating. After the direction of the gradient changed, the cell maintained its
axis of activity and began a slow turning motion eventually realigning with the new
gradient (Figure 5.6A). A similar turning motion was observed when the direction of
the 6% gradient was changed 180◦ (Figure 5.6B).
We next repeated this simulation in a cell without the polarity mechanism (Fig-
ure 5.6C). The response in the direction of the initial gradient was similar, although
unpolarized cells lined up faster than polarized cells. Furthermore, after the change
in the direction of the 6% gradient, the cell immediately shifted its activity in the
new direction, no longer extending pseudopods in the old front but instead focusing
its activity in the direction of the new gradient (Figure 5.6C inset). Thus, the cell
trajectory exhibited a nearly 90◦ turn. Finally, we carried out this simulation in a cell
with the polarity module, but in the presence of 19% gradients (Figure 5.6D). The
response to the initial gradient was similar to the previous simulations, though the
activity in response to the steeper gradient was more focused than that toward the
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Figure 5.5: Polarized LEGI-BEN under gradient. (A-F) Radial distribution of sig-
naling activities of the model responding to 1% (A, B) or 6% (C, D) and 19% (E, F)
gradients. Panels A, C and E are for cells without the polarization module; panels
B, D, and F include this module. Data are average for ten simulations of 900 s. Red
lines denote mean value and black lines represent one standard deviation. (G-I) Sam-
ple trajectories of the cell centroid for level set simulations of cells incorporating the
polarization module under various gradients (all pointing to the right). The dotted
lines point to the starting point and lines represent individual cells’ trajectories. All
the simulations were run for 900 seconds. (J) Chemotactic indices for simulations
of cells migrating under various gradients with or without the polarization module.
Error bars denote one standard deviation based on seven simulations each. Reprinted
from [71].
71
5 Polarity: A Missing Piece in the Model
shallower gradient (as previously observed in Figure 5.5) enabling the cell to move
further along the gradient during the initial 900 s (compare the location of the cells
at 900 s in Figure 5.6A and D). After the change in gradient location, however, the
polarized cell made a sharp 90◦ turn towards the new gradient. Thus, the response of
a polarized cell to steep (19%) gradient changes was similar to that of an unpolarized
cell to shallower (6%) gradient changes. These simulations show that polarity can be
overcome by sufficiently strong gradients.
It has been observed experimentally that polarity can also be reinforced by a
period of directed movement in a gradient [25]. To investigate how the time during
which a cell is exposed to a gradient affects the development of polarity, we carried out
simulations in which the time between application of the two gradients was altered.
In Figure 5.6E, F, cells migrated in response to a 12% gradient. The location of
this gradient was changed 90◦ after either 130 (Figure 5.6E) or 430 s (Figure 5.6F).
When the initial migration time was small, the cell made a sharp turn, displaying
little polarity. However, when the cell had been migrating longer in the gradient, the
cell displayed the turning behavior associated with polarized cells. These simulations
show that, in our model, as in real cells, polarization is a property that develops
over time, and is reinforced by the time during which the cell is exposed to a stable
gradient.
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Figure 5.6: Polarized cell’s response to changes in the direction of the gradient. (A-
D) In these simulations the arrows indicate the direction of the gradient from 300-
900 s (red) and from 900-1500 s (green). Cells were unstimulated from 0-300 s. The
simulations differ as to the steepness of the gradient: 6% (A-C) and 19% (D), whether
the polarity module is active (A, B, D) or not (C), and the direction of the second
gradient: 90◦ (A, C, D) and 180◦(B). The insets show the direction of the signaling
activity relative to the cell for various time intervals. (E, F) These simulations show
the response of a cell with all its modules responding to a change in the direction of a
12% gradient for which the interval during which the first gradient is imposed varies
from 130 s (E) to 430 s (F). Reprinted from [71].
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5.3.5 Response to multiple gradients
When confronted by conflicting gradients, unpolarized, immobile cells (e.g. Latrun-
culin-treated) show elevated levels of signaling activity in the direction of both sources
[13], a response that is recreated by the LEGI mechanism on its own [60]. Here we
simulated the effect of conflicting gradients on the complete model of the cell. We
started with a circular, unstimulated cell, applied two 19% gradients 180◦ apart and
maintained these gradients no matter where the cell moved (Figure 5.7A). At first, the
cell sometimes hesitated and, in some cases, even tried to extend pseudopods in both
directions (e.g. at 120 s). However, as the cell polarized, one direction won out and
the cell migrated in this direction. In contrast, cells that lacked the polarity module
oscillated but never settled on either source. Thus, polarization enables cells to select
between two competing sources [42, 84]. We also simulated the effect of Latrunculin
treatment by setting the cytoskeletal link to the mechanical module to zero irrespec-
tive of the EN behavior. The simulated Latrunculin treated cells displayed activity in
both directions throughout the period of the simulation (Figure 5.7B). Interestingly,
however, the stochastic component in the signaling meant that, while the activity
peaks pointed towards both gradients “on average,” the relative strengths varied over
time. This stochastic behavior was also observed in cells that were stimulated with
only one gradient (Figure 5.7C). We also simulated cells that were initially moving in
response to an external gradient and to which Latrunculin was added, by gradually
reducing the link to the mechanical module. These cells rounded up though they
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continued to signal in the direction of the gradient (Figure 5.7D)
5.3.6 Generation of “mutant” behavior by altering model parameters
We next considered the effect of altering the strengths of individual loops in the
signaling network. We first reduced the strength of the negative feedback loop in
the polarization module by 50%. These cells could sense the gradient, however their
signaling response, though still pointing on average in the direction of the chemoat-
tractant gradient, was considerably broader (Figure 5.8A, top and middle cells). This
resulted in chemotaxing cells that had multiple simultaneous protrusions which, in
many cases, did not point directly towards the source. The cell morphology was quite
different from the WT cells, with a broad area facing the gradient. The net move-
ment was also slower. Cells where the negative feedback loop in the excitable network
was reduced showed similar patterns of activity [10]. We also investigated the effect
of diminishing the strength of the positive feedback loop (through Z) by 50%. The
signaling in these cells was aligned with the external gradient. However, the overall
level of activity was lower and so the cells moved only slowly in the direction of the
gradient (Figure 5.8A).
Lastly, we considered the role of the LEGI mechanism in enabling directional
migration. We applied gradients to the cell in which the LEGI inhibitor was not
regulated by receptor occupancy but is instead kept constant at the basal level. This
prevents the LEGI mechanism from adapting to spatially uniform stimuli, although
chemoattractant gradients are still sensed and pass on the directional signal to the ex-
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Figure 5.7: Effect of conflicting gradients. (A, B) In these simulations, two 19%
gradients were applied 180 degrees apart. Panel A shows the response of a cell with
all components; Panel B is that of a cell lacking motility and polarization. (C)
Response of an immobile cell to a single 19% gradient. (D) Level set simulation of
cell migration under gradient (applied at 0 s) with Latrunculin treatment at 300 s.
The total simulation time is 600 s. Reprinted from [71].
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citable network. These cells could migrate in the direction of the gradient, though the
effectiveness was significantly impaired (Figure 5.8B). When we raised the midpoint of
the chemoattractant signal, as might be expected when cells approach a chemoattrac-
tant source, the chemotactic efficiency was further impaired compared to WT cells
(Figure 5.8C). Comparing the activity of the EN in both situations (Figure 5.8D)
shows that the lack of adaptation causes the level of activity to rise throughout the
cell perimeter, and this has a negative effect on movement, as multiple pseudopods
can occur simultaneously and in the wrong direction. This was not the case for cells
with an intact LEGI mechanism, where the inhibitor filters out the mean level of
chemoattractant (Figure 5.8D).




= −k−EE + kES (5.13)
∂R
∂t
= −k−RR + kR(RT −R)E. (5.14)
5.3.7 Parameter sensitivity analysis
We also carried out parameter sensitivity analysis on several components of the
system. Previously, we have demonstrated that the LEGI mechanism is extremely
robust to parameter variations. The parameters in the mechanical model were ex-
perimentally obtained [56], and tested previously. For this reason we focused our
analysis on the polarization module and the excitable network. We had previously
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Figure 5.8: Response of cells with altered modules. (A) Response to a chemoat-
tractant gradient of cells with reduction in feedback strengths in W or Z by 50%,
compared to WT cells. (B, C) Response of a cell to a gradient in which the LEGI
inhibitor is not regulated by receptor occupancy assuming that the midpoint in gra-
dient concentration is changed. The bottom cell in panel C shows the response of
a WT cell in response to the increased midpoint concentration. (D) Directional dis-
tribution of the responses from panels B (blue) and C (red) with different gradient
midpoints. Dotted lines show the corresponding distributions for the model with the
LEGI module. Reprinted from [71].
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carried out sensitivity analysis on the latter, but because the polarity module acts
in feedback with this, we included it in this analysis. This consisted of varying the
nominal degradation/production rates and observing the spatial distribution of X
and Y , which show similar patterns. Because these drive the mechanical model in
open loop, we did not do extensive tests on morphology, being constrained by the
computational burden of the level set simulations.
Our results show that small changes (±20%) in the rates controlling X and Y
can have quite a strong effect on the excitable behavior (Figure 5.9), as we noted
previously [10]. These small differences in the rates of Z and W do not affect the
spatial distribution of activity much or the peak levels of activity. To probe the
robustness of the polarization module further, we also considered large (×10 or×1/10)
changes in the parameters of the polarization module (Figure 5.10). Changes of this
size on the rates of W change the spatial distributions of Y , but by values smaller
than the change in the parameter. For example, increasing the degradation of W ten
folds only increased the peak activity level by approximately 60%; decreasing this
rate to 1/10th its nominal value decreased the peak level of activity to approximately
half. Moreover, the spatial distribution was largely unaffected. Changing the rates
of Z had the greatest effect.
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Figure 5.9: Parameter sensitivity. The top one uses the denominated parameters.
These plots show the spatial distribution of Y under various parameter perturbations.
Red line shows the mean level of activity for twenty, 900 s simulations. The shaded
grey area represents one standard deviation. Reprinted from [71].
80
5 Polarity: A Missing Piece in the Model
0.06
0
W degradation 10% W degradation 1000% W production 10% W production 1000%











































Figure 5.10: Parameter sensitivity for polarization. The top one uses the denominated
parameters. These plots show the spatial distribution of Y under various parameter
perturbations in the polarization module. Red line shows the mean level of activity
for twenty, 900 s simulations. The shaded grey area represents one standard deviation.
Reprinted from [71].
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5.4 Discussion
5.4.1 Modular framework of the polarized-LEGI-BEN accounts for most
experimental observations
None of the current proposed models can account for all the features of chemotactic
cells introduced in Chapter 2. As shown in [71], the modular framework of the
polarized LEGI-BEN model accommodates all of these behaviors and experimental
conditions whereas earlier models only account for various subsets of them.
The overall network topology has similarities with previously published mod-
els. Edelstein-Keshet and coworkers have proposed a number of models for cell
polarity, motivated by the front-back appearance of Rho GTPases observed in neu-
trophils. Our model is similar to one of their proposed models (Model 4 in [85]).
There, multiple positive feedbacks (or double negative feedback loops, for example
RacaRhoaCdc42→Rac, Rac→PIP3→Rac, RacaRhoaPIP3→Rac) generate a bistable
system. While no direct negative feedback loop is included, each of the GTPases is
found in both active and inactive states, and so substrate depletion (the inactive
states of the GTPases) can be considered as a negative feedback loop.
The combination of EN and Polarity modules is also comparable to a model
proposed by Meinhardt [86] (who did not differentiate between the different pro-
cesses that comprise chemotaxis) to explain chemotaxis. This model involved a pos-
itive feedback loop counterbalanced by two negative feedback loops - one local, the
other global. Our combined Polarity-EN (excluding the LEGI mechanism) has two
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negative feedback paths, one that is local (Xsig→YsigaXsig), and the other global
(Xsig→Ysig→WaP→Xsig). If we combine the two positive feedback loops of the ex-
citable network (Xsig→Xsig) and the polarization model (Xsig→Ysig→Z→P→Xsig)
then the topology of the models is similar. Neilson et al. carried out level set simula-
tions of the Meinhardt model and generated results similar to ours for polarized cells,
including pseudopod splitting, persistent random migration and turns in response to
shallow gradients changing direction [87].
Models without a LEGI mechanism, or with only one positive feedback loop, miss
out on a number of important aspects of the overall response, however. These models
do not adapt when given spatially uniform stimuli and cannot recreate the complex
biphasic responses observed. Cells without an adaptation mechanism do not adjust
sensitivity when the midpoint of the gradient is raised and hence perform less efficient
chemotaxis (Figure 5.8C, D). These simulations, however, show that adaptation is
not absolutely required for chemotaxis. In fact, it is known that the response of
migrating fibroblasts to uniform PDGF stimulation does not adapt, though these
cells can only respond to gradients over a relatively narrow range of chemoattractant
concentrations [88], as in our simulations of cells lacking the LEGI mechanism. In
models with a single positive feedback loop, the simulated cells are always polarized.
In reality, polarized and unpolarized cells can coexist in a population and cells can
acquire increased polarity during a period of directed migration.
The ability of the polarized LEGI-BEN to simulate cell movement under a num-
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ber of varying scenarios illustrates the relative complexity and sophistication of the
chemotactic signaling machinery. Experiments have demonstrated that the pathways
governing chemotaxis have considerable redundancy at the biochemical level [1]. Our
simulations show a similar redundancy at a systems-level, as they demonstrate that
directional migration can be achieved without a LEGI mechanism (Figure 5.8C, D),
or without polarity (Figure 4.2B). However, both mechanisms improve efficiency. As
argued above, the LEGI mechanism allows the cells to respond to chemoattractant
gradients over a wide range of mid-point concentrations. The polarity mechanism
enables cells to migrate persistently in the absence of chemoattractant gradients and
allows them to use the small directional bias obtained from the gradient to focus most
activity towards the source (Figure 5.5B, D).
5.4.2 Experimental assessment of the model
Here we suggest some possible experimental tests of our polarized LEGI-BEN
model.
1. One assumption in the model is that the time-scale of adaptation (minutes)
is longer than that of the excitable network (20–30 s). This can be tested by
exposing cells to chemoattractant for several minutes, thus elevating the level
of the global inhibitor in the LEGI module, and then removing the stimulus.
Since excitation (E) is predicted to fall more rapidly than the inhibitor (I), the
output of the LEGI module will transiently drop below its basal level. During
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this period of time, the spontaneous firing of the excitable network as well as
its ability to be triggered by external stimulus will be decreased.
2. Currently the major evidence for excitability is observation of propagating
waves. Further evidence of excitability could be obtained by testing whether
cells generate all-or-none responses to supra-threshold stimuli, and whether they
display a refractory period to repeated stimuli. According to our model, these
hallmarks of excitable behavior should be largely independent of the actin cy-
toskeleton.
3. Treatment of cells with inhibitors of the cytoskeleton not only stops motility but
also removes the polarity [13]. According to our model, without the mechanical
or polarity module, a biased excitable network remains and activity is biased
towards the gradient (Figure 5.7C). We have recently found this prediction to
be true when observing the dynamics of Ras and PI3K activity in cells treated
with latrunculin in a steady gradient.
4. Our model hypothesizes that the persistence observed in unstimulated cells is
due to the same mechanism (the polarization module) that leads to polarized
cells. One way to test this would be to track, in the absence of chemoattractant
stimulus, the persistence of genetically modified cells that show poor polarity
(e.g. cells lacking tsunami [89] or dynacortin [90]).
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5.5 Summary
This chapter has described a mathematical model which is composed with sev-
eral separable but interconnected modules: motility, gradient sensing and polarity.
These modules are represented with reaction-diffusion equations. Migration and the
accompanying changes in cellular morphology are demonstrated in simulations using
a mechanical model of the cell cortex implemented with the level set framework. The
central module is an excitable network that accounts for random migration. The
response to combinations of uniform stimuli and gradients is mediated by a local
excitation, global inhibition module that biases the direction in which excitability
is directed. A polarization module linked to the excitable network through the cy-
toskeleton allows unstimulated cells to move persistently and, for cells in gradients, to
gradually acquire distinct sensitivity between front and back. Coupling all modules
together, we can recreate a complete set of various behaviors observed in chemotaxis
cell, while other models fail to do so. This modular view not only demonstrates the
internal structure of each module but also how cell coordinate different modules to
realize its cellular functions.
When the direction of a shallow gradient is changed, polarized cells slow turn
in the direction of the new gradient. In contrast, the turn is more abrupt in steep
gradients [15]. Chemotaxis may represent another situation in which persistence could
be critical, because cells moving without persistence need a chemotaxis bias for each
new pseudopod, while cells moving persistently will accumulate directional accuracy
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at each subsequent pseudopod. In the LSM simulation under gradient (Figure 4.2B),




A Cytoskeletal Oscillating Network
Excitable behavior was first observed in the several cytoskeleton proteins [19,
21–23]. Observations by total internal reflection fluorescence microscopy (TIRFM)
revealed propagating waves of recruitment of actin-binding proteins and suppressor
of cAMP receptor (SCAR) subunits to the cell cortex. This recruitment could be
influenced by chemoattractant stimulus. More recently, observations of Ras and PIP3
waves have demonstrated that excitability is also found in the signaling network that
is upstream of the cytoskeleton [10]. These observations also suggest that many, if
not all, components of the signaling network display similar excitable behavior which
can be perturbed in a defined manner by chemoattractants. Thus, a single excitable
network was introduced to account for this excitability (Chapter 2 and [10]).
Recently, however, a new experimental technique has allowed us to have a better
look at these excitable activities and suggest a new scheme in which the signaling
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network and the actin cytoskeleton behave differently [91]. These findings require
modifications to the current excitable network (EN) model. This new model scheme
is the focus of this chapter. Before describing the modifications of the model, however,
we summarize their findings so as to motivate the new model.
6.1 An excitable signal integrator couples to an idling cy-
toskeletal oscillator
Our collaborators, Chuan-Hsiang Huang and Peter Devreotes, developed a new
technique, in which all the frames of a TIRF time-lapse video are stacked to create
a three-dimensional kymograph (Figure 6.1A, B) [91]. This technique, which they
called t-stack, facilitates the analysis of the spatiotemporal evolution of signaling
events. The t-stack can be rotated to view the lateral surface, which represents the
dynamic activity near the edge of the basal surface of the cell. t-stacks reveal features
of the dynamic activities of biosensors that are not readily apparent by observation
of the videos. This technique was then used to investigate excitable behavior in
chemotaxis cells.
6.1.1 The fast oscillatory cytoskeletal network
We first focused on the cytoskeletal network. The dynamic behavior of cytoskele-
tal events can be observed using the SCAR/WAVE component HSPC300 and an
actin polymerization sensor, LimE∆coil, hereafter abbreviated as LimE. t-stacks of
cells expressing either HSPC300-GFP or LimE-RFP unexpectedly revealed rapid os-
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cillatory activity at convex, non-expanding points around the perimeter of the basal
surface of the cell (Figure 6.1C, D). These oscillations had a period of approximately
10 s, which was much shorter than the typical interval between pseudopods.
The cytoskeletal activities exhibited a number of features. First, within the same
cell, the oscillations at different spots were not in phase with each other, nor did they
have identical frequencies (Figure 6.1E). Second, oscillations could also be found in
cells lacking the G-protein β-subunit, in cells lacking the PIP3 phosphatase PTEN, in
cells treated with the PI3K inhibitor LY294002, and in cells expressing constitutively
active RasC. These results suggested that these rapid cytoskeletal oscillations do
not require signal transduction events but did need actin polymerization, which is
preceded by the nucleation promoting activity of the SCAR/WAVE complex. Third,
t-stacks from interior regions of cells showed transient non-oscillatory activities of
LimE across the cell bottom. We refer to this as the cytoskeletal oscillatory network
(CON).
6.1.2 The slow excitable signal transduction network
In contrast to the cytoskeletal events, the activities of signal transduction markers,
which propagated in expanding waves across the basal surface of the surface, were
broader and lasted longer. The progression of a wave is clearly seen by the profiles of
temporal changes in intensity (Figure 6.2A). The propagating waves of fluorescent-
tagged RBD or PH-domain suggest that the signal transduction network is excitable.
Whereas Latrunculin at 1µM blocked cytoskeletal oscillations, the propagating waves
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Figure 6.1: Fast oscillations of the cytoskeletal activities revealed by t-stacking. (A, B)
A t-stack generated by stacking frames of a TIRF video of a cell expressing HSPC300-
GFP. (C) Intensity plot (blue) and plot of difference between successive points (red)
of an oscillatory region. Peaks of the intensity plot were interpolated from the zero
points of the difference plot (dashed lines). The means±s.d. of intervals between
peaks (n = 178 cycles from 16 cells) is shown. (D) t-stacks from a cell co-expressing
HSPC300-GFP and LimE-RFP (top), and the corresponding intensity plots along
an oscillatory region on the periphery (bottom). Dashed lines mark the interpolated
peaks. The mean±s.d. of lags between the peaks of HSPC300 and LimE intensity
(n = 117 cycles from 16 cells) is shown. Frame rate: 1 spf. (E) Timing of peaks
of LimE intensity in five oscillatory regions (1-5) within the same cell. Reprinted
from [91].
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of RBD and PH persisted at 5µM, although Latrunculin treatment did reduce the
frequency of new PH patches (Figure 6.2B), suggesting that the cytoskeletal activities
may promote the initiation of signaling events.
The RBD and PH activities were nearly co-localized (Figure 6.2C), but the t-stacks
of RBD and PH activities were smooth, indicating the absence of fast oscillations
(Figure 6.2D). These evidences suggest that Ras, PIP3 and other signaling network
components are in excitable state and are in a different module with cytoskeleton
network. We call this network the signal transduction excitable network (STEN).
6.1.3 A STEN-CON coupling model of cell migration
Examination of the cortical recruitment of co-expressed LimE-RFP and RBD-
GFP showed RBD and LimE signals were both elevated in large expanding regions
(brackets), whereas LimE oscillations unaccompanied by RBD were present in non-
expanding regions (vertical rectangles) (Figure 6.3A, B). Closer examination revealed
LimE oscillations were correlated with the small amplitude undulations of the cell
boundary and signal transduction events drive the expansion of cytoskeletal activ-
ities in protrusions. Although LimE and RBD activities were both elevated in the
expanding regions, their localizations were not identical, with LimE restricted to a
thin region near the edge and RBD distributed over a substantial area of the pro-
trusion. Moreover, LimE recruitment occurred in bursts, whereas RBD exhibited a
smoother change over the entire event.
Taken together, these new findings suggest that the signaling and cytoskeletal
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Figure 6.2: The slow, excitable signaling network. (A) Frames from time-lapse TIRF
videos of HPSC300-GFP in a cell in 1 µM Latrunculin (upper), and PH-GFP in a cell
in 5 µM Latrunculin (lower). (B) (c) The effect of Latrunculin on the frequency of
new PH-GFP patches (mean±s.d., n = 18 and 28 cells, P < 0.001, Student’s t-test).
(C) Rac activity correlates with the dynamics of the signaling network. Frames from
a time-lapse TIRF video of a cell co-expressing PAK1(GBD)-YFP and PH-RFP. (D)
t-stack of a cell expressing the Rac biosensor PAK1(GBD)-YFP showing the absence
of fast oscillations. Reprinted from [91].
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events belong to two different networks with distinct characteristics, which are des-
ignated as the signal transduction excitable network (STEN) and the cytoskeletal
oscillatory network (CON), and that cell migration depends on STEN-CON coupling
(Figure 6.4A, B). In this coupling model for cell migration, shown schematically in
Figure 6.4A , the CON provides the “idling” motor force, which by itself drives only
small-amplitude undulations. In large protrusions, the CON is engaged by the activ-
ity of the STEN, which acts as the “pacemaker” for cell migration. As a wave of signal
transduction activity propagates, it prevents the retraction of expanded areas during
the down phase of the cytoskeletal oscillation or completely shifts existing or newly
initiated cytoskeletal activities beyond the oscillatory mode to a continuously active
state. In either case, the coupling of STEN and CON leads to a widening protrusion.
The STEN will fire when the threshold is crossed, whether owing to internal noise or
feedback from the CON. The STEN can also be modulated by a variety of external
stimuli and perturbations
6.2 The STEN-CON coupling model
The new findings suggest that the signaling and cytoskeletal events belong to
two different networks with distinct characteristics, which are designated as the sig-
nal transduction excitable network (STEN) and the cytoskeletal oscillatory network
(CON). These two networks are separable but also interconnected. They cooperate
together biologically to direct cell migration. Thus, a single excitable network, as in
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Figure 6.3: Coupling of signal transduction and cytoskeletal networks in protrusions.
(A) t-stacks from two cells co-expressing RBD-GFP (left) and LimE-RFP (right). In
each panel, the cell on the right extends three large protrusions (brackets) during
the imaging period. The outlined area on the non-extending cell on the left shows
oscillations in LimE-RFP without apparent oscillations in RBD-GFP. (B) t-stacks
from another cell co-expressing RBD-GFP and LimE-RFP and used for quantitative
analysis. The brackets point to two protrusions with high RBD and LimE, which
appear yellow in the merged t-stack (third panel). The “protrusion” t-stack shows
regions of cell boundary increases in blue (fourth panel). Reprinted from [91].
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Figure 6.4: The STEN-CON coupling model. (A) In the STEN-CON coupling model,
inputs from various sources enter STEN at different points. When the integrated
input reaches a threshold level, STEN becomes fully activated and by coupling to
CON causes large protrusions. Without STEN activation, the cytoskeletal oscillations
cause only small-amplitude undulations of the cell boundary. (B) Schematic of the
links between components of the STEN and CON. Red arrows highlight the links
demonstrated in this study. Reprinted from [91].
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the model described in Chapter 4, is not sufficient to describe the complete system.
Therefore, we dissect the excitable network (EN) into two interconnected subsystems,
describing STEN and CON, respectively (Figure 6.5A).
6.2.1 Signal-Transduction Excitable Network (STEN)
The STEN is similar to the previously described EN. It has two species (Fig-
ure 6.5B). Component Xsig acts as the activator: it is autocatalytic and also activates
the downstream component-we refer to this as the feedforward loop. The Ysig com-
ponent provides negative feedback to Xsig. In the absence of stimulus, phase-plane
analysis shows the STEN system has a single steady state that is stable (Figure 6.5C).
The solid black circle represents the unique, stable equilibrium, found at the intersec-
tion of the two nullclines. The blue arrows represent the system evolution at different
points in the phase plane. Two different trajectories are denoted by the black lines.
The dotted black line represents a sub-threshold perturbation from which the system
returns quickly to the equilibrium. The solid black line illustrates a super-threshold
perturbation that causes the system to undergo a large excursion before returning to
the equilibrium.









− βsigXsig − γsigYsig + ρsigUsig +DXsig∇2Xsig (6.1)
∂Ysig
∂t
= δsigXsig − εsigYsig +DYsig∇2Ysig. (6.2)
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The difference between this system and that describes earlier is in the input: Usig,
since there is feedback from CON to STEN. Usig consists of a basal level of activation
Bsig and the contribution from the fast system (f(Xcon), described below):
Usig = Bsig + f(Xcon). (6.3)
Note that in contrast to the biased-excitable network described previously, here we
do not incorporate the contribution of receptor signaling. Were this to be included,
it would be as an additional term in Usig. We also do not incorporate a stochastic
component directly into the slow system, but instead achieve this through the faster
system. However, such a stochastic component could explain the signaling patches
observed in Latrunculin-treated cells.
6.2.2 Cytoskeletal Oscillatory Network (CON)
The CON can also be described as an activator (Xcon)-inhibitor (Ycon) system
(Figure 6.5D). In fact, the form of the equations used to described the CON is identical








− βconXcon − γconYcon + ρconUcon +DXcon∇2Xcon (6.4)
∂Ycon
∂t
= δconXcon − εconYcon +DYcon∇2Ycon. (6.5)
However, this system is now required to represent an oscillatory pattern of activity
with period of approximately 10 s. Systems involving cubic nullclines such as those
described Figure 6.5E can be oscillatory, as in the popular relay oscillator. In our
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system, however, we chose the coefficients so that, in the absence of noise or a contri-
bution from the slow network (Ncon = 0, g(Xsig) = 0), the system has three steady
states, two of which are stable and the other unstable. These two stable steady
states are such that small, but superthreshold perturbations, make the system switch
from one equilibrium to the other, resulting in oscillatory-like behavior. In this case,
noise endows the system with oscillatory behavior. The phase-plane is shown in
Figure 6.5E. Red and green lines are nullclines for the activator and inhibitor compo-
nents, respectively. Thus, the system behaves as a stochastic, bistable oscillator. In
this case the system has three equilibria, at the points where the nullclines intersect.
The solid black circles denote two stable equilibria, the open black circle the unique,
unstable equilibrium. The blue arrows represent the evolution at different points in
the phase plane. Trajectories are denoted by the black lines.
The input to this system (Ucon) consists of three parts:
Ucon = Bcon +Ncon + g(Xsig). (6.6)
Note that the STEN and CON systems are interconnected. STEN directs CON by
interrupting and synchronizing oscillations. STEN receives not only upstream signal
(e.g. LEGI) but also feedback from the CON.
6.2.3 STEN-CON Coupling
The two systems are coupled in a bidirectional manner. However, because the only
external input to the coupled system is through the external stochastic component
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Figure 6.5: Model of coupled STEN-CON System. (A)The behaviors of the STEN and
the CON were modelled using reaction-diffusion equations describing slow (Xsig, Ysig
) and fast (Xcon, Ycon ) activator-inhibitor systems solved in one dimension around a
circle. (B) The slow excitable system is implemented as an activator (Xsig)-inhibitor
(Ysig) system. (C) Phase-plane plot of the slow excitable system. Red and green
lines are nullclines for the activator and inhibitor components, respectively. (D) The
Fast oscillatory system is also implemented using an activator (Xcon)-inhibitor (Ycon)
system and also incorporates the influence of stochastic perturbations. (E) Phase-
plane plot of the fast oscillatory system. Reprinted from [91].
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of the fast system, perturbations from the respective equilibria have to be initiated
through the fast system.
The function f(Xcon) in Equation 6.7 is used as a trigger to the slow system based
on the activity of the fast system. First, at each angle θ0∈(−π, π] along the perimeter





We used a width of ∆θ = 15◦. This is used to generate a switch-like function:
h(Xcon(θ)) =

0, if X̃con(θ) < X̃con−th
1, otherwise.
The coupling term f(Xcon) is obtained by multiplying this function by a white-
noise component:
f(Xcon(θ)) = h(Xcon(θ))Ñcon, (6.7)
which represents a probabilistic component of the activation. Here Ñcon is a white
noise process with unit variance and a mean of 0.05.
After the slow system is triggered, the high activity of Xsig starts to regulate and
synchronize the fast system. During the time that the slow system fires up, high input
from g(Xsig) drives the fast system into a higher stable steady state. After g(Xsig)
vanishes, the fast system resumes an oscillatory mode. The function of g(Xsig) is
101
6 A Cytoskeletal Oscillating Network
simply described with an “on-off” switch function:
h(Xcon(θ)) =

gB, if Xsig(θ) < Xsig−th
gs, otherwise.
6.2.4 Parameters
The model includes a number of parameters. Our starting point for choosing
these was the previous model of the biased excitable network [10]. However, we
adjusted these parameters so that the activity of the slow system spreads out to
about 50 degrees around the perimeter and that the activities last about 100 s, to
match the observed experimental behavior of the STEN. These changes were made
by reducing the parameters that dictate the speed of the system and by altering the
relative contribution of the two diffusion coefficients. For the fast system we chose
the parameters so that the system had two stable equilibria (by changing the slope of
the Ycon nullcline). We also adjusted the speed of the system so that the oscillations
lasted about ten seconds. This is accomplished by adjusting the level of the noise.
The final parameter values are given in Table 6.1.
6.2.5 Model implementation
The model and all simulations were implemented using Matlab. The cell bound-
ary was represented as a one-dimensional system using periodic boundaries and dis-
cretized using 360 points. Spatial diffusion terms, which contain the second deriva-
tives, were approximated by central differences in space (in one dimension); and by
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Table 6.1: STEN-CON model parameters
STEN
DXsig 0.0059 µm
2/s DYsig 0.0151 µm
2/s αsig 0.7 s
−1
βsig 0.63 s
−1 γsig 2.35 s
−1 δsig 0.0051 s
−1
εsig 0.024 s





2/s DYcon 0.0236 µm
2/s αcon 0.19 s
−1
βcon 0.18 s
−1 γcon 0.65 s
−1 δcon 0.0011 s
−1
εcon 0.0067 s




Xcon−th 7 A.U. Xsig−th 0 A.U.
gB 1.25 A.U. gsig 1.3 A.U.
doing that, the partial differential equations were converted to ordinary differential
equations. The solution of the stochastic differential equations was obtained using
the free SDE toolbox for Matlab [81]. The time step for the simulation was set to
0.025 s.
To determine the effect of the model activities on the shape of a cell we used a
level set framework to simulate cell shape changes as previously described (Chapter
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4) with one modification: the volume conservation was not implemented, since we
wanted to compare our simulations with TIRFM images, which represent the basal
surface of the cell. The latter can change in size depending on the cell-substrate
contact area.
6.3 Results
We first carried out simulations for unstimulated cells. In a kymograph, the STEN
system displayed random patches representing excitable activities which were only
activated when CON activities were above a given threshold (Figure 6.6A). At the
same time, the CON system displayed oscillatory behavior around the cell membrane
(Figure 6.6B). The oscillations had a period of about 10 s.
We also recapitulated different modes of the CON with or without STEN activ-
ity. We observed oscillations in the absence of activity of the STEN (region 1 in
Figure 6.6A, B), and the broadening of the CON activities accompanied by the ac-
tivation of the STEN while preserving the characteristic time constants (region 2 in
Figure 6.6A, B). This broadening and synchronization represents STEN’s regulation
on CON.
We further used the activity of the coupled systems to drive the movement of the
boundary of a cell and simulated realistic behavior using level set method. Using
the boundary to represent the edge of the basal cellular surface we produced t-stacks
resembling those derived from TIRFM videos of real cells (Figure 6.6C). Our results
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recreated the experimental observations.
6.4 Summary
The STEN-CON coupling model provides a framework for understanding cell mi-
gration. The “idling” activity of the CON provides the force, but it is the “pacemaker”
activity of the STEN that determines the timing and size of protrusions in migrating
cells. We have developed a mathematical framework to model these two separable
and interconnected modules. Our simulations successfully recreated the experimental
observations.
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Figure 6.6: Simulation of STEN-CON coupling. (A) Kymograph describing the ac-
tivities of the slow (Ysig) and fast (Ycon) systems around the perimeter of the circle
using a jet color map. (B) Intensity plots of the slow and fast systems corresponding
to rectangles 1 and 2 in A. (C) The activities of the slow and fast systems were used
to control the boundary of a hypothetical cell. t-stacks of the activities of Ysig and
Ycon on the boundary of the hypothetical cell with a grey color map corresponding
to the period from 100 to 250 s (red rectangle) and 350 to 500 s (blue rectangle) in A
are shown. Reprinted from [91].
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Chapter 7
A Modular View of Chemotaxis
Previous chapters argued the suitability of a modular view for studying the chemo-
taxis. This modular view originates from the fact that the chemotactic system itself
displays separable activities, in gradient sensing, motility and polarity. This modular
approach is particularly useful to study complex system when there is only partial
understanding of the network. With the development of new techniques and new
discoveries, we can both improve our understanding, not only by updating existing
models, but also by adding new modules without altering the overall behavior of the
other modules.
To date, we have introduced a number modules: the local excitation, global inhi-
bition (LEGI) mechanism, the signaling transduction excitable network (STEN), the
cytoskeletal oscillatory network (CON), and the polarity mechanism (POL). These
are all conceptual modules. We have not assigned biochemical entities to specific
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model components or modules. This abstract settings allows us to understand the
underlying core functional mechanism despite the complex signaling pathways.
This chapter will develop a complete model by assembling LEGI, STEN, CON
and POL modules.
7.1 A complete scheme
The complete model is described in Figure 7.1. Chemotactic cells employ a LEGI
mechanism to perceive chemoattractant signals through receptor and subsequently
bias downstream signaling events. The LEGI mechanism’s core functionalities are
adaptation and gradient sensing. The STEN is the central module in this scheme.
The STEN displays excitability and can amplify the gradient sensed from LEGI to
generate more distinct front-back regions so as to guide cell migration. The intrinsic
cellular polarity feeds to the STEN to interact with external signal. CON provides
cell with “idling” motor force and also promotes intrinsic polarity. POL works as a
bias to maintain cell polarization. Our modular constructions are based on biological
observations.
7.1.1 Mathematical description
All the modules have been described in detail in previous chapters. I will only
describe the linkage between the modules.
The input to STEN is denoted by Usig, which consists of output of LEGI (R),
intrinsic polarity (Z −W ):
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Usig = B +N + λ(R−Rinit) + ϕ(Z −W ). (7.1)
where, B is a basal level of activity and N is the white noise. The regulation of STEN
to CON is described by a ‘on-off’ switch function:
h(Xcon(θ)) =

gB, if Xsig(θ) < Xsig−th
gs, otherwise.
(7.2)
The CTON activates the POL module by a switch function:
h(Xpol(θ)) =

PB, if Xcon(θ) < Xcon−th
Ps, otherwise.
(7.3)
The parameters are shown in Table 7.1
7.2 Results
Simulations were carried out on a circular periodic boundary discretized by 360
points, using Matlab as previously described. The time step was 0.025 s.
7.2.1 In absence of stimulus
Without stimulus, localized patches of activity in STEN appear randomly. As
seen in the kymograph of a cell in the absence of stimulation, it is clear that patches
of activity can appear simultaneously, either far from each other (Figure 7.2) or suffi-
ciently close to give the appearance of a single, wider crescent. Among these random
activities,some are more persistent than others because of the contribution from the
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Figure 7.1: A complete scheme of chemotaxis. In this scheme, there are four modules:
LEGI, STEN, CON and POL. LEGI perceives chemoattractant signals through recep-
tor and biases the STEN excitable activities. STEN amplifies signal from LEGI and
directs cytoskeletal activities. CON oscillates at cell boundary and provides “idling”
motor force. POL is intrinsic cell polarity.
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Table 7.1: Coupling of modules
STEN input
B −0.063 A.U. Rinit 1.25 A.U.
λ 2 ϕ 2
STEN to CON
Xsig−th 0.3 A.U.
gB 1.29 A.U. gs 1.25 A.U.
CON to POL
Xcon−th 0.07 A.U.
PB 1 A.U. Ps 0 A.U.
POL module. These persistent activities can last several hundred seconds before the
cell resumes seemingly random firings. The CON responses display oscillatory be-
haviors at the cell boundary. Wherever the STEN fires, the CON oscillations are
synchronized and increase in size. These wider activities propel the cell. The CON
also activates the POL network wherever STEN fires, leading to persistent activity
7.2.2 Uniform stimulus
A uniform stimulus applied at 300 s gave rise to a burst of activity that covered
nearly the entire perimeter of the cell (Figure 7.3). This response subsided rapidly
by 30 s due to the negative feedback loop within the STEN. Eventually, the system
adapted and the spontaneous activity returned completely to the prestimulus level,
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Figure 7.2: Simulated cell behavior in absence of stimulus..
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as the response regulator disappeared. The CON was also activated all around cell at
time slightly delayed after STEN. This process generated protrusive forces all around
the cell membrane which correspond to cell “cringing.”
7.2.3 Gradient
We next simulated the model’s response to the application of a spatial gradient to
the cell. The application of a chemoattractant gradient caused a sudden increase in
the activity of the STEN across the cell. As observed in the spatially homogeneous
input, this activity disappeared. Thereafter, a series of localized patches appeared
with temporal regularity, primarily aligned with the external gradient (Figure 7.4).
The activities of the CON and POL modules also increased along this axis.
7.3 Discussion: corresponding biological networks
The modular framework of the polarized LEGI-STEN-CON model gives rise to the
entire spectrum of reported behaviors of cells but it is a conceptual model where indi-
vidual biochemical entities are not assigned to specific model components or modules.
An advantage of the modular approach is that, as additional data becomes available,
the biochemical network within each module can be modeled in detail without al-
tering the overall behavior of the other modules. Nevertheless, we can use several
criteria to begin to assign various biochemical entities to the different modules (Table
7.2). First, the kinetic behaviors of certain biochemical and model components match
under different conditions. Second, when levels of components and strengths of feed-
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Figure 7.3: Simulated cell response to a spatially uniform stimulus.
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Figure 7.4: Simulated cell behavior with gradient stimulus.
115
7 A Modular View of Chemotaxis
Table 7.2: Putative model components
Modules Possible components
LEGI Chemoattractant receptors (GPCRs), G-proteins,
global inhibitor (unknown)
Excitable Network Ras GTPases, Ras GEFs, Ras GAPs, PI3K,
PTEN, PIP3, TorC2, PDKs, PKBs, PKB sub-
strates, Rho family GTPases
Protrusion Scar complex, Arp complex, formins, actin, actin-
binding proteins
Polarity Cytoskeletal proteins, membrane tension
backs within modules are varied, our simulated cells can “phenocopy” the behavior
of various loss- and gain-of-function mutants.
We propose that the LEGI module incorporates the “upstream” components of
the receptor signaling pathway (the chemoattractant-sensing GPCRs and associated
G-proteins). Receptor-mediated G-protein dissociation is consistent with the local
excitation process since during uniform or gradient stimulation they both rise rapidly
and reach a steady-state level proportional to the level of receptor occupancy. Un-
fortunately, the biochemical identity of the global inhibition process that is expected
to rise slowly and balance the persistent G-protein dissociation to bring about adap-
tation remains unknown. The receptors and G-proteins are not part of the excitable
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network since cells in the absence of chemoattractant or lacking G-protein function
display excitability [48].
We propose that Ras and PI3K activity as well as other components traditionally
viewed as elements of signal transduction pathways are part of the excitable network.
Some of these, including Ras, PIP3, and Rac display excitable behavior such as wave
propagation along the basal surface of the cell. Furthermore, constitutive Ras activity
and inhibition of PIP3 degradation cause excessive cytoskeletal activity and cellular
extensions while inhibition of PI3K activity reduces this spontaneous activity. We
have also included many signal transduction components that either regulate, or are
regulated by, Ras, PI3K, or Rac in this module. While biosensors are not available
to directly test the premise, the participation of these components in propagating
waves is expected since most of them behave coordinately with Ras and PI3K during
uniform chemotactic stimulation.
The CON consists of SCAR/WAVE, Arp2/3, F-actin (represented by LimE and
dynacortin), and coronin, which all show rapid oscillations. The temporal relationship
and the fact that it is involved in actin depolymerization suggest that coronin may
be part of a negative feedback loop in the CON.
The polarity module is likely to include both cytoskeletal and signaling proteins
and well as “polarity-specific” components. Cells with elevated levels of PIP3 or Ras
activity or lacking myosin II appear to have decreased polarity [92–94]. However,
it may be difficult to assign these components specifically to the polarity module
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since simulations in which the strengths of the negative feedback loops in either the
polarization or excitable network modules are reduced lead to signaling levels and
morphologies that are quite similar. Recently, it has been suggested that an activity
akin to that achieved by W in the polarization module could be provided by membrane
tension thus arguing for a role for cell mechanics [95]. Cells with impaired dynacortin,
a global actin linking protein, are softer and also form more pseudopods that are less
aligned with the gradient, reminiscent of simulations in which W is reduced.
7.4 Summary
Understanding the signaling cascades that link cell surface receptors to motility
and chemotaxis is a challenging task. For this reason, we have first focused on smaller
systems in an effort to understand how gradient sensing, motility and polarization are
achieved individually. The underlying molecular network, akin to a wiring diagram
of an electrical circuit, is then dissected into modules, each comprised of a few com-
ponents. This chapter has linked them together to assemble a complete model that
can account for most of the experimental observations we have collected so far. This
complete model helps to understand the underlying mechanism governing chemotaxis.
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Chapter 8
A Computational Model of Mitotic
Matrix Formation
The formation of the mitotic spindle represents one of nature’s most fascinating
examples of self-assembly, requiring the concerted action of microtubules (MTs), mi-
totic motors and associated proteins [5]. A long-standing hypothesis is that a static,
non-MT structure might support the assembly of the mitotic spindle by functioning as
a scaffold both to restrict diffusion and counteract motor forces [6,96]. Until recently,
the existence, much less the nature and molecular identity, of this spindle matrix was
uncertain. However, experiments have now provided support for the formation of a
mitotic membraneous network by some nuclear proteins including the nuclear lamina
protein lamin-B. Tsai et al. showed that the intermediate filament protein lamin B
assembles during mitosis into a matrix-like and membrane-containing network in a
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RanGTP-dependent manner in Xenopus egg extracts [7]. This lamin-B network ap-
pears to both permeate and ensheath spindles assembled in egg extracts. Subsequent
experiments have demonstrated that the matrix contains a number of spindle assem-
bly factors, including dynein and Nudel [8]. Interestingly, Drosophila embryos, which
are known to perform partially ‘open mitosis’ with a fenestrated nuclear envelope
and nuclear lamina surround the prometaphase and metaphase spindles, assemble
a matrix containing nuclear proteins Skeletor, Megator and Chromator that perme-
ates mitotic spindles [97, 98]. Phenotypic analyses of embryos depleted of Skeleton,
Megator or Chromator indicate that these proteins are required for proper spindle
morphogenesis or function.
How these proteins assemble into spindle matrix remains unclear. Depletion of
lamin-B in Xenopus egg extracts or Drosophila early embryos leads to defects in
spindle morphology [6, 7, 99, 100]. Lamin-B co-immunoprecipitates with both dynein
and Eg5, the plus and minus-end directed motors, respectively, in Xenopus egg ex-
tracts [99]. Additionally, lamin-B counteracts the Eg5 forces to help maintaining
spindle length, width, and pole focusing [99]. Since upon nuclear envelope break-
down lamin-B-containing nuclear envelope remnants are observed to be transported
toward the minus ends of spindle microtubules by dynein [101, 102], the assembly of
lamin-B containing mitotic spindle envelope and matrix may require both dynein and
microtubules. Consistent with this, depolymerizing microtubules or inhibiting dynein
in egg extracts severely inhibited lamin-B assembly [7, 8].
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Although the above experiments suggest that nuclear proteins could use micro-
tubules and motors to assemble into the spindle envelope and matrix, how such as-
sembly occurs in conjunction with spindle formation is unclear [9]. Based on the
known interactions between lamin-B and motors, we develop a computational model
to describe the formation of the lamin-B spindle envelope and matrix and use the
model to consider a number of open questions. In the absence of any other struc-
tures, are MT dynamics sufficient for a spindle to form, or are additional structures
necessary? How is the morphology of the spindle affected by having spatially depen-
dent regulation of the polymerization/depolymerization rates, as might arise because
of the RanGTP gradient that develops during mitosis? Can freely diffusible lamin,
present throughout the cell after nuclear envelope breakdown, be captured and used
to build a network around the spindle? Moreover, what effect does this matrix have
on spindle morphology? What possible role does the mitotic matrix play in helping
to establish the spindle?
8.1 Computational model of mitotic matrix formation
Given the multitude of possible regulatory models governing spindle formation
and the difficulty of isolating them experimentally, computational models are a par-
ticularly useful means of testing their respective effects. Mitosis, and in particular,
spindle formation has received considerable attention of mathematical and computa-
tional models [103–105]. Computational models of spindle assembly come in varying
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forms [106]. They may include individual elements (e.g. MTs and MT-motors) and,
using first principles from physics, describe the discrete interactions in Monte Carlo
simulations [107–109]. Alternatively, continuum models do not attempt to track the
interaction of discrete elements. Instead, the filament network is described by a sys-
tem of coupled differential equations whose solution describes the concentration of
the key components over both time and space. As such, they provide information
about macroscopic properties of the system. They may be more powerful as they
enable consideration of larger systems over longer time scales [110]. Because of the
meshwork nature of the spindle matrix which is likely to include numerous interacting
discrete filaments, we use a continuum description of the relevant components
Here, a computational model based on a continuum description to represent the
abundance and location of the various molecular species involved during mitosis was
developed. Specifically, the dynamics of free and polymerized tubulin, microtubules
(MTs), the GTPase Ran in both GDP- and GTP-bound forms, and the intermediate
filament lamin were tracked. These species are described by continuous concentrations
within a two-dimensional spherical cell model.
8.1.1 Model components
Free tubulin (T) diffuses freely throughout the cell. It binds to and dissociates
from existing microtubules (Figure 8.1A). Initially, tubulin is uniformly distributed
throughout the cell at 12 µM concentration [111].
Microtubules (MTs) describe polymerized tubulin. Initially, all MTs are found
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Figure 8.1: Reactions and associated kinetics included in the model. (A) Tubulin
(T ) attaches to existing microtubules (M) in a reversible reaction. Lamin attached
to plus-end directed motors (Lp) increases the rate of polymerization. (B) RanGTP
promotes MT polymerization and inhibits depolymerization by decreasing and in-
creasing the corresponding rates (kTM and kMT , respectively). RanGDP acts in a
complementary manner. (C) After nuclear envelope breakdown, free lamin (L) is
captured by minus-end directed motors moving along MTs - this lamin is labeled Lm.
For this lamin we consider two models. In the default model, Lm is stabilized by the
matrix (denoted Ls). This can then be captured by plus-end directed motors (denoted
Lp). (D) In the second model, lamin that is captured by minus-end directed motors,
can then be passed on to plus-end directed motors. The latter can be stabilized by
the matrix. In both cases, Lp inhibits MT diffusion.
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concentrated at two 1-µm diameter disks, representing asters, 4µm apart (Figure 8.2A),
with initial concentration 30µM [111]. This concentration is not fixed, but is allowed
to vary as MT polymerizes/depolymerizes. The centers of these asters are used as
markers for directing the movement of plus- or minus-end motors or motor-associated
proteins. To this end, the model tracks whether MTs are associated with one or the
other aster. For simplicity, we do not include explicitly the effect of poleward micro-
tubule flux in our model [112]. This flux, which appears to be a conserved process, is
coupled to the depolymerization at the minus-ends and is a primary driver of chro-
mosome segregation, though it may also play a role in determining spindle size [113].
In our model, MT growth is restricted by depolymerization.
The model includes the effects of RanGTP on MT polymerization [114]. During
mitosis, RanGTP is found preferentially around the chromatin because RCC1, the
GEF responsible for nucleotide exchange is chromosome bound [115]. This leads to a
high RanGTP to RanGDP ratio near the chromosomes and a low ratio far away. In
this model, we restrict production of RanGTP to an ellipsoidal region between the MT
asters corresponding to the approximate location of chromosomes during metaphase
(Figure 8.2A). RanGTP can diffuse from this region throughout the cytoplasm, where
it is hydrolyzed. Initially, all Ran is in the GDP-bound form at a concentration of
2 µM uniformly distributed around the cell. RanGTP stimulates MT assembly by
increasing the rescue frequency of MTs [114]. In this model, RanGTP increases
MT polymerization and decreases depolymerization rates; RanGDP functions in a
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complementary manner (Figure 8.1B).
The lamin mitotic matrix is also part of the model. Lamin B assembles into a
matrix-like network during mitosis [7]. Lamin B is assumed to exist in one of several
states: free, unbound lamin (L), lamin that is attached to minus- (Lm) or plus-end
(Lp) directed motors moving along MTs, and stable lamin bound to and forming the
spindle matrix (Ls). Initially, all lamin is in the free state, and concentrated at 12µM
within a 4µm diameter circle that represents the site of the nucleus just before nuclear
envelope breakdown (Figure 8.2A). We assume that lamin that is bound to plus-end
directed motors affects MT dynamics by increasing MT nucleation from tubulin, and
by stabilizing MTs through reduced diffusion (Figure 8.1C, D). Evidence that lamin
may promote MT polymerization comes from the MT assembly promoter XMAP215
which has been shown to associate with the lamin matrix. Lamin may reduce MT
diffusion through MT cross-linking proteins, such as NuMA [7] or Rab5 [100], that
associate with the matrix.
8.1.2 Geometric description
Our simulations are not meant to represent any specific cell type, as the infor-
mation on the mitotic matrix comes from variety of sources, including Xenopus egg
extracts and Drosophila embryo. We do assume that the reactions take place in a
cell surrounded by an impermeable circle, 20 µm in diameter (Fig. 2a). Moreover,
we assume complete breakdown of the nuclear envelope. These intracellular compart-
ments are used solely to locate species at the onset of the simulations. Thereafter, all
125
8 A Computational Model of Mitotic Matrix Formation
species diffuse freely within the cell with varying diffusion coefficients ( 8.1).
8.1.3 Modeled biological process
The dynamics of MT growth are highly stochastic, a process known as dynamic in-
stability. However, as we seek a deterministic description of the system, we model MT
polymerization and depolymerization using simple first order reactions, representing
average MT growth [116].
After breakdown, components of the nuclear envelope translocate towards centro-
somes aided by minus-end-directed MT motors [101]. In our model, free lamin can be
captured by minus-end directed motors found on MTs, converting this into minus-end
directed lamin (Lm). These motors pull the lamin towards the aster from which the
MT emanates.
After lamin capture by minus-end directed motors, we consider two putative path-
ways. The first scheme, used as the default for most of the simulations in the paper,
assumes that lamin held by the minus-end directed motors joins the matrix where it
is stabilized - that is, Lm is converted to Ls - at a constant rate. This stable lamin
can then be captured by plus-end directed motors (Figure 8.1C). Our second pathway
assumes that lamin attached to minus-end directed motors is captured by plus-end
directed motors, and it is this lamin that can be stabilized by joining the existing
mitotic matrix (Lm→Lp→Ls; (Figure 8.1D)). As there is no experimental basis for
preferring one scheme over the other, we use our simulations to test the effect of the
two cases. In both cases, lamin that is attached to motors (Lm or Lp) or the matrix
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A
B
Figure 8.2: Geometric description of the model. (A) The cell is represented by an
impenetrable circle, 20µm in diameter. Lamin and MTs are initialized to one and
two circles 4 and 1µm in diameter, respectively. These species are free to diffuse,
however. The ellipse marks the region where RanGDP is converted to RanGTP
and where hydrolysis of RanGTP cannot take place. The dotted line shows a cross-
section used to plot concentration in subsequent figures. (B) Schematic of the vector
field used to describe the movement of motor-associated lamin. Minus-end directed
lamin moves along the vector which point to the minus end it attaches (vL(x, y) and
vR(x, y)). Plus-end directed lamin (Lp) in the opposite direction.
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(Ls) can become free lamin (L) at constant rates.
8.1.4 Mathematical description
The dynamics of MT polymerization are described first. We track whether MTs
are attached to the left (ML) or right (MR) asters. Because the equations for the two
are the same, we write only one:
∂T
∂t
= DT∇2T + k′MT (ML +MR)− k′TM(ML +MR)T
− kLpM(LpL + LpR)T
∂ML
∂t
= DMviaLp∇2ML − k′MTML + k′TMMLT + kLpMLpLT − vL·∇ML
The first terms in both of these equations represent diffusion. Plus-end directed lamin
(Lp) inhibition of MTs diffusion is implemented by:
DMvialLp = (1−H(LpL, τLpDM))DM ,
where DM is the diffusion coefficient for free MTs. The function:
H(x, xth) = 1/(1 + e
−2(x−xth)),
serves as a smooth continuous switch-like function: as x decreases below the threshold
xth, the function H(x, xth) approaches zero; as x increases above xth, it approaches
one.
Polymerization (k′TM) and depolymerization (k
′
MT ) rates depend on the local con-
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Here, RanGTPmax and RanGDPmax are maximum concentrations obtained within
the cell during simulations, and α = 2, β = 1/2 are constants.
The term kLpM(LpL + LpR) in the first equation represents enhancement of MT
polymerization by lamin B that has been captured by plus-end directed motors. Fi-
nally, the last term vL·∇ML in the MT equations represents the movement of the
asters, and is described in more detail below.
Now we present the model equations for the lamin states. We do this only for




= DL∇2L+ kLm2LLmL + kLp2LLpL + kLs2LLsL
− kL2LmL
(




= DLm∇2LmL + kL2LmLH(ML, τMLm)− kLm2LsLmLH(LmL, τLmLs)
− kLm2LLmL − vLmL·∇LmL
∂LsL
∂t




= DLp∇2LpL + kLs2LpLsLH(ML, τLsLp)− kLp2LLpL − vLpL·∇LpL.
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The first terms in these equations all represent diffusion of the respective species.
The terms vLmL·∇LmL and vLpL·∇LpL are convection terms and model the movement
of captured lamin along MTs (directed either to the left or right asters). All other
terms describe the transformation between different states of lamin according to the
scheme in (Figure 8.1).




= DRanGTP∇2RanGTP + kRanDTRanGDP − kRanTDRanGTP
∂RanGDP
∂t
= DRanGDP∇2RanGDP − kRanDTRanGDP + kRanTDRanGTP.
The rate constants kRanDT and kRanTD apply only inside and outside the ellipsoidal
area around the chromosomes, respectively (Figure 8.2A). However, both species
diffuse freely throughout the cell.
Directed MT motors, like kinesins and dynein, move directionally along MTs. In
our model, these motors have two functions: they capture lamin and transport it,
and they exert force to drive the separation of asters [117].
In our model, the location of the asters is not fixed in space. The force that drives
the asters’ movement comes from the effects of motors moving along the MTs, which
elongates the spindle and separate the asters. Because only motors moving along anti-
parallel MTs can exert force [104, 105], we assume that this force is proportional to
the product of the concentrations of left- and right-associated MTs (i.e., ML×MR).
Because of geometric symmetry of two half spindles, the vertical forces pushing the
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asters apart cancel each other. Thus, we only resolve forces in the horizontal direction.
Assuming a viscous environment for the cytoplasm, we model aster movement as
proportional to the force: v∝F = kf×ML×MR. The proportionality constant, kf ,
incorporates such variables as motor concentration, binding/unbinding rates, duty
cycle, and cytoplasmic viscosity.
The movement of motor-associated lamin at a point (x, y) is the sum of the move-
ment of MTs relative to the cell, and that of motors relative to the MTs. For sim-
plicity, we propose that MTs have the same velocity as the aster to which they are
attached. If Ci(x, y) (i ∈ {L,R}, representing the left and right asters, respectively)
is the position of the asters’ centers, then Wi = (Ci − P (x, y))/||Ci − P (x, y)|| is the
unit vector pointing to the aster. Let µLm and µLp be the velocities of lamin captured
by minus- and plus-end directed motor, respectively. The velocity of the lamin is
given by
vLmi = µLm ·WiH(Mi, τMLm) + vi
vLpi = −µLp·WiH(Mi, τMLp) + vi.
The switch-like functions H(Mi, τMLm) and H(Mi, τMLp) ensure that motors can move
only if the MT concentration is sufficiently high (above 18 µM) representing the outer
extant of the plus end of MTs. The speed of each type of lamin is determined by
a mobility parameter. Plus-end directed lamin moves anywhere from 0.1 to 8µm/s,
while the plus-end directed motor kinesin has been observed processing at 0.5µm/s in
vitro [118]. Minus-end directed lamin moves 0.5 to 8µm/s in the simulation, while the
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minus-end directed motor dynein was been observed moving MTs at 0.47 to 6.1µm/s
and averaging 3.5±1.3µm/s [119].
To determine the elongation of the spindle, we measure the distance between the
two asters by tracking the position where the peak MT concentration of each aster
occurs.
8.1.5 Parameters
The parameters used in the simulations are shown in Tables 8.1 and 8.2. The
kinetic parameters of the RanGTP network were selected based on similar published
simulations [120,121]. As there is relatively little kinetic data on the lamin network,
the values selected were chosen through trial and error. In this case, simulations with
altered dynamics (doubling or halving the rates) were carried out and gave qualita-
tively similar results. The diffusion coefficients for the molecule species were obtained
using the Stokes-Einstein equation: D = kBT/6ρuR, where kB = 1.38×10−23JK−1
is Boltzmann’s constant, T = 300 K is temperature in Kelvin, u = 5×10−3 Pa is the
viscosity of the cell (assumed to be five times that of water), and R is the Stokes
radius of the molecules. We used 2.9 nm for RanGDP and 8.7 nm for RanGTP [120].
8.1.6 Model implementation
Simulations were carried out for 900 seconds using COMSOL Multiphysics.
132
8 A Computational Model of Mitotic Matrix Formation
Table 8.1: Parameters of mitotic spindle matrix formation
Diffusion coefficients
Tubulin [122] DT 48 µm
2/s
Microtubules DM 0.005 µm
2/s
RanGDP DRanGDP 5.0 µm
2/s
RanGTP DRanGTP 2.0 µm
2/s
Free lamin DL 0.1 µm
2/s
Lamin captured by minus-end directed motor DLm 0.001 µm
2/s
Lamin associated to matrix DLs 0.001 µm
2/s
Lamin captured by plus-end directed motor DLp 0.001 µm
2/s
8.2 Results
8.2.1 MT and tubulin interactions alone do not generate a spindle
To establish a benchmark, we simulated our model under the assumption that the
only interacting components are MTs and free tubulin. These simulations showed
that, without other regulation, MTs formed two aster-like MT rich formations around
which a steep MT concentration gradient was established (Figure 8.3A). The region
where MTs bound to either aster overlap formed an elliptically shaped region with
the MT concentration approximately flat (Figure 8.3A, B). At steady-state, the free
tubulin concentration was uniformly distributed throughout the cell (not shown).
We next tested the effect that motors have on the MTs. The force generated by
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Table 8.2: Parameters of mitotic spindle matrix formation (cont.)
Kinetic constants
Microtubule depolymerization kTM 0.06 s
−1
Tubulin polymerization kMT 0.002 s
−1
Ran (GTP to GDP) kRanTD 0.05 s
−1
Ran (GDP to GTP) kRanDT 2.5 s
−1
Lamin (minus-end directed to free) kLm2L 0.05 s
−1
Lamin (free to minus-end directed) kL2Lm 0.3 s
−1
Lamin (minus- to plus-end directed) kLm2Lp 0.01 s
−1
Lamin (plus-end directed to stable) kLp2Ls 0.003 s
−1
Lamin (stable to free) kLs2L 0.001 s
−1
Lamin (plus-end directed to free) kLp2L 0.001 s
−1
Other constants
Minus-end motor speed [119] µLm 4 µm
2/s
Plus-end motor speed [119] µLm 0.5 µm
2/s
Anti-parallel motor force coefficient kf 0.2 µms
−1µM−1
Threshold (M effect on -end motor) τMLm 35 µM
Threshold (M effect on +end motor) τMLp 35 µM
Threshold (Lp effect on M diffusion) τLpDm 1.4 µM
Threshold (Lm effect on Ls) τLmLs 0 µM
Threshold (Ls effect on Lp) τLsLp 5 µM
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Figure 8.3: MT polymerization gives rise to two asters which are pushed away by the
MT-based motors. (A) Dynamic of MT concentration during simulation. MTs grow
away from the two initial locations. This simulation includes the effect of MT motors
which push the two asters away from each other. This force is generated in the region
where MTs from both asters overlap (anti-parallel MTs). (B). Concentration profile
at steady state of MTs associated with the two asters along the dotted line of Figure
2(A). (C, D) Comparison of MT profile without and with motors. Though the peak
concentration is higher without motors, the asters are not pushed away from each
other.
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the motors pushed the two asters away, allowing the spindle region to elongate. This
had the effect of separating the two asters as well as reducing the peak concentration
of MTs (Figure 8.3C). A plot of the length of the interacting MTs (Materials and
methods) revealed steady MT growth during the first 100 s (Figure 8.3D). Thereafter,
once the MTs from each aster begin to overlap, the force generated by the MT motors
pushes the asters apart at a steady rate ((Figure 8.3D). No such separation is achieved
in the absence of motors.
8.2.2 Spindle formation and lamin transportation
The previous simulations showed that a spindle region can form without addi-
tional components. We next sought to determine the effect that a lamin network
could have on the spindle-like region of high MT concentration observed. To this end
we introduced the lamin network into our model (Materials and methods). We use
the default pathway (Figure 8.1C) to show the effects of lamin. We also included
the spatial effects of the RanGTP model. At the onset of these simulations, lamin
quickly diffused away from its initial placement, mimicking the release of lamin into
the cytoplasm after nuclear envelope breakdown (Figure 8.4A, 20 s). After this initial
diffusion, lamin was captured by minus-end directed motors whereupon it was trans-
ported towards the two minus ends (Figure 8.4B). As lamin accumulated near these
two asters, it detached from the minus-end directed motors and started to bind to
the two plus-end directed motors. Thereafter, lamin was transported outwards along
the MTs and distributed forming two ring-like patterns (Figure 8.4C, 500–900 s). At
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steady-state, lamin attached to minus-end motors was found primarily at the minus
ends of the asters (Figure 8.4B). The MTs formed a spindle-like pattern (Figure 8.5A)
with higher concentration than in the absence of lamin (peak concentration around
55µM compared to around 35µM in Figure 8.3B). More striking was the lack of MTs
outside of the spindle region. Because the lamin matrix inhibits MT growth and
diffusion, the initial phase of MT growth was reduced, however, a steady state, the
MTs form a much more distinct spindle (Figure 8.5B). The asters separated under
the action of the MT-associated motors and the average length of the MTs in the
spindle was about 4.3µm (Figure 8.5C).
8.2.3 Ran’s effect on MTs dynamics
Previous simulations using agent based models suggested that spatial differences
in the regulation of MT interactions can improve spindle morphology [108]. We first
established that a RanGTP gradient was formed with the concentration around the
center of the spindle approximately three-fold higher than that away from the spindle,
which is similar to that reported [120] (Figure 8.6A). This gradient has the effect of
increasing the MT polymerization rate by up to 21.4% and decreasing the depoly-
merization by up to 20% in the spindle region. To test the effect that this spatial
regulation has on our spindle morphology we carried out simulations without (Fig-
ure 8.6B) and with differentiated production of RanGDP and RanGTP (Figure 8.6C)
and compared the localization of the MTs. RanGTP’s local enhancement of MT poly-
merization gave rise to a more distinctive spindle region: in the region between the
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Figure 8.4: Lamin matrix formation around the MT spindle region. Profiles for
the free lamin (A), lamin attached to minus- (B) and plus-end (C) directed motors,
matrix-associated lamin (D).
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Figure 8.5: MT spindle formation under lamin regulaton. (A) The spatial prfile of
MT with lamin. (B) Comparison of MT spindle with and without lamin. (C) With
lamin, the distance between the asters grows more gradually because of the resistance
provided by the lamin network.
two asters, the concentration of MTs increased from approximately 35 to 55 µM,
whereas outside this region, the concentration dropped to nearly zero.
8.2.4 Comparison of two lamin reaction pathways
Also, we contrasted effects of the two proposed mechanisms which determined the
transformation after lamin was captured by minus-end directed MT-associated motors
(Figure 8.1C, D). The first scheme assumes that lamin captured by minus-end MT
motors will then be captured by plus-end directed motors, and then attach itself to the
developing lamin matrix as the latter is being formed during spindle assembly. The
second scheme assumes that minus-end lamin will transition directly to the matrix
from where it can be captured by plus-end directed motors. Both pathways gave
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Figure 8.6: Effect of RanGTP on the produfction of the spindle. (A) Spatial distri-
bution of RanGTP and RanGDP concentrations after 900 seconds of simulated time.
(B, C) MT concentrations without (B) and with (C) the RanGTP network around
the cell, and profiles at four different time points.
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Figure 8.7: Comparison of two putative networks for lamin matrix formation. MT
and lamin (Ls) profiles for the scheme of Figure 1C (A) and Figure 1D (B).
rise to similar MT morphologies, though the concentration was somewhat higher in
the second scheme (Figure 8.7). However, the effect on the lamin matrix was quite
different. In the first scheme, lamin joined the matrix after being transported by
the plus-end directed motors, giving rise to two outer rings which join at the center
of the spindle region (Figure 8.7A). In the second scheme, because lamin joined the
matrix immediately after being captured by the minus-end directed motors, there was
high concentration of lamin matrix at the minus-end of the MTs (Figure 8.7B). Two
weaker rings were seen as well.
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8.2.5 Parameter sensitivity
By necessity, our model requires a number of parameters that have not been
measured experimentally. We sought to determine how robust the system is to several
of the assumptions made. To this end we varied the initial concentrations of the
various species involved (Figure 8.8). Our results indicate that the formation of a
spindle, and its enclosure by a lamin matrix, are robust to changes (±30 − 50%) in
the concentrations of the individual components. The robustness of spindle assembly
upon varying lamin-B concentration is consistent with the observation that lamin-B
depletion in egg extracts does not prevent spindle assembly, but it does lead changes
of spindle morphology. Consistently, changing the total concentration of lamin in our
model affects the degree to which the spindle pole is focused. Interestingly, lamin-B
has been implicated in limiting tubulin diffusion in mitosis [123]. How this function
of lamin-B might affect spindle assembly remains unclear. Our modeling show that
more lamin leads to a bigger spindle. It will be interesting to experimentally vary
lamin-B concentration and analyze whether spindle size increases.
Changing the initial MT concentration in the asters had a small effect on the
steady-state levels of the MT spindle or lamin matrix. This might be expected since
the total tubulin concentration (in MT and free form) is dominated by the free tubulin.
As expected, changing this latter value did have a greater effect on both the size of the
spindle and on the resultant lamin matrix. When the concentration of free tubulin was
increased, there was some interaction between the spindle and the cell membrane that
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disrupted the shape of the lamin matrix. Although RanGTP is required for assembly
of both spindle (and lamin-B spindle envelope/matrix in egg extracts [7, 124], we
found that varying the concentration of Ran had limited effect on either the spindle
or lamin matrix.
Although lamin-B is shown to interact with dynein and Eg5, the dynein minus
end transport of lamin-B observed upon nuclear envelope breakdown suggest that
dynein-lamin-B interaction play a role in assembly of the lamin-B spindle envelope
and matrix.
We considered the effect of varying the force component between the antiparallel
MTs. Increasing the plus end-directed motor force, as might be the effect of having
more motors, leads to greater aster separation (Figure 8.9) and hence a longer spindle.
With reduced force, the spindle is smaller, but does have more concentrated MTs.
8.3 Discussion
The hypothesis that a spindle matrix could aid in spindle formation was proposed
decades ago, but relatively little evidence has existed until recently. More recently,
experimental evidence has been provided for a mitotic lamin B matrix whose absence
leads to increased defects in spindle assembly [7]. Here we developed a computational
model to investigate the formation of a lamin matrix and to test whether the lamin
matrix can function as the proposed spindle matrix.
Simulations that involve only tubulin, MTs and MT-associated motors give rise
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Figure 8.8: Sensitivity analysis for various model parameters. The initial concentra-
tions of the various components was altered (as noted). Plots show the MT and lamin
(Ls) profiles.
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Figure 8.9: Change in the force driving aster separation. Shown are the MT and
lamin profiles as well as the aster separation as a function of time.
to a region of high MT concentration between the two asters where a mitotic spindle
would be expected to form. MT motors, acting on antiparallel MTs help to push
the two asters from each other. The resultant spindle region, however, is relatively
unfocused (Figure 8.3C). These simulations show that though the MT network is
sufficient for the formation of a spindle, the tightly focused spindles observed in cells
likely benefit from other factors.
Introduction of the Ran and Lamin networks into the model improved the mor-
phology of this putative spindle. The Ran network has been extensively studied for
its role during mitosis [120, 121]. RanGTP forms a steep gradient emanating from
the location of the chromosomes and that it can induce changes in the dynamic in-
stability of the MT network. Previous modeling effort demonstrated that this spatial
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regulation could give rise to improved spindle morphology alone [116]. Our model
of RanGTP production and hydrolysis, though greatly simplified relative to other
models, gave rise to gradients similar to those seen experimentally (Figure 8.6).
After nuclear envelope breakdown, disassembled lamin B is transported to the
spindle poles along MTs. Thereafter, lamin B surrounds/permeates the spindle and
is concentrated at the spindle poles [8, 101, 125–127]. Our simulations showed that
lamin initially found far away from the spindle region can be captured and trans-
ported effectively by minus-end directed MT motors (Figure 8.4, Figure 8.5). This
lamin was then induced to form a shell-like region of stable lamin around the high
concentration of MTs between the two asters, similar to that seen experimentally
(Figure 8.4D). Under lamin regulation, microtubules in our simulations formed into
a bipolar spindle shape and the increased interaction between the MTs in the spindle
region, greatly improving the focusing of this spindle (Figure 8.5A). These simula-
tions are consistent with experimental findings in which disruption of lamin-B lead to
disorganized spindles [8, 99]. Moreover, by helping to focus the spindle which allows
more microtubule motors to act on overlapping MTs, the lamin matrix helps in the
consistent separation of asters and MTs elongation (Figure 8.5B). The model with
lamin and Ran finally generates MTs length on the order of 4.5 µm which is close
to the experimental measured length in mitotic egg extracts [128]. Our simulations
suggest that lamin B, captured by MT-motors after NEB, can act as part of the
proposed spindle matrix. There is no direct evidence that lamin is transported along
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MTs, though kinesin has been implicated in the MT-dependent transport, leading to
assembly of other intermediate filament networks [129]. Moreover, kinesins are seen
to remain after disassembly of the spindle by removal of MTs, suggesting that they
bind to a non-MT structure, which could be the spindle matrix [130, 131]. Though
lamin-B can interact with both dynein and kinesin Eg5 [99], the role of Eg5-lamin-
B interaction in spindle morphogenesis or lamin-B matrix assembly is still unclear.
Moreover, dynein is required for formation of the lamin B matrix [8]. However, as
the mechanism by which lamin captured by minus-end directed motors transitions to
the matrix is unclear, we tested two hypothetic pathways. Our simulations suggest
that both pathways lead to similar MT spindles (Figure 8.7). The real difference is
the shape of the lamin matrix. The scheme in which lamin is captured by plus-end
directed motors before stabilizing to the lamin matrix gives two highly concentrated
rings along the spindle poles. This is consistent with experiments aimed at decipher-
ing the mechanical interaction between the matrix and MTs [122]. These experiments,
which observed the movement of microneedles during spindle elongation, suggest that
there is little role for the presence of an isotropic matrix. However, they support a
role for a matrix near the spindle poles.
Previous theoretical studies have suggested that the lamin matrix functions to
regulate spindle formation by balancing the force generated by the spindle and, in
doing so, focusing the spindle [99, 109, 127]. In contrast to these studies, where the
effect of the lamin matrix is primarily mechanical [109, 127], our simulations demon-
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strate that the matrix spindle, by providing an anchor for spindle assembly factors
that regulate MT polymerization, and by physically restricting the movement of MTs
(through the coupling of the two networks), can also improve spindle focusing.
8.4 Summary
This chapter has introduced a continuum mathematical model of mitotic matrix
formation. Our simulations suggest that lamin B, captured after NEB, can act as





As reported in this dissertation, I have applied mathematical tools to study two
eukaryotic cell processes.
9.1.1 Chemotaxis
To understand chemotaxis, I developed a modular framework which allowed me to
develop gradually a complete model that can describe chemotaxis in amoeboid cells.
Specifically:
1. Chapter 3 considered whether adaptation and gradient sensing could be achieved
using a local-excitation, global-inhibition network in which the excitation and
inhibition processes form a negative feedback loop (NFB). As demonstrated,
this LEGI-NFB also achieves adaptation and gradient sensing, though it is un-
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likely that the adaptive properties of Dictyostelium cells are implemented in this
way, since removal of the stimulus led to significant damped oscillations, which
are not observed in the response of amoebae. Nevertheless, showing that there
is a second means of achieving adaptation and static spatial sensing may be of
importance in describing the gradient sensing capabilities other systems. Sim-
ulations in this chapter further tested the feasibility of the LEGI-BEN system
under various situations.
2. Chapter 4 described a mathematical framework for simulating changes in cel-
lular morphology based on level set methods (LSM). Using this framework, we
linked the responses of the signaling network to describe cell migration. By
connecting the LEGI-BEN system to the viscoelastic model as described us-
ing LSM, we generated realistic cell shape changes under various conditions
recreating experimental findings. This is a powerful tool, not only for testing
current hypotheses, but also in suggesting new research directions. Based on
our simulations, we concluded that the LEGI-BEN cannot fully recreate the
chemotactic behaviors as cells following this scheme show no persistence when
migrating randomly, and no polarity.
3. In Chapter 5, I developed a polarity module (POL) and added it to the LEGI-
BEN. Using this new module, we could explain the intrinsic polarity existing
in chemotaxis cells. After formulating the model with partial differential equa-
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tions, I carried simulations under various experimental conditions. When cou-
pled to the LSM framework, this Polarized-LEGI-BEN recreated most of the
experimentally observed features of chemotactic, amoeboid cells.
4. Chapter 6 reports on new experimental findings that demonstrate the pres-
ence of oscillatory behavior in the cytoskeletal network of migrating cells. To
account for these findings, we developed a new model for a cytoskeletal oscil-
latory network (CON) that is separate from the excitable network, renamed
the signal transduction excitable network (STEN). This coupled STEN-CON
system accounts for the migration of cells.
5. In Chapter 7, I combined the various modules, LEGI, STEN, CON and POL,
to form a complete model describing chemotaxis. I also discussed the potential
biological networks corresponding to each module.
9.1.2 Mitosis
Besides chemotaxis, I carried out research into another important cell behavior:
the formation of a lamin matrix surrounding the mitotic spindle during mitosis. In
particular:
6. In Chapter 8, I developed a computational model based on a continuum descrip-
tion to represent the abundance and location of the various molecular species
involved during mitosis, and used it to test a number of hypotheses regarding the
formation of the mitotic matrix. My simulations showed that lamin can be used
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to build a shell-like region that envelopes the mitotic spindle, which helps to
improve the focusing of the mitotic spindle by spatially restricting microtubule
polymerization and limiting the effective diffusion of the free microtubules. Sim-
ulations also confirm that spatially dependent regulation of the spindle network
through the Ran system improves spindle focusing and morphology. The re-
sults agreed with experimental observations that lamin-B reorganizes around
the spindle and helps to maintain spindle morphology.
9.2 Future directions
Here I make three broad recommendations for future research, two relating to the
chemotaxis model, and the third to the model of spindle matrix formation.
1. Though this dissertation reports the development of a complete model that de-
scribes chemotaxis, the model could be tested further. I considered the behavior
of the model in the absence of stimuli, under spatially uniform stimuli and spa-
tial gradients. Further tests could be done. For example, a greater range of
chemoattaractant levels, as well as shifts in the gradient. These experiments
can help to target better parameter sets. By incorporating the model within the
LSM, more complex cell migration behaviors can also be simulated, including
flow chamber migration and maze path findings.
2. The description of each module in the model is abstract, not tying it to spe-
cific biochemical entitites. We have hypothesized that components of the re-
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ceptor signaling pathway (the chemoattractant-sensing GPCRs and associated
G-proteins) forms the LEGI module and that Ras and PI3K activity as well
as other components traditionally viewed as elements of signal transduction
pathways are part of the STEN. The CON consists of SCAR/WAVE, Arp2/3,
F-actin (represented by LimE and dynacortin), and coronin, which all show
rapid oscillations. The POL is more elusive now and is likely to include both
cytoskeletal and signaling proteins and well as “polarity-specific” components.
The precise assignment of these components will require further investigation.
Moreover, the role of feedback loops is essential in these modules but, experi-
mentally, these mechanisms are not well understood.
3. In the description of the mitotic matrix, the nature of the interaction between
the microtubule-motors and lamin is still hypothetical. Further experiments will
need to be carried to specify this interaction before the model can be extended.
153
Bibliography
[1] K. F. Swaney, C.-H. Huang, and P. N. Devreotes, “Eukaryotic chemotaxis: A
network of signaling pathways controls motility, directional sensing, and polar-
ity,” Annual Review of Biophysics, vol. 39, no. 1, pp. 265–289, 2010.
[2] A. D. Luster, “Chemokines chemotactic cytokines that mediate inflammation,”
New England J. Medicine, vol. 338, no. 7, pp. 436–445, 1998.
[3] D. Kedrin, J. Rheenen, L. Hernandez, J. Condeelis, and J. E. Segall, “Cell
motility and cytoskeletal regulation in invasion and metastasis,” J. Mammary
Gland Biology and Neoplasia, vol. 12, no. 2-3, pp. 143–152, 2007.
[4] I. C. Schneider and J. M. Haugh, “Mechanisms of gradient sensing and chemo-
taxis: Conserved pathways, diverse regulation,” Cell Cycle, vol. 5, no. 1, pp.
1130–1134, 2006.
[5] E. Karsenti and I. Vernos, “The mitotic spindle: A self-made machine,” Science,
vol. 294, no. 5542, pp. 543–547, 2001.
154
Bibliography
[6] J. M. Scholey, G. C. Rogers, and D. J. Sharp, “Mitosis, microtubules, and the
matrix,” J. Cell Biology, vol. 154, no. 2, pp. 261–266, 2001.
[7] M.-Y. Tsai, S. Wang, J. M. Heidinger, D. K. Shumaker, S. A. Adam, R. D.
Goldman, and Y. Zheng, “A mitotic lamin B matrix induced by RanGTP re-
quired for spindle assembly,” Science, vol. 311, no. 5769, pp. 1887–1893, 2006.
[8] L. Ma, M.-Y. Tsai, S. Wang, B. Lu, R. Chen, J. R. Y. III, X. Zhu, and Y. Zheng,
“Requirement for nudel and dynein for assembly of the lamin B spindle matrix,”
Nature Cell Biology, vol. 11, no. 1083, pp. 247–256, 2009.
[9] K. Johansen, A. Forer, C. Yao, J. Girton, and J. Johansen, “Do nuclear envelope
and intranuclear proteins reorganize during mitosis to form an elastic, hydrogel-
like spindle matrix?” Chromosome Research, vol. 19, no. 3, pp. 345–365, 2011.
[10] Y. Xiong, C.-H. Huang, P. A. Iglesias, and P. N. Devreotes, “Cells navigate with
a local-excitation, global-inhibition-biased excitable network,” Proc. National
Academy Sciences, U.S.A., vol. 107, no. 40, pp. 17 079–17 086, 2010.
[11] L. Bosgraaf and P. J. M. Van Haastert, “The ordered extension of pseudopodia
by amoeboid cells in the absence of external cues,” PLoS ONE, vol. 4, no. 4, p.
e5253, 04 2009.
[12] C. A. Parent and P. N. Devreotes, “A cell’s sense of direction,” Science, vol.
284, no. 5415, pp. 765–770, 1999.
155
Bibliography
[13] C. Janetopoulos, L. Ma, P. N. Devreotes, and P. A. Iglesias, “Chemoattractant-
induced phosphatidylinositol 3,4,5-trisphosphate accumulation is spatially am-
plified and adapts, independent of the actin cytoskeleton,” Proc. National
Academy Sciences, U.S.A., vol. 101, no. 24, pp. 8951–8956, 2004.
[14] P. Devreotes and C. Janetopoulos, “Eukaryotic chemotaxis: Distinctions be-
tween directional sensing and polarization,” J. Biological Chemistry, vol. 278,
no. 23, pp. 20 445–20 448, 2003.
[15] N. Andrew and R. H. Insall, “Chemotaxis in shallow gradients is mediated in-
dependently of ptdins 3-kinase by biased choices between random protrusions,”
Nature Cell Biology, vol. 9, no. 2, pp. 193–200, 2007.
[16] C. A. Parent, B. J. Blacklock, W. M. Froehlich, D. B. Murphy, and P. N.
Devreotes, “G protein signaling events are activated at the leading edge of
chemotactic cells,” Cell, vol. 95, no. 1, pp. 81–91, 1998.
[17] R. Meil1i, C. Ellsworth, S. Lee, T. Reddy, H. Ma, and R. A. Firtel,
“Chemoattractant-mediated transient activation and membrane localization
of Akt/PKB is required for efficient chemotaxis to cAMP in Dictyostelium,”
EMBO J, vol. 18, no. 8, pp. 2092–2105, 1999.
[18] M. Postma, J. Roelofs, J. Goedhart, T. W. Gadella, A. J. Visser, and P. J.
Van Haastert, “Uniform cAMP stimulation of Dictyostelium cells induces lo-
156
Bibliography
calized patches of signal transduction and pseudopodia,” Molecular Biology of
the Cell, vol. 14, no. 12, pp. 5019–5027, 2003.
[19] M. G. Vicker, “Reaction-diffusion waves of actin filament polymeriza-
tion/depolymerization in Dictyostelium pseudopodium extension and cell lo-
comotion,” Biophysical Chemistry, vol. 84, no. 2, pp. 87–98, 2000.
[20] G. Gerisch, T. Bretschneider, A. Müller-Taubenberger, E. Simmeth, M. Ecke,
S. Diez, and K. Anderson, “Mobile actin clusters and traveling waves in cells
recovering from actin depolymerization,” Biophysical J., vol. 87, no. 5, pp.
3493–3503, 2004.
[21] O. D. Weiner, W. A. Marganski, L. F. Wu, S. J. Altschuler, and M. W.
Kirschner, “An actin-based wave generator organizes cell motility,” PLoS Biol-
ogy, vol. 5, no. 9, p. e221, 08 2007.
[22] Y. T. Maeda, J. Inose, M. Y. Matsuo, S. Iwaya, and M. Sano, “Ordered patterns
of cell shape and orientational correlation during spontaneous cell migration,”
PLoS ONE, vol. 3, no. 11, p. e3734, 11 2008.
[23] Y. Arai, T. Shibata, S. Matsuoka, M. J. Sato, T. Yanagida, and M. Ueda, “Self-
organization of the phosphatidylinositol lipids signaling system for random cell
migration,” Proc. National Academy Sciences, U.S.A., vol. 107, no. 27, pp.
12 399–12 404, 2010.
157
Bibliography
[24] Y. Xiong, C. Kabacoff, J. Franca-Koh, P. Devreotes, D. Robinson, and P. A.
Iglesias, “Automated characterization of cell shape changes during amoeboid
motility by skeletonization,” BMC Systems Biology, vol. 4, no. 1, p. 33, 2010.
[25] R. P. Futrelle, J. Traut, and W. G. McKee, “Cell behavior in Dictyostelium
discoideum: preaggregation response to localized cyclic AMP pulses.” J. Cell
Biology, vol. 92, no. 3, pp. 807–821, 1982.
[26] K. Takeda, D. Shao, M. Adler, P. G. Charest, W. F. Loomis, H. Levine, A. Gro-
isman, W.-J. Rappel, and R. A. Firtel, “Incoherent feedforward control governs
adaptation of activated Ras in a eukaryotic chemotaxis pathway,” Science Sig-
nal., vol. 5, no. 205, p. ra2, 2012.
[27] C. J. Wang, A. Bergmann, B. Lin, K. Kim, and A. Levchenko, “Diverse sen-
sitivity thresholds in dynamic signaling responses by social amoebae,” Science
Signal., vol. 5, no. 213, p. ra17, 2012.
[28] L. Chen, C. Janetopoulos, Y. E. Huang, M. Iijima, J. Borleis, and P. N. De-
vreotes, “Two phases of actin polymerization display different dependencies on
PI(3,4,5)P3 accumulation and have unique roles during chemotaxis,” Molecular
Biology of the Cell, vol. 14, no. 12, pp. 5028–5037, 2003.
[29] M. Postma, J. Roelofs, J. Goedhart, H. M. Loovers, A. J. W. G. Visser,
and P. J. M. Van Haastert, “Sensitization of Dictyostelium chemotaxis by
158
Bibliography
phosphoinositide-3-kinase-mediated self-organizing signalling patches,” J. Cell
Science, vol. 117, no. 14, pp. 2925–2935, 2004.
[30] A. Samadani, J. Mettetal, and A. van Oudenaarden, “Cellular asymmetry and
individuality in directional sensing,” Proc. National Academy Sciences, U.S.A.,
vol. 103, no. 31, pp. 11 549–11 554, 2006.
[31] M. D. Onsum, K. Wong, P. Herzmark, H. R. Bourne, and A. P. Arkin, “Mor-
phology matters in immune cell chemotaxis: membrane asymmetry affects am-
plification,” Physical Biology, vol. 3, no. 3, p. 190, 2006.
[32] R. Tranquillo, D. Lauffenburger, and S. Zigmond, “A stochastic model for leuko-
cyte random motility and chemotaxis based on receptor binding fluctuations,”
J. Cell Biology, vol. 106, no. 2, pp. 303–309, 1988.
[33] L. Bosgraaf and P. J. M. Van Haastert, “Navigation of chemotactic cells by
parallel signaling to pseudopod persistence and orientation,” PLoS ONE, vol. 4,
no. 8, p. e6842, 08 2009.
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