Abstract. The on-line planarity-testing problem consists of performing the following operations on a planar graph G: (i) testing if a new edge can be added to G so that the resulting graph is itself planar; (ii) adding vertices and edges such that planarity is preserved. An efficient technique for online planarity testing of a graph is presented that uses O(n) space and supports tests and insertions of vertices and edges in O(log n) time, where n is the current number of vertices of G. The bounds for tests and vertex insertions are worst-case and the bound for edge insertions is amortized. We also present other applications of this technique to dynamic algorithms for planar graphs.
1. Introduction. The problems of testing planarity and constructing planar embeddings of graphs have been extensively studied in the past years and find direct application in a variety of areas including circuit layout, graphics, computer-aided design, and automatic graph drawing.
In a static environment, where an n-vertex graph G is entirely known in advance, we can test the planarity of G and compute a planar embedding in optimal O(n) time [5, 8, 18, 20, 31, 381. In a dynamic environment, where a planar graph G is assembled on-line by insertions of vertices and edges, we would like to determine quickly whether an update causes G to become nonplanar. Namely, the on-line planarity-testing problem consists of performing the following operations on a planar graph G: (i) testing if a new edge can be added to G so that the resulting graph is itself planar; (ii) adding vertices and edges such that planarity is preserved.
While many research efforts have been focused on planar graphs and on dynamic graph algorithms, the development of an efficient algorithm for on-line planarity testing has been an elusive goal.
In this paper, a technique for on-line planarity testing is presented that uses O(n) space and supports tests and updates in O(log n) time, n being the current number of vertices of the graph. The bounds for tests and vertex insertions are worst-case and the bound for edge insertions is amortized.
The The techniques developed in our work provide new insights on the topological properties of planar st-graphs and on the relationship between planarity and the decomposition of a graph into its biconnected and triconnected components.
The rest of this paper is organized as follows, in 2, we survey previous results on dynamic graph algorithms. Section 3 provides basic definitions. In 4, we present a static data structure that supports only operation Test in biconnected graphs. Sections 5 and 6 describe the dynamic data structure for on-line planarity testing in bicoImected graphs. The data structure is extended to general planar graphs in 7.
Finally, some applications of our technique to graph planarization, on-line transitive closure, and on-line minimum spanning trees are given in 8. 2 . Dynamic graph algorithms. The development of dynamic algorithms for graph problems has acquired increasing theoretical interest, motivated by many important applications in network optimization, very large-scale integration (VLSI) layout, computational geometry, and distributed computing. In this section, we survey representative dynamic graph algorithms for reachability, shortest paths, minimum spanning trees, and connectivity. Throughout this section, n and rn, respectively, denote the number of vertices and edges of the graph being considered. A general lower-bound technique for incremental algorithms, with applications to dynamic graph algorithms, is discussed in [3] .
A teachability query in a digraph asks whether there is a directed path between two vertices. For general digraphs, there exist insertions-only semidynamic data structures with O(n) space, O(1) query time, and O(n) amortized update time [6, 32, 43] . The same performance is achieved for deletions only in acyclic digraphs [6, 33] . Fully dynamic data structures with O(n) space and O(log n) query and update time exist for some classes of planar digraphs [11, 34, 54, 56] . The related problem of maintaining a topological ordering of an acyclic digraph is studied in [1] .
A shortest-path query in a digraph asks for the length of a shortest path between two vertices. Fully dynamic data structures for shortest-path queries are presented in [16, 48] . They have O(n2) space, O(1) query time, O(n) time for edge insertion, and O(rnn+n log n) time for edge deletion. The best-known semidynamic data structures supporting insertions in digraphs with unit edge lengths use O(n) space and have constant query time; the total time to process all edge insertions is O(n a log n), which amortizes to O(n log n) time per insertion for dense graphs [2, 39] . For series-parallel digraphs with weighted edges, there exists a fully dynaxnic O(n)-space data structure that supports queries and updates in O(logn) time [9] . This data structure also maintains a maximum flow within the same time bounds.
The dynamic maintenance of minimum spanning trees has the interesting property that, after an update operation consisting of a weight change or adding/deleting an edge, at most one edge needs to be replaced in the minimum spanning tree. For general graphs, the best result is O(x/-) update time and O(rn) space [21] . In the special case of planar graphs, updates can be done in O(log n) time using an O(n)-space fully dynamic data structure [11, 15] .
Regarding connectivity problems, a classical result shows that the connected components of a graph can be efficiently maintained in a semidynamic environment where only edge-insertions are performed, by means of a union-find data structure [58] . A sequence of k queries and edge insertions takes time O(kc(k, n)), where c(k, n) denotes the slowly growing inverse of Ackermann's function. The same performance is obtained for biconnected components [42, 60] , triconnected components [11, 42] , and tbur-connected components [35] . Semidynamic techniques supporting deletions only are studied in [17, 47] . In a fully dynamic environment, the connected components of a general graph can be maintained in time O(v/) per update operation [21] , while the biconnected components of a planar graph can be maintained in O(n2/a) time using O(n) space [25] . The related problems of maintaining the two-and three-edgeconnected components are studied in [23, 24, 60] . 3 . Preliminaries. We assume that the reader is familiar with graph terminology and basic properties of planar graphs (see, e.g., [40] ). Throughout this paper, denotes the number of vertices of the planar graph G currently being considered. Unless otherwise specified, we only consider graphs without self-loops and multiple edges. Recall that a planar graph without self-loops and multiple edges has edges.
First, we review some definitions on graph connectivity. A separating k-set of a graph G is a set of k vertices whose removal increases the number of connected components of (7. The following properties are demonstrated in [55] . LEMMA 3.1. Let F be a planar embedding of a planar st-graph G. In the last three cases (series, parallel, and rigid), # has children #1,... ,#k (in this order), such that #,i is the root of the decomposition tree of graph G (i 1,..., k). Figure 4 illustrates the decomposition tree and the skeletons of the R-nodes for the planar st-graph of Fig. 1 . Our definition of decomposition tree is a variation of the one given in [4] and is closely related to the decomposition of biconnected graphs into triconnected components [30] . LEMMA 4.1. The decomposition tree 7-of G has O(n) nodes. Also, the total number of edges of the skeletons stored at the nodes of 7" is O(n).
Proof. The leaves of 7-are Q-nodes in one-to-one correspondence with the edges of G, and each internal node of 7-has at least two children. Hence 7-has O(n) nodes.
If a node # of 7-has k children, then skeleton(p) has at most k + 1 edges (one edge for a Q-node, k edges for an S-or P-node, and k + 1 edges for an R-node). Hence the total number of edges of the skeletons is at most the sum of the number of nodes and edges of 7-and thus is O(n). Now, we show how the decomposition tree can be used to represent all the planar embeddings of a planar st-graph G with the edge (s, t). Let [12] (1, 17) and (11, 15) and one flip operation around the split pair (1, 17) . of G by 1 . selecting one of the two possible flips of the skeleton of each R-node around its poles; and 2. selecting a permutation of the skeletons of the children of each P-node with respect to their common poles.
Before presenting the algorithm for operation Test, we need to introduce additional concepts.
Let v be a vertex of G. The allocation nodes of v are the nodes of T whose skeleton contains v. Note that v has at least one allocation node. For example, with reference to the planar st-graph of Fig. 1 and its decomposition tree shown in Fig. 4 In the example of Figs. 1 and 4, the peripheral edges of skeleton(a5) are (1, 12) , (12, 17) , (1, 11) , (11, 15) , (15, 16) , and (16, 17) , while the only nonperipheral vertex of the entire graph is 5. Also, all the R-, P-, and S-nodes except a9 are peripheral. Concerning step 3, we set up the following data structures. Each node of T has a pointer to the corresponding virtual edge in the skeleton of its parent. We mark all the peripheral nodes and the peripheral vertices and e@es of each skeleton. Also, each node 4 has a pointer to the first nonperipheral node in the path from to the root (the root node points to itself). Finally, we equip the skeleton of each R-node with the data structure for planar embedding tests described in [53] . This allows us to test whether two vertices/edges are on the same face of the planar embedding of the skeleton in O(log n) time.
By Lemma 4.1, tree T uses O(n) space. All the remaining data structures use O(n) space. The decomposition tree T can be constructed in O(n) time using a variation of the algorithm of [30] for finding the triconnected components of a graph.
The planar embeddings of the skeletons of T and their peripheral vertices and edges can be computed in O(n) time using the planarity-testing algorithm of [30] Note that the O(log n) bound on the query time depends only on the performance of the data structure of [53] for testing whether two vertices/edges are on the same face of a planar embedding. It can be shown that, applying perfect hashing [59] , the query time of [53] can be reduced to O(1) at the expense of using a complicated O(n)-space data structure with O(n2) preprocessing time. We have the following corollary. If is a P-node, we add to the children of a new Q-node associated with e and we insert another edge from vl to v2 in skeleton(). Else, we replace with a new P-node with children and. a Q-node storing edge e.
X is an S-node. We perform at node X the transformation illustrated in Fig. 7 Fig. 9(a) We omit the details of the correctness proof, which are tedious but straightforward.
6. Dynamic data structure. All the information needed to perform the Test algorithm must be updated by the InsertEdge and Insert Vertex algorithms. We describe a data structure that represents the decomposition tree 7", the skeletons (with their embeddings) of the nodes of 7", and the maximal paths of peripheral nodes in 7". The interface of the data structure consists of records for the vertices and edges of the graph G.
6.1. Requirements. In this section, we discuss the primitive operations that need to be supported by the dynamic data structure. The data structure for the decomposition tree 7-should support finding the parent of a node and the least common ancestor of two nodes. Also [53] , where the latter two update operations are not supported.
We recall from property 2 of Lemma 3.1 that the boundary of each face of the embedding of a planar st-graph G consists of two directed paths with common origin and destination. Also, by property 1 of Lemma 3.1, each vertex of G distinct from the poles s and t is an internal node of exactly two faces.
FACT 8 (see [53] ). Let (12, 17) and (11, 15) are extreme pairs of the graph of Fig. 1 .
By Lemma 3.1, every object is internal in exactly two faces, and every face has exactly two extreme objects (always vertices). Hence conditions 1 and 2 can be tested in constant time after having determined the four faces where x and x. are internal and these faces' extreme vertices. Condition 3, on the other hand, is tested by searching for (v, v.) in the set of extreme pairs. The data structure of [53] maintains the set of extreme pairs in a dynamic dictionary and the set of internal vertices of each face in two concatenable queues (associated with the two directed paths forming its boundary).
We now show how to modify the data structure of [53] h). Otherwise, we remove from g the pair (1, h) and add to g the pairs (vl, h) and (,v).
The poles of each skeleton and, for R-nodes, the edge between them are directly stored at each node, so that they can be determined in 0(1) time. Their update takes 0(1) time in each transformation.
The record of each face f of skeleton(#) (except the two faces containing the edge (s,, t,)) has a bidirectional pointer to the element of g associated with the extreme pair of f. 6 .3. Data structure. The data structure consists of a main component and of an auziliary component. The main component is a tree T* that represents both the decomposition tree T and the skeletons of the nodes of T. The auxiliary component is a dictionary (e.g., a balanced search tree) that stores the set g, so that searches and updates in g take O(log n) time. The updates to be performed in g are determined in the final transformations.
The main component T* is an edge-ordered dynamic tree [151, a variation of the dynamic tree of Sleator and Tarjan [52] . It is a rooted ordered tree with nodes of vatious types that supports each of the following primitive tree operations in logarithmic time:
Find the parent of a node. Find the least common ancestor of two nodes.
Given two sibling nodes, determine which one precedes the other in the ordered sequence of the children of their parent.
Given a node , find the first node of a given type on the path from to the root.
Link two trees by making the root of one tree a child of a node of the other tree.
Cut a tree into two trees by removing a tree-edge.
Expand a node into two nodes Pl and 9. linked by a new tree-edge such that the expansion preserves the ordering of the children. In other words, if c/3 is the sequence of children of p, then cp.y is the sequence of children of 1 and/3 is the sequence of children of Contract a tree-edge (, p2) and merge nodes p, and P2 into a new node p such that the contraction preserves the ordering of the children. In other words, if cp2"y is the sequence of children of and /3 is the sequence of children of z2, then c/%/is the sequence of children of The main component T* is obtained from the decomposition tree T by expanding each node # of T into a tree rooted at #, called a skeleton tree, which describes the embedding of skeleton(#), as follows (see Fig. 18 ):
1. First, we make children of # a set off-nodes representing the faces of skeleton(#) (their order is irrelevant). The f-node associated with a face f is also said to be a p-node ("peripheral" node) if f contains an edge (s,, t,), and otherwise it is said to be a b-node ("blocking" node). Note that if # is a P-node or an S-node, then all the children of # are p-nodes. Also, if # is an S-node or an R-node, it has two child p-nodes.
2. Next, we attach to each f-node two subtrees, called boundary trees, that represent the two directed paths forming the boundary of the face (see Lemma 3.1), excluding the extreme vertices. Each boundary tree is a two-level tree whose leaves are an alternating sequence of e-nodes and v-nodes representing edges and vertices of the path, respectively, and are ordered according to the direction of the path. 3. Finally, for each former child p of #, we make child of one of the two e-nodes of the skeleton tree of # associated with the virtual edge of in skeleton(#).
If the closest f-node ancestor of one of such e-nodes is a p-node, then we make # a child of that e-node.
The data structure is completed by the following additional pointers. Each R-, P-, and S-node stores pointers to the poles of its skeleton, so that they can be determined a bidirectional pointer to the element of g storing the extreme pair of its associated face. Finally, we establish a pointer from each edge to its Q-node and two pointers from each vertex v to its two representative v-nodes in the boundary trees of the skeleton tree of skeleton(#), where # is the proper allocation node of v. Note that tree T can be obtained from tree T* by contracting each skeleton tree into its root. We call the S-, P-, Q-, and R-nodes of T* primary nodes. Namely, x. and x2 are both on face f if the f-node of f is the closest f-node ancestor for both an e-node of x and an e-node of x2. Condition 3 is verified by searching for the pair (x,x2) in g, again in O(logn) time.
To determine whether a vertex v is peripheral in the skeleton of its proper allocation node #, we find the closest f-node ancestors of the two v-nodes of v and test if at least one of them is a p-node. This takes time O(log n).
To determine the first nonperipheral primary node on the path from a node # to the root of T*, we find the closest b-node ancestor of # and then the closest primary node ancestor of . This takes time O(log n). [ We conclude the following. THEOREM 6.6. There exists a data structure for on-line planarity testing of a biconnected planar graph G whose current number of vertices is n with the following performance: the space requirement is O(n); operations Test and Insert Vertex take worst-case time O(log n), and operation InsertEdge takes amortized time O(log n).
Proof. The space and time complexity bounds follow immediately from Lemmas 6.3 and 6.4 and Theorem 6.5.
7. Tests and updates in general graphs. In this section, we consider online planarity testing for general (nonbiconnected) planar graphs. We first consider connected graphs and then disconnected graphs.
7.1. Tests in connected graphs. We consider a connected planar graph with n vertices. We use the data structure of the previous section for each block (biconnected component) of G and represent the relationship between blocks by means of the block-cutvertex tree.
The block-cutvertex tree of a connected graph G has a B-node for each block (biconnected component) of G, a C-node for each cutvertex of (, and edges connecting each B-node # to the C-nodes associated with the cutvertices in the block of # (see, e.g., [28] ). The block-cutvertex tree was previously used in [53, 60] for maintaining biconnected components.
We construct an augmented block-cutvertex tree B for G as follows (see Fig. 19 ). We root B at an arbitrary B-node. Next, we add n new leaf nodes, called V-nodes, to B, each associated with a vertex of G. The parent of the V-node representing vertex v it is the C-node associated with v if v is a cutvertex, and is the B-node associated with the unique block containing v otherwise. The number of nodes of B is O(n). We store at each B-node p a secondary structure consisting of the data structure of the previous section for on-line planarity testing in the block B of tt. The following definitions are analogous to those given for the decomposition tree in 4.
We define graph skeleton(#) for a node # of B as follows (see A vertex v is pivotal in the pertinent graph Gu of a node # if it appears in the same face of the pivot of # in some embedding of G. We say that a node u is pivotal if the pivot of u is pivotal in the pertinent graph of the parent of u. Note that a child of a C-node is always pivotal. In the example of Fig. 19 , the V-node of vertex 5 is pivotal while the V-node of vertex 6 is not pivotal. We now show how to perform operation Test(vl, v2) for vertices in distinct blocks (see Fig. 19 ). 10 , and x2 14, and condition 2 is not verified since X and x are not on the same face of some embedding of skeleton(x).
The following lemma will be used to efficiently test condition 3. LEMMA 7.2. Vertex v is pivotal in G x if and only if the first nonpivotal node on the path of 13 from the V-node of v to the root is either a child of X or a node of the path from X to the root.
It is interesting to observe the analogy between the concepts of peripheral (defined in 4) and pivotal. The proof of Lemma 7.2 is analogous to that of Lemma 4.5. Proof. Condition 1 of Theorem 7.1 is verified for at most two nodes of B: always for the least common ancestor # of the V-nodes of vl and v2 and possibly for a child of #. The latter case arises when Vl is a cutvertex and v. is in a block whose B-node is a child of the C-node of vl. Condition 2 is equivalent to performing operation
Test(x, x) in skeleton(x), which is either a biconnected graph or consists of a single vertex.
By Lemma 7.2, we can test condition 3 of Theorem 7.1 using for each vertex v a pointer to the first node 7 in the path from the V-node of v to the root of B such that v is not pivotal in Gv.
The time and space complexity bounds follow from Theorem 4.7 and from the fact that tree B has O(n) nodes. COROLLARY 7.4. Let G be a connected planar graph with n vertices. There exists an O(n)-space data structure that supports operation Test(u,v) To update the pivotal forest, we observe that the pivot c of the new block B' is the cutvertex parent of X and is in general (when B* is not the block of X) different from the former pivot c* of B* (see Fig. 21 ). Let # be the proper allocation node of c* in the decomposition tree of B'. The new pivot c is in the pertinent graph of an edge of skeleton(#) incident upon c*. Such a pertinent graph is an orientation with poles u and u of the union of edge e and the old blocks except B*. Hence we have that nodes of/3 can go from pivotal to nonpivotal but not vice versa.
To efl%iently maintain the pivotal forest P, we use the following auxiliary data structure. Consider a B-node of P associated to a block B, and let c be its pivot. Let T(B) be a new copy of the decomposition tree of B associated with a planar st-orientation of B with t c. We modify 7" into a forest P* (B) as follows: 2. Let T be the tree of 7 )* (B*) containing the U-node 2 of u2, and let p be the root of T. 3 . Reroot T at node n2. 4 . Perform local updates along the path of T from p to 2. 5. Link T to the the rest of the newly reconstructed P*(B'). [21] . Also, this problem admits a more efficient algorithm if we assume that the graph is embedded and restrict the InsertEdge operation to join vertices on the same face of the embedding. Namely, O(n) space and O(log n) query/update time (worst-case) can be achieved [15] .
The on-line minimum-spanning-tree problem consists of maintaining the minimum spanning tree of a graph. First, we consider the case of a biconnected planar graph that is subject to a sequence of updates Insert Vertex and InsertEdge, intermixed with the following operations:
InMst(e): Determine whether edge e belongs to the current minimum spanning tree.
Reweight(e, w): Set the weight of edge e equal to w. The fixed-embedding technique of [15] is based on the fact that the edges of G not in the minimum spanning tree T dualize to a maximum spanning tree T* of the dual graph G*. The cocycle (partition of the vertices) induced by the deletion of edge e from T corresponds to the cycle induced by the insertion of e* into T*, and vice versa. Hence the dynamization of the minimum spanning tree can be done by representing both T and T* by ordered dynamic trees that support the usual tree operations plus queries on the minimum-/maximum-weight edge on the tree path between two vertices.
As previously described, the decomposition tree can be supplemented with embedding information so that the modifications of the elnbedding required by an InsertEdge operation are carried out in amortized time O(log n). Regarding the update of the dual tree T*, we observe that the faces to the left and right of a pertinent graph are a separation pair of G*. Hence T* is updated in a reverse or swap operation by means of a sequence of O(1) expand, cut, link, and contract operations performed at the nodes of T* representing the faces to the left and right of the pertinent graph being flipped or moved. Figure 22 shows a schematic example of the update of T* in a reverse operation. 
