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Machine learningUnderstanding gene regulation is a major objective in molecular biology research. Frequently, transcription is
driven by transcription factors (TFs) that bind to speciﬁc DNA sequences. These motifs are usually short and
degenerate, rendering the likelihood of multiple copies occurring throughout the genome due to random
chance as high. Despite this, TFs only bind to a small subset of sites, thus prompting our investigation into
the differences between motifs that are bound by TFs and those that remain unbound. Here we constructed
vectors representing various chromatin- and sequence-based features for a published set of bound and un-
bound motifs representing nine TFs in the budding yeast Saccharomyces cerevisiae. Using a machine learning
approach, we identiﬁed a set of features that can be used to discriminate between bound and unbound mo-
tifs. We also discovered that some TFs bind most or all of their strong motifs in intergenic regions. Our data
demonstrate that local sequence context can be strikingly different around motifs that are bound compared
to motifs that are unbound. We concluded that there are multiple combinations of genomic features that
characterize bound or unbound motifs.
Published by Elsevier B.V. Open access under CC BY-NC-ND license. 1. Introduction
Control of gene expression is fundamental to all forms of life. Tran-
scription initiation is controlled primarily by transcription factor (TF)
binding to key DNA sequence motifs. In many cases, the sequence mo-
tifs recognized by DNA binding proteins are short and degenerate,
thus rendering it highly likely that they may appear multiple times in
the genome due to random chance. This is especially true for large eu-
karyotic genomes. Using sequence motifs alone to predict TF binding
leads to an unacceptable level of false positives (D'Haeseleer, 2006;
Fickett, 1996). Given this, many transcription factor binding site
prediction methods incorporate other sources of information in addi-
tion to sequence similarity. For example, previous studies have incorpo-
rated information about the sequence conservation between species
(Blanchette and Tompa, 2003; Xie et al., 2005) or the fact that different
TFs frequently bind DNA in clusters (Frith et al., 2003; Tharakaraman et
al., 2008). Combining sequence conservation or clustering of TFBS into a
single tool can improve predictive performance; however how a TF se-
lects the appropriate motif out of all its occurrences in vivo across theyribonucleic acid; ChIP-chip
nology; ChiIP-Seq, Chromatin
ht matrix; TSS, Transcription
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,genome remains unknown. While conservation between species is a
useful computational tool for identifying potential regulatory regions,
this information is not available in vivo to guide a TF to the correct bind-
ing location. Recent advances in high-throughput techniques [e.g., chro-
matin immunoprecipitation with microarray technology (ChIP-chip)
and chromatin immunoprecipitation sequencing (ChIP-seq)] have pro-
duced high-quality maps of genome-wide TF binding. In addition,
machine-learning techniques have been used successfully to predict
TF binding (Bauer et al., 2010; Holloway et al., 2005, 2007). In this
study, we used both these techniques to compare the local genomic en-
vironment near established TF binding sites with unbound motifs to
identify biological features associatedwith boundmotifs in vivo. Our ap-
proach is to use machine-learning techniques not primarily in an at-
tempt to predict TF binding sites but rather to gain insight into local
genomic features of bound and unbound motifs.
2. Materials and methods
2.1. Data sets
Histone modiﬁcation data was obtained from a previous study
(Pokholok et al., 2005). We obtained the raw data from the
ArrayExpress Archive (http://www.ebi.ac.uk/arrayexpress/) and per-
formedMA2Cnormalization (Peng et al., 2007). Nucleosomeoccupancy
data was previously published (Kaplan et al., 2009), and the nucleo-
some occupancy scores as calculated by the authors were used
unchanged. PWMs used in this study were obtained from three differ-
ent sources. The matrices used to produce the set of bound and
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formed in an attempt to be consistent with the matrices that were
used by MacIsaac et al. to produce a map of TF binding across the
yeast genome. We used 143 matrices from Badis et al. (2008) and Zhu
et al. (2009) to identify motifs near bound or unbound motifs. Many
of the DNA speciﬁcity matrices supplied by the authors were position
frequency matrices, which we converted to PWMs as described previ-
ously (Wasserman and Sandelin, 2004). Gene coordinates were
obtained from the UCSC genome browser (http://genome.ucsc.edu/).
2.2. Construction of bound and unbound motif datasets
We obtained the binding locations within Saccharomyces cerevisiae
intergenic regions of 118 TFs that were mapped using ChIP-chip
(MacIsaac et al., 2006). MacIsaac et al. analyzed a previously published
ChIP-chip dataset (Harbison et al., 2004). Selected for further study
were those TFs with at least 100 experimentally mapped binding sites
(n=12). We used the mapped binding sites generated under the
strictest criteria as deﬁned by MacIsaac et al. Brieﬂy, sites deﬁned as
bound required a PWM match of 60% of the maximum possible log-
likelihood PWM score, conservation in at least three of four sensu stricto
yeast species, and a p-value of less than 0.001 for the probe containing
the motif. A recent study using ChIP-exo argues the false positive rate
for ChIP-chip may be as high as 50% (Rhee and Pugh, 2011). By using
both motif information and conservation between species MacIsaac et
al. were able to identify bound motifs with high conﬁdence.
The bound sites as obtained by MacIsaac et al. are presumably cen-
tered at motif occurrences. But the bound sites as listed do not have in-
formation we would like to study such as the average strength of the
bound motifs. Hence it was necessary to remap motif locations and
link motifs with bound sites as identiﬁed by MacIsaac et al. To do so
we scanned yeast intergenic regions with the PWMs corresponding to
the 12 selected TFs and all occurrences of motifs with a score of 60% or
greater maximum log-likelihood score were collected. Motifs that over-
lapped the experimentally mapped binding sites as deﬁned byMacIsaac
et al. were labeled as “bound” motifs with the restriction of only one
bound motif allowed per experimentally mapped site. Given that
bound sites as deﬁned by MacIsaac et al. must include a motif instance,
it seems that all experimentally determined bound sites taken from the
MacIsaac study should overlap amotif as identiﬁed by us. In practice this
was largely the case (Supplemental Table 1) with one exception, DIG1.
Other experimentally mapped TF binding sites as deﬁned by MacIsaac
et al. also do not exhibit complete overlap with a motif as deﬁned by
us (Supplemental Table 1 second column). This is likely due toMacIsaac
using an older yeast genome build. The 11 TFs retained for further anal-
ysis were: REB1, GCN4, MBP1, PHD1, SKN7, STE12, SUT1, SWI4, SWI6,
ABF1, and CBF1. Only binding sites as determined by MacIsaac et al. for
which we could link a motif were deﬁned as “bound” motifs.
To produce the set of unboundmotifs, we obtained ChIP-chip binding
data for the 11 TFs used in this study (Harbison et al., 2004). A p-value of
binding was assigned to each intergenic region in yeast according to
Harbison et al. A set of unbound motifs was produced by scanning
yeast intergenic regions with PWMs corresponding to the 11 TFs; all oc-
currences of motifs with a 60% or greater maximum log-likelihood score
were identiﬁed. Motifs found in intergenic regions whose p-value of
binding was 0.5 or greater in all experimental conditions studied by
Harbison et al. were labeled as unbound.
To check the robustness of our approach we repeated the analysis
shown in Figs. 2, 3 and 4 using p-value cutoffs of 0.4 and 0.6 in calling
unbound motifs, our results did not change.
2.3. Generation of feature vectors
2.3.1. Generation of nucleosome-based features
Pokholok et al. (2005) used tiling arrays to map histone modiﬁca-
tions in S. cerevisiae. We used this data to calculate the level of histonemodiﬁcation around bound and unbound motifs. For each 200-bp
window centered on a motif, we obtained the degree of enrichment
by averaging the normalized log ratio values of the probes within
that region. For example, the feature “H3K14ac” represents the aver-
age degree of acetylation of lysine 14 in histone H3 for the given win-
dow. A similar approach was used for each histone modiﬁcation
mark.
To calculate the degree of nucleosome occupancy, we used a dataset
produced by Kaplan et al. (2009). For most positions in the genome,
Kaplan and co-authors calculated a nucleosome occupancy score. The
average nucleosome occupancywas normalized to zero. A value greater
than zero represented nucleosome enrichment relative to the genome-
wide average, while a value less than zero signiﬁed nucleosome deple-
tion. For each window centered at a motif, nucleosome occupancy was
calculated by averaging the nucleosome occupancy scores for that
window. Eight features were chromatin-based: “Nucleosome occupan-
cy,” “H3K14ac,” “H3K36me3,” “H3K4me1,” “H3K4me2,” “H3K4me3,”
“H3K79me3,” and “H3K9ac.”
2.3.2. Generation of motif-based features
We scripted our own program in Perl to scan yeast intergenic re-
gions with a library of 143 PWMs obtained as described above. Motif
matches of 70% or better of the maximum possible log-likelihood
score for the given PWM were retained. For each bound and unbound
motif for the set of nine TFs analyzed by feature selection, the number
of motif matches within 100 bp of every motif represented in our
PWM library was calculated. We did not consider any motif match
that was within 10 bp of the bound or unbound motifs. 143 out of the
171 features were generated in this fashion. An additional motif-based
feature was motif strength, which was simply the log-likelihood PWM
score at bound or unbound motifs. Also included in the set of motif-
based features was the distance in base pairs to the closest TSS. Finally,
a motif-based feature was constructed by calculating the average num-
ber of nearby motifs in a 200-bp window centered at every bound or
unbound motifs; this analysis resulted in a total of 146 motif-based
features.
2.3.3. Generation of sequence-based features
Of the 17 sequence-based features, 16 represented the normalized
frequency of dinucleotides within a 200-bp window centered at
bound or unbound motifs. For example, the feature measuring TA
content would be calculated as the number of times the “TA” 2-mer
was found within the 200-bp window divided by the number of k-
mers of size 2 found in the window. Hence, this feature represents
the enrichment of TA relative to all 2-mers. Also included was a
sequence-based feature reﬂecting the overall content. Removing the
reverse complement of a given dinucleotide (e.g., CG is the same as
GC in the complementary strand) could further reduce the sequence
features. Whether the reverse complement is redundant is based on
whether strand-speciﬁc processes act at bound or unbound motifs.
Since TF binding can be strand-speciﬁc, reverse complements were
retained in the ﬁnal set of features.
2.3.4. Feature selection
Feature selection can be described as ﬁnding the subset of features
from the set of all possible combinations of features that can best dis-
tinguish classes of interest. In our case, the two classes of interest are
bound and unbound motifs. Because the search space of all possible
combinations of features grows exponentially with the number of
features, it is rarely feasible to perform an exhaustive search. Instead,
various heuristic search methods can be used to identify meaningful
feature subsets. Here, we used three different feature selection algo-
rithms to identify those features that are consistently selected by
the different methods. We used two algorithms implemented in the
open source software package ‘weka’ (Hall et al., 2009) and ‘galgo’,
an R package (Trevino and Falciani, 2006).
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score how well a feature subset predicts the correct class; the second
are methods to search the space of all possible feature subsets and
achieve convergence to an optimal feature subset.
The ﬁrst ‘weka’-based feature selection algorithm used was a cor-
relation subset scoring approach paired with a best ﬁrst search algo-
rithm. Correlation subset scoring is based on the idea that a good
subset of features contains those that are highly correlated with the
class and yet do not correlate with each other (Hall, 1999). Feature
subsets that have this characteristic are scored highly. This scoring
function was paired with a best ﬁrst search method, which searches
the space of feature subsets using a greedy hill climbing approach
augmented with backtracking.
The second ‘weka’-based feature selection algorithm used was a
consistency subset scoring approach paired with a linear forward selec-
tion search algorithm. Consistency subset scoring is based on the con-
cept that the best features are those that are most consistent with a
class. Thus, good features are consistently similar within a class but
very different between classes (Liu and Setiono, 2000). This scoring
function was paired with a linear forward search algorithm. Brieﬂy,
the search algorithm initially ranks all features individually using the
consistency subset scoring method. Then the algorithm starts with an
empty set of features and adds them one at a time based on ranking
until performance can no longer be improved. The ‘weka’ version does
allow for somebacktracking and restarting of the search to help prevent
quick convergence to small local optima. For more information, see
Gutlein et al. (2009).
‘Galgo’ is a genetic algorithm-based feature selection approach. To
score a feature subset, a nearest shrunken centroid classiﬁer is built
using only the feature subset. The score assigned to a feature subset
represents how well the nearest shrunken centroid classiﬁer per-
forms in classifying held out test datasets of bound or unboundmotifs
(Trevino and Falciani, 2006).
All of the feature selection approaches used require a training
dataset. Unfortunately, training datasets were frequently imbalanced,
with far more examples of unbound motifs than bound motifs or vice
versa. Many traditional machine learning-based approaches have
lower accuracy when trained on imbalanced datasets (Japkowicz and
Stephen, 2002). We performed repetitive random under-sampling to
dealwith the imbalanced dataset problem due to its simplicity and abil-
ity to improve performance (Van Hulse et al., 2007, 2009). Randomly
removing examples from the majority class until balanced datasets
are achieved is a common solution to the data imbalance problem.
One drawback to this method is the possibility of discarding potentially
useful information. Repetitive random under-sampling attempts to ad-
dress this issue by combining the results from several rounds of random
sampling. Studies have demonstrated that this method can potentially
improve performance over simple under-sampling or not performing
any sampling (Van Hulse et al., 2009; Xu-Ying et al., 2009).
We will describe our overall approach using the PHD1 dataset as
an example. The PHD1 dataset is a highly imbalanced dataset con-
sisting of 172 bound motifs and 1133 unbound motifs giving a total
of 1305 motifs. For each motif, a vector of length 171 was constructed
to produce a matrix with 1305 rows and 171 columns. Two-thirds of
the rows representing bound and unbound motifs were randomly se-
lected and set aside as a training dataset. This resulted in a training
dataset with 114 rows representing bound motifs and 755 rows rep-
resenting unbound motifs for a total dataset matrix of 869 rows with
171 columns. The remaining data was used as the test set. The train-
ing dataset then underwent random sampling without replacement
selecting rows representing unbound motifs until a balanced dataset
was achieved with 114 examples of bound motifs and 114 examples
of randomly selected unbound motifs. This matrix was used as an
input into the three feature selection methods, and the resulting fea-
ture subsets were stored. The process of randomly sampling from the
training dataset to create a balanced dataset was repeated 10,000times. The resulting 10,000 feature subsets were combined by cou-
nting the number of times each feature was observed. Features
were then ranked based on the number of times each feature was se-
lected. For example, if the “PWM_score” feature was included in 9000
out of the 10,000 feature subsets, it would rank higher than a feature
selected in 1000 out of the 10,000 feature subsets. Each feature selec-
tion method produced a ranked list of features in this manner.
Selecting features that were ranked in the top 10% by at least two of
the three feature selection methods produced the ﬁnal subset of fea-
tures presented in Supplemental Table 1 and Supplemental Table 2.
The above approach was used for each of the nine TFs that were ana-
lyzed by feature selection.
The features were globally ranked by pooling how often each fea-
ture was selected by each of the feature selection algorithms. Those
features selected most often across all feature selection algorithms
were presumed to be more important than features selected less
often. Features listed in order of rank are provided in Supplemental
Table 2.
Accuracy, sensitivity, and speciﬁcity were calculated by ﬁrst pro-
ducing a dataset using only those features selected using the feature
selection approach. For example, the training dataset for PHD1
would consist of 869 rows and 16 columns with each column rep-
resenting one of the 16 features listed in Supplemental Table 1. A bal-
anced dataset was produced by random sampling and the resulting
matrix was given as an input training dataset to build a random forest
classiﬁer (Breiman, 2001). The resulting classiﬁer then works to cor-
rectly predict the class of motifs (bound or unbound) in the testing
dataset. This procedure was repeated 10 times. The mean, accuracy,
sensitivity, and speciﬁcity are presented in Supplemental Table 1.
Hence, how well the features selected can discriminate between
bound and unbound motifs was assessed on a testing dataset that
was not used in feature selection.
3. Results
We obtained experimentally mapped binding sites in intergenic
regions for 118 TFs (MacIsaac et al., 2006) in the yeast S. cerevisiae
genome. We selected twelve TFs for further study since they have at
least 100 experimentally mapped binding sites. A cutoff of 100 was
used to ensure enough bound sites existed so useful statistics could
be performed. For each of these, a set of motifs bound by the TF and
a set of motifs likely unbound by the TF were obtained (see
Materials and methods). DIG1's motif as described by MacIsaac et al.
was present in only a minority of the experimentally-proven DIG1
binding sites (n=41), suggesting the possibility of an error in the po-
sition weight matrix (PWM) used. As a result, DIG1 was not further
analyzed in this study. For each of the motifs in the datasets, a 200-
bp window centered on the motif and a vector containing 171 ele-
ments were calculated. Each element of the vector represented a
measurement of a biological feature for that window. For example,
vector element one is a score indicating the degree of nucleosome
occupancy averaged over the 200-bp window. Feature selection was
then applied to identify the subset of vector elements (hereby re-
ferred to as features) that were most informative in correctly
predicting whether a motif is actually bound by the respective TF
[for a review of the use of feature selection in bioinformatics, see
Saeys et al., 2007]. We applied three different feature selection tech-
niques (see Materials andmethods), two of which were implemented
in ‘weka’ (Hall et al., 2009) while the third is ‘galgo’ (Trevino and
Falciani, 2006). Features selected by at least two of the three methods
were examined in more detail (Supplemental Table 1). While feature
selection can identify a set of promising candidates that differ be-
tween bound and unbound motifs, further analyses of the selected
features are necessary to verify biologically signiﬁcant differences.
In general, there was good agreement between features selected by
all three methods (Supplemental Fig. 1).
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In order to determine which biological features are associated
with motifs bound by their TFs, it is necessary to compare the local
environment of motifs bound by protein with motifs unbound by pro-
tein. Therefore our analysis required obtaining a dataset of motifs that
are unlikely to be bound by a TF. We created this set for the 11 TFs ex-
amined from a published ChIP-chip dataset (Harbison et al., 2004), in
which a p-value was calculated representing the degree of evidence
regarding binding to each intergenic region in the yeast genome (in
general the lower the p-value the stronger the ChIP-chip evidence
the given TF binds somewhere in the intergenic region). Our unbound
motif dataset consisted of motifs that occurred in intergenic regions
with a p-value greater than 0.5 in all experimental conditions studied
by Harbison et al. Using these criteria, we discovered that two out of
the 11 TFs, CBF1 and ABF1, exhibited too few non-bound motif
matches (8 and 38, respectively); therefore, these TFs were eliminat-
ed from further feature selection analysis.
To further explore the relationship between the presence of a
motif match and the p-value for binding as measured by Harbison
et al., we plotted the average p-values for intergenic regions that con-
tain strong motif matches (i.e., matches>80% of the maximum possi-
ble PWM log likelihood score; Fig. 1, panel a). Although there was low
information content for the majority of the motifs, the presence of a
strong motif was a surprisingly good predictor of binding for many
of the TFs (Fig. 1, panel a). ABF1 and CBF1 had the two lowest average
p-values for binding 0.022 and 0.044, respectively.Fig. 1. Correlation between motif strength and p-value of binding. (a) Plotted is the mean p
maximum possible log-likelihood score. The p-value of binding was obtained from Harbison
in bits. The smaller the information content, the more likely that motif is to occur by random
regions containing high scoring motifs was calculated as described above (y-axis). The x-axis
versus motif strength for (c) ABF1 and (d) SUT1. The x-axis denotes the motif strength of a
motif strength correlates with closer proximity to the consensus sequence. The average p-
threshold was calculated (y-axis). ABF1 and SUT1 were plotted because they represent theIt is reasonable to expect a connection betweenmotifs with high in-
formation content and a higher probability of binding to a strongmotif.
Indeed, a positive correlation between information content and p-value
for binding to strong motifs (r=−0.67, p-value=0.02) was observed
(Fig. 1, panel b). Next, we plotted the average p-value for binding at dif-
ferent motif strengths for ABF1 and SUT1 the two extreme cases (Fig. 1,
panels c and d). ABF1 showed an almost perfect correlation between
motif strength and p-value (r=−0.98, p-value=0.00009). In contrast,
a positive correlation was found for SUT1 (r=0.66, p-value=0.1055);
however, this correlationwas not statistically signiﬁcant (alpha=0.05).3.2. Comparison of sequence-based features surrounding bound and
unbound motifs
Some of the features assessed by the feature selection algorithms
were sequence-based (e.g., dinucleotide content, see Supplemental
Table 1). To explore this further, we plotted the percentage of dinu-
cleotides surrounding bound and unbound motifs (Fig. 2 and Supple-
mental Fig. 3). In this analysis, we masked the actual motif and 15 bp
ﬂanking both sides. The percentage of the dinucleotide TA present
near bound and unbound motifs was calculated as the ratio of TAs
present in a given sequence (Fig. 2). Out of the 16 dinucleotides ex-
amined, TA was selected by our feature selection approach for all
nine TFs as an important feature that discriminates between bound
and unbound motifs (Supplemental Table 1, Supplemental Table 2).
The peak observed in the control dataset is due to the fact that-value of binding for intergenic regions whose average motif strength was >80% of the
et al. (2004). The number above each bar is the information content for the given motif
chance in a sequence. (b) For every motif, the average p-value of binding in intergenic
is the information content of the motifs in bits. (c and d) Plots of the p-value of binding
given TF as a percentage of the maximum possible PWM log-likelihood score. Higher
value of binding for the collected intergenic regions that met the given motif strength
two extremes.
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green line).
In general, the sequence surrounding bound motifs was depleted
of TA dinucleotides compared to unbound motifs (Fig. 2) with six
(SWI4, PHD1, SKN7, SUT1, STE12, and SWI6) out of the nine TFs clear-
ly showing this pattern. Two TFs, MBP1 and GCN4, did not exhibit
strong differences in the percentage of TA between bound and un-
bound motifs. REB1 showed slightly higher levels of the TA dinucleo-
tide around bound sites compared to unbound sites. SWI6 may not
bind DNA directly but instead be recruited to the genes it regulates
by other TFs. It is known that SWI4 and MBP1 can bind to DNA as a
complex with SWI6 (Andrews and Moore, 1992; Leem et al., 1998).
Given the indirect binding of SWI6 to DNA, it is likely the motif iden-
tiﬁed for SWI6 is a combination of the motifs recognized by the pro-
teins that recruit SWI6 to DNA. Indeed, the core SWI6 motif CGCG is
found in both the SWI4 motif and the MBP1 motif (Supplemental
Table 3). Furthermore, the local TA dinucleotide content surrounding
the bound SWI6 motif closely resembles that of bound SWI4 motifs
(Fig. 2). Many genes have a tendency to be regulated by multiple
TFs. Hence it is possible that the differences in sequence composition
when comparing bound to unbound motifs are due to bound motifs
having multiple other motifs nearby which may affect local sequence
composition. To control for this we obtained all motifs with some ev-
idence of being bound by protein (MacIsaac et al., 2006) and masked
these motifs.
Additionally, a number of TFs show the same general trend with
regard to differences in sequence composition when comparing
bound to unbound motifs. The example given above is the six TFs
that all show the same pattern of depleted TA dinucleotides around
bound motifs compared to unbound. Since it is unlikely these six
TFs all share the same regulatory partners, it is unlikely that theFig. 2. TA dinucleotide content around bound or unbound motifs. Motifs classiﬁed as bound
moving upstream and downstream from the motif. Zero on the x-axis represents the center
tion of dinucleotides that are TA within each 50 bp window. Green: The background TA con
procedure as described.same pattern of depleted TA dinucleotides is due to the potential con-
founding effect of having multiple other bound TF motifs nearby. The
same motifs will likely not be present around all six TFs since they do
not share the same regulatory partners (see Fig. 3).
Several studies have shown TFs in yeast exhibiting distinct position-
al preferences relative to the transcription start site (TSS) (Hansen et al.,
2010; Harbison et al., 2004; Lin et al., 2010). Thus, it is possible that the
differences in dinucleotide content are due to bound motifs predomi-
nantly occurring −100 to −500 bp upstream of the TSS (Harbison et
al., 2004). To investigate this, we extracted the noncoding sequence
−100 to−500 bp upstream of all yeast TSSs and calculated the TA di-
nucleotide content for these regions. The percentage of TA was slightly
lower in sequences −100 to −500 bp upstream of the TSS than in
intergenic regions as a whole (0.091 compared to 0.099). However,
this phenomenon was insufﬁcient to explain the pronounced depletion
of TA around boundmotifs found formany of the TFs (Fig. 2). For exam-
ple, the average percentage of TA within a 200-bp window centered at
bound SUT1motifs was 0.054. Hence, reduced TA content is not univer-
sal throughout promoter regions, but is instead generally found in se-
quences surrounding motifs bound by TFs. Additionally TFs, in general
share, similar location binding preferences, but do not always share
the same pattern of dinucleotide frequency around bound motifs. For
example PHD1 prefers to bind on average ~340 bp upstream of the
TSS while SWI4 prefers to bind on average ~380 bps upstream of a
TSS. PHD1's bound motifs in general are not embedded in GG rich se-
quence, while SWI4s motifs are (Supplemental Fig. 2).
While for TA the trend is for bound motifs to be embedded in TA
depleted sequence compared to unbound motifs, this is not the case
for other dinucleotides. For example, the GG dinucleotide shows a
tendency to be enriched around bound motifs relative to unbound
motifs (Supplemental Fig. 2). In general, the dinucleotide content ofor unbound were aligned. The TA dinucleotide content was bound in 50-bp windows
of the aligned motif. Black: The average percentage of TA, which is deﬁned as the frac-
tent calculated by randomly selecting locations in intergenic regions and repeating the
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tent, while the dinucleotide content around bound motifs was either
enriched or depleted relative to background (with the exception of
REB1). Given the apparent strong dependence of ABF1 on its motif,
we examined the dinucleotide content surrounding its bound motifs
relative to background (Supplemental Fig. 2). Contrary to the trend
observed for many of the other nine TFs, the dinucleotide content sur-
rounding bound ABF1-speciﬁc motifs does not show strong devia-
tions from the background dinucleotide content.
3.3. Comparison of motif-based features surrounding bound and
unbound motifs
For all nine TFs, the feature selection algorithms selected the dis-
tance from the motif to the nearest TSS as a signiﬁcant discriminator
between bound and unbound motifs. Many of the TFs exhibited a
striking difference between bound and unbound motifs. For instance,
the median distance to the nearest TSS for PHD1 was −430 and −
155 for bound and unbound motifs, respectively. This result was
expected given the strong positional preference relative to the TSS
seen for many yeast TFs (Hansen et al., 2010; Harbison et al., 2004;
Kim et al., 2008; Lin et al., 2010; Tharakaraman et al., 2005).
Included in the set of motif-based features were a number of char-
acteristics designed to take advantage of the fact that TFs have a ten-
dency to bind in clusters (Frith et al., 2003; Ptashne, 1988). To
construct these features, we obtained a library of PWMs representing
143 TFs (Badis et al., 2008; Zhu et al., 2009). For each bound and un-
bound motif, we counted the number of motif matches within 100 bp
for each of the TFs in our PWM library. By comparing the number of
motif matches near bound and unbound sites, we identiﬁed motifs
that are commonly found near bound and unboundmotifs (Fig. 3). In-
terestingly, three TFs (MBP1, STE12, and SWI4) bound motifs had aFig. 3.Motifs enriched near bound or unbound motifs. The fraction of bound (red) or unbou
for the nine TFs shown. p-Values were calculated using the z-test for two proportions, and c
jamini and Yekutieli, 2001). Comparisons with a q-valueb0.05 are marked with an asterisktendency to have repeated copies of their motifs surrounding their
binding sites. Such homotypic clusters of the same motif have been
observed in other organisms including vertebrates and invertebrates
(Gotea et al., 2010; Lifanov et al., 2003). As our results and others
(Harbison et al., 2004) have shown, homotypic clustering is also pre-
sent in yeast, suggesting an evolutionarily conserved regulatory
mechanism.
Regulation of transcription initiation is facilitated by the binding
of multiple TFs to the promoter region of a gene. Indeed many of
the TFs whose motifs are enriched at bound sites relative to unbound
sites showed signs of cooperative binding. For example, in budding
yeast numerous genes are induced early in the cell cycle with SWI4
and MBP1 as the predominant regulators of these genes (Koch et al.,
1993; Sidorova and Breeden, 1993). In some cases these genes coop-
erate in regulating the same gene (Bean et al., 2005). Unsurprisingly
we observed enrichment of MBP1 motifs surrounding SW4-bound
motifs compared to unbound motifs. SWI4 motifs were also enriched
around MBP1-bound motifs compared to unbound motifs; however,
this enrichment (q-value=0.07) did not meet our q-value cutoff of
0.05 (Fig. 3). In addition, enrichment of the TEC1 motif near bound
STE12 motifs exhibited a similar pattern. STE12 is necessary for the
proper regulation of mating, haploid invasion, and pseudohyphal de-
velopment (Herskowitz, 1995). STE12 binds with TEC1 cooperatively
to achieve developmental speciﬁcity (Madhani and Fink, 1997),
which is consistent with our observation that the TEC1 motif is
enriched around STE12-bound motifs compared to unbound ones.
Since TFs have a tendency to bind cooperatively, a greater number
of motifs can be found enriched around bound motifs compared to
unbound ones. Therefore, the feature measuring the average number
of nearby motifs was selected for ﬁve out of the nine TFs (MBP1,
SKN7, STE12, SWI4, and SWI6), further indicating the tendency for
the enrichment of multiple motifs surrounding TF binding sites.nd (blue) motifs that exhibit at least one of the labeled motifs within 100 bp is plotted
orrected for multiple testing using Benjamini, Hochberg, and Yekutieli correction (Ben-
.
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unbound motifs compared to bound motifs. For example, four of the
nine TFs (GCN4, PHD1, SKN7, and SWI4) exhibited statistically signif-
icant enrichment of the PHO2 motif around unbound motifs com-
pared to bound ones. This unique enrichment may occur because
unbound motifs are generally located within TA‐rich regions of the
genome (Fig. 2). Because the PHO2 motif is TA/AT-rich and informa-
tion poor, it is not surprising that this motif is widespread across
yeast intergenic regions (~32,000 PHO2 motifs in intergenic regions
N=32,562). This widespread occurrence may explain why the
PHO2 motif, as well as those of SIG1 and GLN3, is enriched near un-
bound motifs. To control for the tendency of information poor motifs
to be strongly inﬂuenced by local sequence context we ﬁltered motifs
on the basis of information content. And only counted motifs near
bound and not bound motifs with at least 8 bits of information. This
ﬁltering removed the PHO2, SIG1 and GLN3 motifs from consider-
ation (Fig. 3).
However, the above explanation does not account for all cases of
motif enrichment around unbound motifs. For instance, despite lac-
king in AT/TA dinucleotides, the ASG1 motif is enriched around un-
bound REB1 and STE12 motifs. Given the enrichment of the ASG1
motif around unbound motifs it is possible that ASG1 may be acting
as a repressor.
The average motif strength for bound and unbound motifs (i.e., fea-
ture “PWM_score,” Supplemental Table 1 and Supplemental Table 2)
was selected for all TFs but SKN7 and SUT1. On average, bound motifs
were stronger than unbound motifs.
3.4. Comparison of nucleosome-based features surrounding bound and
unbound motifs
REB1 possesses nucleosome-modifying properties and functions
to create regions of open chromatin (Chasman et al., 1990). Hence,
nucleosome occupancy was selected as an important feature to dis-
criminate between REB1-bound and unbound motifs, with bound
motifs located in nucleosome-depleted regions (data not shown). In-
terestingly, although nucleosome occupancy was selected as an im-
portant feature for SKN7, bound sites had a higher nucleosome
occupancy score than unbound sites (data not shown). This result is
contrary to the overall trend of bound sites occurring predominantly
in nucleosome-depleted regions (Kaplan et al., 2009). Nevertheless, a
recent study mapping nucleosome occupancy suggested that the
presence of SKN7 leads to higher nucleosome occupancy at its bind-
ing site (Kaplan et al., 2009).
Several histone post-translational modiﬁcations have been associ-
ated with either bound or unbound motifs. Often, the level of histone
modiﬁcation is associated closely with gene activity (Pokholok et al.,
2005). Hence a correlation between active binding sites and histone
modiﬁcation levels is expected. Surprisingly, we also observed an en-
richment of active histone marks reported to be associated with ac-
tive genes, namely H3K4me3, H3K9ac, and H3K14ac (Pokholok et
al., 2005), around unbound motifs. Our data demonstrate that these
marks are enriched around unbound motifs for a number of TFs
(PHD1, SKN7, SUT1, and SWI4) (Fig. 4).
These histone marks are present at the highest levels near the TSS
(Pokholok et al., 2005). Consistent with this, higher levels of histone
modiﬁcation can be found around motifs that are closest to the TSS.
TFs have a tendency to avoid binding 0 to approximately 100 bp up-
stream of the TSS (Harbison et al., 2004; Lin et al., 2010). Thus, enrich-
ment of active histone marks around unbound motifs may occur
because a larger fraction of these motifs is located within 0 to
100 bp of the TSS. Indeed, our data supports this hypothesis. The per-
centage of bound sites within 100 bp of the TSS for PHD1, SKN7, SUT1,
and SWI4 was 5.24%, 4.58%, 1.14%, and 1.72%, respectively. Mean-
while, the percentage of unbound motifs within 100 bps upstream
of the TSS for PHD1, SKN7, SUT1, and SWI4 was 21.27%, 13.51%,12.78%, and 19.06%, respectively. Because the region 0 to approxi-
mately 140 bp upstream of the TSS is free of nucleosomes (Kaplan
et al., 2009; Lee et al., 2007; Shivaswamy et al., 2008), motifs located
within this region are most likely in an open chromatin conﬁguration
and accessible for TF binding, which raises the question what mecha-
nism is repressing binding at these motifs.
4. Discussion
Given the prominent role TFs play in gene regulation throughout
the genome, mapping TF binding is very important to gaining a thor-
ough understanding of transcription. In recent years, ChIP-chip and
ChIP-seq have become widely used experimental tools in identifying
binding locations for TFs. Unfortunately, even with these techniques,
mapping the binding sites for large numbers of TFs is still a substan-
tial undertaking. Computational prediction of TF binding sites has
the potential to provide high-quality predictions of TF binding with
precision and low cost. Indeed this has been an active area of research
for computational biologists (Elemento and Tavazoie, 2005; Ernst et
al., 2010; Pique-Regi et al., 2011; Xie et al., 2009). Our primary goal
in this analysis is not prediction of TF binding site but identifying dif-
ferences in local genomic context comparing bound motifs to un-
bound motifs.
We examined a subset of yeast TFs so our results cannot be general-
ized across all TFs. While it is true the total number of TFs studied was
low in comparison to the total number of TFs in yeast. There was high
diversity in the DNA binding domains; the nine different TFs represent
six different DNA binding domain families (Supplemental Table 3).
Therewere several broad trends thatwere universal ormostly universal
across all TFs studied. For example, every TF examined in this study
showed differences in local sequence composition around boundmotifs
compared to unbound motifs. With the sequence composition sur-
rounding unbound motifs in general corresponding to the background
sequence composition.
Experimental data suggests local sequence content may be impor-
tant in transcription factor binding site functioning (Meierhans et al.,
1997; Ponomarenko et al., 1999; Starr et al., 1995). Our results are
consistent with these ﬁndings. However it is not apparent what role
sequence context plays in transcription factor binding. In some
cases it is clear that sequence context plays a direct role in stabilizing
binding (Meierhans et al., 1997; Starr et al., 1995). It is also possible
that sequence context is important indirectly through mediating nu-
cleosome binding. Indeed nucleosome occupancy around TF binding
sites is depleted of nucleosomes in vitro strongly suggesting sequence
context plays a role in excluding nucleosomes (Kaplan et al., 2009).
Interestingly, sequences containing 9–11 bp periodic TA dinucleo-
tides have recently been shown in vitro to have strong nucleosome
forming potential (Takasuka and Stein, 2010).
The TA dinucleotide was identiﬁed by our approach as being im-
portant for all 9 TFs in distinguishing between bound and unbound
motifs. In general sequences around bound motifs were depleted of
the TA dinucleotide compared to unbound motifs (Fig. 2); this effect
is stronger for some TFs than others. An exception to this general
trend is the REB1 motif which showed increased TA frequency around
bound motifs compared to unbound motifs. The REB1 protein has
chromatin modifying properties with the ability to form nucleosome
free regions (Chasman et al., 1990). Indeed if TA dinucleotides in cer-
tain sequence contexts increase nucleosome formation, the depletion
of TA dinucleotides around bound motifs we observe would presum-
ably discourage nucleosome formation.
It is however unlikely that the differences in sequence context
comparing bound to unbound motifs are entirely explained by nucle-
osome sequence preferences. The TFs examined do not always exhibit
consistent sequence preferences. For example SWI4, SUT1 and SKN7
all have enriched GG dinucleotide content around bound motifs
while STE12 and PHD1 do not (Supplemental Fig. 3). Nucleosome
Fig. 4. Histone modiﬁcation-based features. Histone modiﬁcation-based features are plotted for the eight TFs for which a histone modiﬁcation feature was selected as important.
Red bars represent the average log ratio of the given histone modiﬁcation within a 200-bp window centered at bound sites. Blue bars represent the average value of the given
nucleosome-based feature within a 200‐bp window centered at unbound sites. p-Values were calculated using the Wilcox rank sum test, and corrected for multiple testing
using the Benjamini, Hochberg, and Yekutieli correction (q-values) (Benjamini and Yekutieli, 2001). Comparisons with a q-valueb0.05 are marked with an asterisk.
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hence if the differences in sequence composition observed are entire-
ly due to nucleosome sequence preference this preference would be
expected to be consistent for all TFs.
Another possible explanation for the differences in sequence
composition comparing bound to unbound motifs is direct stabiliza-
tion of binding. The recognition of binding locations by DNA binding
proteins is dependent on two different approaches: ﬁrst nucleotide
sequence speciﬁc formation of hydrogen bonds and second nonbase
pair speciﬁc interactions between the protein body and DNA (Rohs
et al., 2009). It has recently been shown that the binding of arginine
residues to narrow minor groves is a common mechanism assisting
in protein–DNA recognition (Rohs et al., 2009). Differences in se-
quence composition around an embedded motif could either en-
hance or inhibit such interactions by affecting the DNA shape or
width of the major/minor grove. It would be of interest to measure
the binding afﬁnity of the same motif embedded in different se-
quence contexts.
It is also possible that differences in sequence context between
bound and unbound motifs are reﬂective of differences in sequence
composition between regions of regulatory sequence and non-
regulatory sequence. While this is a possibility we observed there is lit-
tle difference in TA dinucleotide composition in promoter sequence
compared to background yeast intergenic regions. This is not surprising
since in, yeast, intergenic regions are compact with promoter sequence
being a large fraction of intergenic sequence. This suggests that the dif-
ferences in dinucleotide frequency comparing bound to unboundmotifs
are not due to a general trend observed in regulatory sequence.Understanding gene regulation is a fundamental question in mo-
lecular biology. Many genes are regulated by TFs recognizing and
binding to short DNA sequence motifs. In most cases, only subsets
of the genomic regions that match TF binding sites are actually
bound by the TF in vivo. Thus, it is critical to understand the difference
between motifs that are bound and unbound by a given TF. Here, we
begin to investigate this question by performing a systematic
genome-wide comparison of motifs that are bound in vivo compared
to motifs that are unbound. To our knowledge, this is the ﬁrst such
study. Further work could extend the set of biological features being
examined. Our analysis cannot answer whether any of the differences
we identify are a causal component of TF binding speciﬁcity.
For ABF1 and CBF1, our results suggest that the presence of a
strong motif is a good predictor of binding in intergenic regions.
Both proteins have chromatin-modifying properties (Yarragudi et
al., 2004; Kent et al., 2004). In agreement with our results, genome lo-
calization studies indicate that the majority of CBF1 motifs in inter-
genic regions are most likely bound by the TF (Kent et al., 2004; Lee
et al., 2002).
Our results suggest a range of strategies is employed in determining
DNA binding speciﬁcity. For some TFs (e.g. ABF1 and CBF1 (Fig. 1)) the
information contained in their motif is apparently sufﬁcient to mostly
determine speciﬁcity. Little additional information from genomic con-
text is needed. Every place a strong copy of their motif is found it may
be likely the protein will bind. We reported previously that the ABF1
motif is strongly biased to occur predominantly in potential regulatory
regions. We also showed that the ABF1motif exhibits a strong position-
al preference relative to the TSS (Hansen et al., 2010).
133L. Hansen et al. / Gene 506 (2012) 125–134For other TFs whose motifs are information poor and found in high
abundance throughout the genome the information contained in the
motif is not sufﬁcient to determine speciﬁcity and input from the
local genomic environment may play a dominant role in determining
speciﬁcity. The majority of TFs may fall somewhere between these
two scenarios depending to a greater or lesser extent on genomic
context to determine speciﬁcity.
It is also likely there is interplay between these two approaches.
ABF1 is an abundant general regulatory factor essential to cell growth
(Halfter et al., 1989). This factor acts in part by creating a bubble of
open chromatin (Yarragudi et al., 2004). In many cases, ABF1 alone
is insufﬁcient to activate robust transcription and requires the
cooperation of other regulatory factors (Goncalves et al., 1995). A re-
cent study indicates that ABF1 may play an important role in deter-
mining chromatin structure throughout the genome, with weaker
motifs showing evidence of ABF1 binding and chromatin remodeling
(Ganapathi et al., 2011). Genome-wide interaction studies have iden-
tiﬁed ABF1 to be a network “hub,” suggesting that it plays a central
role in gene regulation (Zhang et al., 2006).
Given these results, ABF1 may act in part as an important pioneer
TF that binds chromatin and acts to create regions of open chromatin
that allows other factors to bind similar to pioneer factors in higher
organisms (Zaret et al., 2008). ABF1 could be acting to create a local
genomic environment conducive for other TFs to bind, while ABF1's
binding speciﬁcity is dependent mostly on the presence of its motif.Acknowledgments
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