We deal with consistency of the generalized Sylvester equation over Bezout domains and prove a result on rank minimization which extends Roth's equivalence theorem.
Introduction
Let A ∈ K m×m , B ∈ K n×n and C ∈ K m×n be matrices over a field K. The generalized Sylvester equation (1.2) and Roth's equivalence theorem 5 are widely used in systems and control theory. We mention two examples, namely control by measurement feedback [17] and the design of linear optimal dynamic regulators [14] . There is a vast literature in linear algebra and matrix theory on Sylvester equations. We recall that Baksalary and Kala [1] use generalized inverses to study solvability of (1.2). In [9] it was observed 10 that Roth's theorem can be viewed in the context of rank minimization. Let
denote the general linear group over K of dimension n. Then the identity
is a long-winded description of consistency of (1.2). The equivalence of (1.4) 15 and (1.5) is a special case of the following result.
It is the purpose of this paper to extend Theorem 1.2 to matrices over a Bezout domain R. We proceed as follows. In Example 1.3 below we first clarify an assumption concerning the right-hand side of (1.6). In Section 2.1
we introduce an equivalence relation for triples (A, B, C) of matrices over an integral domain. In Section 2.2 we recall properties of Bezout domains and
5
we note factorization results of matrices over Bezout domains. Our main result will then be proved in Section 3.
An example
Suppose the matrices on the left-hand side of (1.6) have entries in an integral domain R. If the minimum on the right-hand side is taken over 10 all P, Q ∈ Gl m+n (R) then Example 1.3 below will show that, in general, an identity of the form (1.6) is not valid. Thus it does not suffice to assume det P = 0 and det Q = 0, but we have to assume that the matrices P and Q should be invertible over R.
Thus the minimal values in (1.7) and (1.8) do not coincide. Let us show that
Therefore min{rank(P M C − M 0 Q); P, Q ∈ Sl 2 (Z)} = 1, and we obtain the same minimal value as in (1.7). 
Notation
Let R be an integral domain with 1, let R * be the group of units of R and let [11, p. 44 ]
be the special linear group over R of dimension k. The matrices in Sl k (R)
will be called unimodular. Let Q(R) be the quotient field of R. Suppose
of the ring R p×p . We refer to [8] for a study of Sylvester equations based on concepts of von Neumann regularity and g-relations. Let A ∈ R m×m ,
The matrices M C and M 0 are defined by (1.1). Let
When there is no ambiguity we write φ(X, Y ) instead of φ(A, B, C; X, Y ) and Φ(P, Q) instead of Φ(A, B, C; P, Q). With X, Y ∈ R m×n we associate the unimodular matrices
Auxiliary results

An equivalence relation
Let R be an integral domain with 1. We introduce an equivalence relation on the set
Definition 2.1. Let (A, B, C) ∈ V R and (Ã,B,C) ∈ V R . We write
The numbers γ and Γ are invariants of the equivalence relation (2.1). Proof. We set
and (2.3) we obtain γ(A, B, C) = γ(Ã,B,C). Similarly, it is not difficult to show that (2.4) implies Γ(A, B, C) = Γ(Ã,B,C).
Bezout domains
An integral domain R with 1 where all finitely generated ideals are principal is called a Bezout domain. That is, any two elements a, b ∈ R have C, which were studied e.g. in [6] , [14] , [7] . In the case of complex polynomial matrices one can use Smith normal forms [16] and describe solvability of (1.2) in terms of Jordan chains of A and B. 
Then there exist matricesŨ
If r < t − 1 theñ
for some unimodular (t − 1) × (t − 1) matrixW 2 . Hence, in two steps we have
and in t − r steps we obtain MW = (D 0) withW ∈ Sl t (R). Part (ii) follows immediately from (2.5).
If R is a principal ideal domain then one can chooseŨ andṼ in (2.6) such 
Proposition 2.4. Let R be a Bezout domain and let
M ∈ R q×q , rank M = r.
The matrix M is g-invertible over R if and only if
Proof. (See also [2] .) It follows from (2.
we conclude that M − is a g-inverse over Q(R) if and only if 
The main theorem
Assuming that the matrices A and B are g-invertible we extend Theorem 1.2 to Bezout domains. We set rank(A C | Ker B ) = dim(Im A+C Ker B). Let the matrices
be partitioned in accordance with (3.2). Then 
Hence rank
It remains to show that γ = rank C 2 and γ = Γ. From Hence (3.6) implies Γ ≥ γ, which completes the proof.
For matrices over a field K the identity γ = rank(A C | Ker B ) − rank A yields the following result. In the case where R is a field the identity γ = rank M C −rank M 0 is due to Tian [15] . If R is an integral domain then, in general, rank M C −rank M 0 = γ.
Consider R = Z and let A, B, C be the matrices in Example (1.3). In that case γ = 1, but rank M C − rank M 0 = 0.
