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ABSTRACT 
The inexact phenomena concerning human behavior, mental processes, and 
cognition are reasonably represented asfuzzy graphs. In order to clarify the global 
features of such fuzzy information, we analyze them from the points of view 
similarity and connectivity. 
We recently developed an analytical method concerning the cognitive structure 
of a subject by applying fuzzy theory, which enables us to verify and/or modify 
instruction programs on the basis of test data. In order to carry out the data 
analysis accurately and quickly, a computer support system was developed and has 
been effectively utilized. 
In this paper, we discuss the theoretical explanations of the analysis ystem and 
illustrate its instruction effectiveness through case studies in mathematics. 
KEYWORDS: fuzzy graphs, cognition analysis, instruction programs 
1. INTRODUCTION 
We wished to verify and/or  modify the structure instruction in a given 
subject by applying fuzzy theory. For this purpose, we analyzed the similarity 
and connectivity among conceptual nodes based on test data. We also devel- 
oped a computer support system that conducts the data processing accurately 
and quickly. 
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Figure 2.1. Test Score Matrix. 
We first discuss the analysis method of the instruction structure, and then 
illustrate its practical applications concerning mathematics. 
2. ANALYSIS SYSTEM 
Let X = (Xu~) be the n x n' test score matrix (Figure 2.1), where xuv = 1 
if student u passed the test problem v and xuo = 0 if he did not. 
Let Table 2.1 be the contingency table of the test problems Pi and PT, 
where a is the number of students who passed both Pi and Pj, d is the 
number of students who failed both Pi and Pj, and so on. 
We could generally define the relative Hamming distance between two 
vectors x i = (x , i )  and xj = (x~j). 
DEFINITION 2.1 
n 
dij ~ ]x~i - xk j  ] b + c 
= - - -  ~[0 ,1 ]  (2.1) 
k=i  n n 
I f  dii is nearly equal to O, then we couM consider that Pi and P7 are 
similar, and we define the similarity index between Pi and Pj as fol lows. 
DEFINITION 2.2 
a+d 
sij = 1 - dij - - -  ~ [0, 1] (2.2) 
n 
Table 2.1. Contingency Table 
J 
i 1 0 Total 
1 a b a+b 
0 c d c+d 
Total a + c b + d n 
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The similarity index has the fol lowing properties, where Oij is the 
correlation coefficient between the vectors x i and xj. 
Tr~EOR~M 2.1 
Sij = 1 ¢* x i = x j  (2.3) 
THEOREM 2.2 
sij = sji (2.4) 
THEOREM 2.3 
Sik "t- Sjk -- l ~2 Sij ~ 1 - - IS ik  -- Sjk I (2 .5 )  
THEOREM 2.4 
(i) Sij > 0.5, aAd  > bA c = 4~ij > 0 (2.6) 
(ii) - dij sij 
- -  < ~bij < (2.7) 
1 + sij 1 + dij 
(iii) ~bij - 2sij - -  1 (2.8) 
According to this index, we can construct he fuzzy graph S = (sij) by 
giving a fuzziness ij between the arc Pi and Pj. 
If sij is nearly equal to l, the similarity between Pi and Pj is strong; if sij 
is nearly equal to 0, the similarity between Pi and Pj is weak; and if sij is 
nearly equal to 0.5, the similarity between Pi and P~ is fuzzy. 
For example, from the similarity matrix S in Figure 2.2a we have the 
similarity graph S of Figure 2.2b. 
The transitive closure (reachability matrix) S of S is usually reflexive, 
symmetric, and transitive. So, the relation R given by S is a fuzzy equivalence 
relation. 
If we define a matrix S x = (s~), where s~ = 1 (sij ~ X) and s~ = 0 
(sij < x), then the relation R x is an equivalence r lation. 
1 036 0 .51  018 
036 1 0 .34  057 
1 
051  034 1 025  
0 .18  057 0.2 ,5 1 
Figure 2.2a. Matrix S. 
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Figure 2.2b. Graph S. 
As the fuzzy quotient set N/R x consists of the cluster whose similarity 
degree is more than or equal to x, we can construct he partition tree by 
changing the level x. From the partition tree, we can visually analyze the 
branching process of the cluster and globally classify the logical nodes (test 
problems) for an item of instructional matter. 
For example, from the similarity matrix S in Figure 2.2a, we have the 
transitive closure S in Figure 2.3a and the partition tree P in Figure 2.3b. 
Furthermore, we can investigate the ordering among the clusters in the fuzzy 
quotient set N/R x (see appendixes). 
Next, if the problem Pi is prerequisite to Pi, then c in Table 2.1 is 
relatively small. Therefore, a/ (a  + c) and d/ (c  + d) are nearly equal to 1, 
and we can consider a connectivity index from Pi to Pj. 
DF.FINmON 2.3 
a d 
rij = 3, +/z - -  k +/~ = 1 (2.9) 
a+c c+d '  
where rij = 1 i f  (a + c)(c + d) = O. 
\ 
1 036  051  036  
0 .36  1 0 .36  0 .57  
0 .51  0 .36  1 036  
0 .36  0 .57  0 .36  1 
Figure 2.3a. Matrix S. 
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Figure 2.3b. Graph P. 
If we consider the frequency of the responses, then k is equal to (a + c)/[(a 
+ c) + (c + d)], and we can define an actual connectivity index from Pi to 
e. 
DEFINITION 2.4 
a+d 
~ [0,1] (2.10) 
t .  = (a + c) + (c + d) 
where tij = 1 i f  b = n. 
The connectivity index has the following properties, where a, b, and c are 
given in Table 2.1. 
THEOREM 2.5 
1 1 2 
- -  + - -  = - -  (2 .11)  
tij tji Sij 
THEOREM 2 .6  
(a + b) > (a + c) = tji < sij < tij (2.12) 
According to this index, we can construct he fuzzy graph T = (tij) by 
giving a fuzziness tij to the arc from Pi to Pj. If tij is nearly equal to 1, 
the connectivity from Pi to Pj is strong; if tij is nearly equal to 0, the 
connectivity from Pi to Pj is weak; and if tij is nearly equal to 0.5, the 
connectivity from P; to Pj is fuzzy. 
For example, from the connectivity matrix T in Figure 2.4a we have the 
connectivity graph T in Figure 2.4b. The graph T is so complicated for 
the instruction analysis that we simplify it, approximately. 
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1 100 0 .74  0 .93  
0 .22  1 0 .51  0 .77  
0 .40  0 .25  1 0 .81  
0 .21  047  0 .15  
Figure 2.4a. Matrix T. 
Now we define the p-graph T p of a fuzzy graph T for 0 < P < 0.5, which 
roughly shows us the crisp flows and fuzzy flows among the nodes. 
DEFIN IT ION 2.5  
1, ti j  > 0.5 + p 
rP  = = O, t i j  < 0 .5  - p (2.13) 
t i j , otherwise 
We can generally define the relative Hamming distance between two fuzzy 
graphs T = ( t i j )  and Tp = (tP). 
DEFINITION 2.6 
d(T ,  T p) = 2 Z [ t i j  - tipjj [ e [0, 1] (2.14) 
ij n 2 - n 
If d(T,  T p) is close to 0, we can consider that T and T p are similar; that 
is, T and T p are defined to be similar if d(T, T p) < e, where e is assumed to 
be 0.20 or 0.27 by the fuzzy decision [8]. 
. - - -0 .81  - - - . .  
, " ,0 .5  l 0 .93  /
,, ,, ,:;.' , 
0.74  040  , [ , '~, ,  0 .77 0 .47  
, f 
', ' ,.'o ~1 0~f~, , 
-0 ,22  . . . .  " 
Figure 2.4b. Graph T. 
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1 1 1 1 
0 1 0 .51  1 
0 0 1 1 
0 0 0 1 
Figure 2.5a. Martrix T P 
"05 ,1  
Figure 2.5b. Graph T P. 
For example, if p = 0.01 for the connectivity matrix T in Figure 2.4a, we 
have the p-matrix T p in Figure 2.5a and the p-graph T u in Figure 2.5b. 
Here, d(T, T u) = 0.42. 
Furthermore, if p = 0.25 for the connectivity matrix T in Figure 2.4a, we 
have the p-matrix T u of Figure 2.6a and the p-graph T p of Figure 2.6b. 
Here d(T, T ' )= 0.10. If p approaches 0.5, then the distance d(T, T p) 
between T and T p goes to 0 as shown in Figure 2.7. 
I i 074  I 
0 1 051  t 
0 .40  0 .25  1 I 
0 047 0 1 
Figure 2.6a. Matrix T P. 
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/ : " \05  I ', 
074  O4O ~ 0 '47  
Figure 2.6b. Graph T e. 
THEOREM 2.7 
p?0.5 = d(T, TP)$O (2.15) 
According to Theorem 2.7, for any T and e > 0, there exists a T p with 
d(T, T p) < e if p is suitably chosen. Among such p 's ,  let 7r be the minimum 
value, and we call T ~ the approximate p-graph of T. 
DEFINITION 2.7 
T~: 7r = Min[p :d (T ,  T p) < e] (2.16) 
For example, the connectivity matrix T in Figure 2.4a and e = 0.27 we 
have the approximate p-matrix T ~ with 7r = 0.10 of Figure 2.8a and approxi- 
mate p-graph T of Figure 2.8b since d(T, T '~) = 0.26. The graph T is a 
fuzzy graph that not only is similar to T but also is a kind of simplest ernary 
graph representing T. We define the approximate t rnary graph T* of T: 
.•i pl:d (~'  ~P ) 
? I 
I I 
I r 
I I 
1 ' t 
I p 
0 ~r 05  > 
Figure 2.7. Graph d(p) = d(T, TP). 
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1 I 1 1 
0 1 051  I 
0 .40  0 1 1 
0 047  0 1 
Figure 2.8a. Matrix T. 
DEFINITION 2.8 
T* : (t*.), t* = O, tij < 0.5 - (2.17) 
c~, otherwise 
where ~ implies that the connectivity f rom Pi to Pj is fuzzy. 
For any T and e > 0, there exists the approximate rnary graph T* of T. 
THEOREM 2.8 
vT ,  e > 0 =3 T* (2.18) 
For example, from the approximate p-matrix T of Figure 2.8a, we have the 
approximate ternary matrix T* of Figure 2.9a and the approximate ternary 
graph T* of Figure 2.9b. 
We have the following approximation algorithm (Yamashita's algorithm) to 
obtain the graph T* of T. 
1. Let p be 0; construct the initial p-graph T p of T, and go to step 2. 
2. If d(T, T p) < e, then go to step 4, else go to step 3, where e > 0. 
051 
J 
040  04"7  
' i / "  
Figure 2.8b. Graph T. 
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1 1 1 1 
0 1 a 1 
a 0 1 1 
0 a 0 1 
Figure 2.9a. Matrix T*. 
i I 
Figure 2.9b. Graph T*. 
3. Increase p by d > 0, construct the new T p of T, and go to step 2. 
4. Construct T* from T p. 
The illustrative approximation chart for finding T* from T is shown in 
Figure 2.10. 
The approximate graph T* represents the global feature of the cognitive 
structure of the students, and we can investigate an instruction program by 
comparing it with the instruction hierarchy graph I (see Figure 2.12). 
Graph F [ 
[ 
I , °  I I,°    I 
~aph ~" I 
--L l 
Figure 2.10. Approximation Chart. 
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1 I 1 1 
0 1 1 l 
0 0 1 1 
0 0 0 1 
Figure 2.11a. Matrix T". 
Moreover, we can usually find the spanning paths of the connectivity graph 
T from the u-cut graph, where u is the degree of uniliteral connectivity of T. 
DEFINITION 2.9 
1, t i j  >_ u 
r -- : 0 ,  tij < u (2.  19) 
For example, from the connectivity matrix T in Figure 2.4a, we have the 
u-cut matrix T ~ with u = 0.51 in Figure 2.11a and the u-cut graph T ~ in 
Figure 2.1 lb. 
According to the spanning path that starts from the divergent kernel and 
ends at the convergent kernel of T, we can properly analyze the ordering 
among the logical nodes and reasonably verify and/or modify the instruction 
program for a given subject. 
For these analyses, we need a great deal of data processing. In order to 
conduct he data analyses accurately and quickly, we developed the computer 
support system CARAT, which is effectively utilized among us. 
CARAT inputs the test score matrix X and outputs the similarity matrix S, 
the transitive closure S, the connectivity matrix T, the approximate matrix 
T*, the u-cut matrix T u, and so on. Then we can easily verify and/or modify 
I 
Figure 2.1lb. Graph T u. 
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[ ~ verify Hierarchy Analysis 
modify 
. . . . . . . . . . .  --1 - 2 ?st ~u-e 2i-O~ -it? ~h-  - - feedback 
I Clusterio Ana'ysis t 
Similarity Graph 
Partition Tree 
I Ordering Analysis ] 
Connectivity Graph 
Approximate Graph CARAT System 
u--Cut Graph 
, 
i_ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Figure 2.12. CARAT System. 
the instruction structure by comparing it with the cognition structure of a given 
subject. 
3. CASE STUDIES 
We now present some practical applications to instruction analysis in 
mathematics. We analyze the instruction structure of a subject by taking the 
following steps. 
1. We investigate the hierarchy relations among the logical nodes and 
construct the instruction structure graph I. 
2. We lecture on the subject matter, edit and execute a test, analyze the test 
data, and construct the graphs S, P,  T, T*, and T". 
3. We analyze the instruction clusters and the cognitive flows among the 
nodes, and verify and/or modify the instruction program. 
Case Study A 
The following is a case study of instruction on vectors (linear algebra), 
which was experimented on at Kokugaku in High School. We analyzed the 
hierarchy structure of the vector and constructed the instruction graph I shown 
in Fig. 3.1 
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Figure Component 
Inner Product ~') ,(8~ ÷ . 
Length i '(~) + 
Decomposi t ion '(J~ 
! • 
Composi t i on '(~ 
Figure 3.1. Instruction Graph I. 
We lectured according to instruction structure graph I and gave the students 
a test on the following items. 
1. Composition of vectors (figure) 
2. Composition of vectors (component) 
3. Decomposition of vectors (figure) 
4. Decomposition of vectors (component) 
5. Length of vector (figure) 
6. Length of vector (component) 
7. Inner product (figure) 
8. Inner product (component) 
From an analysis of the test data, we obtained the similarity graph S, the 
partition tree P, the connectivity graph T, the approximate graph T*, and the 
u-cut graph T u with u = 0.66 (Figures 3.2-3.6). 
From the partition tree P, we learned the following facts. 
1. The inner product is the particular category since there exist the sets 
{ 1, 2, 3, 4, 5, 6} and {7, 8} as the cluster of Ro.68. 
2. The length is the basic category since there exists the set {5, 6} as the 
cluster of Ro98. 
From the approximate graph T*, we know the following facts. 
3. The hierarchy from the figure to the component is verified, but the 
reverse one has appeared because there exists the two-way cognitive flow 
(1,3,5,7) ~ (2,4,6,8). 
4. Composition and length are the prerequisites of decomposition, which 
is also the prerequisite of inner product because there exists the 
cognitive flow (1,2, 5, 6) --" (3, 4) ~ (7, 8). 
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022 
i 0.38 0.52'  
i , i 
036 I " "  :054  
1076 0.60 
0.58 ', ; ' . _  076  
' "" 0.68 "x  
064 0.72 ', i 
0.60 "/," , 072 
Figure 3.2. Similarity Graph S. 
R0. g2 
Ro. 72 
Ro. o8 
Ro- 82 
Figure 3.3. Partition Tree P. 
From the u-cut graph T", we could recognize the hierarchy from the 
component o the figure because there exists the cognitive flow (2, 4, 6, 8) --* 
(1,3,5,7).  
Generally speaking, length is basically related to the Pythagorean theorem, 
and composition and decomposition are taught in science classes in junior high 
school. 
According to these analyses, although the order composition 1, 2; decompo- 
sition 3, 4; length 5, 6; and inner product 7, 8 looks hierarchical, the suggested 
ordering would be length, composition, decomposition, inner product. 
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i ~\x " 
,, o~- -%.  , 
x / ",~ j 
~ ~ ~  0, 1 ~ 0.;1 
," ;o'8~'. -6~61 " 
o4~ 08 s ":,'." 082 o'64 
' i o62 , ' '%5o '  ' 
\ t~ _ _ 0 8 8 _ .~z)  
Figure 3.4. Connectivity Graph T. 
Figure 3.5. Approximate Graph T. 
And finally we might improve the lecture by presenting these topics in the 
order 6 ~ 5 ~ 2 --* 1 ~ 4 ~ 3 ~ 8 -} 7, which is one of the reasonable span- 
ning paths in T u and would be an effective instruction program for teaching 
about vectors. 
Case Study B 
The following is a case study of instruction on differentiation, which was 
experimented with at Meguro Senior High School. 
We analyzed the hierarchy structure of the subject matter of differentiation 
and constructed instruction graph I shown in Figure 3.7. 
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J 
5 
Figure 3.6. u-cut Graph T u. 
We lectured according to instruction structure graph I and gave the follow- 
ing test to the students. 
1. Find the differential coefficient f '(a) by employing the definition. 
2. Find the derivative f ' (x )  by employing the definition. 
3. Find the derivative f ' (x )  by employing the formula. 
4. Find the differential coefficient f '(a) from the formula. 
5. Investigate the increasing and decreasing of f (x ) .  
By analyzing the test data, we obtained the similarity graph S, the partition 
tree P,  the connectivity graph T, the approximate graph T*, and the u-cut 
graph T u with u = 0.74 (Figures 3.8--3.12). 
From the partition tree P,  we could recognize the following facts. 
1. The graph and the calculation are conceptual categories, ince there exist 
the sets { 1, 2, 5} and {3, 4} as the cluster of Ro.72. 
App l i ca t i  
Differential ~ / z ~ )  coefficient 
Derivative % 
Definition Formula (Graph) (Calculation } 
Figure 3.'/. Instruction Graph I. 
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067,"  ,' \ \ \0 .47  
/ / \ \ \  
072  0.53 
/ \ \  "~ 
i I \ 
0.8 1 )) / .~ 0.7 9 / 
I / \ 
' 05 l  063  '~ 
. . . . .  
Figure 3.8. Similarity Graph S. 
~o . e l  
P,0.r2 
Figure 3.9. Partition Tree P. 
2. The definition, formula, and application are conceptual categories, since 
there exist the sets {1,2}, {3, 4}, and {5} as the cluster of Ro.79. 
From the approximate graph T*, we could verify that the definition and 
formula are prerequisites to application since there exist the cognitive flows 
{1,2} ~ {5} and {3,4} ~ {5}. On the other hand, we might lecture on the 
definition after presenting the formula since there also exist the cognitive flow 
{3,4} ~{1,2} .  
o.74. ; / / /  ,,:, ":~.o31 
,;-.0.62 .',, 0 37 ", 0 91.,', 
i~o74,,.,, - - - . : . . . . .>~ ,:, ',; 
092 
Figure 3.10. Connectivity Graph T. 
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Figure 3.11. Approximate Graph T*. 
From the u-cut graph T u, we know that we might do better to present he 
lecture in the order 3 ~ 4 --* 2 ---, 1 ~ 5, which is a spanning path in T u. 
But the instruction program--that is, formula, definition, application--is not 
reasonable. So we could suggest that we first lecture on the definition as simply 
as possible; second, the formula (3, 4); and third, the graph (1,2, 5), which 
would be an effective instruction program for differentiation. 
Case Study C 
The following is the case study of instruction on differential equations, 
which was experimented with at Waseda University. 
y" + ay' + by = f (x )  
We analyzed the hierarchy structure of the differential equation according to 
the four properties (H) homogeneous, (I) inhomogeneous, (R) characteristic 
equation with real roots, and (C) characteristic equation with complex roots, 
and constructed the instruction graph I as shown in Figure 3.13. 
We lectured on the differential equation according to graph I, executed the 
test, analyzed the test data, and obtained the similarity graph S and its partition 
Figure 3.12. u-cut Graph T u. 
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)< 
Figure 3.13. Instruction Graph I. 
'~-,- . . . . . . .  039  . . . . . . . .  
/ "  
04"9 ,  , '0  26 
, / 
087  " 054  
i / /  
. . . . . .  042  
Figure 3.14. Similarity Graph S. 
tree P, the connectivity graph T, the approximate graph T*, and the u-cut 
graph T u with u = 0.56 (Figures 3.14-3.18). 
From the partition tree P,  we could recognize that R and C are stronger 
properties than H and I, since there exist the sets {1,3} and {2,4} as the 
cluster of R0.54. 
From the approximate graph T*, we verified that the instructional flows 
1 ~ 3 and 2 ~ 4 are crisp. On the other hand, we found that the cognitive flow 
between 2 and 3 is fuzzy. 
RI. oo 
~o-57 
Ro-54 
Figure 3.15. Partition Tree P. 
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, "  " " , '0 .43  0 .95 ;  / 
s' " \ " " 
0.40  "~'~ ," 074  038 
, ; ,  ,,?, 
# 
.','O "15 056, ' , .  
. . . . . .  0 .28  . . . . . . .  
Figure 3.16. Connectivity Graph T. 
Figure 3.17. Approximate Graph T*. 
From the u-cut graph T", we know that we might have a better lecture in 
the order 1 --* 3 --* 2 --* 4, which is a spanning path in T' .  
We analyzed the causes of the difference between the instruction program 
and the cognitive process, and we found that the students know little about 
complex numbers. 
Figure 3.18. u-cut Graph T u. 
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In the following year, we tentatively surveyed Euler's formula, De Moivre's 
law, and so on, as prerequisites of property I, and many more students 
obtained passing grades on subject items 2 and 4. 
CONCLUSION 
As illustrated by the three case studies, the analysis method supported by the 
CARAT system is quite effective and allowed us to appropriately verify and/or 
modify instruction programs. The analysis results are also useful for CAI 
courseware design. 
Although these three case studies all deal with mathematics, the analysis 
method supported by the CARAT system can be used successfully for other 
subjects also. 
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APPENDIX 1. PROOF OF THEOREMS 
THEOREM 2.3 
Sik "[- S jk  -- 1 <= sij ~ l - I si~ - sjk I 
Proof I dik - djk I <-- di j  <= d , ,  + d j , .  
Then [ sjk - sik l <= 1 - sii <= 2 - sik - sj~. 
THEOREM 2.4 
(i) S i j>0.5 ,  aAd> bAc=~bi j>0 
-d i j  Si j  
(ii) 1 +s,7 = 1 +d i j  
Proof 
(i) Since si) > 0.5, a + d > b + c. If min { b, c} = c, then 
ad-  bc= [ (a+d)  - (b  + c ) ]c  + (a - c ) (d -  c) >0.  
If rain [b, c] = b, then 
ad-  bc= [ (a+d)  - (b  + c ) ]b  + (a - b ) (d -  b) >0.  
Therefore ~ij > O. 
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(ii) Let f (x ,y )  = d~ij, s = s i j ,  d = d i j .  
Pj 
Pi  1 0 Total 
1 x y x+y 
0 n - ns -y  ns -  x n - x -  y 
Total x-y+ n -  ns ns -  x + y n 
x (ns -  x )  - y (n  - ns -  y )  
f (x ,  y )  = 
[(x + y) (n  - x - y ) (x  - y + n - ns ) (ns  - x + y)]l/2 
From the partial derivation of f (x ,  y )  and some other analysis, we obtain 
the maximum and minimum of f (x ,  y ) .  The maximum of f (x ,  y )  is 
f (n~ ) f (n~ ) _ s _ s 
,0  = ,n  - ns  2-s  l+d  
and the minimum of f (x ,  y )  is 
n- s/ 1-s-  
- -  - -  . 
O, 2 =f  ns ,  ~ l+s  1 +s  
THEOREM 2.5 
1 1 2 
tij tji Sij 
Proof 
1 1 a+2c+d a+2b+d 2 
- - - I -  - Or - 
t i j  tj i  a + d a + d s i j "  
APPENDIX 2. PARTITION TREE WITH CONNECTIVITY 
Using the connectivity index t i j  , we can construct a fuzzy matrix T = ( t i j ) .  
Furthermore, we can investigate the ordering among the clusters by using the 
connectivity index t A B from cluster A to B. 
We define the connectivity index tAB from the cluster A = {a 1, 
a 2 . . . . .  am} to B = {b l ,  b 2 . . . . .  bn} as follows. 
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Figure A .1 . .  
DEFINITION 
~i, j tatb 
taB- -  - -~[0 ,1 ] ,  tan= 1 i fA  =B.  
mn 
T = (to c) is the connectivity matrix among the clusters in the fuzzy 
I J  
quotient set X/R  = {ci}. Then, we find the index t¢i~jV tcjci between the 
clusters c i and cj in the partition tree. 
For example, for the case study C in Section 3, the partition tree with the 
connectivity indexes is shown in Figure A. 1. 
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