Abstract. Information theory provides a range of useful methods to analyse probability distributions and these techniques have been successfully applied to measure information flow and the loss of anonymity in secure systems. However, previous work has tended to assume that the exact probabilities of every action are known, or that the system is non-deterministic. In this paper, we show that measures of information leakage based on mutual information and capacity can be calculated, automatically, from trial runs of a system alone. We find a confidence interval for this estimate based on the number of possible inputs, observations and samples. We have developed a tool to automatically perform this analysis and we demonstrate our method by analysing a Mixminon anonymous remailer node.
Introduction
Information theory provides powerful techniques to measure the relation between different probability distributions and so has proved useful for defining anonymity [26, 15, 24, 29, 9, 11] and quantitative information flow [22, 21, 12, 19, 2] . Typically, secret user inputs or users identities are looked on as inputs to an information-theoretic channel and the publicly observable actions of the system are looked on as the outputs of the channel. The information theoretic notion of mutual information measures the amount of information that can be sent across this channel, under a particular usage pattern, and therefore measures the amount of information that leaks out about the secret inputs. Capacity is defined as the maximum possible mutual information for any input distribution and so equals the worst case leakage.
Previous work using capacity and mutual information to measure probabilistic information leakage has assumed that the exact behaviour of the system, that is the probability of each observation under any user, is known. Typically, one has to construct a model of the system and use a model checker to compute the actual probabilities. Even then, calculating the leakage is not straight forward, requiring specific assumptions about the system [9] or requiring the user to solve a set of equations [18, 11] . In this paper we show that it is possible to quickly and accurately find these measures of information leakage from trial runs of an implemented system. Basing our method on sampled data, rather than say the output of a formal model, has the advantage of removing the need to create an accurate model of the system, which may be very difficult. It also helps to avoid the problem of the state space of the model becoming too big to be handled by model checking tools (a problem even harder for probabilistic model checking). Finally it is often the case that an information leakage attack exploits implementation faults and so only appears in the implementation itself.
The user of our method defines the inputs of the system, which correspond to the values that we wish to keep secret, and the possible observations an attacker might make, which corresponds to defining the appropriate attacker model. The system under test is then run a number of times until an estimated probability transition matrix can be built up. For our results to hold, the outcome of each trial of the system must be independent of the previous runs. We apply the Blahut-Arimoto algorithm [1, 5] to this matrix in order to estimate the capacity and hence the information leakage of the system.
Running a numerical process on sampled data does not necessarily produce meaningful results so we prove that our estimate converges to the true information leakage. To provide accurate bounds on the information leakage we find the distribution that our estimate comes from. This turns out to be a χ 2 distribution in the case that the capacity is zero and a normal distribution if the capacity is non-zero. In the latter case, the best estimate of capacity is the mean of the distribution minus a small correction. In finding this result we solve the more general problem of finding the distribution of mutual information between two random variables, when the probability distribution of one is known and the other is not. This result also makes it possible to estimate the mutual information of a system for uniform usage, or any other given prior.
The variance of the estimate is dominated by the number of inputs times the number of outputs, divided by the number of samples. Therefore a statistical estimate will be accurate if there are significantly more samples than the product of the number of inputs and all observable outputs. The ability to generate this many samples, in a reasonable amount of time, acts as a guide to which systems can and cannot be analysed statistically. This can be much more efficient than model-checking; complex systems can have many "internal" states, but generate few observations. In this case, generating samples is easier than constructing the state space of the system. If the number of observations is too big, concentrating on some of them may still lead to a useful analysis of the system.
Work outside the field of computer science has dealt with estimating mutual information (e.g. [25, 6] ). To the best of our knowledge ours is the first work to deal with estimating capacity. The contributions of this paper are: First, showing that information leakage, as defined by capacity and mutual information, can be automatically calculated from sampled data. Second, proving bounds on the error of the estimate, and so establishing what types of systems can and cannot be meaningfully analysed using a statistical approach. Third, defining a statistical test to detect when there is zero information leakage from a system. We demonstrate our method by analyzing a Mixminion remailer node. We collect data from a running node, using a packet sniffer, and we analyse this data to see if the timing and size of messages leaving a node leaks any information about their destination.
In the next section we motivate our approach and Sections 3 describes our system model. Section 4 describes how we can calculate an estimate of information leakage from sampled data. We find the distribution that our estimate is drawn from in Section 5 and in Section 6 we analyse a mix node. All the proofs and futher examples are given in a technical report [8] . Our toolset and futher examples are available at www.cs. bham.ac.uk/˜tpc/AE. 
Information-Theoretic Measures of Information Leakage
Information theory reasons about the uncertainty of random variables. Given two random variables X, Y we write p(x) = P [X = x] and p(y) = P [y = Y ] for their probability distributions and X , Y for their sets of values. The entropy of X is defined as: H(X) = − x∈X p(x) log p(x) and, when the logs are base 2, measures the uncertainty about its outcome in bits. It takes the minimum value 0 when X is constant and the maximum value log |X | when its distribution is uniform. The conditional entropy is defined as: H(X|Y ) = − y∈Y p(y) x∈X p(x|y) log p(x|y) and measures the uncertainty about X that "remains" when we know Y . It takes its minimum value 0 when Y completely determines the value of X and its maximum value H(X) when X, Y are independent.
The mutual information between X, Y , defined as I(X; Y ) = H(X) − H(X|Y ) measures the information that we learn about X if we observe Y . It is symmetric (I(X; Y ) = I(Y ; X)) and ranges between 0 (when X, Y are independent) and H(X) (when X, Y are totally dependent). Finally, the relative entropy between distributions p, q is defined as
A channel consists of an input alphabet X , an output alphabet Y and a probability matrix W where W (y|x) = p(y|x) gives the probability of output y when x is the input. Given a channel and an input distribution on X , we can define two random variables X, Y representing the input and output of the channel, and with a slight abuse of notation we write I(X, W ) for I(X; Y ). The capacity of the channel is defined as the mutual information between the input and the output, maximised over all input distributions: C(W ) = max p(x) I(X, W ).
The analysis of information leakage aims to quantify the amount of information that an attacker can learn from observing a system. Many authors have pointed out the natural parallel between the amount of information an attacker can learn about secret inputs to a system from its public outputs and the amount of information that can be sent over a channel as measured by mutual information and capacity [22, 24, 29, 12, 9, 11] . In such a framework, we have a set X of events that we wish to keep hidden and a set Y of observable events which model what the attacker can observe about the protocol. We assume that on each execution, exactly one x ∈ X and y ∈ Y will happen and that the output of the protocol is chosen probabilistically. The capacity of this system measures the most an attacker can learn about the secret inputs from observing the public outputs, that is the maximum possible information leakage of the system.
As an example we consider one of the basic building blocks of anonymous systems: a mix node [13] . These nodes will listen for encrypted messages and then reorder and forward all of the messages at the same time. The aim of such a node is to make it difficult for an observer to link a sender and a receiver. If we take the example in which 1 sends a message to A, 2 sends to B and 3 to C, then Figure 1(a) shows the behaviour of a perfect mix node. Here we consider if an attacker observing the order of the messages leave the mix could deduce anything about the order in which the messages entered (if an attacker could link these orders then they could work out who is communicating with whom). Each row shows the order in which the messages enter the mix, each column gives the order in which the messages are forwarded, and each cell gives the conditional probability of a particular output resulting from a particular input. The capacity of this matrix is zero, meaning that the idealised mix node leaks no information.
In Figure 1 (b) we consider a flawed mix node that just reorders a pair of incoming messages. In this case an observer can deduce more about the order of the inputs from the observed outputs and this is reflected by a much higher capacity of 1 bit. For a full discussion of the use and merits of this metric for measuring information leakage we refer the reader to the papers cited above. The aim of this paper is to show how the leakage may be calculated for real systems. Other work in this area uses the entropy [26, 15] , conditional entropy [21] and relative entropy [14] . Our methods for calculating mutual information and capacity could also be adapted to compute these measures.
To apply this kind of analysis to a real system we ran a Mixminion remailer node and sent messages across it to three different e-mail addresses. We used a packet sniffer to detect the order in which messages left the node and the results are shown in Figure  2 (a full description of our tests are given in Section 6). In the general case, there is no analytical formula for capacity, we can find the capacity of the matrices in Figure 1 because they are so simple, matrixes such as Figure 2 pose more of a problem. Recently Malacaria et al. [18, 11] , showed that the capacity could be found by solving a series of equations, possibly in matlab. However, we wish to fully automate our analysis so instead we use the iterative Blahut-Arimoto algorithm [1, 5] , which can compute the capacity of an arbitrary channel to within a given precision. To explain this algorithm we first observe that mutual information can be written in terms of relative entropy D:
. This leads to an upper bound for capacity; by observing that, for any set of numbers {n 1 , . . . , n m } and any probability distribution {p 1 , . . . , p m } it holds that i p i n i ≤ max i n i , we find that, for all probability distributions Q:
It can be shown [5] that these inequalities become equalities when Q is the input distribution that achieves capacity. The term D x (W QW ) can be thought of as a measure of the effect that choosing the input x has on the output. Blahut and Arimoto showed that the maximising input distribution could be found by repeatingly increasing this measure. Given a channel W , the algorithm starts from an initial input distribution Q 0 (we start from a uniform one, if no better one is known) and in each step k we obtain a new distribution Q k+1 by updating the current Q k for each input x as follows:
The algorithm is guaranteed to converge to the capacity achieving distribution Q. Furthermore, (1) can be used as a stopping criterion, as for any ≥ 0, terminating the iterations when max
ensures that the estimate is within of the true capacity, with equality when the capacity has been found (i.e., Q k = Q). Matz and Duhamel [20] propose an accelerated algorithm. They demonstrate super-linear convergence for this algorithm, and prove linear convergence in the general case.
Applying the Blahut-Arimoto algorithm to the matrix in Figure 2 finds the capacity to be 0.023, however it would be wrong to take this as evidence that there exists a small information leak from a Mixminion remailer node. As our data is from trial runs of the system, we must find a way to distinguish between true information leakage and noise in the results, which we do in the rest of this paper.
System Model and Assumptions
As in other work on information theoretic analysis of information leakage [22, 24, 29, 12, 9 , 11] a system in our framework consists of a set of secret inputs X , a set of observable output actions Y and a probability transition matrix W that describes the behaviour of the system. We require that, given one particular secret input, the system behaves probabilistically. This means that if we run the system W with input x then there must be a fixed probability of seeing each observable output. In statistical terms, given a configuration of the system x the trial runs of the system must be independent and identically distributed: factors other than the input x, that are not accounted for by the probabilities of the outputs, must not have a statistically significant effect on the observed actions.
We consider a passive attacker that observes the outputs of the system and may try to make deductions from these outputs, but does not interact with the system directly. Capacity measures the most information that can be sent over a channel, no matter how it is used, so we do not require anything about the distribution of secret inputs. As long as the attacker does not have any prior knowledge about how the system is being used, there is no sequence of inputs, or clever processing of the observations, that can lead to a higher information leakage.
Given these assumptions, our analysis estimates the information leakage as the information-theoretic capacity of W . This is the maximum amount of information, in bits, that can be passed over W when it is regarded as a communication channel. In terms of anonymity, for instance, it is the maximum number of bits that the attacker can learn about which event took place, on average, from observing the system. An information leakage of log 2 (#X ) means that the system offers no anonymity at all, whereas an information leakage of 0 means that the system is perfectly anonymous. A capacity in between these values indicates a partial loss of information. As with any information theoretic measure of anonymity, we do not distinguish between a small chance of a total loss of anonymity and a high probability of a partial loss, rather our figure represents the average case for the average user. We also note that a statistical approach is ill suited to any measure that rates a tiny probability of a total loss of information as much worse than no loss of information because such a measure would not be continuous as the probability tended to zero and so would not allow for accurate confidence intervals to be found.
Our analysis method makes no assumptions about the distribution on secret inputs and assesses the whole system; this means that our results are valid no matter how the system is used but they cannot say anything about a particular observed run of the system. To do so would require one to make assumptions about the prior distribution as part of, for instance, a Bayesian analysis [3] . Such an analysis (e.g. [10, 27] ) gives the probability of identifying the culprit from given observations, but would not be valid if the assumptions are wrong or the users' behaviour changes.
Estimating Information Leakage
In this paper we focus on capacity as our measure of information leakage, we now describe how it can be calculated. There are two main obstacles to finding the capacity of a real system: firstly we must find a probability transition matrix that reflects the system under test and gives the conditional probabilities of any observable action (the outputs) given a particular usage of the system (the inputs). Secondly we must calculate capacity from this estimated matrix.
To find the probability transition matrix we start by defining the inputs (the events that we wish to keep secret) and the outputs (the actions observable to an attacker).
W
: the true probability transition matrix for the system Wn : estimated probability transition matrix from n samples Q : the input distribution that maximises mutual information for W Q(Ŵn)
: the input distribution that maximises mutual information for aŴn C(W ) = I(Q, W )
: the true capacity of W C(Ŵn) = I(Q(Ŵn),Ŵn) : the true capacity of the matrix found by samplinĝ Qm(Ŵn)
: the result of running the Blahut-Arimoto onŴn for m iterationŝ C(Ŵn) = I(Qm(Ŵn),Ŵn) : our estimate of the capacity of W Fig. 3 . Key values for estimating capacity
The latter corresponds to defining an attacker model. Some level of abstraction must be used; the user of our method, depending on the needs of the analysis, should make this choice. Our method requires many more samples than the number of observations so the more fine grained the attacker's observations are, the more samples we require; we quantify this in Section 5 where we calculate the variance of our results in terms of the number of inputs, outputs and samples. Defining the input and output of the channel is a challenging task and should be approached with some care, as it greatly influences the result of an information theoretic analysis. The data processing inequality states that for all functions F and G we have that I(F (X); G(Y )) ≤ I(X, Y ) and picking a particular set of output actions can be looked on as picking the function G, therefore if we ignore some possible observations the attacker might make we obtain a lower bound for the true leakage. This paper primarily deals with the step after picking the inputs and outputs i.e., how to compute the leakage in a fully automated way.
Once the inputs and outputs are identified we may run trials of the system for each of the inputs and record the observable outcomes. We use these observations to construct an estimated matrix. Note that the approximate matrix can be generated using any probability distribution on the inputs, without having to making any assumptions about how the system is used. Calculating the capacity then finds the input distribution that leaks the most information. So we can collect our data for any usage of the system and then calculate the worst-case scenario.
There are two sources of error in the method we propose. The first comes from estimating the probability transition matrix for the system and the second from the approximation of capacity based on this matrix. Running a numerical approximation on inaccurate data does not necessarily lead to meaningful results, but we prove below that running the Blahut-Arimoto algorithm on an approximate matrix does return a result that tends to the true capacity as the sample size and the number of iterations increase.
The values and distributions used in our results are summarised in Figure 3 . Our analysis of a system is based on the probability transition matrix W that gives conditional probabilities of each input given each output, W (o|a) = p(o|a), i.e., the probability of the attacker seeing observation o given that the system is started in configuration a. We will estimate W by running the system n times with a uniform random input each time. This leads to an estimateŴ n , which is a matrix drawn from a normal distribution with mean W and a variance that decreases as n increases.
Next we have the input distribution that maximises the mutual information for W , which we label Q. The true capacity of the system C is given by the mutual information for input Q, denoted by C(W ) = I(Q, W ). There is no direct formula to find Q exactly, so we estimate Q using the Blahut-Arimoto algorithm for m iterations; we writeQ m (W ) for this distribution. We may also apply the Blahut-Arimoto algorithm to our estimated matrix to getQ m (Ŵ n ) which converges to the input distribution that maximises mutual information for the estimated matrixŴ n . This leads to our estimate of capacity for the system:Ĉ(Ŵ n ) = I(Q m (Ŵ n ),Ŵ n ).
Our proposed method of analysing systems for information leakage is to use a value based onĈ(Ŵ n ) in place of the true value C(W ). The estimated value can be automatically calculated from sampled alone, and the following theorem tells us that this estimate is good, i.e., with enough samples and iterations of the Blahut-Arimoto algorithm our estimate of capacity almost surely converges to the true value: Theorem 1. For any probability p e > 0 and any real number e > 0 there exists integers n , m such that for all n > n and m > m and for an estimated probability transition matrix found using n samplesŴ n it holds that
Proof Sketch: Our proof is by contradiction. We assume thatĈ does not almost surely converge to C. Mutual information is continuous and finite for a fixed number of inputs therefore our assumptions imply that there must also be a difference between I(Q(Ŵ n ), W ) and I(Q, W ) or between I(Q,Ŵ n ) and I(Q(Ŵ n ),Ŵ n ), however if these differences exist then either Q(Ŵ n ) does not maximise mutual information for W n or Q does not maximise mutual information for W , leading to a contradiction.
Bounds on the possible error
To be sure of our results we need to know how close our estimate of capacity is to the real value. There are two ways in which we can find such a bound. We can estimate the error in each of the matrix entries and then calculate the maximum effect that all of these errors might cause on our final result. This method is relatively simple but leads to wide confidence intervals for the final results, we examine this method further in the technical report version of this paper [8] . A second method is to calculate the distribution that our results come from, in terms of the value we are trying to estimate. This method provides much tighter bounds but, due to the maximising nature of capacity, we must relate our results to a lower bound for capacity: I(Q m (Ŵ n ), W ), rather than the true capacity I(Q, W ). While this is a lower bound, it is also zero if, and only if, the true capacity is zero: Lemma 1. LetŴ n be a randomly sampled matrix from n samples andQ m (Ŵ n ) be the result of m iterations of the Blahut-Arimoto algorithm applied to this matrix, starting from a uniform distribution. Then I(Q m (Ŵ n ), W ) is zero if and only if C(W ) is zero.
The process of finding our estimation of capacity can be looked on as drawing a value from a distribution. In this section we show that the value comes from a χ 2 distribution if and only if the true capacity is zero and we also find the mean and variance of the distribution if the capacity is non-zero. This lets us calculate confidence intervals for a bound on the true capacity in terms of our estimated value.
The mean and variance of sampled mutual information has been found in the case that both distributions are unknown [17, 23, 25] . In our case we know the input distribution and only sample to find the outputs. Therefore we first solve the general problem of finding the mutual information when the input distribution is known and the matrix is sampled, then we describe how we use this result to calculate capacity.
The distribution of mutual information
Let us denote the input distribution by X and the output distribution by Y . Suppose there are I inputs and J outputs. A slight abuse of notions lets us write the proofs in a more readable way, so we write p i = Q(i) = P (X = i), i = 0, · · · , I −1, p j = P (Y = j), j = 0, · · · , J − 1, and p ij = P (X = i, Y = j), where the particular distribution (X or Y ) is clear from the context. For the estimated values we write:p j|i =Ŵ n (j|i)=the estimated transition probability from input i to output j,p ij = p i ×p j|i =the estimated probability of seeing i and j, andp j = Σ i Q(i)W (j|i)=the estimated probability of seeing j.
The mutual information can then be written: 
see Moddemejer [23] . Brillinger [6, 7] states that this distribution is approximately normal.
In our case the situation is slightly different in that the input distribution is completely known. Hence, the estimate of I(X; Y ) is modified tô
There exists no known result that deals with the asymptotic behaviour of the mutual information estimates in this situation. In this paper, we develop a distribution of the mutual information estimate for known input distribution when the output is independent of the input, i.e., the mutual information is zero, and then proceed to compute the asymptotic expectation and variance of the mutual information estimate when its actual value is non-zero.
Firstly, for I(X; Y ) = 0, i.e. X and Y are independent, we have following;
Theorem 2. When X and Y are independent with distribution of X known, for large n, 2nÎ(X; Y ) has an approximate χ 2 distribution with (I − 1)(J − 1) degrees of freedom.
We note that this theorem implies that if I(X; Y ) = 0 thenÎ(X; Y ) is drawn from a distribution with mean (I − 1)(J − 1)/2n and variance (I − 1)(J − 1)/2n
2 . When I(X; Y ) > 0, the distribution is no longer χ 2 . In this case, we have the following result: 
To prove this we rewrite our estimate as:
, whereĤ is the entropy calculated from the sampled data. As the distribution X is known we know H(X) exactly. We proceed by taking the Taylor expansion ofĤ(Y ) andĤ(X, Y ) to the order of O(n −2 ). This gives us their expected values in terms of the powers of the expected difference between the entries of the probability transition matrix and their true values. As the rows of the matrix are multinomials we know these expectations (see e.g. [23] ). Then, from the expected values ofĤ(Y ) andĤ(X, Y ), we find the expected value ofÎ(X, Y ).
To find the variance we observe that:
As above we find the variance ofĤ XY andĤ Y , and their co-variance from the Taylor expansion and the expectations of the rows of the matrix. As suggested by Brillinger [6, 7] we have verified experimentaly that this distribution is approximately normal.
It may be noted that the expression of the primary (O(n −1 )) part of the variance above reduces to zero when X and Y are independent, which is consistent with variance of the estimate in the case that I(X; Y ) = 0.
Comparing our result with that of Moddemejer [23] , one point of interest is that the distribution of the estimate of the mutual information under independence of the input and the output (i.e. C(W ) = 0) does not change whether we know the input distribution or not, and the expectation always remains the same, but the variance reduces when there is some information contained about the output in the input (i.e., C(W)¿0).
In both the zero and the non-zero cases we have a bound on the variance:
Lemma 2. The variance of the estimates of mutual information in Theorem 2 and 3 are bound above by IJ/n where I and J are the sizes of the distributions domains and n is the number of samples used to find the estimate.
This means that taking more samples than the product of the number of inputs and outputs ensures that the variance will be low and the results accurate. As running the Blahut-Arimoto algorithm on the data we collect can be done in linear time [20] the time taken to collect the sampled data will be the limiting factor of our method. The ability to generate more samples than the product of the inputs and outputs, in a reasonable amount of time, acts as a guide to which systems can and cannot be analysed statistically. We note, however that the variance can actually be much smaller than IJ/n therefore it may also be possible to get a low variance and accurate results with a smaller number of samples.
Using the distributions for information leakage
Our results on the distribution of mutual information show that the mutual information is zero if, and only if, the distribution of the estimates has mean (I − 1)(J − 1)/2n and variance (I − 1)(J − 1)/2n 2 (where I is the number of inputs and J the number of outputs). Whereas the mutual information is non-zero if, and only if, the mean is the true value plus (I − 1)(J − 1)/2n and the variance is the value given in Theorem 3. Therefore our point estimate of information leakage is:
If a single test falls outside the confidence interval for zero mutual information then we may take it as evidence that the capacity is non-zero and calculate the confidence interval accordingly 4 . However a single test cannot distinguish between zero leakage and a very small amount. If the result is consistent with the χ 2 distribution then we may conclude that the result is between zero and the upper bound of the confidence interval for non-zero mutual information. This leads to the following testing procedure:
A test to estimate information leakage 1. Fix the secret inputs and observable outputs of the system under test. Ensure that each run of the system is independent.
2. Run n tests of the system with a random input and calculate an estimated matrix W n (to be sure of good results pick n >> IJ). 3. Calculate e = I(Q m (Ŵ n ),Ŵ n ) and the point estimate for anonymity pe = max(0, e− (I − 1)(J − 1)/2n), using enough iterations of the Blahut-Arimoto algorithm to make the error in capacity of the estimated matrix much smaller than the accuracy required by the user. 4. If 2n times e is inside the 95% confidence interval of the χ 2 ((I − 1)(J − 1)) distribution then the confidence interval for the capacity is: 0 to pe + 1.65 √ v where v is the variance as given in Theorem 3 5. If 2n times e is outside the 95% confidence interval of the χ 2 ((I − 1)(J − 1)) distribution then the confidence interval for the capacity is: pe − 1.96 √ v to pe + 1.96 √ v where v is the variance as given in Theorem 3.
In many situations a very small leakage would be acceptable, however if we want to be sure of zero leakage then we have to run multiple tests and check the goodness of fit of the variance against the zero and non-zero predictions (tests based on the mean will not be able to distinguish zero and very small mutual information). To check compatibility of the variances we use the test that the observed variance divided by the true variance should be approximately χ 2 with mean one and variance two over the sample size minus one [4] . For very small values of mutual information the variance might be consistent with both predictions, however as the variance of the estimate of values that are truly zero is O(n −2 ) and the variance of the estimate of values that are truly nonzero is O(n −1 ) it will always be possible to distinguish these cases with a large enough n. Therefore, even though for large degrees of freedom a χ 2 distribution will start to resemble a normal distribution, a large enough sample size will always be able to tell the zero and non-zero distributions apart, due to the different orders of magnitude of the variances. This leads to the following test:
A test for zero information leakage 1. Fix the secret inputs and observable outputs of the system under test. Ensure that each run of the system is independent. 2. Run 40 5 analyses with sample size n (as described above), to findŴ 1, . . . ,Ŵ 40. 3. Calculate an estimate of the maximising input distribution Q e = Q m (Ŵ 1 ), then calculate I(Q e ,Ŵ 1), . . . , I(Q e ,Ŵ 40) and find the variance of these results: v. 4. Calculate the variance predicted by Theorem 2 v zero and by Theorem 3 v notZero . 5. If v/v zero is inside the confidence interval for χ 2 (2/n) and v/v notZero is outside the confidence interval then conclude that the information leakage is zero. 6. If v/v zero is outside the confidence interval for χ 2 (2/n) and v/v notZero is inside the confidence interval then conclude that the information leakage is non-zero. 7. If v is consistent with both predictions then repeat this process with a larger sample size n.
We note that, due to the differences in magnitude of the two variance predictions, this test is guaranteed to terminate.
Returning to the Mixminion remailer mix node from Section 2, we can now analyse the data properly. In this experiment we test whether an observer can learn anything about the order in which three short messages entered a mix node by observing messages coming out. Any link between the order of the inputs and outputs would help an attacker tell who was sending a message to whom, which is exactly what the mix is trying to hide. The messages we sent were of different lengths and sent to different e-mail addresses. In the different tests we alternated the order in which the messages entered the mix. So the secret inputs are the orders in which the three test messages arrive.
To find the observable outputs of the node we ran the WireShark packet sniffer on our test machine. This program recorded all incoming and outgoing packets sent to and from the mix node. To ensure that the observations of the packets leaving our mix were authentic we sent our messages to their destination via real nodes of the Mixminion network 6 . Once all the packets had been collected we recorded the size and number of packets sent to each of the destination mix nodes and the ordering of the packets to each node. These digests of the outgoing streams became the outputs of our channel.
In threshold mode the mix strategy is completely independent between firings. While background network traffic and other programs running on the computer may have an effect on the output, we avoid this affecting our results by randomising the order in which the different input messages orderings are tested. Therefore outside conditions will effect all the results equally, and so our experiments fit the requirement of independent and identically-distributed as described in Section 3. To gather our test data we ran our own Mixminion node. We set the mix time limit to be 2 minutes and in each interval sent three known test messages into the node, effectively running it as a threshold mix (we found that the mixes would occasionally take longer than the specified interval, so that if we set the interval for less than 2 minutes our test messages would occasionally straddle the boundary between mix firings and so invalidate our results).
We first ran 1000 tests looking only at the ordering of the packets entering and leaving the mix. The results are shown in Figure 2 . Here message 1 was being sent to address A, 2 to B and 3 to C. It was clear that Mixminion usually sent the messages out in a fixed order (C then B then A), however occasionally a different order was observed. Was this unusual ordering, or anything else, leaking information on the order of the incoming messages? Or was it unrelated to the Mixminion software and due to the computer's network card, or network conditions? A quick run of our software finds that the capacity of this matrix is 0.023, which is well within the 95% upper confidence limit for zero leakage (0.0355), therefore there is no evidence of any loss of anonymity.
Next we ran 10000 tests, in batches of a few hundred, over the course of three weeks and, along with the ordering, also recorded the size and number of packets sent. We disregarded the results when there were large amounts of packet loss due to network disruption; we note that this may be a possible way to attack a mix network. We observed 436 different observable outputs in total. The most common observation by far was 33301 bytes in 32 to 34 packets send to each of the other nodes, with overlap-ping streams starting in a fixed order. Occasionally the streams would start in a different order and different numbers of packets, payload size and timings would be observed.
Our software calculated the point estimated of capacity as 0.0249, which is well within the 95% confidence intervals for the χ 2 distribution for the zero case. Leading to a 95% confidence interval for the information leakage as between 0 and 0.0414. Therefore our result is consistent with a capacity of zero and we may conclude that, in this instance, there is no evidence of any loss of anonymity due to the order that messages arrive and leave a Mixminion. There are known attacks that target more complicated aspects of networks of Mixminion nodes; we plan to investigate whether our method can scale up to detect such attacks in the future.
Conclusion
The capacity of a channel with discrete inputs and outputs has been proposed as a metric in a number of areas of computer security. We have shown that such measures of information leakage can be calculated from sampled data and so made it possible to apply this theory to real systems. Our calculation of the variance of the estimates can also be used to tell when systems are, or are not, too complex to successfully analyse statistically.
As further work plan to use our tool to look for information leaks from real systems. We also intend to find the distribution of estimates of conditional mutual information and an upper bound for capacity. For this, we can proceed in the same way as finding the lower bound; for conditional mutual information we can find the Taylor expansions of H(X|Y ) and H(X|Y, Z) and for an upper bound on capacity we can find the expansion of D x (W XW ). This would lead to the mean and variance in terms of the expected differences of the matrix entries, which are known. For conditional mutual information we can use the appropriate adaptation of the Blahut-Arimoto algorithm to find our approximation of the maximising input distributions [16] .
