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(HDL: Hardware Description Language) は，ガロア体上の演算を扱うための高水準な算
術データ構造を持たない．このため，ガロア体に基づく算術アルゴリズムを用いた算術演















GF (28)，GF (216)，GF (232)や，多くの演算子を含んだアルゴリズムを扱うのは難しい．




であるため，例えば，NIST (National Institute of Standards and Technology) により
公開されている AES (Advanced Encryption Standard) モジュールの検証を規定した
































第 4章では，提案する形式的設計手法の AES 暗号プロセッサ設計への応用について述
べる．まず，ISO 標準暗号である AES 暗号についての概要を述べる．次に，GF-ACG
による AES 暗号プロセッサ設計について述べる．ここではまず，AES 暗号プロセッサ
の回路アーキテクチャについて述べる．次に，その構成要素の一つである S-box のいく
つかの構成法とその GF-ACG による設計例，鍵スケジュール部の構成法について述べた




















ある集合 G に，2項演算 ◦ が定義されているとする．すなわち，任意の元 a，b ∈ G
に対し，ある元 c ∈ G が対応づけられていて，それを c = a ◦ b と書くとする．このと
き，この演算 ◦ に対し，以下の四つの条件を考える．
(G1) 結合則： 任意の元 a，b，c ∈ G に対し，以下の式が成立する．
(a ◦ b) ◦ c = a ◦ (b ◦ c) (2.1)
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(G2) 単位元の存在： 任意の元 a ∈ G に対し，次式を満たす元 e ∈ G が存在する．
a ◦ e = e ◦ a = a (2.2)
このとき，e を単位元と呼ぶ．
(G3) 逆元の存在： 任意の元 a ∈ G に対し，次式を満たす元 a′ ∈ G が存在する．
a ◦ a′ = a′ ◦ a = e (2.3)
(G4) 交換則： 任意の元 a，b ∈ G に対し，以下の式が成立する．
a ◦ b = b ◦ a (2.4)
条件 (G1)が満たされるとき，Gを演算 ◦に関する半群 (semi-group)と言う．条件 (G1)，
(G2)が満たされるとき，G を演算 ◦ に関する単位的半群，またはモノイド (monoid)と
言う．条件 (G1)，(G2)，(G3)が満たされるとき，G を演算 ◦に関する群 (group) と言
う．さらに条件 (G4) も満たされるならば，G を演算 ◦ に関する可換群 (commutative
group)，またはアーベル群 (Abelian group) と呼ぶ．
演算が乗算 · または × で表された群を乗法群 (multiplicative group) と呼ぶ．乗法群
に対しては単位元 e を 1で表すことが多い．a の逆元は a−1 で表す．演算が加算 + で表
された可換群を加群 (additive group) と呼ぶ．加群においては，単位元を 0で表し零元
(zero) と呼ぶ．また，a の逆元は −a で表す．
環
集合 R に加算 + と乗算 · が定義されていて，以下の 3つの条件を満たすとき R を環
(ring) と呼ぶ．
(R1) R は加算 + に関し群である．
(R2) R は乗算 · に関し半群である．
(R3) 分配則： 任意の元 a，b，c ∈ R に対し，以下の式が成立する．
a · (b + c) = a · b + a · c (2.5)
(b + c) · a = b · a + c · a (2.6)
また，条件 (R2) の代わりに
(R2’) R は乗算 · に関し単位的半群である．
と言う条件を満たす場合は，R を単位的環と言う．
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体
集合 F に加算 + と乗算 · が定義されていて，以下の 2つの条件を満たすとき F を体
(field) と呼ぶ．
(F1) F は単位的環である．
(F2) F の零元 0を除いた集合は乗法に関して可換群である．
すなわち，体では加減乗除の四則演算が行えることになる．加算と乗算は，はじめに定義
されており，減算 a− b は a に b の加法逆元 −a を加えることで実現される．また，0で
ない元 b による除算 a/b は a に b の乗法逆元 b−1 を乗じることにより行える．0による
除算は定義されない．
体の代表的な例としては有理数全体や実数全体，複素数全体などがあり，これらは通常
の加算と乗算により定められる体である．これに対し，ガロア体 (Galois field) とは，有
限体 (finite field) とも呼ばれ，その名の通り元の数が有限である体を指す．元の数が q
のガロア体を GF (q) と表す．
ガロア体の代表的な例としては元の数が素数 p であるような素体 (prime field) GF (p)
がある．GF (p) は p を法とする整数演算により構成される．すなわち，GF (p) での加算
⊕ と乗算 ⊗ は整数上の加算 + と乗算 · を用いて，以下のように実現される．
a ⊕ b = (a + b) mod p (2.7)
a ⊗ b = (a · b) mod p (2.8)
ここで，a，b ∈ GF (p) = {0, 1, . . . , p − 1} である．
元の数 q が素数でないガロア体は上述のように q を法とする整数演算で作ることはで
きない．しかし，q = pm（m は 1以上の整数）と表される場合は，素体 GF (p) の元を
係数とする多項式を元とする集合を用いることで，ガロア体 GF (q) を構築することがで
きる．ここで，素体 GF (p) の元を係数とする多項式を，GF (p) 上の多項式と呼ぶ．
素体 GF (p) 上の m − 1 次以下の多項式集合を Xm とする．このとき，Xm には pm
個の元が存在する．この Xm 上の元 a(x)，b(x) に対して次のような加算 ⊕，乗算 ⊗ を
考える．
a(x) + b(x) = a(x) ⊕ b(x) (2.9)
a(x) × b(x) = a(x) ⊗ b(x) mod P (x) (2.10)
ここで，P (x) は GF (p) 上の m 次の既約多項式 P (x) である．また，⊕，⊗ は前述した
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表 2.1 ISO 標準暗号 (ISO/IEC 18033) と用いられているガロア体
公開鍵暗号 共通鍵暗号
鍵カプセル化 ブロック暗号 ストリーム暗号
ECIES-KEM PSEC-KEM AES Camellia MUGI SNOW2.0
GF (2m)(m ≥ 160), GF (p)(log2 p ≥ 160) GF (28) GF (28), GF ((24)2) GF (28) GF ((28)4)
素体上の加算，乗算を表している．この 2つの演算 + ，×が定義された多項式集合 Xm
は体の条件を満たす．このように定義されたガロア体を GF (p) の m 次拡大体と呼び，
GF (pm) と表す．
今，既約多項式 P (x) のある根を β とする．このとき GF (pm) の元は β の m − 1
次以下の多項式として表される．すなわち {βm−1，βm−2，. . .，β1，β0 = 1} を用いた
線型結合として表現できる．このとき，これらの要素 {βm−1, βm−2, . . . , β1, β0 = 1} を
















表 2.1に ISO 標準暗号として定められている暗号と，その暗号において用いられてい
るガロア体を示す．これから分かるように，標数 2のガロア体を用いた暗号が多い．これ
は，計算機上において 2m 個の元を持つガロア体が，その元を直感的な方法で 2 進数に表
すことができ，扱いが容易なためである．GF (2m) 上の元を表す際には，これを多項式表
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現した時の係数をビット列として並べ，これを 16進数表記で記述することがある．例え
ば，ある定数 c = β7 + β4 + β3 + β + 1 ∈ GF (28) は 2進数表記では，(10011011)2 であ
り，16進数表記では，(9b)16 である．以降では，標数 2の拡大体はこの表記により，記
述する．さらに，近年では，3 や 7 といった小さな標数のガロア体を用いた楕円曲線暗







大規模集積回路 (LSI: Large-Scale Integrated circuit) システムの大規模化・複雑化に





Description Language) と論理合成ツールを用いて，HDL からゲート回路を自動的に合
成する設計手法が実現され，現在広く普及している．このような HDL と論理合成ツール
を用いた設計手法を高水準設計手法と呼ぶ．
代表的な HDL として，VHDL と Verilog HDL が知られている．VHDL は，米国国
防省の VHSIC (Very High Speed Integrated Circuit) 計画において，回路の設計仕様を
記述するため開発された言語である．VHDL は，論理合成による自動設計を目的して開
発されたため，システム仕様の曖昧さを排除した厳格な言語となっている．一方，Verilog
HDLは，ゲートウェイ・デザイン・オートメーション (Gateway Design Automation) 社
が開発した HDL であり，当初は Verilog-XLシミュレータ専用の言語であった．Verilog
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ト AES 暗号プロセッサの場合，完全な検証のためには， 2256 ものテストパターンを必要
とする．当然，これを現実的な時間で検証するのは不可能である．このような問題が存在
するために，NIST (National Institute of Standards and Technology) により公開され

















として，二分決定グラフ (BDD: Binary Decision Diagram) を用いた方法 [19]や，論
理の充足可能性判定問題 (SAT: boolean SATisfiablility problem) の解法を利用した
方法 [20]などが挙げられる．
• プロパティ検査 (Property Checking)
モデル検査 (Model Checking) とも呼ばれる．二つの回路記述を入力とする等価性判
定とは異なり，プロパティ検査では，回路記述と仕様（プロパティ）を入力とする．回
路のプロパティは，線形時間論理 (LTL: Linear Time Logic) [21]や計算木論理 (CTL:
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んに研究されている [5, 19, 23–26] ．以下では，代表的なデータ構造である BDD につい
て概説する．
BDD [19]は，任意の論理関数 f : Bn → B を表現するデータ構造である．ここで B
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この表現は整数演算回路の形式的表現である算術回路グラフ (ACG: Arithmetic Circuit
Graph) [27]の拡張により得られる．
図 3.1 に提案するグラフ表現であるガロア体算術回路グラフ (GF-ACG: Galois-Field
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演算ノード n (∈ N)は，n = (F , G′)で与えられる．F は演算ノードの機能を表すガ
ロア体方程式（機能表明）の集合であり，G′ は内部構造を表す GF-ACG である．内部
構造を持たない演算ノードを最下位ノードと呼び，n = (F , nil)のように記述する．ガロ
ア体方程式は，二つの算術式 El，Er を =によって結合した式 El = Er である．それぞ
れの算術式は，ガロア体上の元を表す変数，定数，またはそれらを算術演算子 +, −, ×，
/で結合した式である．演算ノードの機能としてガロア体方程式 El = Er を与えるとき，
El と Er はそれぞれ出力値と入力値を表すものとする．
有向辺 e (∈ E) は，e = (src, dest, x)で表される．ここで，srcと destは始点と終点
の演算ノードを表し，x はガロア体上の元を示す変数（ガロア体変数）を表す．srcまた
は，dest を持たない有向辺は算術回路グラフの入出力を表す．本手法では，ガロア体を
多項式表現を用いて扱う．このため，ガロア体 GF を GF = (B, C, IP )のように表現す




βm−1, . . . , βi+1, βi, βi−1, . . . , β0
)
(3.2)
C = (Cm−1, . . . , Ci+1, Ci, Ci−1, . . . , C0) (3.3)
IP =βm + αm−1βm−1 + · · · + α1β1 + α0β0 (3.4)





















図 3.2 (a) 式 (3.5)の機能を持つ分解ノード, (b) 式 (3.6)の機能を持つ分解ノード
ここで，β は不定元，Ci は次数 iの係数集合（係数の取り得る値の集合），mは拡大次数，
αi は係数集合 Ci の要素である．また，素体を扱う場合には IP = nil とする．ガロア体
に対して，次数の制約として最上位次数 h (0 ≤ h ≤ m − 1)，最下位次数 l (0 ≤ l ≤ h)
を与えることで，限られた範囲の値を持つガロア体変数を得ることができる．ガロア体変
数 xはガロア体 GF と次数制約 (h, l)によって x = (GF, (h, l)) と表される．
ガロア体変数 xを複数のガロア体変数 xi (l ≤ i ≤ h) に分解する機能を持つ演算ノー
ドを分解ノードと呼び，その機能は次の方程式で与えられる．
xh + xh−1 + · · · + xi + · · · + xl+1 + xl = x (3.5)
xhβ
h + xh−1βh−1 + · · · + xiβi + · · · + xl+1βl+1 + xlβl = x (3.6)
図 3.2，式 (3.5)と式 (3.6) の機能を持つ分解ノードを示す．図 3.2(a) に示した分解ノー
ドは，ガロア体変数 x ∈ GF (pm)をガロア体変数 xi (l ≤ i ≤ h) ∈ GF (pm)へと分解す
るノードである．一方，図 3.2(b) に示した分解ノードは，ガロア体変数 x ∈ GF (pm)を，



























Lowest level of hierarchy









表現することができる．たとえば，論理否定 not(u)，論理和 or(u, v)，論理積 and(u, v)，
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排他的論理和 xor(u, v)の機能は次式で表される．
not(u) = 1 − u (3.7)
or(u, v) = u + v − uv (3.8)
and(u, v) = uv (3.9)
xor(u, v) = u + v − 2uv (3.10)
ここで，論理変数 u, v は，ガロア体 Logic を用いて，以下のように記述される．
Logic =((β0), ({0, 1}), nil) (3.11)
u =(Logic, (0, 0)) (3.12)
v =(Logic, (0, 0)) (3.13)










次数 i における係数集合 Ci に含まれる係数値を適切な数の論理変数を用いて符号化
することを考える．符号化に最低限必要な論理変数の数は dlog |Ci|e で求められる．ま
た，その数以上の論理変数を用いて冗長な符号化を行うことも可能である．各係数値に
は，他の係数値と重複しない限り，任意の論理値を割り当てることができる．例えば，ガ
ロア体GF (2) で用いられる係数集合 {0, 1} は，表 3.1(a) のように符号化できる．また，
表 3.1(b)は GF (3) で用いられる係数集合 {0, 1, 2} に対する符号化の例である．ここで














ここで，Lj(0 ≤ j ≤ k − 1) は符号化に用いる論理変数であり，α はその論理変数に指定
する特定の論理値 α = (α0, α1, . . . , αk−1) ∈ {0, 1}k である．また，f(α) はその論理値
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表 3.1 符号化の例
(a) GF (2) の符号化
GF(2) val. Logic val.
0 0
1 1
(b) GF (3) の符号化




が指定された時の係数値である．Lαjj はリテラルと呼ばれ，Lj の値が，αj に等しいとき





1 − Lj (αj = 0)
Lj (αj = 1)
(3.15)
例として，表 3.1の符号化式を以下に示す．
• GF (2)（表 3.1(a)）の符号化式
x = L0 (3.16)
• GF (3)（表 3.1(b)）の符号化式
x = (1 − L1)L0 + 2 × L1(1 − L0) (3.17)
以上のように，擬似論理式と符号化式をグラフ機能の一部として導入することで，論理
演算機能を持つ回路とガロア体 GF (pm) (p ≥ 2)の算術演算機能を持つ回路が混在する
場合でも，GF-ACG によって統一的に扱うことが可能となる．
3.2.3 合成体回路の表現
前節までは， GF (pm) のような，素体を単純拡大したガロア体の表現について述べた．
ここでは，GF ((pa)b) のような合成体上の算術演算回路を GF-ACG で記述するための拡
張について述べる．合成体は，基礎体となるガロア体を記述し，係数集合を基礎体の全て
の元とするガロア体を記述することで表現することができる．以下では，GF ((22)2) を
例としてその記述法について述べる．まず，GF ((22)2) の基礎体となるガロア体 GF (22)
は，次式のように記述される．
GF (22) = ((β10 , β
0
0), ({0, 1}, {0, 1}), β20 + β10 + β00) (3.18)
このとき，合成体 GF ((22)2)は，以下のように表すことができる．








{0, 1, γ1, γ2}, {0, 1, γ1, γ2}
)


























まず，素体の単純拡大体の例として GF (24) 並列乗算器の例を図 3.5に示す．図 3.5は
2入力 1出力 GF (24) 乗算器の GF-ACG を様々な抽象度で表したものである．図 3.5に
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おいて四角の部分は演算ノードを示している．図 3.5(a)の “Multiplier”は階層表現にお
ける最上位のノードを表す．また，図 3.5(a)，(b)，(c) の各ノードは，図 3.5(b)，(c)，(d)
の灰色の部分に対応する．各ノードは，下位レベルのノードから構成される内部構造を持
つ．例えば，“Multiplier”は 2つの下位レベルのノード，“Partial product generator”，
“Accumulator”によって構成される．したがって，GF-ACG G1 は以下の式で表される．
G1 = ({n1, n2},
{(nil, n1, x), (nil, n1, y), (n1, n2, w0), (n1, n2, w1),
(n1, n2, w2), (n1, n2, w3), (n2, nil, z)}) (3.20)
ここで，n1，n2 は，
n1 =({w0 + w1 + w2 + w3 = x × y}, G2) (3.21)




次に，標数が 2でない回路表現の例として，図 3.6に GF (3) 加算器 [29]の GF-ACG
を示す．また，表 3.4, 3.5 にその GF-ACG の各ノードの機能表明とガロア体変数を示
す．ここで，n1, n2 はガロア体変数を論理変数に変換し，逆に n10 は論理変数をガロア体
変数に変換する機能を持つ．また，これらのノードの機能表明には論理変数が無効なコー
ドをとらないことを表す条件式が含まれることに注意されたい．例えば， xL0xL1 = 0は
(xL0, xL1) = (1, 1) とならないようにするための条件式である．
次に，ガロア体上の逆元演算器の記述について述べる．これは，AES 暗号における
S-box 等で用いられる．図 3.7 に GF (28) 上の逆元演算器の GF-ACG を示す．これは




る [30]．合成体 GF (((22)2)2) 上の演算を用いた逆元演算器の GF-ACG を図 3.8 に示
す．また，各ノードの機能と用いられている変数を表 3.8， 3.9にそれぞれ示す．ただし，
簡単のため，分解ノードおよび結合ノードの機能は省略されている．ノード “Inversion”
は最上位のノードであり，その機能は y = x254 である．これは，あるガロア体 GF (q)
の元 α の乗法逆元は αq−2 により，得られるためである．また，零元に関しては乗法逆
元が存在しないため，図 3.8で示した回路は，0が入力された場合，0を出力するような
回路となっている．これは，当然その機能表明式に矛盾しない．また，最下層のグラフを
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表 3.2 図 3.5における各演算ノードの機能表明
[Multiplier] n0 = ({z = x × y}, G1)
[Partial product generator]
n1 = ({w0 + w1 + w2 + w3 = x × y}, G2)
[PPG0] n3 = ({w0 = x × y0}, G4)
n10 = ({w0,0 = x0 × y0,0}, nil)
n11 = ({w0,1 = x1 × y0,0}, nil)
n12 = ({w0,2 = x2 × y0,0}, nil)
n13 = ({w0,3 = x3 × y0,0}, nil)
[PPG1] n4 = ({w1 = x × y1}, G5)
n14 = ({w6 = x0 × y1,1}, nil)
n15 = ({w1,2 = x1 × y1,1}, nil)
n16 = ({w1,3 = x2 × y1,1}, nil)
n17 = ({w1,0 = x3 × y1,1}, nil)
n18 = ({w1,1 = w6 + w1,0}, nil)
[PPG2] n5 = ({w2 = x × y2}, G6)
n19 = ({w7 = x0 × y2,2}, nil)
n20 = ({w2,3 = x1 × y2,2}, nil)
n21 = ({w2,0 = x2 × y2,2}, nil)
n22 = ({w8 = x3 × y2,2}, nil)
n23 = ({w2,1 = w8 + w2,0}, nil)
n24 = ({w2,2 = w7 + w8}, nil)
[PPG3] n6 = ({w3 = x × y3}, G7)
n25 = ({w9 = x0 × y3,3}, nil)
n26 = ({w3,0 = x1 × y3,3}, nil)
n27 = ({w10 = x2 × y3,3}, nil)
n28 = ({w11 = x3 × y3,3}, nil)
n29 = ({w3,1 = w3,0 + w10}, nil)
n30 = ({w3,2 = w10 + w11}, nil)
n31 = ({w3,3 = w9 + w11}, nil)
[Accumulator]
n2 = ({z = w0 + w1 + w2 + w3}, G3)
[GFA0] n7 = ({w4 = w0 + w1}, G8)
n32 = ({w4,0 = w0,0 + w1,0}, nil)
n33 = ({w4,1 = w0,1 + w1,1}, nil)
n34 = ({w4,2 = w0,2 + w1,2}, nil)
n35 = ({w4,3 = w0,3 + w1,3}, nil)
[GFA1] n8 = ({w5 = w2 + w3}, G9)
n36 = ({w5,0 = w2,0 + w3,0}, nil)
n37 = ({w5,1 = w2,1 + w3,1}, nil)
n38 = ({w5,2 = w2,2 + w3,2}, nil)
n39 = ({w5,3 = w2,3 + w3,3}, nil)
[GFA2] n9 = ({z = w4 + w5}, G10)
n40 = ({z0 = w4,0 + w5,0}, nil)
n41 = ({z1 = w4,1 + w5,1}, nil)
n42 = ({z2 = w4,2 + w5,2}, nil)
n43 = ({z3 = w4,3 + w5,3}, nil)
表 3.3 図 3.5の GF-ACG で用いられる体と変数
Galois field
GF (24) = (
`
β3, β2, β1, β0
´
, ({0, 1}, {0, 1}, {0, 1}, {0, 1}) , β4 + β1 + β0)




, ({0, 1}) , nil)
Galois field variables
x = (GF (24), (3, 0)) z = (GF (24), (3, 0))
xi = (GF (2), (0, 0)), (0 ≤ i ≤ 3) zi = (GF (2), (0, 0)), (0 ≤ i ≤ 3)
y = (GF (24), (3, 0)) wi = (GF (2
4), (3, 0)), (0 ≤ i ≤ 5)
yi = (GF (2
4), (i, i)), (0 ≤ i ≤ 3) wi,j = (GF (2), (0, 0)), (0 ≤ i ≤ 5, 0 ≤ j ≤ 3)
yi,i = (GF (2), (0, 0)), (0 ≤ i ≤ 3) wi = (GF (2), (0, 0)), (6 ≤ i ≤ 11)
示す図 3.8(c) におけるノードは GF (22) 加算器，乗算器により構成されている．これに
ついても，図 3.5の単純な拡張により実現できるので，その内部構造は省略する．



























w0 w1 w2 w3
w4
(b)
図 3.6 GF (3)加算器の GF-ACG
表 3.4 図 3.6における各演算ノードの機能表明
[GF(3) Adder] n0 = ({z = x + y}, G1)
n1 = ({(1 − xL1)xL0 + 2xL1(1 − xL0) = x, xL0xL1 = 0}, nil)
n2 = ({(1 − yL1)yL0 + 2yL1(1 − yL0) = y, yL0yL1 = 0}, nil)
n3 = ({w0 = OR(xL1, yL1)}, nil)
n4 = ({w1 = OR(xL1, yL0)}, nil)
n5 = ({w2 = OR(xL0, yL1)}, nil)
n6 = ({w3 = OR(xL0, yL0)}, nil)
n7 = ({w4 = XOR(w1, w2)}, nil)
n8 = ({zL0 = XOR(w0, w4)}, nil)
n9 = ({zL1 = XOR(w3, w4)}, nil)
n10 = ({z = (1 − zL1)zL0 + 2zL1(1 − zL0), zL1zL0 = 0}, nil)
表 3.5 図 3.6で用いられる体と変数
Galois field









, ({0, 1}) , nil)
Galois field variables
x = (GF (3), (0, 0)) yL1 = (Logic, (0, 0))
xL0 = (Logic, (0, 0)) z = (GF (3), (0, 0))
xL1 = (Logic, (0, 0)) zL0 = (Logic, (0, 0))
y = (GF (3), (0, 0)) zL1 = (Logic, (0, 0))
yL0 = (Logic, (0, 0)) wi = (Logic, (0, 0)), (0 ≤ i ≤ 4, )












































図 3.7 GF (28) 逆元演算器の GF-ACG
表 3.6 図 3.7 における各演算ノード
の機能表明
[Inversion] n0 = ({y = x254}, G1)
n1 = ({w0 = x2}, G2)
n2 = ({w1 = x × w0}, G3)
n3 = ({w2 = w20}, G4)
n4 = ({wpp3 = w1 × w2}, G5)
n5 = ({w4 = w22}, G6)
n6 = ({w5 = w3 × w4}, G7)
n7 = ({w6 = w24}, G8)
n8 = ({w7 = w5 × w6}, G9)
n9 = ({w8 = w26}, G10)
n10 = ({w9 = w7 × w8}, G11)
n11 = ({w10 = w28}, G12)
n12 = ({w11 = w9 × w10}, G13)
n13 = ({z = w211}, G14)
表 3.7 図 3.7で用いられる体と変数
Galois field
GF (28) = (
`
β7, β6, . . . , β0
´
, ({0, 1}) ,
β8 + β4 + β3 + β1 + β0)
Galois field variables
x = (GF (28), (7, 0))
y = (GF (28), (7, 0))
z = (GF (28), (7, 0))
wi = (GF (2
8), (7, 0)), (0 ≤ i ≤ 11)
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































第 3章 ガロア体上の算術演算回路の形式的設計 31
表 3.9 図 3.8で用いられる体と変数
Galois field






, ({0, 1, β11 , . . . , β141 }, {0, 1, β11 , . . . , β141 }), β22 + β12 + β111 )








{0, 1, β10 , β20}, {0, 1, β10 , β20}
´
, β21 + β
1
1 + β0)






, ({0, 1}, {0, 1}) , β20 + β10 + β00)




, ({0, 1}) , nil)
Galois field variables
x = (GF (((22)2)2), (1, 0)) yi,j = (GF (2
2), (1, 0)), (0 ≤ i, j ≤ 1)
xi = (GF ((2
2)2), (1, 0)), (0 ≤ i ≤ 1) wi = (GF ((22)2), (1, 0)), (0 ≤ i ≤ 5)
xi,j = (GF (2
2), (1, 0)), (0 ≤ i, j ≤ 1) wi,j = (GF (22), (1, 0)), (0 ≤ i ≤ 5, 0 ≤ j ≤ 1)
y = (GF (((22)2)2), (1, 0)) wi = (GF (2
2), (1, 0)), (6 ≤ j ≤ 36)
yi = (GF ((2














がって，先行研究の検証アルゴリズム [27]における RangeEvaluation は不要となってい
る．したがって，本検証手法では，最下位ノード以外の各階層の全てのノードについて数
式評価が満たされた場合に true を返す．
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Input: Galois-field arithmetic circuit graph G = (N , E)
Output: Verification result r ∈ {true, false}
1: Function Verify((N , E))
2: r := true
3: for each (F , G) ∈ N
4: if G 6= nil
5: r := r & Verify(G)
6: for each f ∈ F



















m 変数 x = (x0, x1, . . . , xm−1) がつくる多項式環を R[x] = R[x0, x1, . . . , xm−1] と







∣∣∣∣∣ a0, a1, . . . , ak−1 ∈ R[x]
}
(3.23)
このとき，P をイデアルの基底と呼ぶ．イデアル I は，以下のような性質を持つ．
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(I1) f，g ∈ I ならば f + g ∈ I









項順序 単項式の集合 T の全順序 ≺で次の性質を満たすものを項順序（term order）と
呼ぶ．
(1) t, s, u ∈ T，t  sならば ut  us．
(2) 任意の t ∈ T に対して 1  t．
ここで，は等号を含めた順序を表すものとする．
代表的な項順序としては，辞書式順序，全次数順序，全次数辞書式順序，全次数逆辞書
式順序などが知られている [32]．項順序が与えられると，多項式 p を以下の形で記述す
ることができる．







多項式簡約 多項式 p と q(6= 0) が与えられたとき，p の項の中で HT(q) で割り切れる
項M が存在したとする．このとき，一回の多項式簡約 (polynomial reduction) は次式
のように定義される．
p′ = p − CMM
HC(q)HT(q)
q (3.25)
ここで，p′ は簡約後の多項式，CM はM の係数である．
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正規形 ある多項式 p を多項式集合 Q = {q0, . . . , qk−1} の要素で繰り返し多項式簡約
し，それ以上簡約できない状態になったとき，得られた多項式を p の Q に関する正規形
(normal form) と呼び，NFQ(p)と表記する．ある多項式 f がイデアル I に含まれるか




グレブナー基底 イデアル I に対し，ある多項式集合 P が項順序に関するグレブナー




示す．この図において，7行目の Spoly は以下で定義される S 多項式と呼ばれるもので
あり，与えられた二つの多項式の頭項を互いに消去する処理である．









ここで，L は HT(p)HC(p) と
HT(q)
HC(q) の最小公倍数である．
グレブナー基底を用いた数式評価方法を図 3.11 に示す．GroebnerBasis(P ) は多項
式集合 P からグレブナー基底 GB を導出するブッフバーガーのアルゴリズムを示し
ている．数式評価では，機能表明 f と内部構造 G が与えられたとき，まず，G に含
まれる各ノードの機能表明を抽出し，それを集合 P とする．このとき，機能表明は方
程式の形 lhs = rhs ではなく，多項式 lhs − rhs として扱う．次に，ブッフバーガー
のアルゴリズムを用いて P からグレブナー基底 GB を生成する．もし f の GB に
関する正規形 NFGB(f) がゼロであれば，f は P が生成するイデアルに属する．こ
れは機能表明が内部構造の組み合わせによって実現できることを意味する．このとき，
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Input: Set of polynomials P
Output: Gröbner Basis GB
1: Function GroebnerBasis(P )
2: D := {(u, v) | u, v ∈ P, u 6= v}
3: P ′ := P
4: while D 6= ∅
5: (u, v) := d ∈ D
6: D := D − (u, v)
7: s := Spoly(u, v)
8: a := NFP ′(s)
9: if a 6= 0 then
10: D := D ∪ {(a, b) | b ∈ P ′}
11: P ′ := P ′ ∪ {a}
12: end if
13: end while




Input: Functional assertion f
Internal structure G = (N , E)
Output: Verification result r ∈ {true, false}
1: Function FormulaEvaluation(f, G)
2: P := ∅
3: for each (F , G′) ∈ N
4: P := P ∪ F
5: end for
6: GB := GroebnerBasis(P )
7: if NFGB(f) = 0
8: r := true
9: else















グレブナー基底を用いた数式評価の例として，図 3.5における最上位ノード n0 の数式
評価を考える．n0 の内部構造 G1 から得られる多項式集合 P は
P = {t0 + t1 + t2 + t3 − xy, z − (t0 + t1 + t2 + t3)} (3.27)
である．この多項式集合 P の生成するイデアルを I とする．このとき，I のグレブ
ナー基底 GB をブッフバーガーのアルゴリズムにより求める．ここで，変数順序は，
x ≺ y ≺ z ≺ t0 ≺ t1 ≺ t2 ≺ t3，項順序は辞書式順序とする．また，各変数はガ
ロア体 GF (24) に属するため，加算と減算は同一であることに注意されたい．まず，
G0 = P = {t0 + t1 + t2 + t3 + xy, z + t0 + t1 + t2 + t3} とする．このとき，
S0 =Spoly(t0 + t1 + t2 + t3 + xy, z + t0 + t1 + t2 + t3)
=xy + z (3.28)
NFG0(S0) =xy + z (3.29)
であり，NFG0(S0) 6= 0なので，G1 = G0 ∪ {xy + z}とおく．次に，G1 について，
S0 =Spoly(t0 + t1 + t2 + t3 + xy, z + t0 + t1 + t2 + t3)
=xy + z (3.30)
NFG1(S0) =0 (3.31)
S1 =Spoly(t0 + t1 + t2 + t3 + xy, xy + z)
=z(t0 + t1 + t2) + xyz + t3xy (3.32)
NFG1(S1) =0 (3.33)
S2 =Spoly(z + t0 + t1 + t2 + t3, xy + z)
=z2 + z(t0 + t1 + t2) + t3xy (3.34)
NFG1(S2) =0 (3.35)
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したがって，多項式集合 G1 = {t0 + t1 + t2 + t3 + xy, z + t0 + t1 + t2 + t3, xy + z} は
I のグレブナー基底である．また，
t0 + t1 + t2 + t3 + xy = (z + t0 + t1 + t2 + t3) + (xy + z) (3.36)
なので，イデアル I の極小なグレブナー基底GBはGB = {z + t0 + t1 + t2 + t3, xy +z}
である．
このとき，最上位ノード n0 の機能表明式 f = z − xy に対して，NFGB(f) =







以下では，ガロア体 GF (2m)(2 ≤ m ≤ 64) 上の 2 入力 1 出力乗算器を GF-ACG に

















一方，提案手法による検証では入力信号長 m に対し，検証時間が O(m2) で増加するた
め，mが大きい場合は，論理シミュレーション，BDD 等価性判定よりも高速に検証する
ことができた．図 3.12における Proposed Method (all) は GF-ACGの全てのノードに
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図 3.12 ガロア体乗算器の検証時間
対して数式評価を行う手法である．乗算器内には GF (2) 加算器のように同じ内部構造を
持ち，機能表明のみが異なるノードが多数存在する．このため，同じ内部構造を持つノー
ドが複数存在する場合は，そのノードの検証を一度だけ行うことで，検証時間の削減を図























AES 暗号は NIST (the National Institute of Standard and Technology) によって規
格化された共通鍵暗号方式であり [37]，現在，ISO 標準暗号としても採用されている．
AES 暗号はブロック暗号であり，ブロック長は 128, 192, 256 ビットの 3つが利用でき
る．現在，AES 暗号は日本の暗号技術評価プロジェクト (CRYPTREC: Cryptographic
Research and Evaluation Committees) でも推奨暗号となっている．
128ビット AES 暗号のアルゴリズムを図 4.1に示す．図 4.1に示すように， AES 暗
号ではラウンドと呼ばれるデータ攪拌処理を複数回行うことにより，暗号化を行う． 128
ビット AES 暗号の場合，ラウンドを 10 回繰り返すことで暗号化が完了する．ラウン
ドは，(1) SubBytes, (2) ShiftRows, (3) MixColumns, (4) AddRoundKey の 4つのス
テップからなる．各ステップにおいて，128ビットのデータは，1要素 1バイトの 4×4 行
列として処理が行われる．
以下では，ラウンドの各ステップについて述べる．まず，SubBytes では，行列の各
要素ごとに非線形の換字処理を行う．この換字処理はガロア体 GF (28) 上の逆元演算と
GF (2) 上のアフィン変換によって実現される．ここで，GF (28) を構成する既約多項式
は β8 + β4 + β3 + β + 1 である．また，アフィン変換では以下に示す行列演算を行う．
a′ = Aa (4.1)







































Left rotation by 3 bytes
Left rotation by 1 bytes





































































図 4.1 AES 暗号アルゴリズム
ここで，a′，a は GF (28) 上の元をベクトル表現したものであり，a = a7β7 + a6β6 +
· · · + a1β1 + a0β0，a′ = a′7β7 + a′6β6 + · · · + a′1β1 + a′0β0 と表されるとき，
a = [a0, a1, a2, a3, a4, a5, a6, a7]T (4.2)
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A =

1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1
1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1

(4.4)




行い，別の 4 バイトの値に変換する．MixColumns で行われる演算はガロア体 GF (28)












v0 v1 v2 v3
v3 v0 v1 v2
v2 v3 v0 v1








ここで，vi(0 ≤ i < 4) は GF (28) の定数であり，v0 = (02)16，v1 = (03)16，v2 = (01)16，





ける鍵生成アルゴリズムを図 4.2に示す．図 4.2のように，初期鍵 ki(0 ≤ i < 4) から 10




ki−4 ⊕ ki−1 (i mod 4 6= 0)









ただし，RotWordはバイト単位の循環シフトを表す．すなわち，ki = (ki,0, ki,1, ki,2, ki,3)
（ki,j は 1 バイトのデータ）に対して，RotWord(ki) = (ki,1, ki,2, ki,3, ki,0) である．ま
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k0 k1 k2 k3
ki: 32-bit words
k0 k1 k2 k3 k4 k5 k6 k7 k8 k9








た，SubWord はラウンドにおける SubBytes を 32 ビットデータに適用したものであ
る．Rcon は定数であり，Rcon[i] = (βi−1, (00)16, (00)16, (00)16) と定義される．ここで，
β ∈ GF (28) であり，GF (28) を定める既約多項式は β8 + β4 + β3 + β + 1 である．
4.3 AES 暗号プロセッサの設計
本節では，GF-ACG を用いた AES 暗号プロセッサの設計について述べる．まず，AES
暗号プロセッサの回路アーキテクチャについて述べる．ここでは，設計した AES 暗号プ
ロセッサデータパスの概要について述べる．次に，GF-ACG による AES 暗号プロセッ








設計する AES 暗号プロセッサのデータパスを図 4.3に示す．図 4.3において，左側は
データ攪拌部，右側は鍵スケジュール部を示している．













32 32 32 32
32 32 32 32
32 32 32 32
Data randomization Key scheduling
図 4.3 AES プロセッサのデータパス
4.3.2 ガロア体算術回路グラフによる設計
AES 暗号アルゴリズムはシンプルな代数的構造をもっており，平文から暗号文を作り
出す計算を数式で記述することが可能である [40] [41]．ラウンド r における入力を a(r)i,j
(0 ≤ i, j ≤ 3) とする．ここで，i，j は 4を法とする演算にしたがう．例えば，a8,4 = a0,0
である． このとき，ai,j を既約多項式 β8 + β4 + β3 + β1 + β0 ∈ GF (2)[β] によって構
成される GF (28) 上の元とみなすと，以下で述べるようにラウンドを数式で記述すること
が可能となる．
上述したように SubBytes では，GF (28) における乗法逆元をとり，次に GF (2) 上の










−2dr + c8 (4.8)
ここで， s(r)i,j ∈ GF (28) は SubBytes の出力であり，また，ci ∈ GF (28)(0 ≤ i ≤ 8)
は定数であり，c0 = (05)16, c1 = (09)16, c2 = (f9)16, c3 = (25)16, c4 = (f4)16, c5 =








ここで，t(r)i,j ∈ GF (28) は ShiftRows の出力である．








ここで，m(r)i,j ∈ GF (28) は MixColumns の出力である．
ラウンド鍵加算処理の AddRoundKey では，上述したように行列の各要素とラウンド






















































−2dr + c8 (4.14)
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ここで，bi,j(0 ≤ i, j ≤ 3) は暗号文を表している．




図 4.4は，設計した AES 暗号プロセッサデータパスの GF-ACGを 3つの抽象度で表
したものである．図 4.4(a)，(b) の各ノードは，図 4.4(b)，(c) の灰色の部分にそれぞれ
対応している．このグラフは図 4.5に示すような階層的な構造を持つ．図 4.5における木
のノードは GF-ACG のノードに対応し，その子ノードがその内部構造の GF-ACG に含
まれるノードを表している．ただし，図 4.4は全階層のグラフを表してはいないことに注
意されたい．また，表 4.1，4.2に GF-ACG の各ノードの機能表明とガロア体変数をそれ
ぞれ示す．
図 4.4(a) は 128ビット AES プロセッサデータパス全体を表しており，ノード “AES
datapath”は最上位のノードである．AES datapath は 34入力 32出力のノードであり，
入出力のガロア体変数のうち，ai,j，ki,j，a′i,j，k
′
i,j(0 ≤ i, j < 4) は GF (28) の要素，す
なわち 8ビットの信号を表している．また，入力信号 csel0，csel1 はマルチプレクサの制
御信号であり，1ビットの信号を表している．ただし，この制御信号 csel0，csel1 はそれぞ






i,j + csel0 [(1 − csel1)(
7∑
dr=0








cdr (aer,j+er + ker,j+er )
−2dr + c8)]
















これは，2入力 1出力マルチプレクサの入力を x，y，制御信号を c，出力を z としたとき
に，その機能が式 (4.16)のように記述できるためである．
z = cx + (1 − c)y (4.16)
図 4.4(b) は AddInitKey，DataRandomization，KeySchedule から構成される．Ad-
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a0,0 a0,1 a3,2 a3,3
n0
(AES datapath)
k0,0 k0,1 k3,2 k3,3


























n4 n5 n6 n7 n8 n9 n10 n11 n12 n13 n14 n15 n16 n17 n18
n41 n42 n43 n45 n46 n47 n49 n50 n51 n53 n54
a0,1 a0,2 a0,3 a1,0 a1,1 a1,2 a1,3 a2,3 a3,0 a3,1 a3,2 a3,3a2,0 a2,1 a2,2
n19
n20
k0,0 k0,1 k0,2 k0,3 k1,0 k1,1 k1,2 k1,3 k2,3 k3,0 k3,1 k3,2 k3,3k2,0 k2,1 k2,2




























図 4.4 AES プロセッサの GF-ACG
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β7, β6, . . . , β0
´
, ({0, 1}, . . . , {0, 1}) ,






, ({0, 1}) , nil
´
Galois field variables
ai,j = (GF (2
8), (7, 0)), (0 ≤ i, j ≤ 3)
ki,j = (GF (2
8), (7, 0)), (0 ≤ i, j ≤ 3)
csel0 = (GF (2
8), (0, 0))
csel1 = (GF (2
8), (0, 0))
Rcon = (GF (28), (7, 0))
a′i,j = (GF (2
8), (7, 0)), (0 ≤ i, j ≤ 3)
k′i,j = (GF (2
8), (7, 0)), (0 ≤ i, j ≤ 3)
wi,j = (GF (2
8), (7, 0)), (0 ≤ i, j ≤ 3)
dInitKey は初期鍵加算部とそれに続くマルチプレクサによって構成される．DataRan-
domization はデータ攪拌部を表しており，同じ構造を持つ 4 つの Rand sub-datapath
からなる．KeySchedule は鍵スケジュール部であり，式 (4.6) の演算を行う演算ノード
KeyFunc0，KeyFunc1 からなる．
図 4.6は，Rand sub-datapath のうちの 1つを GF-ACG により 3つの抽象度で表し
たものである．図 4.4と同様に，図 4.6(a)，(b) の各ノードは，図 4.6(b)，(c) の灰色の
部分にそれぞれ対応している．また，表 4.3.2，4.4に GF-ACG の各ノードの機能表明と
ガロア体変数をそれぞれ示す．他の 3つの Rand sub-datapath については同じ内部構造
を持ち，変数名が異なるのみなので，簡単のため省略する．
図 4.6(a) は最も抽象度の高い表現であり，ノード “Rand sub-datapath” は最上位の
ノードである．Rand sub-datapath は 9 入力 4 出力のノードであり，入出力の各要素
はマルチプレクサの制御信号を除き 8 ビットである．入出力の関係を表す機能表明は
式 (4.12)， (4.14)を考慮したものとなっており，次式のように表される．













er,er + c8) (4.17)
図 4.4(b) は SubBytes，ShiftRows，MixColumns，Mux8, AddRoundKey から構成され
る．このうち，SubBytes，ShiftRows，MixColumns，Mux8, AddRoundKey の機能表
明はそれぞれ式 (4.8)， (4.9)， (4.10)， (4.11)において (i, j) = (0, 0), (1, 1), (2, 2), (3, 3)
を代入したものである．
図 4.4(c) は図 4.4(b) より抽象度の低い記述である． SubBytes を表すノードは

































図 4.5 AES 暗号プロセッサデータパスの構成
GF (28) 上の乗法逆元を求めるノード “Inversion” と GF (2) 上のアフィン変換を行う
ノード “AffineTrans”から構成される．ここで，GF (28) 上の逆元演算は 3.2.4節で述べ
た図 3.7， 3.8のように GF (28)乗算器，自乗算器による構成と，合成体演算器を用いた
構成によって実装した．ただし，図 3.7，3.8はグラフG13, G15, G17, G19 と同じ構造を持
つだけで，ノード名や変数名は一致していないことに注意されたい．す “AffineTrans”の
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n0
(Round sub-datapath)





a'0,0 a'1,0 a'2,0 a'3,0 G0
csel1
(a)
a0,0 a1,1 a2,2 a3,3





t0,0 t1,0 t2,0 t3,0










































a0,0 a1,1 a2,2 a3,3













t0,0 t1,0 t2,0 t3,0

































a'0,0 a'1,0 a'2,0 a'3,0






図 4.6 データ攪拌部の GF-ACG
内部構造を図 4.7に示す．これは， (4.1)式に示した GF (2) 上の行列演算を GF (2) 加
算器の組み合わせで実現しているだけなので，簡単のため，その内部構造におけるノード
の機能表明，用いられている体と変数は省略する．また，oplus で記述されているノード
は GF (2) 加算器を示している．
ShifRow を表すノードは変数名を変更する機能を持つノードの組み合わせにより，実現
される．これは単なる配線として実現されているので，各ノードは内部構造を持たない．
MixColumns を表すノードは，GF (28)上の定係数乗算器（図 4.6(c)中の ×v0，×v1）
を表すノードと 4 入力 1 出力加算器（図 4.4(c) 中の ACC）を表すノードから構成され
る．定係数乗算器 ×v1 を表す GF-ACG を図 4.8，ACC を表す GF-ACG を図 4.9に示
す．ただし，定係数乗算器 ×v0 の GF-ACG は図 4.8に含まれており，ノード番号，変
数名も省略していることに注意されたい．また，図中の ⊕ で記述されたノードは GF (2)
加算器を示している．また，簡単のため演算ノードの機能表明，用いられている体と変数
は省略する．
AddRoundKey を表すノードは GF (28)上の 2入力 1出力加算器によって構成される．
その構造は 3.2.4 節で述べた図 3.5 における GF (24) 加算器の単純な拡張により得られ
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β7, β6, . . . , β0
´
, ({0, 1}, . . . , {0, 1}) ,






, ({0, 1}) , nil
´
Galois field variables
wi,i = (GF (2
8), (7, 0)), (0 ≤ i ≤ 3)
si,i = (GF (2
8), (7, 0)), (0 ≤ i ≤ 3)
ti,0 = (GF (2
8), (7, 0)), (0 ≤ i ≤ 3)
mi,0 = (GF (2
8), (7, 0)), (0 ≤ i ≤ 3)
k′i,0 = (GF (2
8), (7, 0)), (0 ≤ i ≤ 3)
a′i,0 = (GF (2
8), (7, 0)), (0 ≤ i ≤ 3)
wi = (GF (2
8), (7, 0)), (0 ≤ i ≤ 15)
図 4.7 AffineTrans の GF-ACG
る．このため，その GF-ACG は省略する．
続いて，鍵スケジュール部について述べる．図 4.10， 4.11は KeySchedule における




ち，SubBytes はデータ攪拌部における SubBytes と同じ内部構造を持つノードであり，






図 4.8 ×v1 の GF-ACG





図 4.9 ACC の GF-ACG
Adder も データ攪拌部における AddInitKey 内の Adder と同じ内部構造を持つノード
である．このため，その詳細については言及しない．



















図 4.10 KeyFunc0 の GF-ACG
表 4.5 図 4.10における各演算ノードの機能表明
[KeyFunc0]





1 + c8) + Rcon}, G1)
[SubBytes]





1 + c8}, G2)
[Adder]
n2 = ({w1 = k0 + w0}, G3)
n3 = ({k′ = w1 + Rcon}, G3)




β7, β6, . . . , β0
´
, ({0, 1}, . . . , {0, 1}) ,
β8 + β4 + β3 + β1 + β0
´
Galois field variables
ki = (GF (2
8), (7, 0)), (0 ≤ i ≤ 1)
wi = (GF (2
8), (7, 0)), (0 ≤ i ≤ 1)
k′ = (GF (28), (7, 0))















図 4.11 KeyFunc1 の GF-ACG
表 4.7 図 4.11における各演算ノードの機能表明
[KeyFunc1]





1 + c8)}, G1)
[SubBytes]





1 + c8}, G2)
[Adder]
n2 = ({k′ = k0 + w0}, G3)




β7, β6, . . . , β0
´
, ({0, 1}, . . . , {0, 1}) ,
β8 + β4 + β3 + β1 + β0
´
Galois field variables
ki = (GF (2
8), (7, 0)), (0 ≤ i ≤ 1)
w0 = (GF (2
8), (7, 0))
k′ = (GF (28), (7, 0))
4.3.3 検証時間の測定
上述の AES プロセッサを，提案する検証手法を用いて検証した結果を表 4.9 に
示す．この時の測定環境は 3.3.3 節と同じ環境である．表中の数字は，各グラフの
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FormulaEvaluationに要した時間を表している．ただし，AffineTrans，×v0，×v1，ACC，
Adder, Mux8 に関しては，その内部構造に存在するグラフの検証時間も含んでいるこ
とに注意されたい．ここで，“all” は図 4.4 に示した通り GF-ACG を設計し，全ての
ノードに対して機能検証を行った結果である．一方，“minimum” は GF (28) 加算器な
ど，同じ内部構造を持つノードが複数個ある場合は，そのノードの検証を一度だけ行う
ことで検証時間の削減を図ったものである．また，表中の extension field は逆元演算器
を GF (28) 乗算器と自乗算器により実装したもの（図 3.7）を，composite field は合成
体 GF (((22)2)2) 演算器（図 3.8）により実装したものを表している．ここで，ShiftRows
と AddRoundKey の検証時間が 0になっているのは，これらが，変数名を変更するだけ










応用について述べた．設計した AES 暗号プロセッサは 1クロック 1ラウンドの処理を行
うようなループ構造になっている．この暗号プロセッサのデータ攪拌部，鍵スケジュール
部を含めたデータパスを GF-ACG により設計し，検証実験を行った結果，約 12分で完
全な検証が完了した．これにより，従来の検証手法では困難であった暗号モジュールの完
全な検証が，現実的な時間内で実現可能となることを示した．
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GF (((22)2)2) GF (28) GF (((22)2)2) GF (28)
AES datapath 1 738.23 690.38 697.15 711.67
AddInitKey 1 0.21 0.21 0.21 0.22
Adder 16 26.76 27.13 0.52 0.40
Mux8 16 122.46 123.33 0.74 0.78
Rand datapath 1 0.43 0.42 0.49 0.44
Rand sub-datapath 4 0.91 0.92 0.23 0.24
SubBytes 16 3.05 3.04 0.47 0.20
Inversion 16 3337.72 8782.95 156.87 2.37
AffineTrans 16 148.79 148.26 0.67 0.67
ShiftRows 4 0.00 0.00 0.00 0.00
MixColumns 4 0.77 0.77 0.48 0.20
×v0 16 12.00 12.01 0.21 0.20
×v1 16 42.09 42.20 0.18 0.19
ACC 16 81.28 81.22 0 0
Mux8 16 123.45 123.24 0 0
AddRoundKey 4 0.00 0.00 0 0
Adder 16 27.07 27.10 0 0
KeySchedule 1 0.22 0.22 0.20 0.21
KeyFunc0 1 0.19 0.19 0.19 0.19
SubBytes 1 0.19 0.19 0 0
Inversion 1 205.27 549.81 0 0
AffineTrans 1 9.28 9.33 0 0
Adder 2 3.39 3.40 0 0
KeyFunc1 3 0.57 0.57 0.19 0.20
SubBytes 3 0.57 0.57 0 0
Inversion 3 621.40 1652.13 0 0
AffineTrans 3 27.93 27.89 0 0
Adder 3 5.09 5.07 0 0
Adder 12 20.28 20.42 0 0



















第 4 章では，提案する形式的設計手法の AES 暗号プロセッサ設計への応用について
述べた．まず，ISO 標準暗号である AES 暗号についての概要を述べた．次に，AES 暗
号プロセッサの回路アーキテクチャについて述べた．次に，設計した AES 暗号プロセッ
サデータパスを GF-ACG により設計し，その構造について述べた．続いて，設計した
GF-ACG の検証実験を行い，128ビット AES 暗号プロセッサデータパスの完全な検証
が，現実的な時間で終了することを示した．
今後の展望としては，AES 暗号以外の暗号プロセッサ設計への応用や，サイドチャネ
ル攻撃などの実装攻撃に対する対策を施した AES 暗号プロセッサの GF-ACG による設
計が挙げられる．また，提案手法を用いた高信頼な回路ジェネレータの作成についても検
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