Abstract -The wiretap channel put forward by Wyner for many years. In this paper, we consider the situation that the wiretapper can not only view the channel output via a second noisy channel, but also can get some side information about the codeword that transmitted in the main noisy channel.
Introduction
The wiretap channel invented by Wyner [1] for many years, it is a communication system that is being wiretapped via a second noisy channel, see Fig 1. The designer of the system is to encode the data in such a way that the wiretapper's level of confusion will be as high as possible. We assume that the main channel and the wiretap channel are DMC(Discrete Memoryless Channel). First a word about notation.
(i) The source is defined as S k = {s 1 , s 2 , ..., s k }, and s i (1 ≤ i ≤ k) are independent, identically distributed random variables that take values in the finite set s. Let H s = H(s i )(1 ≤ i ≤ k), so the entropy H(S k ) = kH s . (ii) The main channel is a DMC with finite input alphabet x, finite output alphabet y. The input codeword is X N , the output vector is Y N . (iii) The wiretap channel is also a DMC with finite input alphabet y, finite output alphabet z. The input vector is Y N , the output vector is Z N . (iv) The encoder with parameter (N, k) is another channel with input alphabet s, output alphabet x, when the k source variables S k = {s 1 , s 2 , ..., s k } are the input to the encoder, the output is the random vector X N . The equivocation of the source at the output of the wiretap channel is We take ∆ as the wiretapper's equivocation. The transmission rate is HS k N , and the error probability is P e .
We refer to the above as an encoder-decoder (k, N, ∆, P e ). Next we say that the pair (R, d) (where R,d>0) is achievable if, for all ǫ > 0, there exists an encoder-decoder (k, N, ∆, P e ) for which
Wyner gives a capacity region for all achievable (R, d) pairs as follows: A different variant of the wiretap channel model was investigated in [2] as the Gaussian wiretap channel(GWC), and the Gaussian wiretap channel with side information was investigated in [3] .
In this paper, we study a noisy communication system that is being wiretapped via a second noisy channel. The main channel and the wiretap channel are also DMC. Different from the original system, we assume that the wiretapper can get some extra information of the codeword X N encoded by the source .2). An outline of the remainder of this paper now follows. In section II, we give a formal statement of the problem and state the main results(theorem 1 and 2). In section III we prove the converse half of theorem 1, and in section IV the direct half of that theorem.
Formal Statement of The Problem and Summary of Results
In this section we give a precise statement of the problem, then we will summarize our results. First, a word about notation. Let u be an arbitrary finite set, denote its cardinality by |u|. Consider u N , the set of N vectors with component in u. The members of u N will be written as u N = {u 1 , u 2 , ..., u N }. All the logarithms in this paper are taken to the base 2.
We now turn to the description of the new system. We assume that the system designer is given a source and two channels that are defined as follows:
(i) The source is defined by the sequence S k = {s 1 , s 2 , ..., s k }, where s i (1 ≤ i ≤ k) are i.i.d random variables that take values in the finite set s. Also
The main channel is a DMC(Discrete Memoryless Channel) with finite input alphabet x, finite output alphabet y, and transition probability is Q M (y|x), x ∈ x, y ∈ y. Since the channel is memoryless, the transition probability for N vectors is
The capacity of the main channel is C M .
(iii) The wiretap channel is also a DMC with finite input alphabet y, finite output alphabet z, and transition probability is Q W (z|y), y ∈ y, z ∈ z. The cascade of the main channel and the wiretap channel is another memoryless channel with transition probability
Let C MW be the capacity of channel Q MW .
(iv) The encoder with parameters (N, k) is another channel with input alphabet s, output alphabet x, and transition probability is q E (x|s), s ∈ s, x ∈ x. When the k source variables S k = {s 1 , s 2 , ..., s k } are the input to the encoder, the output is the random vector X N . For fixed µ(0 ≤ µ ≤ N − 1) positions of the random vector X N are leaked to the wiretapper, let it be X µ . Let Y N and Z N be the output of channel Q (N )
MW , respectively, when the input is X N . The equivocation of the wiretapper is
From the system designer's point of view, it is, of course, desirable to make ∆ large.
Corresponding to a given encoder and decoder, the error probability is
We refer to the above as an encoder-decoder (N, k, ∆, P e , µ). As we say above,the pair (R, d) (where R,d>0) is achievable if, for all ǫ > 0, there exists an encoderdecoder (k, N, ∆, P e ) for which
Our aim is to characterize the set Ψ ′ of all achievable (R, d) pairs. Let us remark here that it follows immediately from the definition that Ψ ′ is a closed subset of the first quadrant of the (R, d) plane. Before stating our characterization of Ψ ′ , we digress to discuss a certain information-theoretic quantity that plays a crucial role in our solution.
Consider the channels Q M , Q W and Q MW defined above, let X N be a random vector whose cardinality belongs to the finite set x. Define P X (x) = P r{X
be the fixed part of the vector X N leaked to the wiretapper, let Y,Z be the output of channels Q M and Q MW , respectively, when X is the input(here X is X N ). For R ≥ 0, let ρ(R) be the set of P X such that
We remark here that, for any distribution P X on X, given X µ , the corresponding X,Y,Z forms a Markov chain, so that the definition of mutual information yield
Thus, we can write (2.6) as
In Appendix A, we establish the following lemma concerning Γ ′ (R).
(i) The "supremum" in the definition of Γ ′ (R) is, in fact, a maximum-i.e, for each R, there exists a P X ∈ ρ(R) such that
Now we can state our main result, the proof of which is given in the remaining sections.
Theorem 1
The set Ψ ′ , as defined above, is equal to Ψ ′′ , where
Remarks:
(1) A sketch of a typical region for Ψ ′ is given in Fig 3. Whether or not
R is always convex, as it appears in Fig.3 ., is an open question. ( 2) The points in Ψ ′ for which R = C M correspond to data rates of about the capacity of Q M . This is clearly the maximum rate at which reliable transmission over Q M is possible. An equivocation of about
CM is achievable at this rate. An increase in equivocation requires a reduction of transmission rate.
(3) The points in Ψ ′ for which d = H s are of considerable interest. These correspond to an equivocation for the wiretapper of about H s -i.e, perfect secrecy.
is therefore achievable in perfect secrecy. We also name C ′ (s) the "secrecy capacity" of the new system. The following theorem clarifies this remark.
Since by lemma 1 (iii) and (iv), G ′ (R) is continuous and strictly decreasing in R, a unique C
. This is the unique solution to (2.10). (2.11) follows from C ′ s ∈ (0, C M ] and lemma 1 (iii) and (iv). Finally, from (2.10) and (2.11) we have (C
s is the maximum of those R 1 for which
′ , completing the proof.
Converse Theorem
In this section, we establish the converse theorem that the capacity region Ψ
Inequality (a) follows from Fano's inequality. Then using (3.1) to the definition of ∆, yields:
Next we will prove that
Proof:
From (3.4), (3.5), (3.6) we get that
Completing the proof. From (3.2) and (3.7), we rewrite (3.2) as the following:
(3.9) (3.8) and (3.9) yield
Now we establish the following lemma to go on.
Lemma 2
The above I(X N ; Y N ) satisfies the following inequality:
where δ(P e ) is defined as (3.1).
From (3.10), lemma 2, and the monotonicity of
, and let ǫ > 0 be arbitrary. Apply (3.11) to the encoder-decoder (N, k, ∆, P e ) that satisfies (2.5). Inequality (3.11) and (2.5) yield
Letting ǫ → 0, and invoking the continuity of
, completing the proof of the converse. It remains to prove lemma 2. Proof of lemma 2:
and
From (3.13), (3.14) and (3.15), we can get the following result:
From the Fano's inequality yield
From (3.17) and (3.19) we get that I(X N ; Y N ) ≥ kH s − kδ(P e ), So that the proof of lemma 2 is completed.
Direct Half of Theorem 1
In this section we establish the direct(existence) part of theorem 1, that is Ψ ′′ ⊆ Ψ ′ . First we will establish four lemmas.
Proof of lemma 3:
The steps in (4.2) require explanation are:
The proof of lemma 3 is completed.
Before we state lemma 4, 5, 6, we now give some preliminaries for them. For the remainder of this section we take the finite set x to be {1, 2, ..., A}. Let X * be a random variable that takes value in x with probability distribution P r{X
* and Z * be the output of channels Q M , and Q MW , respectively, when X * is the input. As always, Q MW is the cascade of Q M and Q W , so that X * , Y * , Z * is a Markov chain.
Next, for 1 ≤ i ≤ A, and x ∈ X N , define
For N = 1, 2, ..., define the set of "typical" x sequences as the set
(4.5)
For the random N-vector
Thus by Chebyshev's inequality
Then we can state lemma 4, 5, 6 as follows:
Lemma 4 Let X N , Z N correspond to an arbitrary encoder and let X * , Z * , T * correspond to an arbitrary P * X as above. Then
where
The proof of this lemma is in [1] .
Lemma 5 Let X N , Z N correspond to an arbitrary encoder, X µ is a fixed µ positions of X N , and let X * * , Z * * , T * * correspond to an arbitrary P * * X as above(here P * * X is not equal to P * X , you can think it as another P *
Lemma 6 Let X N , Z N correspond to an arbitrary encoder, and let X * * * , Z * * * , T * * * correspond to an arbitrary P * * * X as above(here P * * * X is another P *
The Proof of lemma 5 and lemma 6 is in the appendix B. Lemma 4, 5, and 6 hold for any encoder-decoder. Our next step is to describe a certain encoder-decoder the same as the ad-hoc encoder-decoder introduced by Wyner in [1] . We then show that when the parameters of the ad-hoc scheme are properly chosen, the direct half of theorem 1 will follow easily.
we begin the discussion of the ad-hoc scheme by reviewing some facts about source coding. For a source S k = {s 1 , s 2 , ..., s k }, there exists a ("source encoder") mapping F E : S k → {1, 2, ..., M }, where
k be a ("source decoder") mapping, and let P (k)
be the error probability of the result. It is well known that there exists (for each k) a pair (F E , F D ) such that, as k → ∞,
The ad-hoc system transmits W using an (F E , F D ) that satisfies (4.10) and (4.11). The ad-hoc encoder-decoder is given in Fig.4 .
The source output is the vector S k , and the output of the source encoder is W = F E (S k ). Let 
When the random variable W = i, then the channel encoder output X N is a (uniformly) randomly chosen number of the sub-code C i . Thus, for 1
Now the set x m can be thought of as a channel code for channel Q (N )
M with prior probability distribution on the codewords given by (4.15).
A decoder for the code is a mapping G : y N → x m and the error probability is
where Y N is the output of Q (N )
M , and the input X N has distribution given by (4.14) and (4.15). We assume that the channel decoder in Fig 5 has stored the mapping G. When the channel output is y ∈ Y N , the channel decoder computes G(y), when G(y) ∈ C i , the channel decoder output is i,
Letting W ∧ be the output of the channel decoder, we have P r{W = W ∧ } ≤ λ. The final step in the system in Fig 5 is the emission by the source decoder of S
, where F D : {1, 2, ..., M } → S k is chosen so that (4.10) holds. We have
Next, let us observe that each of the sub-codes C i can be considered as a code for channel Q
(N )
MW with M 2 codewords and uniform prior distribution on the codewords. Let λ i be the error probability of the result for code C i (1 ≤ i ≤ M ) with an optimal decoder, and let
Lemma 7 For the ad-hoc encoder-decoder defined above
We are now ready to combine the above lemmas as:
Corollary 1 Let P * X , P * * X , and P * * * X be the arbitrary probability distributions on x, and let (X * , Z * , T * ), (X * * , Z * * , T * * ), and (X * * * , Z * * * , T * * * ) correspond to P * X , P * * X , and P * * * X , respectively, be as defined above. Assume that S k , X N , Y N , Z N , X µ correspond to the above ad-hoc encoderdecoder with parameters N, k, µ, M, M 1 , M 2 , λ, λ. Let ∆andP e correspond to this ad-hoc scheme. Then P e ≤ P (k)
Proof: Inequality (4.20) is the same as (4.18). Inequality (4.21) is obtained by substituting the results of Lemma 3, 4, 5, 6, 7 into (4.2) and using H(S k ) = kH s . Finally, we are ready to prove the direct half of theorem 1. We do this by showing that any pair (R, d), which satisfies
is achievable. Thus for (R, d) satisfying (4.22), (4.23), and (4.24), and for arbitrary ǫ > 0, we show that our ad-hoc scheme with appropriately chosen parameters satisfies (2.5). To begin with, choose N, k to satisfy
Also, let P ′ X be a distribution on x N that belongs to ρ(R) and achieves Γ ′ (R)-i.e,
We now assume that an encoderdecoder is constructed according to the above ad-hoc scheme with the parameters
correspond to the above choice of P ′ X . With this choice of M 1 , and with M given by (4.9), we have
Then from Lemma 4, 5, and 6, we know that P * X , P * * X , and P * * * X are arbitrary probability distributions on x, let us choose P * X that satisfies
choose P * * * X that satisfies
where ǫ 1 > 0, and ǫ 1 → 0 Let us now apply corollary 1 to the ad-hoc scheme with the above choice of M 1 , M 2 , and with the above choice of P * X , P * * X , and P * * * X . Inequality (4.20)
and substituting (4.29), (4.30), (4.31) and (4.32) into (4.21) yields
Now observe f 4 (N ) and λ depend on the choice of the set x m . The following lemma given by Wyner in [1] asserts the existence of a x m such that these quantities are small.
Lemma 8 With P ′ X and M 1 , M 2 as given above, there exists for arbitrary N a set x m such that
Now let the set x m in the ad-hoc scheme be chosen to satisfy (4.36), (4.37), and (4.38). Then, from (4.33), (4.34), (4.36), (4.37), (4.38), and (4.10), we can choose N(and k = N R/H s ) sufficiently large so that P e ≤ ǫ and from (4.36), (4.37), and (4.38) with N sufficiently large, we can make
Thus (R, d) is achievable and the proof of the direct half of Theorem 1 is completed. The proof of Lemma 5, 6, 7 are given in appendix B.
5 Appendix A Proof of Lemma 1 (i) With no loss of generality, let x = {1, 2, ..., A}. Since I(X; Y ) is a continuous function of P X , the set ρ(R) is a compact subset of Euclidean A Nspace. And
equality (a) follows from X µ , Y, Z is a Markov chain. Since I(X; Y |Z), H(Y ), and H(Z) are also continuous function of P X , let us prove H(X µ , Z) and H(X µ , Y ) are continuous function of P X . Proof: Since H((X µ , Z) and H(X µ , Y ) are concave and continuous function of P {X µ = x µ , Z = z} and P {X µ = x µ , Y = y} separately. And
where Φ(x µ ) is a set of all the vectors X N that contains x µ . From (5.2) we can see that P {X µ = x µ , Z = z} is a linear combination of P X , so H(X µ , Z) is a concave and continuous function of P X . Also
where Φ(x µ ) is a set of all the vectors X N that contains
is also a concave and continuous function of P X . Complete the proof.
From (5.1), (5.2) and (5.3), we know that I(X; Y |X µ , Z) is a continuous function of P X , we conclude that I(X; Y |X µ , Z) has a maximum on ρ(R). This is part (i).
(ii) Let 0 ≤ R 1 , R 2 ≤ C M , and 0 ≤ θ ≤ 1. We must show that Figure 6 : Defining the random variable X
Now let the random variable X be defined as Fig 6. For i = 1, 2, the box labelled P i X generates the random variable X i that has probability distribution P i X . The switch takes upper position ("position 1") with probability θ and the lower position ("position 2") with probability 1 − θ. Let V denotes the switch position. Assume that V, X 1 , X 2 are independent. As indicated in the figure, X = X i , when V = i, i = 1, 2. Now
Step (a) follows from the fact that V, X, Y is a Markov chain.
Step (b) follows from (5.5). Thus, from the definition of Γ
Continuing (5.7), we have
This is part (ii).
(iii) This part follows immediately from the definition of Γ ′ (R) (2.6), since ρ(R) is a non-increasing set.
, and non-increasing, it must be continuous for 0 ≤ R < C M . Thus, we need only verify the continuity of Γ ′ (R) at R = C M . Let p be a probability distribution on x N viewed as a vector in Euclidean A N -space, as in the proof of part (i). Let g 1 (p) and g 2 (p) be the values of I(X; Y ) and I(X; Y |X µ , Z), respectively, which correspond to p. In the proof of part (i), we get that g 1 (p) and g 2 (p) are continuous function of p. Now let {R j } (1 ≤ j < ∞) be a monotone increasing sequence such that R j → C M , and R j ≤ C M . We must show that, as j < ∞,
Now from the monotonicity of Γ ′ (R), lim j<∞ Γ ′ (R j ) exists and
It remains to show that the reverse of inequality (5.10). Let
for (1 ≤ j < ∞). Since the set of probability A N -vectors is compact, there exists a probability p * on x N such that for some subsequence
It follows from the continuity of g 1 (·), and (5.12) that
Therefore, from the continuity of g 2 (·), and (5.12), we have
Inequality (5.13) and (5.10) yield (5.9), and complete part (iv).
(v) From (2.8)
and for 0 ≤ µ ≤ N − 1 and C M > C MW we can get that Γ ′ (R) > 0. Completing the proof of part (v).
Appendix B
Proof of Lemma 5: We begin with some notation. For X N ∈ x N , let
Let p be a probability distribution on x, and let g 1 (p) be the joint entropy between the input and output of channel Q W M when the input has distribution p. It is known that g 1 (p) is a concave function of p. Then
where p n is the probability distribution for X n given σ(X N ) = 0, i.e., for
here ζ xn,i = 1 for x n = i, and ζ xn,i = 0 for x n = i. The last inequality in (6.5) follows from the concavity of g 1 . From (6.6),
The definition of T * * (N ) and (6.7) yields
Since g 1 (p) is a continuous function of p, we have
Substituting (6.9) to (6.5), we obtain
N , and substituting (6.3) and (6.10) into (6.2), we have Lemma 5.
Proof of Lemma 6 we use the notation p' defined as above, for X N ∈ x N , let σ 1 (X N ) = 0, if X N ∈ T * * * (N ) 1, otherwise (6.11) and let g 3 (p') be the conditional entropy between the input and output of channel Q W M when the input has distribution p' and given. It is known that g 3 (p') is a linear function of p'. Then
[H(Z n |σ 1 (X N ) = 0, X n )]
(p' n )) (6.12)
where p' n is the probability distribution for X n given σ 1 (X N ) = 0 i.e., for 1 ≤ i ≤ A, p' n (i) =
x N ∈T * * * (N ) ζ xn,i P r{X N = x N |X N ∈ T * * * (N )} (6.13)
here ζ xn,i = 1 for x n = i, and ζ xn,i = 0 for x n = i.
The last equality in (6.12) follows from g 3 (p') is a linear function of p'. Then
14)
The definition of T * * * (N ) and (6.14) yields where −1 ≤ β ≤ 1. Substituting (6.17) to (6.12), we obtain 1 N H(Z N ) ≥ P r{σ 1 (X N ) = 0}(g 3 (P * * * X ) + βL 1N ) (6.18)
Here g 3 (P * * * X ) = H(Z * * * |X * * * ). Finally, setting f 3 (N ) = βL 1N P r{σ 1 (X N ) = 0}, we have Lemma 6.
Proof of Lemma 7 Let S k be such that W = F E (S k ) = i. Then the channel input X N given W = i has distribution given by (4.14), i.e., X N is a randomly chosen member of C i . Since λ i is the error probability for code C i used on channel Q Complete the proof of Lemma 7.
I(X
N ; Z N , X µ |S k ) = H(X N |S k ) − H(X N |S k , Z N , X µ ) ≥ H(X N |S k ) − H(X N |S k , Z N ) = I(X N ; Z N |S k ) ≥ H(Z N |S k , W ) − H(Z N |S k , X N ) = H(Z N |S k , W ) − H(Z N |X N ) = H(Z N |W ) − H(Z N |X N ,
