Premixed charge compression ignition (PCCI) is a promising combustion strategy for reducing in-cylinder NO x and particulate matter formation in diesel engines without incurring fuel penalty. However, one of the challenges in PCCI implementation is that the process does not allow direct control of the combustion timing. The crank angle of 50% heat release, known as the CA50, is generally a reasonable proxy for the quality of combustion in terms of maximum pressure rise rate, combustion noise, and fuel conversion efficiency. This paper outlines the development, and validation, of a real-time capable estimation strategy for diesel-fueled PCCI CA50 using production-viable measurements that do not include in-cylinder pressure. The CA50 estimation strategy considers both stages of diesel-fueled PCCI combustionlow-temperature heat release and high-temperature heat release, which contributes most to the cumulative heat released during combustion. The strategy is validated using a PCCI CA50 dataset generated with a wide range of positions of a variable geometry turbocharge, exhaust gas recirculation fractions, and intake valve closing timings. The model estimates CA50 within 62 CAD for 65 out of 80 data points and exhibits an error standard deviation of 2.55 CAD.
Introduction
Premixed charge compression ignition (PCCI) is an advanced low-temperature combustion strategy in which the injected fuel is premixed with the inducted charge, and subsequently combusted via compressioninduced auto-ignition. Sufficient mixing time for the fuel and charge eliminates the high-temperature reaction, and fuel-rich zones, that result in NO x and particulate matter (PM) formation, respectively. However, since PCCI ignition timing is highly sensitive to operating conditions, closed-loop control of the combustion timing is desirable. 1 Ignition being an in-cylinder phenomenon, one possible choice for feedback for the closed-loop control of combustion timing is in-cylinder pressure. Several prior research efforts demonstrate the usefulness of in-cylinder pressure data and heat release rate derived from it to determine the start of combustion (SOC) and the CA50. [1] [2] [3] [4] [5] [6] [7] The term HCCI, an acronym for homogeneous charge compression ignition, is typically used to describe well-mixed, low-temperature combustion in gasoline engines, and the working principle is described as a combination of spark-ignited (SI) and compression-ignited (CI) engines. 1 A homogeneous mixture of air and fuel is inducted into the cylinder, like in a SI engine, and then during compression stroke, the mixture auto-ignites, like in a CI engine. PCCI involves combustion of a nearly homogeneous mixture of air and in-cylinder injected diesel fuel. Although PCCI and HCCI can be described differently in terms of engine architectures, they both involve sufficient mixing of fuel and charge, followed by auto-ignition.
Bengtsson et al. 9 emphasized the choice of CA50 as a feedback variable for closed-loop HCCI combustion given the robustness of CA50 against measurement noise, due to the steep slope of the heat release rate at the CA50 location. Figure 1 illustrates the cumulative heat release during PCCI combustion. In the figure, 'SOI ecm ' is the start of fuel injection commanded by the engine control module (ECM), 'EOHR' is the end of heat release marked at the crank angle at which the apparent heat release rate (AHRR) calculated from incylinder pressure drops to approximately zero kJ/CAD, and 'CA50' is marked at the crank angle corresponding to 50% of the maximum heat release. The steep slope of the heat release at CA50, which generally makes it robust against measurement noise, can be clearly seen in Figure 1 .
Kalghatgi and Head 10 also showed that the most important variable capturing HCCI combustion is CA50, given its applicability as a useful proxy for the crank angle of the maximum pressure rate. Kalghatgi and Head also demonstrated that advancing CA50 generally leads to higher pressure rise rates, increasing combustion noise, and that CA50 is directly related to HCCI fuel conversion efficiency.
Husted et al. 7 demonstrated closed-loop combustion control on a premixed diesel engine by utilizing the CA50 as feedback. The CA50 calculated in real-time from in-cylinder pressure data was compared to the target CA50, and the resulting error was used in a PI controller to adjust the SOI timing.
A comparative study of different methods of determining HCCI CA50 from in-cylinder pressure data on a heavy-duty engine converted for port fuel injection for fuel mixtures was completed by Bengtsson et al. 9 Estimation of CA50 from a full heat release profile during the HCCI process was demonstrated to be the most accurate method, but required the availability of a labgrade, in-cylinder pressure measurement for the entire engine cycle before CA50 could be calculated. As such, this method is not desirable for real-time, cylinder-specific, cycle-by-cycle control of CA50. Another method of estimating CA50 discussed in Bengtsson et al. 9 uses the crank angle of maximum incylinder pressure. However, this approach was found to yield poor estimates of CA50 in cases of early or late combustion. The increment of pressure during combustion as compared to the engine motoring trace was also discussed as the basis of CA50 estimation, assuming the maximum increment of pressure is in the middle of the combustion event. The Rassweiler and Withrow method is also described in Bengtsson et al. 9 In this method, the increase in mass burned fraction during each sample of the in-cylinder pressure data is assumed to be proportional to the change in pressure from combustion. Equations (1) and (2) show calculations of incylinder pressure rise and the mass fraction burned, respectively
where i is the pressure sample number, Dp c is the increase in cylinder pressure due to combustion and the constant k is the polytropic exponent. The mass fraction burned is then calculated as
where it is assumed that sample 0 is between intake valve closure (IVC) and SOC, and sample N after the end of combustion. Of note is that, all the methods described in Bengtsson et al. 9 for estimation of CA50 rely heavily on in-cylinder pressure measurements.
In another effort, Bengtsson et al. 11 presented a candidate model for control of an HCCI engine by using ion current. The basic principle of ion current sensing is that a voltage is applied over an electrode gap inserted in the combustion chamber. When there is no combustion, no ion current will be present across the gap. When combustion occurs, ions that carry electric current will be present, proving a proxy for combustion timing. Unfortunately, ion current measurements are local, and the estimated CA50 was shown to correlate well with actual in-cylinder measurements only over a limited range of air-to-fuel ratio.
Hakansson 12 used variations in engine speed for the purpose of estimating HCCI CA50. The working principle for this method is that there will be a momentary increase in engine speed due to combustion. Differences between a reference point engine speed and actual engine speed can be measured in real-time and used to estimate CA50. The method was shown incapable of providing accurate results for CA50 over a wide load range.
Shibata et al. 13 analyzed the combustion noise for a diesel PCCI engine using engine tests and simulations. The engine noise simulation, which predicts the combustion noise from heat release data, uses a double Wiebe function as shown in equation (3) to approximate the two stages of PCCI combustion. The combustion noise is then calculated from the Fourier transform of the in-cylinder pressure derived from the heat release history dQ du = 6:9
where dQ du is the heat release rate as a function of the crank angle u, Q total is the total heat release and u z is the combustion duration, which is measured between the crank angle corresponding to 10% and 90% heat released. Parameter M is related to the phasing of the high-temperature heat release (HTHR). However, the Wiebe function requires the combustion duration to calculate the heat release rate. As such, this method is not useful for predictive modeling of PCCI combustion.
The heat release model developed by Andersson et al.
14 relies on the injection characteristics and the incylinder state to calculate the heat release rate and cylinder pressure trace necessary for NO x modeling. In this predictive heat release model, the premixed combustion is modeled using an Arrhenius form given by
where R pre is the formation rate of radicals, r is the charge density, T is local charge temperature, T i is the activation temperature, x O is the molar fraction of incylinder oxygen gas, and K pre , a 2 , b 2 and k 2 are model constants. The resulting predictive heat release model includes the impact of convective heat transfer, and modeled ignition delay, premixed combustion and diffusion combustion, was independent of in-cylinder pressure data. The HCCI CA50 was predicted with a standard deviation of error of 1 CAD. Alstine et al. 15 developed a control-oriented model of 'PCCI ignition delay', the time period between fuel injection and SOC. The model was based on an Arrhenius expression inspired by the findings of Wolfer 16 and Kadota et al. 17 Alstine characterized the electrical and hydraulic delays occurring in the fuel injection system so that the model directly maps from ECM commanded SOI to the SOC timing where SOC is in CAD, v is in rpm, and x O 2 is the incylinder oxygen mass fraction. P and T are the average in-cylinder pressure and temperature, respectively, between SOI and top dead center (TDC), and are calculated from the effective compression ratio (ECR) as shown in equations (6) and (7)
where P IM is the intake manifold pressure, V IVC, eff is the effective IVC volume, 18 n p is the polytropic constant, m charge is the mass of charge in the cylinder, and R charge is the gas constant for the charge. The effort described in this paper is an extension of prior Purdue University efforts focused on PCCI SOC modeling. 15 The review above demonstrates the importance of closed-loop control of PCCI combustion timing, and the effectiveness of using CA50 as the feedback variable. Although CA50 calculated from direct in-cylinder pressure measurements is the most accurate method for combustion timing control, the use of in-cylinder pressure transducers to provide direct feedback from the combustion chamber in a production engine is not economically desirable for many engine manufacturers. 19 Hence the desire arises to predict the combustion timing using conventional, production-viable measurements. This paper presents a model-based, real-time capable, estimation strategy for PCCI CA50 that:
1. does not require in-cylinder pressure measurements; 2. is an extension of a control-oriented modeling effort for PCCI SOC developed previously at Purdue University; 15 3. considers both stages of PCCI combustion-lowtemperature heat release (LTHR) and hightemperature heat release (HTHR), which contributes most to the cumulative heat released during combustion; 4. is validated using a CA50 dataset generated during PCCI via a wide range of variable geometry turbocharge (VGT) positions, exhaust gas recirculation (EGR) fractions and IVC timings; 5. exhibits an error standard deviation of 2.55 CAD.
Experiment setup
The experimental testbed used in this study is built around a six-cylinder Cummins diesel engine with a common rail injection system, a variable geometry turbocharger (VGT), an air-to-water charge air cooler, and high-pressure EGR. A schematic of the engine architecture is shown in Figure 2 . Six in-cylinder pressure transducers are used along with an AVL 621 Indicom high-speed data acquisition system to allow lab-grade CA50 calculations to be compared to the proposed estimation strategy described in this paper.
A unique feature of this testbed is that it is outfitted with a fully flexible electro-hydraulic variable valve actuation (VVA) system. Figure 3 is a schematic of the VVA system, which allows cycle-to-cycle, cylinderindependent control of valve events, including opening timing, closing timing and valve lift for all 12 intake and exhaust valve pairs. In this study, IVC timing is modulated to vary the effective compression ratio of the engine to enable PCCI. The PCCI CA50 model described in the following sections is experimentally validated against 80 PCCI data points collected on the experimental engine bed. Figure 4 shows the locations of data points used for modeling CA50 on the engine's speed-torque curve. The dataset includes PCCI experimental points that show a distinct low-temperature heat release reaction in the range of 2400, 2000, 1600, and 1200 rpm, and torque 200-50 Nm. Figure 5 shows the variations of CA50 over 100 engine cycles for a PCCI data point. This particular data point shows a standard deviation of 0.19 CAD in CA50 over 100 engine cycles. In order to cancel the effect of cyclic variations in CA50, the data used for PCCI CA50 modeling was recorded in a 100 Hz log and averaged over 30 s.
PCCI CA50 Timing Model
Starting from the control-oriented model for SOC from Alstine et al. 15 the effort described in this paper is focused on modeling the timing between the predicted SOC and CA50. Specifically, the problem statement for modeling CA50 is illustrated in Figure 6 . 'SOC model ' is the SOC predicted using the model from Alstine et al. 15 'Start of HTHR exp ' is the CAD corresponding to the onset of high-temperature heat release, and 'CA50' is the experimental CA50 to be predicted.
The initial step taken towards predicting CA50 was to model the timing difference between the start of HTHR and the CA50 timing. This timing difference is referred to as Dt (in ms) in this study, as shown in Figure 6 , such that Studies in Alstine et al. 15 and Wolfer 16 have shown the benefits of Arrhenius equation forms to model ignition delay (SOC À SOI actual ) during PCCI. An Arrhenius form was likewise considered in this study. Fuel concentration and oxygen mass fraction terms were also included within a basic Arrhenius equation
where P HTHR and T HTHR are the in-cylinder pressure (bar) and temperature (K) at the start of HTHR, respectively. The constant E a =R u is taken as 2100 K, where E a is the activation energy of diesel fuel and R u is the universal gas constant. Constants A, m, n and b in equation (9) are model fit parameters selected such that the error between experimental and modeled Dt is minimized. ½Fuel HTHR is the fuel mass concentration at the start of HTHR (mg/cc per stroke) and ½x O 2 HTHR is the in-cylinder oxygen mass fraction at the start of HTHR. The variable calculation strategies described in the following are summarized in Tables 1-4 . The main steps in the CA50 estimation strategy development are summarized as below.
Step 1: Validation of a Candidate Estimation Model Form for Dt.
Dt estimation model input variables are directly measured or calculated using data including in-cylinder pressure at the crank angle of start of HTHR, as shown in the first column of Tables 1-4.
Step 2: Dt Estimation Model Validation without Incylinder Pressure Data.
Dt model input variables are estimated without incylinder pressure measurement. However, the start of HTHR is derived from AHRR calculated from incylinder pressure measurements, as shown in the second column of Tables 1-4.
Step 3: Estimation of Crank Angle at the Start of HTHR.
Crank angle of start of HTHR is estimated.
Step 4: Validation of Estimation Strategy for CA50 without the Need for In-cylinder Pressure Data. Table 2 . Variables and equations used for calculation of T HTHR in the Dt estimation model.
Step 1
Step 2
Step 4 via ideal gas law with: V HTHR via in-cylinder pressure P HTHR via in-cylinder pressure Charge mass via speed density equation with measured intake manifold pressure/ temperature, and engine speed
via ideal gas law with: V HTHR via in-cylinder pressure P HTHR per step 2 of Table 1 Charge mass calculation same as in step 1
via ideal gas law with: V estimated HTHR via SOC model P HTHR per step 4 of Table 1 Charge mass calculation same as in step 1 Step 1: Validation of a candidate estimation model form for Dt Dt in the first step of estimation model derivation is referred to as Dt step1 as shown in equation (10) . Figure 7 illustrates the crank angle corresponding to Dt step1
The input variables for the above equation are either directly measured or calculated from in-cylinder pressure data, as summarized in the first column of Tables 1-4 . ½Fuel HTHR is the fuel mass concentration at start of HTHR (mg/cc per stroke) and is calculated as
where m fuel, ecm is the mass of fuel injected as commanded by the ECM, m fuel, LTHR is the mass of fuel burned during LTHR (calculable from in-cylinder heat release calculated from in-cylinder pressure measurements), and V HTHR is the in-cylinder volume at the start of HTHR. Specifically, the cumulative heat released up to the end of LTHR is calculated and is divided by the lower heating value (LHV) of diesel fuel to obtain the mass of fuel burned during the LTHR, m fuel, LTHR . ½x O 2 HTHR is the in-cylinder oxygen mass fraction at the start of HTHR, and is calculated as where m charge, total is the total mass of charge in the cylinder, including fresh air, EGR, residual, and backflow, 15 m O 2 , total is the total mass of oxygen in the cylinder and m O 2 , LTHR is the mass of oxygen consumed during the LTHR, assuming the following overall reaction Using m fuel, LTHR , described earlier, the number of moles of fuel burned during LTHR are calculated. This yields the number of moles of oxygen consumed during LTHR, and thus the total mass of oxygen consumed during LTHR.
Using the step 1 approach, the optimized coefficients in equation (10) 
The correlation between the crank angle corresponding to experimentally measured Dt and the Dt step1 estimated via equation (13) is shown in Figure 8 CA50 timing can be calculated using the combination of equations (13) and (14) .
Comparison of the CA50 modeled using in-cylinder pressure from equation (14) and the experimental CA50 is shown in Figure 9 , which demonstrates that the majority of the modeled CA50 values lie within 62 CAD, and the calculated standard deviation of error of the modeled CA50 is 1.68 CAD.
Step 2: Dt Estimation model validation without incylinder pressure data
The prior section confirms that the candidate model in equation (13) is appropriate. However, for use in realtime without requiring in-cylinder pressure measurements, the model input variables P HTHR , T HTHR , ½x O 2 HTHR and ½Fuel HTHR must be calculable without the need for in-cylinder pressure measurements. The approach for estimating Dt model inputs for this step is shown in the second column of Tables 1-4. Analysis of experimental data showed that motoring pressure at the start of HTHR can be used as an approximation for the actual in-cylinder pressure at the crank angle of the start of HTHR. Assuming polytropic compression
ð16Þ Figure 9 . Correlation between crank angle corresponding to experimental CA50 and model CA50 using in-cylinder pressure data, s error = 1.68 CAD. where IMP is intake manifold pressure, V IVC, eff is the volume at the effective IVC as described in Stricker et al.
18
V HTHR is the volume at HTHR known (for now) from AHRR calculated from in-cylinder pressure measurements, m charge is the mass of charge in the cylinder before start of combustion, R charge is the gas constant for the charge, and n p is the polytropic constant. Values of R charge and n p are approximated as 0.2874 kJ/kg.K and 1.35, respectively. Figure 10 shows the cumulative heat released during PCCI combustion. A dip in the heat release between the SOI actual and the SOC occurs due to vaporization of diesel fuel. Calculations from the cumulative heat release in Figure 10 demonstrate that only 1.4% of the injected fuel is consumed in the duration between the SOC and the Start of HTHR. Similar calculations at other points in the dataset demonstrate that less than 5% of the fuel is consumed during the LTHR. Hence the mass of fuel burned during the LTHR is considered to be insignificant in further calculations and an estimate of fuel concentration at start of HTHR can be made from the fuel mass injected and volume at known start of HTHR
where m fuel, ecm is the mass of fuel injected as commanded by ECM, and V HTHR is the volume of the cylinder at the start of HTHR. Similarly, the remaining oxygen mass fraction at the start of the HTHR can be approximated as the in-cylinder oxygen mass fraction before the start of combustion
Using the same model form as equation (13), with the same optimized coefficients, but now with variable estimations using equations (15)- (18) where P HTHR , T HTHR , ½x O 2 HTHR and ½Fuel HTHR are estimated using equations (15)- (18) . The correlation between crank angle corresponding to experimental Dt and the Dt step2 modeled in equation (19) , is shown in Figure 11 . A good correlation is obtained for the vast majority of the data and the standard deviation of error for the modeled Dt step2 is 1.75 CAD. As expected, the results in Figure 11 are not quite as accurate as those in Figure 8 , given the elimination of use of in-cylinder pressure data to calculate P HTHR , T HTHR , ½x O 2 HTHR and ½Fuel HTHR in equation (19) .
CA50 estimated using Dt step2 is shown in Figure 12 demonstrating an error standard deviation of 2.15 CAD. The correlation fit in Figure 12 indicates that the estimates of P HTHR , T HTHR , ½x O 2 HTHR and ½Fuel HTHR obtained from equations (15)- (18) are adequate. The Predicted CA50 = start of HTHR + Dt step2 correlation in Figure 12 is likewise less accurate than the results in Figure 9 as expected, but nonetheless sufficient.
Step 3: Estimation of crank angle of start of HTHR Based on observations from experimental data, a fair approximation for the volume at start of HTHR was developed, as shown in equation (20) Estimated V HTHR = V SOC, predicted + V TDC 2 ð20Þ Figure 11 . Correlation between crank angle corresponding to experimental Dt and model Dt step2 using inputs estimated without in-cylinder pressure data, but with an experimentally determined start of HTHR, s error = 1.75 CAD. where V SOC, predicted is the cylinder volume at SOC, well modeled from the aforementioned prior work at Purdue University 15 and V TDC is the clearance volume of the cylinder.
Correlation between the experimentally derived start of HTHR (from AHRR curves) and the modeled start of HTHR using equation (20) is shown in Figure 13 . The standard deviation of error for the modeled start of HTHR is 1.6 CAD.
Step 4: Confirmation of candidate CA50 model
Combining the results from steps 2 and 3, the final model form incorporating no dependence on measured in-cylinder pressure is outlined in this section. Dt step4 is the timing difference between the predicted start of HTHR and the final CA50 modeled. The definition of Dt step4 is shown in equation (21) and the crank angle corresponding to Dt step4 is illustrated in Figure 14 . This figure shows 'SOC model ', the start of combustion predicted using the model in Alstine et al. 15 where IMP, V IVC, eff , n p and V estimated HTHR are as defined previously
Estimated ½Fuel HTHR = m fuel, ecm V estimated HTHR ð25Þ
By estimating the start of HTHR and calculating the timing difference between HTHR and CA50, the CA50 can be estimated without use of an in-cylinder pressure measurement. Figure 15 shows a graphical Figure 12 . Correlation between experimental CA50 and model CA50 using inputs estimated without in-cylinder pressure data, but with an experimentally determined start of HTHR, s error = 2.15 CAD. Figure 16 shows the correlation between experimental values of CA50 derived from in-cylinder pressure data and the estimated CA50 from equation (27), which does not require in-cylinder pressure measurements for model input variable estimations. The final model predicts CA50 within 62 CAD, for 65 out of 80 data points. The estimated CA50 error standard deviation is 2.55 CAD. The two points that are not predicted as accurately by the estimator are encircled in Figure 16 , and correspond to the red triangle and the black square in Figures 17 and 18 with very early IVC timings of 500 CAD, high EGR fractions and SOI timing closer to TDC. The combined effect of early IVC, high EGR fraction, and later SOI tends to significantly delay CA50. The result is a less accurate model match at these conditions. These two points were also consistently offset from the 1:1 line in the previous steps of modeling CA50, as seen in Figures 9 and 12 . This shows that accuracy of the predicted CA50 timing is limited by the range of IVC timing, EGR fraction and SOI timing used in PCCI testing. Specifically very early IVC in addition to a high EGR fraction and SOI timing closer to TDC are problematic. In order to capture the effect of these parameters more effectively, choosing a different model form for Dt is proposed future work. 
