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Neural networks have been widely used for solving supervised classification problems. In this 
paper, we consider the simplest feedforword neural network-the perceptron made up of m  input 
neurons and one output neuron. The objective of training the neural networks is, for a given 
activation function g(x) : R1 + R1, to determine a weight vector W  E R”, such that the 
training patterns {@}jJ=r are correctly classified according to the output C = g(W . f$) (cf. (2)). 
Some algorithms training the discrete perceptron where g(x) = sgn(x), such as the perceptron 
rule [l] and the delta rule (or Widrow-Hoff rule [2]) based on the LMS (least mean square) 
algorithm, have proved convergent for linearly separable training patterns. We are concerned 
in this paper with the continuous perceptron where g(x) is a sigmoidal function (a continuous 
function approximating the sign function sgn(x)). In th is case, the online gradient methods are 
often used for the network training, of which the convergence is our goal in this paper. We expect 
our analysis here can help to build up similar theories for.more important BP neural networks 
with hidden layers. In this respect, Gori and Maggini [3] prove a convergence result for BP 
neural networks with linearly separable patterns, under the assumption that the weight vectors 
keep bounded in the training process. We do not need this restriction in our case. 
To train the feedforward neural network (the perceptron), we are supplied with a set of training 
pattern pairs ([j, Oj}& c R” x {fl}, w  h ere the ideal output Oj is “1” for a class, and “-1” 
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for the other class of patterns. We assume the training patterns are linearly separable, that is, 
there exists a vector A E R” and a constant Cr > 0, such that 
if Oi = 1, 
1, if Oj = -1. 
For the purpose of the training iteration, these pairs are arranged stochastically to form a sequence 
{Uk,dk}~o c R” x {fl}, in which each pair of patterns appears infinite times. 
The weight vector to be chosen is W = (WI,. . . , w,)~ E R”, where wi denotes the weight con- 
necting the jth input neuron and the output neuron. For an input vector U = (ur, . . . , ~1,)~ E R”, 
the output of the network is 
C = g(h), h+jWj =u.w, (2) 
j=l 
where g(z) : R1 --+ 1 (I = (-1,1)) is a given differentiable and bounded activation function. We 
choose g(x) as sigmoidal functions (for example, g(z) = 2/(1 + exp(-z)) - 1). Such a type of 
function has some important properties, which will be employed in our future proofs, as given 
below. 
PROPERTY 1. lim,,, g(x) = 1, lirn+,-~ g(x) = -1. 
PROPERTY 2. g(z) is an odd function, g(-z) = -g(z). 
PROPERTY 3. lim,,*m g’(s) = 0. 
PROPERTY 4. sup,eR lzg’(z)I = Co < co. 
PROPERTY 5. VM > 0, ~GM > 0, s.t. g’(z) 2 GM for -M 5 x 5 M. 
The following properties are direct consequences of the above properties. 
PROPERTY 6. g’(x) is an even function, g/(-x) = g’(z) (by Property 2). 
PROPERTY 7. g(s) is strictly increasing, so the inverse function g-l(z) exists (by Property 5). 
PROPERTY 8. -1 < g(z) < 1, ‘dx E (-co,oo) (by Properties 1 and 7). 
We train the network to classify the pattern pairs by employing the online gradient method 
(see, e.g., [4]). S o we first select a constant E > 0 and a random initial weight vector W” E R”. 
Then at the lath step of the training iteration, we use the input U” to refine W”, 
wkfl - Wk, if Id” - g (h”) 1 < E, (34 - 
Wk + 7 (d” - g (hk)) g’ (h”) Uk, if Id” - g (hk) 1 2 E. (3b) 
Next, we perform some simplification and modification of symbols, which proves to be very 
helpful to our later analysis. First, since what we are really concerned are the actually refined 
weight vectors W” in (3b), we can drop out those Uk and W” that satisfy (3a), and assume 
every W” satisfies (3b). Furthermore, if we set $ = Oi@, i?” = dkUk, then {<i, Oi}j”=, becomes 
{{j, l}j”=,, and {Uk,dk};P_O becomes {ok, l}km,c. We rewrite Ej in place of p, and Uk in place 
of ok. In these notations, the sequence of input patterns is {Uk, l}~&, and (1) can be revised as 
A.@ 2 Cl, j=1,2 )..., J. (4) 
And now {U”} and { Wk} satisfy 
1-g (h”) 2 E, (5) 
Wk+’ = W” + r] (1 - g (hk)) g’ (h”) U”. (6) 
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In fact, by Properties 2 and 6, we see that the weight sequence { Wk} remains unchanged under 
our simplification of symbols. ,In the sequel, we always assume (4)-(6). 
For the training procedure (6), there are two cases to consider. 
CASE 1. The training procedure (6) of W” terminates in a finite number of steps when (3a) is 
satisfied by a fixed Wk and all the input patterns {@}jJ=i. 
CASE 2. The training procedure (6) of W” does not terminate in a finite number of steps and 
we have an infinite sequence {W”}T?“_, satisfies (5) and (6). 
We shall proceed by contradiction in the sequel to show that we must have Case 1 to be valid. 
So until the last theorem we always assume Case 2, or equivalently, assume the existence of the 
infinite sequence {h”}p& satisfying (5) and (6), w h ere hk = Wk. Uk. We remind that the linearly 
separable condition (4) is now in place of (1). 
LEMMA 1. For the sequence {W”}& defined by (6), th ere exists a constant Ci > 0 such that 
llw”+‘112 5 (Iw”l12 + Cl, k = 1,2,. . . . (7) 
Moreover, there exists a constant Ml > 0, such that for hk < -Ml we have 
IIwk+‘l12 < IIWy2. (8) 
PROOF. Equation (7) results from he boundedness of IIU”II and Properties 4 and 8, by noting 
IIWk+‘l12= llWk+q(l-g(hk))g’(hk)Ukl12 
= IIWk112+2~(1-g(hk))g’(hk)h”+~2(1-g(hk))2g’(hk)2I~~k112. (‘) 
Observe that (1 - g(hk)) and g’(hk) are positive and bounded for arbitrary k. Thus, if h” is 
small enough, say h” < -Ml for a suitable constant Ml > 0, there holds 
217 (1 -g (h”)) g’ (h”) h” + q2 (1 - g (hk))2g’ (h”)2 \IUkl12 < 0. 
This implies (8) and completes the proof. a 
In Lemmas 2 and 3 below, we estimate, respectively, the lower and upper bounds of {hk}~=e. 
LEMMA 2. There exists a subsequence {hk”},“_i of {hk}&, and a constant Ma > MI, such that 
h” > -MS if h” E {hkn}, and hk < -MS if h” $ {hk-}~zE”=,. 
PROOF. We first prove that h” + -co (k -+ oo) is not possible. We proceed by contradiction. 
Assume to the contrary that h” -+ -oo does hold, and then V M2 > Ml, 3K > 0, such that 
hk < -Mz 5 -Ml for k > K. Noting (8), we have IIWk+1112 < llWkl12 when k > K; that is, 
W” is bounded. So hk = Wk . lJk is also bounded. But this violates the assumption h” -+ -03. 
Thus, h” f, -co. 
The above discussion indicates that { h”}r=“=, h as a subsequence which is bounded below. Hence, 
there exists a constant Ma > 0 and a subsequence {hkn}r?I, such that k, + 00, and hkn > -Ma. 
Without loss of generality, we may assume Ma > Ml and every hk which satisfies hk 2 -Ma is 
included in this subsequence. This completes the proof. I 
LEMMA 3. There exists a constant ME > 0 depending on the constant E in (5), such that hk 5 iI&, 
Vk=l,2,.... 
PROOF. By the weight updating rule, the weight vector Wk is refined if and only if 1 -g(hk) 2 E. 
Therefore, h” 5 M, = g-l(l - E) > 0. I 
For the weight vector subsequence { Wkn}rzl corresponding to {hkm},“_I, we have the following 
lemma. 
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LEMMA 4. There exists a constant C’s > 0, such that (A is the vector in (1)) 
A. Wkn+l 2 A. W”’ + Csn, Vn=l,2,.... (10) 
PROOF. Left-multiplying both sides of (6) by A and noting (4) and (5), we derive 
A. wk+l = A. Wk + r] (1 -g (h”)) g’ (hk) A. U” 1 A. Wk + czg’ (h”) , (11) 
where Cz = r@i. If Ic $ {kn}F=r, because g/(/r’“) > 0, there holds 
A. Wk+’ > A. W”; (12) 
if k E {kn}~=i, for example /G = k,, we conclude from Property 5 and --ii& I hkn i & that 
g’(h”-) 2 Gnax{~s,~cp Let G = GG,ax{~3,~,). Then (11) implies 
A.Wk-+l>A.Wkn+c3. (13) 
It follows from (12) and (13) that 
A. Wkn+l > A. Wkn+l-l > . . . > A. Wk,+l 2 A. W’“” + c,. (14) 
This immediately results in (10). 
LEMMA 5. For {Wkn}~zl, there holds the following estimate: 
I 
11 Wk*+, II2 I IIWk1112 f Gn, Yn=l,2,..., (15) 
where Cl is the constant in Lemma 1. 
PROOF. Very much like the proof of (12)-(14) in Lemma 4, we can derive (15) in terms of (7) 
and (8) in Lemma 1. The details are omitted. I 
THEOREM. For the linearly separable training patterns, the training procedure (5),(6) will con- 
verge in finite iteration steps. 
PROOF. Suppose to the contrary that Case 2 is right. Then we have an infinite sequence 
{Wk~}~zl satisfying (10) and (15). By the Schwartz inequality, there holds 
A. wkn+l 
llAll ’ IIj,j,‘k,+lll z 
A. Wkl + C3n 
(11Wkq2+Cln)1’2 -+ O”’ 
n -+ 00, (16) 
leading to a contradiction! So Case 1 must be true, that is, the online gradient method (5),(6) 
must converge in finite number of iteration steps. I 
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