Abstract. Xorshift128+ is a newly proposed pseudo random number generator (PRNG), which is now the standard PRNG in a number of platforms. We point out some flaws of such generators, propose a little slower replacements tiny Mersenne Twisters (tinyMTs), and argue on some morals on PRNGs.
1. Introduction. Since '98, the second and the third authors proposed a series of pseudo random number generators (PRNGs) titled with the name of Mersenne Twisters. These generators are generally fast and have good qualities, designed based on some mathematical properties similar to "geometry of numbers." Two of their weak points are: they fail in linear complexity tests which measure the distance of the recursion formula from F 2 -linearity, and many of them requires memory size of some hundreds words (cf. the original Mersenne Twister uses 624 words of 32-bit integers for working memory). This amount is prohibitively large in modern parallel implementations such as in Graphic processing units (GPUs). Accordingly, we developed tiny Mersenne Twisters (tinyMTs) which require only 4×32 bits memory as working area and F 2 -linearity being broken by arithmetic addition [12] .
On the other hand, Vigna proposed xorshift128+ generators [15] : the basic idea is similar to tinyMT: to convert Marsaglia's xorshift generator [6] into a non F 2 -linear generator using arithmetic addition. The xorshift128+ generators are chosen so that they pass a stringent test suite TestU01 [5] BigCrush, and xorshift128+ generators are faster than tinyMTs. As a result, xorshift128+ are selected standard generators in Google V8 JavaScript Engine (https://v8.dev/blog/math-random). Accordingly, many browsers are based on this engine use this generator. Google Chrome, Firefox and Safari are a few examples.
Here we point out potential flaws of xorshift128+ generators. Figure 1 shows 3D points plot generated by xorshift: let x 1 , x 2 , x 3 , . . . ∈ [0, 1) be uniform pseudo random real numbers generated by xorshift128+ with parameter (a, b, c) = (23, 17, 26) (this is the standard generator in JavaScript V8 Engine), then we plot (x 3m+1 , x 3m+2 , x 3m+3 ) ∈ [0, 1) 3 for m = 0, 1, 2, . . .. We plot 10000 points. The figure seems quite random. Then, we magnify the x-axis 2 22 times: namely, we plot (2 22 x 3m+1 , x 3m+2 , x 3m+3 ) if 2 22 x 3m+1 ≤ 1 and skip if 2 22 x 3m+1 > 1. Figure 2 is the 3D plots of generated 10000 points which satisfy the condition 2 22 x 3m+1 ≤ 1. The picture seems non-random: points concentrate on several planes. Such deviations are hardly found potential defects: it would ruin a simulation where x-axis is multiplied by 2 23 or so on. The same pictures for parameters (a, b, c) = (26, 19, 5) and (21, 23, 28) are in parameters passing TestU01 in [15] , and we found similar defects for 7 parameters.
A theoretical analysis on this generator suggested this flaw, as explained here. The generator is based on the following recursive formula of second order on 64-bit 
and the i-th output o i is s i + s i+1 (mod 2 64 ) which is an unsigned 64-bit integer:
Here, shiftleft(s i , a) means logical shift to left by a bits (and thus overflow is thrown away and a of 0's are inserted at the right), shiftright(s i , b) is a similar right shift. The binary operator ⊕ is so-called bitwise exor; this is similar to addition + except that no carry over for each binary digit is reflected.
As a result, the recursion (1.1) is F 2 -linear, and hence easy to check its period to be the maximal 2 128 − 1. One sees that (1.1) is of the form
and f is F 2 -linear, and it follows that
Thus, if we put o i := s i ⊕ s i+1 , then
holds for every i.
The form of (1.1) implies that a + 1 most significant bits (MSBs) of s i , the MSBs of s i+1 , s i+2 are strongly correlated. More particularly, the MSB min{b, c} bits of
are 0, and the same holds for o i s. By the linearity argument, the same holds for o i 's. Now o i and o i are different but similar, since sum (with carry over) and exor (no carry over) are close: carry over at one digit occurs only if the addition is over (1, 1) Better to say, essentially all the tests in TestU01 are designed so that they can reject some existing PRNGs. Thus, a new kind of recurrence and/or a new kind of output transformation tend to lead to a PRNG that passes all the test in TestU01 but may be defective. Same thing for any other existing test suites.
Another fundamental difficulty lies in the fact that TestU01 includes tests on F 2 -linearity, which any generator linear over F 2 will fail in. These tests are on the parity of the numbers of 1's in a chunk of bits. Do the results of these tests matter in usual Monte Carlo simulation? Yes, if PRNGs are used to simulate some F 2 -linear models. However, we are skeptical about their significance in typical simulations.
To be frank, most of users of TestU01 are not aware of "F 2 -linearity," and only count the number of fails in the results of the test suite. This is not a fault of TestU01, but is a fault of users.
The second author is at a loss to know that the content of the very paper [15] that proposes xorshift128+ shows some potential defects of xorshift128+, as follows. There are 272 possible parameters for xorshift128+. Among them, 131 are rejected by SmallCrush, which is a fast compact test suite in TestU01. Top 10 are selected by the second step done by TestU01 Crush, and 8 finally chosen by a biggest test suite TestU01 BigCrush. These results say that most of xorshift128+ parameters are erroneous. It is highly plausible that some modification of TestU01 would be able to reject the remaining 8 parameters.
As shown in Figure 2 , this expectation is affirmatively proved, in the sense that these generators have flaws, similarly to those parameters rejected in the paper. We also point out that TestU01 contests only 32-bit generators, and so the success of 64-bit generators of TestU01 might be misleading.
A moral in designing PRNGs is that one should not use statistical tests in selecting good PRNGs. Statistical tests can find only poor generators, but cannot find good generators. Another moral is: if one selects the recursion randomly, then with high probability the PRNG has low quality. This is analyzed in Knuth. Often, a good generator is obtained by optimization with respect to some mathematical criteria. See k-distribution [3, 7, 10, 14] for F 2 -linear generators, and spectral tests [2, 4] for linear congruencial generators. These tests are not statistical; they are theoretical tests which measure mathematical property of a generator for the full period. Similar theoretical tests are proposed in [8, 9, 1] .
ferently from xorshift128+ that depends on 64-bit instructions for its speed. We point out that sometimes we need 32-bit implementations of PRNGs such as in platforms like Raspberry Pi, and compatibility between different architectures is necessary.
Two fundamental differences exist between xorshift128+ and tinyMT127. First, xorshift generators' state transition function adopts "read several words, and write one word" system. In fact, the present explanation showed that the transition is given by
While, the transition of a 4-word state to the next in tinyMT is described as follows:
and thus "read several and write three words" principle is adopted. This recursion is selected by trial and error based on the computation of the k-distribution property. The other difference is that tinyMT is parametrized, while xorshift128+ is not. Here, a parametrization is a way to prepare distinct parameters so that each of them provides a PRNG with distinct recursion function. To fix an idea, we assume that the parameter space consists of 32-bit integers. Then, if a process wants to initiate a PRNG, the process gives its unique process number fitting in 32-bit format. Server for PRNGs gives a parameter set of a tinyMT127 that contains the process number. It is assured that different process numbers give different characteristic polynomials of the recursion [13] . An important difference between xorshift128+ and tinyMT is that for the former only 8 parameter sets among 272 passed TestU01 BigCrush, while all the parameter sets of tinyMT127 passed the test suite. This shows that the safely margin of tinyMT127 is large, while xorshift128+ has no margin.
TinyMT shares "tempering" and "incomplete array" with MT, but we skip them here. The parameters of tinyMTs are obtained by tinyMTDC. We omit details, but
