In this paper, we consider two location problems of determining the best location of roots of arc-disjoint arborescences in a network. In the first problem, we are given prescribed vertex subsets and the problem asks for finding the best location of roots of arc-disjoint arborescences that span these vertex subsets. We show that this problem is N P -hard in general and that it can be solved in polynomial time in the case where the prescribed vertex subsets are convex. In the second problem, we are given a demand d(v) for each vertex v and the problem asks for finding the best location of roots of arc-disjoint arborescences such that each vertex v is contained in at least d(v) arborescences. We show that this problem is N P -hard in general.
Introduction
Location problems are one of central topics in the fields of operations research (see, e.g., [13, 18] ). Especially, location problems in networks are often formulated as optimization problems of determining the best location of facilities in given networks under certain constraints. Among them are the location problems with connectivity or flow constraints, called source location problems, which have recently been extensively studied [1, 8, 7, 5, 14, 19, 20, 6] .
In this paper, we consider location problems in networks under arborescences packing constraints. An arborescence is mathematically defined as a directed tree rooted at some vertex in a directed graph, and this notion is often used for modelling broadcast [12] and evacuation networks [9] . Our location problems are motivated by the following situation in evacuation planning. Suppose that we are given a directed graph modelling an urban area. Then, we want to place refuges at some vertices in this graph. Furthermore, we also want to determine evacuation paths to each refuge. From the view point of robustness, evacuation paths from some vertex to refuges have to be arc-disjoint, and it is desirable that evacuation paths to some refuge form a rooted tree which has a very favourable structure that paths between each vertex and the root do not cross each other. Practically, the area which each refuge covers or the number of refuges which covers each vertex are given according to administrative areas. In this paper, we formulate two problems of locating roots of arc-disjoint arborescences arising the above situation, and we investigate the intractability of these problems and present polynomial-time algorithms for a certain class of efficiently solvable cases.
Problem formulation
Let R + and Z + be, respectively, the set of nonnegative reals and that of nonnegative integers. Let D be a directed graph, where we assume that D has no loop but D may have parallel arcs. Throughout this paper, graph. For each a ∈ A(D), let ∂ + a and ∂ − a be the tail and the head of a, respectively.
(the set of arcs in D whose heads belong to X ). We may use the notation δ If there exists a (not necessarily directed) path between every two vertices of a directed graph, we say that it is connected.
We call a connected directed graph with no cycle a tree. A tree T is called an arborescence when there exists r ∈ V (T ) such that |δ − T (r)| = 0, and |δ
We call such an arborescence T an r-arborescence. In other words, an r-arborescence is a rooted tree in which arcs are directed away from r.
The root location problem with vertex set requirements
Suppose that we are given a directed graph D, weight functions w: V (D) → R + and c: A(D) → R + , a finite index set I, and a family of vertex subsets S i ⊆ V (D) (i ∈ I). Then, the root location problem with vertex set requirements asks for deciding whether there exist roots r i (i ∈ I) and arc-disjoint r i -arborescences T i (i ∈ I) such that V (T i ) = S i for all i ∈ I, and for finding such roots and arborescences, if they exist, in such a way that the total sum of the weights of the roots and the arborescences given by
is as small as possible.
In Section 3 we show that this problem is N P -hard in general and that this problem can be solved in polynomial time in the case where the prescribed vertex subsets are convex, where the precise definition of convexity of a vertex set will be given later.
If |I| roots are fixed and S i is convex for all i ∈ I, we can solve this problem by using a polynomial-time algorithm
given by [10, 4] . However, since we cannot do exhaustive search, we cannot straightforwardly solve our problem by this approach. Furthermore, we should mention the relation between our problem and source location problems. In source location problems, we are forced to place sources so that each vertex satisfies a connectivity condition related to the set of all sources, e.g., there exist a certain number of paths between each vertex and the set of all sources. On the other hand, our problem asks for placing roots so that each vertex satisfies connectivity conditions related to each root, e.g., there exists a path between each vertex and each roots. Thus, these two kinds of problem are not equivalent even if S i = V for all i ∈ I. 
The root location problem with vertex demands
is as small as possible, where r(T ) represents the root of an arborescence T .
In Section 4 we show that this problem is N P -hard in general.
The root location problem with vertex set requirements

Hardness result
In this subsection, we prove that the root location problem with vertex set requirements is N P -hard in general. We prove this by showing that the following problem, called Arc-disjoint Arborescence, can be reduced to the root location problem with vertex set requirements. It is known [2] that Arc-disjoint Arborescence is N P -complete.
Arc-disjoint Arborescence: Given a directed graph D, roots r 1 , r 2 ∈ V (D) such that r 1 ̸ = r 2 , and vertex subsets
and r 2 ∈ V 2 , the problem asks for deciding whether there exists a pair of arc-disjoint r 1 -arborescence T 1 and r 2 -arborescence
Here it should be noted that roots r 1 and r 2 are given as inputs.
Theorem 3.1. The root location problem with vertex set requirements is N P -hard in general.
Proof. We prove the theorem by reduction of Arc-disjoint Arborescence to a root location problem with vertex set requirements. 
Then, it is easy to see that there exists a pair of arc-disjoint r 1 -arborescence T 1 and r 2 -arborescence T 2 such that V (T 1 ) = V 1 and V (T 2 ) = V 2 if and only if there exists a pair of arc-disjoint r
has the unique root r ′ 1 (resp., r 
Polynomial-time solvable case
Because of Theorem 3.1, let us consider a class of tractable root location problems with vertex set requirements. We shall prove that the root location problem with vertex set requirements can be solved in polynomial time if the prescribed vertex subsets are convex. Here, a vertex subset X ⊆ V (D) is called convex if for every directed (possibly closed) path P in D whose initial and terminal vertices are in X all the intermediate vertices of P are also in X . This includes the case where each arborescence is required to span all the vertices, i.e., S i = V for all i ∈ I. In addition to the fact that the convex case generalizes the spanning case, the result that the convex case is tractable is theoretically important, since the partial cover version for many combinatorial optimization problems is generally difficult.
Matroids
We review elementary results on matroids which will be used in our algorithm (for more details about matroids see, e.g., [17] ).
For a finite set E and a nonempty family I of subsets of E the pair M = (E, I) is called a matroid if I satisfies the following conditions.
• If X ∈ I and Y ⊆ X , then Y ∈ I.
• If X , Y ∈ I and |X| < |Y |, then X ∪ {e} ∈ I for some e ∈ Y \ X .
Any member of I is called an independent set. An independent set that is maximal with respect to set inclusion is called a base. Bases have the same cardinality, which is called the rank of M and denoted by rank(M). The family I of cycle-free arc subsets of a (directed) graph D forms a matroid (A(D), I), called a graphic matroid.
Let M = (E, I) be a matroid and let p be a positive integer such that 0
The union of these matroids is defined as M = (E, I), where E = ∪ k t=1 E t and I is the family of subsets X ⊆ E which can be decomposed into independent sets X 1 ∈ I 1 , . . . , X k ∈ I k . Then, M is again a matroid (see [17, Corollary 42 .1a]). It is known [17, Section 42 .3] that we can check whether X ⊆ E belongs to I in polynomial time if we are given membership oracles for I 1 , . . . , I k .
Let M 1 = (E, I 1 ) and M 2 = (E, I 2 ) be two matroids on the same ground set E. Given a weight function w: E → R + , the weighted matroid intersection problem for two matroids M 1 and M 2 is to find a maximum-cardinality common independent set X ∈ I 1 ∩ I 2 of minimum weight, where a weight of X ⊆ E is given by  e∈X w(e). It is well-known [3, 11] that this problem can be solved in polynomial time if we are given membership oracles for I 1 and I 2 .
Subroutine
In this subsection, we introduce a subroutine which will be used in our algorithm to solve a subproblem. Throughout this subsection, suppose that we are given a directed graph D, a finite index set I, a family of vertex subsets
, a set of (possibly not distinct) roots r i ∈ S i (i ∈ I). The following theorem plays an important rôle in this subsection. 1. B can be partitioned into E i (i ∈ I) such that for all i ∈ I a graph (S
and |F i | = |S
Notice that Condition 2-(b) means that arcs of F i enter exactly |S
Moreover, noted that the definition of an eligible set means that the union of E i 's and that of F i 's are the same (but the partition of E i 's and that of F i 's do not need to be the same). We will use the notion of an eligible arc subset for characterizing a solution of Subproblem (see Lemma 3.3). 
for any family of arc-disjoint r i -arborescences T
′ i (i ∈ I) such that V (T ′ i ) = S ′ i for all i ∈ I, there exists an eligible arc subset B ⊆ A(D ′ ) such that ∪ i∈I A(T ′ i ) = B in D ′ .
Proof. Suppose that B ⊆ A(D
(i ∈ I) such that V (H i ) = S ′ i for all i ∈ I, A(H) = B, and |δ − H (v)| = |I − (v)| for all v ∈ V (D ′ ),
where H is the union of H i (i ∈ I).
Let E i (i ∈ I) be the partition of B which satisfies the first condition of the definition of an eligible arc subset. Also for each i ∈ I let H i be the graph (S
by the second condition of the definition of an eligible arc subset, where H is the union of H i (i ∈ I). Then, graphs H i (i ∈ I) satisfy the above-mentioned condition ( * ).
Since the converse clearly holds, this completes the proof. 
Proof. By the definitions of w ′ and c ′ , it suffices to consider the weight of roots in X m and arcs in δ
which completes the proof.
We are now ready to show the polynomial-time solvability of Subproblem.
Theorem 3.5. We can solve Subproblem in polynomial time.
Proof. Since |I(v)| · w ′ (v) does not depend on B for all v ∈ X m , it follows from Lemmas 3.3 and 3.4 that it suffices to find a maximum weight eligible arc subset with respect to a weight function l: 
be an arc subset obtained by solving the weighted matroid intersection problem for M 1 and M 2 . That is, B is a maximum-cardinality common independent set of M 1 and M 2 of minimum weight with respect to weight function l.
If we have |B| <  i∈I (|S
, the problem is not feasible. Otherwise B is an eligible arc subset, and we can compute
for all i ∈ I and ∪ i∈I A(T ′ i ) = B by using a polynomial-time algorithm given by [10, 4] . This completes the proof.
A polynomial-time algorithm
An algorithm for the root location problem with convex vertex set requirements is given as Algorithm Root_Location. Since Subproblem can be solved in polynomial time, Algorithm Root_Location runs in polynomial time. The validity of Root_Location will be shown later. 
is an optimal solution of Problem 0. This validates the algorithm Algorithm Root_Location.
The root location problem with vertex demands
Hardness result
In this subsection, we show that the root location problem with vertex demands is N P -hard, by reduction from NotEqual-All 3-SAT defined as follows. It is known [16] that Not-Equal-All 3-SAT is N P -complete.
Not-Equal-All 3-SAT: Given clauses each of which contains three literals, the problem asks for deciding whether there is an evaluation of the variables such that each clause contains both a true and a false literal.
Theorem 4.1. The root location problem with vertex demands is N P -hard in general.
Proof. We prove the theorem by reduction from Not-All-Equal 3-SAT. This is based on the proof of the N P -completeness of the problem of deciding whether the edge set of an undirected graph can be partitioned into two trees or not [15] .
Given a clause set C = {C 1 , . . . , C l } over variables x 1 , . . . , x k , we construct a directed graph D to which we reduce Not-All-Equal 3-SAT in C as follows (see Fig. 1 ). We first consider the vertex set V (D). Proof. Assume that there exists a feasible solution for Not-Equal-All 3-SAT. Then, we can construct two arc-disjoint arborescences T and F from this solution. For each i ∈ {1, . . . , k}, if x i is true (resp., false) in the solution, T contains arcs t i−1 v i and v i t i (resp., t i−1 v i and v i t i ) and F contains t i−1 v i and v i t i (resp., t i−1 v i and v i t i ). For each i ∈ {1, . . . , k}, if v i (resp., v i ) is connected to some u ∈ U, v i u (resp., v i u) is also contained in the arborescence which contains v i . Since we construct T and F from a feasible solution for Not-All-Equal 3-SAT, both T and F contain at least one arc of the three arcs entering a cycle over u i 1 , u i 2 and u i 3 for each i ∈ {1, . . . , l}. Hence, it is easy to see that we can assign arcs of this cycle into T and F so that T and F satisfy the demand function d for this cycle. It is clear that the weight of T and F is equal to 2.
Conversely, we assume that there exists a feasible solution for the root location problem with vertex demands whose weight is equal to 2. By the definitions of d and w, a solution consists of two arborescences T and F rooted at t 0 , and each v i and v i are contained in exactly one of T and F . Furthermore, for each i ∈ {1, . . . , l}, both T and F contain at least one arc of the three arcs entering a cycle over u i 1 , u i 2 and u i 3 . Hence, we can naturally construct a feasible solution for Not-Equal-All 3-SAT by setting x i to be true (resp., false) if v i (resp., v i ) is in T . This completes the proof of the present claim.
The present theorem, Theorem 4.1, follows from Claim 4.2.
Conclusion
In this paper, we have considered problems of determining the best location of roots of arc-disjoint arborescences in networks with vertex set requirements and demands. We have shown the intractability of these problems in general and also presented a polynomial-time algorithm for the root location problem with convex vertex set requirements.
