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1. INTRODUCTION 
Let T(X, D, , h) be a differential expression of the form 
7(x, D, ,A) = A” + h’+,-& DA + ... + h(~, D,) + T&X, Da), 
where Ti(X, D,), i = 0, l,..., n - 1, are differential expressions. Consider the 
eigenvalue problem determined by 
7(X, D, , h) = 0 
and certain boundary conditions, and suppose we are assured that isolated 
eigenvalues exist. We formulate an iterative technique, based on the Newton- 
Raphson formula, which generates sequences of approximations to the eigen- 
values and eigenvectors. To do this we associate with each differential expression 
T&X, D,), i = 0, I,..., n - 1, a differential operator acting in a L, space and 
rephrase the eigenvalue problem as an eigenvalue problem for an operator 
polynomial. More generally, we formulate the technique for operator poly- 
nomials with coefficients acting in a Banach space. Applications are made to a 
classical problem of buckling and to the telegraphers equation. Some special 
results of this paper as well as applications to problems of heat transfer were 
surveyed in [9]. 
2. PRELIMINARIES 
Throughout this paper X is a complex Banach space. By an operator poly- 
nomial we mean an operator-valued function P defined on an open subset of the 
complex plane C by 
P(h) = /VA, + ... + Mz-, + Al (2.1) 
* This paper forms part of the first author’s thesis written under the supervision of 
the second author. 
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where Ai , i = 0, I,..., 1, are linear operators acting in X and defined on a 
common domain. If P is an operator polynomial defined by (2.1) then we 
denote by AP the operator polynomial defined by 
AP(h) = WIA, + ... + 2/U,-, + A,-, . 
Let P be an operator polynomial defined on an open subset G of @. Assume 
for each h in G tht P(h) is a closed operator with domain D in X and range in X. 
The set of all h in G for which P(X) is l-1 and surjective is called the resolvent 
set of P and is denoted by Res[P]. Define the function P-l on Res[P] by P-l(h) = 
P(h)-l. P-l takes its values in the Banach space L(X) of all bounded linear 
operators from X into X. The set of all X in G for which P(h) is not 1-l and 
surjective is called the spectrum of P and is denoted by Sp[P]. The set of all X 
in Sp[P] for which P(;\) is not 1-l is called the point spectrum of P. An element 
in the point spectrum of P will be called an eigenvalue of P. If 5 is an eigenvalue 
of P, then any nonzero element in the null space of P(l) is called an eigenvector 
of P associated with 5. 
3. SPECTRAL RESULTS 
Let K(X) denote the set of compact operators with domain X and range in X. 
Let P be an operator polynomial defined on an open set G and assume that, for 
all h in G, P(h) is a closed operator with domain D in X and range in X. Let E 
in K(X) be l-l and onto D. Consider 
F(h) = P(X) E (3.1) 
so that F(h) is holomorphic on G. It is well known that Res[P] is open in C, F-1 
is holomorphic on Res[FJ, and 
&F-‘(h) = -F-l(h) (-&F(h)) F-l(h) 
for X in Res[F] (see [5, pp. 365-3661). 
We now assumeF(h) = H(X) + J(h), w h ere H and J are operator polynomials 
with values in L(X) and K(X), respectively. 
THEOREM 3.1. Let H and J denote operator polynomials dejined on an open set 
G. Let the values of H be in L(X) and the values of J be in K(X). 
Suppose Res[H] = G. Then F dejined on G by F(h) = H(h) + J(h) has the 
following spectral properties: 
409/60/z-6 
372 TERRAY AND LANCASTER 
(i) Sp[F] consists of eigenvalues and either all X in G are eigenvalues or there 
are only a finite number of eiegenvalues in each compact subset of G. 
(ii) If Res[F] is not empty and [ is an eigenvalues of F, then in a deleted neigh- 
borhood of 5, F-l(h) can be expanded as a Laurent series at 5 and 5 is a pole of F-l 
of order m (m a positive integer). 
Proof. Write 
F(h) = H(h) (I + ff-‘(A) J(h)). (3.2) 
For each h in G, H-‘(h)J(h) is compact. 
Let S be the set of all 5 in G for which I + H-l([) J(l) is not 1-l. From 
spectral theory, (I + H-l([) J(t))-l is continuous on X if it exists. Using (3.2) 
we have Sp[F] = S. Then by [5, Theorem 1.91 either S = G or each compact 
subset of G contains at most a finite number of elements of S. This proves (i). 
Let h be in G and let (I + H-l(h) J(h))’ denote the conjugate operator. From 
spectral theory, I + H-l(A) J(h) has closed range, the null space of 
I + H-l(X) J(A) is finite-dimensional, and the null spaces of I + H-l(X) J(h) 
and (I + H-l(h) J(h))’ h ave the same dimension. It then follows from [4, Theo- 
rem IV.2.31 that F(h) is a Fredholm operator with index zero. Now, if [ is an 
eigenvalue of F, then by [I, Theorems 4.3 and 4.41, 5 is a pole of F-1 and we 
obtain that (ii) holds. 
The following spectral properties are obtained by using (3.1) and spectral 
properties of F. The resolvent sets, spectra, and point spectra of P and F are 
identical. P-l is holomorphic on Res[P] and 
-g P-l(h) = -P(h)-’ @P(h)) P-l(h). (3.3) 
Moreover, if 5 is an eigenvalues of P and Res[P] is not empty, then P-l can be 
expanded as a Laurent series at 5 and 5 is a pole of P-l of order m (m a positive 
integer) if and only if 5 is a pole of F-l of order m. 
4. AN ITERATIVE FORMULA 
Let P and E be defined as in Section 3 and assume F, defined by (3.1), has 
the decomposition assumed in Theorem 3.1. Let the normed conjugate of X 
be denoted by x’ and let z’ be in X’ and w be in X. Assume that Res[P] is not 
empty. By Section 3 the complex-valued function z’P-~(A) w is holomorphic on 
Res[P], and if 5 is an eigenvalue of P, x’P-‘(A) w can be expanded as a Laurent 
series at 5. Moreover, z’ and w can be chosen in such a way as to preserve the 
order of the pole (at 5) of P-l. In practice, this will generally be true for a “ran- 
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dom” choice of Z’ and w. Assuming a suitable choice for z’ and w the function, 
is holomorphic in a deleted 
Define f(l) = 0. Applying 
iterative formula 
f(A) = (z’P-‘(A) w)-1, 
neighborhood of 5 and 
pnf(h) = 0. 
the Newton-Raphson formula to f results in the 
This formula is arrived at by Pattabhiraman [7] by first linearizing the operator 
polynomial and then using a Rayleigh-quotient technique. Convergence neigh- 
borhoods for the above iterative procedure can be established. That is, there 
exists a neighborhood of 5 such that, for a starting point in this neighborhood, 
5, converges to 5 and / [r+l - 5 1 < / 5, - 5 ! , Y = 0, I,.... Rates of conver- 
gence can also be established. In the case of a simple pole we have 
(4.1) 
where K is a finite constant, and in the case of a pole of order m > 1, we have 
5 lim ?+l -5 
m-l 
3,+3 5, - 5 = - . m 
Using (3.3), the iterative formula can also be expressed as 
(4.2) 
(4.3) 
This formulation is easier to apply in practice. Implementation of formula (4.3) 
also generates a sequence of approximations to an eigenvector of P correspond- 
ing to an eigenvalue 5. Let m be the order of the pole of P-l at 5. It is easily 
seen that (5, - 5)” P-l(&) w converges in the norm of X to an eigenvector of P 
corresponding to 5. Note that P-l(&) w is computed in implementing (4.3). 
The discussion of this section can be slightly generalized as follows. Let Y 
be a subspace of X which contains D and assume Y is a Banach space. Let DI 
be D with the Y norm and assume E considered as a map from X into D, is 
bounded. Then the above results concerning convergence of the iterative scheme 
are valid with z’ in Y’ where Y’ is the normed conjugate of Y. 
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5. SIMPLE POLES 
In this section let H be a complex Hilbert space with inner product ( , ). We 
say an operator A is positive (negative) of (AX, x) > 0 (<0) for x # 0. Let P, E, 
and F be defined as in Section 4 and for this section we assume that D is dense 
in H. For each X in G let P(X)* denote the adjoint operator. The following 
result is useful in determining when an eigenvalue of P is a simple pole of P-l. 
THEOREM 5.1. Let 5 be an eigenvalue of P. If the null space of P(l) is contained 
in the null space of P(l)* and (AP([) x, x) # 0 for all x in the null space of P(4), 
then 5 is a simple pole of P-l. 
Proof. Suppose [ is a pole of P-l of order m > 1. In a deleted neighborhood 
of 5 we have 
I = F(h) F-l(h). (5.1) 
Let G, , n = -m, -m + l,..., be the coefficients in the Laurent series expan- 
sion of F-l at 5 and let F,, , n = 0, l,..., be the coefficients in the Taylor series 
expansion of F at 5. From (5.1) we have 
f FnG,-,,,...-i = &,,I, n = 0 ,..., m. 
i=o 
(5.2) 
Setting n = 0 and n = 1 in (5.2), we obtain 
and 
P(5) EG-, = 0 (5.3) 
P(5) EL+1 + AP(5) EG-, = 0. (5.4) 
Choose x different from zero in the range of EG-, and write x = EG-, y. From 
(5.3), x is in the null space of P(5) and, from (5.4), 
Since 
(P(5) EG,+ly, x) + W'(5) x, x) = 0. (5.5) 
(P(5) EG-,+~Y, x> = (EG-m+ly, f’(5)* 4 = 0, 
(5.5) contains our contradiction. 
COROLLARY 5.2. Let P be a quadratic operator polynomial with symmetric 
coejkknts. Assume the leading coej%ient and the constant erm have opposite signs. 
Then, if 5 is a nonzero real eigenvalue of P, 5 is a simple pole of P-l. 
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Puooj. Let P(h) = PA, + /\A, + A, and let .Y be an eigenvector corres- 
ponding to the eigenvalue of 5; then 
P(-%,x, ) + 5(4x> 4 + (4x> 4 = 0. (5.6) 
Using (5.6) 
@p(t) x, x) = X2(4,x, x) + 5(A,x, x) = ?(A,x, x) - (A,x, x). 
The assumptions on A,, and A, imply (dP(<) x, x) # 0 and, by Theorem 5.1, 
< is a simple pole of P-l. 
6. PHYSICAL PROBLEMS 
Let L, = L,[O, Z] and let H,[O, I] be the Sobolev space on [0, Z] with the norm 
II 4 I/H, = (; s” I p(x)l” dxy. 
j=o 0 
EXAMPLE 6.1. A narrow uniformly loaded beam fixed at one end and lying 
in a vertical plane may buckle sidewise when a load p is aplied in a downward 
direction. This problem is treated in [8] and leads to the eigenvalue problem 
BC4" + X2x24 + hgx34 + $x44 = 0, 
4V) = 4’(O) = 0, 
(6-l) 
where 1 is the length of the beam, g is the uniform load, B is a constant which is 
a measure of the flexural rigidity of the beam in the vertical plane, and C is a 
constant which is a measure of the torsional rigidity of the beam. The smallest 
positive eigenvalue is the value of p which causes the beam to buckle. 
We associate with (6.1) an operator polynomial. Let L be the operator 
on the set D of all functions 4 with the following properties: 4 and d$/dx are 
absolutely continuous on [0, Z], 4(Z) = 4'(O) = 0, and d24/dx2 is in L, . Assuming 
BC is chosen such that L-l exists, we have L-l compact. Let MI denote multi- 
plication by gx3/BC and let M, denote multiplication by x2/BC. Let P be the 
operator polynomial defined by 
P(h) = L + FM, + /\M, 
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which for each X in @ is a closed operator on D. The operator polynomial F 
defined by 
F(h) = P(A) L-l = I + A2M.&-l + AM,L-’ 
has the decomposition assumed in Theorem 3.1 with H(A) = I and J(A) = 
X2M&-l + hMIL-l. Thus, by Section 3, the spectrum of P consists of eigen- 
values with co as the only possible limit point. The iterative formula (4.3) can 
then be used to generate sequences of approximations to the eigenvalues of P. 
If 5 is an eigenvalue of P which lies in the right half-plane, then 5 is necessarily 
real. To see this, let 4 be an eigenvector corresponding to [ and consider the 
equation 
(LA d> + 52W2$, C> + 5WM $1 = 0. (6.2) 
Since L, Ml , and M2 are self-adjoint, the imaginary part of 5 is zero. Further- 
more, we see from (6.2) that (L+, 4) < 0 since Ml and MS are positive. It follows 
from Corollary 5.2 that 5 is a simple pole of P-1 and by (4.1) we have at least qua- 
dratic convergence. We set (as in [6]) g = 2.0 kg/cm, BC = 6.75 . 1018 kg2/cmr 
and I = 10s cm and obtain the iterates given in Table I. 
TABLE I 
Iterates for the Buckling Load of a Beam 
Co = 11.0 . 10Skg 
II = 9.9684746 . lo3 kg 
Jt = 9.8425477 . lo3 kg 
c3 = 9.8409774 . 10s kg 
t4 = 9.8409771 . 1Oa kg 
EXAMPLE 6.2. Let a transmission line or cable have capicitance l/p(x), 
inductance q(x), and resistance Y(X), where x denotes the distance from one end 
of the line. Then the current 1(x, t), at time t, satisfies the “telegraphers equa- 
tion” 
(6.3) 
see [2, p. 4693. p, q, and Y are positive real-valued functions and p is assumed to 
be twice continuously differentiable. The line may be “open” at both ends so 
that the current has to vanish there. On assuming a solution of (6.3) of the form 
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1(x, t) = Y(x) eAt, where h is a complex parameter, we obtain the eigenvalue 
problem 
(pY')' = P+(x) Y + XT(X) Y, 
Y(0) = Y(Z) = 0, 
(6.4) 
where 1 is the length of the line. 
We associate with (6.4) an operator polynomial. Let L be the operator 
(d/A) (p(d/&)) on the set D of all functions 4 with the following properties: 4 and 
&/dx are absolutely continuous on [0, I], 4(O) = d(Z) = 0 and da$/4idx2 is in L, . 
L-l is compact. We assume 4 and Y to be essentially bounded on [0, I] and let 
n/r, denote multiplication by --Q and let Me denote multiplication by -r. Let 
for each A in @, 
P(A) = L + A”i& + AM, . 
The operator polynomial P has the same spectral properties as the operator 
polynomial P of Example 6.1. The iterative scheme (4.3) can be applied to 
generate sequences of approximations to the eigenvalues of P. For this example, 
we have by (4.2) at least linear convergence. The following values were specified: 
1 = 100 miles, l/p(x) = 5 . 1O-7 farads/mile, p(x) = 2 . 10d2 henries/mile, 
and Y(X) = 2 . lO-2x ohms/mile. The iterates given in Table II were obtained. 
TABLE II 
Iterates for an Oscillation Constant of a Transmission Line 
Real Imaginary 
50 -50.000000000 300.000000000 
11 -23.854171954 312.282890515 
iz -25.032183215 313.333745155 
5s -25.027472417 313.333892373 
ir -25.027472415 313.333892415 
The numerical results obtained in the examples were obtained using (4.3) 
with z’ a point functional on H, and w = 1. z’ is bounded by Sobolev’s lemma 
(see [3, p. 221) and therefore its use in the iterative formula is justified. The major 
numerical problem encountered in using (4.3) is the calculation of P-l(&) w. 
This is equivalent to solving P(&.) u = w, which amounts to solving a two-point 
boundary value problem. This was done using a “shooting method” and a 
Runge-Kutta scheme. 
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