croelectrode arrays used to record local field potentials from the brain are being built with increasingly more spatial resolution, ranging from the initially developed laminar arrays to those with planar and threedimensional (3D) formats. In parallel with such development in recording techniques, current source density (CSD) analyses have recently been expanded up to the continuous-3D form. Unfortunately, the effect of the conductivity profile on the CSD analysis performed with contemporary microelectrode arrays has not yet been evaluated and most of the studies assumed it was homogeneous and isotropic. In this study, we measured the conductivity profile in the somatosensory barrel cortex of Wistar rats. To that end, we combined multisite electrophysiological data recorded with a homemade assembly of silicon-based probes and a nonlinear least-squares algorithm that implicitly assumed that the cerebral cortex of rodents could be locally approximated as a layered anisotropic spherical volume conductor. The eccentricity of the six cortical layers in the somatosensory barrel cortex was evaluated from postmortem histological images. We provided evidence for the local spherical character of the entire barrels field, with concentric cortical layers. We found significant laminar dependencies in the conductivity values with radial/tangential anisotropies. These results were in agreement with the layer-dependent orientations of myelinated axons, but hardly related to densities of cells. Finally, we demonstrated through simulations that ignoring the real conductivity profile in the somatosensory barrel cortex of rats caused considerable errors in the CSD reconstruction, with pronounced effects on the continuous-3D form and charge-unbalanced CSD. We concluded that the conductivity profile must be included in future developments of CSD analysis, especially for rodents.
I N T R O D U C T I O N
Local field potentials (LFPs) are very useful for understanding the genesis and propagation of long-lasting, time integrative, and large-scale postsynaptic potentials (Buzsáki 2006) . These potentials are external reflections through a conductive extracellular medium of the ionic currents flowing across excitable membranes. To have a good estimation of these underlying brain sources, a current source density (CSD) analysis is required. The effectiveness of any method used to perform a CSD analysis will depend on the validity of the volume conductor model used. The volume conductor model is entirely defined by both the geometrical characteristics of the region of interest and the electrical properties (e.g., conductivity, polarization, and magnetization) of the tissues contained in it. Usually, LFPs are obtained by applying a low-pass filter with 500-Hz cutoff frequency to the raw data (Einevoll et al. 2007) . In this frequency range, the quasi-static approach for the Maxwell equations is valid (De Munck and van Dijk 1991; Plonsey and Heppner 1967) ; thus the relationship between the density of brain current sources ជ J p and the LFP are fully determined by the following Poisson equation, where ↔ represents the conductivity tensor
The development of methods to estimate the microscopic conductivity profile ↔ of brain tissues came into light with the early establishment of the parametric model by Nicholson and Freeman (1975) for the brain sources. These authors provided the evidence for anisotropy in the cerebellar tissue of frogs and toads and consistently extended their model to this particular case. To that end, they not only modified the previous techniques introduced by Schwann (1963) to measure conductivity profiles in vivo, i.e., the four-electrode method, but also used a previous theoretical result by Rush (1962) to model the global effect of anisotropy on the observable electric fields. Li et al. (1968) used the four-electrode method to estimate the electrical resistance of the cerebral cortex and white matter at the level of the suprasylvian gyrus in 42 cats. By using a similar methodology, Hoeltzell and Dykes (1979) were the first to present consistent experimental evidence of anisotropies in the somatosensory cortices of cats, a result that in combination with the frequency independent conductivity values found a few years earlier by Ranck Jr (1963) in the cerebral cortices of rabbits would set the basis for any microscopic forward generative model of the genesis of LFP in this major brain tissue.
The impact on the CSD analysis of the layer-based microscopic conductivity profile of the neocortex was just then a subject of continuous debate. A turning point of the debate would be initiated by Mitzdorf (i.e ., the APPENDIX in Mitzdorf and Singer 1980) . Based on such previous experimental findings and theoretical considerations, Mitzdorf concluded that any departure from either homogeneity or isotropy in the conductivity profile of the visual cortex would have scarce effects on the estimation of the locations of discrete sinks/ sources [i.e., I M ϭ ٌ · ជ J p ] through a CSD analysis. By then, the methods for CSD analyses were based on a discretized version of the Laplacian operator on the electrode array (Nicholson and Llinás 1975) . Different variants of such CSD analyses have been used by electrophysiologists to study the brain in the past (see a review by Mitzdorf 1985) and they remain applicable today (Lakatos et al. 2007 (Lakatos et al. , 2008 Molnár et al. 2003 However, we believe that previous methods proposed in the literature to estimate the microscopic conductivity profile in the cerebral cortex (Hoeltzell and Dykes 1979; Li et al. 1968; Logothetis et al. 2007; Ranck Jr 1963) possess at least one of the following drawbacks: 1) a priori assumptions of global homogeneity in the tissue while estimating the local conductivity value; 2) a lack of adequate boundary conditions on the surface, limiting the brain and surrounding tissues; 3) errors in determining the relative positions of microelectrodes and the boundaries delimiting different cortical layers; and 4) large intermicroelectrode distances compared with the thickness of cortical layers. Furthermore, in previous studies, multielectrode arrays for both current injection and electric potential observations were not used and the curvature of the cortical sheet was ignored. Therefore the estimation of the cortical conductivity profile, a brain area essential for basic research in particular for rodents, needs to be revitalized with the help of modern techniques. Additionally, recent technological advances have triggered the development of methods to estimate the spatial distribution of I M from LFP in both one-dimensional (1D) (Pettersen et al. 2006 ) and three-dimensional (3D) (Łęski et al. 2007 ) spaces using continuous versions of the Laplacian operator. Therefore the effects conductivity profile cause on such novel approaches for CSD analysis must also be evaluated. 1 In this report, we use the latest advances for both microelectrode fabrication and implantation to obtain important statistics for the microscopic conductivity profile in the somatosensory "barrel" cortex of Wistar rats. First, we used postmortem fluorescent Nissl staining images to determine the best geometrical descriptors for the barrel field of this type of rats. We found that the curvatures of the cortical layers are approximately spherical and their centers can be regarded as concentric. This finding allowed us to use an analytical formula to represent the electric potentials generated by monopolar current sources inside the somatosensory barrel cortex (de Munck 1988) , where the radial and tangential conductivity values in the six layers are parameters to be estimated. A planar and a laminar silicon-based probe were tightly assembled, with an interprobe distance of around 300 m. We recorded the electric potentials in the microelectrodes of the planar probe caused by sinusoidal electric currents applied through individual microelectrodes in the laminar probe. We combined the entire data set recorded for each rat and the analytical formula in a nonlinear least-square optimization method to create statistical quantification of the conductivity profile in the somatosensory barrel cortex. We found that the radial conductivity values in layer V were 1.5-fold larger than the tangential conductivity value in layer V. We used fluorescent immunostaining techniques to evaluate how tissue composition affects the local conductivity value. The densities of principal cells (i.e., neurons and astrocytes) and the myelin orientation preference were assumed to be the major candidates for variations in the conductivity profile. The variability in the conductivity profile was better correlated with myelin orientation preference than with cell densities. Finally, simulations were performed to evaluate the impact of the estimated cortical conductivity profile on the inverse CSD method (iCSD; Pettersen et al. 2006 ) and the inverse CSD method in 3D space (3DiCSD; Łęski et al. 2007 ), respectively. We evaluated the effects of geometry and conductivity values using two types of brain source models in terms of the distribution of charge inside a cortical column: balance and unbalance. In general, we found that wrong conductivity values in charge-unbalanced models cause CSD reconstruction errors in both iCSD and 3DiCSD methods. For charge-balanced models, the errors were found only for the 3DiCSD method. The errors introduced by the iCSD method in the unbalanced charge model sensitively depended on the prior selection of the radius of the cylindrical source model, decreasing for thinner cylinders. Misspecifications in the geometry produced errors in the 3DiCSD method, but only when charge distributions were unbalanced.
The article is organized as follow. We divided the METHODS section in three subsections: experiment 1, which provides details about the experiments performed for characterizing main properties of the neocortical tissue; experiment 2, which provides details about the experiments performed for the estimation of the conductivity profile; and CSD analyses, which provide details about the methods used for the CSD analysis. In the RESULTS section, we present our findings corresponding to the aforementioned three subsections. In the DISCUSSION section, first we try to find possible relationships between the tissue properties and the actual conductivity profile. Second, we compare the method used herein for estimating the conductivity profile with methods previously proposed in the literature. Finally, we discuss the impact of the actual conductivity profile on contemporary methods for CSD analysis and provide major remarks concerning future directions.
M E T H O D S

Animals
Adult Wistar rats (8 -10 wk of age, male) were used in this study. All experiments in this study were performed in agreement with the policies established by the Animal Care Committee at Tohoku University (Sendai, Japan).
Surgery and head fixation for electrophysiology
Rats were anesthetized with intraperitoneal (ip) injections of urethane (1.2 g/kg). An extra dose of urethane was administrated whenever the animal showed either paw pinch withdrawal reflex or notable whisker movement during the whole experimental session. A stereotaxic system was used to securely hold the animal's head by both ear bars and a mouth/nose clamp. A craniotomy (2-3 mm in diameter, centered 2.1-2.2 mm posterior to the Bregma and 5.5-5.6 mm lateral from midline) was made on the right somatosensory barrel cortex. Standard phosphate-buffered saline (PBS) solution was applied into the exposed cortex, after which a small patch of dura matter was carefully removed, avoiding any significant damage to the brain tissue. The entire surgery was performed with the assistance of a digital microscope (KH-1300, Hirox). thickness) around the somatosensory barrel cortex were cut using tissue sectioning equipment (Vibratome 1000-plus; Leica Microsystem). After each staining protocol (see following text), the sections were washed in the PBS solution, either overnight at 4°C or three times for 10 min at room temperature. The final stained sections in each experiment were carefully mounted in subbed glass slides, dehydrated, and coverslipped. S100␤ STAINING PROTOCOL.
The PBS solution was enriched with 1% bovine serum albumin (BSA, A2153; Sigma, St. Louis, MO) and 0.1% Triton X-100. The monoclonal anti-S-100 (␤-subunit, mouse IgG1 isotype, S2532; Sigma) and the Cy5-conjugated AffiniPure (donkey anti-mouse IgG isotype; Jackson ImmunoResearch Laboratories) were diluted in the enriched PBS solution to a factor of 2,000-and 200-fold, respectively. The sections were treated overnight with the primary antibody "S100␤" solution at 4°C. The next day, the sections were washed in a PBS solution (three times for 10 min) and then treated with the secondary antibody "Cy5-conjugated AffiniPure" solution for 1 h at room temperature. This protocol was adapted from Namba et al. (2007) .
NISSL STAINING PROTOCOL. The sections were washed for 10 min in a PBS solution with 0.1% Triton X-100, a step required for optimal staining due to the increase of tissue permeability. After that, they were washed in a PBS solution (twice for 5 min). The solution with the NeuroTracer stain (N21479; Invitrogen), diluted in the PBS solution to a factor of 200-fold, was directly applied to the sections and they were then incubated for 20 min. The sections were rinsed for 10 min in a PBS solution with 0.1% Triton X-100.
MYELIN STAINING PROTOCOL. The FluoroMyelin Fluorescent Myelin stock solution (F34651, Invitrogen) was diluted in a PBS solution to a factor of 300-fold. The sections were incubated for 20 min with the staining solution at room temperature.
Epifluorescent staining images were obtained by using either a lowor a high-resolution optical system. The low-resolution staining images (ϫ1) were recorded through an upright brightfield microscope (SZX16; Olympus). In this case, the specimens were excited with a mercury lamp and the epifluorescent images were caught with a charge-coupled device (CCD camera, DP71; Olympus). The highresolution staining images (ϫ20) were recorded through an upright confocal microscope (FV1000MPE; Olympus). In this case, the specimens were excited with either a multiargon (458 nm, Nissl staining; 488 nm, myelin staining) or a solid-state (635 nm, S100␤ staining) laser.
Experiment 1
Five anesthetized rats were perfused and their brain sections (50 m of thickness) prepared with the S100␤, Nissl, and myelin staining protocols (note: this represents the actual order in which the staining protocols were performed), which were used to quantify the number of cells and the directionality of myelinated axons in the somatosensory barrel cortex. Square boxes of 120 ϫ 120 m 2 in area (388 ϫ 388 pixels) were defined in each layer of the high-resolution Nissl and S100␤ staining images to estimate the layer-dependent densities of neurons and astrocytes, respectively. Note that the size of a single pixel is 0.31 ϫ 0.31 m 2 . A written protocol with a unified criterion for cell counting was created by two researchers with expertise in histological imaging. Four external referees were used to perform the cell counting based on this protocol. The quantification of directionality of myelinated axons was carried out by a two-dimensional (2D) Fourier-based analysis on the myelin fluorescent images (the same window was used for cell counting). Angular distributions of myelinated axons were evaluated using a polar coordinate analysis on the power spectral patterns (Nishimura and Ansell 2002) . In this method, myelinated axons oriented in a particular direction were regarded as planar waves traveling perpendicular to this direction. First, power spectral patterns for the whole myelin fluorescent image were obtained by a 2D fast Fourier transformation. The upper semiplane of the spatial frequency domain was divided into 18 segments (Fig. 6B) . The pixel size determined the spatial sampling frequency 0.008 cycle/m. Each segment subtends an angle of 10°and was defined to include frequencies from 0.17 to 0.84 cycle/m. Such a spatial frequency band-pass filter was used to warrant that not only individual axons but also bundles of axons were taken into account. A polar coordinate analysis was performed by taking the average of the power spectrum inside each segment normalized by the total energy for all segments.
Additionally, low-resolution brightfield Nissl epifluorescent images were taken from other brain sections in five different Wistar rats. From those images, boundaries separating cortical layers with different distributions of neurons were determined. A constrained nonlinear optimization technique (i.e., fmincon MATLAB function) was applied to fit those points by concentric circles with a common center r ជ c and radii
where d denotes the number of boundaries. For example, r 6 indicates the radius of the boundary between layer VI and white matter. For an extra Wistar rat, T1-weighted images were obtained the same day, before perfusion. In this case, postmortem brain sections (100 m of thickness) covering the entire barrel field were also prepared using the Nissl staining protocol. To create a 3D Nissl fluorescent volumetric image from the single low-resolution brightfield images, these sections were linearly coregistered and aligned with a stereotaxic atlas of the Wistar rats (300 g) (Paxinos and Watson 2007) . The contours delimiting the brain's external surface and the gray-white matter interface were segmented from the volumetric Nissl image. These contours were used to create 3D surface tessellations (Supplemental video) through a simplified version of the method used by MacDonald (1997).
2 T1-weighted images were acquired with a 7-T magnetic resonance imaging (MRI) scanner (70/16 PharmaScan; Bruker Biospin) using a maximum gradient of 300 mT/m and a 38 mm rat brain quadrature resonator for radiofrequency transmission and reception. The image resolution in-plane for each slice was 0.1 ϫ 0.1 mm. The slices had a thickness of 0.4 mm and were recorded with zero interslice gaps. Anatomical scans were obtained using the 3D, modified driven equilibrium Fourier transformation pulse sequence, with an echo time of 3.5 ms, repetition time of 12 ms, flip angle of 20°, and eight segments. To enhance the contrast for the T1-weighted images, the rats were scanned 24 h after an ip injection of MnCl 2 (3.5 ml/kg, 100 mM). T1-weighted images were also coregistered with the stereotaxic atlas to overlap them with the brain tessellated surfaces extracted from the volumetric Nissl image. Figure 1 shows a flow diagram of the steps performed in this experiment and some useful mathematical notations. Five rats were used to create a statistical quantification of the conductivity profile in the somatosensory barrel cortex. To that end, we built an experimental setup composed of a homemade combination probe, a computer-controlled galvanostat, a high-impedance preamplifier, and amplifier/signal-processing units ( Fig. 2A) . The homemade combination probe consists of laminar (a1 ϫ 16 -5 mm-100 -703) and planar (a4 ϫ 8 -5 mm-200 -200 -177) acute silicon-based probes (Neuronexus Technologies) tightly attached together with superglue (Fig. 2B ). These two probes were assembled by hand with the help of the SZX-16 microscope in such a way that the shanks of both probes were in parallel but their tips were aligned perpendicularly. Magnified pictures of the homemade combination probe, taken with the DP71-CCD camera, were used to calculate the relative positions of all microelectrodes before insertion. The laminar probe consists of one shank containing 16 microelectrodes, each of 703 m 2 in area, separated by 50 m (Fig. 2C, top) . The planar probe consists of four parallel shanks separated by 200 m, each of them containing 8 microelectrodes of 177 m 2 in area and separated by 100 m (Fig.  2C, bottom) . The laminar probe was placed around 300 m away from the planar probe. The impedances of the microelectrodes in the laminar probe were always in the 0.4-to 1-M⍀ range, whereas in the planar probe their impedance range was 1-3 M⍀.
Experiment 2
The galvanostat (PGSTAT12; Echochemi) consists of four input/ output ports (Fig. 2D) , which correspond to the working electrode (WE), the counter electrode (CE), the PC voltage supplying line (V S ), and the monitored voltage line (V M ). Some microelectrodes in the laminar probe were used to inject a sinusoidal electric current of desirable frequency, amplitude, and duration (i.e., 500 Hz, 2 A, and 2 s) into the brain tissue. Each of these microelectrodes works as a CE. For all experiments, an Ag/AgCl-made WE was situated along the anal canal of the rat. This source/sink configuration corresponds physically to a current monopolar source inside the brain tissue. To generate the sinusoidal electric currents, the galvanostat was energized with an alternate voltage supplied by a PC through the V S port. The actual amplitude of the resulting sinusoidal electric current was sensed at each time instant by a resistor R S connected in parallel to a current follower (CF) device and additionally monitored by V M via the signal-processing unit. The amplitude of the sinusoidal electric currents was constantly reset to the desirable value through a control amplifier (CA). PGSTAT12 was fully controlled by the frequency response analysis (FRA) system software, which constantly determines the delivered value of the clamped-sinusoidal current injection.
The planar probe was connected to the main amplifier (PZ-2, Tucker-Davis Technologies [TDT]) through a high-impedance preamplifier (NN32AC-Z; TDT). PZ-2 was connected to the signal processor (RZ-2; TDT) by optical fibers. The input impedance of the NN32AC-Z preamplifier (100 T⍀) is much higher than the output impedance of PGSTAT12. Therefore there was not an inflow of sinusoidal electric currents to any recording microelectrodes in the planar probe. Even if small electric currents flow from a recording microelectrode to the NN32AC-Z preamplifier, the associated IR voltage drop can be neglected because the impedances for the microelectrodes are much lower than those for the preamplifier. For electrophysiological recording, we used a logic/symbolic programming language supported by the signal processing unit (OpenEx software; TDT). The electric potentials at the recording microelectrodes were observed with respect to a common reference and with a sampling frequency of 25 kHz. A screw, attached to the skull by dental cement at the position slightly posterior to the "lambda" and in direct contact with the brain's surface, was used as a common reference.
Unfortunately, the recording voltages between the microelectrodes in the planar probe and the common reference were always much smaller (Ϯ5 mV) than the imposing voltages used for the electric current injection (Ϯ1 V) by the laminar probe. Thus due to the presence of two nearby electrical circuits operating with very different voltage ranges, nuisance voltages in the planar probe created by magnetic-inductive and capacitive effects will appear. To avoid such a voltage cross talk, the planar probe was shielded by a permalloy film, which was additionally grounded. The permalloy is a nickel-iron magnetic alloy with high magnetic permeability, low resistance and coercivity, near-zero magnetostriction, and considerable anisotropic magnetoresistance. Therefore it can easily absorb any inductive effect resulting from magnetic and electric variations. Obviously, any ohmic current components will leak out through the grounded permalloy film. However, an additional thin plastic layer was allocated between the permalloy film and the laminar probe to reduce the chance for such ohmic cross talk. Figure 3A shows the reduction of voltage cross talk due to the use of a shielded/isolated planar probe. The final version of the homemade combination probe was used to calculate the conductivity of solutions with different concentrations of KCl. The actual conductivity value for each sample was measured by a commercial conductivity checker (Twin Cond, Horiba; Fig. 3B ). The comparison between actual and estimated values of the conductivity profile for a set of five samples shows the fact that neither inductive/capacitive voltage cross talk nor ohmic current leakage took place in our experimental protocol (Fig. 3C) .
After surgery and head fixation, the homemade combination probe was inserted 1,800 m into the exposed brain tissue perpendicular to the cortical surface, thus covering most of the cortical layers. All insertions were performed accurately and slowly (100 m/min) by means of a micromanipulator (Combi 25Z; Luigs & Neumann Feinmechanik, Ratingen, Germany), a procedure always monitored on the digital display of the micromanipulator's control system (SM5; Luigs & Neumann). We energized the ith injecting microelectrode in the laminar probe with a sinusoidal electric current I i and observed the responding voltage differences V i ϭ {V e i , e ϭ 1, . . . , N e } in the N e ϭ 32 recording microelectrodes of the planar probe with respect to the common reference. This step was repeated consecutively for all injecting microelectrodes I ϭ {I i , i ϭ 1, . . . , N i }, with N i ϭ 8, in the laminar probe, which finally provided a large data set of voltage differences V ϭ {V i , i ϭ 1, . . . , N i } (Fig. 1, left) . The rats were electrically isolated from the entire stereotaxic system by wrapping interacting metals with a nonconductive thin plastic film, thus warranting that no extra leakage for the injected electric current occurred, other than in the WE and the CE.
To reveal the relative locations of the microelectrodes in both the laminar and planar probes with respect to the cortical layers after insertion, a lipophilic neuronal tracer carbocyanine (DiI, D282; Invitrogen) dye solution was gently applied to the surfaces of the shanks just before insertion (Fig. 4, A and B) . After finishing the electrophysiological experiments, rats were perfused and sections of 100 m in thickness were prepared with the Nissl staining protocol. Coregistered DiI (Fig. 4C) and Nissl (Fig. 4D ) staining images were used to determine shank locations/orientations and cortical layer distributions. From Nissl staining images, a set of concentric spherical shells were fitted to the segmented contours delimiting the cortical layers, which allowed us to determine the individual parameters (i.e., the radius of each cortical layer and the center r ជ c of the best fitted concentric spherical shells) to be used in the volume conductor model (APPENDIX A). The final microelectrode positions in the laminar (i.e., the injecting sites R I ) and planar (i.e., the recording sites R R ) probes were calculated in a coordinate system centered in r ជ c .
By means of solving a nonlinear optimization problem (i.e., the optimization block), we estimated the individual ϭ { k , Ќ k } values (superscript k represents cortical layers) in the somatosensory barrel cortex of each Wistar rat and used them to construct statistics of the conductivity profile of this particular brain area. The optimization block consists of four steps performed for each rat: 1) from the 2 s data (i.e., the sinusoidal electric currents I i and the responding voltage differences V i ), we selected a 60-ms window containing no artifacts and showing stabilization after the current injection; 2) the selected data were divided into 10 swaps, each of 6 ms; 3) the Fourier transforms were calculated for each couple I i and V i time series; 4) the power spectrum values at the applied frequency (i.e., 500 Hz) were selected for each current injection i ϭ 1, . . . , N i ; and 5) the whole data set (i.e., N i ϫ N r ϭ 8 ϫ 32 ϭ 256 pairs of values) was used in a nonlinear optimization method to estimate (APPENDIX B). A: the symbolic wiring circuit, with instruments, used to record the induced voltage differences V i and injecting electric currents I i . The working electrode (WE), inserted in the anal cavity, is used to collect the sinusoidal electric current (I i , red dashed line) injected by the counter electrode (CE). This electric current is generated by a galvanostat (PGSTAT12) and injected into the brain through the laminar acute silicon-based probe (green). The induced voltage difference V i is observed through the 32-channel planar acute silicon-based probe (gray), which is connected to preamplifiers inside a head stage. These preamplifiers have high-input impedance to guarantee there are no leakages electric current. To avoid instrumental bias, both head stage and galvanostat have common ground (G). The voltage differences are amplified and collected by a signal processing unit. The actual electric currents I i injected into the tissue are indirectly estimated from a 5-V range analog monitored voltage V M . The waveform of the sinusoidal electric current is generated by a computer through a 5-V range analog supplied voltage V S . The whole data set {V, I} is stored on the computer. B: an image of the shanks in the homemade combination probe obtained with an upright brightfield microscope (SZX16, Olympus). C: the amplified images of the tips in the laminar and planar acute silicon-based probes are shown. D: the equivalent electric circuit used for the generation and monitoring of the injecting currents. The analog supplied waveform from the computer (V S ) is compared with the monitoring voltage (V M ), giving rise to a signal used by the controlling amplifier (CA) to generate the desirable amplitude for injecting the electric current. V M is determined from the actual injected current I i , which is observed through a transducer (sensor) circuit. The voltage differences in the shunt resistance (R S ) are amplified by the current follower (CF), resulting in monitoring voltage V M .
The agarose spherical volume conductor phantom
A ping pong ball was filled with a solution of agarose (1.5% agarose S in 0.1% KCl) through a small hole (5 mm). After solidification, the ping pong ball was removed, leaving an agarose ball exposed (19 mm in diameter). The solution of agarose (1.5% agarose L in 0.1% and 0.9% of KCl) was solidified at room temperature inside syringes (15 mm in diameter) and cut in cylindrical blocks. Slices of 1 mm in thickness were obtained from these blocks using tissue sectioning equipment (Vibratome 1000-plus; Leica Microsystem). An inhomogeneous (A) and a homogeneous (B) agorose volume conductor phantom were created by carefully placing slices on the agorose ball (Fig. 5A ). The visualized layers in a transversal view of the phantom, painted blue and red, are shown in Fig. 5B . The real conductivities of the slices and balls used for the experiments were checked with a commercial conductivity checker (Twin Cond, Horiba, Fig. 3B , see Table 7A in the following text) right after the experiments.
CSD analyses
A simulation study was carried out to evaluate how misspecifications of the conductivity profile and cortical geometry would affect a CSD analysis. To that end, we used two continuous inverse methods for CSD analysis: the spline inverse CSD method (iCSD; Pettersen et al. 2006 ) and the iCSD method in 3D space (3DiCSD; Łęski et al. 2007) .
We first generated synthetic data using the following three volume conductor models: Fig. 2A ) after energizing the injecting probe by the sinusoidal waveform. In this plotting, different colors are used to visualize data from the 32 channels, whereas the monitoring voltage (V M ) is represented by a black dashed line. Top: the data for a nonshielded combination probe. The sinusoidal electric currents cause changes in the magnetic fields, producing phase shifts in the induced voltage differences. Such changes in magnetic fields will also have an effect on the spatial distribution of the electric fields inside the medium. Bottom: the data recorded after shielding the planar probe with a permalloy film (gray). Not only are the phase shifts recovered but we also verified that the distribution of electric fields follows approximately the Coulomb's law for an infinite medium. B: a photograph of the commercial conductivity checker (Twin Cond, Horiba). C: the estimated and real conductivity for conductive solutions with different concentrations of KCl, which was used to verify that the homemade combination probe was correctly shielded by the permalloy film. 1 The infinite homogeneous and isotropic (InfH) volume conductor model.
2 The spherical homogeneous and isotropic (SphH) volume conductor model, which takes into account the actual geometric characteristics of the rat's somatosensory barrel cortex.
3 The spherical inhomogeneous and anisotropic (SphIh) volume conductor model, which incorporates both the actual geometric characteristics and conductivity profile of the rat somatosensory barrel cortex as obtained in this study.
Then, based on such a simulated data set we performed a CSD analysis with the iCSD and 3DiCSD methods, which intrinsically assume the region of interest is an infinite homogeneous and isotropic volume conductor. Details about each volume conductor model are given in APPENDIX A. The conductivity profile obtained in this study was used in the SphIh model. For the InfH and SphH models, the mean value for the whole somatosensory barrel field (i.e., obtained from the radial and tangential values for each cortical layer) was used.
The current source distributions were represented by a fine grid of monopolar sources inside the region of interest; thus the electric potential at an electrode in the location r ជ e (Eq. A9) was calculated by the following expression
where rជ s k and I k denote the position in the grid and intensity of the kth monopolar source, respectively.
For the 1D iCSD, the region of interest was assumed to be a cylinder of 1.7 mm in length (Fig. 6A ). We used a laminar probe (100-m interelectrode distance) with the bottom electrode at a depth of 1.6 mm. We compared source reconstruction for cylindrical regions with two different diameters: 50 and 500 m. The amplitudes of the monopolar current sources in the cross-sectional direction were identical. However, they varied in the z-direction C d (z) as sinusoidal and Gaussian functions. The sinusoidal function was used to simulate current density with balanced charge distributions, whereas distributions with unbalanced charge were assumed to have a Gaussian waveform (Fig. 6B ). To represent small-and large-scale current sources, the cycle lengths for the sinusoidal CSD distributions were set as 0.6 and 0.8 mm, respectively. In the same way, the full width at half-maximum (FWHM) of the Gaussian CSD distributions was set as 0.2 and 0.4 mm.
For the cylindrical region of interest, the grid was created by the following discretization strategy for the associated curvilinear coordinate system: ⌬z ϭ 85 m, ⌬r ϭ 63 m, and ⌬ ϭ /18. The monopolar sources were located on the center of each elemental volume (Fig. 6C) . The intensity of the kth monopolar source was calculated from the current source density C d (z) by the following equation
In this case, the sinusoidal and Gaussian functions are defined in the 1D space in a standard way (Fig. 6B) , with center of current source density z o . The reconstruction errors (RE cyl ) were evaluated from the estimated current source densityĈ d (z i ) by the following criteria
where N d ϭ 200 is the number of grid points in the z-axis at which the current density was estimated.
For the 3DiCSD, a 3D current source grid was defined in a rectangular region of interest. We used a 3D multielectrode array (9 ϫ 9 ϫ 15 electrodes array, 100-m interelectrode distance inside a shank, 100-m intershank distance). The grid has a resolution of d ϭ 50 m in the Cartesian coordinates x, y, and z, resulting in N g ϭ 16 ϫ 16 ϫ 28 grid points.
A sinusoidal function weighted by a Gaussian term was used to represent the current source density in the 3D space with charge balance within the region of interest
The current source density C g (rជ) is defined for the kth grid point in the tangential plane {x k , y k } the radial depth z k . The parameter T ϭ 0.8 mm denotes cycle length of the sinusoidal function. A pure Gaussian function was used for the particular case of unbalanced charge
Similarly, l indicates the FWHM for the Gaussian function. Values of the FWHM were also 0.2 and 0.4 mm for small-and large-scale current sources, respectively.
In both cases, the monopolar current source was calculated from C g (rជ) by the equation FIG. 5. The agarose phantom. A: the steps to create the agarose phatom: 1) prepare agarose cylinders with same/different conductivities (use colored aqueous tints to distinguish the layers), 2) thin slices from these volumes in the z-axis are cut by means of commercial tissue sectioning equipment (Vibratome 1000-plus; Leica Microsystem), and 3) the slices are allocated on a ping pong agarose ball. B: a picture of the final agarose phantom. C: a magnified cross section of the phantom showing the layers and the ping pong ball with differentiated colors.
The centers of the rectangular cross sections were at coordinates {x ϭ 0, y ϭ 0}. In both cases, the parameter z o , which represents the center of current source density with respect to charge distribution, was allowed to vary from 0.75 to 1.25 mm at a step size of 50 m.
The reconstruction errors (RE rec ) were evaluated from the estimated current source densityĈ g (rជ) by the following criteria
Geometrical descriptors of the somatosensory barrel cortex of Wistar rats
In experiment 1, we combined high-resolution confocal Nissl, S100␤, and myelin immunostaining fluorescent images to examine the layer-dependent cell densities and orientation preferences of the myelinated axons in the barrel cortices of Wistar rats (Fig. 7A) . We quantified these differences by counting the number of cells inside a 120 ϫ 120 m 2 window (Fig. 7A , top left, dashed square), which was placed on the cortical layers of interest (i.e., II/III, IV, V, and VI) and for each immunostaining modality (i.e., Nissl, neurons; S100␤, astrocytes). We did not find any significant difference in the number of astrocytes among the cortical layers, although layer IV showed a reduction in number, as reported by Peters et al. (2008) for the visual cortex in monkeys. In contrast, neuronal densities in the somatosensory barrel cortex of rats exhibited a large laminar variability, as reported in previous studies for other species and brain areas (Ciaroni et al. 1998; DeFelipe et al. 2002; Peters et al. 2008) . The protocol for S100␤ immunoreactivity could result in an uneven staining of astrocytes, a fact supporting the large variability found in this study for the number of astrocytes. Such a drawback could be solved by shaking brain sections when treated with antibodies. However, we were not interested in the exact number of astrocytes, but in the differences in density ratios among the layers. The sizes of neurons were also different among cortical layers (e.g., the small neurons in layer IV may represent stellate cells, whereas FIG. 6 . Cylindrical current source model used to evaluate the inverse current source density (iCSD) method through the simulation study. A: a laminar probe (16 electrodes, 100-m interelectrode distance) was virtually inserted along the centerline of a cylindrical region of interest being perpendicular to the surface of a spherical volume conductor. B: the model for the current source distribution inside a cylindrical region of interest. The control parameters used in this paper were: the cycle length for the sinusoidal CSD distribution, the full width at half-maximum (FWHM) for the Gaussian CSD distribution and the position of the center points for each distribution z o . C: an illustration the procedure to create a distribution of monopolar sources inside a cylindrical region of interest. The cylindrical region of interest was first discretized with step sizes ⌬z, ⌬r, and ⌬ for the depth, radial, and azimuth in the cylindrical coordinate system, respectively. Second, we assumed each differential volume ⌬V ϭ ⌬z⌬r⌬ contains a monopolar source located at its center of gravity.
large pyramidal cells were preferable on layers V and VI). We believe the conductivity profile will depend on dendrite ramification instead of cellular body size; thus the implication of differences in soma size was not discussed in this study. Table 1 summarizes the changes in cell densities across cortical layers.
The myelin immunostaining images revealed large variations in intensity among layers, which was thought to be related to the total density of the myelinated axons (Table 2) . Our results are in agreement with a recent study that reported oligodendrocyte distributions in the neocortices of mice (Tan et al. 2009 ). For wild-type mice, these authors found larger myelinated axons in layer V and the lower parts of layer VI, whereas the amount of myelin in layers I and II/III was significantly small. A drop in the number of myelinated axons in the upper part of layer VI found in this study was also reported by Tan et al. (2009) . Oligodendrocytic density in layer IV was relatively smaller than that in layer V. The magnification (top left) of the myelin fluorescent image and the corresponding 2D intensity map (top right) of the power spectral patterns is shown in Fig. 7B . For this analysis we used the same window used in cell counting. The angular distribution of myelin revealed two preferential directions (Fig. 7B, bottom) , which were verified to correspond with tangential and radial orientations in the cortical surface. Table 3 summarizes the preferences of myelin in the radial and tangential orientations among layers, which corroborates a laminar organization of the somatosensory barrel cortex even for the myelinated axons. High-resolution (ϫ20) epifluorescent staining images (Nissl, S100␤, myelin) used for cell counting and the analysis of myelin orientation preferences. A: the layer-dependent distributions of 3 different cells (neurons, cyan; astrocytes, magenta; oligodendrocytes, green) in the barrel cortex of Wistar rats. At each cortical layer, a square box 120 ϫ 120 m 2 in area (dashed square, top left) was used for neuron and astrocyte counting, as well as for the quantification of the orientation preferences for myelinated axons. B: the method used for the quantification of myelin directionality is illustrated. A magnified image of the myelinated axons in layer V, for a particular square box, is shown on the top left panel. The radial and tangential directions, with respect to the cortical surface, are specified in this image. The power spectral pattern for this particular image, obtained by a 2-dimensional Fourier-based analysis, is revealed in the top right panel. A polar coordinate analysis on the power spectral patterns was used to quantify myelin preferable directions (i.e., the magenta conic segments). The circles indicate low and high spatial frequencies used in the band-pass filter. Eighteen segments, covering the upper semiplane of the spatial frequency domain, were used to calculate the orientation preferences, which are shown in the bottom panel as relative intensity values. The relative intensity value of each segment (blue circles) was calculated as the radial/tangential ratio. In this plotting, the values corresponding to the radial and particular directions are indicated. It can easily be appreciated that the fiber tracks in layer IV of the rat cerebral cortex have preference for these 2 particular directions.
The distribution of vessels inside the barrel cortex of Wistar rats has been previously studied using confocal microscopy and a fluorescent dye injection (Masamoto et al. 2003) . We believe the vessels are separated far enough from each other (Harrison et al. 2002) and ionic mobility is not affected. However, as discussed later such vessel distribution may be influencing the conductivity profile by means of electric current shutting (Ranck Jr 1963) . Figure 8A shows an example of the reconstructed boundaries separating the cortical layers. The root mean square errors obtained after fitting a set of concentric circles to those boundaries were very small (Fig. 8B, Table 4 ). This finding supported our approximation in the next subsection of the cortical layers in the barrel cortices of Wistar rats as concentric spheres. The radii for boundaries separating the cortical layers and the common center of the best-fit concentric spheres for each individual Wistar rat are also reported in Table 4 . To evaluate whether brain fixation and slicing affect the geometry of the cerebral cortex, a 3D reconstruction of the entire barrel cortex of a single rat (Fig. 8C ) was performed by coregistering the individual Nissl epifluorescent images with a stereotaxic atlas (Paxinos and Watson 2007) . Then, we compared the postmortem Nissl epifluorescent volumetric image with the equivalent anatomical reference obtained from the same rat in vivo by a T1-weighted MRI (Fig. 8D) . As noted, the surface of the brain extracted from the Nissl epifluorescent volumetric image was in good agreement with the actual brain surface visualized in the T1-weighted image. Based on the above-cited facts and taking into consideration preliminary findings for the conductivity profile in the cerebral cortex [i.e., from electrophysiology (Hoeltzell and Dykes 1979) , from diffusion tensor imaging ("DTI"; Sekino et al. 2003) , and from fluorescent optic microscopy (Papadopoulos et al. 2005 )], we proposed to model any region of interest in the barrel cortex as a layered anisotropic spherical volume conductor (de Munck 1988) . Having a proper volume conductor model for a small region in the barrel cortex of Wistar rats is an initial mandatory step for the strategy proposed in this study. This volume conductor model is used in the next subsection to represent the electric potentials generated by monopolar current sources inside the barrel cortex, where the radial and tangential conductivity values in the six layers are parameters to be estimated. The theoretical model includes a boundary condition at the interface between the brain tissue and the air (details in APPENDIX A).
Conductivity profile in the barrel cortices of Wistar rats
We used the data from experiment 2 to estimate the conductivity profile in the barrel cortices of five Wistar rats (Table 5 ).
In contrast to the results presented in Hoeltzell and Dykes (1979) , there was not a large interindividual variability in our estimators. We believe the accuracy while determining microelectrode positions and the suitability of the volume conductor model are factors lying behind the large variability found in Hoeltzell and Dykes (1979) (see DISCUSSION) . We performed a statistical t-test for the mean difference, with unpooled variances, to evaluate possible inhomogeneity and anisotropy in the barrel cortex. Surprisingly, there were signs of inhomogeneity and anisotropy in the entire barrel cortex for a P value of 0.05 (Table 6 ). First, there were significant anisotropic characteristics in layers II/III and V. The ratios of mean values between the radial and tangential conductivities were 1.38 and 1.55 for layers II/III and V, respectively. Despite being insignificant (P Ͻ 0.15), the conductivity in layer IV also showed anisotropy, whereas the quite isotropic conductivity was found in layer VI.
These results were in agreement with the myelination ratios for these particular layers (Table 3) . Second, we observed differences in the radial conductivity of layer IV and the tangential conductivities of layers II/III and V, an evidence of interlayer/orientation inhomogeneity.
We evaluated whether there were any mistakes in the methodology used in this study to estimate the conductivity profile in Wistar rats (i.e., the combination probe, the galvanostat, preamplifier, amplifier/signal-processing units, the microelectrode positions, and the optimization block). To that end, we used multilayered spherical agarose phantoms with both inhomogeneous and homogeneous conductivity profiles to evaluate the errors in estimating the conductivity values of layers placed in close proximity (1 mm) with respect to intermicroelectrode distance (200 -500 m). We were able to reconstruct the conductivity profile with a desirable degree of accuracy by using the procedure proposed herein (Table 7B ). For example, assuming the mean of the estimated radial and tangential The mean Ϯ SD value for each cortical layer is shown on the last row.
conductivities as the final conductivity value for each layer, the relative estimation errors were always very small RE ϭ | est Ϫ real |/| real | Յ 0.09. What would the errors in the estimation of the conductivity profile be if we used just a small number of microelectrodes and the wrong volume conductor model? To answer this question, we assumed the volume conductor model was infinite-homogeneous and used it to estimate the conductivity values at radial depths from data only in close proximity. Even in the case of using data for the homogeneous spherical phantom, the estimation errors were very large RE Ӎ 0.55 and depth dependent.
Impact of real conductivity profile on continuous CSD analyses
Our hypothesis is that simple volume conductor models that do not include information about both the geometry and the complex conductivity profile, such as the standard InfH volume conductor model, can generate significant reconstruction errors of the current sources while applying a continuous method for CSD analysis. To test this hypothesis, we applied iCSD and 3DiCSD methods, which are based on the InfH volume conductor model, to three sets of simulated electric potentials. These sets were composed of 11 single realizations (i.e., different z o values) of electric potentials generated by solving the electrophysiological forward problem with the 1) InfH, 2) SphH, and 3) SphIh volume conductor models, respectively (details in METHODS). Large errors in the current source reconstruction from the use of simulated data (3) will indicate that the actual conductivity profile of the barrel cortex is required to improve any CSD analysis. The needs for geometrical considerations of this cortical area will result from large errors in source reconstruction from simulated data (2). The simulated data (1) will help us to determine those estimation errors associated with both the intrinsic ill-posedness of the electrophysiological inverse problem and numerical approximations. Figure 9 shows the examples of current source reconstruction by the iCSD method, where A shows current source density having sinusoidal charge-balanced distribution with center at different depths and cycle length of 0.6 mm, with two cylinder diameters 0.05 mm (left) and 0.5 mm (right); B is the same as in A but with cycle length of 0.8 mm; C is the current source density having Gaussian charge-unbalanced distribution with center at different depths and cycle length of 0.6 mm, with two cylinder diameters 0.05 mm (left) and 0.5 mm (right); and D is the same as in C but with cycle length of 0.8 mm. Table 8 shows the iCSD reconstruction errors for each volume conductor model. Each value in this table was calculated as the mean of RE cyl for 11 realizations with different CSD centers, as illustrated in Fig. 9 for three different values of z o . It is clear from both Fig. 9 and Table 8 that there are no significant effects on the iCSD analysis caused by the misspecification of both the geometry and conductivity profile of the somatosensory barrel cortex. In the particular case of large and charge-unbalanced current sources (Fig. 9D) , we should be careful while interpreting the actual CSD amplitudes if the InfH volume conductor model is used. Figure 10 shows the examples of current source reconstruction by the 3DiCSD method, where A (top) shows current source density having sinusoidal charge-balanced distributions with center at different depths and a 0.2 mm FWHM for the Gaussian term; A (bottom) is the same as in A (top) but with FWHM value of 0.4 mm; B (top) shows current source density having Gaussian charge-unbalanced distributions with center at different depths and a 0.2 mm FWHM; B (bottom) is the same as in B (top) but with FWHM value of 0.4 mm. Table 9 shows the 3DiCSD reconstruction errors for each volume conductor model. Each value in this table was calculated as the mean of RE rec for 11 realizations with different CSD centers, as illustrated in Fig. 10 for two different values of z o . It is clear from Fig. 10 and Table 9 that significant effects on the 3DiCSD The mean Ϯ SD value for each cortical layer is shown in the last row. The symbols ʈ and Ќ stand for radial and tangential orientations in the cortical surface.
analysis would result from misspecification of both the geometry and the conductivity profile of the somatosensory barrel cortex. However, for the sinusoidal balanced-charge distributions, the effects of the conductivity profile seem to be more critical than those introduced by geometrical misspecifications. Also, the reconstruction errors are much larger for chargeunbalanced current source distributions, especially when using the SphIh volume conductor model and the current sources are located close to the boundary separating layers V and VI (Fig.  10B) . When the SphH volume conductor model was used, large distortions in the reconstructed current source appeared for the case of Gaussian distributions, but almost no distortions were observed for the sinusoidal cases (Fig. 10A ).
D I S C U S S I O N
Tissue properties and the conductivity profile
The topics related to cortical conductivity have been discussed in the past from two perspectives: frequency dependence and inhomogeneity/anisotropy. Evaluating dependence of the conductivity with frequency in brain tissue constitutes an authentic challenge and until now there have been more unsolved questions than conclusive judgments. In general, most experimental results support the hypothesis of a neocortex purely conductive for LFP (Table 10 ; Li et al. 1968; Logothetis et al. 2007; Ranck Jr 1963) in the microscopic scale. A similar conclusion was made by Okada et al. (1994) for the cerebellar tissue.
Theoretically, the complex specific impedance of the tissue is related to the complex admittance y() ϭ I()/V() by the following relationship
In pure resistive and capacitive media, the conductivity and the permittivity are real and contain information about the ionic conduction and capacitance in the material, respectively. However, in media with significant dispersions and relaxations, as it could be the case for colloids and emulsions, these physical magnitudes could additionally depend intrinsically on the frequency. To study dispersion and relaxation FIG. 8. The volumetric reconstruction of the rat brain: premortem T1-weighted and postmortem Nissl epifluorescent images. A: the low-resolution Nissl fluorescent image for a particular brain cross section (right hemisphere) showing the laminar structure of the rat cerebral cortex. In this image the sector in the somatosensory cortex corresponding to the barrel field (S1BF) is highlighted in yellow transparency. The boundaries separating each cortical layer were manually segmented (white dots) for each fixed slice. The Nissl fluorescent images were linearly coregistered and aligned to the stereotaxic atlas of the Wistar rats (300 g) (Paxinos and Watson 2007) . Structure contours of this atlas for the left hemisphere are representatively shown in this panel. B: a set of 7 concentric circles were fitted to the layer boundaries (including the pial surface and the gray-white-matter interface) using a constrained nonlinear optimization technique. The common center r ជ c and the set R D with the radius for each boundary were also revealed. C: the volumetric reconstruction of the postmortem Nissl fluorescent image for a particular Wistar rat, with the contour delimiting the cortical surface in a specific brain cross section (blue) highlighted in red. D: T1-weighted images (gray transparencies), used as anatomical reference, were overlapped with the surface (red) extracted from the postmortem Nissl fluorescent volumetric image. In C and D, the images correspond to the same Wistar rat. The precise match between these 2 images indicates to us that no brain deformations occurred during the fixation, slicing, and staining procedures used for histological imaging. processes in tissues, three frequency ranges have been defined: the low frequency (␣), the radiofrequency (␤), and the microwave frequency (␥) data. The frequency range in electrophysiological experiments is always Ͻ10 kHz, i.e., the ␣ range.
To study the dielectric dispersion and relaxation of brain tissues, sinusoidal/pulse electric currents are applied through a pair of injecting electrodes and the voltage responses are recorded by observation electrodes. Normally, the presence of dielectric dispersions in the brain have been evaluated through the comparison of either the absolute value (log-scale) of the complex-specific impedance | z() | ϭ 1/| y() | or the complex admittance phase () ϭ arctan [y()] for specific tissues and that corresponding to a reference solution with no dispersive effects, such as saline solutions (Gabriel et al. 1996; Logothetis et al. 2007 ) and Ringer solution (Okada et al. 1994 ). Interestingly, a study by Gabriel et al. (1996) suggested the presence of large dispersion effects in the brain gray and white matter for the ␣ range. Gabriel et al. (1996) used the two-electrode method, which does not facilitate protection, usually by hardware, again high electrode polarization in the ␣ range (Ͻ0.3 MHz). This situation was corrected in their study by using a calibration procedure with the help of saline solutions at different concentrations. Gabriel et al. (1996) referred to a factor of up to three for the estimated permittivity values Ͻ100 Hz. Logothetis et al. (2007) provided more accurate estimators resulting from the use of the four-electrode method (see DIS-CUSSION below). However, in our opinion, this subject requires a more systematic evaluation in the future.
Based on a diffusion-polarization model, Bédard et al. (2009) recently proposed a theoretical framework to explain the contradictory findings by Gabriel et al. (1996) and Logothetis et al. (2007) about the existence or nonexistence of dispersive effects in brain tissue for the ␣ range. Initially, Bédard et al. (2004 Bédard et al. ( , 2006 suggested that tissue could act as a low-pass filter for electrophysiological recordings, probably as a consequence of the existence of inhomogeneities and dielectric effects originating for dilute solutions of membrane-covered spheres.
Because of the complexity of this issue, we did not examine cortical conductivity for high frequencies in this study, such as those corresponding to the genesis/propagation of spikes. We explored only a particular frequency (500 Hz) in the ␣ range; thus the results presented herein should be carefully used when applied to the analysis of multiunit or single-unit activity. In the near future, we will extend the methodology presented here to estimate the real and imaginary parts of the electrical conductivity in other frequencies of interest to electrophysiologists.
The other issue that is a main focus of this study is whether cortical conductivity is inhomogeneous/anisotropic. For lowfrequency neuronal activity, we found that tangential conductivity is always smaller than radial conductivity in layers II/III, IV, and V. Such anisotropies in layers II/III and IV are in agreement with the reported findings of Hoeltzell and Dykes (1979) on cats, whereas there is a recent report about large isotropy and homogeneity in the macaque visual cortex (Logothetis et al. 2007 ). However, we did not find any correlation between the conductivity profile and the density of cell bodies, for neurons and astrocytes, or for oligodendrocytes. Taking into consideration that the electrical resistance of myelin is much higher than the resistance caused by other types of cells, we expected larger correlations with oligodendrocyte density.
On the other hand, there could be two main factors reasonably determining the net conductivity value ͌ Ќ in the cerebral cortex: the transmembrane conductance of cells and the extracellular space. The former will appear under the assumption that ions can cross the cell membranes and then flow inside the intracellular space to finally escape the cells. In The mean and SD for each layer and orientation are shown in the last two rows. These Values are in mS/cm. NA, not available (i.e., the probe was inserted in rat R2 up to layer V). this case, not only different types of segregate cells (e.g., neurons, astrocytes, microglia) could contributes as resistive elements but cellular structures could contribute as well (e.g., myelin, vessels). The latter will be determined by the electrical and geometrical characteristics of the interstitial space; that is, the conductivity of the extracellular fluid and the proportion of arborization of different cells, i.e., dendrites and axons of neurons, glial processes.
From the results obtained in this study, it is difficult to directly quantify the contributions of these two factors to the cortical conductivity in the barrel cortex. To that end, we need detailed profiles of cells and cellular structures for each cortical layer. As mentioned in RESULTS, the distribution of vessels in the barrel cortex of Wistar rats has been previously characterized (Masamoto et al. 2003) , showing a bimodal inverse U-shape with peaks in layers IV and VI. In the present study, we can have a quantification of myelin and astrocytic processes, but dendrites and unmyelinated axons are missed under the Nissl staining protocol. However, from using previous knowledge about the volume fraction obtained from diffusion measurements in the cerebral cortex of rodents, we could have a qualitative characterization of these cellular components for each layer. By using cation tetramethylammonium (TMA ϩ ) diffusion measurements, Lehmenkühler et al. (1993) found homogeneity in the volume fraction ␣ ϭ e / t for the hindlimb area of the somatosensory cortices of adult Wistar rats, with values ranging between 0.19 and 0.23.
3 Due to the sparse distribution of vessels (Harrison et al. 2002) , their effect on TMA ϩ diffusion is smaller; thus their contribution to ␣ can be neglected. Therefore the volume occupied by intracellular and membrane components can be regarded as
where X neurons stands for intracellular volume of somas, dendrites, and unmyelinated axons of neurons; X myelin and X astrocytes could be 3 The symbols v e and v t stand, respectively, for extracellular and total tissue volumes. The estimated radial and tangential conductivity values using the method proposed in this study. C: The estimated conductivity values for different depths using an infinite-homogeneous volume conductor model and local data. To that end, particular injecting and recording microelectrodes were selected, depending on the proximity to each specified depth. 
The statistical t-test for difference mean (with unspooled variances) was used to examine the inhomogeneity and anisotropy hypothesis in the barrel cortex of Wistar rats. The symbols (ϫ) and (OE) indicate rejected and accepted hypotheses for the P value of 0.05, respectively. assessed directly from myelin and S100␤ staining protocols used herein, whereas X neurons is inferred from the preceding formula. Note that our formula is just a symbolic representation.
Based on our observations, X myelin is quite inhomogeneous along the cortical layers (Table 2 ). These facts indicate that X astrocytes and/or X neurons must also be inhomogeneous along the cortical layers. Then, if transmembrane conductance significantly contributed to the conductivity profile, the local densities of neural/glial cells should be highly correlated with the conductivity value. Despite the fact that the conductance of the myelin surrounding the neuronal axons is much lower than that for other cellular structures (Nicholson 1965 ), we did not find significant correlations between the density of oligodendrocytes and the net conductivity value throughout all cortical layers. Therefore our results suggest that extracellular conductivity can be the main factor in determining net conductivity values and that ions scarcely pass through cellular membranes. However, quantification of the dendrites and unmyelinated axons of neurons is needed to have a conclusive result.
If current passing cellular membranes (and intracellular space) is negligible, the extracellular conductivity would be proportional to ␣/ 2 , where is the tortuosity of extracellular space (Gardner-Medwin 1980). Lehmenkühler et al. (1993) also characterized for the hindlimb area of the somatosensory cortex of adult Wistar rats. In their study, diffusion curves were recorded with the tips of the microelectrodes arranged tangentially to the sutura sagittalis (i.e., to the cortical surface). Both the rise and decay of each TMA ϩ diffusion curve recorded in cortical layers II-VI and in subcortical white matter were well fitted to the diffusion equation. Thus only the tangential component of diffusion coefficients and the tortuosity were obtained, whereas the volume fraction was orientation independent. The authors found the tangential tortuosity homogeneous along cortical layers, with values ranging from 1.51 to 1.65. From these results, we would also expect the tangential component of the cortical conductivity to be homogeneous, which is in agreement with the results obtained for the tangential conductivity profile in the present study (Table 4) .
In our understanding, data about the radial component of tortuosity are not yet available, but the orientation preferences of myelin observed in our study (Table 3) could be used to find a relationship between radial and tangential tortuosity. Surprisingly, we found preferences quite high (1.4-to 1.5-fold) in the radial myelin orientations compared with the tangential ones in layers II/II, IV, and V, whereas higher preference was slightly higher (1.3-fold), found in layer VI. These results are consistent with the estimated conductivity values for each layer. As discussed by Hoelzel and Dykes (1967) , anisotropy in the conductivity values for layers II/III, IV, and V could originate from thalamocortical projections into the cortex, which usually end in either layer IV or the lower part of layer III. These projections run along layers III, IV, V, and VI (Agmon et al. 1993) . A vast number (44%) of corticocortical short pyramidal cells in layer VI extending their axons to adjacent cortical areas in a tangential direction have been found in rat barrel cortices (Zhang and Deschênes 1997) . This result may justify why we have observed isotropy in the myelin orientation preferences for layer VI, even though this layer has a large number of thalamocortical fibers crossing it perpendicularly. Additionally, the large axon arborizations connecting spiny stellate cells in layer IV with the supragranular layer II/III may be another source for anisotropy in these two layers (Lübke et al. 2000) . We speculate that the drop in net conductivity value in layer IV may be caused by stealing currents through vessels (Masamoto et al. 2003) , an effect probably enhanced by the usage, in this study, of a WE along the anal canal of the rat. Because of the presence of a large variety of cells [e.g., inhibitory interneurons (Markram et al. 2004 ), pyramidal cells (Spruston 2008) , and a large amount of glial cells] as well as unmyelinated axons (Schmolke and Sehleicher 1989) , understanding the conductivity profile in layer II/III is slightly complicated.
Methodological aspects: a comparison with previous studies
The standard way to estimate the electrical conductivity of biological tissue is based on the four-electrode method (Schwan 1963). In the four-electrode method, a couple of electrodes are used for current injection, whereas the responding voltage differences are observed simultaneously by the other two electrodes. In principle, the electrodes could be of different types and arrayed in arbitrary locations. The observed electrodes are connected to a preamplifier that has very high input impedance compared with the output impedance of the amplifier used to generate injecting currents. Therefore the measurements obtained by this method do not include any electric double-layer capacitance effects at the electrolyteelectrode interfaces (Geddes 1997) . Additionally, because the electric currents that pass through the observing electrodes are vanishingly small, drops in the voltage differences at the electrodes themselves are negligible. The electrical conductivity can be simply calculated by using the values of the injecting currents and the responding voltage differences in a desirable volume conductor model.
In our opinion, there are three main critical issues related to the four-electrode method as originally proposed: 1) the use of the volume conductor model, 2) the electrode arrays with injecting/observing sites, and 3) the geometrical deformations introduced by electrodes displacements. Henceforth, we will discuss these issues in two relevant studies that used a fourelectrode method to evaluate conductivity profile at a microscopic range in the cerebral cortex (Hoelzel and Dykes 1967; Logothetis et al. 2007 ). Additionally, we will draw attention to how we handled the above-mentioned issues in the present study. Finally, we will use data from the cerebellum (Okada et al. 1994 ) to illustrate why some of these critical issues need to be seriously considered. First of all, let us shortly summarize the most relevant studies performed in the past on cortical conductivity estimation. In our opinion, a pioneer study in this field was done by Hoeltzell and Dykes (1979) 3 decades ago. These authors used the four-electrode method originally proposed by Nicholson and Freeman (1975) to study the conductivity profile in the somatosensory cortices of several cats (Ͼ50). In this particular study, an additional modeling component for the local anisotropies in cortical conductivity was included. Even though the conductivity was estimated for each layer separately, the method used the formula for a homogeneous and infinite medium. These authors used a nonlinear regression technique to calculate conductivity values in a particular direction from a nonlinear relationship with the complete set of injected currents and observed voltage differences. To check inhomogeneity, the electrodes were displaced along the cortical layers. The distance between the sites used for voltage difference observations was small (e.g., 25 and 100 m). The configuration for current injection was monopolar, with a circuit closed through the saline pool. The authors proposed two types of electrodes for current injection: single glass micropipettes and metal plates. The positions of the electrodes were revealed from histological data. This constitutes the first study to report significant inhomogeneity and anisotropy in the cerebral cortices of mammals. However, there was a large variability in the estimated conductivity profile.
Surprisingly, the second relevant study, in our opinion, appeared about 30 yr later (Logothetis et al. 2007 ). These authors evaluated the conductivity profile in the visual cortices of two monkeys for different depths, orientations, and frequencies. They introduced a rigid headstage, an aluminum drive attached to a slide-holder with fixed polyamide-coated glass tubes arranged in parallel. Two-electrode configurations for estimating the tangential and radial conductivity profiles, respectively, were used. For tangential conductivity, four glass tubes, each separated by 3 mm, were inserted perpendicularly to the visual cortex. This array of fixed electrodes was moved to different depths in the cerebral cortex. An electric current was injected between the extreme electrodes of the slide-holder and thus the anode and cathode were always 9 mm apart. The inside electrodes, separated by 3 mm, were used for observing induced voltage differences. For radial conductivity, a commercial seven-electrode drive (Thomas Recording, Giessen, Germany), mechanically and electronically modified, was inserted in the gyral visual cortex. In this case, the electrodes used for current injections were 2.130 mm apart, with the one electrode at a depth of 670 m and the other in the white matter. The sites used for observing voltage differences through the remaining five electrodes (using pair configurations) in the array were changeable. The distance between the observing electrodes, as well as their relative positions along the cortical layer, varied for each data measurement, with a minimum distance of 165 m. Coregistration between electrode positions and the cytoarchitectonic maps in the cerebral cortex was performed by examining the characteristics of multiunit activity under visual stimulation paradigms. In this study, the formula for infinite-homogeneous, but isotropic, media was used to calculate the electrical conductivity in each particular location/direction. These authors reported that conductivity was frequency independent throughout the area, but they found signs of neither inhomogeneity nor anisotropy in the visual cortex of the macaque.
In the present study, we have reproduced in the somatosensory cortices of rats, several findings observed by Hoeltzell and Dykes (1979) in the same cortical region as that of cats. These common findings are the anisotropies in layers II/III and IV. However, the variability in our estimators was smaller, reflecting the better accuracy of the method used. Probably, the same reason lies beneath why we found several dissimilar results. For example, we did not find anisotropy in layer VI, but we could observe direction-dependent inhomogeneities in several cortical layers. Additionally, we were able to estimate the conductivity of layer V of the somatosensory barrel cortex of rats. Therefore we support the results reported by Hoeltzell and Dykes (1979) of an anisotropic neocortex in the mammalian brain but extended their conclusion to also be inhomogeneous. In our opinion, the results reported by Logothetis et al. (2007) for the macaques are not conclusive without a further quantitative analysis. Moreover, their results could reflect interspecies variabilities in tissue organization. Do the above-cited critical issues refer to the underlying difficulties in detecting cortical inhomogeneity/anisotropy by previous methods using the four-electrodes method?
Let us first discuss the effects of the volume conductor model and the electrode arrays. It is known that the fourelectrode method provides an exact estimator of the conductivity value for infinite and purely homogeneous media. However, for inhomogeneous media, the estimators will be biased. For instance, in the particular case of a piecewise homogeneous conductor the estimators will be incorrect if the positions of the electrodes are close to the boundaries separating two consecutive compartments (i.e., layers). This means the estimators will provide a smooth interpolation of the conductivity values weighted by a scale factor proportional to the distance to the boundary. Robillard and Pussart (1979) showed that the distance between the observed electrodes would determine the level of inaccuracy in the estimation of these conductivity jumps. The cortical thicknesses for mammals, including rats and monkeys, vary slightly within the range of 1-4 mm, with an interlayer distance of several hundred of micrometers. Therefore the distance between observed electrodes should be short enough (ϳ200 m) if our focus is the layer dependence of the electrical conductivity profile.
Additionally, the use of an appropriate volume conductor model is very important for improving the accuracy of the estimators. To detect discontinuities in the conductivity values across cortical layers, proper boundary conditions that explicitly introduce such jumps in the conductivity values must be used. Another troubling issue while using intracranial recording/stimulating protocols is the boundary condition at the interface between the brain and the external medium (e.g., air, nonconductive agarose). The effect of this boundary on LFP recordings has been discussed by Pettersen et al. (2006) . In this case, a Neumann boundary condition must be imposed for the electric potentials. The effect of the size of the craniotomy must also be evaluated in future works. The last issue for the volume conductor model-but not any less significant-centers around the geometrical characteristics of the cerebral cortex at a microscopic level. In rodents, the cortical surface tends to be smooth. We have provided evidence in this study supporting the spherical nature of small cortical patches. In our opinion, the local cortical curvature should not be negligible. This issue may be critical for animals with cerebral cortices having many gyri and sulci, e.g., cats, monkeys, and humans.
Accordingly, the use of an infinite homogeneous/isotropic volume conductor model will result in an estimation bias of the conductivity values, determined by the geometrical properties of the cerebral cortex. To illustrate this, we performed a study using agarose spherical phantoms. The errors while estimating the electrical conductivity using an infinite homogeneous volume conductor model were larger than those produced by the actual geometry for the interfaces between compartments and the Neumann condition at the external boundary (Table 7 , phantoms A and B). Also, we found that the errors in estimating the conductivity values using an infinite homogeneous volume conductor become more prominent either close to the electrical conductivity jumps (i.e., the air-agarose interface) or toward the center of the sphere (i.e., the region where the relation between the curvature and the solid angle is more notorious). The use of immunohistological techniques (e.g., cytochrome C, Nissl) provides neuroscientists with practical ways to determine the cytoarchitectonic structure of the cerebral cortex. This structure could be used to define the required boundary conditions and geometrical descriptors useful in establishing a proper volume conductor model. Despite the fact that this strategy is quite invasive, and not recommended for developed mammals, it provides a good research standard for studying rodent brains.
The effect of using a suitable volume conductor model to estimate biological conductivity can be clearly appreciated in Okada et al. (1994) for the cerebellum. To account for the geometrical characteristics of the cerebellum-that is, the granular and molecular organization-these authors used a piecewise homogeneous double-layered cylindrical volume conductor with proper boundary conditions (i.e., jumps in the conductivity values). They were able to detect clear distinctions in the conductivity values between these cerebellar layers (1.5 mS/cm for the granular layer and 2.5 mS/cm for the molecular layer) and such cerebellar inhomogeneity was in agreement with the result obtained by the use of diffusion measurements for the same animal (Rice et al. 1993) .
Finally, let us discuss the effects of the geometrical deformations introduced by electrode displacements. Ultimately, in the previous experiments, four electrodes were used to evaluate inhomogeneity and anisotropy by changing their depths and local distribution. However, moving electrodes can damage the tissue, causing changes in the conductivity itself during the measurements. Bleeding from vessels and cell swelling are just two known factors underlying these changes. Additionally, the geometry of the cerebral cortex can be distorted while moving the electrodes, compromising the relationship between electrode positions and tissue boundaries. These distortions could underlie the large variability in the estimation present in results reported by Hoeltzell and Dykes (1979) .
Our methodology to estimate conductivity overcame the above-cited drawbacks. We used a concentric spherical volume conductor model for the barrel cortices of Wistar rats, taking into account their layer structures and geometry as determined from the Nissl staining protocol. To evaluate the validity of this model, we examined the residual errors originating after the fitting of seven concentric circles to the Nissl staining images. Additionally, we used the homemade combination probe consisting of a laminar 16-channel and a planar 32-channel acute silicon-based probes, whose interelectrode distances were short enough (200 m) to detect layer dependence. The electrodes in the combination probe covered the whole cerebral cortex for a given barrel field, allowing us to estimate the electrical conductivity in all layers without further movements of the probe. The effects of any distortions in the geometry of the cortical surface introduced by the initial insertion of the probe were minimized by allowing enough time for tissue recovery before starting the recordings.
Impact of the actual conductivity profile on contemporary methods for CSD analysis
From the simulation studies performed herein, we found minor effects on the iCSD method due to a misspecification of the actual conductivity profile and geometry, whereas it was proved to have a considerable impact on the 3DiCSD method. iCSD assumes a cylindrical symmetry for the current sources, which constitutes a strong constraint in the CSD estimation. We found this could be a reason explaining why this method was robust to the wrong volume conductor model. However, we found that the accuracy of the iCSD method depended, in tendency, on the cylinder diameter. For charge-unbalanced current source distributions, we found that the larger the cylinder diameter, the smaller the reconstruction errors. This result is in agreement with a finding by Pettersen et al. (2006) about the similarities of the iCSD and the standard CSD (Mitzdorf 1985) methods when the diameter of the cylinder was much larger than the interelectrode distance. Small effects of the inhomogeneity in the conductivity profile on the standard CSD analysis in the cerebellar cortex have already been reported in the past (Okada et al. 1994) .
On the other hand, 3DiCSD analysis is not based on a priori parametric model of the current sources. In this method, in The symbol "c" stands for cycle. In Ranck (1963) , after correcting the 10% pial vessel shutting, the mean values were 2.8 and 3.9 mS/cm, respectively. He performed experiments for both 5 and 5,000 cycles/s. Hoeltzell and Dykes (1963) and Li et al. (1968) estimated the resistivity of the cerebral cortex. In this table, we provided the equivalent ranges for the conductivities. addition to a boundary condition, a general constraint of smoothness for the current sources is used (Łęski et al. 2007 ). We speculated this might be the reason that we observed larger reconstruction errors from the 3DiCSD method than those from the iCSD method. Specifically, large distortions in the current source reconstructions were reported for the particular case of charge-unbalanced current source distributions. Recently, we have found large isolated monopolar current sources in the neocortex of rodents at a mesoscopic level, which constitutes one type of charge-unbalanced current source distribution. For these reasons, we conclude that CSD analysis must be performed with realistic volume conductor models, especially for methods based on nonparametric source models and performed using extended high-resolution 3D multielectrode arrays.
Future directions
The method proposed to measure the conductivity profile may, in the near future, be used routinely in laboratory animals, helping neuroscientists and pharmacologists to find correlations between electrical conductivity and brain diseases. For example, brain electrical conductivity measurements have been applied to detect several brain pathologies, such as spreading depression (Holder 1992 ) and epilepsy (Elazar et al. 1966) . Abnormal neuronal activity in such patients might cause local disruption to ion homeostasis in the brain. Also, recent studies on Alzheimer's disease have shown that dendritic arborization would be affected by the presence of neurofibrillary tangles (Falke et al. 2003) , bringing about an early abnormality in the tissue myelination (Desai et al. 2009 ). These changes in myelin distribution can be detected through analysis of the conductivity profile, either invasively in laboratory animals (e.g., using our methodology) or in practical situations at a clinic in humans, using impedance tomography (Cheney et al. 1999) . 
It is known that Eq. A5 has poor convergence for r Ϸ r s , requiring the high computational cost to calculate it. Therefore some methods to reduce the computation time are necessary. To satisfy this requirement, we apply the combination of the asymptotic approximation and the addition-subtraction method (de Munck 1994; de Munck and Peters 1993) 
Note that R n (r, r s ) is the actual radial Green function and not the approximated one (Eq. A7).
A unified formalism
For computational reasons, we would like to represent the solution to Eq. A2 for the three volume conductor models used in this study in a unified form. Note that in practice the electric potentials are observed in a discrete number of electrodes, with spherical coordinates rជ e ϭ (r e , e , e ). where cos e ϭ cos e cos s ϩ sin e sin s cos ( e Ϫ s ).
• ⌰ ϭ {R D , } for the spherical homogeneous and isotropic (SphH) volume conductor model, where R D ϭ {r d } comprises only the radius of the limiting sphere and represents the conductivity of the sphere.
• ⌰ ϭ {R D , } for the spherical inhomogeneous and anisotropic (SphIh) volume conductor model, where R D ϭ {r k d ; k ϭ 1, . . . , N d } comprises the radii of all boundaries delimiting shells (Table  4 ) and the conductivity profile ϭ { k , Ќ k } comprises the radial and tangential conductivity values for all shells. To estimate the conductivity profile, we used the spherical inhomogeneous and anisotropic volume conductor model (SphIh). In a spherical conductive medium, a potential observed by an electrode positioned at position rជ e , responding to a monopolar current source We applied the trust region method Li 1994, 1996 ; lsqcurvefit MATLAB function) to solve Eq. B4.
