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Given a countable set X (usually taken to be N or Z), an inﬁnite
permutation π of X is a linear ordering ≺π of X , introduced
in Fon-Der-Flaass and Frid (2007) [5]. This paper investigates
the combinatorial complexity of the inﬁnite permutation on N
associated with the well-known and well-studied Thue–Morse
word. A formula for the complexity is established by studying
patterns in subpermutations and the action of the Thue–Morse
morphism on the subpermutations.
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1. Introduction
Permutation complexity of aperiodic words is a relatively new notion of word complexity which
was ﬁrst introduced and studied by Makarov [7] based on ideas of S.V. Avgustinovich (see the ac-
knowledgements in [5]), and is based on the idea of an inﬁnite permutation associated to an aperiodic
word. For an inﬁnite aperiodic word ω, no two shifts of ω are identical. Thus, given a linear order on
the symbols used to compose ω, no two shifts of ω are equal lexicographically. The inﬁnite permuta-
tion associated with ω is the linear order on N induced by the lexicographic order of the shifts of ω.
The permutation complexity of the word ω will be the number of distinct subpermutations of a given
length of the inﬁnite permutation associated with ω.
Inﬁnite permutations associated with inﬁnite aperiodic words over a binary alphabet act fairly
well-behaved, but many of the arguments used for binary words break down when used with words
over more than two symbols. Given a subpermutation of length n of an inﬁnite permutation as-
sociated with a binary word, a portion of length n − 1 of the word can be recovered from the
subpermutation. This is not always the case for subpermutations associated with words over 3 or
E-mail address: s.widmer1@gmail.com.
1 The research presented here was supported by grant No. 090038012 from the Icelandic Research Fund.0196-8858/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2010.08.002
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a binary word over {0,1}, with 0 < 1, it could only correspond to the word 00. On the other hand, if
this permutation is associated with a word over 3 symbols, suppose {0,1,2} with 0 < 1 < 2, then the
permutation could be associated with any of 00, 01, 11, or 12.
For binary words the subpermutations depend on the order on the symbols used to compose ω,
but the permutation complexity does not depend on the order. For words over 3 or more symbols,
not only do the subpermutations depend on the order on the alphabet but so does the permutation
complexity. For example, consider the Fibonacci word
t = 0100101001001010010100100101 . . . ,
deﬁned by iterating the morphism 0 → 01, 1 → 0 on the letter 0, and suppose the 1s are replaced by
alternating a’s and b’s to create the word:
tˆ = 0a00b0a00b00a0b00a0b00a00b0a . . . .
If the symbols in tˆ are ordered 0 < a < b there will be 5 distinct subpermutations of length 3, and if
the symbols are ordered a < 0 < b there will be only 4 distinct subpermutations of length 3.
In view of the notion of an inﬁnite permutation associated to an aperiodic word, it is natural to
compute the permutation complexity of well-known classes of words. In [8], Makarov computes the
permutation complexity of Sturmian words. The goal of this paper is to determine the permutation
complexity of the Thue–Morse word.
The Thue–Morse word, T = 01101001100101101001 . . . , was introduced by Axel Thue in his stud-
ies of repetitions in words [10]. For a more in depth look at further properties, independent discov-
eries, and applications of the Thue–Morse word see [2]. The factor complexity of the Thue–Morse
word was computed independently by two groups in 1989, Brlek [4] and de Luca and Varricchio [6].
Our proof of the permutation complexity of the Thue–Morse word does not use the factor complexity
function.
The permutation complexity of the Thue–Morse word can be found as follows. For any n  2, we
can write n as n = 2a + b, with 0 < b  2a . Using this notation, it will be shown that the formula for
the permutation complexity of T , initially conjectured by M. Makarov, is
τT (n) = 2
(
2a+1 + b − 2).
We give a non-trivial proof of this formula here. The method of this proof relies upon special prop-
erties of the Thue–Morse word and the morphism that generates it. It is currently not clear how to
generalize this method to a wider class of words.
We start with some basic notation and deﬁnitions. Some properties of inﬁnite permutations are
given in Section 2. The inﬁnite permutation associated with the Thue–Morse word, πT , is introduced
in Section 3. Patterns found in the subpermutations of πT are studied in Section 4, while Section 5
investigates when a speciﬁc pattern occurs. The formula for the permutation complexity is established
in Section 6. Low order subpermutations are listed in Appendix A to be used as a base case for
induction arguments.
1.1. Words
A word is a ﬁnite, (right) inﬁnite, or bi-inﬁnite sequence of symbols taken from a ﬁnite non-empty
set, A, called an alphabet. The standard operation on words is concatenation, and is represented by
juxtaposition of letters and words. A ﬁnite word over A is a word of the form u = a1a2 . . .an with
n  0 (if n = 0 we say u is the empty word, denoted ) and each ai ∈ A; the length of the word u
is the number of symbols in the sequence and is denoted by |u| = n. For a ∈ A, let |u|a denote the
number of occurrences of the letter a in the word u. The set of all ﬁnite words over the alphabet A
is denoted by A∗ , and is a free monoid with concatenation of words as the operation.
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the set of all inﬁnite words over A is denoted AN . Given ω ∈ A∗ ∪ AN , any word of the form
u = ωiωi+1 . . .ωi+n−1, with i  0, is called a factor of ω of length n  1. The set of all factors
of a word ω is denoted by F(ω). The set of all factors of length n of ω is denoted Fω(n), and
let ρω(n) = |Fω(n)|. The function ρω : N → N is called the factor complexity function, or subword
complexity function, of ω and it counts the number of factors of length n of ω. For a natural num-
ber i we denote by ω[i] = ωiωi+1ωi+2ωi+3 . . . the i-letter shift of ω. For natural numbers i  j,
ω[i, j] = ωiωi+1ωi+2 . . .ω j denotes the factor of length j − i + 1 starting at position i in ω.
For words u ∈ A∗ and v ∈ A∗ ∪ AN where ω = uv , we call u a preﬁx of ω and v a suﬃx of ω.
A word ω is said to be periodic of period p if for each i ∈N, ωi = ωi+p , and ω is said to be eventually
periodic of period p if there exists an N ∈N so that for each i > N , ωi = ωi+p ; or equivalently, ω has
a periodic suﬃx. A word ω is said to be aperiodic if it is not periodic or eventually periodic.
Let A and B be two ﬁnite alphabets. A map ϕ : A∗ → B∗ so that ϕ(uv) = ϕ(u)ϕ(v) for any
u, v ∈ A∗ is called a morphism of A∗ into B∗ , and ϕ is deﬁned by the image of each letter in A.
A morphism on A is a morphism from A∗ into A∗ , also called an endomorphism of A. A morphism ϕ
is said to be non-erasing if the image of any non-empty word is not empty.
The action of a morphism ϕ on A can naturally be extended from A∗ to AN . For any ω =
ω0ω1ω2 . . . ∈ AN , we deﬁne ϕ(ω) = ϕ(ω0)ϕ(ω1)ϕ(w2) . . . as in the case for words in A∗ . We say
that a word ω is a ﬁxed point of the morphism ϕ if ϕ(ω) = ω. If ϕ is a morphism on A and if
ϕ(a) = au for some a ∈ A and non-empty u ∈ A∗ , ϕ is said to be prolongable on a. If ϕ is a morphism
on A that is prolongable on some a ∈ A, then ϕn(a) is a proper preﬁx of ϕn+1(a) for each n ∈N. The
limit of the sequence {ϕn(a)}n∈N will be the unique inﬁnite word
ω = lim
n→∞ϕ
n(a) = ϕ∞(a) = auϕ(u)ϕ2(u) · · ·
where ω is a ﬁxed point of ϕ , and we say that ω is generated by ϕ .
1.2. Permutations on words
The idea of an inﬁnite permutation that will be here used was introduced in [5]. This paper will
be dealing with permutation complexity of inﬁnite words so the set used in the following deﬁnition
will be N rather than an arbitrary countable set. To deﬁne an inﬁnite permutation π , start with a total
order ≺π on N, together with the usual order < on N. To be more speciﬁc, an inﬁnite permutation
is the ordered triple π = 〈N,≺π ,<〉, where ≺π and < are total orders on N. The notation to be used
here will be π(i) < π( j) rather than i ≺π j.
Given an inﬁnite aperiodic word ω = ω0ω1ω2 . . . on an alphabet A, ﬁx a linear order on A. We
will use the binary alphabet A = {0,1} and use the natural ordering 0 < 1. Once a linear order is
set on the alphabet, we can then deﬁne an order on the natural numbers based on the lexicographic
order of shifts of ω. Considering two shifts of ω with a = b, ω[a] = ωaωa+1ωa+2 . . . and ω[b] =
ωbωb+1ωb+2 . . . , we know that ω[a] = ω[b] since ω is aperiodic. Thus there exists some minimal
number c  0 so that ωa+c = ωb+c and for each 0  i < c we have ωa+i = ωb+i . We call πω the
inﬁnite permutation associated with ω and say that πω(a) < πω(b) if ωa+c < ωb+c , else we say that
πω(b) < πω(a).
For natural numbers a  b consider the factor ω[a,b] = ωaωa+1 . . .ωb of ω of length b − a + 1.
Denote the ﬁnite permutation of {1,2, . . . ,b − a + 1} corresponding to the linear order by πω[a,b].
That is πω[a,b] is the permutation of {1,2, . . . ,b − a + 1} so that for each 0  i, j  (b − a),
πω[a,b](i) < πω[a,b]( j) if and only if πω(a + i) < πω(a + j). Say that p = p0p1 · · · pn is a (ﬁnite)
subpermutation of πω if p = πω[a,a + n] for some a,n  0. For the subpermutation p = πω[a,a + n]
of {1,2, . . . ,n+ 1}, we say the length of p is n + 1.
Denote the set of all subpermutations of πω by Permπω , and for each positive integer n let
Permπω(n) =
{
πω[i, i + n − 1]
∣∣ i  0}
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of ω is deﬁned as the total number of distinct subpermutations of πω of a length n, denoted τω(n) =
|Permπω(n)|.
Example. Let’s consider the well-known Fibonacci word,
t = 0100101001001010010100100101 . . . ,
with the alphabet A = {0,1} ordered as 0 < 1. We can see that t[2] = 001010 . . . is lexicographically
less than t[1] = 100101 . . . , and thus πt(2) < πt(1).
Then for a subpermutation, consider the factor t[3,5] = 010. We see that πt[3,5] = (231) because
in lexicographic order we have πt(5) < πt(3) < πt(4).
2. Some General permutation results
Initially work has been done with inﬁnite binary words (see [3,5,7–9]). Suppose ω = ω0ω1ω2 . . .
is an aperiodic inﬁnite word over the alphabet A = {0,1}. First let’s look at some remarks about
permutations generated by binary words where we use the natural order on A.
Claim 2.1. (See [7].) For an inﬁnite aperiodic word ω over A = {0,1} with the natural ordering we have:
(1) πω(i) < πω(i + 1) if and only if ωi = 0.
(2) πω(i) > πω(i + 1) if and only if ωi = 1.
(3) If ωi = ω j , then πω(i) < πω( j) if and only if πω(i + 1) < πω( j + 1).
Lemma 2.2. (See [7].) Given two inﬁnite binary words u = u0u1 . . . and v = v0v1 . . . with πu[0,n + 1] =
πv [0,n + 1], it follows that u[0,n] = v[0,n].
We do have a trivial upper bound for τω(n) being the number of permutations of length n, which
is n!. Lemma 2.2 directly implies a lower bound for the permutation complexity for a binary aperiodic
word ω, namely the factor complexity of ω. Thus, initial bounds on the permutation complexity can
be seen to be:
ρω(n − 1) τω(n) n!
For a ∈ A = {0,1}, let a¯ denote the complement of a, that is 0¯ = 1 and 1¯ = 0. If u = u1u2u3 . . .
is a word over A, the complement of u is deﬁned to be the word composed of the complement of
the letters in u, that is u¯ = u¯1u¯2u¯3 . . . . Let ω be an inﬁnite aperiodic binary word, we say the set of
factors of ω is closed under complementation if for each u ∈F(ω) then u¯ ∈F(ω). The following lemma
shows an interesting property of the subpermutations of the inﬁnite permutation πω .
Lemma 2.3. Let ω = ω0ω1ω2 · · · be an inﬁnite aperiodic binary word with factors closed under complemen-
tation. If p is a subpermutation of πω of length n, then the subpermutation q deﬁned by qi = n − pi + 1 for
each i, is also a subpermutation of πω of length n.
Proof. Let p be a subpermutation of πω . There is an a ∈ N so that p = πω[a,a + n − 1]. For each
i, j ∈ {0,1, . . . ,n − 1}, if pi < p j then ω[a + i] < ω[a + j] and there is some ﬁnite word ui, j so that
ω[a + i] = ui, j0 . . . , ω[a + j] = ui, j1 . . . .
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Since the set of factors of ω is closed under complementation, v¯ is a factor of ω. There is a b so that
v¯ is a preﬁx of ω[b], and let q = πω[b,b + n− 1]. For each i, j ∈ {0,1, . . . ,n − 1}, if pi < p j
ω[b + i] = u¯i, j1 . . . , ω[b + j] = u¯i, j0 . . .
and thus, qi > q j .
For any i ∈ {0,1, . . . ,n − 1} there are pi − 1 many j so that p j < pi and there are n − pi many j
so that p j > pi . Therefore there are n − pi many j so that q j < qi , so qi = n− pi + 1. 
Deﬁnition. Two permutations p and q of {1,2, . . . ,n} have the same form if for each i = 0,1, . . . ,n−1,
pi < pi+1 if and only if qi < qi+1. For a binary word u of length n − 1, say that p has form u if
pi < pi+1 ⇐⇒ ui = 0
for each i = 0,1, . . . ,n− 2.
3. The Thue–Morse permutation
In this section the action of the Thue–Morse morphism on the subpermutations of πT will be
investigated. This action will induce a well-deﬁned map on the subpermutations of πT and lead to an
initial upper-bound on the permutation complexity of T .
The Thue–Morse word is:
T = 01101001100101101001011001101001 . . . ,
which can be generated by the Thue–Morse morphism:
μT :
{
0 → 01
1 → 10
by iterating on the letter 0. A. Thue [10] proved that T is overlap-free, that is T does not contain a
factor of the form vuvuv for words u and v , with v non-empty. It can readily be veriﬁed that if a is
a natural number then
μT
(
T [a])= T [2a]
since for any letter x ∈ {0,1}, |μT (x)| = 2.
A nice property of the factors of T is that any factor of length 5 or greater contains either 00
or 11. Another interesting property is that for any i ∈ N, T [2i,2i + 1] will be either 01 or 10. Thus
any occurrence of 00 or 11 must be a factor of the form T [2i + 1,2i + 2] for some i ∈ N. Therefore
any factors T [2i,2i + n] and T [2 j + 1,2 j + 1+ n] where n 4 cannot be equal based on the location
of the factors 00 or 11.
Let πT be the inﬁnite permutation associated to the Thue–Morse word T . For notational purposes,
the set of all subpermutations of πT of length n will be denoted as Perm(n).
Let a and n be natural numbers and suppose we want to determine if T [a] < T [a + n]. There
will be some (possibly empty) factor u of T , and suﬃxes x and y of T so that T [a] = uλx and
T [a + n] = uλ¯y, for λ ∈ {0,1}. If |u|  n + 1 we would have Ta+i = Ta+n+i for each i = 0,1, . . . ,n,
and thus T [a,a + n] = T [a + n,a + 2n], and T [a,a + 2n] would violate the fact that T is overlap-free.
Thus |u| n, and if |u| = n we have T [a,a+ n− 1] = T [a+ n,a+ 2n− 1] and T2n = Ta . Therefore the
subpermutation πT [a,a + n] can be determined within the factor T [a,a + 2n] of length 2n + 1. Thus
the trivial bounds for the permutation complexity of the Thue–Morse word T are
ρT (n − 1) τT (n) ρT (2n − 1).
314 S. Widmer / Advances in Applied Mathematics 47 (2011) 309–329Since the factor complexity of the Thue–Morse word is known (see [4,6]) we can ﬁnd all factors of
a given length. Thus for any natural number n, all factors of T of length 2n− 1 can be listed and thus
the set of all subpermutations of πT of length n, Perm(n), can be listed as well. The subpermutations
of {1,2, . . . ,n} have been listed for relatively low n (up to n = 65) and in these cases no more than
two subpermutations of any length were found to have the same form. In other words, for any factor
u of T of length n 64 there are at most two subpermutations of length n+ 1 having form u.
This section will deal with some properties of πT . Something to note about the Thue–Morse mor-
phism is that it is an order preserving morphism, as shown by the following lemma.
Lemma 3.1. For natural numbers a and b, T [a] < T [b] if and only if μT (T [a]) < μT (T [b]).
Proof. If T [a] < T [b], then there exists a ﬁnite factor u of T , and suﬃxes x and y of T so that
T [a] = u0x and T [b] = u1y.
Thus we can see
μT
(
T [a])= μT (u)01μT (x) and μT (T [b])= μT (u)10μT (y)
and therefore μT (T [a]) < μT (T [b]). A similar argument will show T [a] > T [b] ⇒ μT (T [a]) >
μT (T [b]), and thus if μT (T [a]) < μT (T [b]) it follows that T [a] < T [b]. 
Lemma 3.2. If u and v are shifts of T so that for some a and b u = 0T [a] and v = 1T [b], and hence
u < v, μT (u) = 01μT (T [a]), and μT (v) = 10μT (T [b]). Thus 0μT (T [b]) < 01μT (T [a]) < 10μT (T [b]) <
1μT (T [a]).
Proof. The ﬁrst letters in T [a] will be either 01 or 1, thus μT (T [a]) will start with either 0110 or 10,
respectively. The ﬁrst letters in T [b] will be either 10 or 0, thus μT (T [b]) will start with either 1001
or 01, respectively.
Then 0μT (T [b]) will start with 01001 or 001 and 01μT (T [a]) will start with 010110 or 0110.
Thus 001 < 01001 < 010110 < 0110, so
0μT
(
T [b])< 01μT (T [a]).
Then 10μT (T [b]) will start with 101001 or 1001 and 1μT (T [a]) will start with 10110 or 110.
Thus 1001 < 101001 < 10110 < 110, so
10μT
(
T [b])< 1μT (T [a]). 
Let u be a factor of T of length n. There is an a ∈ N so that u = T [a,a + n − 1]. Also recall
that |u|1 is the number of occurrences of the letter 1 in u, and that |u|1 = n − |u|0. Let p = πT [a,
a + n] be a subpermutation of πT with form u. Then μT (u) = T [2a,2a + 2n − 1], and let p′ be the
subpermutation p′ = πT [2a,2a + 2n] with form μT (u). When Lemma 3.2 is used with this notation,
for 0  i, j  n − 1, where Ta+i = 0 and Ta+ j = 1, we have pi < p j and p′2 j+1 < p′2i < p′2 j < p′2i+1.
The following lemma describes the values of p′ in terms of the values of p.
Proposition 3.3. Let u, p, and p′ be as described above. For any i ∈ {0,1, . . . ,n}:
p′2i = pi + |u|1
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p′2i+1 =
⎧⎪⎨
⎪⎩
pi + |u|1 + (n + 1) if pi < pi+1 and pi < pn
pi + |u|1 + n if pi < pi+1 and pi > pn
pi + |u|1 − n if pi > pi+1 and pi < pn
pi + |u|1 − (n + 1) if pi > pi+1 and pi > pn.
Proof. To take care of the p′2i terms, let i ∈ {0,1, . . . ,n}. There will be pi − 1 many j so that pi > p j ,
so there are pi − 1 many j so that p′2i > p′2 j . Clearly, if pi < p j then p′2i < p′2 j . So there are exactly
pi −1 many even j so that p′2i > p′j . There are |u|1 many j so that Ta+ j = 1, so there are |u|1 many j
so that p′2i > p
′
2 j+1 and |u|0 many j so that Ta+ j = 0, so p′2i < p′2 j+1. So there are exactly |u|1 many
odd j so that p′2i > p
′
j . Thus there are exactly pi − 1 + |u|1 many j so that p′2i > p′j , and therefore
p′2i = (pi − 1+ |u|1) + 1 = pi + |u|1.
The p′2i+1 terms will be done in two cases. First when pi < pi+1 and then when pi > pi+1.
Case a: Suppose that pi < pi+1, so Ta+i = 0. For each j = 0,1, . . . ,n we must have p′2i+1 > p′2 j , so
for each even j (there are n + 1 many such j) p′2i+1 > p′j . There are |u|1 many j so that Ta+ j = 1,
so there are |u|1 many j so that p2i+1 > p2 j+1. Thus the only other j where p′2 j+1 can be less than
p′2i+1 are j ∈ {0,1, . . . ,n− 1} where Ta+ j = 0 and pi > p j .
Subcase a.1: If pi < pn then there are pi − 1 many j so that Ta+ j = 0 and pi > p j , and then n −
pi −|u|1 = |u|0− pi many j so that Ta+ j = 0 and pi < p j . Thus there can only be (n+1)+|u|1+ pi −1
many j so that p′2i+1 > p
′
j , and therefore p
′
2i+1 = (n + 1) + |u|1 + pi − 1+ 1 = pi + |u|1 + (n + 1).
Subcase a.2: If pi > pn then there are pi − 2 many j so that Ta+ j = 0 and pi > p j (since Ta+n is
not in u = T [a,a + n − 1]), and then n − (pi − 1) − |u|1 = |u|0 − (pi − 1) many j so that Ta+ j = 0
and pi < p j . Thus there can only be (n + 1) + |u|1 + pi − 2 many j so that p′2i+1 > p′j , and therefore
p′2i+1 = (n + 1) + |u|1 + pi − 2+ 1 = pi + |u|1 + n.
Case b: Suppose that pi > pi+1, so Ta+i = 1. For each j = 0,1, . . . ,n we must have p′2i+1 < p′2 j , so
for each even j (there are n + 1 many such j) p′2i+1 < p′j . There are |u|0 many j so that Ta+ j = 0,
so there are |u|0 many j so that p2i+1 < p2 j+1. Thus the only other j where p′2 j+1 can be less than
p′2i+1 are j ∈ {0,1, . . . ,n− 1} where Ta+ j = 1 and pi > p j .
Subcase b.1: If pi < pn then there are (pi − 1) − |u|0 many j so that Ta+ j = 1 and pi > p j , and
there can only be |u|1 − (pi −1−|u|0)−1 = n− pi many j so that Ta+ j = 1 and pi < p j (since Ta+n is
not in u = T [a,a+n−1]). Thus there can only be (pi −1)−|u|0 = pi −1− (n−|u|1) = pi +|u|1−n−1
many j so that p′2i+1 > p
′
j , and therefore p
′
2i+1 = pi + |u|1 − n − 1+ 1 = pi + |u|1 − n.
Subcase b.2: If pi > pn then there are (pi − 2) − |u|0 many j so that Ta+ j = 1 and pi > p j (since
Ta+n is not in u = T [a,a+n−1]), and there can only be |u|1− (pi −2−|u|0)−1 = (n+1)− pi many j
so that Ta+ j = 1 and pi < p j . Thus there can only be (pi − 2)−|u|0 = pi − 2− (n−|u|1) = pi +|u|1 −
n− 2 many j so that p′2i+1 > p′j , and therefore p′2i+1 = pi + |u|1 −n− 2+ 1= pi + |u|1 − (n+ 1). 
Fix a subpermutation p = πT [a,a + n], and then let p′ = πT [2a,2a + 2n]. So the terms of p′ can
be deﬁned using the method deﬁned in Proposition 3.3. Let q = πT [b,b + n], b = a, be a subpermu-
tation of πT and let q′ = πT [2b,2b + 2n] as in Proposition 3.3. The following lemma concerns the
relationship of p and q to p′ and q′ . Therefore the idea of p′ can be used to deﬁne a map on the
subpermutations of πT , and the map will be well-deﬁned by Proposition 3.3.
Lemma 3.4. p = q if and only if p′ = q′ .
Proof. Supposing that p = q, there are i, j ∈ {0,1, . . . ,n} so that pi < p j and qi > q j . Since the Thue–
Morse morphism is order preserving we have p′2i < p
′
2 j and q
′
2i > q
′
2 j , so p
′ = q′ .
Now to show by contrapositive, suppose that p = q, so pi = qi for each i ∈ {0,1, . . . ,n}. Since
p = q, p and q have the same form, because pi < pi+1 if and only if qi < qi+1, so T [a,a + n − 1] =
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clear that for each j ∈ {0,1, . . . ,2n} we have p′j = q′j , and thus p′ = q′ .
Therefore if p′ = q′ then p = q. 
Corollary 3.5. If p = πT [a,a + n] = πT [b,b + n] for some a = b, then πT [2a,2a + 2n] = πt[2b,2b + 2n].
Thus there is a well-deﬁned function on the subpermutations of πT . Let p = πT [a,a + n], and
deﬁne φ(p) = p′ = πT [2a,2a + 2n] using the formula in Proposition 3.3. Thus we have the map
φ : Perm(n + 1) → Perm(2n + 1)
which is injective by Lemma 3.4. Not all subpermutations of πT will be the image under φ of another
subpermutation.
Let n 5 and a be natural numbers. Then n and a can be either even or odd, and for the subper-
mutation πT [a,a + n], there exist natural numbers b and m so that one of 4 cases hold:
1. πT [a,a + n] = πT [2b,2b + 2m], even starting position with odd length.
2. πT [a,a + n] = πT [2b,2b + 2m − 1], even starting position with even length.
3. πT [a,a + n] = πT [2b + 1,2b + 2m], odd starting position with even length.
4. πT [a,a + n] = πT [2b + 1,2b + 2m + 1], odd starting position with odd length.
Consider two subpermutations of length n > 5, πT [2c,2c + n] and πT [2d + 1,2d + n + 1]. The
subpermutations πT [2c,2c +n] will have form T [2c,2c +n− 1], and πT [2d+ 1,2d+n+ 1] will have
form T [2d+1,2d+n]. Since the length of these factors is at least 5, we know that T [2c,2c+n−1] =
T [2d + 1,2d + n], and thus πT [2c,2c + n] = πT [2d + 1,2d + n + 1] because they do not have the
same form. Thus we can break up the set Perm(n) into two classes of subpermutations, namely the
subpermutations that start at an even position or an odd position. So say that Permev(n) is the set of
subpermutations p of length n so that p = πT [2b,2b + n − 1] for some b, and that Permodd(n) is the
set of subpermutations p of length n so that p = πT [2b + 1,2b + n] for some b. Thus
Perm(n) = Permev(n) ∪ Permodd(n),
where we Permev(n) ∩ Permodd(n) = ∅, so |Perm(n)| = |Permev(n)| + |Permodd(n)|.
Thus for n  3, Permev(2n + 1) is the set of all subpermutations of length 2n + 1 starting at an
even position. So for πT [2a,2a + 2n], we know there is a subpermutation p = πT [a,a + n] so that
φ(p) = p′ = πT [2a,2a + 2n]. Thus the map
φ : Perm(n + 1) → Permev(2n + 1)
is also a surjective map, and is thus a bijection. The next deﬁnition about the restriction of subper-
mutations will be helpful to count the size of the sets Permodd(2n), Permev(2n), and Permodd(2n+ 1).
Deﬁnition. Let p = π [a,a + n] be a subpermutation of the inﬁnite permutation π . The left restriction
of p, denoted by L(p), is the subpermutation of p so that L(p) = π [a,a + n − 1]. The right restric-
tion of p, denoted by R(p), is the subpermutation of p so that R(p) = π [a + 1,a + n]. The middle
restriction of p, denoted by M(p), is the subpermutation of p so that M(p) = R(L(p)) = L(R(p)) =
π [a + 1,a + n − 1].
For each i, there are pi − 1 terms in p that are less than pi and there are n − pi terms that are
greater than pi . Thus consider i ∈ {0,1, . . . ,n − 1} and the values of L(p)i and R(p)i . If p0 < pi+1
there will be pi+1 − 2 terms in R(p) less than R(p)i so we have R(p)i = pi+1 − 1. In a similar sense,
if pn < pi we have L(p)i = pi − 1. If p0 > pi+1 there will be pi+1 − 1 terms in R(p) less than R(p)i
so we have R(p)i = pi+1. In a similar sense, if pn > pi we have L(p)i = pi .
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L(R(p)) correspond to the same subpermutation of p, R(L(p))i < R(L(p)) j if and only if L(R(p))i <
L(R(p)) j . Therefore R(L(p)) = L(R(p)).
It should also be clear that if there are two subpermutations p = πT [a,a+ n] and q = πT [b,b + n]
so that p = q then L(p) = L(q), R(p) = R(q), and M(p) = M(q) since if p = q then pi < p j if and only
if qi < q j .
For p = πT [a,a + n], we can then deﬁne three additional maps by looking at the left, right, and
middle restrictions of φ(p) = p′ . These maps are
φL : Perm(n + 1) → Permev(2n),
φR : Perm(n + 1) → Permodd(2n),
φM : Perm(n + 2) → Permodd(2n + 1)
and are deﬁned by
φL(p) = L
(
φ(p)
)= L(p′),
φR(p) = R
(
φ(p)
)= R(p′),
φM(p) = M
(
φ(p)
)= M(p′).
It can be readily veriﬁed that these three maps are surjective. To see an example of this, consider the
map φL , and let πT [2b,2b+ 2n− 1] be a subpermutation in Permev(2n). Then for the subpermutation
p = πT [b,b+n], φL(p) = L(p′) = πT [2b,2b+2n−1] so φL is surjective. A similar argument will show
that φR and φM are also surjective.
Lemma 3.6. For n 2:
τT (2n) 2
(
τT (n + 1)
)
,
τT (2n + 1) τT (n + 1) + τT (n + 2).
Proof. Let n 2. We have:
∣∣Permev(2n)∣∣ ∣∣Perm(n + 1)∣∣ and ∣∣Permodd(2n)∣∣ ∣∣Perm(n + 1)∣∣,∣∣Permev(2n + 1)∣∣= ∣∣Perm(n + 1)∣∣ and ∣∣Permodd(2n + 1)∣∣ ∣∣Perm(n + 2)∣∣
since φ is a bijection, and the 3 maps φL , φR , and φM are all surjective. Thus we have the following
inequalities:
τT (2n)
∣∣Perm(n + 1)∣∣+ ∣∣Perm(n + 1)∣∣= 2(τT (n + 1)),
τT (2n + 1)
∣∣Perm(n + 1)∣∣+ ∣∣Perm(n + 2)∣∣= τT (n + 1) + τT (n + 2). 
The three maps φL , φR , and φM are not injective maps. To see this, consider the subpermutations
p = πT [5,9] = [23541] and q = πT [23,27] = [13542]. Both of these subpermutations have form
0011. Then applying the maps we see:
φ(p) = [485972613] = [385972614] = φ(q),
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φM(q). So φL , φR , and φM are not injective in general. The next goal is to determine when these
maps are not injective.
4. Type k and complementary pairs
An interesting pattern occurs in some subpermutations of πT . The subpermutations that follow
this pattern are said to be subpermutations of type k which is described in the next deﬁnition. Propo-
sition 3.3 will be used inductively to show the maps φ, φL , φR , and φM preserve subpermutations of
type k. An induction argument with this fact will be used to show that two subpermutations have
the same form if and only if they are a complimentary pair of type k, deﬁned below. A corollary of
this will determine when the maps φL , φR , and φM are bijective.
Deﬁnition. A subpermutation p = πT [a,a + n] is of type k, for k 1, if p can be decomposed as
p = [α1 · · ·αkλ1 · · ·λlβ1 · · ·βk]
where αi = βi + ε for each i = 1,2, . . . ,k and an ε ∈ {−1,1}.
Some examples of subpermutations of type 1, 2, and 3 (resp.) are πT [5,9] = [23541],
πT [20,25] = [254136], and πT [6,12] = [3751264].
Deﬁnition. Suppose that the subpermutation p = πT [a,a + n] is of type k so that for ε ∈ {−1,1},
αi = βi + ε for each i = 1,2, . . . ,k. If there exists a subpermutation q = πT [b,b + n] of type k so that
p and q can be decomposed as:
p = πT [a,a + n] = [α1 · · ·αkλ1 · · ·λlβ1 · · ·βk],
q = πT [b,b + n] = [β1 · · ·βkλ1 · · ·λlα1 · · ·αk]
then p and q are said to be a complementary pair of type k. If p and q are a complementary pair of type
k 0 then p = q.
The subpermutations πT [5,9] = [23541] and πT [23,27] = [13542] are a complementary pair of
type 1. The following subpermutation of type 1 πT [0,3] = [2431] does not have a complementary
pair, since [1432] is not a subpermutation of πT .
The following proposition considers subpermutations of type k, and complementary pairs of type k.
Proposition 4.1. Suppose p = πT [a,a+ n] is of type k and q = πT [b,b + n] is of type k, with k 1, and that
p and q are a complementary pair of type k.
(a) φ(p) is of type 2k− 1, and if k 2 then φL(p) and φR(p) are of type 2k− 2 and φM(p) is of type 2k− 3.
(b) φ(p) and φ(q) are a complementary pair of type 2k − 1.
(c) φL(p) and φL(q) are a complementary pair of type 2k − 2.
(d) φR(p) and φR(q) are a complementary pair of type 2k − 2.
(e) φM(p) and φM(q) are a complementary pair of type 2k − 3.
Proof. Since p and q are a complementary pair of type k they can be decomposed as
p = πT [a,a + n] = [α1 · · ·αkλ1 · · ·λlβ1 · · ·βk],
q = πT [b,b + n] = [β1 · · ·βkλ1 · · ·λlα1 · · ·αk]
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4k + 2l − 1 = 2n + 1.
(a) The ﬁrst thing to show is that φ(p) is of type 2k − 1.
For i ∈ {0,1, . . . ,k− 1} we have pi = pn−(k−1)+i + ε, so by Proposition 3.3: p′2i = p′2(n−(k−1)+i) + ε.
For i ∈ {0,1, . . . ,k − 2}, pi < pi+1 if and only if pn−(k−1)+i < pn−(k−1)+i+1, and pi < pn if and only
if pn−(k−1)+i < pn since pi and pn−(k−1)+i are consecutive values. By Proposition 3.3, for each i ∈
{0,1, . . . ,2k − 2}, p′i = p′2n−2k+2+i + ε, so φ(p) = p′ is of type 2k − 1.
Next, suppose that k 2 so 2k− 1 3, we show that φL(p) = L(p′) and φR(p) = R(p′) are of type
2k − 2 and φM(p) is of type 2k − 3.
Let i ∈ {0,1, . . . ,2k − 3}, and consider φL(p) = L(p′). Since p′i and p′2n−2k+2+i are consecutive val-
ues, p′i < p
′
2n if and only if p
′
2n−2k+2+i < p
′
2n . So if L(p
′)i = p′i then L(p′)2n−2k+2+i = p′2n−2k+2+i , and
if L(p′)i = p′i −1 then L(p′)2n−2k+2+i = p′2n−2k+2+i −1. In either case, L(p′)i = L(p′)2n−2k+2+i +ε, and
φL(p) is of type 2k − 2. A similar argument will show φR(p) is of type 2k − 2 and φM(p) is of type
2k − 3.
(b) From (a), φ(q) = q′ is of type 2k − 1. Since p and q are a complementary pair of type k,
pi = pn−k+1+i + ε = qi + ε = qn−k+1+i for each i ∈ {0,1, . . . ,k − 1}, and pk+i = qk+i for each i ∈
{0,1, . . . , l − 1}. Thus for i ∈ {0,1, . . . ,k − 1}:
p′2i = p′2(n−k+1+i) + ε, p′2i = q′2(n−k+1+i), q′2(n−k+1+i) = q′2i + ε.
For i ∈ {0,1, . . . ,k − 2}:
p′2i+1 = p′2(n−k+1+i)+1 + ε, p′2i+1 = q′2(n−k+1+i)+1, q′2(n−k+1+i)+1 = q′2i+1 + ε.
We know pk−1 = pn + ε = qk−1 + ε = qn , so pk−1 > pn and qk−1 < qn . Thus by Proposition 3.3,
if pk−1 < pk or pk−1 > pk , we have p′2k−1 = q′2k−1. Likewise by Proposition 3.3, since pk+i = qk+i for
each i ∈ {0,1, . . . , l − 1}, p′2(k+i) = q′2(k+i) and p′2(k+i)+1 = q′2(k+i)+1.
Thus we have the required decompositions of φ(p) = p′ and φ(q) = q′ , so p′ and q′ are a comple-
mentary pair of type 2k − 1.
(c) From (b), φ(p) = p′ and φ(q) = q′ are a complementary pair of type 2k− 1. Suppose k 2 and
so 2k − 3  1, and let i ∈ {0,1, . . . ,2k − 3}, then p′i = q′i + ε = p′2n−2k+2+i + ε = q′2n−2k+2+i . Thus p′i
and p′2n−2k+2+i are consecutive values, as are q
′
i and q
′
2n−2k+2+i , so p
′
2n < p
′
i and p
′
2n < p
′
2n−2k+2+i if
and only if q′2n < q′i and q
′
2n < q
′
2n−2k+2+i . If L(p
′)i = p′i − 1 or L(p′)i = p′i , we have L(q′)i = q′i − 1 or
L(q′)i = q′i (resp.), and L(p′)i = L(q′)i + ε = L(p′)2n−2k+2+i + ε = L(q′)2n−2k+2+i .
Now let i ∈ {0,1, . . . ,2l}, so p′2k−1+i = q′2k−1+i . Thus p′2n < p′2k−1+i if and only if q′2n < q′2k−1+i , and
so we have L(p′)2k−1+i = L(q′)2k−1+i .
Then p′2k−2 = q′2k−2 +ε = p′2n +ε = q′2n , so p′2k−2 > p′2n if and only if q′2k−2 < q′2n . If either p′2k−2 <
p′2n or p′2k−2 > p
′
2n , we ﬁnd L(p
′)2k−2 = L(q′)2k−2.
Thus we have the required decompositions of φL(p) = L(p′) and φL(q) = L(q′), so φL(p) and φL(q)
are a complementary pair of type 2k − 2.
Now suppose that k = 1 and so 2k − 1 = 1. Then p′0 = q′0 + ε = p′2n + ε = q′2n as above, we see
L(p′)0 = L(q′)0. Since p′i = q′i for i = 1,2, . . . ,2n− 1, p′2n < p′i if and only if q′2n < q′i so L(p′)i = L(q′)i .
Therefore, if k = 1 then φL(p) = φL(q).
(d) A similar argument from part (c) will show φR(p) and φR(q) are a complementary pair of type
2k − 2.
(e) From (d), φR(p) and φR(q) are a complementary pair of type 2k − 2. A similar argument
from part (c) will show L(φR(p)) = φM(p) and L(φR(q)) = φM(q) are a complementary pair of
type 2k − 3. 
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p and q are a complementary pair of type k, for some k 1.
Proof. First, suppose that p and q are a complementary pair of type k, for some k  1. So there are
decompositions:
p = πT [a,a + n] = [α1 · · ·αkλ1 · · ·λlβ1 · · ·βk],
q = πT [b,b + n] = [β1 · · ·βkλ1 · · ·λlα1 · · ·αk]
so that for ε ∈ {−1,1}, αi = βi + ε for each i ∈ {1,2, . . . ,k}.
Since αi and βi are consecutive values for each i, it follows that αi < αi+1 if and only if βi < βi+1
for each i ∈ {0,1, . . . ,k − 2}. Likewise we can see αk < λ1 if and only if βk < λ1, as well as λl < α1
if and only if λl < β1. So for each i ∈ {0,1, . . . ,k − 1}, pi < pi+1 and pn−k+i < pn−k+i+1 if and only
if qi < qi+1 and qn−k+i < qn−k+i+1. For each i ∈ {0,1, . . . , l − 2}, pk+i = qk+i , so pk+i < pk+i+1 if and
only if qk+i < qk+i+1.
Therefore pi < pi+1 if and only if qi < qi+1 for each i ∈ {0,1, . . . ,n− 1}, so p and q have the same
form.
The subpermutations of lengths 2 through 9 are listed in Appendix A, along with the form of the
subpermutations. It can be seen that distinct subpermutations with the same form are a complemen-
tary pair of type k, for some k  1. To show that distinct subpermutations with the same form are
a complementary pair of type k, for some k  1, an induction argument with Proposition 4.1 will be
used.
Assume that n  9 and that the theorem is true for all subpermutations of length at most n. Let
p′ and q′ be distinct subpermutations of length n+ 1 with the same form, so p′i < pi+1 if and only if
q′i < q
′
i+1 for each i = 0,1, . . . ,n − 1.
Then
p′,q′ ∈ Permev(n + 1) or p′,q′ ∈ Permodd(n + 1).
If, without loss of generality, p′ ∈ Permev(n+ 1) and q′ ∈ Permodd(n+ 1), then p′ = πT [2a,2a+n] and
q′ = πT [2b + 1,2b + n + 1], so T [2a,2a + n − 1] = T [2b + 1,2b + n]. Since n  9, the form of p′ and
q′ will contain either 00 or 11, so there is some c so that T [2a + 2c + 1] has 00 or 11 as a preﬁx.
Then also, T [2b + 1 + 2c + 1] = T [2b + 2c + 2] must have the same preﬁx as T [2a + 2c + 1], but
T [2b+2c+2] will have either μT (0) = 01 or μT (1) = 10 as a preﬁx, which would be a contradiction.
Therefore, either p′,q′ ∈ Permev(n + 1) or p′,q′ ∈ Permodd(n + 1).
Thus one of the 4 following cases must hold:
1. p′,q′ ∈ Permev(n + 1) and n + 1 is odd.
2. p′,q′ ∈ Permev(n + 1) and n + 1 is even.
3. p′,q′ ∈ Permodd(n + 1)and n+ 1 is even.
4. p′,q′ ∈ Permodd(n + 1)and n+ 1 is odd.
Case 1: Suppose p′,q′ ∈ Permev(n + 1) and n + 1 = 2m + 1, so there are numbers a and b so that
p′ = πT [2a,2a+2m] and q′ = πT [2b,2b+2m], and for p = πT [a,a+m] and q = πT [b,b+m] we have
p′ = φ(p) and q′ = φ(q). We see p and q not having the same form would imply p′ and q′ do not
have the same form, so p and q have the same form. If p = q then p′ = q′ , by Lemma 3.4, thus p = q.
By the induction hypothesis, p and q are a complementary pair of type k, for some k  1. There-
fore, by Proposition 4.1, φ(p) = p′ and φ(q) = q′ are a complementary pair of type 2k − 1 1.
Case 2: Suppose p′,q′ ∈ Permev(n + 1) and n + 1 = 2m, so there are numbers a and b so that
p′ = πT [2a,2a+ 2m− 1] and q′ = πT [2b,2b+ 2m− 1], and for p = πT [a,a+m] and q = πT [b,b+m]
we have p′ = φL(p) and q′ = φL(q).
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so T [2a,2a + 2m − 1] = T [2b,2b + 2m − 1]. If p and q do not have the same form then T [2a,
2a + 2m − 1] = T [2b,2b + 2m − 1], so p and q have the same form. If p = q then φ(p) = φ(q),
by Lemma 3.4, and p′ = L(φ(p)) = L(φ(q)) = q′ , thus p = q.
By the induction hypothesis, p and q are a complementary pair of type k, for some k 1. If k = 1,
then φL(p) and φ(q)L are a complementary pair of type 2k− 2 = 0 and p′ = q′ , thus k 2. Therefore,
by Proposition 4.1, φL(p) = p′ and φL(q) = q′ are a complementary pair of type 2k − 2 2.
Case 3: Suppose p′,q′ ∈ Permodd(n+ 1) and n+ 1 = 2m, so there are numbers a and b so that p′ =
πT [2a+ 1,2a+ 2m] and q′ = πT [2b+ 1,2b+ 2m]. Since p′ and q′ have the same form, T2a+1 = T2b+1
which implies T2a = T2b , so T [2a,2a+ 2m− 1] = T [2b,2b + 2m− 1]. Then following the argument in
Case 2 we can see p′ and q′ are a complementary pair of type k 2.
Case 4: Suppose p′,q′ ∈ Permodd(n + 1) and n + 1 = 2m + 1, so there are numbers a and b so
that p′ = πT [2a + 1,2a + 2m + 1] and q′ = πT [2b + 1,2b + 2m + 1]. As in Case 2 we see T2a+2m+1 =
T2b+2m+1 and as in Case 3 we see T2a = T2b , so T [2a,2a+2m+1] = T [2b,2b+2m+1]. Then following
the argument in Case 2 we can see p′ and q′ are a complementary pair of type k 1.
Therefore subpermutations p and q have the same form if and only if p and q are a complementary
pair of type k, for some k 1. 
There are a number of useful corollaries of Theorem 4.2. These corollaries give the number of
subpermutations that can have the same form and show when the maps φL , φR , and φM are not
injective.
Corollary 4.3. For a subpermutation p of πT , there can be at most one subpermutation q of πT so that p and
q are a complementary pair.
Proof. Assume that p is a subpermutation of πT so that p and q are a complementary pair of type s,
and p and r are a complementary pair of type t . Moreover, s = t , and thus q = r. Then there are
decompositions:
p = πT [a,a + n] = [α1 · · ·αsλ1 · · ·λxβ1 · · ·βs],
q = πT [b,b + n] = [β1 · · ·βsλ1 · · ·λxα1 · · ·αs]
so that for εs ∈ {−1,1}, αi = βi + εs for each i = 1,2, . . . , s, and
p = πT [a,a + n] =
[
α′1 · · ·α′tλ′1 · · ·λ′yβ ′1 · · ·β ′t
]
,
r = πT [c, c + n] =
[
β ′1 · · ·β ′tλ′1 · · ·λ′yα′1 · · ·α′t
]
so that for εt ∈ {−1,1}, α′i = β ′i + εt for each i = 1,2, . . . , t .
Since p and q are a complementary pair they have the same form, as do p and r. Thus q and r are
distinct subpermutations with the same form, so by Theorem 4.2 q and r are a complementary pair
of type k, for some k.
If β1 = β ′1 then pn−s+1 = pn−t+1, but since s = t this cannot happen. Thus β1 = β ′1 and εs = εt , so
εs = −εt . Hence
α1 = β1 + εs ⇒ β1 = α1 − εs,
α′1 = β ′1 + εt ⇒ β ′1 = α′1 − εt ⇒ β ′1 = α1 + εs.
Therefore q0 = r0 ± 1, and q and r are not a complementary pair, contradicting the assumption. 
The next corollary follows directly from Theorem 4.2 and Corollary 4.3.
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The next corollary shows when the maps φL(p), φR(p), and φM(p) are not injective.
Corollary 4.5. For subpermutations p = πT [a,a + n] and q = πT [b,b + n], where p = q:
(a) φL(p) = φL(q) if and only if p and q are a complementary pair of type 1.
(b) φR(p) = φR(q) if and only if p and q are a complementary pair of type 1.
(c) φM(p) = φM(q) if and only if p and q are a complementary pair of type 1.
Proof. It should be clear for all three cases that if p and q are a complementary pair of type 1 then
φL(p) = φL(q), φR(p) = φR(q), φM(p) = φM(q)
by Proposition 4.1. For the following three cases, let p = πT [a,a+n] and q = πT [b,b+n] and p = q.
(a) Suppose φL(p) = φL(q). As in Theorem 4.2 we can see T [2a,2a + 2n − 1] = T [2b,2b + 2n − 1],
and p and q have the same form. By Theorem 4.2, p and q are a complementary pair of type k 1. If
k > 1, then φL(p) and φL(q) are a complementary pair of type 2k− 2 > 1, so φL(p) = φL(q). Therefore
p and q are a complementary pair of type 1.
(b), (c) Suppose either φR(p) = φR(q) or φM(p) = φM(q). In either case, as in Theorem 4.2, we can
see T [2a,2a + 2n − 1] = T [2b,2b + 2n − 1], and p and q have the same form. By the same argument
in Case (a), we see p and q are a complementary pair of type 1. 
So when there are complementary pairs of type 1, the maps φL , φR , and φM are not injective, and
thus not bijective. In cases where there are no complementary pairs of type 1 the maps φL , φR , and
φM are injective and the inequalities in Lemma 3.6 become equalities. So we need to know when
complementary pairs of type 1 will occur, and how many complementary pairs exist.
5. Type 1 pairs
This section investigates when complementary pairs of type 1 arise and the number of pairs that
occur. To show when the maps φL , φR , and φM are bijections we need to consider when complemen-
tary pairs of type 1 occur. The following lemma shows when there are complementary pairs of type
k, for each k 0. An induction argument will be used with Proposition 4.1 and Theorem 4.2 to show
that all complementary pairs of a given length are of same type.
Proposition 5.1. Let n > 4 be a natural number and let p and q be subpermutations of πT of length n+1with
the same form. There exist r and c so that n = 2r + c, where 0 c < 2r .
(a) If 0 c < 2r−1 + 1, then either p = q or p and q are a complementary pair of type c + 1.
(b) If 2r−1 + 1 c < 2r , then p = q.
Proof. By looking at the subpermutations in Appendix A it can be readily veriﬁed that the lemma is
true for r = 2 and c = 0,1,2,3, so for n = 4,5,6,7. This will be proved using an induction argument
on r with Proposition 4.1 and Theorem 4.2.
Suppose that r > 2 and that the statement of the lemma is true when n < 2r . It will be shown
that it is true for all n = 2r + c where 0  c < 2r . Let p′ = πT [a,a + n] and q′ = πT [b,b + n] be
subpermutations of πT of length n + 1 with the same form. As in the proof of Theorem 4.2, if p′ ∈
Permev(n + 1) and q′ ∈ Permodd(n + 1), then p′ and q′ cannot have the same form so either p′,q′ ∈
Permev(n + 1) or p′,q′ ∈ Permodd(n + 1).
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p′ = q′ . By Theorem 4.2, p′ and q′ are a complementary pair. So there will be four cases to consider,
when p′,q′ ∈ Permev(n + 1) or when p′,q′ ∈ Permodd(n + 1) and when n+ 1 is even or odd.
In any of these 4 cases there are subpermutations, p and q, so that p′ and q′ are the image of p
and q (resp.) under one of φ, φM , φL , or φR . In any of these cases p and q have the same form and
p = q, so p and q are a complementary pair.
Case a.1: Suppose p′ = φ(p) and q′ = φ(q), so p′,q′ ∈ Permev(n+ 1), and n+ 1 is odd so c is even.
Thus there is a d so that c = 2d, with 0 d < 2r−2 +1, so that p and q are subpermutations of length
2r−1 + d + 1. By the induction hypothesis, p and q are a complementary pair of type d + 1 and, by
Proposition 4.1, φ(p) = p′ and φ(q) = q′ are a complementary pair of type 2(d + 1) − 1 = 2d + 1 =
c + 1.
Case a.2: Suppose p′ = φM(p) and q′ = φM(q), so p′,q′ ∈ Permodd(n + 1), and n + 1 is odd so c is
even. Thus there is a d so that c = 2d, with 0  d < 2r−2 + 1, so that p and q are subpermutations
of length 2r−1 + d + 2. By the induction hypothesis, p and q are a complementary pair of type d + 2,
and by Proposition 4.1, φM(p) = p′ and φM(q) = q′ are a complementary pair of type 2(d + 2) − 3 =
2d + 1 = c + 1.
Case a.3: Suppose either p′ = φL(p) and q′ = φL(q) or p′ = φR(p) and q′ = φR(q), so either p′,q′ ∈
Permev(n+ 1) or p′,q′ ∈ Permodd(n+ 1) (resp.), and n+ 1 is even so c is odd. In either case, there is a
d so that c = 2d+1, with 0 d < 2r−2+1, so that p and q are subpermutations of length 2r−1+d+2.
By the induction hypothesis, p and q are a complementary pair of type d+ 2, and by Proposition 4.1,
p′ and q′ are a complementary pair of type 2(d + 2) − 2= 2d + 2 = c + 1 in either case.
(b) Suppose n = 2r + c with 2r−1 + 1  c < 2r . There will again be four cases to consider, when
p′,q′ ∈ Permev(n + 1) or when p′,q′ ∈ Permodd(n + 1) and when n + 1 is even or odd.
In any of these 4 cases there are subpermutations, p and q, so that p′ and q′ are the image of p
and q (resp.) under one of either φ, φM , φL , or φR . We ﬁnd, as in Case (a), that p and q have the
same form. For most values of c, the proof will be similar to Case (a), but there are some extra details
to point out when c = 2r − 2 and c = 2r − 1.
Case b.1: Suppose 2r−1 + 1 c < 2r − 2. There is a d, with 2r−2 + 1 d < 2r−1 − 1 so that
• If p′ = φ(p) and q′ = φ(q), p and q have length 2r−1 + d + 1.
• If p′ = φM(p) and q′ = φM(q), p and q have length 2r−1 + d + 2.
• If p′ = φL(p) and q′ = φL(q), p and q have length 2r−1 + d + 2.
• If p′ = φR(p) and q′ = φR(q), p and q have length 2r−1 + d + 2.
In any of these cases, by the induction hypothesis p = q, so p′ = q′ .
Case b.2: Suppose c = 2r − 2 or c = 2r − 1, so n = 2r+1 − 2 or n = 2r+1 − 1 (resp.). If p′ = φ(p) and
q′ = φ(q) then p and q have length 2r , and by the induction hypothesis p = q so p′ = q′ .
If p′ and q′ are the image of p and q under one of φM , φL , or φR then p and q have length 2r + 1.
In any of these cases, by the induction hypothesis, p and q are a complementary pair of type 1 and
thus, by Corollary 4.5, p′ = q′ .
Therefore the lemma is true when n = 2r + c with 0 c < 2r , and therefore for all n. 
Thus, only subpermutations of length 2r + 1 can be a complementary pair of type 1, and we have
the following corollary.
Corollary 5.2. If n = 2r , for r  1, then for any subpermutations p = πT [a,a + n] and q = πT [b,b + n]
(a) φL(p) = φL(q) if and only if p = q.
(b) φR(p) = φR(q) if and only if p = q.
(c) φM(p) = φM(q) if and only if p = q.
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φL(p) = φL(q), φR(p) = φR(q), φM(p) = φM(q).
Suppose φL(p) = φL(q). If p = q, by Corollary 4.5, p and q are a complementary pair of type 1. By
Proposition 5.1, p and q are not a complementary pair of type 1, therefore p = q.
A similar argument will show if φR(p) = φR(q) then p = q, and if φM(p) = φM(q) then p = q. 
We now consider the number of factors u of T of length 2r that have two subpermutations which
form a complementary pair of type 1.
Lemma 5.3. Let n = 2r or 2r + 1, with r  2. Then there are exactly 2r factors u of T of length n so that there
exist subpermutations p = πT [a,a + n] and q = πT [b,b + n] with form u and p = q.
Proof. It can be readily veriﬁed by looking at the subpermutations in Appendix A that the lemma is
true for r = 2. So there are 4 factors u of T of length 4 with two distinct subpermutations of length 5
with form u, and there are 4 factors v of T of length 5 with two distinct subpermutations of length
6 with form v .
By knowing how many factors of T of length 4 and 5 have two distinct subpermutations with their
form, we will use induction to calculate how many factors of length 2r or 2r + 1 have two distinct
subpermutations with their form. Suppose r  2 and that the lemma is true for r. We now show the
lemma is true for r + 1.
Let Γ be the set of factors of length 2r , |Γ | = 2r , so that for u ∈ Γ there are subpermutations p
and q with form u so that p = q, hence, by Proposition 5.1, p and q are a complementary pair of
type 1. Let Γ ′ be the set of factors of length 2r+1 so that if u ∈ Γ ′ then there exist subpermutations
p and q with form u so that p = q.
In a similar fashion, let  be the set of factors of length 2r + 1, || = 2r , so that for v ∈  there
are subpermutations p and q with form v so that p = q, hence, by Proposition 5.1, p and q are a
complementary pair of type 2. Let ′ be the set of factors of length 2r+1 + 1 so that if v ∈ ′ then
there exist subpermutations p and q with form v so that p = q.
Any factor in Γ ′ will either start in an even position or an odd position, call these sets of factors
Γ ′ev and Γ ′odd and hence Γ
′ = Γ ′ev ∪ Γ ′odd , and Γ ′ev ∩ Γ ′odd = ∅ since the factors are of length 2r+1  8,
for any factors s ∈ Γ ′ev and t ∈ Γ ′odd , s = t . Thus |Γ ′| = |Γ ′ev| + |Γ ′odd|. Likewise, for ′ we have a de-
composition ′ = ′ev ∪ ′odd where |′| = |′ev| + |′odd|.
If u ∈ Γ there are subpermutations p and q of πT of length 2r + 1, so that p and q have form u
and p and q are a complementary pair of type 1. Thus φ(p) and φ(q) are a complementary pair of
type 1, and they both have form μT (u). Therefore for each u ∈ Γ , μT (u) ∈ Γ ′ev . Hence |Γ ′ev| |Γ |.
If u /∈ Γ , any subpermutations of πT with form u will be equal. For any subpermutations p′ and
q′ with form μT (u), there are subpermutations p and q so that φ(p) = p′ and φ(q) = q′ where p and
q have form u. So p = q and thus p′ = q′ . So any two subpermutations with form μT (u) are equal, so
μT (u) /∈ Γ ′ev , and |Γ ′ev| |Γ |.
If u = T [a,a + 2r] ∈ , there are subpermutations p and q of πT of length 2r + 2, so that p and q
have form u and p and q are a complementary pair of type 2. Thus
• φM(p) and φM(q) are a complementary pair of type 1 with form x.
• φL(p) and φL(q) are a complementary pair of type 2 with form y.
• φR(p) and φR(q) are a complementary pair of type 2 with form z.
Therefore for each u ∈ , there are factors x, y, and z so that x ∈ Γ ′odd , y ∈ ′ev , and z ∈ ′odd . Hence|Γ ′odd|, |′ev|, and |′odd| ||.
If u = T [a,a + 2r] /∈ , any subpermutations of πT with form u will be equal. Let x = T [2a + 1,
2a + 2r+1], y = T [2a,2a + 2r+1], and z = T [2a + 1,2a + 2r+1 + 1]. For any subpermutations p′ and q′
with the same form v , where v ∈ {x, y, z}, there will be subpermutation p and q with form u so that
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• If v = y, p′ = φL(p) and q′ = φL(q).
• If v = z, p′ = φR(p) and q′ = φR(q).
In any of the above cases, p′ = q′ and x /∈ Γ ′odd , y /∈ ′ev , and z /∈ ′odd . Hence |Γ ′odd|, |′ev|, and |′odd|||.
Thus |Γ ′ev| = |Γ |, |Γ ′odd| = ||, |′ev| = ||, and |′odd| = ||. Therefore∣∣Γ ′∣∣= ∣∣Γ ′ev∣∣+ ∣∣Γ ′odd∣∣= |Γ | + || = 2r + 2r = 2r+1,∣∣′∣∣= ∣∣′ev∣∣+ ∣∣′odd∣∣= || + || = 2r + 2r = 2r+1. 
Now we know when there are complementary pairs of type 1, and how many pairs of type 1 exist
in each case.
6. Permutation complexity of T
We are now ready to give a recursive deﬁnition for the permutation complexity of T . To show this
we consider when the maps φ, φL , φR , and φM are bijective. After the recursive deﬁnition is given, it
will be shown that the recursive deﬁnition yields a formula for the permutation complexity.
Proposition 6.1. Let n ∈N. When 2n + 1 = 2r − 1, for some r  3:
τT (2n + 1) = τT (n + 1) + τT (n + 2) − 2r−1.
When 2n = 2r , for some r  3:
τT (2n) = 2
(
τT (n + 1) − 2r−1
)
.
For all other n 3:
τT (2n) = 2
(
τT (n + 1)
)
,
τT (2n + 1) = τT (n + 1) + τT (n + 2).
Proof. For any n,
τT (n) =
∣∣Perm(n)∣∣= ∣∣Permev(n)∣∣+ ∣∣Permodd(n)∣∣.
This proof will be done in three cases. The ﬁrst is when 2n+ 1= 2r − 1 for some r  3, the second is
when 2n = 2r for some r  3, and the third for all other n.
Case 2n + 1 = 2r − 1: It can be readily veriﬁed by looking at the subpermutations in Appendix
A that the proposition is true for r = 3. Suppose r  3 and the lemma is true for r. We show that
the lemma is true for r + 1. Since the map φ : Perm(n + 1) → Permev(2n + 1) is a bijection, the size
of Perm(n+1) is the same as the size of Permev(2n+1). Therefore |Permev(2n+1)| = |Perm(n+1)| =
τT (n + 1).
Then the map φM : Perm(n + 2) → Permodd(2n + 1) is a surjective map, but it is not injective be-
cause n + 2 = 2r + 1. So there are 2r factors u of length 2r with a complementary pair of type 1
by Proposition 5.1 and Lemma 5.3. Thus there are exactly 2r complementary pairs of type 1 in
Perm(n + 2). So 2r+1 subpermutations in Perm(n + 2) will be mapped to 2r subpermutations in
Permodd(2n + 1) under φM . The other Perm(n + 2) − 2r+1 subpermutations in Perm(n + 2) are pair-
wise distinct and not complementary pairs, and thus will be pairwise distinct under φM . Hence
|Permodd(2n + 1)| = (|Perm(n + 2)| − 2r+1) + 2r = τT (n + 2) − 2r .
Therefore τT (n) = τT (n + 1) + τT (n + 2) − 2r .
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the proposition is true for r = 3. Suppose r  3 and the lemma is true for r, and we show that the
lemma is true for r + 1.
The map φL : Perm(n+ 1) → Permev(2n) is a surjective map, but it is not injective because n+ 1 =
2r + 1. So there are 2r factors u of length 2r with a complementary pair of type 1 by Proposition 5.1
and Lemma 5.3. Thus there are exactly 2r complementary pairs of type 1 in Perm(n + 1). So 2r+1
subpermutations in Perm(n+ 1) will be mapped to 2r subpermutations in Permev(2n) under φM . The
other Perm(n+1)−2r+1 subpermutations in Perm(n+1) are pairwise distinct and not complementary
pairs, and thus will be pairwise distinct under φL . Hence |Permev(2n)| = (|Perm(n+ 1)| − 2r+1)+ 2r =
|Perm(n + 1)| − 2r .
The map φR : Perm(n+1) → Permodd(2n) is a surjective map, but it is not injective because n+1 =
2r + 1. By a similar argument to above we can see that |Permodd(2n)| = |Perm(n + 1)| − 2r .
Therefore τT (n) = (|Perm(n + 1)| − 2r) + (|Perm(n + 1)| − 2r) = 2(τT (n + 1) − 2r).
Case n  3: It can be readily veriﬁed by looking at the subpermutations in Appendix A that the
proposition is true for n = 3. Suppose n 3 and the lemma is true for n, and we show that the lemma
is true for n + 1. Since 2(n + 1) + 1,2(n + 1) /∈ {2r − 1,2r | r  2} for any r, we have n + 2,n + 3 /∈
{2r + 1 | r  2}. So for 2(n + 1) and 2(n + 1) + 1 we know that the maps
φ : Perm(n + 2) → Permev
(
2(n + 1) + 1),
φL : Perm(n + 2) → Permev
(
2(n + 1)),
φR : Perm(n + 2) → Permodd
(
2(n + 1)),
φM : Perm(n + 3) → Permodd
(
2(n + 1) + 1)
are all bijections. Therefore:
∣∣Permev(2(n + 1) + 1)∣∣= ∣∣Perm(n + 2)∣∣= τT (n + 2),∣∣Permev(2(n + 1))∣∣= ∣∣Perm(n + 2)∣∣= τT (n + 2),∣∣Permodd(2(n + 1))∣∣= ∣∣Perm(n + 2)∣∣= τT (n + 2),∣∣Permodd(2(n + 1) + 1)∣∣= ∣∣Perm(n + 3)∣∣= τT (n + 3).
So:
τT
(
2(n + 1))= ∣∣Permev(2(n + 1))∣∣+ ∣∣Permodd(2(n + 1))∣∣= 2(τT (n + 2)),
τT
(
2(n + 1) + 1)= ∣∣Permev(2(n + 1) + 1)∣∣+ ∣∣Permodd(2(n + 1) + 1)∣∣
= τT (n + 2) + τT (n + 3). 
Theorem 6.2. For any n 6, where n = 2a + b with 0 < b 2a,
τT (n) = 2
(
2a+1 + b − 2).
Proof. The proof will be done by induction on n. The above formula can be readily veriﬁed by looking
at the subpermutations listed in Appendix A for n 9. Suppose the theorem is true for all values less
than or equal to 2n.
Case 2n+1 = 2a−1: Suppose 2n+1 = 2a−1. If 2n+1 = 2a−1 = 2a−1+2a−1−1, then n = 2a−1−1,
so n + 1 = 2a−1 = 2a−2 + 2a−2 and n + 2 = 2a−1 + 1. Thus:
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(
2a−2+1 + 2a−2 − 2)= 2(2a−1 + 2a−2 − 2)= 2(3(2a−2)− 2),
τT (n + 2) = 2
(
2a−1+1 + 1− 2)= 2(2a − 1).
From Proposition 6.1:
τT (2n + 1) = 2
(
3
(
2a−2
)− 2)+ 2(2a − 1)− 2a−1 = 2(3(2a−2)− 2+ 2a − 1− 2a−2)
= 2(2(2a−2)+ 2a − 3)= 2(2a + (2a−1 − 1)− 2).
Case 2n + 2 = 2(n + 1) = 2a: Suppose 2n + 2 = 2(n + 1) = 2a = 2a−1 + 2a−1:
τT
(
2(n + 1))= 2(2(2a − 1)− 2a−1)= 2(2a+1 − 2a−1 − 2)= 2(3(2a−1)− 2)
= 2(2(2a−1)+ 2a−1 − 2)= 2(2a + 2a−1 − 2).
Case else: Suppose 2n + 1 = 2a + b, 2n + 2 = 2(n + 1) = 2a + b + 1, and 0 < b < 2a − 1. Since
2n+ 1 = 2a +b is odd, b is odd. So n = 2a−1 + b−12 , n+ 1 = 2a−1 + b+12 , and n+ 2 = 2a−1 + b+32 . Thus:
τT (n + 1) = 2
(
2a + b + 1
2
− 2
)
,
τT (n + 2) = 2
(
2a + b + 3
2
− 2
)
.
From Proposition 6.1:
τT (2n + 1) = 2
(
2a + b + 1
2
− 2
)
+ 2
(
2a + b + 3
2
− 2
)
= 2
(
2a + 2a + b + 1
2
+ b + 3
2
− 2− 2
)
= 2
(
2a+1 + 2b + 4
2
− 4
)
= 2(2a+1 + b − 2),
τT
(
2(n + 1))= 2
(
2
(
2a + b + 3
2
− 2
))
= 2(2a+1 + b + 3− 4)
= 2(2a+1 + (b + 1) − 2).
Therefore, for all n 6, where n = 2a + b with 0 < b  2a , τT (n) = 2(2a+1 + b − 2) 
7. Conclusion
There seem to be some natural ways to continue this research. For the binary doubling map δ, de-
ﬁned as δ(0) = 00 and δ(1) = 11, it has been shown that T and δ(T ) have the same factor complexity
[1]. One natural question is, do T and δ(T ) have the same permutation complexity? The answer is no.
As can be seen in Appendix A, τT (5) = 14 but τδ(T )(5) = 16. With T , there are at most two distinct
subpermutations that have the same form, but with δ(T ) there are cases where three subpermuta-
tions have the same form. One open question is, what is the permutation complexity of δ(T )?
This paper also investigates the action of the μT on the subpermutations of πT . Since μT is an
order preserving map, we know that if there are distinct subpermutations πT [a,a+n] and πT [b,b+n]
then πT [2a,2a + 2n] = πT [2b,2b + 2n]. This seems to be true in general for binary words that are
ﬁxed points of morphisms by using a similar argument from Lemma 3.4, but the converse is not
true in general. Another open question is to investigate properties of inﬁnite permutations associated
328 S. Widmer / Advances in Applied Mathematics 47 (2011) 309–329with aperiodic binary words that are ﬁxed points of a morphism. For such words, is there a way to
deﬁne a mapping on the subpermutations of πω similar to the map φ deﬁned on the subpermutations
of πT ?
These are only a couple of the open questions in the area of permutation complexity.
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Appendix A. Subpermutations of πT
The subpermutations and their form for factors of length 1 through 8 are shown below.
0 : [12] 1 : [21]
01 : [132] [231] 00 : [123]
10 : [312] [213] 11 : [321]
010 : [2413] [1324] 001 : [1243] 100 : [3124]
101 : [4231] [3142] 011 : [2431] 110 : [4312]
0011 : [23541] [13542] 0010 : [12435] 1010 : [52413]
0110 : [25413] [35412] 0100 : [24135] 1011 : [42531]
1001 : [41253] [31254] 0101 : [14253] 1101 : [54231]
1100 : [53124] [43125]
00110 : [246513] [136524] 00101 : [125364] 10010 : [412536]
01100 : [364125] [254136] 01001 : [251364] 10100 : [524136]
10011 : [523641] [413652] 01011 : [253641] 10110 : [526413]
11001 : [641253] [531264] 01101 : [365241] 11010 : [652413]
011001 : [3751264] [2641375] 001011 : [1364752] 100101 : [4126375]
100110 : [6247513] [5137624] 001100 : [2475136] 101001 : [6251374]
001101 : [2476351] 101100 : [5264137]
010010 : [2513647] 101101 : [6375241]
010011 : [3624751] 110010 : [6412537]
010110 : [2637514] 110011 : [6413752]
011010 : [4762513] 110100 : [7524136]
S. Widmer / Advances in Applied Mathematics 47 (2011) 309–329 3290010110 : [13748625] 0101100 : [26375148] 1001011 : [51374862] 1011001 : [62741385]
0011001 : [24861375] 0101101 : [37486251] 1001100 : [62485137] 1011010 : [74862513]
0011010 : [25873614] 0110010 : [37512648] 1001101 : [62487351] 1100101 : [74126385]
0100101 : [25137486] 0110011 : [37514862] 1010010 : [62513748] 1100110 : [75138624]
0100110 : [37258614] 0110100 : [48625137] 1010011 : [73624851] 1101001 : [86251374]
00101101 : [248597361] [148597362] 00101100 : [137486259] 10011001 : [724961385]
01001011 : [361485972] [261485973] 00110010 : [248613759] 10011010 : [725983614]
01011010 : [485972613] [385972614] 00110100 : [259736148] 10100110 : [837259614]
01101001 : [497261385] [597261384] 01001100 : [372596148] 10110011 : [738514962]
10010110 : [613849725] [513849726] 01011001 : [273851496] 11001011 : [851374962]
10100101 : [725138496] [625138497] 01100101 : [385127496] 11001101 : [862497351]
10110100 : [849625137] [749625138] 01100110 : [386149725] 11010011 : [973624851]
11010010 : [962513748] [862513749]
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