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Abstract 
The relationships among principal component, image component, 
three types of factor scores, and a scale score method were examined. 
The scores were compared over several levels of variables(£), 
component saturations (a .. ), sample sizes (N), variable to component 
-1J -
ratios (£Im), and factor pattern rotations. Scores were compared on 
the same (convergent) components, and also on different (divergent) 
components . These comparisons indicated that there were virtually no 
differences among score methods, although comparisons within score 
methods, i.e. between component scores and among factor scores, 
generally indicated slightly higher relationships than did comparisons 
between the respective score methods. Also, the scale score method, 
while correlating the lowest, was still very representative of the 
component and factor scores. When scores did depart from each other, 
it usually occurred in one of the conditions of low component 
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Factor analysis and component analysis, which includes principal 
component analysis (Hotelling, 1933) and image component analysis 
(Guttman, 1953), are competing methods used in data reduction . Both 
factor analysis and component analysis serve the same two broad 
purposes. The first purpose concerns the question of pattern 
interpretation, whereby the factor pattern is studied to determine 
which variables are related to each other . By studying these 
relationships, it is possible to replace the original E variables by ill 
new variables, such that ill is less than E· Specifically, these m new 
variables are called components or factors depending on the method, 
but these terms can be used interchangeably for purposes of 
discussion. Previous research (Velicer, 1977; Velicer, Peacock, & 
Jackson, 1982; Velicer & Fava, 1987a, 1987b) has indicated that there 
is very little practical difference between the resulting factors 
derived from the methods of principal component analysis, factor 
analysis, and image component analysis . 
The second purpose concerns a question of parsimony and relates to 
the reduction of the E original variables to ill new variables. In this 
case we are replacing the E observed scores by ill new scores, such that 
mis less than E• And in this sense, the use of component and factor 
scores allows a convenient form of data summary in place of the 
original scores . 
An obvious problem raised by this second purpose concerns possible 
differences that may exist among various alternative score methods. 
These score methods include: 1) two types of component scores, i.e . , 
2 
principal component and image component scores, 2) as many as five 
types of factor scores (Harris, 1967), and 3) scale scores, the most 
conunon of which is a unit-weighted scale score in which variables that 
load above a certain value on a component are scored as one (1), and 
variables that load below that certain value are scored as zero (0). 
A major purpose of this study is to compare the various types of 
score methods. Scores will be compared within methods and between 
methods . Within method comparisons will compare the various factor 
score methods to each other, and will compare the principal component 
score method with the image component method . Between method 
comparisons will compare factor scores to component scores, factor 
scores to the scale score, and component scores to the scale score. 
A second purpose of this study will be to provide some groundwork 
for future research. It is expected that the correlation technique 
used to compare the various score methods will lend itself to a future 
study which will compare the scores of components based on a 'true' 
population pattern with scores based on overextracted and 
underextracted components of the same population pattern. 
The factor analysis model follows the form 
2 
R =AA'+ U (1) 
where R is the Ex E correlation matrix of the variables in the 
sample, A is the Ex m factor pattern, and u2 is the Ex E diagonal 
matrix of unique variances. The principal component analysis model 
follows the form 
3 
R = AA' (2) 
where Rand A are defined as above. The image component analysis 
model follows the form 
(3) 
where Rand A are defined as above, and 
2 -1 -1 
S = diag (R ). (4) 
Principal component scores are calculated by the formula 
F = YL D-l 
C C C 
(5) 
where Y is the Il x E matrix of normalized deviation scores, such that 
Y'Y = R (6) 
where R is the Ex E correlation matrix of the variables in the 
sample, L is a~ x m matrix of eigenvectors from an eigen 
C 
2 decomposition of R, and D is a diagonal matrix containing the first 
C 
m eigen roots of the eigen decomposition of R. Im~ge component 
scores are calculated by the formula 
(7) 
4 
where Y is defined as above, s2 is defined by formula 4, LI is a£ 
-1 -1 
x ID matrix of eigenvectors from an eigen decomposition of S RS 
and D~ is a diagonal matrix containing the first ID eigen roots of the 
-1 -1 
eigen decomposition of S RS 
Formulas for factor scores are, by contrast, not nearly as 
straightforward, and the result has been the creation of various 
factor score estimates. This issue is a direct result of the factor 
indeterminacy problem (Guttman, 1955; Schonemann & Wang, 1972), in 
which the factors of a factor analysis cannot be uniquely defined. 
Consequently, factor scores cannot be uniquely defined either, and, in 
fact, an infinite number of sets of factor scores could be computed 
for each factor analysis following Guttman's (1955) method. In point 
of fact, however, all the factor score estimates in common use are 
" ... well-defined and are simply linear composites of the observed 
variables, weighted according to some rationale" (Velicer, 1976, 
p.151) . 
Five methods of computing factor score estimates, discussed by 
Harris (1967), are 
'1 = 
YR-lA (8) 
-2 -2 -1 (9) 
'2 = YU A(A'U A) 




where Fi is an n x m matrix of factor score estimates , Y is an n x E 
matrix of normalized deviation scores following the relationship of 
formula 6, Risa Ex E correlation matrix of the variables in the 
2 
sample, A is a Ex m factor pattern, and U is a Ex E diagonal 







are widely-used, competing methods of computing 
factor score estimates that will be examined in this study . Each of 
these methods contains some, but not all , of the four properties that 
are desired in factor scores, in the context of the orthogonal factor 
model, as noted by McDonald and Burr (1967) . These properties 
include : 1) a high correlation between the constructed factor score 
and the true factor score that is being estimated , 2) orthogonality 
between the constructed factor scores, 3) univocality of constructed 
factor scores, i . e . , each constructed factor score should be 
uncorrelated with each non-corresponding true factor score, and 4) 
constructed factor scores as conditionally unbiased estimators of 
their true factor scores . 
F
1
, which is a regression estimate (Thurstone, 1935; Thomson, 
. 
1936), while generally a popular method, is only imbued with property 
1 above. F
2
, which minimizes the sum of squares of the residuals 
6 
(Bartlett, 1937), is imbued with properties 1 , 3, and 4. above. F
3 
(Anderson & Rubin, 1956) also minimizes the sum of squares of the 
residuals , but is constrained in such a way that it satisfies 
properties 1 and 2 above . While F
1 
may appear the weakest in that it 
only satisfies property 1 , it also yields higher correlations than F
2 
between the constructed factor scores and the true factor scores that 
it attempts to estimate (McDonald & Burr, 1967). And in general, the 
arguments persist over which of the four properties desired in factor 
scores are the most important , and hence which of the methods of 
computing factor score estimates is the ' best' . 





. F4 is known as the direct method or the 
method of ideal variables, and assumes that the unique part of the 
score is not essential to obtaining a good approximation of the true 
factor score (Horn, 1965). F
5 
was a connnon early technique used 
before computers were widely available to eliminate the need of matrix 





" ... make unnecessary assumptions " (p . 151). 
The unit-weighted scale score is calculated by the formula 
-1 
U = yp f(P' fp f) 
C V V V 
(13) 
where Y is an n x 2 matrix of normalized deviation scores following 
the relationship of formula 6, and Pvf is a salience pattern matrix 
based on the varimax-rotated and promax-rotated principal 
7 
component patterns, where 1 replaces all loadings greater than or 
equal to .30, -1 replaces all loadings less than or equal to - . 30, and 
0 replaces all loadings greater than -.30 and less than .30. This 
formula is based on formula 12 . 1.5, as given by Gorsuch (1983), and is 
useful for the case where one assumes the variables are perfectly 
measured with no unique variance, as is the case for unit-weighted 
component scores . 
A previous study by Velicer (1976) explored the issue of 





, and F3 . In his study, Velicer derived scores from 9 
classic data sets often employed in the literature , which had been 
systematically analyzed by others (Joreskog, 1967; Schonemann & Wang, 
1972) in the past, and found no practical differences among these 
different types of scores. Because these data sets were so well 
analyzed their characteristics were well - known; however, because the 
data sets were real data sets, Velicer's (1976) study can only be 
thought of as covering a very specific range of situations. This 
present study expands on and further explores the validity of 
Velicer's (1976) results by using simulated data sets that have known 
population parameters and which cover a wider range of potential 
situations. From these simulated data sets, principal component 







component scores, and also scale scores are calculated and compared . 
This study offers a more objective interpretation of results, despite 
its idealized data structures . 
The inclusion of a unit-weighted scale score lends an import ant 
addition to the scope of this study. Unit-weighted scale scores are 
8 
in common use, are quite parsimonious and simple to calculate , and 
have been recommended for many years in the literature (Trites & 
Sells , 1955; Horn, 1965; Schweiker, 1967) . Unit-weighted scores have 
also been criticized by some (Glass & Maguire, 1966) as an incorrect 
method of computing factor scores, which may lead to substantial 
intercorrelations of factor scores and which may not correlate highly 
with the correctly computed scores. Mosely and Klett (1964) have also 
noted substantial intercorrelations of factor scores when unit-weights 
are applied to factor scores . One rejoinder (Wackwitz & Horn, 1971) 
notes that it is reasonable to assume that some samples from a 
population of uncorrelated factor scores may indeed be correlated . It 
has also been noted that unit-weighted scale scores take little 
advantage of chance influences affecting their weight matrices and 
thus should help to control for shrinkage of reliability in 
cross-validation (Horn , 1965; Schweiker, 1967). A Monte Carlo study 
conducted by Morris (1979) strongly suggests that the use of 
unit-weighted, and unique unit-weighted, factor and component scores 
as independent variables with regression procedures is superior to the 
use of sample-specific regression weights of variables for purposes of 
replicability and cross~validation of regression equations. For these 
reasons, and especially considering their great potential use in the 
investigation of issues concerning reliability and validity, the 
relationship of scale scores to actual principal component, image 
component, and factor scores deserves to be further studied . In this 
present study, the issue of cross-validation, using scale, principal 
component, image component, and factor scores, is not addressed . 
9 
There are several factors which can potentially affect the degree 
of relationship among the various score methods and which will be 
manipulated in this study. These factors include the number of 
variables in the data set, the number of components, the variable to 
component ratio, the factor loadings (component saturation), the 
sample size, and the rotational position of the factor pattern. 
Based on previous research (Velicer, 1976), it is hypothesized 
that for well-defined factor patterns there will be little or no 
practical differences between principal component, image component, 
and the three types of factor scores, derived respectively from 
principal component analysis (Hotelling, 1933), an image component 
analysis variant (Harris, 1962, 1967), and the algorithm by Browne 
(1968) for maximum likelihood factor analysis . It is expected that 
the unit-weighted salience score, which is commonly used in most scale 
score situations, and which represents a most parsimonious application 
of scale scoring, will not correlate as highly with the other types of 
scores as the other types of scores will correlate among themselves . 
The range of the correlational relationships involving the 




In an attempt to approximate possibilities that might typically 
confront the applied researcher, several levels of each factor of 
importance were sampled . While the conditions that were sampled were 
necessarily somewhat idealized and did not correspond precisely to 
real world data sets, the computer simulated data structures allowed 
the retention of control over population parameters and resulted in 
more objective comparisons among methods for obtaining scores . 
The factors that were manipulated included sample size(~). number 
of components (m), component saturation (a . . ), the number of variables - ~ 
(E) , and the number of variables to component ratio (Elfil). 
The number of variables was represented in this study under two 
conditions, E = 36 and E = 72 . These values can be considered as 
representing small and moderately-sized data sets in an applied 
situation (Zwick & Velicer, 1982, 1986) . Based on related research 
(Guadagnoli & Velicer, in press; Velicer & Fava, 1987a, 1987b) it was 
not felt that this variable would have a strong effect . However, the 
exact conditions of this study, i.e., comparing principal component, 
factor, image component, and scale scores, had not been previously 
examined, and it was possible that the number of variables would 
affect score comparisons . 
Previous research (Guadagnoli & Velicer, in press) suggested that 
the variable to component ratio (Elm) was crucial to component 
stability. Also, studies by Velicer and Fava (1987a; 1987b), which 
investigated the effects of variable sampling on principal component 
analysis, image component analysis, and factor analysis, found that 
11 
the Elm ratio was important. As it seemed likely that stable scores 
depended on stable components, the Elm ratio was a factor of concern. 
The number of components represented in this study was 3, 6, 9, 
12, and 18. Components <m> and variables (E) were matched so as to 
create Elm ratios of 12, 6, and 4 for each variable condition. Table 
1 displays the Elm ratios being compared . Twelve variables per factor 
can be thought of as representing a very strong factor, 6 variables 
per factor a moderately strong factor, and 4 variables per factor as 
representing a near minimum for factor replicability, where 3 
variables per factor would be considered the minimum for factor 
replicability (Anderson & Rubin, 1956; Rindskopf, 1984). 
It should be noted that because of rotational indeterminancy, the 
same components, generated from a principal component analysis, a 
factor analysis , and an image component analysis of the same sample 
matrix, can end up in different positions after a varimax rotation. A 
permutation matrix (Velicer, 1974, 1976, 1977; Guadagnoli & Velicer, 
in press) was used to match the respective factor patterns generated 
by each statistical technique in order to properly compare them. 
However, under certain conditions, such as low factor loadings and a 
low Elm ratio, the permutation matrix sometimes failed to match the 
components accurately. This inability to match and compare components 
accurately was especially true in some pilot research for this study, 
under the condition of Elm= 3, previously noted as the minimum number 
of variables for factor replicability (Anderson & Rubin, 1956; 
Rindskopf, 1984). This was also the main reason that Elm= 4 was 
chosen as the lowest level of that factor to be manipulated . 
12 
Table 1 
Comparable p/m ratios, where p=variables , and m=components 
!!! ratio 
36 3 12:1 
72 6 12 :1 
36 6 6 : 1 
72 12 6:1 
36 9 4:1 
72 18 4:1 
13 
Factor loadings (component saturation) were examined at values of 
.4, .6, and .8 . This represented a very strong loading (.8 ) , a 
moderate loading ( . 6), and a borderline limit for an acceptable 
loading ( . 4) . These loading values were chosen for their 
representativeness of typical values encountered in real life 
situations. Also they allowed a degree of control over the stability 
of the component pattern, as high loadings produce the most stable 
component patterns, while low loadings produce less stable component 
patterns (Guadagnoli & Velicer, in press). 
Sample size was manipulated under conditions of~= 80, 160, 240, 
and 480. For most multivariate studies, a sample size of 80 is 
cons i dered to be fairly low and may produce unstable results . Sample 
sizes in the range of 160 to 240 are thought to produce stable results 
for many multivariate purposes (Boosma , 1982 ; Velicer et al, 1982 ; 
Guadagnoli & Velicer, in press) . And a sample size of 480 is thought 
to produce very stable results in most situations . 
Also represented were the 6 different methods of producing scores, 
i.e . , the principal component score, the image component score, 3 
types of factor scores, and the scale score based on the 
varimax-rotated and promax-rotated principal component patterns . The 
scores produced by these 6 methods were compared after each of 3 
different rotations of their basic pattern matrix . The first 
comparison took place in the varimax-rotated (Kaiser, 1958) position. 
The second comparison occurred in the promax-rotated (Henderson & 
White, 1964) position . And the third comparison was achieved after a 
procrustes rotation (Hurley & Cattell, 1962) using the varimax 
component pattern as the target pattern. Unit-weighted scores were 
14 
not compared after a procrustes rotation as this was not a situation 
where unit-weighted scores would logically be applied. In this 
comparison of the 6 different methods of creating scores there were 15 
correlation matrices that were calculated after each of the first two 
rotations, and 10 correlation matrices that were calculated after the 
third rotation , for a total of 40 correlation matrices after all three 
rotations . 
The actual data matrices that were analyzed were constructed in 
the following manner . First, population matrices were constructed for 
the different n, m, and a .. combinations using a procedure previously 
.c. - -1J 
employed by Zwick and Velicer (1982), Velicer, Peacock, and !ackson 
(1982), and Guadagnoli and Velicer (in press) . This involved creating 
a population pattern matrix (A) for each possible n, m_, and a . . 
.c. -iJ 
combination. Table 2 gives an example of an A matrix, when£= 36, m 
= 6, and a .. = . 8 . This n x m_ matrix, A, was then post-multipled by 
-iJ .c. 
its transpose, thus creating a new matrix R* (£XE,), where 
R* = AA'. (14) 
The final population matrix, R, was then created by replacing the 
diagonal elements of R* with unities . Secondly, each created 
population matrix R was input to a computer program by Montanelli 
(1975) . Kontanelli's program added random error to each created 
15 
Table 2 
Population Pattern Matrix, where p=36, m=6, and a .. = . 8 1J--
Components (m) 
1 2 3 4 5 6 
1 . 80 . 00 .oo .00 .00 . 00 
2 .80 . 00 . 00 .00 . 00 . 00 
3 . 80 .00 . 00 . 00 .00 .0 0 
4 . 80 .0 0 .00 .00 .oo . 00 
5 . 80 . 00 . 00 . 00 .00 .oo 
6 .80 . 00 . 00 .00 . 00 . 00 
7 . 00 .80 . 00 . 00 .00 . 00 
8 .00 .80 . 00 .00 . 00 . 00 
9 . 00 . 80 . 00 . 00 . 00 . 00 
10 . 00 . 80 . 00 . 00 . 00 .00 
11 .00 .80 . 00 .00 .00 . 00 
12 .oo . 80 .00 .00 . 00 .00 
13 . 00 .oo .80 . 00 . 00 . 00 
14 . 00 . 00 . 80 . 00 .00 . 00 
15 .oo .00 . 80 .00 .00 .00 
16 . 00 . 00 .80 .00 .00 . 00 
17 . 00 . 00 .80 . 00 .oo .00 
Variables 18 .00 . 00 . 80 . 00 .00 .00 
(p) 19 . 00 .00 . 00 .80 . 00 .00 
20 .00 .00 .oo . 80 .00 . 00 
21 .00 .00 . 00 . 80 . 00 . 00 
22 . 00 . 00 .00 .80 .00 .00 
23 . 00 .00 . 00 . 80 .00 . 00 
24 . 00 .00 . 00 .80 . 00 . 00 
25 .oo . 00 .00 .00 .80 .00 
26 .00 .00 .00 .00 . 80 .00 
27 . 00 . 00 .00 .00 . 80 .00 
28 . 00 .00 . 00 . 00 . 80 .00 
29 . 00 .00 .00 .0 0 .80 .00 
30 .00 . 00 . 00 .00 .80 .00 
31 .00 .00 .oo .00 . 00 .80 
32 . 00 .00 . 00 . 00 . 00 . 80 
33 .00 .00 .00 . 00 .00 . 80 
34 . 00 . 00 . 00 . 00 . 00 . 80 
35 .00 . 00 . 00 . 00 .00 .80 
36 .00 . 00 .00 . 00 . 00 .80 
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population matrix R, such that R was transformed to an approximate 
R with 
R = R + e· · -1J 
(15) 
where ~ij represents random error added to each cell in the population 
matrix R, where i~j, and unities are maintained in the 
diagonal (i=j) elements of R. Five sample correlation matrices were 
generated from each created population matrix for each different 
sample size, for each£, m, and a .. combination. 
-1J 
These sample correlation matrices were then analyzed by principal 
component analysis, image component analysis, and maximum likelihood 
factor analysis . After these analyses the various factor patterns 
were rotated, and the principal component, image component, factor, 
and scale scores were correlated. 
In comparing the various factor score estimates this study does 
not deal with actual scores, ra t her it uses the variances and 
covariances between the estimates in the manner of Harris (1967) and 
McDonald and Burr (1967). This allows the formation of correlations 
between the estimates using the formula 
R . . 
1J 
-½ ' ' -½ ' 
= diag (P.P . )(F.F . )diag (F.F.) 
11 1J JJ 
(16) 
where i = 1, 2, 3 and j = 1, 2, 3 with i ~ j . See Table 3 for the 
within variance - covariance matrices that are the basis of the 
correlations between factor score estimates . 
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Tisble 3 
Variances and Covariances of Factor Score Estimates 
I 
(A'U- 2A)- 1 (A'U- 2RU-2A) 
(A'U- 2A)-l 
-2 -2 -½ -2 
(A'U RU A) (A'U A) 










the correlations between the factor scores and the image component 
score, and the correlations between the factor scores and the 
principal component score follow the respective formulas 
(19) 
and 
' -½ ' 
= (F F.)diag (F.F . ) 
C J J J 
(20) 
where j = 1, 2, 3 . The covariances between the image component score 
and the principal component score with the factor scores are given in 
Table 4. 
The correlation between the image component score and the 






Covariances between Principal Component Scores and Image Component 
Scores with Factor Score Estimates. 
Fl F2 F3 
F D-lL'A D-lL'au-
2A(A'U- 2A)-l D-lL'Ru- 2A(A'U- 2RU-2A)-½ 
C C C C C C 
' D-lL'S-lA D-lL's-lHIJ- 2A(A'U- 2A)-l D-lL's- 1RU-2A(A'U- 2Ru-2A)-½ FI I I I I I I 
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The correlations for the scale score with the factor scores follow 
the relationship of formula 16, the correlation for the scale score 
with the image component score follows the relationship of formula 19 , 
and the correlation for the scale score with the principal component 
score follows the relationship of formula 20, generating respectively 
-½ ' ' -½ ' = diag (U U )(U F . )diag (F.F . ) 
C C C J J J 
(22) 




U )diag (U U) 




' - ½ t 
=(FU )diag (U U) 
C C C C 
(24) 
The covariances between the scale score and the factor scores, the 
scale score and the image component score, and the scale score and the 
principal component score are set forth in Table 5 . 
Table 5 
Covariances between Scale Scores and Factor, Image Component, and 





' -1 ' -1 
(P fp f) p fRL D V V V C C 
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Two final surranary statistics were also calculated. One statistic 
was 
Tr(R)/m (25) 
which is equal to the average correlation between different methods 
for the same component (factor) scores. This statistic measures the 
convergence of principal component, image component, factor, and scale 
scores when they are measuring the same factor. The second statistic 
was 
m m m 
(t tlr· ·I - tr· · )/m(m-1) 
i=lj=l iJ i=l 11 
(26) 
which is equal to the average correlation among the off-diagonal 
(different) component scores between different methods. This 
statistic measures the divergence among the various scores when they 
are measuring different factors. 
In addition, means and standard deviations were calculated on each 
set of 5 sample surranary correlations within each cell of the design. 
These means and standard deviations were calculated for both the 
convergent and divergent surranary correlations . 
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Results 
The mean of the correlations and the standard deviation of the 
mean of the correlations among the various scores were computed . The 
primary summary statistics are contained in Tables 6 to 13 . Further 
sununary statistics are compiled in the tables in Appendices A to J. 
Certain conventions are followed in these tables and will be stated 
here once only to avoid unnecessary repetition. 
For some cells of the R=72 condition, the analysis could not be 
completed because of the prohibitively high (>50) number of sample 
matrices that would have had to have been generated in order to get 5 
'good' sample matrices from which it was possible to accurately match 
components between methods. The correct matching of components was 
essential for accurate correlations. Dashed lines are used to 
indicate incomplete cells. The second convention concerns the 
underlining of certain values in the tables . Correlations among 
convergent components are underlined when the correlations are .9995 
or higher to indicate values that could not logically be rounded up to 
1.00. In the case of those tables that measure the mean of the 
correlations among the divergent components, an underlined value 
represents correlations of less than .0005, which could not be rounded 
up to .001 . The underlined values in the cells which compare factor 
scores Fl and F2 are indeed .000 over all cases because of the 
mathematical relationship between these scores. Tables which 
summarize standard deviations are contained in the appendi ces, and for 
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these tables underlined values represent standard deviations that were 
less than . 0005 that could not be rounded up to .001. 
Naming conventions used in the column headings of the tables are 
as follows: 1) Elfil indicates the E (number of variables) tom (number 
of components) ratio; 2) the notation a .. indicates the population -~ 
factor loading condition; 3) the letter N represents the sample size 
for the particular cell condition; and 4) C, I, Fl, F2 , F3, and U 
stand, respectively, for the principal component score, the image 
component score, the Thomson (1936) factor score estimate, the 
Bartlett (1937) factor score estimate, the Anderson and Rubin (1956) 
factor score estimate, and the scale score, such that any combination 
of 2 abbreviations for score names represents a comparison condition 
between those 2 scores. 
Tables 6 to 13 present information on comparisons that occurred 
with the factor patterns in the orthogonal varimax position. The 
original population patterns that were used as the basis for the 
sample matrices were also orthogonal in nature. Consequently, 
comparisons of scores in the other rotational positions, i . e., promax 
position and procrustes position, added minimal information beyond 
that attained by the comparisons of scores in the varimax position. 
Thus, the summary information for the score comparisions in the other 
rotational positions, as well as for all standard deviation 
information, since it added little of significance, is contained in 
the appendices and will not be discussed in detail. In the summary of 
results discussed below concerning Tables 6 to 13, various collapsed 
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cell means were calculated. Individual cell means that were above 
.9995 were rounded down to .999 and values that were below . 0005 were 
rounded up to . 001 (except for the true .000 values between Fl and F2) 
in the calculation of mean averages. This convention results in 
slightly more conservative estimates of the actual convergency and 
divergency of score relationships . Note also that the lower case~ 
values, used in parentheses below, represent the number of cells, 
rather than the number of samples, that contributed to the mean 
values . Each tabled cell value is itself a reduction of the 
individual components of each of the five samples representing that 
cell. 
Tables 6 and 7 present the summary statistics of each cell of the 
design when E = 72 and E = 36, respectively, for the mean of the 
correlations among principal component, image component, and the three 
factor scores for the case when the scores are measuring the same 
component in the varimax position . The collapsed mean value of the 
330 correlations representing the E = 72 condition was . 982, while the 
collapsed mean value of the 360 correlations representing the E = 36 
condition was . 978. The difference was very slight, indicating no 
effect for variable size. Further comparisons of values contained in 
these two tables reflect the collapse across the data points of both 
tables . The collapsed mean value of the 690 correlations represented 
in Tables 6 and 7 was .980. Collapsing across E, the effect of the 
variable to component (Elm) ratio was examined . The average mean 
values for Elm= 12, 6, and 4, respectively, were . 988 (~ = 240), . 978 
(k = 230), and .974 (k = 220). The effect was thus minimal for the 
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Table 6 
Mean Correlations among Convergent Co!!!l!onents for PrinciEal Co!!!l!onent 1 
Image CO!!!l!Onent 1 and Factor Scores: Varimax Position 1 E = 72 
C C C C I I I Fl Fl F2 
Elm ~ij ~ Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 999 999 999 994 994 994 994 999 999 999 
12 . 8 160 999 999 999 999 999 999 999 999 999 999 
12 .8 240 999 999 999 999 999 999 999 999 999 999 
12 .8 480 999 999 999 999 999 999 999 999 999 999 
12 .6 80 997 998 998 980 981 977 977 992 992 999 
12 .6 160 999 999 999 999 999 996 996 996 996 999 
12 . 6 240 999 999 999 999 999 · 996 997 996 996 999 
12 . 6 480 999 999 999 999 999 999 999 998 999 999 
12 .4 80 953 '942 994 777 797 768 770 946 947 999 
12 .4 160 996 987 987 996 995 978 979 973 974 999 
12 .4 240 998 986 986 998 998 980 980 975 976 999 
12 .4 480 999 994 994 999 999 991 991 988 989 999 
6 .8 80 997 999 999 988 990 987 988 996 996 999 
6 .8 160 999 999 999 999 999 999 999 998 999 999 
6 .8 240 999 999 999 999 999 999 999 999 999 999 
6 .8 480 999 999 999 999 999 999 999 999 999 999 
6 .6 80 978 989 990 886 892 880 884 980 981 999 
6 .6 160 996 998 998 997 998 993 994 990 991 999 
6 .6 240 998 998 999 999 999 995 996 993 994 999 
6 . 6 480 999 999 999 999 999 997 998 995 996 999 
6 .4 80 
6 .4 160 887 893 897 937 924 919 921 950 953 999 
6 .4 240 938 938 941 959 967 955 957 954 958 999 
6 .4 480 991 987 989 999 995 983 984 969 973 999 
4 .8 80 988 998 999 982 981 982 983 989 990 999 
4 .8 160 998 999 999 998 999 998 998 996 997 999 
4 .8 240 999 999 999 999 999 999 999 997 998 999 
4 .8 480 999 999 999 999 999 999 999 999 999 999 
4 .6 80 920 948 950 874 871 882 885 963 966 999 
4 .6 160 976 988 990 994 984 986 988 976 979 999 
4 .6 240 990 996 997 998 995 993 994 982 985 999 
4 .6 480 997 998 999 999 999 997 997 992 994 999 
4 .4 80 
4 .4 160 
4 .4 240 891 919 923 987 910 924 928 923 929 998 
4 .4 480 927 937 940 976 949 950 953 948 953 998 
Note. The decimal point is omitted before correlations. 
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Table 7 
Mean Correlations among Convergent Co!!!Eonents for PrinciEal Co!!!Eonent 1 
Image comeonent 1 and Factor Scores: Varimax Position 1 E - 36 
C C C C I I I Fl Fl F2 
Elm a . . 
-1J N Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 999 999 999 999 999 998 998 998 998 999 
12 .8 160 999 999 999 999 999 999 999 999 999 999 
12 .8 480 999 999 999 999 999 999 999 999 999 999 
12 . 8 480 999 999 999 999 999 999 999 999 999 999 
12 .6 80 998 997 997 998 998 991 991 991 991 999 
12 . 6 160 999 998 998 999 999 996 996 995 995 999 
12 . 6 240 999 999 999 999 999 998 998 997 997 999 
12 .6 480 999 999 999 999 999 999 999 999 999 999 
12 . 4 80 953 889 892 987 969 881 887 877 885 997 
12 . 4 160 997 977 978 998 998 967 967 962 963 999 
12 .4 240 999 989 989 999 999 984 985 981 981 999 
12 .4 480 999 993 993 999 999 990 991 989 989 999 
6 .8 80 998 999 999 998 999 997 998 997 997 999 
6 .8 160 999 999 999 999 999 999 999 999 999 999 
6 .8 240 999 999 999 999 999 999 999 999 999 999 
6 .8 480 999 999 999 999 999 999 999 999 999 999 
6 .6 80 992 995 996 993 995 983 984 979 981 999 
6 . 6 160 997 997 998 999 999 993 994 989 990 999 
6 . 6 240 998 998 998 999 999 996 996 993 994 999 
6 . 6 480 999 999 999 999 999 998 998 996 997 999 
6 . 4 80 782 797 807 934 817 800 808 836 844 996 
6 . 4 160 928 912 919 986 934 894 901 877 888 995 
6 .4 240 979 958 963 998 985 952 957 925 932 997 
6 . 4 480 996 988 989 999 998 984 985 973 975 999 
4 .8 80 996 999 999 998 998 997 997 993 994 999 
4 .8 • 160 998 999 999 999 999 998 999 996 997 999 
4 . 8 240 999 999 999 999 999 999 999 998 998 999 
4 .8 480 999 999 999 999 999 999 999 999 999 999 
4 .6 80 951 976 977 964 975 973 974 952 954 999 
4 .6 160 987 995 996 997 992 988 989 973 976 999 
4 . 6 240 995 997 998 999 998 994 995 986 988 999 
4 .6 480 998 998 999 999 999 997 997 992 993 999 
4 . 4 80 832 888 893 955 837 854 860 868 874 997 
4 .4 160 886 918 922 958 909 921 926 885 890 998 
4 . 4 240 894 906 912 957 923 913 918 887 895 997 
4 .4 480 982 979 981 999 986 974 976 946 951 998 
Note. The decimal point is omitted before correlations . 
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~.Im ratio . Collapsing across E, the effect of loading (a .. ) was -iJ 
examined . The average mean values for a .. = .8, .6, and . 4, 
-iJ 
respectively, were .998 (k = 240), .989 (k = 240), and .949 (k = 
210) . The ~ij = . 4 condition was visibly different, although still 
quite high, from the other two loading conditions . Collapsing across 
E, the effect of sample size (M) was examined. The average mean 
values for H = 80, 160, 240, and 480, respectively, were .958 (t = 
160), .982 (k = 170), . 985 (k = 180), and . 993 (k = 180). The M = 80 
condition was most different, although still quite high, from the 
other three sample size conditions . 
Using the collapsed Tables 6 and 7, the various specific score 
comparisons were examined. Comparing within the component score 
types, the average mean correlation between principal component and 
image component scores was .986 (k = 69). Comparing within the factor 
score types, the average mean correlation between Fl and F2 was .975 
(k = 69), between Fl and F3 was .977 (k = 69), and between F2 and F3 
was .999 (k = 69). The overall mean correlation among the three types 
of factor scores was .983 (k = 207) . Comparing between principal 
component and factor score methods , the average mean correla ~ion 
between C and Fl was .979 (k = 69), between C and F2 was .980 <t = 
69), and between C and F3 was .982 (k = 69) . The overall mean 
correlation between principal component and the three factor score 
methods was .980 (k = 207). Comparing between image component and 
factor score methods, the average mean correlation between I and Fl 
was .978 (k = 69), between I and F2 was . 972 (k = 69), and between I 
29 
and F3 was .974 Ck= 69) . The overall mean correlation between image 
component and the three factor score methods was . 975 Ck= 207). With 
the exception of the correlation between F2 and F3, which was near 
unity, all of the above correlations within and between score methods 
approach . 98, with differences essentially in the third decimal place. 
Tables 8 and 9 present the summary statistics of each cell of the 
design when£= 72 and£= 36 , respectively, for the mean of the 
correlations of the scale score with principal component, image 
component, and the three factor scores for the case when the scores 
are measuring the same component in the varimax position. The 
collapsed mean value of the 165 correlations representing the£= 72 
condition was . 954, while the collapsed mean value of the 180 
correlations representing the£= 36 condition was .963. This 
difference was very small, indicating no practical effect for variable 
size. Further comparisons of values contained in these two tables 
reflect the collapse across the data points of both tables. The 
collapsed mean value of the 345 correlations represented in Tables 8 
and 9 was . 959. Collapsing across£, the effect of the £Im ratio was 
examined. The average mean values for £Im= 12, 6, and 4, 
respectively, were .982 Ck= 120), .954 Ck= 115), and .939 Ck= 
110). There seemed to be an effect, although values are all quite 
high, for the three levels of the £Im ratio, within the context of 
scale scores. Collapsing across£, the effect of ~ij was examined. 
The average mean values for ~ij = .8 , . 6, and .4, respectively, were 
.991 Ck= 120>, . 973 Ck= 120), and . 906 Ck= 105). The a .. = .4 -~ 
condition was most different, although the value was still quite 
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Table 8 
Mean Correlations among Convergent Co!J!Eonents for Scale Scores with 
PrinciEal Co!J!Eonent1 Image Co!J!Eonent1 and Factor Scores : Varimax 
Position 1 E = 72 
u u u u u 
Elm ~ij H C I Fl F2 F3 
12 . 8 80 992 986 992 992 992 
12 . 8 160 995 994 995 995 995 
12 .8 240 997 997 99 7 997 997 
12 .8 480 999 998 999 998 999 
12 . 6 80 983 965 980 980 982 
12 . 6 160 992 990 991 990 992 
12 . 6 240 994 993 993 993 994 
12 . 6 480 997 997 997 997 997 
12 . 4 80 944 743 904 888 892 
12 .4 160 960 953 952 949 952 
12 .4 240 970 96 7 967 958 960 
12 .4 480 985 983 983 982 984 
6 .8 80 979 968 978 975 978 
6 .8 160 990 989 990 988 990 
6 . 8 240 994 994 994 993 994 
6 . 8 480 997 997 997 997 997 
6 . 6 80 943 848 927 932 937 
6 . 6 160 974 970 972 969 973 
6 . 6 240 982 981 982 978 982 
6 . 6 480 991 990 991 989 991 
6 .4 80 
6 .4 160 882 842 802 797 803 
6 . 4 240 892 863 855 842 849 
6 .4 480 939 936 929 925 931 
4 .8 80 963 948 958 956 962 
4 . 8 160 984 982 984 980 983 
4 .8 240 987 987 989 984 987 
4 .8 480 994 994 995 993 994 
4 . 6 80 906 819 855 867 874 
4 .6 160 941 937 930 927 936 
4 . 6 240 962 960 958 952 961 
4 . 6 480 984 983 984 980 984 
4 . 4 80 
4 . 4 160 
4 . 4 240 847 838 791 794 802 
4 . 4 480 877 859 831 827 835 
Note . The decimal point is omitted before correlations . 
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Table 9 
Kean Correlations among Convergent CoffiEonents for Scale Scores with 
Princi:eal CoffiEonent 1 Image CoffiEonent 1 and Factor Scores: Varimax 
Position 1 :e = 36 
u u u u u 
:elm ~ij N C I Fl F2 F3 
12 .8 80 997 995 996 996 997 
12 . 8 160 998 998 998 998 998 
12 . 8 240 999 998 998 998 999 
12 .8 480 999 999 999 999 999 
12 . 6 80 995 991 991 994 994 
12 . 6 160 997 995 995 996 997 
12 . 6 240 998 997 997 997 998 
12 . 6 480 999 999 999 999 999 
12 . 4 80 968 953 919 860 865 
12 .4 160 978 973 972 959 960 
12 .4 240 988 986 984 984 984 
12 .4 480 994 993 992 992 993 
6 .8 80 990 988 989 988 990 
6 .8 160 996 995 995 995 996 
6 . 8 240 997 996 997 996 997 
6 . 8 480 999 998 998 998 999 
6 .6 80 974 965 965 968 972 
6 . 6 160 988 986 986 985 987 
6 . 6 240 992 991 991 991 992 
6 . 6 480 996 995 995 995 996 
6 .4 80 924 861 731 734 747 
6 .4 160 935 918 872 849 871 
6 . 4 240 950 946 931 906 914 
6 .4 480 973 971 968 967 970 
4 . 8 80 982 980 981 978 982 
4 .8 160 993 992 992 991 993 
4 .8 240 995 995 995 994 995 
4 .8 480 998 997 997 997 998 
4 .6 80 942 912 903 921 926 
4 . 6 160 975 971 965 966 973 
4 . 6 240 986 984 982 981 985 
4 .6 480 992 991 990 989 992 
4 .4 80 915 883 783 833 839 
4 .4 160 904 874 815 834 840 
4 .4 240 892 862 825 829 837 
4 .4 480 952 949 934 936 942 
Note . The decimal point is omitted before correlations . 
32 
high . Collapsing across E, the effect of li was examined. The average 
mean values for li = 80, 160, 240, and 480, respectively, were . 936 (k 
= 80) , .958 (k = 85), .961 (k = 90), and . 978 (k = 90) . The li = 80 
condition was most different , although still quite high , from the 
other three sample size conditions. 
Using the collapsed Tables 8 and 9, the various specifi c score 
comparisons were examined. The comparison between U and C yielded an 
average mean correlation of .971 (k = 69). The comparison between U 
and I yielded an average mean correlation of .959 (k = 69). The 
comparisons between the scale and factor score types yielded an 
average mean correlation between U and Fl of .955 (k = 69), between U 
and F2 of .953 (k = 69), and between U and F3 of .957 (k = 69). The 
overall mean correlation of the scale and factor score types was . 955 
(k = 207) . The only real difference in the above score comparisons, 
between U and C, was probably due to U being built on the principal 
component pattern. For all essential purposes the correlations are 
very close and quite high. 
Tables 10 and 11 present the summary statistics of each cell of 
the design when E = 72 and E = 36, respectively, for the mean of the 
correlations among principal component, image component, and the three 
factor scores for the case when the scores are measuring different 
components in the varimax position. The correlational patterns 
represented in these tables are very low, and are nearly mirror images 
of Tables 6 and 7 . The overall mean value for the 690 data points in 
these two tables was .011 . Slight differences were noted on cells 
representing the a . . = . 4 condition and the _N = 80 condition; however -~ 
the mean correlational values representing these two conditions, 
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Table 10 
Mean Correlations among Divergent CoffiEonents for PrinciEal COffiE0nent, 
Image Co!!!Eonent 1 and Factor Scores: Varimax Position 1 E = 72 
C C C C I I I Fl Fl F2 
Elm ~ij ~ Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 , 8 80 002 002 000 001 003 002 001 000 002 002 
12 . 8 160 002 002 000 000 002 002 000 000 002 002 
12 . 8 240 001 001 000 000 001 001 000 000 001 001 
12 . 8 480 001 001 000 000 001 001 000 000 001 001 
12 . 6 80 006 006 002 006 009 005 006 000 006 006 
12 . 6 160 004 004 000 000 004 004 001 000 004 004 
12 . 6 240 004 004 000 000 004 004 000 000 004 004 
12 . 6 480 003 003 000 000 003 003 000 000 003 003 
12 . 4 80 032 034 034 105 101 097 099 000 011 012 
12 .4 160 010 010 005 004 010 009 006 000 009 010 
12 . 4 240 009 009 003 001 009 009 003 000 010 010 
12 . 4 480 008 008 001 000 008 008 001 000 008 008 
6 .8 80 004 004 001 002 005 003 002 000 004 004 
6 . 8 160 003 003 000 000 003 003 000 000 003 003 
6 . 8 240 002 002 000 000 002 002 000 000 002 002 
6 . 8 480 002 002 000 000 002 002 000 000 002 002 
6 . 6 80 014 013 011 037 041 038 039 000 008 008 
6 . 6 160 007 007 002 001 007 007 002 000 007 007 
6 . 6 240 007 007 001 001 006 007 001 000 007 007 
6 .6 480 005 006 000 000 005 005 000 000 005 006 
6 .4 80 
6 .4 160 065 065 065 046 055 055 055 000 011 011 
6 . 4 240 036 036 034 025 024 024 022 000 012 013 
6 .4 480 013 013 006 002 012 012 005 000 012 012 
4 . 8 80 007 006 003 006 009 007 006 000 005 005 
4 .8 160 004 004 001 001 004 004 001 000 004 004 
4 .8 240 004 004 000 000 004 004 000 000 004 004 
4 .8 480 003 003 000 000 003 003 000 000 003 003 
4 .6 80 036 038 037 047 045 045 045 000 008 008 
4 .6 160 015 014 011 006 013 012 009 000 009 009 
4 .6 240 010 010 004 002 009 009 003 000 009 009 
4 .6 480 007 007 001 000 007 007 001 000 007 007 
4 . 4 80 
4 . 4 160 
4 .4 -240 048 050 048 018 044 045 044 000 011 012 
4 . 4 480 037 036 034 018 031 030 028 000 012 012 
Note. The decimal point is omitted before correlations . 
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Table 11 
Mean Correlations among Divergent ComEonents for PrinciEal CoffiEonent , 
Image CoffiEonent 1 and Factor Scores : Varimax Position 1 E - 36 
C C C C I I I Fl Fl F2 
Elm ~ij !! Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 002 002 000 000 002 002 000 000 002 002 
12 .8 160 002 002 000 000 002 002 000 000 002 00 2 
12 . 8 240 002 002 000 000 002 002 000 000 002 002 
12 . 8 480 001 001 000 000 001 001 000 000 001 001 
12 .6 80 005 005 001 001 005 005 002 000 005 006 
12 .6 160 004 005 000 000 004 004 000 000 004 004 
12 . 6 240 004 004 000 000 004 004 000 000 004 004 
12 . 6 480 002 002 000 000 002 002 000 000 002 002 
12 . 4 80 075 067 072 027 057 050 056 000 034 042 
12 . 4 160 010 010 004 003 009 009 005 000 012 012 
12 .4 240 008 008 002 001 008 008 002 000 008 008 
12 . 4 480 008 008 001 000 008 008 001 000 008 009 
6 .8 80 004 004 000 001 004 004 001 000 004 004 
6 .8 160 003 003 000 000 003 003 000 000 003 003 
6 . 8 240 003 003 000 000 003 003 000 000 003 003 
6 .8 480 002 002 000 000 002 002 000 000 002 002 
6 . 6 80 012 012 005 005 011 011 005 000 011 011 
6 . 6 160 009 009 001 001 008 008 001 000 009 009 
6 . 6 240 007 007 000 000 007 007 001 000 007 007 
6 . 6 480 006 006 000 000 006 006 000 000 006 006 
6 .4 80 113 126 123 069 113 115 117 000 025 031 
6 . 4 160 042 042 041 019 044 044 042 000 028 034 
6 .4 240 019 022 020 004 018 020 019 000 021 025 
6 .4 480 014 014 003 001 014 014 003 000 014 014 
4 . 8 80 007 007 001 001 007 007 001 000 007 007 
4 .8 160 004 004 000 000 004 004 000 000 004 004 
4 . 8 240 003 003 000 000 003 003 000 000 003 003 
4 .8 480 003 003 000 000 003 003 000 000 003 00 3 
4 .6 80 028 028 025 023 021 022 018 000 012 01 3 
4 . 6 160 013 013 004 002 012 012 004 000 012 01 3 
4 . 6 240 010 010 001 001 010 010 001 000 010 010 
4 . 6 480 008 008 001 000 008 008 001 000 008 008 
4 .4 80 080 087 085 049 088 090 089 000 017 020 
4 . 4 160 061 064 061 034 054 056 053 000 017 020 
4 . 4 240 059 061 058 036 051 054 050 000 018 022 
" . 4 480 020 021 010 002 019 020 010 000 016 017 
Note . The decimal point is omitted before correlations. 
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collapsed across E, were still below .03. Also, in examining the 
various specific score comparisons in these two tables, in the manner 
of previous analyses performed on Tables 6 and 7, no sets of score 
types correlated above .016. 
Tables 12 and 13 present the summary statistics of each cell of 
the design when E = 72 and E = 36, respectively, for the mean of the 
correlations of the scale score with principal component, image 
component, and the three factor scores for the case when the scores 
are measuring different components in the varimax position . The 
correlational patterns represented in these tables are quite low, and 
are nearly mirror images of Tables 8 and 9 . The overall mean value 
for the 345 data points in these two tables was .037. Paralleling the 
results of the analyses on Tables 10 and 11, slight differences were 
noted on cells representing the a .. = . 4 condition and the _N = 80 -~ 
condition. However, the mean correlational values representing these 
two conditions, collapsed across E, were still below .06. Also, in 
examining the various specific score comparisons in these tables, in 
the manner of previous analyses performed on Tables 8 and 9, there 
were no discernible differences . The low correlation occurred between 
U and C and was .034 (k = 69), while the high correlation occurred 
between U and Fl and was . 042 (k = 69). 
Standard deviations computed on the cell values represented in 
Tables 6 to 9 are contained in Appendix A, while standard deviations 
computed on the cell values represented in Tables 10 to 13 are 
contained in Appendix B. The standard deviations are very low in 
virtually all cases, suggesting the stability of the observed 
correlational patterns . 
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Table 12 
Mean Correlations among Divergent CoJ!!Eonents for Scale Scores with 
Principal CoJ!!Eonent 1 Image Com2onent 1 and Factor Scores: Varimax 
Position 1 p = 72 
u u u u u 
p/m ~ij :ti C I Fl F2 F3 
12 .8 80 041 042 043 039 041 
12 .8 160 034 034 036 033 034 
12 . 8 240 024 024 025 023 024 
12 . 8 480 018 018 019 017 018 
12 . 6 80 049 051 055 044 049 
12 . 6 160 032 032 036 028 032 
12 . 6 240 029 029 033 025 029 
12 . 6 480 021 021 023 018 021 
12 .4 80 048 104 063 059 062 
12 . 4 160 034 036 042 028 035 
12 .4 240 027 028 035 020 028 
12 .4 480 021 021 028 013 021 
6 . 8 80 044 045 047 041 044 
6 .8 160 031 031 034 029 031 
6 . 8 240 024 024 026 022 024 
6 . 8 480 017 017 018 015 017 
6 .6 80 051 064 057 047 052 
6 .6 160 034 034 041 028 034 
6 . 6 240 028 028 035 022 028 
6 .6 480 020 020 025 015 020 
6 . 4 80 
6 .4 160 052 065 074 070 074 
6 .4 240 045 050 055 048 053 
6 .4 480 028 028 038 022 029 
4 . 8 80 046 048 050 042 046 
4 . 8 160 032 032 035 028 032 
4 .8 240 028 028 032 0 25 028 
4 .8 480 018 018 021 016 018 
4 . 6 80 057 069 067 063 066 
4 . 6 160 040 040 047 034 041 
4 .6 240 031 031 039 023 031 
4 . 6 480 019 019 026 013 019 
4 .4 80 
4 .4 160 
4 .4 240 050 052 059 060 063 
4 . 4 480 039 043 050 045 049 
Note . The decimal point is omitted before correlations. 
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Table 13 
Mean Correlations among Divergent CofilEonents for Scale Scores with 
Princi2al CofilEonent 1 Image Com2onent 1 and Factor Scores: Varimax 
Position 1 2 = 36 
u u u u u 
2/m a .. 
-iJ !! C I Fl F2 F3 
12 .8 80 046 046 048 044 046 
12 . 8 160 036 036 037 034 036 
12 . 8 240 032 032 034 031 032 
12 .8 480 019 019 020 018 019 
12 . 6 80 038 038 043 033 038 
12 . 6 160 032 032 036 027 032 
12 . 6 240 028 028 033 024 029 
12 . 6 480 014 014 016 012 014 
12 . 4 80 041 056 100 072 090 
12 .4 160 031 031 039 022 031 
12 . 4 240 027 028 035 018 026 
12 .4 480 021 021 029 012 021 
6 .8 80 048 048 052 044 048 
6 . 8 160 032 032 035 029 032 
6 .8 240 027 027 029 025 027 
6 . 8 480 018 018 020 016 018 
6 .6 80 047 048 055 041 048 
6 . 6 160 033 034 041 025 033 
6 .6 240 026 026 033 019 026 
6 . 6 480 020 020 025 014 020 
6 .4 80 064 095 109 116 119 
6 .4 160 045 052 066 054 070 
6 .4 240 038 039 051 036 050 
6 .4 480 025 025 038 014 025 
4 . 8 80 048 048 053 042 048 
4 .8 160 029 029 033 025 029 
4 .8 240 024 024 027 021 024 
4 .8 480 018 018 021 016 018 
4 .6 80 055 061 067 055 060 
4 .6 160 036 036 046 026 036 
4 .6 240 028 028 037 018 028 
4 . 6 480 019 019 026 012 019 
4 .4 80 068 079 093 099 100 
4 . 4 160 059 072 080 080 082 
4 . 4 240 050 060 067 064 068 
4 . 4 480 029 030 043 024 032 
Note . The decimal point is omitted before correlations . 
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All of the comparisons discussed above were performed in the 
varimax rotational position . The other rotational positions examined 
were the promax position and the procrustes position . Little 
information was added by these rotational positions. Emerging 
patterns did reveal: 1) correlational values were usually just a 
little lower for convergent components and just a little higher for 
divergent components when measured in the promax position as compared 
to the varimax position; 2) standard deviations were usually just a 
little higher in the promax position as compared to the varimax 
position; 3) correlational values were often just a little higher for 
convergent components and just a little lower for divergent components 
when measured in the procrustes position as compared to the varimax 
position; 4) standard deviations were usually just a little lower for 
the procrustes position as compared to the varimax position; and 5) 
differences in nearly all cases in the comparisons between the varimax 
position and the other rotational positions occurred in the third 
decimal place . 
Appendices C to F contain tables of summary information on the 
promax rotational position, while Appendices G to J contain tables of 
summary information on the procrustes rotational position . 
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Discussion 
This study investigated the relationships among the principal 
component score, the image component score, the regression factor 
score estimate (Thurstone, 1935; Thomson, 1936), the Bartlett (1937) 
factor score estimate, and the Anderson and Rubin (1956) factor score 
estimate, and a scale score method based on the principal component 
factor pattern. Conditions that were manipulated included the number 
of variables (E.), component saturation (a .. ), sample size (N), the n/m_ 
-iJ - ~ 
ratio, where mis the number of components, and the rotation of the 
basic component pattern . 
Perhaps the most striking finding of this study was the strength 
of the relationships among the various score methods. Across all the 
conditions of this study the average correlation coefficient among the 
convergent components, excluding the scale score relationships, was 
.98. This indicates virtual indistinguishability among methods for 
all practical purposes . When the component and factor score methods 
did begin to depart from unity, it was most likely to occur in one of 
the problematic conditions of low component loading (a .. = .4), low -~ 
sample size (f = 80), or a combination of these two conditions . This 
finding was not unexpected as previous related research (Guadagnoli & 
Velicer, in press; Velicer & Fava, 1987a, 1987b) found greater 
departures from the known population values when component saturation, 
sample size, or the E_/ffi ratio were low. 
The overall performance of the scale score method when compared 
with the other score methods was also quite remarkable. While the 
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scale score method did correlate lower with the other score methods 
than the other score methods correlated among themselves, this 
degradation was small and the average correlational value was still 
. 96 . The scale score method appeared to be a little more sensitive to 
the previously identified problematic conditions of low component 
saturation, low sample size, and low Elm ratio. Interactions of the 
problem areas also caused a further departure from unity for the scale 
score relationships. 
Within method comparisons revealed that component score methods 
were more closely related to each other than to the factor score 
methods, while two of the factor score methods (F2 and F3) were near 
unity in their relationship to each other . 
Between method comparisons revealed a surprise result. Although 
the difference was in the 3rd decimal place, the principal component 
score correlated more highly with factor scores F2 and F3 than did 
Fl . The image component score, however, was slightly less correlated 
with all the factor scores, than the factor scores were correlated 
among themselves. The scale score method was slightly more correlated 
to the principal component score method, but as the scale score was 
based on the principal component factor pattern this was not unusual . 
The scale score method was approximately equally related to the image 
component and the factor score methods, differing only in the third 
decimal place . 
The essential sameness of the score methods was reinforced by the 
extremely low correlations among the divergent components for the 
different score methods . This is important since for scores of the 
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different methods to be essentially the same we would not only want 
scores on the same components to correlate highly, but we would want 
scores on different components to be essentially uncorrelated as they 
would be within each of the separate methods . The scale score method, 
although slightly more correlated, still performed quite well on this 
criterion of low relatedness among divergent components. 
This study also suggests that past research (Velicer, 1976) may 
well have underestimated the relationship among the various score 
estimates, especially for the varimax position . There are several 
possible reasons for this past underestimation . First, it is possible 
that the data sets employed, because they were 'real world' data sets, 
did not have an accurate number of components derived from them. It 
is possible that the number of components derived from these data sets 
represented an overextraction (or an underextraction) of the 'true' 
number of components. Such a case could easily have occurred as past 
efforts to determine the proper number of components to retain did not 
have the advantage of simulation studies (Zwick & Velicer, 1982, 1986) 
to guide them in the choice of the most accurate methods to use in the 
determination of the number of components to retain . Correlating 
scores based on the wrong number of components may possibly have 
produced correlations lower than if the 'true' number of components 
had formed the basis of the scores correlated . Second, it is possible 
that the components in these data sets were not truly orthogonal , and 
in such a case one might expect that a varirnax rotation, which is an 
orthogonal rotation, would not accurately portray the component values 
and could lead to degradation of the 'true' correlation values. In 
42 
the present study, an orthogonal population pattern was used and the 
correlation values found after the varimax rotation were extremely 
high. They were higher , in fact, that those values attained af t er the 
promax rotation, which would be more suit ed t o a situation with 
correlated components, and they were almost identical to those 
achieved after a procrustes rotation, often being slightly smaller 
only in the 3rd or 4th decimal place . Conversely, it seems likely, 
though it re mains uninvestigated, that a correlated component 
population pattern used to underly the various scores would show 
higher correlation values among the score methods after a rotation 
such as promax, rather than a varimax rotation, and that in such a 
case the correlation values after a varimax rotati on might be 
substantially lower than ' true' correlation values based on the proper 
rotation . And third , it is possible that some of these data sets were 
more representative of some of the problem areas of low saturation, 
low sample size , or low Elm ratio , which could, as was noted in this 
present study , lower the correlations among score methods . 
The present study does have its own limitations. One prominent 
limitation is the use of ideal variable patterns, in which variables 
only loaded highly on one component, for the underlying population 
patterns. It remains to be investigated what the effects on the 
various score relationships would be if complex variables (variables 
which load highly on more than one factor) are used in the underlying 
population factor pattern and/or if the underlying population pat t ern 
is oblique. Given these limitations, this present study still 
represents the most extensive s tudy of its type, given the range of 
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conditions examined across n, a . . , N, n/m ratio, score types, and 
~ -~ - ~ -
methods of rotation. 
Finally, the present study has several implications for applied 
researchers . First, the overall results suggest there is no practical 
difference between the score methods of principal component analysis, 
image component analysis, and factor analysis. This is especially 
true when one avoids the problem areas of low variable loadings, low 
sample size, and low E_/~ ratio . This finding is consistent with a 
body of research (Velicer, 1974, 1976, 1977; Velicer, Peacock, & 
Jackson, 1982; Velicer & Fava, 1987a, 1987b) in the area, which has 
continued to find little or -no difference between the methods of 
component and factor analysis. When one does, however, consider the 
computational efficiency of component analysis, the problem of factor 
indeterminancy (Schonemann & Wang, 1972), and the great number of 
boundary cases and the frequent nonconvergence that may be encountered 
in factor analysis (Velicer & Fava, 1987a, 1987b), the case for 
principal component analysis as an alternative to factor analysis 
remains strong. Second, this study lends strong support for the 
continued use of scale scores in many applied situations . They have 
been shown to be very representative of the actual component score, 
and they also represent a most parsimonious and simple form of 
scoring. Although the scale score method used in this study was based 
on principal component analysis, it seems highly probable, given the 
strong relationship among all the score methods, that a scale score 
based on image component or factor analysis would also perform in a 
highly representative fashion of the true component score . 
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Standard Dey1at1ons of the Mean Correlations wooni the 
Conyer2ent Components for Pr1nQ1pal Component, I11a2e 
component, and FaQtor SQores: Yar1ma.x Pos1t1on. p-72 
C C C C I I I Fl Fl F2 
lillll .&ij li Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 001 001 001 003 003 003 003 001 001 001 
12 . 8 160 001 001 001 001 001 QQ.Q 001 001 001 001 
12 . 8 240 001 001 001 001 001 001 001 001 001 001 
12 . 8 480 001 001 001 001 001 001 001 001 001 001 
12 . 6 80 001 001 001 007 006 007 007 003 002 001 
12 . 6 160 001 001 001 001 QQ.Q 001 001 001 001 001 
12 . 6 240 001 001 001 001 001 001 001 001 001 001 
12 .6 480 001 001 001 001 001 001 001 001 001 001 
12 .4 80 067 077 074 087 098 098 098 018 017 001 
12 .4 160 003 004 004 001 002 006 006 008 008 001 
12 . 4 240 001 006 006 001 001 007 007 008 008 001 
12 . 4 480 001 002 001 001 001 002 002 002 002 001 
6 .8 80 001 001 001 005 005 005 005 001 001 001 
6 .8 160 QQ.Q 001 001 001 001 001 001 001 001 001 
6 .8 240 001 001 001 001 001 001 001 001 001 001 
6 .8 480 001 001 001 001 001 001 001 001 001 001 
6 . 6 80 013 008 008 041 034 034 033 003 003 001 
6 . 6 160 001 001 001 001 001 002 001 001 001 001 
6 . 6 240 001 001 001 001 001 001 001 002 001 001 
6 . 6 480 001 001 001 001 001 001 001 002 001 001 
6 .4 80 
6 . 4 160 046 053 051 038 036 032 032 014 014 001 
6 . 4 240 059 063 060 048 044 045 043 026 024 001 
6 . 4 480 005 005 005 001 003 005 005 008 007 001 
4 .8 80 006 002 001 011 010 012 011 004 004 001 
4 .8 160 001 001 001 001 001 001 001 001 001 001 
4 . 8 240 001 001 001 001 001 001 001 QQ.Q 001 001 
4 .8 480 001 001 001 001 001 001 001 001 001 001 
4 . 6 80 017 019 018 048 038 042 042 006 006 001 
4 . 6 160 011 007 006 002 009 005 005 006 006 001 
4 . 6 240 002 001 001 001 002 002 002 004 004 001 
4 . 6 480 001 001 001 001 001 001 001 001 001 001 
4 .4 80 
4 .4 160 
4 . 4 240 035 025 025 006 030 028 027 029 029 001 
4 . 4 480 024 027 026 034 021 022 021 010 010 001 
~ . The decimal point i s omitted from ta.bled values . 
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Table A-2 
Stangard Deyiations Qf the Me~ QQrrelat1Qns WDQDi the 
Conyer2ent CQmpQnents fQr Pr1nQipal CQmpQnent. Ima.2e 
CompQnent . and FaQtQr SQQres: var1ma.x PQs1t1Qn, p=36 
C C C C I I I Fl Fl F2 
;p.Lln a.ij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 001 001 001 001 001 001 001 001 001 001 
12 . 8 160 001 001 001 001 001 001 001 001 001 001 
12 .8 240 001 001 001 001 001 001 001 001 001 001 
12 . 8 480 001 001 001 001 001 001 001 001 001 001 
12 .6 80 001 001 002 001 001 002 002 003 003 001 
12 .6 160 001 001 001 001 001 001 001 001 001 001 
12 . 6 240 001 001 001 001 001 001 001 001 001 001 
12 . 6 480 001 001 001 001 QQQ 001 001 001 001 001 
12 . 4 80 088 129 126 008 049 096 090 096 086 005 
12 . 4 160 001 008 008 001 001 011 011 013 012 001 
12 .4 240 001 005 005 001 001 006 006 007 007 001 
12 .4 480 001 004 004 001 001 004 004 006 005 001 
6 . 8 80 001 001 001 001 001 001 001 001 001 001 
6 .8 160 QQQ 001 001 001 001 001 001 001 001 001 
6 .8 240 001 001 001 001 001 001 001 001 001 001 
6 . 8 480 001 001 001 001 001 001 001 001 001 001 
6 . 6 80 002 002 002 002 003 003 003 003 003 001 
6 . 6 160 001 001 001 001 001 002 002 003 002 001 
6 .6 240 001 001 001 001 001 002 002 002 002 001 
6 . 6 480 001 001 001 001 001 001 001 001 001 001 
6 . 4 80 090 094 090 041 061 055 053 033 032 001 
6 .4 160 059 068 067 017 064 086 082 064 057 004 
6 . 4 240 028 030 026 002 020 029 025 044 040 003 
6 . 4 480 002 003 003 001 001 004 004 007 007 001 
4 . 8 80 001 001 001 001 001 001 001 002 002 001 
4 . 8 160 001 001 001 001 001 001 001 002 002 001 
4 . 8 240 001 001 001 001 001 001 001 001 001 001 
4 .8 480 001 001 001 001 001 001 001 001 001 001 
4 . 6 80 027 021 021 047 015 010 010 010 010 001 
4 . 6 160 008 002 002 001 008 003 003 008 007 001 
4 . 6 240 003 001 001 001 001 002 002 005 005 001 
4 . 6 480 . 001 001 001 001 001 002 002 003 003 001 
4 .4 80 050 034 034 032 083 075 074 046 045 001 
4 . 4 160 044 043 040 077 039 035 032 035 035 001 
4 .4 240 039 034 033 073 024 018 018 027 026 001 
4 . 4 480 016 008 007 001 015 008 008 017 015 001 
H.Q.t.e . The decimal point is omitted from tabled values . 
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Table A-3 
Standard DeY1at1ons of the Mean Correlations amcn2 the 
QcnYer2ent Qcmpcnents for SQale SQcres ~1th Pr1nQ1pal 
Ccmpcnent. Ima2e Component. and FaotQr Socres: 
Yarima.x Pcsiticn. p~72 
u u u u u 
~ Aij N C I Fl F2 F3 
12 .8 80 002 003 002 002 002 
12 .8 160 001 002 002 002 002 
12 . 8 240 002 001 001 001 001 
12 . 8 480 001 001 001 001 001 
12 . 6 80 004 009 004 005 004 
12 .6 160 002 002 002 002 002 
12 .6 240 001 001 001 001 001 
12 .6 · 480 001 001 001 001 001 
12 .4 80 006 088 059 063 060 
12 .4 160 008 009 013 012 012 
12 . 4 240 003 004 004 011 012 
12 .4 480 002 002 002 002 002 
6 .8 80 001 005 002 001 001 
6 . 8 160 002 002 001 002 002 
6 . 8 240 001 001 001 001 001 
6 .8 480 001 001 001 001 001 
6 .6 80 006 033 014 010 010 
6 . 6 160 003 004 003 004 003 
6 .6 240 002 002 002 002 002 
6 .6 480 001 001 001 001 001 
6 . 4 80 
6 .4 160 011 033 044 049 047 
6 .4 240 014 042 048 054 053 
6 .4 480 012 012 014 023 020 
4 .8 80 004 012 006 005 004 
4 .8 160 001 001 001 001 001 
4 .8 240 002 002 002 002 002 
4 .8 480 001 001 001 001 001 
4 . 6 80 010 046 021 017 018 
4 . 6 160 009 008 012 010 009 
4 . 6 240 004 005 007 006 005 
4 .6 480 001 002 002 002 002 
4 .4 80 
4 .4 160 
4 .4 240 003 010 019 016 017 
4 . 4 480 020 034 029 034 034 
~. The decimal point is omitted from tabled values. 
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Table A-4 
Standard Dey1at1ons of the Mean Correlations w.noni the 
Conyerient Components for Soale Scores ~1th fr1nc1pal 
Component. Imaie Component. and ractor Scores : 
var1mu fos1t1on. p-36 
0 u 0 u 0 
wn lJ.ij H C I Fl F2 F3 
12 .8 80 002 002 002 002 002 
12 .8 160 001 001 002 002 001 
12 . 8 240 001 001 001 001 001 
12 .8 480 001 001 001 001 001 
12 .6 80 002 002 002 002 002 
12 .6 160 002 001 001 002 001 
12 .6 240 001 001 001 001 001 
12 .6 480 001 001 .QQQ 001 001 
12 .4 80 015 017 083 120 117 
12 .4 160 003 004 004 013 013 
12 .4 240 003 003 004 009 008 
12 . 4 480 002 002 002 003 002 
6 . 8 80 004 004 003 004 004 
6 .8 160 001 001 002 002 002 
6 . 8 240 001 001 001 002 001 
6 .8 480 001 001 001 001 001 
6 .6 80 006 008 006 008 007 
6 . 6 160 002 002 002 003 002 
6 . 6 240 001 001 002 001 001 
6 . 6 480 002 002 001 002 002 
6 . 4 80 017 051 102 086 083 
6 . 4 160 009 029 056 074 073 
6 . 4 240 011 013 031 034 031 
6 . 4 480 009 009 009 010 009 
4 . 8 80 003 003 003 004 003 
4 . 8 160 001 001 001 001 001 
4 . 8 240 001 001 001 001 001 
4 . 8 480 001 001 001 001 001 
4 . 6 80 012 049 029 026 026 
4 . 6 160 005 005 008 008 005 
4 . 6 240 002 003 004 003 002 
4 . 6 480 002 002 003 002 002 
4 . 4 80 007 035 052 034 035 
4 . 4 160 006 059 029 041 039 
4 . 4 240 021 050 031 039 041 
4 .4 480 009 009 018 014 013 





standard Deviations of the Mean correlations amoni the 
Diverient Components for Principal Component, Imaie 
Component. and Factor Scores: Yarimax Position, p-72 
C C C C I I I Fl Fl P2 
~ aij N Pl F2 F3 I Fl F2 F3 F2 F3 P3 
12 . 8 8 0 OOQ OOQ Q.Q.Q 00Q OOQ QQQ QQQ QQQ QQQ QQQ 
12 . 8 160 QQQ OOQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
12 . 8 240 OOQ Q_QQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
12 . 8 480 OOQ Q_QQ Q.Q.Q QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
12 .6 80 001 001 001 002 003 001 002 QQQ 001 002 
12 . 6 160 001 001 OOQ QQQ 001 001 QQQ QQQ 001 001 
12 . 6 240 001 001 Q.Q.Q QQQ 001 001 QQQ QQQ 001 001 
12 . 6 48 0 OOQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
12 . 4 80 021 028 030 031 036 033 033 OOQ 003 004 
12 . 4 160 003 003 004 002 002 002 002 OOQ 001 001 
12 . 4 240 001 001 002 QQQ 002 002 002 QQQ 001 002 
12 .4 480 001 002 QQQ QQQ 001 002 QQQ QQQ 002 002 
6 . 8 80 OOQ QQQ QQQ 001 001 QQQ 001 OOQ OOQ QQQ 
6 . 8 160 OOQ OOQ QQQ QQQ OOQ OOQ QQQ OOQ OOQ QQQ 
6 . 8 240 OOQ OOQ OOQ QQQ OOQ QQQ QQQ OOQ OOQ QQQ 
6 .8 480 QQQ OOQ QQQ QQQ QQQ QQQ QQQ OOQ QQQ QQQ 
6 . 6 80 003 002 003 010 008 009 009 QQQ 001 001 
6 . 6 160 001 001 QQQ QQQ 001 001 QQQ QQQ 001 001 
6 . 6 240 001 001 QQQ QQQ 001 001 QQQ OOQ 001 001 
6 . 6 480 Q.Q.Q Q.Q.Q QQQ Q.Q.Q OOQ QQQ QQQ QQQ OOQ Q.Q.Q 
6 .4 80 --- --- ---
6 .4 160 019 019 020 020 018 019 019 QQQ 002 002 
6 .4 240 023 025 027 024 018 018 021 QQQ 002 003 
6 . 4 480 004 004 005 001 003 003 004 OOQ 002 002 
4 .8 80 002 001 002 003 003 002 003 QQQ QQQ Q.Q.Q 
4 . 8 160 QQQ Q.Q.Q Q.Q.Q QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
4 .8 240 QQQ OOQ Q.Q.Q QQQ OOQ QQQ OOQ QQQ QQQ .QQQ 
4 . 8 480 QQQ QQQ .QQQ .QQQ QQQ .QQQ QQQ QQQ QQQ .QQQ 
4 . 6 80 ·006 006 006 011 · 008 009 009 QQQ 001 001 
4 .6 160 004 004 004 002 003 003 004 QQQ 001 001 
4 . 6 240 002 001 001 QQQ 001 001 001 QQQ 001 001 
4 . 6 480 001 001 QQQ Q_QQ 001 001 QQQ QQQ 001 001 
4 .4 80 --- ---
4 .4 160 -- - - - -
4 . 4 240 008 009 010 007 009 009 010 QQQ. 001 001 
4 . 4 480 010 011 011 014 008 008 009 QQQ 001 001 
~ - The decimal point is omitted from tabled values. 
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Table B-2 
standard Deviations of the Mean correlations amone the 
Divereent components for Principal component, rmaee 
component, and Factor scores : Yarima.x Position, p=36 
C C C C I I I Fl Fl F2 
p.L.m ~ij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
12 . 8 160 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
12 .8 240 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
12 . 8 480 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
12 .6 80 002 002 QQQ Q.QQ 002 002 001 QQQ 001 002 
12 .6 160 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
12 . 6 240 002 002 QQQ Q.QQ 002 002 Q.QQ QQQ 002 002 
12 . 6 480 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
12 . 4 80 123 099 117 040 090 071 083 QQQ 025 039 
12 . 4 160 003 004 002 002 003 004 002 QQQ 006 006 
12 .4 240 004 004 001 Q.QQ 004 004 001 Q.QQ 004 004 
12 . 4 480 003 003 QQQ Q.QQ 003 003 001 Q.QQ 004 004 
6 . 8 80 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
6 . 8 160 QQ.Q Q.QQ QQQ Q.QQ Q.QQ Q.QQ Q.QQ QQQ QQQ QQQ 
6 . 8 240 001 001 QQQ Q.QQ 001 001 Q.QQ QQQ 001 001 
6 .8 480 QQQ Q.QQ QQQ Q.QQ Q.QQ Q.QQ Q.QQ Q.QQ QQQ Q.QQ 
6 .6 80 003 003 002 001 004 003 002 QQQ 003 003 
6 .6 160 002 002 QQQ Q.QQ 002 002 Q.QQ Q.QQ 002 002 
6 . 6 240 001 001 QQQ Q.QQ 001 001 Q.QQ Q.QQ 001 001 
6 .6 480 001 001 QQQ Q.QQ 001 001 Q.QQ Q.QQ 001 001 
6 . 4 80 029 035 032 046 029 033 030 Q.QQ 003 004 
6 .4 160 023 020 028 021 021 021 029 Q.QQ 008 013 
6 .4 240 008 015 018 002 007 011 015 Q.QQ 007 010 
6 . 4 480 002 002 001 Q.QQ 001 002 001 Q.QQ 002 002 
4 .8 80 001 001 001 Q.QQ 001 001 Q.QQ Q.QQ 001 001 
4 .8 160 001 001 QQQ Q.QQ 001 001 Q.QQ Q.QQ 001 001 
4 . 8 240 QQQ QQQ QQQ QQQ Q.QQ QQQ .QQQ .QQQ QQQ Q.QQ 
4 . 8 480 QQQ .QQQ QQQ .QQQ QQQ .QQQ .QQQ Q.QQ QQQ Q.QQ 
4 . 6 80 015 016 016 023 010 011 011 .QQQ 002 002 
4 . 6 160 003 003 002 001 003 003 002 Q.QQ 002 003 
4 .6 240 001 001 QQQ .QQQ 001 001 .QQQ Q.QQ 001 001 
4 . 6 480 001 001 Q.QQ .QQQ 001 001 .QQQ Q.QQ 001 001 
4 . 4 80 019 020 021 026 031 033 034 Q.QQ 002 003 
4 . 4 160 022 025 024 038 017 020 019 Q.QQ 001 002 
4 . 4 240 026 027 030 040 024 025 026 .Q.QQ 001 002 
4 . 4 480 008 010 011 001 008 010 011 .QQQ 002 002 
~ - The decimal point is omitted from tabled values . 
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Table B-3 
Standard Dey1at1Qns Qf the Mean CQrrelat1Qns W!!Qni the 
D1Yer2ent CompQnents fQr SQale SQQres ~1th Pr1no1pal 
CQmpQnent, Ima2e CQmpQnent, and Faotor SoQres: 
Yarima.x PQs1t1Qn. p-72 
u u u u u 
wn 1.lij N C I Fl F2 F3 
12 . 8 80 007 007 007 007 007 
12 . 8 160 004 004 004 004 004 
12 . 8 240 004 004 005 004 004 
12 .8 480 004 004 004 004 004 
12 . 6 80 006 007 007 005 006 
12 . 6 160 005 005 006 005 005 
12 .6 240 003 003 004 003 003 
12 . 6 · 480 003 003 004 003 003 
12 . 4 80 004 027 015 021 022 
12 .4 160 004 005 004 003 004 
12 . 4 240 005 004 005 005 002 
12 . 4 480 004 004 006 002 004 
6 .8 80 002 002 002 002 002 
6 . 8 160 003 003 003 003 003 
6 . 8 240 002 002 002 002 002 
6 .8 480 002 002 002 002 002 
6 . 6 80 005 002 006 006 006 
6 .6 160 003 003 004 003 003 
6 .6 240 003 003 003 002 003 
6 . 6 480 001 001 001 001 001 
6 . 4 80 
6 .4 160 004 015 014 013 013 
6 . 4 240 005 008 006 011 010 
6 . 4 480 005 004 005 006 007 
4 . 8 80 003 004 004 003 004 
4 .8 160 001 001 002 001 001 
4 . 8 240 002 002 002 002 002 
4 . 8 480 001 001 001 001 001 
4 . 6 80 003 005 003 003 004 
4 . 6 160 003 002 003 002 002 
4 . 6 240 003 003 004 003 003 
4 . 6 480 001 001 002 001 001 
4 .4 80 
4 . 4 160 
4 .4 240 002 002 003 004 004 
4 . 4 480 004 009 005 008 007 
NQ:t.e.. The decimal point is omitted from ta.bled values . 
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Table B-4 
Stw:ldard Deyiat1ons of the Mean Correlations Wl!Oni the 
D1Yerient Com12onents for Scale Scores ~1th fr1nC1l2al 
Com12onent. Imaie Com12onent, and Factor Scores: 
Yarima.x fos1t1on, 12-=36 
u u u u u 
~ .a.ij H C I Fl F2 F3 
12 .8 80 015 015 016 014 015 
12 . 8 160 015 015 016 014 015 
12 . 8 240 009 009 009 008 009 
12 .8 480 012 012 012 011 012 
12 .6 80 016 016 017 014 015 
12 . 6 160 008 008 009 007 008 
12 .6 240 012 012 014 010 012 
12 .6 480 005 005 006 005 006 
12 . 4 80 015 027 109 088 097 
12 . 4 160 009 009 013 006 007 
12 .4 240 014 014 018 009 013 
12 .4 480 009 009 013 005 009 
6 .8 80 009 009 010 008 009 
6 .8 160 005 005 005 004 005 
6 .8 240 003 003 004 003 003 
6 .8 480 003 003 003 002 003 
6 .6 80 009 010 011 010 010 
6 .6 160 006 006 008 004 006 
6 . 6 240 003 002 003 002 003 
6 .6 480 005 005 006 004 005 
6 .4 80 011 031 025 028 027 
6 .4 160 006 010 016 016 016 
6 .4 240 010 009 011 018 019 
6 .4 480 006 006 007 004 005 
4 . 8 80 005 005 006 004 005 
4 .8 160 003 003 003 003 003 
4 . 8 240 002 002 002 002 002 
4 .8 480 002 002 003 002 002 
4 . 6 80 005 013 009 012 011 
4 . 6 160 007 007 010 005 007 
4 . 6 240 004 004 005 003 004 
4 .6 480 002 002 003 001 002 
4 .4 80 006 018 016 015 014 
4 .4 160 007 028 019 021 020 
4 .4 240 010 020 013 022 018 
4 . 4 480 008 008 008 012 012 





Mean CQrre l atiQns amQng CQnYergen:t CQm~Qnen:ts fQr 
Pri nQi pal CQmpQnent. Image CQmpQnen:t. a.nd Ea.Q:tQr SQQres: 
frQm~ fQs i tiQn. p=72 
C C C C I I I Fl Fl F2 
lW!l aij N Fl F2 F3 I Fl F2 F3 F2 F2 F3 
12 . 8 80 993 993 .9.9.9 994 987 986 994 971 992 993 
12 . 8 160 995 995 .9.9.9 999 995 994 999 980 995 995 
12 . 8 240 997 997 .9.9.9 ~ 997 996 999 989 997 997 
12 .8 480 998 998 ~ .9.9.9 999 998 .9.9.9 994 998 998 
12 .6 80 990 989 998 980 974 967 977 960 984 991 
12 . 6 160 994 994 999 999 994 991 996 976 991 995 
12 . 6 240 995 995 999 999 996 993 997 981 992 996 
12 . 6 480 997 997 999 .9.9.9 998 996 999 989 996 998 
12 .4 80 952 922 943 775 791 750 769 903 940 986 
12 .4 160 991 981 987 996 991 973 978 954 970 995 
12 . 4 240 994 981 986 998 994 975 980 958 972 995 
12 . 4 480 996 990 994 999 996 987 991 974 986 996 
6 . 8 80 980 982 .9.9.9 988 974 969 987 928 979 983 
6 . 8 160 989 989 .9.9.9 999 990 988 999 958 989 990 
6 . 8 240 993 994~~ 994 993 999 975 993 994 
6 . 8 480 997 997 .9.9.9 ~ 997 996 ~ 986 996 997 
6 . 6 80 966 974 989 878 882 853 875 928 969 986 
6 . 6 160 985 987 998 997 987 982 993 947 981 989 
6 .6 240 987 987 999 999 988 985 996 951 984 989 
6 .6 480 993 992 999 999 993 991 998 970 990 993 
6 . 4 80 
6 . 4 160 868 878 893 935 910 904 920 891 939 983 
6 . 4 240 925 918 937 957 953 934 953 902 947 983 
6 . 4 480 983 977 988 998 986 973 984 935 965 990 
4 . 8 80 968 974 998 981 962 956 982 903 970 977 
4 .8 160 982 982 ~ 998 983 980 998 930 981 982 
4 .8 240 985 985 .9.9.9 999 986 984 999 942 984 985 
4 . 8 480 993 993~~ 993 993 999 972 992 993 
4 . 6 80 887 906 934 856 836 832 863 864 941 972 
4 . 6 160 958 964 985 993 966 963 984 905 963 979 
4 .6 240 975 977 996 998 979 975 994 919 970 982 
4 .6 480 987 988 999 999 989 986 997 952 984 989 
4 . 4 80 
4 . 4 160 
4 . 4 240 860 881 907 985 879 889 915 835 908 973 
4 .4 480 903 910 931 975 922 923 943 876 936 978 
N..o..t..e.. The decimal point is omitted before correlations . 
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Table C-2 
Mea.n CQrrela.t1QnS amQni CQnYerient CQmpQnents fQr 
Er1nQ1pal CQmpQnent. Ima.~e CQml;!Qnent. a.nd. fa.QtQr SQQ;res: 
frQm~ fQs1t1Qn. p=~6 
C C C C I I I Fl Fl F2 
lill1 ~ij li Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 996 997 ~ 999 996 995 998 986 995 997 
12 .8 160 998 998 ~ ~ 998 997 999 992 997 998 
12 .8 240 998 998 ~ ~ 999 998 ~ 994 998 999 
12 . 8 480 999 999 ~ ~ 999 999 ~ 997 999 999 
12 . 6 80 996 995 997 998 996 989 991 982 989 998 
12 . 6 160 997 996 998 999 998 994 996 987 993 998 
12 . 6 240 998 997 999 ~ 998 996 998 991 996 998 
12 . 6 480 999 999 ~ ~ ~ 998 999 997 998 -9.rul 
12 .4 80 950 883 896 988 962 871 886 848 881 987 
12 . 4 160 995 975 978 998 996 964 967 952 961 997 
12 . 4 240 997 987 989 999 997 983 985 974 979 998 
12 . 4 480 998 992 993 ~ 998 989 991 982 987 998 
6 .8 80 989 990 ~ 998 989 988 998 958 987 990 
6 . 8 160 995 995 ~ ~ 996 994 999 981 994 996 
6 .8 240 996 996 ~ ~ 996 995 999 984 995 996 
6 .8 480 998 999 ~ ~ 998 998 ~ 993 998 998 
6 . 6 80 983 984 995 993 986 973 984 942 972 989 
6 . 6 160 990 991 998 999 992 987 994 963 984 993 
6 .6 240 993 992 998 999 994 990 996 971 988 994 
6 . 6 480 996 996 999 ~ 996 995 998 983 994 997 
6 . 4 80 774 763 795 937 820 784 812 797 840 981 
6 .4 160 917 889 914 986 925 876 900 830 882 978 
6 . 4 240 971 948 961 998 978 942 956 895 926 988 
6 . 4 480 990 982 988 999 992 977 984 949 969 993 
4 . 8 80 979 979 ~ 998 981 976 997 920 977 979 
4 . 8 160 991 991 -9.rul 999 992 990 998 965 989 992 
4 . 8 240 994 994~~ 995 994 999 977 993 995 
4 . 8 480 996 997~~ 997 996 ~ 987 996 997 
4 . 6 80 933 950 967 961 960 954 972 892 941 982 
4 .6 160 974 979 995 997 979 973 989 920 964 984 
4 .6 240 985 986 998 999 988 983 995 945 979 988 
4 .6 480 991 992 999 ~ 993 990 997 968 987 993 
4 . 4 80 819 852 883 949 818 820 848 797 864 973 
4 . 4 160 871 896 919 961 895 903 926 819 876 978 
4 . 4 240 879 879 903 955 908 891 915 828 882 978 
4 .4 480 970 967 979 999 974 962 974 907 942 987 
li.Qli . The decimal point is omitted before correlations. 
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Table C-3 
Mean Correla:t1ons amoni ConYerien:t Com~onen:ts for sc&.1.e 
scores ~1:th Principal Component. Imaie Componen:t . and 
Fac:tor scores : Proma.x Pos1:t1on, p-72 
u u u u u 
p_L1n a.ij H C I Fl F2 F3 
12 . 8 80 993 987 997 974 993 
12 . 8 160 996 994 999 980 996 
12 , 8 240 997 997 -99.9 990 997 
12 . 8 480 999 998 -99_9 994 999 
12 . 6 80 983 966 986 969 982 
12 . 6 160 992 990 994 978 991 
12 . 6 240 994 993 996 984 994 
12 . 6 480 997 997 998 991 997 
12 .4 80 942 743 908 867 891 
12 . 4 160 969 962 962 938 960 
12 .4 240 969 967 967 947 968 
12 . 4 480 986 983 983 976 983 
6 .8 80 978 968 988 932 978 
6 .8 160 990 989 997 961 990 
6 . 8 240 994 994 998 977 994 
6 . 8 480 997 997 999 988 997 
6 . 6 80 942 838 924 906 933 
6 . 6 160 973 969 976 943 972 
6 . 6 240 982 980 986 954 982 
6 .6 480 991 990 992 976 991 
6 . 4 80 
6 . 4 160 881 835 785 776 794 
6 .4 240 893 861 850 820 844 
6 . 4 480 938 935 926 909 928 
4 . 8 80 962 946 971 899 960 
4 .8 160 983 982 994 936 983 
4 . 8 240 987 987 996 948 987 
4 . 8 480 994 994 998 977 994 
4 .6 80 900 797 824 817 853 
4 .6 160 94 1 935 929 887 930 
4 .6 240 961 959 960 917 959 
4 . 6 480 984 983 984 959 984 
4 . 4 80 
4 . 4 160 
4 . 4 240 850 839 764 759 786 
4 . 4 480 878 859 813 799 823 
~ - The decimal point is omitted before correlations . 
62 
Table C-4 
Mean CQrrelat1Qns amQni CQnyerient CQmponents for SQale 
SQores ~1th fr1nQ1pal Component. Imaie Component. ana. 
Factor SQores : frQma.x Eos1t1Qn, p- 36 
u u u u u 
l1l1n Aij N C I Fl F2 F3 
12 .8 80 997 996 998 988 997 
12 .8 160 998 998 999 993 998 
12 . 8 240 999 998 .ru!.e 994 999 
12 . 8 480 999 999 .ru!.e 998 999 
12 . 6 80 995 991 992 988 994 
12 . 6 160 997 995 996 991 997 
12 . 6 240 998 997 998 993 998 
12 . 6 480 999 999 999 998 999 
12 . 4 80 969 955 920 855 868 
12 . 4 160 977 973 972 953 960 
12 . 4 240 988 986 985 980 984 
12 . 4 480 994 993 992 989 993 
6 . 8 80 989 988 989 969 989 
6 . 8 160 996 995 998 983 996 
6 .8 240 997 996 999 986 997 
6 . 8 480 999 998 999 994 999 
6 . 6 80 974 964 963 952 971 
6 .6 160 988 986 987 969 987 
6 . 6 240 992 991 992 978 992 
6 . 6 480 996 995 996 988 996 
6 .4 80 933 867 731 711 746 
6 .4 160 934 917 863 825 859 
6 .4 240 950 945 927 890 911 
6 .4 480 973 971 967 955 969 
4 .8 80 981 979 984 935 981 
4 .8 160 993 -992 996 971 993 
4 .8 240 995 995 998 981 995 
4 . 8 480 998 997 999 989 997 
4 . 6 80 942 909 893 893 918 
4 . 6 160 975 97 1 966 936 971 
4 . 6 240 986 984 983 959 984 
4 . 6 480 992 991 990 977 991 
4 .4 80 910 873 761 791 820 
4 . 4 160 900 869 802 804 832 
4 . 4 240 893 863 813 801 829 
4 . 4 480 951 948 928 915 936 





Standard Deyiat1ons of the Mean Correlations wnoni the 
ConYerient Components for Er1nQ1pal Component, Imaie 
Component. and FaQtor SQores: Eroma.x Eos1tion. p=72 
C C C C I I I Fl Fl F2 
lill1 .aij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 002 002 001 003 002 002 003 006 001 002 
12 . 8 160 002 002 001 001 002 002 001 006 002 002 
12 .8 240 001 001 001 001 001 001 001 004 001 001 
12 . 8 480 001 001 001 001 001 001 001 003 001 001 
12 . 6 80 002 002 001 007 007 009 007 007 003 002 
12 .6 160 001 001 001 001 002 002 001 004 002 001 
12 .6 240 001 002 001 001 001 002 001 005 002 001 
12 . 6 480 001 001 001 001 001 001 001 002 001 001 
12 . 4 80 055 106 074 087 086 095 096 060 021 016 
12 .4 160 003 004 004 002 003 006 006 011 007 003 
12 .4 240 002 006 006 001 002 006 007 009 007 002 
12 . 4 480 001 002 001 001 001 002 002 004 002 001 
6 . 8 80 002 002 001 005 004 006 005 007 002 002 
6 .8 160 002 002 001 001 002 002 001 008 002 002 
6 .8 240 001 001 001 001 001 001 001 004 001 001 
6 .8 480 001 002 001 001 001 001 001 004 001 001 
6 .6 80 013 009 008 044 036 042 039 005 003 002 
6 .6 160 002 002 001 001 002 003 001 007 002 002 
6 .6 240 002 002 001 001 002 002 001 007 003 002 
6. . 6 480 001 001 001 001 001 001 001 003 001 001 
6 .4 80 
6 . 4 160 047 048 048 039 029 030 027 022 015 004 
6 .4 240 060 071 062 050 046 055 046 036 026 005 
6 .4 480 007 008 005 001 005 008 005 017 009 004 
4 . 8 80 006 004 002 012 010 015 012 012 005 003 
4 . . 8 160 001 002 001 001 001 002 001 004 001 002 
4 . 8 240 002 002 001 001 002 002 001 007 002 002 
4 .8 480 001 001 001 001 001 002 001 003 001 001 
4 .6 80 021 019 021 052 034 050 048 020 007 004 
4 .6 160 013 012 009 002 011 010 008 014 007 003 
4 . 6 240 004 004 002 001 003 003 002 011 004 004 
4 . 6 480 002 002 001 001 002 002 001 007 002 002 
4 .·4 80 
4 .4 160 
4 . 4,. 240 025 021 025 007 024 028 032 034 027 005 
4 .4 480 022 026 024 035 021 022 021 011 010 001 
H.o.t.e.. The decimal point is omitted from ta.bled values . 
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Table D-2 
s:ta.nda;rd Dey1a:t1ons of :the Mea~ Correlations wnon~ the 
Conye;r~en:t Components for P;r1nc1pal Component. Ima~e 
Com_ponen:t . and Fac:to;r scores : P;roma.x Pos1:t1on, p=36 
C C C C I I I Fl Fl F2 
iwn .a.ij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 002 002 001 001 002 002 001 007 002 002 
12 . 8 160 002 001 001 001 002 002 001 005 002 002 
12 . 8 240 001 001 001 001 001 001 001 003 001 001 
12 . 8 480 001 002 001 001 001 001 001 003 001 001 
12 . 6 80 002 002 002 001 001 002 003 006 003 002 
12 . 6 160 001 001 001 001 001 001 001 003 002 001 
12 .6 240 001 002 001 001 001 001 001 004 001 001 
12 .6 480 001 001 001 001 001 001 001 001 001 001 
12 . 4 80 079 121 119 005 049 098 092 097 084 009 
12 .4 160 002 009 008 001 002 012 011 017 012 002 
12 .4 240 002 005 005 001 002 006 006 008 007 002 
12 . 4 480 002 005 004 001 002 006 004 010 006 002 
6 . 8 80 004 003 001 001 003 004 001 012 004 003 
6 . 8 160 002 002 001 001 002 002 001 006 002 002 
6 . 8 240 001 001 001 001 001 001 Q_Q_Q 005 001 002 
6 . 8 480 001 001 001 001 001 001 001 002 001 001 
6 . 6 80 005 005 002 002 006 006 002 017 006 004 
6 .6 160 003 003 001 001 003 003 002 010 003 003 
6 . 6 240 001 002 001 001 001 002 002 004 002 002 
6 . 6 480 002 002 001 001 002 002 001 007 002 002 
6 . 4 80 102 120 110 036 050 053 048 039 031 006 
6 .4 160 058 068 066 016 061 081 079 051 054 006 
6 .4 240 028 032 026 002 020 031 025 046 041 005 
6 .4 480 002 004 003 001 002 005 004 009 007 002 
4 . 8 80 004 005 001 001 003 005 001 015 004 005 
4 .8 160 002 003 001 001 002 003 001 008 002 003 
4 . 8 240 001 001 001 001 002 001 001 003 001 002 
4 . 8 480 001 001 001 001 001 001 001 003 001 001 
4 . 6 80 037 030 029 061 015 009 008 015 010 004 
4 . 6 160 010 007 002 001 010 008 003 024 009 006 
4 . 6 240 004 003 001 001 003 004 002 012 006 003 
4 . 6 480 002 002 001 001 002 003 002 008 003 003 
4 .4 80 054 044 041 035 101 090 090 049 042 005 
4 .4 160 040 035 033 070 029 018 017 028 031 005 
4 . 4 240 040 036 036 076 025 016 017 025 022 004 
4 . 4 480 020 011 009 001 020 011 009 025 017 004 
llil:t.e.. The decimal point i s omitted from tabled values. 
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Table D-3 
Sta.nga.rd Dey1a.t1Qns Qf the Mean CQrrela.t1Qns WDQni the 
CQnYerient CQmpQnents fQr Sea.le ScQres ~1th Principal 
CQlll:ilQnent. Ima.ie QQ;mponent, and Fa.ctQr ScQres : 
PrQma.x PQsitiQn, p=72 
u u u u u 
;p_Lm fliij .N C I Fl F2 F3 
12 .8 80 002 003 001 007 002 
12 .8 160 002 002 001 006 002 
12 . 8 240 002 001 001 003 001 
12 .8 480 001 001 001 003 001 
12 .6 80 004 008 004 007 004 
12 .6 160 002 002 001 004 002 
12 .6 240 001 001 001 004 001 
12 . 6 · 480 001 001 001 002 001 
12 . 4 80 005 086 047 079 053 
12 .4 160 008 010 013 013 014 
12 . 4 240 004 004 004 012 013 
12 . 4 480 002 002 003 003 002 
6 . 8 80 001 005 004 006 001 
6 .8 160 002 002 001 007 002 
6 . 8 240 001 001 001 003 001 
6 . 8 480 001 001 001 003 001 
6 .6 80 005 037 017 010 010 
6 . 6 160 004 004 004 007 003 
6 . 6 240 002 002 002 005 002 
6 . 6 480 001 001 001 002 001 
6 .4 80 
6 .4 160 011 024 030 037 033 
6 .4 240 013 046 048 060 054 
6 .4 480 012 012 014 028 022 
4 .8 80 003 012 005 011 004 
4 . 8 160 001 001 001 003 001 
4 . 8 240 002 002 001 007 002 
4 .8 480 001 001 001 002 001 
4 .6 80 007 046 027 016 021 
4 .6 160 009 009 012 016 011 
4 . 6 240 005 005 006 010 006 
4 . 6 480 001 001 002 005 001 
4 . 4 80 
4 . 4 160 
4 .4 240 006 011 016 021 017 
4 .4 480 018 036 017 030 029 
Ro..:t..e. The decimal point is omitted from tabled values. 
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Table D-4 
Standard Dey1a.t1Qns of the Mean Qorrela.t i ons wnoni the 
Qonyerient QompQnents for SQa.le SQores wi th Pr1nQ1pal 
QompQnent, Ima.ie Qom:i;1onent. a nd fa.Qtor SQores: 
PrQmax PQsitiQn, p-36 
u u u u u 
llliD .tlij H C I Fl F2 F3 
12 . 8 80 002 002 001 007 002 
12 . 8 160 001 002 001 005 002 
12 . 8 240 001 001 001 003 001 
12 . 8 480 001 001 001 002 001 
12 . 6 80 001 001 002 004 002 
12 . 6 160 001 001 001 003 001 
12 . 6 240 001 001 001 003 001 
12 . 6 480 001 001 001 001 001 
12 . 4 80 012 015 074 112 109 
12 . 4 160 003 004 005 016 017 
12 . 4 240 003 003 003 009 008 
12 .4 480 002 002 002 005 002 
6 . 8 80 005 005 009 007 005 
6 . 8 160 001 002 001 005 002 
6 .8 240 001 001 001 004 001 
6 . 8 480 001 001 001 002 001 
6 . 6 80 007 009 007 015 008 
6 . 6 160 002 002 002 008 002 
6 . 6 240 001 001 001 004 001 
6 .6 480 002 002 001 005 002 
6 .4 80 007 036 090 097 089 
6 .4 160 009 027 062 074 078 
6 . 4 240 011 014 031 038 034 
6 .4 480 009 009 008 012 009 
4 . 8 80 003 004 006 011 004 
4 . 8 160 001 002 001 007 001 
4 .8 240 001 001 001 003 001 
4 . 8 480 001 001 001 002 001 
4 . 6 80 011 048 033 029 028 
4 . 6 160 005 005 006 018 005 
4 . 6 240 002 00 2 003 009 002 
4 .6 480 002 002 002 006 002 
4 . 4 80 009 038 053 043 039 
4 . 4 160 006 056 023 028 025 
4 .4 240 021 046 036 040 040 
4 .4 480 009 009 021 019 017 





Mean Correlat1ons wnoni D1Yerient Components fQr 
Er1no1pal CQmponent. Imaie Componen:t. an!i Fao:tQr Scores : 
Eromwt Eos1t1on. p-72 
C C C C I I I Fl Fl F2 
lWl1 Aij li Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 042 043 002 002 042 042 002 Q.QQ 042 043 
12 .8 160 036 037 001 Q.QQ 036 037 001 Q.QQ 036 037 
12 .8 240 025 026 Q.QQ Q.QQ 025 026 Q.QQ Q.QQ 025 026 
12 .8 480 019 020 Q.QQ Q.QQ 019 020 QQ.Q Q.QQ 019 020 
12 . 6 80 049 051 004 009 051 046 009 Q.QQ 049 051 
12 . 6 160 036 036 002 001 036 036 002 Q.QQ 036 036 
12 . 6 240 033 033 001 001 033 033 001 Q.QQ 033 033 
12 .6 480 026 025 001 Q.QQ 026 025 001 Q.QQ 026 025 
12 . 4 80 060 056 040 106 114 101 102 Q.QQ 048 049 
12 . 4 160 037 038 009 006 037 037 009 Q.QQ 037 038 
12 .4 240 035 036 005 003 035 035 005 QQ.Q 035 037 
12 .4 480 032 033 002 002 032 033 002 QQ_Q 032 033 
6 . 8 80 044 044 002 005 044 042 005 QQ_Q 044 044 
6 . 8 160 034 035 001 001 034 035 001 Q.QQ 034 035 
6 . 8 240 026 026 001 .QQQ 026 026 001 Q.QQ 026 026 
6 . 8 480 019 020 Q.QQ QQ.Q 019 020 QQ.Q Q.QQ 019 020 
6 .6 80 044 042 017 046 064 054 048 Q.QQ 040 040 
6 .6 160 036 036 005 004 036 036 004 Q.QQ 036 036 
6 . 6 240 034 035 003 002 034 035 002 Q.QQ 034 035 
6 . . 6 480 028 029 002 001 028 029 001 Q.QQ 028 029 
6 . 4 80 --- --- --- ---
6 . 4 160 084 078 070 049 072 069 058 Q.QQ 043 043 
6 .4 240 060 058 042 029 050 048 030 Q.QQ 041 043 
6 .4 480 036 035 011 004 035 035 009 Q.QQ 033 034 
4 . 8 80 043 042 008 010 044 041 010 Q.QQ 042 042 
4 .8 160 035 037 002 001 035 037 001 Q.QQ 035 037 
4 .8 240 032 034 001 001 032 034 001 QQQ 032 034 
4 .8 480 022 023 001 QQQ 022 023 QQ.Q .QQQ 022 023 
4 . 6 80 065 061 048 056 073 066 057 .QQQ 046 045 
4 .6 160 042 042 019 009 040 040 015 QQQ 037 038 
4 . 6 240 037 038 009 004 036 037 007 QQQ 036 037 
4 . 6 480 029 029 003 002 029 029 002 QQQ 029 029 
4 . 4 80 --- ---
4 . 4 160 --- ---
4 . 4 240 072 067 058 022 068 063 051 .QQ.Q 044 044 
4 .4 480 058 055 043 020 053 051 036 QQQ 039 039 
H.Q.t.e . The decimal point is omitted before correlations . 
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Table E-2 
Mean Correlations amoni DiYerient Components for 
frinoi~~l Compone~t. Im~ie CompQnent. and FaotQr Scores : 
ErQm~ EQSitiQJl, p-~6 
C C C C I I I Fl Fl F2 
lilll ~ij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 047 047 002 001 047 047 002 QQQ 047 047 
12 .8 160 038 037 001 QQQ 038 037 001 QQQ 038 037 
12 . 8 240 034 034 QQQ QQQ 034 034 QQQ QQQ 034 034 
12 .8 480 021 021 QQQ QQQ 021 021 QQQ QQQ 021 021 
12 .6 80 040 042 002 002 040 041 003 QQQ 041 042 
12 . 6 160 039 039 001 001 039 038 001 QQQ 039 039 
12 .6 240 034 035 001 001 034 035 001 QQQ 034 035 
12 .6 480 018 018 QQQ QQQ 018 017 QQQ QQQ 018 018 
12 . 4 80 119 105 066 029 105 090 054 QQQ 084 096 
12 . 4 160 041 041 007 005 041 039 006 QQQ 041 043 
12 . 4 240 038 037 003 003 038 037 003 QQQ·037 037 
12 .4 480 036 035 002 001 036 035 001 QQQ 036 035 
6 . 8 80 050 050 002 002 050 050 002 QQQ 050 050 
6 . 8 160 035 036 001 001 035 036 001 QQQ 035 036 
6 .8 240 031 032 001 QQQ 031 032 001 QQQ 031 032 
6 . 8 480 021 022 QQQ QQQ 021 022 QQQ QQQ 021 022 
6 . 6 80 050 053 010 008 050 051 009 QQQ 049 053 
6 .6 160 043 043 004 002 043 043 003 QQQ 043 043 
6 . 6 240 037 039 002 002 037 039 002 QQQ 037 039 
6 .6 480 029 029 002 001 029 029 001 QQQ 029 029 
6 . 4 80 129 140 126 072 129 123 118 QQQ 057 068 
6 .4 160 077 073 052 021 074 075 047 QQQ 061 074 
6 .4 240 052 053 027 007 050 050 023 QQQ 052 055 
6 .4 480 042 043 007 003 042 042 006 QQQ 041 043 
4 .8 80 053 057 004 003 053 057 003 QQQ 053 057 
4 .8 160 035 037 002 001 035 037 001 QQQ 035 037 
4 .8 240 029 030 001 001 029 029 001 QQQ 029 030 
4 .8 480 023 023 001 QQQ 023 023 QQQ QQQ 023 023 
4 . 6 80 065 063 040 029 056 056 029 QQQ 050 052 
4 . 6 160 049 050 012 006 048 048 009 QQQ 047 049 
4 .6 240 041 043 005 003 041 042 004 QQQ 040 043 
4 .6 480 032 032 003 001 032 032 002 QQQ 032 032 
4 .4 80 109 107 095 055 111 105 097 QQQ 060 065 
4 .4 160 090 086 072 038 083 077 060 QQQ 057 059 
4 .4 240 086 085 070 040 075 074 055 Q.QQ 053 058 
4 . 4 480 049 049 021 004 048 048 018 .QQQ 042 044 
~. The decimal point is omitted before correlations . 
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Table E-3 
Mean Correlations amoni Diyerient Components for Scale 
Scores ~1th Principal Component. Imaie Component. and. 
Factor Scores: Promax Position, p=72 
u u u u u 
Iilll1 .a.ij H C I Fl F2 F3 
12 .8 80 039 039 080 008 039 
12 .8 160 034 034 069 002 034 
12 .8 240 024 024 048 002 024 
12 . 8 480 018 018 037 002 018 
12 .6 80 048 050 094 019 048 
12 . 6 160 032 032 067 009 032 
12 .6 240 029 029 062 007 029 
12 . 6 480 021 021 047 006 021 
12 . 4 80 048 105 089 067 066 
12 . 4 160 036 038 068 035 041 
12 . 4 240 029 029 060 023 031 
12 .4 480 022 022 052 016 023 
6 .8 80 044 044 085 014 044 
6 .8 160 031 031 064 005 031 
6 .8 240 024 024 050 004 024 
6 .8 480 017 017 035 003 017 
6 . 6 80 052 069 080 048 055 
6 .6 160 034 035 068 019 035 
6 .6 240 028 029 061 013 029 
6 .6 480 020 020 048 010 020 
6 .4 80 
6 .4 160 054 067 090 079 080 
6 . 4 240 046 054 073 059 060 
6 . 4 480 029 030 055 032 034 
4 . 8 80 046 048 084 024 047 
4 .8 160 032 032 065 008 032 
4 .8 240 028 028 060 006 028 
4 .8 480 018 018 041 005 018 
4 . 6 80 062 075 091 071 075 
4 . 6 160 041 042 071 036 045 
4 . 6 240 031 032 064 023 034 
4 . 6 480 019 020 047 013 020 
4 .4 80 
4 .4 160 
4 . 4 240 051 054 078 071 072 
4 . 4 480 040 045 066 058 057 
H..o.:t..e. The decimal point is omitted before correlations. 
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Table E-4 
Mean CQrrela.t 1Qns a.mQni D1Yerient CQmpQnents fQr Sea.le 
ScQres ~1th Pr1nc1pa.l CQmpQnent, Ima.ie CQmpQnent, WJ.d 
Fa.ctQr ScQres : PrQma.x PQs1t1on, p=36 
u u u u u 
llLm llij H C I Fl F2 F3 
12 .8 80 043 043 091 007 043 
12 .8 160 036 036 074 002 036 
12 . 8 240 032 032 067 002 032 
12 . 8 480 019 019 040 002 019 
12 . 6 80 037 037 071 017 037 
12 .6 160 032 032 071 009 032 
12 . 6 240 029 029 062 007 029 
12 .6 480 014 ·014 032 004 014 
12 . 4 80 039 050 126 094 082 
12 .4 160 032 035 070 034 037 
12 . 4 240 028 028 065 016 027 
12 . 4 480 021 022 057 018 022 
6 . 8 80 045 045 087 020 045 
6 . 8 160 032 032 066 005 032 
6 . 8 240 027 027 058 005 027 
6 .8 480 018 018 039 003 018 
6 . 6 80 045 047 082 045 047 
6 . 6 160 034 034 076 014 035 
6 .6 240 026 027 063 015 027 
6 .6 480 020 020 049 010 020 
6 .4 80 057 097 128 133 127 
6 .4 160 047 054 101 070 082 
6 .4 240 040 042 080 049 060 
6 .4 480 027 028 066 028 031 
4 .8 80 047 047 093 019 047 
4 . 8 160 029 029 063 008 030 
4 . 8 240 024 024 053 006 024 
4 . 8 480 018 018 041 005 018 
4 .6 80 058 066 093 072 069 
4 . 6 160 036 037 080 028 041 
4 . 6 240 028 028 067 021 029 
4 . 6 480 019 019 050 015 020 
4 .4 80 071 085 121 119 114 
4 .4 160 061 072 103 096 092 
4 .4 240 055 068 094 092 085 
4 .4 480 031 032 07 0 044 043 





Standarg Dey1at1ons of the Mean correlations amon~ the 
DiYer~ent Components for Er1nQipal component, Ima.~e 
component. and FaQtor SQores: Eroma.x Eos1tion. p-72 
C C C C I I I Fl Fl F2 
lW!l .aij li Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 006 006 001 QQ_Q 006 006 001 QQ_Q 006 006 
12 . 8 160 005 006 QQ_Q QQ_Q 005 006 QQ_Q QQ_Q 005 006 
12 . 8 240 005 005 QQ_Q QQ_Q 005 005 QQ_Q QQ_Q 005 005 
12 .8 480 005 005 QQ_Q QQ_Q 005 005 QQ_Q QQ_Q 005 005 
12 .6 80 005 006 001 004 006 004 003 QQ_Q 005 006 
12 . 6 160 006 005 001 QQ_Q 006 005 001 QQ_Q 006 005 
12 . 6 240 005 005 QQ_Q QQ_Q 005 005 QQ_Q QQ_Q 005 005 
12 .6 480 004 003 QQ_Q QQ_Q 004 003 QQ_Q QQ_Q 004 003 
12 .4 80 029 023 035 031 028 025 026 QQ_Q 017 015 
12 .4 160 008 008 004 002 008 008 001 QQ_Q 008 008 
12 .4 240 007 007 002 001 007 008 001 QQ_Q 007 007 
12 . 4 480 004 006 001 Q.QQ 004 006 Q.QQ Q.QQ 004 006 
6 .8 80 003 003 001 001 003 003 001 QQ_Q 003 003 
6 . 8 160 004 003 QQ_Q QQ_Q 004 003 QQ_Q QQ_Q 004 003 
6 . 8 240 002 002 QQ_Q QQ_Q 002 002 QQ_Q QQ_Q 002 002 
6 . 8 480 002 003 QQ_Q QQ_Q 002 003 QQ_Q QQ_Q 002 003 
6 .6 80 003 003 004 010 008 008 011 QQ_Q 002 002 
6 . 6 160 003 003 001 QQ_Q 003 003 001 QQ_Q 003 003 
6 . 6 240 003 003 001 QQ_Q 003 003 QQ_Q QQ_Q 003 003 
6 . 6 480 001 002 QQ_Q QQ_Q 001 002 QQ_Q QQ_Q 001 002 
6 .4 80 --- ---
6 .4 160 017 012 017 018 013 014 016 QQ_Q 003 003 
6 . 4 240 018 018 026 024 017 013 023 QQ_Q 005 006 
6 . 4 480 006 006 005 001 005 005 005 QQ_Q 005 005 
4 .8 80 003 003 003 003 003 003 003 QQ_Q 003 003 
4 .8 160 001 002 QQ_Q QQ..Q 001 002 QQ_Q QQ.Q 001 002 
4 .8 240 002 002 QQ..Q QQ..Q 002 002 QQ_Q QQ.Q 002 002 
4 . 8 480 001 001 QQ..Q QQ..Q 001 001 QQ_Q QQ.Q 001 001 
4 . 6 80 008 005 008 0 12 006 005 011 .QQ.Q 008 004 
4 . 6 160 005 004 006 002 004 004 005 QQ_Q 003 003 
4 .6 240 003 003 002 001 003 003 002 QQ_Q 003 003 
4 .6 480 002 002 QQ..Q QQ_Q 002 002 QQ_Q QQ_Q 002 002 
4 .4 80 --- ---
4 .4 160 --- ---
4 . 4 240 003 003 007 006 004 004 009 QQ_Q 007 005 
4 .4 480 006 006 007 014 005 004 006 QQ.Q 002 002 
li.Q.t.e. The decimal point is omitted from tabled values . 
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Table F-2 
Standard DeY1atiQns Qf the Mean CQrrelatiQns a.mQni the 
D1Yerient CQmpQnents fQr frinQipal CompQnent, Imaie 
CQmponent. and FaQtor ScQres : Proma.x fositiQn, p=:36 
C C C C I I I Fl Fl F2 
p_Lm .a1j H Fl F2 F3 I Fl F2 F3 F2 F2 F3 
12 . 8 80 016 013 001 Q_Q_Q 016 013 001 Q_Q_Q 016 013 
12 .8 160 016 015 001 Q_Q_Q 016 015 001 Q_Q_Q 016 015 
12 .8 240 010 010 Q_Q_Q Q_Q_Q 010 010 QQQ QQQ 010 010 
12 . 8 480 013 013 Q_Q_Q Q_Q_Q 013 013 QQQ QQQ 013 013 
12 .6 80 013 014 002 QQQ 013 014 002 Q_Q_Q 012 014 
12 . 6 160 009 009 001 QQQ 009 009 001 QQQ 009 009 
12 .6 240 014 015 001 QQQ 014 015 001 QQQ 015 015 
12 .6 480 007 007 Q_Q_Q QQQ 007 007 Q_Q_Q QQQ 007 007 
12 .4 80 094 068 111 028 068 046 083 QQQ 032 037 
12 .4 160 018 019 003 003 018 019 002 QQQ 018 021 
12 . 4 240 018 018 001 001 019 018 002 QQQ 019 019 
12 .4 480 017 015 001 001 016 015 001 Q_Q_Q 017 016 
6 .8 80 009 007 001 001 008 007 001 QQQ 009 007 
6 .8 160 005 006 Q_Q_Q Q_Q_Q 005 006 QQQ QQQ 005 006 
6 .8 240 004 005 Q_Q_Q Q_Q_Q 004 005 QQQ QQQ 004 005 
6 . 8 480 003 003 Q_Q_Q QQQ 003 003 QQQ QQQ 003 003 
6 . 6 80 010 010 003 001 010 010 003 QQQ 010 010 
6 . 6 160 009 008 001 001 009 008 001 Q_Q_Q 009 008 
6 .6 240 002 004 001 QQQ 003 004 001 Q_Q_Q 003 004 
6 .6 480 007 006 Q_Q_Q QQQ 007 006 Q_Q_Q Q_Q_Q 007 006 
6 . 4 80 030 038 034 036 025 029 027 Q_Q_Q 007 012 
6 .4 160 029 018 025 018 019 019 025 QQQ 010 012 
6 . 4 240 007 011 016 004 005 008 014 QQQ 006 007 
6 . 4 480 003 003 002 001 003 003 002 Q_Q_Q 002 003 
4 .8 80 006 009 001 QQQ 001 009 Q_Q_Q QQQ 006 009 
4 . 8 160 004 006 .QQQ Q_Q_Q 004 006 QQQ QQQ 004 006 
4 .8 240 002 002 .QQQ Q_Q_Q 002 002 QQQ Q_Q_Q 002 002 
4 .8 480 003 003 QQQ QQQ 003 003 QQQ Q_Q_Q 003 003 
4 . 6 80 017 017 019 024 008 008 010 QQQ 006 005 
4 .6 160 009 008 003 001 009 009 004 Q_Q_Q 008 009 
4 . 6 240 005 005 002 001 004 005 001 Q_Q_Q 004 005 
4 . 6 480 .004 005 001 Q_Q_Q 004 005 Q_Q_Q Q_Q_Q 004 005 
4 . 4 80 017 017 022 027 035 034 041 QQQ 005 005 
4 .4 160 022 016 018 037 013 012 009 Q_Q_Q 009 008 
4 .4 240 022 021 028 042 017 017 023 Q_Q_Q 008 006 
4 . 4 480 011 012 012 001 011 012 012 QQQ 007 007 
N.o.:t.e.. The decimal point is omitted from tabled values . 
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Table F-3 
Standarg DeYiat1ons of the Mea.u Correlat i ons wnoni the 
DiYerient Components for SQale SQores ~ith Pr1nQ1pal 
Component, Imaie Com;gonent. and FaQtor SQores : 
Proma.x Position, ;g- 72 
u u u u u 
lUln ~ij N C I Fl F2 F3 
12 .8 80 007 007 013 001 007 
12 . 8 160 005 005 009 Q_Q_Q 005 
12 .8 240 004 004 008 Q_Q_Q 004 
12 . 8 480 004 004 008 Q_Q_Q 004 
12 .6 80 005 004 009 005 005 
12 .6 160 005 005 013 001 005 
12 .6 240 003 003 009 001 003 
12 .6 . 480 003 003 007 001 003 
12 .4 80 003 028 023 024 022 
12 .4 160 004 006 008 006 007 
12 .4 240 004 004 007 004 005 
12 .4 480 004 004 008 002 003 
6 . 8 80 002 002 006 003 002 
6 . 8 160 003 003 007 001 003 
6 .8 240 002 002 004 Q_Q_Q 002 
6 . 8 480 002 002 004 001 002 
6 . 6 80 004 004 005 006 006 
6 . 6 160 003 003 005 002 003 
6 .6 240 003 003 006 001 003 
6 .6 480 001 001 002 001 001 
6 .4 80 
6 . 4 160 002 010 010 009 009 
6 . 4 240 003 009 008 012 012 
6 . 4 480 005 005 009 006 008 
4 .8 80 003 004 006 002 004 
4 .8 160 001 001 003 Q_Q_Q 001 
4 .8 240 002 002 004 Q_Q_Q 002 
4 .8 480 001 001 002 Q_Q_Q 001 
4 . 6 80 004 005 005 005 005 
4 . 6 160 003 003 005 004 003 
4 . 6 240 003 003 005 002 00 3 
4 . 6 480 001 001 003 001 001 
4 . 4 80 
4 . 4 160 
4 .4 240 003 004 005 005 005 
4 .4 480 004 009 004 003 004 
HQ.:t.e . The decimal point is omitted from tabled values . 
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Table F-4 
Standard Dey1at1Qns Qf the Mean QQrrelatiQns amQng the 
D1Yergent Coml2Qnents fQr SQale SQQr es ~1th Pr1nQil2al 
Com;12onent, Image CompQnent, and faQtQr SQQres: 
PrQma.x PQs1t1on, p=36 
u u u u u 
lillJ! .a.ij N C I Fl F2 F3 
12 .8 80 014 014 030 009 014 
12 . 8 160 015 015 031 001 015 
12 . 8 240 009 009 018 001 009 
12 .8 480 012 012 025 001 012 
12 . 6 80 011 011 026 011 010 
12 . 6 160 008 008 017 001 008 
12 . 6 240 012 012 026 003 012 
12 .6 480 005 005 013 001 005 
12 .4 80 012 016 075 069 086 
12 .4 160 010 011 025 013 013 
12 . 4 240 014 014 032 005 013 
12 . 4 480 009 009 026 010 009 
6 . 8 80 007 007 011 011 007 
6 . 8 160 005 005 010 001 005 
6 . 8 240 003 003 006 001 003 
6 . 8 480 003 003 006 001 003 
6 . 6 80 008 008 020 012 009 
6 . 6 160 006 006 016 003 006 
6 . 6 240 002 002 004 002 002 
6 .6 480 005 005 013 002 005 
6 . 4 80 005 030 023 028 026 
6 . 4 160 007 011 028 018 020 
6 .4 240 010 011 014 016 022 
6 . 4 480 007 007 008 004 006 
4 . 8 80 005 005 011 005 005 
4 . 8 160 003 003 005 002 003 
4 . 8 240 002 002 003 001 002 
4 . 8 480 002 002 005 001 002 
4 . 6 80 008 013 011 015 012 
4 . 6 160 008 008 01 5 003 007 
4 . 6 240 004 004 008 00 2 004 
4 .6 480 002 002 006 002 002 
4 .4 80 007 019 015 018 015 
4 . 4 160 006 023 011 008 009 
4 . 4 240 010 023 014 020 018 
4 .4 480 008 008 011 012 013 





Mean CQr re l at1Qns WDQni CQnYerient CQmpQnents for 
fr1nc1pal CQmpQnent, Imaie CQmpQnent, and. FactQr ScQ;res: 
frQQtYStes fQS1t1Qll, ~-72 
C C C C I I I Fl Fl F2 
p/ m aij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 999 .9.9-9 .9.9-9 994 994 994 994 999 999 .9.9-9 
12 . 8 160 .9.9-9 .9.9-9 .9.9-9 999 .9.9-9 999 999 .9.9-9 .9.9-9 .9.9-9 
12 .8 240 .9.9-9 .9.9-9 .9.9-9 ~ ~ 9 9 9 9 9 9 .9.9-9 .9.9-9 .9.9-9 
12 . 8 480 .9.9-9 .9.9-9 ~ ~ .9.9-9 ~ ~ ~ .9.9-9 .9.9-9 
12 .6 80 998 998 998 981 981 977 977 992 992 .9.9-9 
12 .6 160 999 999 999 999 999 996 996 996 996 .9.9-9 
12 . 6 240 999 999 999 999 ~ 997 997 996 996 .9.9-9 
12 . 6 480 .9.9-9 999 999~~ 999 999 999 999 .9.9-9 
12 . 4 80 957 949 950 828 852 820 822 947 947 .9.9-9 
12 . 4 160 996 987 988 996 996 979 979 974 975 .9.fil! 
12 . 4 240 998 986 986 998 998 980 980 976 976 .9..a9 
12 . 4 480 999 994 994 999 .9..a9 991 991 989 989 .9..a9 
6 .8 80 997 .9.9-9 .9.9-9 989 990 988 988 996 996 .9..a9 
6 . 8 160 999 .9.9-9 .9.9-9 999 ~ 999 999 999 999 .9.9-9 
6 . 8 240 .9..a9 .9..a9 .9..a9 ~ ~ 999 999 999 999 .9..a9 
6 .8 480 .9..a9 .9..a9 .9.9-9 ~ ~ ~ ~ ~ ~ .9.9-9 
6 . 6 80 979 991 991 897 905 895 897 981 981 .9..a9 
6 .6 160 996 998 998 997 998 994 994 991 991 _9.9.9 
6 . 6 240 998 999 999 999 999 996 996 994 994 .9..a9 
6 . 6 480 999 999 999 999 ~ 998 998 996 996 .9..a9 
6 . 4 80 
6 . 4 160 936 949 949 969 962 961 962 951 952 .9..a9 
6 . 4 240 963 970 970 993 974 966 966 956 957 .9.9-9 
6 .4 480 993 989 989 999 996 984 985 973 974 .9..a9 
4 . 8 80 988 999 999 982 981 983 983 990 990 .9.9-9 
4 . 8 160 998 .9.fil! ~ 998 999 998 998 997 997 .9.9-9 
4 . 8 240 999 .9.9-9 ~ 999 .9..a9 999 999 998 998 .9.9-9 
4 .8 480 999 .9.9-9 ~ ~ .9..a9 999 999 999 999 .9.9-9 
4 . 6 80 944 979 980 922 904 921 922 964 965 .9..a9 
4 . 6 160 977 992 992 994 986 989 990 979 979 .9..a9 
4 . 6 240 991 997 997 998 996 994 994 986 986 .9.9-9 
4 . 6 480 998 999 999 999 999 997 997 994 995 .9.9-9 
4 . 4 80 
4 . 4 160 
4 . 4 240 920 963 964 993 933 961 961 920 922 999 
4 . 4 480 956 974 974 997 967 974 974 950 951 ~ 
~. The decimal point is omitted bef ore correlations . 
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Table G-2 
Mean QQrrelat1QnS amQn~ QQnYer~ent QQmpQnents fQr 
fr1nc1pal CQmpQnent. Ima.~e QQmpQnent, a.ng Factor ScQres: 
frocrustes fos1tion. p=~6 
C C C C I I I Fl Fl F2 
lWil slij li Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 999 .9.9..9 .9.9..9 999 .9.9..9 998 998 998 998 .9.9..9 
12 . 8 160 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 999 999 999 999 .9.9..9 
12 .8 240 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 
12 . 8 480 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 
12 .6 80 998 997 997 998 998 991 991 991 991 .9.9..9 
12 . 6 160 999 998 998 999 .9.9..9 996 996 995 995 .9.9..9 
12 . 6 240 .9.9..9 999 999 .9.9..9 .9.9..9 998 998 997 997 .9.9..9 
12 . 6 480 .9.9..9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 999 999 999 999 .9.9..9 
12 .4 80 980 916 919 990 983 896 900 881 884 998 
12 . 4 160 997 978 978 998 998 967 967 962 963 .9.9..9 
12 . 4 240 999 989 989 999 999 985 985 981 981 .9.9..9 
12 . 4 480 999 993 993 .9.9..9 .9.9..9 991 991 989 989 .9.9..9 
6 . 8 80 998 .9.9..9 .9.9..9 998 999 998 998 997 997 .9.9..9 
6 .8 160 9 9 9 .9.9..9 .9.9..9 .9.9..9 .9.9..9 999 999 999 999 .a9..e 
6 .8 240 999 .9.9..9 .a9..e .9.9..9 .a9..e 999 999 999 999 .a9..e 
6 .8 480 .aae .aae .aae .9.9..9 .aae .aae .9.9..9 .9.9..9 .9.9..9 .aae 
6 . 6 80 992 996 996 993 995 984 984 981 981 .a9..e 
6 .6 160 997 998 998 999 999 994 994 990 990 .a9..e 
6 .6 240 998 998 998 999 .9.9..9 996 996 994 994 .9.9..9 
6 .6 480 999 999 999 .9.9..9 .9.9..9 98 998 997 997 .9.9..9 
6 . 4 80 845 879 883 971 884 876 882 832 838 997 
6 . 4 160 934 918 926 988 943 900 908 877 888 995 
6 . 4 240 978 959 964 998 985 951 958 924 930 997 
6 . 4 480 997 988 989 999 998 984 985 975 976 ~ 
4 .8 80 996 .9.9..9 .9.9..9 998 998 997 997 994 994 ~ 
4 . 8 160 998 .9.9..9 .9.9..9 999 999 998 999 997 997 ~ 
4 . 8 240 999 .9.9..9 .9.9..9 .9.9..9 ~ 999 999 998 998 ~ 
4 .8 480 .9.9..9 .9.9..9 .9.9..9 .9.9..9 ~ .9.9..9 .9.9..9 99 999 .a9..e 
4 .6 80 962 988 989 986 979 978 979 951 954 999 
4 .6 160 987 996 996 997 992 989 989 975 976 .a9..e 
4 . 6 240 996 998 998 999 998 995 995 989 989 .a9..e 
4 . 6 480 998 999 999 .9.9..9 999 997 997 993 993 .a9..e 
4 . 4 80 876 946 947 979 894 923 925 866 870 998 
4 .4 160 912 958 959 994 931 954 955 879 882 999 
4 .4 240 916 944 945 977 938 942 943 881 884 999 
4 . 4 480 982 982 983 999 986 977 978 948 949 999 





Stangarg Deyiat1ons of the Mean Correlations a.moni the 
Conyerient Components for ErinQipal Component. Imaie 
Component, ang FaQtor SQores: EroQrustes Eosition. p=72 
C C C C I I I Fl Fl F2 
lillil .aij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 001 001 001 003 003 003 003 001 001 001 
12 .8 160 001 001 001 001 001 001 001 001 001 001 
12 .8 240 001 001 001 001 001 001 001 001 001 001 
12 . 8 480 001 001 001 001 001 001 001 001 001 001 
12 .6 80 001 001 001 007 006 007 007 002 003 001 
12 . 6 160 001 001 001 001 002 002 001 001 001 001 
12 .6 240 001 001 001 001 001 001 001 001 001 001 
12 .6 480 001 001 001 001 001 001 001 001 001 001 
12 . 4 80 062 065 065 061 059 063 063 017 017 001 
12 . 4 160 003 004 004 001 001 006 006 008 008 001 
12 .4 240 001 006 006 001 001 007 007 008 008 001 
12 .4 480 001 001 001 001 001 002 002 002 002 001 
6 .8 80 001 001 001 005 005 005 005 001 001 001 
6 .8 160 001 001 001 001 001 001 001 001 001 001 
6 . 8 240 001 001 001 001 001 001 001 001 001 001 
6 .8 480 001 001 001 001 001 001 001 001 001 001 
6 .6 80 014 008 008 033 030 026 026 003 003 001 
6 . 6 160 001 001 QQQ 001 001 001 001 001 001 001 
6 . 6 240 001 001 001 001 001 001 001 001 002 001 
6 . 6 480 001 001 001 001 001 001 001 001 001 001 
6 . 4 80 
6 . 4 160 026 033 033 022 011 010 010 016 015 001 
6 .4 240 042 033 033 003 034 028 028 027 027 001 
6 .4 480 004 004 003 001 003 004 004 008 007 001 
4 .8 80 006 001 001 011 ()10 011 011 004 004 001 
4 .8 160 001 001 001 001 001 001 001 001 001 001 
4 .8 240 001 001 001 001 001 001 001 001 001 001 
4 .8 480 001 001 001 001 001 001 001 001 001 001 
4 .6 80 013 010 010 026 025 028 027 007 006 001 
4 .6 160 010 005 005 001 008 004 004 006 006 001 
4 .6 240 002 001 001 001 002 002 001 005 005 001 
4 .6 480 001 001 001 001 001 001 001 001 001 001 
· 4 .4 80 
4 . 4 160 
4 .4 240 028 012 011 002 023 014 014 035 034 001 
4 . 4 480 020 015 015 002 017 013 013 013 013 001 
~ - The decimal point is omitted from tabled values . 
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Table H-2 
Standard DeyiatiQ~s Qf the Mean CQrrelations w:noni the 
CQnYerient CQmpQnents for Principal CQmponent. Imaie 
CompQnent. and FactQr Scores: PrQcrustes PQsition. p=36 
C C C C I I I Fl Fl F2 
l2Lm aij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 001 001 001 001 001 001 001 001 001 001 
12 . 8 160 001 001 001 001 001 001 001 001 001 001 
12 .8 240 001 001 001 001 001 001 001 001 001 001 
12 .8 480 001 001 001 001 001 001 001 001 001 001 
12 . 6 80 001 001 002 001 001 003 002 003 003 001 
12 . 6 160 Q_Q_Q 001 001 001 001 001 001 001 001 001 
12 . 6 240 001 001 001 001 001 001 001 001 001 001 
12 . 6 480 001 001 001 001 001 001 001 001 001 001 
12 . 4 80 028 074 069 004 019 068 062 092 086 003 
12 .4 160 001 008 008 001 001 011 011 012 012 001 
12 .4 240 001 005 005 001 001 007 006 007 007 001 
12 . 4 480 001 004 004 001 001 004 004 005 005 001 
6 .8 80 001 001 001 001 001 001 001 001 001 001 
6 . 8 160 001 001 001 Q_Q_Q 001 001 001 001 001 001 
6 . 8 240 001 001 001 001 001 001 001 001 001 001 
6 . 8 480 001 001 001 001 001 001 001 001 001 001 
6 . 6 80 002 002 002 002 003 002 002 003 003 001 
6 . 6 160 001 001 001 001 001 002 002 002 002 001 
6 . 6 240 001 001 001 001 001 001 001 002 002 001 
6 .6 480 001 001 001 001 001 001 001 002 002 001 
6 . 4 80 066 071 072 016 048 043 042 031 031 002 
6 . 4 160 053 069 061 012 059 087 079 071 058 006 
6 . 4 240 031 030 024 002 023 032 023 050 045 004 
6 . 4 480 001 004 003 001 001 004 004 007 007 001 
4 .8 80 001 001 001 001 001 001 001 002 002 001 
4 . 8 160 002 001 001 001 001 001 001 002 002 001 
4 . 8 240 001 001 001 001 001 001 001 001 001 001 
4 . 8 480 001 001 001 001 001 001 001 001 001 001 
4 . 6 80 017 007 007 011 009 008 007 012 011 001 
4 .6 160 009 002 002 001 009 003 003 008 008 001 
4 . 6 240 003 001 002 001 001 002 002 005 005 001 
4 . 6 480 001 001 001 001 001 00 2 002 003 003 001 
4 . 4 80 044 013 013 008 048 031 029 047 045 001 
4 .4 160 035 013 013 002 030 008 008 040 040 001 
4 .4 240 019 013 013 039 009 011 011 029 027 001 
4 .4 480 019 005 004 001 018 005 004 023 022 001 





Mean correlations among Diver~ent Components for 
Principal Component. Ima~e Component. and Factor Scores: 
Procrustes Position, p=72 
C C C C I I I Fl Fl F2 
pL_m aij H Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 001 001 QQQ 001 002 001 001 QQQ 001 001 
12 .8 160 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
12 . 8 240 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
12 . 8 480 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
12 .6 80 001 002 001 003 006 004 004 QQQ 002 002 
12 . 6 160 001 001 QQQ QQQ QQQ 001 001 QQQ 001 001 
12 .6 240 001 001 QQQ QQQ QQQ QQQ 001 QQQ 001 001 
12 .6 480 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
12 . 4 80 006 009 009 034 038 037 040 QQQ 007 007 
12 .4 160 001 002 002 001 002 002 003 QQQ 003 003 
12 .4 240 001 002 003 QQQ 001 001 003 QQQ 004 004 
12 .4 480 001 001 001 QQQ 001 001 001 QQQ 001 001 
6 .8 80 001 001 QQQ 002 003 002 002 QQQ 001 001 
6 .8 160 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
6 .8 240 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
6 .8 480 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ 
6 . 6 80 004 004 003 019 027 024 026 QQQ 004 004 
6 .6 160 002 002 001 QQQ 001 001 001 QQQ 002 002 
6 .6 240 001 002 001 QQQ 001 001 001 QQQ 002 002 
6 .6 480 001 001 QQQ QQQ QQQ QQQ 001 QQQ 001 001 
6 . 4 80 --- --- ---
6 .4 160 009 008 008 005 006 007 008 QQQ 006 006 
6 . 4 240 005 007 006 001 004 005 006 QQQ 005 006 
6 . 4 480 002 003 002 QQQ 002 002 002 QQQ 004 004 
4 .8 80 002 002 001 004 004 004 003 QQQ 002 002 
4 . 8 160 001 001 QQQ QQQ 001 001 QQQ QQQ 001 001 
4 . 8 240 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
4 .8 480 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
4 . 6 80 008 007 004 014 024 020 020 QQQ 005 005 
4 .6 160 005 004 002 001 003 003 002 QQQ 004 004 
4 .6 240 002 003 001 QQQ 002 002 001 QQQ 003 003 
4 . 6 480 001 001 QQQ QQQ 001 001 001 QQQ 002 002 
4 . 4 80 - -- ---
/4: .4 160 --- ---
4 . 4 240 009 009 007 001 008 009 007 QQQ 007 007 
4 .4 480 007 007 005 001 006 005 005 QQQ 005 005 
H.o..t..e. The decimal point is omitted before correlations. 
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Table I-2 
Mean Correl at i ons among Divergent Components for 
Principal component. Image Component. and Factor scores : 
Procrustes Position. p=36 
C C C C I I I Fl Fl F2 
p.Lm aij li Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 .8 80 001 001 QQQ QQQ 001 001 QQQ QQQ 001 001 
12 . 8 160 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
12 . 8 240 .Q_QQ .Q_QQ .Q_QQ .Q.QQ .Q.QQ QQQ QQQ .Q.QQ QQQ .Q.QQ 
12 . 8 48 0 .Q_QQ .Q_QQ .Q_QQ .Q_QQ .Q_QQ .Q_QQ .Q.QQ .Q.QQ .Q.QQ .Q.QQ 
12 .6 80 001 001 001 001 001 001 002 .Q.QQ 002 002 
12 . 6 160 001 001 001 QQQ 001 001 001 .Q.QQ 002 002 
12 . 6 240 001 001 QQQ .Q.QQ .Q.QQ .Q.QQ 001 QQQ 001 001 
12 . 6 480 001 001 .Q.QQ QQQ .Q.QQ QQQ QQQ .Q.QQ 001 001 
12 .4 80 004 010 018 003 005 008 020 QQQ 023 029 
12 . 4 160 002 003 004 .Q.QQ 002 003 005 .Q.QQ 006 006 
12 . 4 240 001 001 002 000 001 001 002 QQQ 002 002 
12 .4 480 001 001 002 .Q.QQ .Q.QQ 001 002 .Q.QQ 002 002 
6 .8 80 002 002 QQQ QQQ 001 001 001 .Q.QQ 002 002 
6 .8 160 001 001 .Q.QQ .Q.QQ .Q.QQ .Q.QQ QQQ QQQ 001 001 
6 .8 240 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
6 .8 480 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
6 . 6 80 003 004 002 001 003 003 004 QQQ 004 004 
6 . 6 160 002 002 001 QQQ 001 001 001 QQQ 002 002 
6 . 6 240 002 002 QQQ QQQ 001 001 001 QQQ 002 002 
6 . 6 480 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
6 .4 80 021 031 032 006 023 030 035 QQQ 021 027 
6 .4 160 014 021 028 002 011 015 027 QQQ 023 028 
6 .4 240 004 010 015 001 003 009 017 QQQ 017 021 
6 .4 480 003 004 003 QQQ 001 002 003 QQQ 006 006 
4 . 8 80 002 002 QQQ QQQ 002 001 001 QQQ 002 002 
4 . 8 160 001 002 QQQ QQQ 001 001 QQQ QQQ 002 002 
4 .8 240 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
4 .8 480 001 001 QQQ QQQ QQQ QQQ QQQ QQQ 001 001 
4 .6 80 008 010 006 003 006 007 007 QQQ 009 010 
4 .6 160 004 005 002 001 003 003 003 QQQ 006 006 
4 . 6 240 003 003 001 QQQ 001 001 001 QQQ 003 003 
4 . 6 480 002 002 QQQ QQQ 001 001 001 QQQ 002 002 
4 .4 80 016 021 016 004 020 022 020 QQQ 013 015 
4 . 4 160 014 016 013 00 .1 012 014 012 QQQ 012 014 
4 . 4 240 015 017 013 00'3 011 013 013 QQQ 013 015 
4 . 4 480 005 007 006 QQQ 004 006 007 QQQ 009 009 





standard Deviat i ons of the Mean Correlations amon~ the 
Diver~ent Components for Princ i pal Component, Ima~e 
Component. and Factor Scores: Procrustes Posit i on, p=72 
C C C C I I I Fl Fl F2 
l2,Lm aij N Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 QQQ QQQ QQQ QQQ 001 QQQ QQQ QQQ QQQ QQ.Q 
12 . 8 160 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQ.Q 
12 . 8 240 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQ.Q 
12 . 8 480 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQ.Q 
12 . 6 80 QQQ 001 QQQ 001 003 001 002 QQQ 001 001 
12 . 6 160 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ 001 QQ.Q 
12 . 6 240 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQ.Q 
12 . 6 480 QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQQ QQ.Q 
12 .4 80 007 007 007 012 009 012 010 QQQ 002 002 
12 .4 160 QQQ 001 001 QQQ 001 001 001 QQQ 001 002 
12 . 4 240 QQQ 001 002 QQQ QQQ QQQ 002 QQQ 002 002 
12 . 4 480 QQQ QQQ QQQ QQQ QQQ QQQ 001 QQQ 001 001 
6 . 8 80 QQQ QQQ Q.QQ 001 001 001 001 QQQ Q.QQ QQ.Q 
6 . 8 160 Q_QQ Q_QQ QQQ Q_QQ Q.QQ Q.QQ Q.QQ Q.QQ Q.QQ QQ.Q 
6 .8 240 Q_QQ Q_QQ Q.QQ Q_QQ QQQ Q.QQ Q.QQ QQQ Q.QQ QQ.Q 
6 .8 480 Q.QQ QQQ QQQ QQQ QQQ Q.QQ Q.QQ Q.QQ Q.QQ QQ.Q 
6 .6 80 002 001 002 006 014 013 013 Q_QQ 001 001 
6 .6 160 Q.QQ Q.QQ Q.QQ Q.QQ Q.QQ Q.QQ Q.QQ Q.QQ Q.QQ QQ.Q 
6 .6 240 Q.QQ QQQ Q.QQ Q.QQ QQQ QQQ QQQ QQQ Q.QQ QQ.Q 
6 . 6 480 QQQ QQQ QQ.Q QQ.Q Q.QQ QQ.Q Q.QQ QQQ QQ.Q QQ.Q 
6 . 4 80 --- --- --- - - - --- --- --- ---
6 .4 160 003 002 003 003 002 002 002 QQQ 002 003 
6 .4 240 004 005 006 001 002 004 004 Q.QQ 002 003 
6 . 4 480 001 001 001 QQ_Q QQ.Q 001 001 Q_QQ 001 001 
4 .8 80 001 001 QQ.Q 003 002 002 002 Q.QQ QQ.Q 001 
4 . 8 160 Q.QQ QQQ QQ.Q Q.QQ Q.QQ QQQ QQ.Q Q.QQ Q.QQ QQ.Q 
4 .8 240 Q_QQ QQQ Q.QQ Q_QQ QQ.Q QQQ QQQ Q.QQ QQ.Q QQ.Q 
4 .8 480 Q.QQ QQQ Q.QQ QQQ QQ.Q QQ.Q Q.QQ QQQ Q.QQ QQ.Q 
4 .6 80 002 001 001 006 008 009 009 Q.QQ 001 001 
4 . 6 160 002 002 001 QQ_Q 001 001 001 QQQ 001 001 
4 . 6 240 QQQ 001 Q_QQ QQQ QQQ QQ.Q Q_QQ QQQ 001 001 
4 . 6 480 QQQ QQQ Q.QQ QQQ QQQ QQQ Q.QQ QQQ QQQ QQ.Q 
4 .4 80 --- - -- --- - -- --- --- -- -
4 .4 160 --- --- - -- --- --- --- ---
4 . 4 240 002 002 002 QQQ 002 002 002 QQQ 002 003 
4 .4 480 002 002 002 Q_QQ 002 002 002 Q_QQ QQ.Q 001 
liQ.t.e.. The decimal point is omitted from tabled values . 
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Table J-2 
Standard Devi at i ons of the Mean Correlations a.men~ the 
Piver~ent Components for Princ i pal Component. Ima~e 
component. and Factor scores: Procrustes Posit i on. p=36 
C C C C I I I Fl Fl F2 
p.L.m aij N Fl F2 F3 I Fl F2 F3 F2 F3 F3 
12 . 8 80 001 001 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ 001 001 
12 . 8 160 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ 
12 . 8 240 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ 
12 . 8 480 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ 
12 . 6 80 001 001 Q_QQ Q_QQ Q_QQ Q_QQ 001 Q_QQ 001 001 
12 .6 160 001 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ 001 Q_QQ Q_QQ Q_QQ 
12 . 6 240 Q_QQ 001 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ 001 001 
12 . 6 480 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ 
12 . 4 80 005 009 015 001 005 005 016 Q_QQ 019 030 
12 .4 160 001 001 001 Q_QQ 001 002 002 Q_QQ 003 003 
12 .4 240 001 001 001 Q_QQ Q_QQ 001 001 Q_QQ 001 001 
12 .4 480 Q_QQ 001 001 Q_QQ Q_QQ Q_QQ 001 Q_QQ 002 002 
6 . 8 80 Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ QQQ QQQ QQQ QQQ 
6 . 8 160 QQQ Q_QQ QQQ QQQ Q_QQ Q_QQ QQQ QQQ QQQ QQQ 
6 . 8 240 QQQ QQQ QQQ QQQ Q_QQ Q_QQ QQQ QQQ Q_QQ Q_QQ 
6 . 8 480 QQQ QQQ Q_QQ Q_QQ Q_QQ Q_QQ Q_QQ QQQ Q_QQ Q_QQ 
6 . 6 80 001 001 001 Q_QQ 001 001 QQQ Q_QQ 001 001 
6 . 6 160 001 001 QQQ Q_QQ 001 Q_QQ QQQ Q_QQ 001 001 
6 . 6 240 001 001 Q_QQ Q_QQ Q_QQ Q_QQ QQQ Q_QQ 001 001 
6 .6 480 QQQ QQQ Q_QQ Q_QQ Q_QQ Q_QQ QQQ Q_QQ Q_QQ Q.Q_Q. 
6 . 4 80 009 013 011 003 013 012 014 Q.QQ 004 006 
6 .4 160 019 024 030 001 015 019 027 Q.QQ 018 025 
6 .4 240 002 009 013 001 002 008 014 Q.QQ 012 016 
6 . 4 480 001 002 001 Q.QQ Q.QQ 001 001 Q.QQ 003 003 
4 .8 80 QQQ Q.QQ Q_QQ Q.QQ Q.QQ Q.QQ QQQ Q.QQ Q.QQ Q.QQ 
4 .8 160 Q_QQ Q_QQ Q.QQ Q.QQ Q.QQ Q.QQ QQQ Q.QQ Q.QQ Q_QQ 
4 .8 240 Q_QQ Q_QQ Q.QQ Q.QQ QQQ QQQ QQQ Q.QQ Q.QQ Q_QQ 
4 . 8 480 QQQ Q_QQ Q_QQ Q.QQ Q.QQ Q.QQ Q_QQ Q.QQ Q.QQ Q.QQ 
4 .6 80 003 004 003 001 002 002 003 Q.QQ 004 004 
4 . 6 160 001 001 001 Q.QQ 001 001 001 Q.QQ 001 002 
4 . 6 240 001 Q.QQ Q.QQ Q.QQ QQQ Q_QQ Q_QQ Q.QQ 001 001 
4 .6 480 Q_QQ 001 Q.QQ Q.QQ Q.QQ Q.QQ QQQ Q.QQ 001 001 
4 . 4 80 004 006 004 001 006 008 007 Q.QQ 003 004 
4 . 4 160 002 004 004 QQQ 002 003 003 Q.QQ 002 003 , 
4 .4 240 004 005 005 004 002 002 003 Q.QQ 002 003 ' 
4 . 4 480 002 004 003 Q.QQ 003 004 003 Q.QQ 003 003 
N_o_t_e,. The decimal point is omi tted from ta.bled values. 
