We study a stochastic control system, described by Ito's controllable equation, and evaluate the solutions by an entropy functional (EF), defined by the equation's functions of controllable drift and diffusion.
Introduction
Optimal control of stochastic systems still remains an actual problem in control theory and practice, which involves identification of the random processes by a corresponding dynamic model and applying optimal control to both the system and its dynamic model. Solution of this problem for an information dynamic system not only generalizes a potential solution, but would also allow specialize the universal nature information model for each particular applications.
The optimal control of a stochastic system [2, 3, 4, 15, 21, 38 , other] is accompanied by a selection (filtering) of a suitable (needed) dynamic signal by a control, minimizing a random noise.
A practical interest represents the system information model's restoration during a joint solution of both the identification and the optimal control problems, allowing to obtain a current optimal model of the observed process, which could have been changed during observation.
Many years have passed since the remarkable publications [1, 12, 18] 
but significant new results in this area have not been achieved. A complete solution of this problem is unknown.
The conventional methods for the model's identification by system's observed data [11, 30, 31, 33 , other] do not use the concurrent identification, combined with optimal control.
We are seeking this problem solution through a new approach based on the optimization of the entropy path functional (EF) defined on trajectories of a stochastic system by analogy to R.P. Feynman's path functional (FPF) [13, 14] , which includes a variation principle to obtain the equations of quantum mechanics. Following Feynman's ideology, we formulate and solve the EF variation problem (VP) leading to the EF dynamic form, as an information path functional (IPF), defined on the dynamic trajectories of a sought information dynamic model (IDM) for the stochastic system.
The approach is applied to a controllable random system described by the structure of a multi-dimensional stochastic differential equation, whose functions of a controllable drift and diffusion are subject of identification, while the optimal control acts on the drift function. The paper objective consists of using the IPF specifics for finding the dynamic model of this stochastic system and the synthesis of the system optimal control function, which provides a joint system's identification with the optimal control's action. Such dynamic model reveals some regularities of a random process, while a randomness and uncertainty of the initial process could cover its regularities. Conventional information science considers an information process, but traditionally uses the probability measure for the random states and Shannon's entropy measure as the uncertainty function of these states [34, 16, 19, 20 , other].
The IPF controllable process' functional information measure can be applied as a given performance criterion, which might be specified for any particular performance criterion [5, 28, 35, others] . The information form of the found dynamic model allows encoding of the identified process' information measure, as well as each optimal control's action.
These extend the approach applications to a wide class of controllable information systems.
Focusing in this paper on the approach essence, we omit the proofs of published results [22] [23] [24] [25] [26] [27] [28] and simplify the presentation. The paper is organized as follows:
Sec.2 introduces the entropy functional (EF) information measure for a class of random systems, modeled by the solutions of controlled Ito's stochastic differential equations.
In Sec.3 we evaluates the EF, using an operation of cutting-off the process functional, which is implemented by an impulse control function and delivered a hidden information of Feller's kernel.
In Sec.4 we formulate optimization problem for the EF, which determines the EF minimax principle and a variation problem (VP). The VP includes a dynamic approximation of the EF by corresponding information path functional (IPF) and finding both the diffusion process' information dynamic model (IDM) and the optimal control from the IPF extreme.
Sec.5 presents specifics of this VP solution using both Kolmogorov's (K) equation for the functional of a Markov process and the Jacobi-Hamilton (JH) equation for the IPF dynamics. The completion of both JH and K equations in the same field's region of a space becomes possible at some "punched" discretely selected points (DP), where JH imposes a dynamic constraint on the K solutions. As a result, the extremal trajectory, following from the VP, is divided on the extremal segments, each of which approximates a related segment of the random (microlevel) process (between the DP punched localities) with a maximal probability, as a segment of a macroprocess. At a DP exists a "window", where the random information affects the dynamic process on the extremals, creating its piece-wise dependency upon the observed data and the dynamic model's possibility of forming an optimal piece-wise control, applied to the diffusion process.
These specifics allow us the identification of both Ito's and dynamic model's operators in real time under the optimal control action. The IPF dynamic process models the initial random process along its trajectories, measured by EF, with a maximal probability along these trajectories.
Sec.6 applies the VP results to find the identification equations and optimal control functions. The synthesized optimal control starts a stepwise action at the beginning of each segment and terminates this action at the segment end (where the identification takes place at the DP), and then connects the segments in the macrodynamic optimal process.
Information invariants (Secs. [7] [8] , following from the VP, allow prediction of a discrete interval of the optimal control's action for each following extremal with a maximal probability, based on the process identification at each current DP.
In this optimal dual strategy, the concurrently synthesized optimal control allocates each future DP and provides the process identification jointly with the optimal control actions, which also filters the random process' between the DP.
The identified controllable dynamics for a multidimensional process (Sec.9) include consolidation and aggregation of the information macroprocess' trajectories in an information network's (IN) structure and the generation of the IN code.
Secs.10-11present the methodology for measuring, evaluation of the control's extracted information and procedure of dynamic modeling and prediction the identified diffusion process.
Sec.12. connects the IPF approach with Shannon's information theory, which leads to an optimal encoding of the identified dynamic operator, control and the IN by applying the model's information invariants for each Ito's stochastic equation with specific functions of the drift-vector and diffusion components. Attachments (A0, A1) focus on specifics of considered information process and its information measure, and (A2-A3) illustrates the paper results by Examples, which also demonstrate the procedure of problem solving in practical applications.
Information functional measure of a Markov diffusion process
We consider a diffusion process, defined as a continuous Markov process, satisfying, generally, solutions of a -dimensional controllable differential equations in Ito's form: with the standard limitations [9, 21] on the functions of drift (depending on control ), diffusion ( , , ) functions are defined through the process' probability and the solutions of (2.1) [8] x % transformed probability is defined through its transition probability 1 , ( , , , ) 
The KL measure is connected to both Shannon's conditional information and Bayesian inference (Jaynes [17] ) of testing a priory hypothesis (probability distribution) by a posteriori observation's probability distribution. Finally, definition of information integral information measure of transformation, applied to a process' probabilities, generalizes some other information measures.
3. The information evaluation of a Markov diffusion process by an entropy functional measure on the process' trajectories Advantage of the EF over Shannon's information measure consists in evaluating the inner connection and dependencies of the random process' states, produced at the generation of the process, which allows to measure the concealed information. Such a functional information measure is able to accumulates the process' information, hidden between the information states, and hence, brings more information then a sum of the Shannon's entropies counted for all process' separated states. We introduce a method of cutting off the process on the separated states by applying an impulse control, which is aimed to show that cutting off the EF integral information measure on the separated states' measures decreases the quantity of process information by the amount which was concealed in the connections between the separate states. The δ -cut-off of the diffusion process, considered below (sec.3a), allows us to evaluate the quantity of information which the functional EF conceals, while this functional binds the correlations between the non-cut process states. The cut-off leads to dissolving the correlation between the process cut-off points, losing the functional connections at these discrete points.
3a. The step-wise and impulse controls' actions on functional (2.6) of diffusion process t x % .
The considered control u is defined as a piece-wise continuous function of t t ∈Δ having opposite stepwise actions:
x which is differentiable, excluding a set
The jump of the control function u in (3.1) from a moment
The "cut off" diffusion process has the same drift vector and the diffusion matrix as the initial diffusion process.
Functional (2. 6), expressed via the process additive functional , .
The jump of the control function u (3.1) from 
which determine probabilities at , ( )
For the "cut-off" diffusion process, transitional probability (at This entropy increment evaluates an information contribution from the impulse controls (3.5) at a vicinity of the above discrete moments. 10) where the entropy, according to its definition (2.5), is measured in the units of Nat (1 Nat ≅ 1.44bits).
Estimations (3.9), (3.10) determine the entropy functional's cut-off values at the above time's borders under actions of these controls, which decreases the quantity of the functional's information by the amount that had been concealed before the cutting the process correlations (3.7b How much information is lost at these points? The evaluated information effect of losing the functional's bound information at these points holds the amount of 0.5 Nats (~0.772 bits) at each cut-off in the form of standard δ -function; and n of a such cut-off loses information 0.772 , 1,2,3,...,
Thus, the process functional's information measure encloses bits more, compared to the information measure applied separately to each n-states of this process. The same result is applicable to a comparative information evaluation of the divided and undivided portions of an information process, measured by their corresponding EF. This means that an information process holds more information than any divided number of its parts, and the Entropy Functional measure of this process is also able to evaluate the quantity of information that connects these parts. As a result, the additive principle for the information of a process, measured by the EF, is violated: 
m m o t t o t t + +
Therefore integral functional's measure accumulates more process information than the sum of the information measures in its separated states. This entropy increments evaluate an information contribution from the impulse controls at a vicinity of the above discrete moments. Each of the impulse control could be produced by two corresponding controls' step functions: the left stepwise control acting down, and the right stepwise control acting up ( ), ( )
Acting together, both of them extract these information contributions producing the process' cutt-off. While the above estimations determine the entropy functional's cut-off values at the above time intervals under actions of these controls, which decreases the quantity of the process' functional information by the amount that had been concealed before cutting the process correlations.
4. An optimal information transformation, its information measure and a minimax principle Let us have information measure (2.6) for diffusion process (2.1) , and find the condition of its optimization in the form 
Hence, the sought dynamic process will be reached through such a minimal entropy transformation, which passes the minimum entropy of a priory process to a posteriori process with a maximum probability. This means, the maximum of a minimal information provides such information transformation a random process to a dynamic process, which approximates the random process with a maximal probability. Otherwise: the MiniMax information principle applied to a random process, implements optimal transformation (4.1) via an extraction of the process' information regularities with a maximal probability.
• In this optimal approximation, a posteriori dynamic process brings a macroscopic evaluation of the priory random process, defining its macrodynamic process.
The IPF is a dynamic analogy of the EF, and the dynamic trajectories t x model diffusion process t x % .
The known Maximum Entropy (Information) principle, applied directly to a random process, would bring a related MaxEnt optimal process, having a minimal probability distribution (among all non MaxEnt optimal process), thereafter being the most uncertain to indentify. While maximum entropy is associated with disordering and a complexity, minimum entropy means ordering and simplicity. That is why extracting a maximum of minimal information means also obtaining this maximum from a most ordered transformation. To retain regularities of the transformed process, such transformation should not lose them, having a minimal entropy of the random process. The optimal transformation spends a minimal entropy (of a lost) for transforming each priory random process to its dynamic model. Hence, the transformed process that holds regularities should satisfy some variation principle, which according to R. Feynman [13] , could be applied to a process as a mathematical form of a law, expressing the process regularities. We formulate this law through imposing the information MiniMax variation principle (VP) on the random process, which brings both its optimal transformation, minimizing the entropy for a random dynamic process and maximizes this minimum. Solving the VP allows us finding the IPF functional and its extremals
x , which approximate a posteriori random process with a maximum probability on its dynamic trajectories. Thus, MiniMax principle is implemented by the VP through minimization of entropy functional (EF) of random process, whose minimum is maximized by information path functional (IPF) of information macrodynamics. The EF-IPF approach converts the uncertainty of a random process into the certainty of a dynamic information process.
The essence of the information path functional approach
The considered variation problem (VP) in the form
connects the entropy functional (2.6) (defined on a random trajectories) with the IPF integral functional 
where X is a conjugate vector for x and H is a Hamiltonian for this functional.
(All derivations here and below have vector form). Let us consider the distribution of functional (2.6) on ( , ) t x Q ∈ as a function of current variables , which satisfies the Kolmogorov (K) equation [8, 32, others] , applied to the math expectation of functional (2.6) in the form:
This allows us to join (5.5a) and (5.5b) in the form
Applying to (5.6) the Hamilton equation
2), and after substituting it to (5.5) (at the fulfillment of (5.5a)) we come to Lagrangian ( , , )
After substitution of both nonrandom and to the conditional math expectation (2.6) we get the integral functional on the extremals: .8a) n )in (5.5a) reaches its maximum when the constraint is not imposed.
Both minimum and maximum are conditional with respect to the constraint imposition.
• 
.These maximal extremal's solutions approximate a priori diffusion process with a minimum of maximal probability, satisfying max | / | S t ∂ ∂ % , and a maximum of the probability, satisfying min
accordingly.
• Solution of this variation problem's (VP) [24] (with the detailed proofs in Lerner [23] ) automatically brings the thesized in Sec.6), which o gh imposing the constraint.
dom process (Fig.1a) .
constraint, imposing discretely at the states' set (5.4a) by the applied optimal controls (syn change the entropy derivation from its maximum to its minimum. This means the discrete control action is provided by the VP th u Consequently, an extremal is determined by imposing such dynamic constraint during the control actions, which select the extremal segment from the initial ran • Below we find the limitations on completion of constraint equation (5.4), which also restrict the controls action, ff. specifically when it should be turn o Proposition 5.2.
Let us consider diffusion process ( , )
x s t % at a locality of states ( ), 
The additive and multiplicative functionals (Sec.3a) satisfy Eqs (3.7,3.7a) at these moments.
Then the constraint (5.7d) acquires the form of operator L % % in Eq.
, ;
The proof follows from [32] , where it is shown that relation
From these relations, at completion of (5.9a), we get (5.9b) and then 
, considered to be the bou f a diffusion process at defining the general solutions of (5.9c), is integrable at a locality of ( , This "hidden inform from both boun states and the n is a source ation macrodynamics.
of the space 
The constraint equation is the main mathematical structure that distinguishes the equations of diffusion stochastics from related dynamic equations; at imposing the constraint, both equation's solutions coincide (at the process' border states). (4). The optimal control, which implements VP by imposing the constraint (in the form (5.9b)) on the microlevel and (in the form (5.4)) on the macrolevel, and generating the macrolevel's dynamics, should have a dual and simultaneous action on both diffusion process and its dynamic model. It's seen that the impulse control (IC), composed by two step-controls SP1, SP2 (forming the IC's left and right sides accordingly, Sec.3a, Fig.1b) ), which provides the cut-off of the diffusion process, can turn on and off the constraint on the microlevel, and in addition to that, transfers the state with maximal ontribution, gaining from probability, produced after the cut-off, to start the cut-off. the macrolevel's dynamics with initial entropy c The IC, performing the above dual operations, implements the VP, as its optimal control, which extracts most probable states from a random process, in the form of δ -probability distribution.
We specify the following control's functions: s the principle of maximal ss with the SP2 dual action, which also keeps holding along the extremal; -The IC, applied to diffusion process, provides a sharp maximum of the process information, which coincides with the information of starting at the same moment the model's dynamic process. That implement entropy at this moment; -The start of the model's dynamic process, is associated with imposing the dynamic constraint (DC) on the equation for the diffusion proce -At the moment when the DC finishes imposing the constraint, the SP2 stops, while under its stepwise-down action (corresponding to control SP1), the dynamics process on the extremal meets the punched (''bounded'') locality of starting the DC at the next extremal start of the extremal end on the information an 1. cess. Even have only a ent, still it imp diffusion process; -At this locality, the IC is applied (with both SP1, stopping the DC, and the SP2, segment), all processes sequentially repeat themselves, concurrently with the time course of the diffusion process; -The starting impulse control binds the process' maximum probability state, with the following movement, which keeps the maximum probability during its dynamic movement. (5) . Because the dynamic process depends on the moments' of controls' actions, which also dep getting from the random process, a probability on trajectories of the dynamic process is less th Such dynamic process is not a deterministic pro though the dynamic process would single initial random conditions and/or a single extremal segm will be not a deterministic process. t , both controllable random process (as an object) and its dynamic model become equal probable, being prepared (during this time delay) for getting new information and the optimal control action utilizing this information. Both stepwise controls form an impulse IC control function
acting between moments
) and implementing relation (3.5), which brings the EF peculiarities (3.7) at these moments, making the impulse control (3.5) a part of the VP implementation. Such a control imposes the constraint in the form (5.9b) on the initial random process, selecting its border points, as well as it starts and terminates the extremal movement between these points, which models each segment of the random process by the segment's dynamics. (7) . The constra in the for llowing from the variation Eqs (5.1,5.2). Conditions (5.8) , (5.8a) de punched points during each ).Generally, Hamiltonian Eqs of -dimensional system lead to equations of a second order, with complex ). The initial Ito e dim hed localities. int m (5.4), allows generation of the process' dynamics, fo termine the increments of functional (5.6) between the interval t of extremal movement, which preserves this increment:
(5.10) 
where v is a control reduced to the state vector x , we find optimal control that solves the initial variation problem (VP) a v nd identifies matrix A under this control's action. Proposition 6.1.
The reduced control is formed by a feedback function of macrostates ( ) { ( )}, 1,...,
at the DP localities of moments ( )
, and the matrix A is identified by the equation
3) through the above correlation functions, or directly, via the dispersion matrix b from (2.1): where for model (6.1) we ha
and (6.4) acquires the form 
which is satisfied at applying the control (6.2). The controlling ( )
Since ( ) x τ is a discrete set of states, satisfying (5.4a), (5.8), the control has a discrete form, applied at this set. Each stepwise control (6.2) with its inverse amplitude -2 ( ) x τ , doubling the controlled state ( ) x τ , is applied at beginning of each extremal segment and acts during the segment's time interval. This control imposes the constraint (in the form (6.4), (6.4b)), which follows from the variation conditions (5.1, 5.1a), and, therefore, it implements this condition.
The same control, applied th random process and the extremal segment, transforms 
with a feedback control (6.2), leads to the same form of a drift vector for both models (2.1),(6.1):
gets the form
= − − (6.6b) And the controllable dynamics is described by eigenfunctions
(2)-At the DP localities of moments 
. sing both (6. 1) and (6.6): τ ) to both (6.1) and (6.6), we get their solutions by the end of this interval:
Substituting this solution to
or to the connection of both m (at the interval end) with the matrix (at the interval g) in the forms(6.6b) for the closed system: beginnin 
Proof (2) follows from relations (6.7a) and (6.7c), which under applying controls ( ) 2 ( ) 
which, by following (6.9a), leads to 
This prove (6.9) in (1). Proof (2) .After applying the control at the o k τ to both (5.5a) and (6.4) and using Eqs (6.6c): When the constraint is turning on, we get Proof (3). As it follows from Col.6.1, both real eigenvalues (6.9) should be transformed to a real component of diffusion matrix (according to (6.3)) after turning off the constraint. This requires n of (6.9a).
Proof ( 
which according to (6.8d) is connected to the Ham τ in the form
To prove (7.1b) we use the eigenvalues' function 11 (7.4) which leads to
This proves both (7.1) , (7.1a), and also (7.2). Multiplying both sides of (7.5) on 1 k τ and substituting invariant (7.4) we obtain
• (7.6) Considering th real eigenvalue e moments: e s for the above complex eigenvalues at each of the abov
, we come to the real forms of invariant relations in (7.1-7.2):
Applying relations (7.1), (7.1a-b) for the complex eigenvalues' imaginary parts: , , ,..., ,..., ,
Proof ( o α The proposition is proved, confirming also the initial assumption of the ranged spectrum.
• Therefore, ordering of the initial eigenvalues satisfies to the minimax principle, which selects sequentially such of the following eigenvalue that brings a maximal eigenvalue among all other minimal eigenvalues to this optimal spectrum. The informational dynamics in time-space, described by a sequence of the IPF space distributed extremal segments (Lerner [23, 26] ), form spiral trajectories, located on a conic surface, while each segment represents a three-dimensional extremal. The segment's conjugated dynamic trajectories form an opposite directional double spirals (Fig. 2) rotating on the surfaces of the same cone. On the cone's vertex, the opposite trajectories join together with their equal real eigenvalues. Such an optimal spiral geometry follows from each pair of the distributed in space the model's Hamilton ntially, approaching to their merge at the cone's vertex.
ts . The manifold of the ext ting in the triplet's optimal assemble, are shaped by a sequence of the spirals conic structures, whose cones' vertexes form the nodes of an information network (IN) with a hierarchy of the IN nodes (Fig.2) .
. Measuring and evaluation of the extracted info
ation, extracted during a time interval Eqs, whose conjugated space solutions-waves decrease expone The implementation of the IPF minimax principle leads to a sequential assembling of a manifold of the process' extremals (Fig.1b) in elementary binary uni (doublets) and then in triplets, producing a spectrum of coherent frequencies remal segments, coopera Following Levi [29] we timate the ratio es . t the known invariants, we get the ratio of the eigenvalues at the end and the beginning of any segment's time interval:
which allows us to find both For example, the ordered arrangement would bring a hierarchical decrease (or increase) of these eigenvalues: ( ) i i t τ will be obtained :
(11.5)
And so on, with receiving ren ate each segment's dynamics by the current moments when dynamics the information invariants, eigenvalues, initial dynamic states, and then start the following controls, activating information dynamics on each segment. The procedure allows us to approximate each segment of the diffusion process by each segment of information with a maximal probability on each segment's trajectory, thereafter transforming the random process to the probability's equivalent dynamic process during a real time course of both pro Periodic measuring the random process' correlations allows us to ov information, extracted from the random process during its time course, at the predictable coincides with the stochastics with maximal probability, closed to 1. In such approximation, each random segment's quantity information is measured by equivalent quantity on dynamic information, expressed by invariant oi a .
This invariant depends on the real eigenvalues, measured by the correlations at the moments, when these quantities are equalized, and, therefore, both segments' hold the information equivalence above.
Using the estimation of each subsequent correlations by the correlations at the end of each previous segment Specific of the considered optimal process consists of the computation of each following time interval (where the will take place and the next optimal gm erm functional path goal, but also by setting at each following segment the renovated values of this functional's controllable ing the optimal movement, which currently correct this goal. The automatic control system, applying a time delay's (Sec.5) dynamic feedback, which is dependable on an object's current information, has been designed, patented, an identification of the object's operator control is applied) during the optimal movement under the current optimal control, formed by a simple function of dynamic states. In this optimal dual strategy, the IPF optimum predicts each extremal's se ents movement not only in t s of a total shift and diffusion, identified dur k t d implemented in practice [22,22a] .
Connection to Shannon's information theory. Encoding the initial information process.
Considering a set of discrete states ( ) {( ( )}, 1,..., ; 1,...,
dimensional random process, and using definition of the entropy functional (2.6), we get the conditional ent function for the conditional probabilities (correspondin ropy g to (1.1)) at all moments [ , Even though the model identifies a sequence of the most probable states, representing the most probable trajectory of the diffusion process, the IPF minimizes the EF entropy functional, defined on a whole diffusion process. Therefore, the IPF implements t
Each of the entropy he optimal process' functional information measure.
[
measures the process segment's undivided information, and the entropy
delivers additional information, compared to the traditional Shannon entropies, which measu e the process r ' sates at the related discrete moments. Here we evaluate information contribution for each segment by the segments' k
Applying the invariant's information measure to this total contribution 3 ( ) (
(which includes all ti s informa on delivered with the impulse control), we get the total proces The assigned code also encodes and evaluates both constraint and controls' actions.
Under the constraint, each stochastic equation (2.1) with specific functions of the drift-vector and diffusion components encloses a potential number of the considered discrete intervals and their sequential logics. The selection of both the discrete intervals and their numbers is not arbitrary (as it is in the known methods [34, 36, uilding the process hierarchical information e, also ranges the nd their th the mation The IPF provides optimal intervals for both measuring incoming information and its consequent accumulation. This includes local maximums of the incoming information, which are accumulated by the IPF portions, while their connection in a chain minimizes the total information. The implementation of the VP minimum for the EF leads to assembling of the above chain's portions in the information dynamic network (IN) (Fig.2) . The IN hierarchical tree is formed by the sequential consolidation of each three IPF portions into the IN triplet's nodes, which are sequentially enclosed up to formation of a final IN node, which accumulates all IN enclosed information. The EF-IPF approach converts a random process' uncertainty into the information dynamic process' certainty, with its code and the IN. The above IPF-IN information formations implement the principle of minimum for the potential information paths, connecting some initial state with subsequent formed optimal states during the information process' time course. inimum principle is a particular information form of the fundamental minimum principle in Physics [13] . xample of the IN information hierarchy, enclosed in the IN nodes, computed by developed software, is shown on Fig.2 . others]), since each specific selection, following from the VP, is applied to the whole process. The developed procedure (Secs. [10] [11] [23, 26, 28] (see also A.3) allows b network (IN) (Fig.2) controllable diffusion process. Considering information as a substance being different from energy and matter, we need to find its origin a satisfying some definition and/or a law. On intuitive level, information is associated with diverse forms of changes (transformations) in m ndependently on the changes' o are brought potentially by random events and processes as dentified via the related probability in a probability space, which are studied in the theory robability, founded as a logical science [19] . This randomness with their probabilities we consider as a source of information, means that some of them, but not all information. The source specifics depend on the probability space of a particular random event.
a change formally and evaluate informa y the change? a random process (as a continuous or discrete function ( , ) x s ω of random variable ω and time transforming a priori probability to the equal a posteriori probability, or this transformation is identical-informationally undistinguished. The same way, each of the above entropies can be turned into related information. The logarithmic measure (A0.1a) also fits to the ratio (A0.1) of Markov diffusion process' probabilities having exponential form [27] , which approximates the probability's ratios for many other random processes. Because each above probability and entropy is random, to find an average tendency of functional relations (A0.1,1a) it is logically to apply a mathematical expectation:
which we call the mean information of a random source, being averaged by events the source processes, depending on what it is considered: a process, or an event, since both (A0.2) and (1.2) include also Shannon's formula for information of a states (events). Therefore, information constitutes a universal nature and a general measure of a transformation, which conveys the changes that decrease uncertainty. Having a source of information (data, symbols, relations, links, etc.) does not mean we get information and might evaluate its quantity and or a quality. A source only provides changes. To obtain information, a subset of probability space, selected by formula (A0.2) from the source set of probability space, should not be empty, which corresponds
Definition1. Information, selected by formula (A0.2) from the source set of probability space, is not an empty subset of pace, which chooses only a non-repeating (novel) subset form the source. probability s Definition 2. Numerical value (in Nat, or Bit), measured by formula (A0.2), determines the quantity of information selected from the source. While, the notion of information formally separates the distinguished from the undistinguished subsets (events, processes), associated with the source's related transformation, formula (A0.2) evaluates numerically this separation. From these definitions it follows that both information, as a subset (a string) in probability space, and its measure are mathematical entities, resulting generally from logical operations, while the procedure of both delivering a source and the selection from the source does not define the notion of information. Some of these operations, as well as transmission and acquisition of information, require spending en bet to each s ng their encoded character information measure in the rela ode. For example e encodes amino acids, which establishes the The length of the shortest representation of th string by a code or a program is the subject information theory (AIT). "AIT is the result of pu non's information theory and Turing's computabilit ry to measure the complexity of an object by the size in bits of the smallest program for computing it" [7] . Encoding (12.3,12.5 and select the solution's real and imaginary components at the moment Following (7.6) w 
Suppose the task at the macrolevel is given by a constant vector x
which is chosen to be a beginning of considered coordinate system (0 x 1 x 2 ). The macrolevel model t x & = A t ( x t +v t ) requires the identification of matrix t A using
which we specify by the following equations: 
E x t v t E x t v t v t E x t v t x v t E x t v t
We also obtain the eigenvalues at momentsτ 1 and the final T: ( )
The model phase picture in the initial coordinate system (0 x 1 x 2 ) (Fig.A.1b-d 
On the coordinate plane ( ), the phase picture of relation (A8) represents a couple of the conjugated hyperbolas with the asymptotes, defined by equation (A14) and a saddle singular point (0,0) (Fig. A.2d) . The phase trajectories of the dynamic system at the second discrete interval, after switching the control, are , t ∈(τ 1 ,T)
The phas picture of al e equ ity has the form ete 
