Series u t has a C v of 1.0, while series v t has a very "low" C v of 0.01. Nevertheless, the rejection rate for both series is the same and is equal to about 0.038 at the 2.5% level. This makes sense, since v t is just u t plus a constant of 99. It is also clear that the ratio of b to the standard deviation of x t is the same in both series. The above arguments can be easily extended to the case when x t is an autocorrelated series.
present a simulation study to determine when prewhitening can be applied with no real loss of power. They conclude that: "prewhitening should be avoided when the test has a high power, i.e. when the coefficient of variation is very low, the slope of trend is high, and the sample size is large". While this statement is generally acceptable, quantifying "low" and "high" trend slopes, which appears on the lower half of page 615, is prone to misinterpretation when the results are applied to observed data.
The problem stems from the use of the coefficient of variation, C v , as an indicator. The coefficient of variation is a false indicator, since it involves the mean of the time series, a quantity of which trend test results are independent. Completely removing the mean of a time series, for example, changes very "low" C v into infinitely "high" C v , while the result of a trend test remains unchanged. On the other hand, the significance of the same trend slope imposed on two series having different standard deviations will be different, even if they happen to have the same C v .
As an illustrative example, consider the time series y t and z t in equations (1) 
While both series have practically the same C v of about 0.1, and the same trend slope b of 0.005, simulation shows that the rejection rate at the 2.5% level for the first time series is about 0.038, while for the second it is 0.388, more than 10 times as large. This is because the ratio between the trend slope and the standard deviation of the trend-free process x t is 0.005 for y t , while it is 0.05 for z t . That is, the trend slope is much higher for z t than for y t when compared to their expected range of variability, as measured by their standard deviations. As a contrasting example, consider the time series u t and v t in equations (3) and (4) 
