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Abstract
If A is a p.i. algebra, mn(A) is the maximum multiplicity of the Sn irreducible characters in the nth
cocharacter of A. We prove that if 1 ∈ A, then mn(A) is asymptotic to a polynomial and we compute the
degree of this polynomial for the verbally prime p.i. algebras.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Polynomial identities; Cocharacter sequences; Asymptotics; Verbally prime algebras
1. Introduction
Let A be a non-nilpotent p.i. algebra in characteristic zero with cocharacter sequence
{χn(A)}∞n=0, and let each χn(A) decompose as χn(A) =
∑
λ∈Par(n) mλ(A)χλ. We will some-
times suppress the A in mλ(A) and elsewhere when there seems to be no chance of confusion.
In [3] Benanti, Giambruno and Sviridova suggested the study of mn(A) = max{mλ | λ ∈ Par(n)}.
Theses numbers are polynomially bounded as a function of n and so they defined mlt(A) to be
lim sup logn mn(A). In the next section of this paper we prove that mlt(A) is always an integer
and if we assume 1 ∈ A then mn(A)  Cne for some C > 0 and e = mlt(A). In the remaining
sections we compute mlt(A) for the various verbally prime algebras.
We first take up the case of k × k matrices. We showed in [8] that the sum ∑mλ over
λ ∈ Par(n) is asymptotic to a constant times n(k
2
2 )
. On the other hand, the multiplicities mλ
will be zero if λ has more than k2 parts, and the number of partitions with at most k2 parts is
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a constant times n to the power of
(
k2
2
)− k2 + 1 = (k2−12 ), and that mn(Mk(F )) is bounded be-
low by a constant times n to this power. Our main result in Section 3 is that mn(Mk(F )) is also
bounded above by such a function and so mlt(Mk(F )) =
(
k2−1
2
)
. We also prove a stronger result.
Generalizing [3], let m(h)n (A) be the maximum value of mλ, where λ runs over Λh(n), the par-
titions of n with at most h parts, and let mlt(h)(A) be defined correspondingly. Just like mlt(A),
mlt(h)(A) will always be an integer, and if A is an algebra with unit then m(h)n will be asymptotic
to a constant times n to this power. In the case of matrices, we prove that
mlt(h)
(
Mk(F)
)= (h − 1)k2 −
(
h+ 1
2
)
+ 1,
under the assumption k2 − k  h k2. There are two reasons we find this result interesting. One
is that it gives a clue that may help us determine or at least guess the values of the multiplicities
in the cocharacter sequence of k × k matrices, which we think is the most important problem in
cocharacter theory. The other is that it can be used to solve (and correct) Conjecture 3 from [8], in
the case of k2 − k  h k2: Namely, if we let (n,h) be the bounded height colength sequence,
(n,h) =∑{mλ | λ ∈ Λh(n)} then (n,h) is asymptotic to a constant times n to the power of
(h− 1)k2 − (h2).
Turning to the other verbally prime algebras, we compute mlt(A) for the Kemer algebras Mk,
and the k × k matrices over the infinite dimensional Grassmann algebra Mk(E). These turn out
to be
mlt(Mk,) =
(
2k
2
)
+
(
k2 + 2 − 1
2
)
and
mlt
(
Mk(E)
)= (k2 − 1)2.
As for generalizing to partitions of bounded height, there is a difference between Mk(F) and the
other verbally prime algebras that makes a different generalization more natural. Unlike Mk(F),
each of Mk, and Mk(E) has non-zero multiplicities corresponding to partitions of unbounded
height. On the other hand, let H(a,b) be the set of partitions with at most a parts greater than b,
i.e., if λ = (λ1  λ2  · · ·) then λa+1  b, and let H(a,b;n) be the partitions of n in H(a,b).
Then it is known (see [6]) that the cocharacter of Mk, is supported by H(k2 + 2,2k) in the
sense that all non-zero multiplicities correspond to partitions in this set; and that Mk(E) is sup-
ported by H(k2, k2). In this spirit, we define m(a,b)n (A) to be the maximum value of mλ where λ
runs over partitions in H(a,b;n). For algebras with 1 and a  1, m(a,b)n (A) will be asymptotic
to some Cne where e = mlt(a,b)(A) ∈ N. In the cases of Mk, and Mk(E), we prove these two
theorems:
Theorem. For a and b such that 1, k2 + 2 − k −   a  k2 + 2, and b  2k, mlt(Mk,) =
(a − 1)(k2 + 2)+ b(2k)− (a+12 )− (b+12 )+ , where  = 1 if b 1 and  = 2 if b = 0.
Theorem. mlt(a,b)(Mk(E)) = (a+b−1)k2 −
(
a+1
2
)− (b+12 )+1 for all a+b k2 −k, a, b k2.
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Definition 2.1. Let f : N → N. We say that f is asymptotically almost polynomial or AAP
if there exists a modulus d , non-negative real numbers Ci and non-negative integers ei ,
i = 0, . . . , d − 1 such that f (n) is asymptotic to Cinei for n ≡ i (mod d). More explicitly, for
each i, the sequence f (i +qd) is asymptotic to Cinei(i+qd) as q → ∞. If f satisfies the stronger
condition f (n)  Cne for some C > 0, e ∈ N we say f is asymptotically polynomial or AP.
Our next main goal is to prove that mn(A) is AAP. Here is one lemma we will need.
Lemma 2.2. Let f1, . . . , fk be AAP and define f (n) = maxi{fi(n)}. Then f is also AAP.
Proof. Although the fi may be defined using different moduli di , by taking d to be a common
multiple we may assume that they all have modulus d . Given j we now consider the asymptotics
of f (n) for n ≡ j . Let fi(n) be asymptotic to Cijneij for n ≡ j (mod d). Fixing j , if all of the
Cij are zero, then f (n)  0 and if not, we take ej = max eij and Cj = max{Cij | ei = e} to get
f (n)  Cjnej for n ≡ j . 
Given a p.i. algebra A we wish to partition the set of all partitions into a finite number of
domains Di such that each
mn(A;Di) = max
{
mλ
∣∣ λ ∈ Di, |λ| = n}
is AAP. In this case we could apply the lemma since mn(A) equals maxi mn(A;Di). The first
step in constructing these domains is the Amitsur–Regev theorem, see [1], which says that there
exist k and  (depending on A) such that the cocharacter of A is supported in the hook H(k, ) in
the sense that mλ = 0 unless λ ∈ H(k, ). Next, for each partition λ0 contained in the rectangle
(k) we define Hλ0 to be
Hλ0 =
{
λ ∈ H(k, ) ∣∣ λ∩ (k)= λ0}.
Since λ ⊆ (k) each row of λ0 is at most  and each column is at most k and we may let a be
the number of rows of λ0 equal to  and b equal to the number of columns equal to k. Then
there is a one-to-one correspondence between partitions in Hλ0 and pairs of partitions μ and ν
of heights bounded by a and b, respectively. See Fig. 1. We consider the pair (μ, ν) as a point
in Ra+b . [13] now tells how to partition Ra+b into a finite number of domains such that mλ is a
polynomial function on each one. Before stating the theorem, we need a definition.
Definition 2.3. Given vectors v0, . . . , vt ∈ Rk such that v1, . . . , vt are linearly independent, we
define the cone C(v0;v1, . . . , vt ) to be
C(v0;v1, . . . , vt ) = {v0 + α1v1 + · · · + αtvt | α1, . . . , αt  0}.
If v0 = 0 we shall shorten the name to C(v1, . . . , vt ).
Lemma 2.4. (See [13].) Given a p.i. algebra A and given k, , λ0, a and b, as above, and iden-
tifying each λ ∈ Hλ with a vector (μ, ν) in Ra+b , there is exist a partition of Ra+b into a finite0
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number of cones and a modulus d such that for each such cone C and each i ∈ {0, . . . , d − 1}a+b,
there exists a polynomial f in a + b variables such that
mλ = f (μ, ν)
for all λ ∈ C ∩ (i + (dZ)a+b).
Lemma 2.5. Let C = C(v0;v1, . . . , vt ) be a cone in Rk and let f (x1, . . . , xk) be a polynomial
of total degree u > 0 which is non-negative on C; let Hn be the hyperplane Hn = {x ∈ Rk |∑
xi = n}; and let L be the lattice i + (dZ)k, for some i ∈ {0, . . . , d − 1}k . Define mn =
mn(f,C,L) to be
max
{
f (x)
∣∣ x ∈ C ∩Hn ∩L}.
Then mn is AAP.
Proof. By replacing x by x − v0 we may assume without loss that v0 = 0. Also note that x ∈ L
implies that
∑
xi ≡ |i| (mod d) and so if this is not the case then Hn ∩L= ∅ implying mn = 0,
and so we may assume henceforth that
∑
xi ≡ |i|.
Let f decompose as
∑u
j=0 fj , where each fj is homogeneous of total degree j . Let yi = xin
and write y = x
n
. Then x ∈ Hn if and only if y ∈ H1, hence
f (x) = f (ny) =
u∑
j=0
njfj (y).
Let D = C ∩ H1. Then D is compact and there exists y¯ ∈ D such that fu(y¯) is the maximum
value of fu on D. Since f is non-negative on C, f (y¯) > 0 and max{f (x) | C ∩ Hn}  mn is
asymptotic to nufu(y¯), hence
lim sup
mn
u
 1.n fu(y¯)
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So
mn  f (nyn)  nufu(y¯),
and so mn  nufu(y¯). 
Theorem 2.6. For any p.i. algebra A and any (a, b), m(a,b)n (A) is AAP.
Proof. Choose k and  so that the cocharacter of A is supported in H(k, ) and so that k  a
and   b. Let λ1, . . . , λt enumerate the partitions in H(a,b) ∩ (k). For each j Lemma 2.4
implies that there are a finite number of domains D1j , . . . ,Dtj which partition Hλj such that the
multiplicity function mλ is a polynomial in each. Next, by Lemma 2.5 each mn(A;Dij ) is AAP.
Moreover, m(a,b)n (A) = maxij mn(A;Dij ) and so we may apply Lemma 2.2 to conclude that
m
(a,b)
n (A) is AAP. 
Under a mild hypothesis we can bound mλ(A) above and below by polynomials of the same
degree.
Corollary 2.7. Let A be a p.i. algebra with the property that aA 	= 0 for all a ∈ A. Then, there
exists C1 > C2 > 0 and e ∈ N such that
C2n
e mn(A) C1ne.
I.e., the ei are all equal.
Proof. Let Vn be the vector space of degree n, multilinear polynomials in x1, . . . , xn and con-
sider the linear map T : Vn → Vn+1 gotten by right multiplication by xn+1. This map takes
identities to identities and non-identities to non-identities, and it respects the action of the sym-
metric group Sn. It follows that
χn(A) χn+1(A) ↓,
where the arrow denotes inducing down from Sn+1 to Sn. Hence, by Young’s rule, for each
partition λ,
mλ(A)
∑{
mμ(A)
∣∣ λ ⊆ μ, |μ/λ| = 1}.
By Amitsur–Regev, the multiplicities mλ will be zero unless λ ∈ H(k, ) for some k, . This
implies that there are at most k +  partitions μ with mμ 	= 0, |μ/λ| = 1. Hence, for each λ there
exists a μ such that |λ| = |μ| − 1 and mλ  (k + )mμ. So mn(A) (k + )mn+1(A) for all n.
If the corollary were not true, then by the previous theorem there would exist large n such that
mn(A) ≈ C1ne1 and mn+1(A) ≈ C2(n+1)e2 with e2 < e1. But in this case mn(A)/mn+1(A) will
exceed k + . 
In order to prove a stronger theorem about algebras with unit, we need the next lemma.
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to λ1. Then, for any p.i. algebra A with unit and any partition λ, mλ mλ+ .
Proof. The proof is based on the fact that the cocharacter sequence of A is Young derived,
proven by Drensky in [14]. This means that there exists a sequence of Sn characters Ψn(A)
which determine the cocharacter sequence via
χn(A) =
n∑
i=0
Ψi(A) ⊗ χ(n−i).
In terms of multiplicities, let each Ψn(A) decompose as
Ψn(A) =
∑
nλχ
λ.
Then by Young’s rule
mλ =
∑
{nμ | μ ⊆ λ, λ/μ a horizontal strip}.
In our case, if μ ⊂ λ and λ/μ is a horizontal strip, then μ will also be contained in λ+ and λ+/μ
will also be a horizontal strip. 
Theorem 2.9. If A is a p.i. algebra with unit, a > 0, and b 0 arbitrary, then m(a,b)n (A) is asymp-
totic to a polynomial in n. By the Amitsur–Regev theorem this implies that mlt(A) is asymptotic
to a polynomial.
Proof. By the previous lemma m(a,b)n (A) must be increasing. By Theorem 2.6 there exists a d
such that for every 0  i  d − 1, m(a,b)n (A)  Cinti for n ≡ i (mod d). We order the pairs
(ti ,Ci) lexicographically. So our theorem is equivalent to the statement that the (ti ,Ci) are all
equal. If this were not the case there would exist an i such that (ti ,Ci) > (ti+1,Ci+1) and so
for large n ≡ i we would have Cinti much larger than Ci+1nti+1 and so m(a,b)n (A) > m(a,b)n+1 (A),
contradicting the fact that the m(a,b)n (A) increase. 
As in the introduction, we define mlt(A), respectively mlt(a,b)(A), to be the exponent d so
that mn(A), respectively m(a,b)n (A), is asymptotic to some Cnd . Likewise, we define mlt(h)(A)
to be mlt(h,0)(A). We close this section with a lower bound on mlt.
Lemma 2.10. Let A be a p.i. algebra unit and let U(a,b)(A) be the magnum for A in a even
generators and b odd generators. If U(a,b)(A) has GK dimension g, then mlt(a,b)(A)  g −(
a+1
2
)− (b+12 ).
Proof. U(a,b)(A) is an (a + b)-fold graded algebra with Poincaré series which can be expanded
in terms of hook Schur functions as follows (see [5]):
∞∑ ∑
mλ(A)HSλ(x1, . . . , xa;ya, . . . , yb).n=0 λnH(a,b;n)
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∞∑
n=0
∑
λ∈H(a,b;n)
mλ(A)dλ(a, b)t
n,
where dλ(a, b) = HSλ(1, . . . ,1). Let
u′n =
∑{
mλdλ(a, b)
∣∣ λ ∈ H(a,b;n)},
and let un = u′0 + · · · + u′n. By definition of GK dimension, g = lim sup logn un.
Belov proved, see [2], that ∑u′ntn is a rational function with denominator a product of terms
of the form (1 − tm), and so ∑untn = (1 − t)−1∑u′ntn is also. It follows, see [22], that the
sequence {un} is AAP. Moreover, since it is increasing it must be asymptotic to Cng for some
C > 0. Now
Cng 
n∑
i=0
∑
λ∈H(a,b;i)
mλ(A)dλ(a, b)
m(a,b)n (A)
n∑
i=0
∑
λ∈H(a,b;i)
dλ(a, b).
It follows from Eq. (4) of [9] that
n∑
i=0
∑
λ∈H(a,b;i)
dλ(a, b)  C1n(a+12 )+(b+12 )
for some C1 > 0. Combining these two equations, the lemma follows. 
We now apply this to each of the verbally prime algebras. Procesi proved that U(a,0)(Mk(F ))
has GK dimension (a − 1)k2 + 1 for all a, see [20]. Berele proved in [7] that U(a,0)(Mk,) has
GK dimension (a − 1)(k2 + 2) + 2 for a  2, and a generalization of the proof of Lemma 16
of [9] implies that U(a,b)(Mk,) has GK-dimension (a − 1)(k2 + 2) + b(2kl) + 1 if a, b 1. It
is obvious that the GK dimension of U(1,0)(Mk,) is 1, but we do not know the GK-dimension of
U(0,b)(Mk,). Finally, the GK-dimension of U(a,b)(Mk(E)) is (a + b − 1)k2 + 1 by the proof of
Lemma 3.3 of [11].
Corollary 2.11.
1. mlt(a)(Mk(F )) (a − 1)k2 −
(
a+1
2
)+ 1 for 1 h k2.
2. mlt(a,b)(Mk,)
(a) (a − 1)(k2 + 2)+ b(2k)− (a+12 )− (b+12 )+ 1 for 1 a  k2 + 2 and 1 b 2k.
(b) (a − 1)(k2 + 2)− (a+12 )+ 2, for 1 a  k2 + 2 and b = 0.
3. mlt(a,b)(Mk(E)) (a + b − 1)k2 −
(
a+1
2
)− (b+12 ).
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Our next goal is to compute an upper bound for m(h)n (Mk(F )). In order to do this, we will
use trace cocharacters. Letting m¯λ be the multiplicity of χλ in the (mixed) trace cocharacter, it is
well known that mλ  m¯λ and there is a formula for the multiplicities m¯λ(Mk(F )), see [17],
mλ  m¯λ = 1
(2πi)k
∮
T
k∑
i,j=1
ziz
−1
j Sλ
(
zi
zj
)∏
i 	=j
(
1 − zi
zj
)
dz
z
(1)
where T is the torus |zi | = 1, i = 1, . . . , k, dzz is a shorthand for
dz
z
= dz1
z1
∧ · · · ∧ dzk
zk
,
and by Sλ( zizj ) we mean the Schur function Sλ evaluated on the k
2 variables zi
zj
where i, j =
1, . . . , k. Noting that k of these variables equal 1, we let A be the set { zi
zj
| 1 i 	= j  k}, so the
integrand may be rewritten as
k∑
i,j=1
ziz
−1
j Sλ(1, . . . ,1︸ ︷︷ ︸
k
,A)
∏
a∈A
(1 − a),
or more succinctly as
∑
ziz
−1
j Sλ(1
k,A)∏a∈A(1−a). Young’s rule tells us how to pull the one’s
out of a Schur function:
Sλ(1, y1, . . . , ys) =
∑
Sμ(y1, . . . , ys)
where μ runs over the partitions such that μ ⊆ λ and λ/μ is a horizontal strip. Note that ht(λ)
s + 1 and ht(μ) s and so a standard combinatorial argument shows that if ht(λ) = h < s + 1
the number of summands will be at most nh, and if ht(λ) = h = s + 1, then the number of
summands is at most nh−1, where n = |λ|. Using induction on a yields the next lemma.
Lemma 3.1. Let Sλ(1a, y1, . . . , ys) = ∑ cμSμ(y1, . . . , ys), where ht(λ) = h  s + a. Then∑
cμ  nt where
1. if h s then t = ah,
2. if h s then
t = s + (s + 1)+ · · · + h+ h+ · · · + h︸ ︷︷ ︸
a terms
= ah−
(
h− s + 1
2
)
.
We apply this lemma to Eq. (1) in the case of partitions λ of height h k2 and pull out k − 1
of the 1’s. So a = k − 1 and s = k2 − k + 1.
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1
(2πi)k
∮
T
k∑
i,j=1
ziz
−1
j Sν(1,A)
∏
a∈A
(1 − a)dz
z
,
where t = (k − 1)h if h k2 − k+ 1 and t = (k − 1)h− (h−k2+k2 ) if h k2 − k+ 1, and where ν
has height bounded by k2 − k + 1 and by h.
We now turn to the evaluation of Sν(1,A)
∏
a∈A(1 − a). Note that the product
∏
(1 − a)
equals
∑
(−1)iei(A) where the ei = S(1i ) are the elementary symmetric functions.
Definition 3.3. Given a partition λ let
H−(λ) = {μ ∣∣ μ ⊆ λ, λ/μ a (skew) horizontal strip},
so, by Young’s rule,
Sλ(1, y1, . . . , ys) =
∑
μ∈H−(λ)
Sμ(y1, . . . , ys).
Next, given a partition μ define
V +(μ) = {ν ∣∣ μ ⊆ ν, ν/μ a (skew) vertical strip}
so, by the conjugate of Young’s rule,
Sμ(y1, . . . , ys)
s∑
i=0
(−1)iei(y1, . . . , ys) =
∑
ν∈V +(μ)
(−1)|ν/μ|Sν(y1, . . . , ys).
Lemma 3.4. For any partition λ, the product
Sλ(1, y1, . . . , ys)
∑
(−1)iei(y1, . . . , ys)
equals a sum
∑±Sν(y1, . . . , ys) where for each ν = (ν1, . . . , νs) occurring in the sum, each νj
equals either λj + 1 or λj+1.
Proof. Let S equal the ring of symmetric functions in y1, . . . , ys . We define two linear trans-
formations A,B : S → S as follows. Since the Schur functions form a basis of S it suffices to
define A on the Schur functions which we do via
A
(
Sλ(y1, . . . , ys)
)= Sλ(1, y1, . . . , ys),
and B is defined by
B
(
f (y1, . . . , ys)
)= f (y1, . . . , ys)
s∑
(−1)iei(y1, . . . , ys).
i=0
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t
λ1
1 · · · tλss or tλ for short. Computing,
E
(
A(Sλ)
)= ∑
μ∈H+(λ)
tμ
=
λ1∑
μ1=λ2
t
μ1
1
λ2∑
μ2=λ3
t
μ2
2 · · ·
= t
λ1+1
1 − tλ21
1 − t1 ·
t
λ2+1
2 − tλ32
1 − t2 · · · .
To describe E(B(Sμ)), note that ν ∈ V +(μ) if and only if two conditions hold:
1. each νi = μi or μi+1 and
2. ν is a partition.
Hence, tν occurs in E(B(Sμ)) if and only if
1. t
ν
tμ
is a product of distinct ti and
2. ν is a partition.
Define a linear transformation P on f [t1, . . . , ts] via
P
(
tν
)=
{
tν, if ν is a partition,
0, otherwise.
Then E(B(Sμ)) = P(E(Sμ)∏(1 − tj )). Hence,
E
(
B
(
A(Sλ)
))= ∑
μ∈H−(λ)
E
(
B(Sμ)
)
=
∑
μ∈H−(λ)
P
(
E(Sμ)
∏
(1 − tj )
)
= P
( ∑
μ∈H−(λ)
E(Sμ)
∏
(1 − tj )
)
= P
(
t
λ1+1
1 − tλ21
1 − t1 · · ·
∏
(1 − tj )
)
= P ((tλ1+11 − tλ21 )(tλ2+12 − tλ32 ) · · ·)
=
∑{±P (tν) ∣∣ each νi = λi + 1 or λi+1}.
Applying E−1, the lemma follows. We note that the sign will be positive or negative depending
on whether the number of λi+1 is even or odd, respectively. 
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Sλ(1, y1, . . . , ys)
∑
(−1)iei(y1, . . . , ys)
is at most 2s+1. Applying this to Lemma 3.2 we see that mλ is bounded by a sum of at most
2k2+1 integrals and so is bounded by a 2k2+1 times the largest of them,
mλ  Cnt
1
(2πi)k
∮
T
k∑
i,j=1
ziz
−1
j Sν(A)
dz
z
, (2)
for some ν with |ν| |λ| + k2.
Lemma 3.5. Let
∑k
i,j=1 ziz
−1
j Sλ(A) =
∑
cμSμ(A). Then
∑
cμ  k+ht(λ)+1 and for each μ,
either ht(μ) = ht(λ) or μ = (λ,1).
Proof.
∑k
i,j=1 ziz
−1
j = k + S(1)(A). The product S(1)(A)Sλ(A) equals
∑
Sμ(A) where each μ
contains λ and is larger by one. There are at most ht(λ) + 1 such μ and the lemma follows. 
Applying the lemma to Eq. (2) allows us to remove the factor of ∑ki,j=1 ziz−1j at the cost
of increasing the constant C and changing the partition ν, where |ν|  |λ| + O(1) and either
ht(ν) = ht(λ) or ν = (ν′,1) and ht(ν′) = ht(λ),
mλ  Cnt
1
(2πi)k
∮
T
Sν(A)dz
z
, (3)
where t is as in Lemma 3.2.
Lemma 3.6. Let h  k2 − k and let λ be a partition of n of height h, or of height h + 1 of the
form (μ,1). Then (2πi)−k ∮ Sλ(A) dzz is less than or equal to a constant times n to the power of
h(k2 − k)− (h+12 )− k + 1. In particular, if h = k2 − k, the power is (k2−k2 )− k + 1.
Proof. We first consider the case of ht(λ) = h. In order to use the definition of Schur functions
involving semistandard Young tableaux, we put any total order on the alphabet A= {ziz−1j | 1
i 	= j  k}. Then Sλ(A) can be written as a sum ∑m(Tλ) where each m(Tλ) is a monomial
equal to the product of the entries in a semistandard tableau Tλ with entries from A. Note that by
Cauchy’s theorem
(2πi)−k
∮
m(Tλ)
dz
z
=
{
1, if m(Tλ) = 1,
0, otherwise.
Given Tλ let x(i, j ;α) equal the number of entries in row α equal to ziz−1j . By semisimplicity
x(i, j ;α) will be zero unless ziz−1j is greater than or equal to the αth element of A. These
numbers determine the tableau Tλ and the integral of m(Tλ) will be 1 precisely when
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i,j
x(i, j ;α) = λα for all α = 1, . . . , h and (4)
∑
j,α
x(i, j ;α)−
∑
j,α
x(j, i;α) = 0 for all i = 1, . . . , k. (5)
Now consider the vector space X spanned by the variables x(i, j ;α), where α  h and ziz−1j is
greater than or equal to the αth element of A. Then
dimX = (k2 − k)+ (k2 − k − 1)+ · · · + (k2 − k − h+ 1)= 1
2
h
(
2k2 − 2k − h+ 1).
We now consider the subspace Y of X defined by the left-hand sides of Eqs. (4) and (5). Let
vα =∑i,j x(i, j ;α) and wi =∑j,α(x(i, j ;α)−x(j, i;α)); and let V equal to the span of the vα
and W the span of the wi , so Y = V +W . It is not hard to see that dimV = h and dimW = k−1.
We now show that V ∩W = 0. Assume
∑
cαvα =
∑
divi .
Taking the coefficient of x(i, j ;α) on both sides yields cα = di − dj . Since this is true for all α,
the cα are all equal and so the right-hand side will be of the form c
∑
x(i, j ;α), summed over
all i, j, α. On the other hand, the left-hand side is in W and so must have sum of coefficients
equal to zero. Hence c = 0 and V ∩W = 0 as claimed, and so Y has codimension h+ k − 1 and
dimension
1
2
h
(
2k2 − 2k − h− 1)− k + 1.
In the case of λ = (μ,1), where μ is a partition of height h, we again count semistandard
tableaux Tμ of shape λ in the alphabetA. There is one box in λ/μ and it can be filled in less than
k2 − k ways. For each of them, consider the fillings of the rest of Tμ of total degree zero. Eq. (4)
remains unchanged. As for Eq. (5), say the entry of λ/μ is zi0z−1j0 . Then in the right-hand side
of (5) the 0 is replaced by a 1 or a −1 if i = j0 or i0, respectively, and is otherwise unchanged.
To finish the proof, we need to count the number of solutions of (4) and (5), or (5) with some
of the 0’s changed to ±1. The x(i, j ;α) form a subspace or a translate of a subspace of X of
dimension 12h(2k
2 − 2k−h− 1)− k+ 1 and we need to count the number of integer points with
co-ordinates between 0 and n. This will be accomplished by the following sublemma.
Sublemma. Let V ⊆ Rk be a subspace of dimension d , let u ∈ V have integer co-ordinates, and
let B = {0, . . . , n}k . Then the number of points in B ∩ (u+ V ) is at most (n + 1)d .
The proof is by induction on k. If k = 1 the sublemma is clear. For the induction step we
consider Hi ⊆ Rk , the points with first co-ordinate equal to i, for i = 0, . . . , n. If (u + V ) ⊆ Hi
for some i, we are done by induction. Else, each (u+ V ) ∩Hi has dimension at most d − 1 and
so has at most (n + 1)d−1 points, again by induction, and so B ∩ (u + V ) has at most (n + 1)d
points. 
We now combine Lemma 3.6 with Eq. (3). In the case of h k2 − k + 1 we get
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(
h− k2 + k
2
)
+
(
k2 − k
2
)
− k + 1
= (h− 1)k2 −
(
h+ 1
2
)
+ 1,
and similarly in the case of h k2 − k,
mlt(h)  (k − 1)h+ h(k2 − k)−
(
h+ 1
2
)
− k + 1
= (h− 1)k2 −
(
h+ 1
2
)
+ (k2 − k − h)+ 1.
Combining with Corollary 2.11 yields the main theorem of this section.
Theorem 3.7. If k2 − k  h  k2 then mlt(h)(Mk(F )) = (h − 1)k2 −
(
h+1
2
)+ 1. In particular,
mlt(Mk(F )) =
(
k2−1
2
)
.
Corollary 3.8. Let k2 − k  h k2 and let (h,h) be the bounded height colength sequence for
Mk(F), as in the introduction. Then (n,h) = Cnt + O(nt−1), where t = (h − 1)k2 −
(
h
2
)
.
Proof. [8] implies that (n,h) is asymptotic to a polynomial and that the degree is at least
(h − 1)k2 − (h2) and so it suffice to prove an upper bound. Now,
∑{
mλ
∣∣ λ ∈ Λh(n)}max{mλ ∣∣ λ ∈ Λh(n)}× ∣∣Λh(n)∣∣
= m(h)n
(
Mk(F)
)∣∣Λh(n)∣∣
 C1n(h−1)k
2−(h+12 )+1C2nh−1
for some constants C1 and C2 and the lemma follows. 
Corollary 3.9. Let m¯(h)n be the maximum of m¯λ, λ ∈ Λh(n). Then m¯(h)n is asymptotic to a constant
times m(h)n for k2 − k  h k2.
Proof. The Poincaré series for the generic trace ring of k × k matrices is a “nice” rational func-
tion in the sense of [10] and so the methods of that paper and of Section 2 imply that m¯(h)n is
asymptotic to some Cne. The proof of Theorem 3.7 shows that e = (h− 1)k2 − (h+12 )+ 1. 
Remark 3.10. What if h < k2 − k? In all cases which have been calculated, the lower bound for
mlt(h) is correct: We proved in [4] that mlt(2)(M2(F )) = 2 which equals (2 − 1)4 −
(2+1
2
)+ 1;
Drensky, Genov and Valenti proved in [16] that m¯(2)n (M3(F )) is polynomial of degree 7. Since
(2 − 1)9 −
(
2 + 1)+ 1 = 7mlt(2)(M3(F ))2
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in [15] that m¯(2)n (M4(F )) is polynomial of degree 14 = (2 − 1)16 −
(2+1
2
)+ 1, again implying
that mlt(2)(M4(F )) = 14.
4. Multiplicities in Mk,
In this section we consider mλ = mλ(Mk,). A lower bound follows from Corollary 2.11. To
compute an upper bound, we use an upper bound on m¯λ(Mk,), the multiplicities in the mixed
trace cocharacter. From Corollary 21 and Remark 22 of [9] m¯λ(Mk,) is bounded above by the
complex integral
1
k!!(2πi)k+
∮
HSλ
(
1k+, zα
zβ
; zγ
zδ
)∏(
1 − zα
zβ
) k+∑
i,j=1
ziz
−1
j
dz
z
(6)
where 1k+ represents k +  1′s; the pairs (α,β) run over 1 α 	= β  k and k + 1 α 	= β 
k + ; the pairs (γ, δ) run over the other pairs of integers between 1 and k + ; the integral is
over the torus |zi | = 1 and the dzz represents the wedge of the dzizi , where i = 1, . . . , k + . Since
m¯λ(Mk,)  mλ(Mk,), this integral also serves as an upper bound for the latter. Our goal is to
use the integral to compute an upper bound on mλ(Mk,), where λ lies in a hook λ ∈ H(a,b;n),
1, k2 + 2 − (k + ) a  k2 + 2, 0 b 2k,
and for the rest of this section we will assume that such an a and b are given and that
λ ∈ H(a,b;n).
Before turning to the proof, we state the Littlewood–Richardson rule which we will need both
here and in the next section. See [18, I.9] for details and proof.
Definition 4.1. Given partitions μ, ν, λ, we define the Littlewood–Richardson coefficient Cλμ,ν
to equal the number of skew tableaux T of shape λ/μ and content ν subject to
The semisimplicity condition: The entries of T are weakly increasing in rows and strictly in-
creasing in columns.
The lattice permutation condition: If the entries of T are read from top to bottom, right to left
yielding a word w = w1 · · ·wk then for each initial segment w′ = w1 · · ·wt and each
i  2, the number of i’s in w′ is less than or equal to the number of i − 1’s.
See Fig. 2.
Remark 4.2. Here are some useful combinatorial properties of the Littlewood–Richardson coef-
ficients.
1. Cλμ,ν will be zero unless |μ| + |ν| = |λ| and μ,ν ⊆ λ.
2. If a tableau T satisfies the lattice permutation condition, then for each i, an entry of i can
only occur in the ith row or below.
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The Littlewood–Richardson Theorem. The coefficients Cλμ,ν occur in each of these theorems:
1. For partitions μ,ν, Cλμ,ν is the coefficient of the irreducible character χλ in the outer tensor
product of χμ and χν ,
χμ ⊗ˆ χν =
∑
λ
Cλμ,νχ
λ.
2. For partitions λ,μ, Cλμ,ν is the coefficient of χν in the skew character χλ/μ,
χλ/μ =
∑
ν
Cλμ,νχ
ν.
Translating from characters to symmetric functions there is a useful adjustment we can make in
the first formula based on the fact that Sλ(x1, . . . , xk) = 0 if ht(λ) > k. So, although it is true
that
Sμ(x1, . . . , xk)Sν(x1, . . . , xk) =
∑
λ
Cλμ,νSλ(x1, . . . , xk),
it is sometimes more useful to eliminate the terms that equal zero and write
Sμ(x1, . . . , xk)Sν(x1, . . . , xk) =
∑
λ∈Λk
Cλμ,νSλ(x1, . . . , xk).
In the λ/μ case there is no adjustment:
Sλ/μ(x1, . . . , xk) =
∑
ν
Cλμ,νSν(x1, . . . , xk).
We now return to bounding mn(Mk,).
Lemma 4.3. Given fixed k and  and arbitrary λ, consider the decomposition of the hook Schur
function HSλ(x1, . . . , xk;y1, . . . , y) into Schur functions
HSλ(x1, . . . , xk;y1, . . . , y) =
∑
a(μ, ν)Sμ(x1 . . . , xk)Sν(y1, . . . , y).
Then the sum of the multiplicities∑a(μ, ν) is bounded by a constant depending only on k and .
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Proof. The proof is based on the definition of hook Schur functions
HSλ(x1, . . . , xk;y1, . . . , y) =
∑
μ⊆λ
Sμ(x1, . . . , xk)S(λ/μ)′(y1, . . . , y).
In order for Sμ(x1, . . . , xk) to be non-zero we must have ht(μ)  k, so μ = (μ1, . . . ,μk); and
in order for S(λ/μ)′(y1, . . . , y) to be non-zero we must have ht((λ/μ)′)  , so each 0  λi −
μi  . There are at most ( + 1)k such μ for a given λ. The Young diagram of the conjugate
(λ/μ)′ = λ′/μ′ contains all of the boxes of λ to the right of the kth column and at most k boxes
in the first k columns. See Fig. 3
We now use the Littlewood–Richardson rule to compute the length of S(λ/μ)′(y). This will
equal to the number of skew tableaux of shape λ′/μ′ subject to the semistandard condition and
the lattice permutation condition. We first consider the part of the Young diagram to the right of
the kth column. This is a Young diagram of an ordinary (not skew) partition. In its ith row the
entries will be greater than or equal to i by the semistandardness condition; but they also must
be less than or equal to i by the lattice permutation condition. Hence, each entry of row i in this
part of the tableau must equal i, and there is only one way to fill it in.
As for the rest of λ′/μ′, the lattice permutation condition implies that the largest entry is
bounded by the number of rows which is at most k+k. Since the number of boxes is at most k,
the number of ways to fill them is at most (k + k) to the power of k. 
Corollary 4.4. Given λ ∈ H(a,b;n) there exists μ and ν with |μ|+|ν| = n and heights at most a
and b, respectively, such that
mλ 
C
(2πi)k+
∮
Sμ
(
1k+, zα
zβ
)
Sν
(
zγ
zδ
)∏(
1 − zα
zβ
) k+∑
i,j=1
ziz
−1
j
dz
z
,
where notations are as in Eq. (6) and C is a constant depending only on k and .
We now use Lemma 3.1 to pull k +  − 1 of the 1’s out of the integral. The result is bounded by
a constant times nt times the complex integral
(2πi)−k−
∮
Sμ1
(
1,
zα
)
Sν
(
zγ
)∏(
1 − zα
)∑
ziz
−1
j
dzzβ zδ zβ z
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t =
{
(k + − 1)a, if a  k2 + 2 − k − + 1,
(k + − 1)a − (a−k2−2+k+2 ), if h k2 + 2 − k − + 1.
Next, we use Lemma 3.4 to cancel the remaining 1 with the
∏
(1 − zα
zβ
) yielding that the above
integral is bounded by a constant times
(2πi)−k−
∮
Sμ2
(
zα
zβ
)
Sν
(
zγ
zδ
)∑
ziz
−1
j
dz
z
.
Altogether,
mλ 
C
(2πi)k+
nt
∮
Sμ2
(
zα
zβ
)
Sν
(
zγ
zδ
)∑
ziz
−1
j
dz
z
(7)
where t is as above.
Lemma 4.5. Let μ2 have height a and ν have height b, and let |μ2| + |ν| n. Then
(2πi)−k−
∮
Sμ2
(
zα
zβ
)
Sν
(
zγ
zδ
)∑
ziz
−1
j
dz
z
is bounded above by n to the power of
a
(
k2 + 2 − k − )+ b(2k)−
(
b + 1
2
)
−
(
a + 1
2
)
− (k + − ),
where  = 1 if b 1 and  = 2 if b = 0. In particular, if a = k2 + 2 − k − , then a straightfor-
ward computation shows that this equals
(
a
2
)
+ b(2k)−
(
b + 1
2
)
− (k + − ).
Proof. The proof is similar to that of Lemma 3.6. We indicate the changes. Just as in Lemma 3.5
we may eliminate the
∑
ziz
−1
j which equals
(k + )+ S(1)
(
zα
zβ
)
+ S(1)
(
zγ
zδ
)
,
and the computation of the integral reduces to a question of counting pairs of semistandard
tableaux (Tμ2, Tν) in which the entries of Tμ2 come from the alphabet {zαz−1β }; the entries of
Tν come from the alphabet {zγ z−1δ }; and the product m(Tμ2)m(Tν) equals 1. We let x(i, j ;α)
be the number of occurrences of ziz−1j in row α of Tμ2 and y(i, j ;α) the number of ziz−1j in
row α of Tμ. As in Lemma 3.6 the number of x(i, j ;α) which are not automatically zero from the
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Defining X analogously to Lemma 3.6 we get
dimX = a(k2 + 2 − k − )−
(
a
2
)
+ b(2k)−
(
b
2
)
.
The analogue of Eq. (4) would be
∑
i,j
x(i, j ;α) = λα,
∑
i,j
y(i, j ;α) = μα,
giving a + b independent relations. The analogue of Eq. (5) would be
∑
j,α
x(i, j ;α)−
∑
j,α
x(j, i;α) +
∑
j,α
y(i, j ;α)−
∑
j,α
y(j, i;α) = 0
for fixed i = 1, . . . , k + . Let wi be the vector in X equal to the left-hand side of this equation
and let W be the subspace of X spanned by the {wi}. Since each wi has the sum of its coefficients
equal to 0, W must have dimension at most k +  − 1. The only case in which the dimension
of W would be less is the case of b = 0. In this case there are no y(i, j ;α) and since each non-
zero x(i, j ;α) has either 1 i, j  k or k + 1 i, j  k + , the {wi} satisfy ∑ki=1 wi = 0 and∑k+
i=k+1 wi = 0. 
Combining Lemma 4.5 with Eq. (7) gives an upper bound on mlt(a,b).
Lemma 4.6. If a  k2 + 2 − k −  + 1 then mlt(a,b)  (a − 1)(k2 + 2) + b(2k) − (a+12 )−(
b+1
2
)+ , and if a  k2 +2 −k− then mlt(a,b)  (a−1)(k2 +2)+b(2k)− (a+12 )− (b+12 )+
(k2 + 2 − k − − a)+ , where  = 1 if b 1 and  = 2 if b = 0.
Proof. In the case of a  k2 +2 −k−+1, μ2 in Lemma 4.5 is only bounded by k2 +2 −k−
and so mlt(a,b) is bounded above by
(k + − 1)a −
(
a − (k2 + 2 − k − )
2
)
+
(
k2 + 2 − k − 
2
)
+ b(2k)−
(
b + 1
2
)
− (k + − ).
A straightforward computation shows that this equals
(a − 1)(k2 + 2)+ b(2k)−
(
a + 1
2
)
−
(
b + 1
2
)
+ .
If a  k2 + 2 − k −  then mlt(a,b) is bounded by
(k + − 1)a + a(k2 + 2 − k − )+ b(2k)−
(
a + 1)−
(
b + 1)− (k + − )2 2
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(a − 1)(k2 + 2)+ b(2k)−
(
a + 1
2
)
−
(
b + 1
2
)
+ (k2 + 2 − k − − a)+ . 
Comparing with the lower bound from Corollary 2.11 we get the main theorem of this section.
Theorem 4.7. For a and b such that 1, k2 + 2 − k −  a  k2 + 2, and b 2k,
mlt(a,b)(Mk,) = (a − 1)
(
k2 + 2)+ b(2k)−
(
a + 1
2
)
−
(
b + 1
2
)
+ .
In particular, taking (a, b) = (k2 + 2,2k), mlt(Mk,) =
(
k2+2−1
2
)+ (2k2 ).
Proof. By Corollary 2.11, mlt(a,b) is bounded below by this number and by Lemma 4.6 it is
bounded above by it. 
Corollary 4.8. For a, b as in the theorem, the sum
∑{mλ | λ ∈ H(a,b;n)} is asymptotic to a
constant times n to the power of (a − 1)(k2 + 2)+ b(2k)− (a2)− (b2)+ ( − 1).
Remark 4.9. The cases in which mλ(Mk,) have been computed provide a check on Theorem 4.7.
In the case of M1,1 Popov’s work in [19] shows that mλ is of the order n for λ ∈ H(a,b), where
a = 1,2 and b = 0,1,2 which agrees with
2(2 − 1)+ 2b −
(
a + 1
2
)
−
(
b + 1
2
)
+ ,
since this equals 1 for all six values of (a, b). Also, in the case of M2,1, our work in [12] obtains
upper and lower bounds for mλ, where λ has height at most 5. It follows from that work that
mlt(a)(M2,1) =
⎧⎪⎨
⎪⎩
4 if a = 2,
6 if a = 3,
7 if a = 4,
7 if a = 5.
The reader may easily verify that this agrees with 5(a − 1)− (a+12 )+ 2 for a = 2,3,4,5.
5. Multiplicities in Mk(E)
Our main goal in this section is the computation of mlt(a,b)(Mk(E)). Noting that Mk(E) =
Mk(F) ⊗ E, we turn to general problem of comparing mlt(A ⊗ E) to mlt(A). If A is any p.i.
algebra, then Eq. (1) of [11] lets us bound the cocharacter χn(A⊗E) of A⊗E using the multi-
plicities in the cocharacter of A:
χn(A ⊗E)
∑
mλ(A)
∑
χμ ⊗ˆ (χλ/μ)′.
λ∈Par(n) μ⊆λ
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Each of the outer tensor product and the skew character can be computed using the Littlewood–
Richardson rule,
χμ ⊗ˆ (χλ/μ)′ = χμ ⊗∑
ν
Cλμ,νχ
ν′
=
∑
θ,ν
Cθμ,ν′C
λ
μ,νχ
θ .
Hence, the coefficient mθ(A⊗E) is bounded by
mθ(A⊗E)
∑
λ,μ,ν
mλ(A)C
θ
μ,ν′C
λ
μ,ν. (8)
We will be restricting attention to the case in which A satisfies some Capelli identity,
cd+1 =
∑
σ∈Sd+1
(−1)σ xσ(1)y1 · · ·xσ(d)ydxσ(d+1).
In this case Regev proved in [21] that the cocharacter of A will be supported in the strip of
height d , mλ(A) 	= 0 only for λ ∈ Λd .
Lemma 5.1. Let θ ∈ H(a,b) and λ ∈ Λd . If Cθμ,ν′Cλμ,ν 	= 0 then μ ∈ Λd ∩ H(a,b) and ν ∈
Λd ∩ H(b,a). In particular, ∑i>a μi and ∑i>b νi are bounded by b(d − a) and a(d − b),
respectively, see Fig. 4.
Proof. That Cλμ,ν is non-zero implies μ,ν ⊆ λ, and since λ lies in Λd so must μ and ν. Likewise,
Cθ
μ,ν′ 	= 0 and θ ∈ H(a,b) implies μ ∈ H(a,b) and ν ∈ H(b,a). 
Definition 5.2. Given C > 0, let Λh(n)′ = {λ ∈ Par(n) |∑i>h  C} and Λ′h =⋃n Λh(n)′. Like-
wise, let m(h)n (A)′ = max{mλ | λ ∈ Λh(A)′} and let mlt(h)(A)′ = lim sup logn(m(h)n (A)′). Note
that if A satisfies a Capelli identity cd+1 with d  h, then m(h)n (A)′ = m(h)n (A) = mn(A) and so
mlt(h)(A)′ = mlt(h)(A) = mlt(A).
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Definition 5.2, we may refine Eq. (8) in the case of θ ∈ H(a,b) to
mθ(A⊗E)
∑
λ∈Λd
∑
μ∈Λ′a
∑
ν′∈Λ′b
mλ(A)C
θ
μ,ν′C
λ
μ,ν. (9)
Lemma 5.3. If A satisfies a Capelli identity, then there exists a constant C such that given
any θ ∈ Par(n) there exists μ and ν such that
mθ(A⊗E)C
∑
λ
mλ(A)C
λ
μ(λ),ν(λ).
Proof. In Lemma 4.3 a(μ, ν) = Cλ
μ,ν′ and so applying that lemma and its proof to our sum we
see that Cθ
μ,ν′ is uniformly bounded and that the number of possible μ and ν with C
θ
μ,ν′ 	= 0.
Letting μ(λ) and ν(λ) maximize Cλμ,ν completes the proof. 
Applying to Eq. (9) yields
mθ(A⊗E) C
∑
λ∈Λd
mλ(A)C
λ
μ(λ),ν(λ) where μ ∈ Λ′a, ν′ ∈ Λ′b. (10)
Lemma 5.4. Given partitions μ ∈ Λ′a and ν ∈ Λ′b , |μ| + |ν| n, and d  a, b. Then
∑{Cλμ,ν |
λ ∈ Λd} is bounded by a constant times nt , where
t =
{
(a + b)d − (a+12 )− (b+12 )− (d2), if a + b d,
ab, if a + b d.
Proof. Instead of studying Cλμ,ν directly, we define Pλμ,ν which we consider a Poor man’s version
of the Littlewood–Richardson coefficients. Like Cλμ,ν , the Pλμ,ν will count semistandard skew
tableaux of shape λ/μ and type ν, but instead of requiring the full lattice permutation condition,
we require only that every occurrence of i occur in row i or lower, for each i. Since this is
a weaker condition, Cλμ,ν  Pλμ,ν and so it suffices to prove our upper bound for the sum of
the Pλμ,ν .
The proof will be by induction on min(a, b), which we take to be b. If b = 0, then |ν| is
bounded by a constant and the number of skew tableaux of height at most d and with |ν| parts is
at most d |ν|.
Next, if b 1, let H be the set
H = {μ1 ∣∣ μ ⊆ μ1, |μ1/μ| = ν1, μ1/μ a horizontal strip}.
For any partition α, let α˜ equal α with its first row removed. It follows from the definition of
Pλμ,ν that
∑
Pλμ,ν 
∑ ∑
Pλμ˜1,ν˜
,λ∈Λd μ1∈H λ∈Λd−1
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∑
λ∈Λd
P λμ,ν  |H |
∑
λ∈Λd−1
Pλμ˜1,ν˜ ,
for some particular μ1 ∈ H . Note that ν˜ ∈ Λ′b−1; μ˜1 ∈ Λ′a or Λ′a−1 depending on whether a < d
or a = d , respectively; and |H | is bounded by a constant times n to the power of either a or a−1,
depending on whether a < d or a = d . The rest of the induction step involves separate computa-
tions depending on the cases (1) a + b  d , (2) a + b > d and a = d , (3) a + b > d and a < d .
We leave the details to the interested reader. 
Theorem 5.5. If A is a p.i. algebra satisfying the Capelli identity of degree d + 1 and d  a, b
then mlt(a,b)(A⊗ E) t + mlt(a+b)(A)′, where t is as in the previous lemma.
Proof. Apply Lemma 5.4 to Eq. (10). 
In order to apply Theorem 5.5 to Mk(E), we will compute mlt(h)(Mk(F ))′ for k2 − k 
h k2. Of course, mlt(h)(Mk(F ))′ is bounded below by mlt(h)(Mk(F )). For the upper bound, we
consider the trace cocharacter. Let m¯(h)n (Mk(F ))′ be the maximum value of m¯λ, the multiplicity
of χλ in the trace cocharacter, for λ ∈ Λh(n)′.
Lemma 5.6. For k2 − k  h  k2, m¯(h)n (Mk(F ))′ is bounded above by a constant times
m¯
(h)
n (Mk(F )) and so by Corollary 3.8 mlt(h)(Mk(F )) = mlt(h)(Mk(F ))′.
Proof. Reproducing the proof of Theorem 3.7 with mlt(Mk(F ))′ replacing mlt(Mk(F )), changes
are required in Lemmas 3.1 and 3.6. In 3.1 the hypothesis ht(λ) = h would be replaced by λ ∈ Λ′h
and the bound on
∑
cμ would be a constant times nt instead of just nt . In 3.6, the hypothesis
would also become λ ∈ Λ′h, and the generalization would be handled much the same as the
λ = (μ,1) case. We omit the details. 
Remark 5.7. If h = 1, m(1)n (Mk(F ))  m(1)n (Mk(F ))′ is known to be false: m(1)n (M2(F )) = 1
and m(1)n (M2(F ))′ = n− 1, see [4].
Theorem 5.8. mlt(a,b)(Mk(E)) = (a + b − 1)k2 −
(
a+1
2
)− (b+12 )+ 1 for all a + b  k2 − k. In
particular, taking (a, b) = (k2, k2), mlt(Mk(E)) = (k2 − 1)2.
Proof. By Corollary 2.11 we need only prove an upper bound, and by Theorem 5.5 and
Lemma 5.6, mlt(a,b)(Mk(F ))  t + mlt(a+b)(Mk(F )). If a + b  k2 then mlt(a,b)(Mk(F )) =
mlt(Mk(F )) =
(
k2−1
2
)
and so mlt(a,b)(Mk(E)) is less than or equal to
(
k2 + 1
2
)
+ (a + b)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
−
(
k2
2
)
= (a + b − 1)k2 −
(
a + 1)−
(
b + 1)+ 1,2 2
340 A. Berele / Journal of Algebra 320 (2008) 318–340as desired. Finally, if k2 − k  a + b < k2, then mlta+b(Mk(F )) is (a + b − 1)k2 −
(
a+b+1
2
)+ 1
and t = ab which sums to
(a + b − 1)k2 −
(
a + b + 1
2
)
+ 1 + ab
= (a + b − 1)k2 −
(
a + 1
2
)
−
(
b + 1
2
)
+ 1. 
Remark 5.9. The observant reader will notice that this proof shows that if we can prove
mlt(h)(Mk(F )) = (h − 1)k2 −
(
h+1
2
) + 1 for any value of h, then mlt(a,b)(Mk(E)) =
(a + b − 1)k2 − (a+12 )− (b+12 )+ 1 for all a + b = h.
Corollary 5.10. For a, b as in the theorem, the sum
∑{mλ | λ ∈ H(a,b;n)} is asymptotic to a
constant times n to the power of (a + b − 1)k2 − (a2)− (b2).
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