The problem of whether there always exist meromorphic functions commuting with all substitutions of a function group is solved in the affirmative.
Brady's result is only quoted for Fuchsian groups but the proof is valid in the more general situation. Outside the case T = Af, he had no way of constructing functions F commuting with the transformations in Y. In §2 we show how to construct such functions from automorphic forms and how to get three linearly independent such functions. In §3 we treat the case of the modular group M specially and show the motivation for the functions defined in §2.
We now introduce some definitions and notation. The general reference for this material is either Lehner [8] or Ford [2] . Let T be an infinite group of two by two matrices with complex entries containing -/, /=(J ?), for which the associated group of linear fractional transformations F = On certain function groups F one can construct automorphic forms by a method introduced by Poincaré [8, v. 2] . Let H(z) be a rational function whose poles are not at limit points of T nor in the orbit of co. If/n_t2 the series
where summation is over all V=("c ¿) in T (co is not fixed by any element of T), converges uniformly and absolutely on compact subsets of 9) not containing any points equivalent to the poles of H or to co. d(z; H)e {T, -2m, 1}. By use of the /1-transform [5, v. 3] one can extend the construction of forms to the remaining function groups. Now we turn to the Weierstrass zeta function. Let cox, co2 be complex numbers such that Im co2/a)1>0. Then £(t; cox, w¡) is defined by I would like to thank the referee for pointing out an error in the earlier version and the reference to Hurwitz's work.
2. In this section we show how to derive, from automorphic forms, meromorphic functions F satisfying (1.1) for the transformations in a function group Y. We further show how to construct three linearly independent such functions. Now we prove the main theorem. c(rf + rf) + df Lemma 1. Let Y be a function group, then there are points ru t2 and T3eS¡, which are pairwise inequivalent ; and forms f andf2e{Y, -A, 1} so that fi has simple poles at tx and t2 and is regular at r3, andf2 has simple poles at Tt and t3 and is regular at t2.
Proof.
Suppose first T is a function group for which co is an ordinary point and co is not fixed by any element of T. Let rx, r2, r3 be chosen so that they are inequivalent and none belongs to the orbit of co. Let Hx(r)=
1/(t-tJ(t-t,)
and //,(t)=1/(t-t1)(t-t3). Then d(r; H,) defined in 3. In this section we give the motivation for the definition of F given in (2.1). Let M denote the (homogeneous) modular group, the 2x2 matrices with rational integer entries and determinant 1. M denotes the corresponding group of linear fractional transformations. Theorem 3. Let fe{M, -r,v) and define (3.1) gl(r) =/'(t)//(t), g2(r) = ^(-l/r)/r, then F(r)=g2(T)lg1(r) commutes with the elements of M.
Proof.
It is an easy calculation to show that F(T)=rf(r)/f'\t)-\-t, and thus this is a special case of Theorem 1. However, we prefer to give an alternate proof. M is known to be generated by ÍT=(¿ \) and F=(J ~J); thus it suffices to prove F(Ut)=F(t)+1
and F(Ft)= -1/F(t). First, from the definitions, F(-1/t)=-t^1(t)/t^2(t)= -1/F(t). We also easily find that gl(-lH = TT + T*gx(T)
If Legendre's relation (1.7) were written in inhomogeneous notation it would have the above form, so we could call (3.2) a generalization of Legendre's formula. Now jJi(t+1)=jj1(t) so that g2(T+Y)=(r+\)gl(T+l)+r= TgÁ?)+gi(T) + r=gi(T)+g2(T). It follows that F(t+1)=F(t)+1.
We now turn to the pseudoperiods of the Weierstrass zeta function and the investigation which led to the definitions (2.1) and (3.1). Our method will be similar to one used by Hurwitz [6] , [7] to obtain the transformation properties of the discriminant A(t) in the theory of elliptic modular forms. We shall consider r]i=l(z+(i>i)-£(z). In order to obtain an expression for r¡x we sum the absolutely convergent series (1.5) for £ over all (o=mai1 + na>2 first over all meZ and then over neZ. In the expression for r\i obtained in this way we get a series which is telescopic and obtain after simplification 0.3) »-rz, ; *+±£ n m (ma>i + nco2) wx 3
where the dash denotes that the term «=0 is missing and the conditionally convergent sums are understood in the sense of Cauchy principal values.
Similarly we obtain
If we now suppose the periods are normalized so that co2=t, (ox=l and Im t>0, we obtain where r¡x(r) = nx(l, t), 'n2(r) = r¡2(l, t), and the dash on the summation sign means that the summation variable omits the value 0. It is interesting that Legendre's relation (1.7) implies the following difference in value of conditionally convergent series: This is the motivation for the definition of g2 in (3.1). There is a known connection [3, p. 313 ] between t^ and the Dedekind ^-function. Dedekind's r¡ is defined by GO (3.9) t¡(t) = e'"n2Y\ (1 -e2"",r), Im r > 0.
= 1
Fricke proved that (3.10) »h(t) = -4w(V(t)/îKt)) = -477/(log r¡(r))'.
