Many new multi-microprocessor systems are available or have been announced to the market. A method of structured operating-system construction to present a distributed hardware environment as a single computer to the user is proposed. Unlike many existing distributed operating systems, which are parallel and process-oriented, the new approach is based on a hierarchical structure of layers. The concept permits the designer to establish almost any dependencies between local operating systems. A distribution of UNix-like systems in a heterogeneous multi-microprocessor -environment-is proposed.
layered protocol building is addressed in Ref. 21 . The principle of this methodology is that a given layer X of local system A can talk to the corresponding (on the same level of abstraction) layer Y of local system B. These two layers can communicate by means of calls to the layers immediately below (say, P and Q) in systems A and B. Layer X sees (logically) layer Y of system B, layer Z of system C, etc. These layers constitute a level of abstraction in a distributed system. Layer X talks to other layers by means of calls to layer P. Layer P represents the whole world that is potentially visible to layer X -layers Y, Z, etc. We can understand layer P as a hardware machine for layer X. Layer X sees the neighbouring modules as indivisible local systems: layer Y represents the whole local system B, layer Z local system C, etc. In such a system, layers need not be dynamically distinguishable entities, since local and remote calls are distinct (local connections may be established statically, while remote calls are performed using special layers that implement a layered protocol).
For example, a protocol consisting of two layers established during the implementation of a distributed UNIX-like system is presented in Ref. 2 . The lower layer is a network handler treated as a special file (device). The upper layer is a set of inter-process communication routines implemented in terms of the lower layer's open, read, write, close and ioctl functions. 18 In a classical approach, modules are autonomous and clearly distinguished sites. The scheme for constructing a distributed operating system is to establish local operating systems first, and then to set up some dependencies between local systems. 1 The methodology of layered protocols was employed to establish closer links between computers distributed over the network. The result is a local area network of distinct and potentially heterogeneous computers.
Further approach: tightly coupled modules
Ever since the concept of C.mmp was announced, attempts have been made to build a distributed system from scratch rather than by interconnecting local systems. Examples of such systems include Cm*, 20 Micronet 22 and the Transputer. 15 These systems consist of large numbers of anonymous modules, but they present themselves as monolithic computers to their users. A single module is almost unable to work as a separate computer.
In such an environment, the operating system is built as a set of distributed processes communicating by means of a message-passing system. A local module's local operating system consists of two layers. The lower layer constitutes the message-routeing system, the upper one a set of local processes. Examples of systems constructed in this manner are Medusa, 16 Micros 22 and Chorus. 10 If such a system is constructed using Transputer, 15 the lower layer is built into hardware. The concept of tightly coupled systems is used to distribute multiprocessors, as opposed to linking remote computers closer together by means of layered protocols (see Section 2.1). The common feature of these two approaches is that a process acting in a layer sees the whole underlying system as a monolithic message-passing system. Therefore, neither concept requires the dynamic linkage of layers.
The new concept
There is a gap between classical systems (those using layered protocols), and tightly coupled systems. In a classical system, it is difficult to establish various kinds of inter-module dependencies at the same time. Typically, all but the highest layers of a protocol are set up to service this highest, semantic level. The new concept moves the classical, potentially heterogeneous system in the direction of a tightly coupled system. The idea is to set up a hierarchy between layers across the distributed system. Each layer (potentially) can access layers from both its local and neighbouring modules. The only limitation is the requirement of partial ordering in interlayer dependencies. A local system is made visible to other modules' layers as a set of layers rather than as one indivisible unit. In the previous approaches, a layer could talk to the corresponding layer in a neighbouring module. In the new concept, the layers of neighbouring modules are accessible to a certain layer as if they were layers of its local operating system. A layered protocol is replaced by a common mechanism of layer calling. Simple call/return parameter passing is required. This mechanism should be hidden in the lowest level of abstraction in the local operating system, the kernel. An intermodule call may be syntactically identical to a local call, since the layers are dynamically linked. A designer need not even know whether the called layer is local or remote. Moreover, an operation could be implemented locally in one version of the system and remotely in another. The presented interconnection scheme allows the designer to establish different kinds of semantic dependencies between modules at the same time, as will be shown in Section 4.2. The dependencies outlined in Section 2.1 can be found among the dependencies thus established.
In the new concept, the modules are brought much closer together than in classical systems, yet they are still autonomous and clearly distinguished sites and the system may therefore be built out of physically and functionally heterogeneous modules. On the other hand, systems built in a manner following the new concept may cover a much wider set of computer architectures than Cm*, 20 Micronet 22 or Ring-star, 13 which are based on homogeneous distributed modules.
Process-transaction scheduling equivalence
There are several dualities and equivalences of phenomena in natural science such as wave-particle duality and mass-energy equivalence in physics. In electronics, the product: (amplification x bandwidth of an amplifier) is constant. In distributed systems, there is one more equivalence.
If there are / transactions (calls to operating system from user programs) to be served by m modules, t > m, two methods maybe applied: (a) scheduling of transactions ; (b) scheduling of processes.
In case (a), in every module there is a set of processes, interconnected by a message-passing system. The transaction migrates between modules, where partial services are performed by local processes. In this approach a pair: (process, message buffer) is a prototype of a local operating system. The internal structure of local systems is of no importance as far as a distribution feature is concerned. Many distributed operating systems are built THE COMPUTER JOURNAL, VOL. 34, NO. 6, 1991 483 in this manner. 1 -2161722 A type of message-passing system construction is presented in Ref. 10 . Principle (a) is brought to perfection in the Occam concept. 15 In case (b), each transaction is served by an associated process. This process migrates between modules performing partial services for a transaction. The real concurrency degree of a module (the number of processes implemented in a module) is finite, and usually much less than t, therefore processes associated with transactions must be scheduled. In this case scheduling of transactions is replaced by scheduling of processes. A layered structure is appropriate for building a system in this manner. Case (b) is based on inter-process synchronization, case (a) on process communication. Some aspects of this duality are addressed" in Ref.
14. --------
The advantage of process scheduling is that it does not require a special message-passing system. In addition, a hierarchial structure of layers (b) is more deadlockprotected than a parallel structure of processes (a). The possibility of a deadlock in message-passing communication (not in resource allocation!) is addressed in Ref. 16 . (local systems are treated as sets of layers) is performed by the kernels of modules, so every kernel in the system must speak the common language (handshake). This concept requires a tighter hardware interconnection. Modules must be joined by an interrupt net or an equivalent signal-passing system. They have to operate a common memory or fast communication links for parameter passing. These requirements are fulfilled by stems based on Multibus like /i*.
IMPLEMENTATION CONSIDERATIONS
s Environments such as Cm* 20 and Micronet 22 are also acceptable for the new concept (the message-passing system may be used as a basis for call/return parameter passing).
SEMANTIC INTERCONNECTIONS OF LOCAL OPERATING SYSTEMS 4.1 Decomposing a local system into layers
Typically a local operating system is specified as a program written in a structured programming language. The structure of such a system is natural, i.e. it depends on sets of operating system features corresponding to specific implementation areas. A typical set of layers in a layer-structured local system is: -device handlers, -a file system, -a niche supervisor, -niches. A niche is treated statically as 'a place to run programs'. The term 'niche' is taken from ecology: it denotes an area which may be occupied by anyone, but once occupied, cannot be occupied by anyone else. Niches are occupied by user tasks, i.e. the dynamic entities corresponding to the execution of user programs. A supervisor implements a system interface for programs. Operations like 'run a program', 'terminate a program', 'send a signal to a program' are implemented in this layer. A file system manages the address space of the mass-storage devices by means of an information structure. Device handlers unify access to devices and give them some non-hardware features.
The above hierarchy (with some modifications) covers such different application areas as the SOM-5 embedded hierarchical database, 6 the Toronto University UNix-like TUNIS system 9 and a family of operating systems described in Ref. 1.
New concept-implementation considerations
Since in the new concept local and inter-module layer calls are uniform, the only way to call a layer is to do it by invoking the kernel. The kernel is a unit that handles the trivial operations of an operating system, i.e. interlayer transitions (calls and returns) and inter-process communication and synchronization. Executing a layer call, the kernel decides whether to enter a local layer or to send a signal to a neighbour module's kernel. In order not to overcomplicate the kernel, which is expected to be a small and simple unit, the interconnection of modules can be performed by a simple handshake mechanism (which will be presented in the appendix).
A local system connected to other modules' local systems by means of network handlers can speak to them in various 'languages' (protocols). The physical interconnection of modules may be as loose as a computer network. Interconnection following the new concept
Semantic interconnections in distributed systems
A question could be asked: why not establish all the kinds of interconnection presented in Section 2.1, i.e. the ability to access a file, to copy a file and to run a program (in a neighbour module)? The new concept makes it possible to set up these, and many other inter-module dependencies, all at the same time. Fig. 1 shows various possible inter-module connections and their meanings. Inter-module dependencies outlined in Section 2.1 are among those presented in Fig. 1 : C, 18 D, 1 B
13
. Interconnection in terms of the new concept is semantic because it allows the designer to establish semantic dependencies between layers of local systems. may be derived from making a physical device more and more intelligent. The first step is a simple character-oriented device which can read or write one character, and which signals an interrupt when the transmission is completed. Such a device may be treated as a defective layer in the system: it needs a 'push' from the caller after each character is transmitted, and the call parameters are different from the parameters of an ordinary layer calling.
THE INPUT/OUTPUT DEVICE AS A MODULE
The second step is a device driven by a direct memory access unit. It can signal the caller when the whole operation (a transmission of a sequence of characters) is completed. It is a less defective layer, since it does not need a 'push' after every elementary transmission. Yet the layer (device) call parameters are still non-standard in such a system. The third step is a device supported by its own internal processor. It may be programmed to satisfy the standard layer-calling requirements in the system. So the device is a module in the distributed system (E in Fig. 1) , and the new concept system may use it as a single-layered local system. The fourth step is a hierarchy of layers established in the device's module. These layers define sets of operations on some abstraction levels that allow the programmer to use the device as a virtual device. The hierarchy constitutes a multi-layered module.
The last step is a layer-structured local operating system provided with one or several niches. Such a system may perform its own activity and constitutes an autonomous module in the distributed environment.
AN E X A M P L E : THE ' M O S T ' O P E R A T I N G S Y S T E M 6.1 Overview
The MOST operating system has been implemented in MERA-system Laboratories ('most' means 'bridge' in Polish). The semantic interconnections concept is used in this system. MOST is a UNix-like system in a distributed environment.
In the MOST system a layer is considered as a dynamically distinguishable and protected entity, as described in Refs. 7 and 11. This has several advantages, for example: an error in a layer does not propagate to other layers; a layer may be replaced by another, implementing the same set of operations in a different manner (such a replacement does not require the recompilation of the whole system); user tasks can operate using various virtual machines related to the subset of layers they see. 7 A layer can access other layers (enjoys a privilege to call them) if they are passed to it as actual parameters during the system generation. If a parameter is not a local layer, in a callee module containing this layer there are special processes dedicated to handle the calls from the neighbours, as described for the classical concept. Yet these agent-processes are hidden in a kernel, so they are invisible on the abstraction level of a structured programming language. From the designer's point of view, a process moves from a module to a neighbour.
Notation
As a notation, the structured language PROSO (modified Concurrent PASCAL 4 ) proposed by Chrobot 7 is used in the design of MOST. The differences between PROSO and Concurrent PASCAL are: -queue variables replaced by delay-resume primitives; -layer construct, proposed in Ref. 5 ; the semantics of this construct are extended to meet the requirements mentioned in the previous section; -coprocedure instead of sequential process; a coprocedure is a procedure which, when called, continues executing concurrently with its caller (and never terminates); -local system construct, which embraces layers of a module and makes layers owned by neighbours visible to local layers (lets the programmer pass them as parameters to local layers); the externally visible layer is marked entry. The latter feature prevents the operating system being split into two separate areas: the operating system itself and its user tasks. A user task is a system layer consisting of a single coprocedure (in the case of a niche for sequential program, of course). 
Structure of local MOST
The structure of local MOST is presented in Algorithm 1. It corresponds to any of the systems L and R in Fig.  1 . The algorithm includes the core-style implementation of the exec system call, as an example of decoding an operation of a layer into operations of lower layers. The action performed by the initial statement of a niche is to start a process acting as a user task. This process (coprocedure task) invokes the exec system call to run the shell -a UNIX command interpreter. The shell is contained in a file named 'sh\ The exec system call is decoded by the supervisor into the file system's operations. First, the file containing a program whose name is supplied as a parameter of the exec command is opened. Then, the file content is read into memory, and the file is closed. In the file system the operations open and read are implemented as sequences of calls to the block handler to read a number of disc sectors, close is an empty operation in this case. To illustrate that a process need not be started in the niche-layer, the releaser coprocedure in the file system is shown. This process frees sectors when a file is unlinked.
Semantic dependencies in distributed MOST
MOST has been implemented in a distributed environment consisting of various Intel family microprocessors attached to Multibus. It is not a true multiprocessor because of its heterogeneity. A minimum hardware configuration consists of one 8080 module and one 8086 module. The 8080-based computer is a slow text module, dedicated to the preparation of source documents. The 8086-based computer is a fast-calculating main module performing such activities as compilation and numerical computation. Algorithm 2 constitutes the skeleton code for the system. The semantic dependencies are as follows.
(1) The text module's shell may be moved to a niche in the main module (B in Fig. 1 ). When working on its own module (autonomous mode), the shell applies a limited set of UNIX commands (for instance, there is no background processing or pipes). This is because the text module contains only one niche. When the shell is moved to the main module's niche (non-autonomous mode), it operates as an ordinary UNIX program. Then it can create a family of programs using the fork system call.
(2) In the autonomous mode, a user program sees the text module's file system (B in Fig. 2 ). In the nonautonomous mode, the program sees the main module's file system and the text module's file system as a part of the main module's file system (A + B in Fig. 2 , D in Fig.  1 ), while other main module programs (not transferred from the text module) see the main module's file system only (A in Fig. 2) . The text module's display remains an input/output device of the shell after its move to the main module's niche. The extended (and, possibly, not final) version of the MOST system consists of a number of text modules and two modules adopting the device handling functions of the main module (E in Fig. 1 ). They are the disk driver and multiplexer. In this version, the main module is replicated and constitutes a classical multiprocessor (not a multicomputer!).
The UNix-like system will not be the only application, because MOST is a scheme of operating system design rather than an instance of an operating system. Various kinds of systems will be built as MOST. Of course, all of them will use the same kernel, and a majority will include the layers of device handlers. 16 installed on a cluster of Cm* 20 may be considered as a local system installed on a module. The main difference (in addition to those described in Section 2) is that task forces implement operating system utilities, such as file systems or memory managers, rather than autonomous local systems. An inter-cluster communication failure, a run-time extraction or a destruction of a cluster may crash the entire system. MOST contains similar utility systems (multiplexer and disk driver), but it also contains autonomous modules (main module, text module). The latter are still able to work locally in case of a communication failure, or the removal or destruction of a neighbour module. This facility brings the new concept closer to the system described in Ref. 1, although in the latter there is only one interconnection level (data ports).
ANALOGIES A task force of Medusa
Each individual module of Micronet 22 or Cm* 20 can be considered to be a basis for a single-layered local system. Specifically, there is an analogy between the concept of interconnection of heterogeneous modules and an early version of Micronet consisting of a number of Micros 22 and a number of UCSD Pascal local systems. Modules in Micros and Medusa are interconnected at the task level. Higher-level protocols between tasks are established using the basic protocol (messages) supported by local operating systems, as described in Section 1.
Since the kernel of a MOST-like system is small and simple, a semantically interconnected operating system is static and non-reconfigurable on the operating system level. Yet a user task running in a niche can be transferred around the modules if there are semantic interconnections between local system supervisors. Thus a system may act like Micros or Medusa above the supervisor level.
The static image of the new concept is dedicated to architectures of several or tens of functionally distinct, specialised modules rather than to hundreds or thousands of homogeneous and anonymous modules like Cm*, Micronet or ^*. 8 The new concept does not require special hardware to perform physical interconnection like Slocals and"Kmaps of Cm* or front-end computers of Micronet.
System schemes like those of Medusa and Micros may be considered as degenerate cases of the semantic interconnections principle.
CONCLUSIONS
To establish minicomputers and mainframes, the work of hundreds of people, large amounts of money up to millions of dollars, and years of time were needed. A microcomputer can be built by one person, for a few hundred dollars during free afternoons. This is possible because a microcomputer is constructed in a brick-style, like a house built of Lego bricks. Application software can be established in a similar way, using software packages such as graphics, databases, spreadsheets, window managers, etc. An operating system can be built in a brick-style by means of the structured programming methods. And the concept of semantic interconnections of local operating systems permits a distributed operating system to be constructed in a similar manner.
This concept enables the designer to remove all network handlers from the classical system, and to replace them with the common interconnection strategy hidden in the kernel. Yet this concept lets him preserve some network handlers, namely handlers of' unintelligent devices' and of non-standard modules in the system, ' speaking' a language different from a simple handshake.
A structured approach to operating system design allows one to establish a family of systems. 11 Every layer works regardless of the activities of higher layers, so a number of systems may be constructed using the given layer operation set as primitives. The layer simply defines a virtual machine on a certain abstraction level. Therefore, it may be used for several purposes, depending on the set of layers installed above it.
The concept of semantic interconnection extends this facility to cover distributed applications, since the level of abstraction denned by a layer may be applied as a basis for both local and remote higher layers. The new structuring method partly bridges a gap between the classical approach of layered protocols and the idea of tightly coupled systems. A distributed structured operating system, constructed using semantic interconnections of modules, is like a Cartesian product of processes, layers and modules (Fig. 3) . The MOST operating system is under development in the MERA-System laboratories, concurrently for the main module and the text module.
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A P P E N D I X -T H E 'DIVA' KERNEL
The IVA kernel of the local MOST operating system supports the primitives of the PROSO programming language. It performs the following generation functions:
(1) adding layers to the system; (2) starting processes (coprocedure calling); this can be done only during the system generation, because the total number of processes is the main invariant of the IVA kernel; and the following run-time functions:
(3) inter-layer communication (layers are dynamically protected by the kernel, and the only way to call a layer is by invoking the kernel); (4) synchronisation of processes in monitor layers by delay-resume operations (it could be done using Hoare's conditions 12 or Brinch Hansen's queue variables as well); (5) process-interrupt synchronisation; (6) traps (exceptions) handling. The semantic interconnection of local systems is performed by their kernels, instances of DIVA (distributed IVA). The kernel of a calling local system must: (7) distinguish local calls from calls to neighbouring modules; (8) implement a protocol for calling neighbours; (9) handle returns from calls. The kernel of a callee local system must: (10) handle requests (calls) from its neighbouring modules; (11) redirect requests to agent-processes in the layers which have been called; (12) distinguish between local returns and returns from calls from neighbours; (13) implement a protocol for returning from remote calls.
Since every module may be both a caller and a callee, its kernel must perform all of the functions 1-13. Algorithm 3 presents a formal specification of the DIVA kernel. The representative set of the local kernel entry operations is: -for inter-layer communication, call a layer and return to the calling layer, -for synchronisation of processes, delay and resume. These operations are the only ones that change a process state. The following states of a process in a layer are allowed: -active, occupying a monitor layer critical region; -ready, waiting for a monitor layer critical region or running in a non-monitor layer, -delayed, after execution of delay, -calling, after execution of call a layer. The data structures that support these kernel operations are layer descriptors and process descriptors. The Cartesian-like product of these two vectors determines layer state records, which describe the status of processes in layers. A layer state record holds the contents of processor registers of a process in the layer. Fig. 5 shows an instantaneous state of the kernel data structures for a frozen state of a sample system consisting THE COMPUTER JOURNAL, VOL. 34, NO. 6, 1991 487 of three processes and three layers, Fig. 4 . In a process dimension (vertical in Fig. 5 ), the layer state records are organised in stacks. After a process has called a layer, a layer state record is pushed onto the stack. It is popped when a process returns to a calling layer. In the initial state each process has only one layer state record on its stack. This is a record describing the status of the process in the layer where it was started. In a layer dimension (horizontal in Fig. 5 ), the layer state records are joined to layer descriptors through queue links. A queue collects all processes that are in the same state in a layer.
Inter-module communication is implemented as follows: -Each kernel is supplied with a parameter own which is a unique identifier for its module in the system. -There is a table home, which for every layer ' known' to the local system contains the identifier of this module in the system to which a layer belongs. Then it waits for a reply. -After receiving an interrupt signal from a neighbour, the kernel copies the call parameters from the neighbour's window to its own memory area, and then sends a reply for the interrupt. The call parameters are received by the callee while executing the inter-module call operation, and by the caller while executing the inter-module return operation. -There is a special process (or processes) called an agent which is dedicated to handle calls from the neighbouring modules. In the called layer, an agent behaves just like an ordinary process. -If a process invoking the return operation is an agent, the operation is an inter-module return.
The implementation of generation of the system (adding layers and starting processes) is omitted from Algorithm 3. The handshake mechanism is performed by pairs of routines: operation call with interrupt service routine arrive, and operation return with interrupt service routine leave. The interrupt construct defines an interrupt service routine which is treated as an ordinary kernel entry; interrupts are mutually exclusive with other entries. The kernel is a monitor 12 as far as the mutual exclusion of entries is concerned. As there is no internal synchronisation mechanism in the kernel, only a busy form of waiting is allowed. This facility is suitable for the synchronisation of kernels of distinct modules during the handshaking.
Note that the inter-module versions of the call and return operations are split in a very symmetric manner. The caller invokes call and leave operations in the calling layer descriptor, while the callee invokes the enter and return operations in the called layer descriptor.
The software interface (handshake) presented in Algorithm 3 is not tight. The callee kernel can answer a signal and start an agent, while the caller may decide that a call has been unsuccessful. The algorithm can be made tighter, for instance by the caller sending a clearing signal when it decides that a call fails. 
