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The quantum speed limit sets the minimum time required to transfer a quantum system completely into a
given target state. At shorter times the higher operation speed has to be paid with a loss of fidelity. Here we
quantify the trade-off between the fidelity and the duration in a system driven by a time-varying control. The
problem is addressed in the framework of Hilbert space geometry offering an intuitive interpretation of optimal
control algorithms. This approach is applied to non-uniform time variations which leads to a necessary criterion
for control optimality applicable as a measure of algorithm convergence. The time fidelity trade-off expressed
in terms of the direct Hilbert velocity provides a robust prediction of the quantum speed limit and allows to
adapt the control optimization such that it yields a predefined fidelity. The results are verified numerically in
a multilevel system with a constrained Hamiltonian, and a classification scheme for the control sequences is
proposed based on their optimizability.
PACS numbers: 03.65.-w, 02.30.Yy, 03.67.Ac
I. INTRODUCTION
One of the most fundamental elements of quantum mechan-
ics is the uncertainty principle limiting simultaneous knowl-
edge of non-commuting variables. In particular its time-
energy analog investigated by Mandelstam and Tamm [1]
provides a general limit for the evolution of observables,
which led Bhattacharyya [2] to the formulation of the
Quantum Speed Limit (QSL). This principle asserts, that
a system evolving from |ψi〉 to |ψf 〉 in time T fulfills
∆E × T ≥ arccos(|〈ψi|ψf 〉|) , where ∆E is the energy un-
certainty of the system.
Aharonov and Anandan [3] later identified
∫ T
0
∆Edt with
the path length of the trajectory in Hilbert space, and showed
that its value is limited by arccos(|〈ψi|ψf 〉|). This geomet-
rical interpretation of the QSL motivated Carlini et al. [4] to
search for the optimal path in Hilbert space, and the QSL was
furthermore applied to a wide range of systems [5–10]. Re-
cently Caneva et al. [11] demonstrated the existence of the
QSL based on the convergence of an Optimum Control (OC)
algorithm.
The quantum speed limit is often stated in terms of the min-
imum time T = TQSL required to obtain complete transfer
into a given target state. At durations shorter than TQSL, the
target state cannot be reached fully and the high operation
speed has to be paid with a certain infidelity. The standard
QSL provides only a lower bound for TQSL, which can be
reached by an ideal Hamiltonian driving the system along a
geodesic in Hilbert space. In most systems, however, such a
Hamiltonian is not available and the actual TQSL is substan-
tially larger than that lower bound. The time fidelity trade-
off—a particular case of Pareto optimization [12]—has pre-
viously been evaluated for specific quantum systems using
mainly numerical means [13–15]. The derivative of fidelity
with respect to process duration was also obtained analytically
for a uniform extension of the process [16, 17]. However, an
intuitive interpretation of the trade-off as well as a treatment
of non-uniform time variations has been missing.
In this article we investigate the optimality of time limited
dynamics within the framework of Hilbert space geometry,
where the time evolution is represented as a trajectory and the
optimized quantity is the final distance from some target state.
After introduction of the basic geometrical concepts in Hilbert
space, we derive a simple optimizing procedure equivalent to
the standard OC algorithms. We then examine the effect of
generally non-uniform time variations, yielding a quantitative
measure of process optimality, which allows to asses conver-
gence of OC algorithms.
We express the exact time fidelity trade-off in an integral
form and argue for its broad applicability in the estimation
of TQSL. This result can also be employed in reaching a de-
sired fidelity in a minimal time below TQSL. Finally, we show
the existence of multiple locally optimal solutions in a system
with a constrained Hamiltonian, and verify the validity of the
analytical results numerically.
II. HILBERT SPACE GEOMETRY
Consider a system characterized by a state vector |ψ〉 ≡
|ψ(t)〉 evolving in time via the Schro¨dinger equation
|ψ˙〉 = −iHˆ|ψ〉, where Hˆ is the time dependent Hamiltonian
of the system and ~ = 1.
The time derivative of the state can be interpreted as the ve-
locity in the Hilbert space. Generally the parallel Hilbert ve-
locity |ψ˙‖〉 ≡ |ψ〉〈ψ|ψ˙〉 = −i|ψ〉〈ψ|Hˆ|ψ〉 ≡ −iE|ψ〉 merely
evolves the phase of the current state, while the per-
pendicular Hilbert velocity |ψ˙⊥〉 ≡ |ψ˙〉 − |ψ˙‖〉, |ψ˙⊥| =√
|ψ˙|2 − |ψ˙‖|2 =
√
〈Hˆ2〉 − 〈Hˆ〉2 ≡ ∆E, induces motion
in the Hilbert space.
This can be seen explicitly by decomposing the state in a
fixed orthonormal basis |φj〉, |ψ〉 =
∑
j aje
−ibj |φj〉, where
a ≡ (a1, a2, ...) and b ≡ (b1, b2, ...) are real vectors, and
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|a|2 = ∑j a2j = 1. The Hilbert velocity is
|ψ˙〉 =
∑
j
(a˙j − iaj b˙j)e−ibj |φj〉. (1)
At a given instant, the particular choice of basis |φ1〉 = |ψ〉
ensures ak = 0 for k > 1 and a˙1 = 0 (since ddt |a| = 0).
Thus a non-zero perpendicular Hilbert velocity component
〈φk|ψ˙〉 = a˙ke−ibk implies a time variation of the coefficient
ak leading to motion in Hilbert space.
In a general basis, one finds that |ψ˙|2 = |a˙|2 + 〈b˙2〉
and |ψ˙‖| = 〈b˙〉, where the notation 〈c〉 ≡
∑
j a
2
jcj was
used. The speed of motion can then be expressed as
|ψ˙⊥| =
√
|a˙|2 + (∆b˙)2, where ∆b˙ ≡
√
〈b˙2〉 − 〈b˙〉2. The
trajectory length can be defined for any |ψ(t)〉, t ∈ 〈0, T 〉 as
C ≡
∫ T
0
|ψ˙⊥|dt =
∫ T
0
∆E(t)dt, (2)
which is the Aharonov-Anandan geometrical distance [3].
FIG. 1. Schematic illustration of the distance of states from equa-
tion (4) and the distance inequality (13).
The distance in Hilbert space D(α, β) between states |α〉
and |β〉 is the length of the shortest trajectory connecting
them. The above functional attains an extremal value when
its integrand fulfills the Euler-Lagrange equations. Since
|ψ˙⊥|(a˙,a, b˙) does not depend on b, the generalized momenta
Πj ≡ ∂|ψ˙⊥|
∂b˙j
=
(
b˙j − 〈b˙〉
)
aj
2
|ψ˙⊥|
= const. (3)
are conserved. Without loss of generality, we can choose
|φ1〉 = |α〉 in the state expansion implying a1(t = 0) = 1
and Πj = 0 for all j. At any later time, non-zero aj re-
quires b˙j = 〈b˙〉 and consequently ∆b˙ = 0. In this case
|ψ˙⊥| = |a˙| for all times, and the shortest trajectory is a
geodesic on a hypersphere in the space of parameter a de-
fined by |a| = 1. Identifying |β〉 with |ψ(T )〉, in the chosen
basis a1(T ) = |〈φ1|ψ(T )〉| = |〈α|β〉|. Thus the distance of
states is
D(α, β) = arccos (|〈α|β〉|) , (4)
which is equivalent to the Wootters distance [5, 6, 18], and
attains a maximum value pi/2 for a pair of orthogonal states,
see Fig. 1. Since C ≥ D, we arrive at the integral form of the
QSL inequality∫ T
0
∆Edt ≥ arccos (|〈ψ(T )|ψ(0)〉|) . (5)
For a constant ∆E we recover the Bhattacharyya bound
∆E × T ≥ arccos (|〈ψ(T )|ψ(0)〉|).
III. RELATIVE MOTION
In general, optimum control algorithms aim to drive the sys-
tem into a certain predefined state by dynamically varying its
Hamiltonian. It is thus of special interest to evaluate the rel-
ative motion in the subspace spanned by the current state |ψ〉
and some fixed target state |χ〉. Let |ν〉 be another fixed state
forming an orthonormal basis with |χ〉 in this subspace at a
given instant. The current state can then be expressed as
|ψ〉 = a1e−ib1 |χ〉+ a2e−ib2 |ν〉, (6)
and the motion in the subspace is induced by a component of
the perpendicular Hilbert velocity along a state
|ξ〉 = a2e−ib1 |χ〉 − a1e−ib2 |ν〉 (7)
(orthogonal to |ψ〉, determined up to a phase). Defining the
fidelity F ≡ |〈χ|ψ〉|2 = cos2 [D(χ, ψ)], we can obtain this
state from |ξ〉 = |χ〉〈χ|−F√
F (1−F ) |ψ〉. The states |ψ〉 and |ξ〉 also
form an orthonormal basis in the subspace, hence
|χ〉 = eib1 (a1|ψ〉+ a2|ξ〉) , (8)
implying that |ξ〉 represents the part of |χ〉which is not present
in |ψ〉.
Using the expansion for Hilbert velocity from Eq. (1) with
|φ1〉 = |χ〉 and |φ2〉 = |ν〉, we can express the perpendicular
Hilbert velocity in the subspace as
|ψ˙⊥,χ〉 ≡ |ξ〉〈ξ|ψ˙〉 = |ξ〉
[
a˙1
a2
+ i(b˙2 − b˙1)a1a2
]
, (9)
where we have also used Eq. (7) and the normalization con-
dition a12 + a22 = 1. Denoting the immediate distance from
|χ〉 as Dχ(t) ≡ D(χ, ψ(t)) = arccos(a1), we see that the
real part of 〈ξ|ψ˙〉 corresponds to the direct motion towards
the state |χ〉
D˙χ(t) = d
dt
arccos(a1) = − a˙1
a2
= −Re〈ξ|ψ˙〉. (10)
On a Bloch sphere with |χ〉 and |ν〉 on the poles this corre-
sponds to a motion along a meridian. Similarly, the imaginary
part
|Im〈ξ|ψ˙〉| = |(b˙2 − b˙1)a1a2| =
√
〈b˙2〉 − 〈b˙〉2 ≡ ∆b˙ (11)
represents a motion along the parallels on the sphere preserv-
ing the distance from the poles.
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When |χ〉 is orthogonal to |ψ〉 we have a1 = 0 and
|ξ〉 = e−ib1 |χ〉, with an arbitrary phase b1. The imaginary
part of 〈ξ|ψ˙〉 becomes zero due to vanishing frequency uncer-
tainty ∆b˙ = 0 and the direct velocity towards |χ〉 becomes
D˙χ(t) = −|〈χ|ψ˙〉|.
For a general trajectory |ψ(t)〉, t ∈ 〈0, T 〉 we can obtain the
distance of its end point from the target by integrating Eq. (10)
Dχ(T ) = Dχ(0)−
∫ T
0
Re〈ξ(t)|ψ˙〉dt, (12)
where the time dependence of |ξ〉 was shown explicitly. Since
〈ξ|ψ˙〉 is only one component of the transverse Hilbert velocity,
it directly follows
Dχ(T ) ≥ Dχ(0)−
∫ T
0
∆Edt, (13)
which can also be seen by realizing that the hypothetical tra-
jectory C + Dχ(T ) connecting |ψ(0)〉 and |χ〉 is necessarily
longer or equal to the distance of the two states Dχ(0), see
Fig. 1. The above expression sets a limit on how quickly a
target state can be approached as opposed to Eq. (5), which
sets a limit on how quickly a system can leave an initial state.
IV. OPTIMAL NAVIGATION
Just like it often pays off to take a slightly longer path to
avoid an obstacle on the way to our goal, it may not be optimal
to maximize the direct Hilbert velocity towards the target at
all times. Taking a longer path at higher speed may produce
a better result. What is important is the final proximity to the
target achieved in the specified time, rather than the actual
traveled distance.
In the following we will consider a case when the Hamil-
tonian of the system depends on time via a vector of control
parameters u(t), that is Hˆ ≡ Hˆ(u(t)). Suppose the initial
state |ψ(0)〉 is fixed and we have some guess for the control
u(t), t ∈ 〈0, T 〉. To obtain the final distance from the target
Dχ(T ), we first need to calculate the full time evolution of the
initial state. How willDχ(T ) change when we arbitrarily alter
the control on some short time interval within the process?
Thanks to unitarity of the quantum time evolution we do
not have to calculate the whole trajectory again: For any two
trajectories |ψ1(t)〉 and |ψ2(t)〉 governed by the same Hamil-
tonian and having generally different starting points |ψ1(0)〉
and |ψ2(0)〉, the immediate distance D (ψ1(t), ψ2(t)) is pre-
served for all times t. This follows from the time invariance
of the scalar product
d
dt
〈ψ1|ψ2〉 = 〈ψ˙1|ψ2〉+ 〈ψ1|ψ˙2〉
= i〈ψ1|Hˆ|ψ2〉 − i〈ψ1|Hˆ|ψ2〉 = 0. (14)
For convenience of notation we will rename the target state
χ → χ(T ) and denote its backwards evolved trajectory as
FIG. 2. Schematic interpretation of the direct Hilbert velocity Q as a
component of the perpendicular Hilbert velocity |ψ˙⊥〉 which corre-
sponds to the shortening rate of the distance D(ψ, χ), see Eq. (16).
We have omitted the explicit time dependence of the forward evolved
initial state |ψ〉 ≡ |ψ(t)〉, as well as the backwards evolved target
state |χ〉 ≡ |χ(t)〉. Subscripts on ψ and χ denote points in time.
|χ(t)〉. The final distance from the target is then equal to the
immediate distance of the trajectories |ψ(t)〉 and |χ(t)〉
Dχ(T ) ≡ D (χ(T ), ψ(T )) = D (χ(t), ψ(t)) (15)
for any point in time. Utilizing the result (12) for infinitesimal
integration boundaries 〈t− dt, t〉, we can write
Dχ(T ) = D (χ(t), ψ(t− dt))−Q(t)dt, (16)
where we have introduced a new notation for the direct Hilbert
velocity
Q(t) ≡ Re〈ξ(t)|ψ˙〉 = Im〈ξ(t)|Hˆ(t)|ψ(t)〉. (17)
Note that the state |ξ(t)〉 is now computed with respect to the
backwards evolved target state |χ(t)〉. As before, the direct
Hilbert velocity is bounded from above by
Q ≡ Re〈ξ|ψ˙〉 = Re〈ξ|ψ˙⊥〉 ≤ |ψ˙⊥| = ∆E. (18)
The equality occurs when the motion in the Hilbert space is
along a geodesic towards |χ(t)〉.
Equation (16) shows that in order to minimize the final dis-
tance from the target, we have to maximize the direct Hilbert
velocity Q(t) at each point in time. The simplest local opti-
mization algorithm can vary the control proportionally to the
gradient of Q(t)
δu(t) = α · ∂Q(t)
∂u
= α · Im
〈
ξ(t)
∣∣∣∣∣∂Hˆ∂u
∣∣∣∣∣ψ(t)
〉
, (19)
with some step size α. An improved convergence can be
achieved by employing higher derivatives with respect to the
control [19]. Once the control has been altered on some finite
time interval, one can update the time evolution of |ψ(t)〉 and
|χ(t)〉 on that interval and proceed by optimizing a neighbor-
ing interval (preceding or following in time) [20]. One iter-
ation of the algorithm would then be understood as a sweep
over the whole process duration.
Such an optimization is in fact equivalent to the Krotov
algorithm [21, 22] which follows from the Pontryagin max-
imum principle [23, 24] as well as alternative approaches [25,
3
26]. In the Krotov algorithm the optimized quantity is fi-
delity and the improvement of the control is found by max-
imization of the Pontryagin Hamiltonian H(t, ψ,u, χ) ≡
2Im
[
〈χ|Hˆ|ψ〉〈ψ|χ〉
]
. Inserting for |χ〉 from Eq. (8), we see
that this function is in fact proportional to the direct Hilbert
velocity
H(t, ψ,u, χ) = 2
√
F (1− F )×Q(t). (20)
Thus our result provides an interpretation of optimum control
theory in terms of Hilbert space geometry. As shown below
it also offers an intuitive framework for the understanding of
time optimization.
V. TIME FIDELITY TRADE-OFF
We now turn to the question of trade-off between the dura-
tion of the process and the achievable proximity of the target
state. To our knowledge, this problem has only been stud-
ied for uniform extensions of the process [12–17]. In the fol-
lowing we consider a more general case of non-uniform time
variations.
Assume the process can be divided into N small but
finite time intervals ∆tj , connected at points in time
tj =
∑j
k=1 ∆tk. At each interval the Hamiltonian is constant
and determined uniquely by the value of the control parameter
uj , thus the set {uj ,∆tj ; j = 1, 2, ..., N}, together with the
initial condition for |ψ(0)〉, completely defines the process.
When treating ∆tj as independent parameters, the process
duration T is also allowed to vary, however both |ψ(0)〉 and
|χ(T )〉 remain fixed. A general variation of the time intervals
can be written in the form δ∆tj = µj∆tj , where all |µj |  1.
To the first order in ∆tj we can approximate Eq. (16) as
Dχ(T ) ≈ D (χ(tj), ψ(tj−1))−Qj∆tj , (21)
with Qj ≡ Q(tj). The induced variations of T and Dχ(T )
then are
δT =
N∑
j=1
δ∆tj =
N∑
j=1
µj∆tj = T 〈µ〉T , (22)
δDχ(T ) =
N∑
j=1
∂Dχ(T )
∂∆tj
δ∆tj = −T 〈Qµ〉T , (23)
where we have defined the time average
〈f〉T ≡ 1
T
N∑
j=1
fj∆tj → 1
T
∫ T
0
f(t)dt. (24)
For the case of an uncorrelated adjustment µj , fulfilling
Cov (Q,µ) ≡ 〈Qµ〉T − 〈Q〉T 〈µ〉T = 0, (25)
the variation of the distance is simply
δDχ(T ) = −〈Q〉T δT. (26)
A trivial example fulfilling condition (25) is a uniform ex-
tension of the process δ∆tj = κ∆tj , with a small constant
κ = δT/T . This case was considered among others by
Mishima et al. [16] arriving at an equivalent time fidelity
trade-off, which in our notation can be expressed as
dF
dT
=
1
T
∫ T
0
2Im
[
〈χ|Hˆ|ψ〉〈ψ|χ〉
]
dt (27)
= 2
√
F (1− F )× 〈Q〉T , (28)
where the |χ〉 decomposition (8) was utilized.
Let us now consider a generally non-uniform adjustment of
the time intervals which preserves the total duration T . Such a
redistribution must be of the form µj =  [νj − 〈ν〉T ], where
νj ≡ ν(tj) is an arbitrary function of time, and  is a small
scaling factor. Using Eq. (23), the corresponding change in
the distance is
δDχ(T ) = −T Cov (Q, ν) , (29)
which is extremal for νj = Qj . Comparing this with the dis-
tance variation δDκχ(T ) induced by a uniform extension of the
process with an equivalent mean adjustment
κ =
√
〈µ2〉T = 
√
〈(Q− 〈Q〉T )2〉T ≡  Std (Q) , (30)
we obtain a measure of the process optimality
σQ ≡
δDχ(T )
δDκχ(T )
=
Cov (Q,Q)
Std (Q) 〈Q〉T =
Std (Q)
〈Q〉T . (31)
For a sufficiently fine discretization of time, any process
optimal with respect to uj is necessarily extremal with re-
spect to any variation of ∆tj which preserves T , implying
δDχ(T ) → 0. Thus σQ → 0 is a necessary criterion for
process optimality, and can be used for quantifying the con-
vergence of OC algorithms. Additionally σQ = 0 implies
Q(t) = 〈Q〉T for all points in time, which via Cov (Q,µ) = 0
guarantees validity of Eq. (26) for any time adjustment µj of
an optimal process.
For further discussion it is useful to introduce a classifi-
cation scheme of the control sequences based on their op-
timality. Since the optimizing algorithm searches for lo-
cal optima, the optimization result can depend on the initial
choice of the control u(t). We define an optimum class as
a continuous T transformation of optimal control parameters
uopt(T, t) ≡ uopt,T (t). A set of initial control parameters
yielding upon optimization a solution in a certain optimum
class will be called a control family.
If we denote the direct Hilbert velocity within an opti-
mum class by Qopt(T ), we can write the time distance trade-
off (26) in an integral form
Dχ(T2) = Dχ(T1)−
∫ T2
T1
Qopt(T )dT. (32)
For an optimum class extending from zero to some finite du-
ration T , the above equation quantifies the speed limit exactly
4
as opposed to Eq. (13), which merely provides a lower bound.
In terms of fidelity the above can be written as[
arcsin
(√
F
)]F2
F1
=
∫ T2
T1
Qopt(T )dT. (33)
Usually the convergence of OC algorithms becomes slower
as T approaches the quantum speed limit TQSL from be-
low. Interestingly for many systems Qopt(T ) is constant or
a slowly varying function of T in that regime. The value of
TQSL can thus be predicted well even for moderate values of
fidelity (F ≈ 0.9, T < TQSL) by approximating the inte-
grand in Eq. (33) with a constant. Note that Eq. (27) is not
very suitable for linear extrapolation of the fidelity, since the
right hand side varies quickly when F → 1 and thus cannot
be approximated with a constant.
Caneva et al. [14] observed the relation F =
sin2
(
pi
2T/TQSL
)
arising from a numerical optimization
of multiple physical systems, and attributed this behavior
to the motion along geodesics in Hilbert space. In general,
Eq. (33) implies F = sin2
(∫ T
0
Qopt(T
′)dT ′
)
for an opti-
mum class with F (T = 0) = 0. The sin2 dependence thus
occurs whenever Qopt(T ) is independent of T , even if the
motion is not along a geodesic. Unit fidelity is then reached
in time TQSL = pi/(2Qopt).
Equation (33) also allows an OC algorithm to search for a
process yielding a certain predefined fidelity while having the
shortest possible duration within a given control family. After
the default OC algorithm has converged to some fidelity F1
for a given initial duration T1, we can estimate the time T2
required to obtain fidelity F2 by setting Qopt(T ) constant in
Eq. (33), that is
T2 = T1 +
[
arcsin
(√
F
)]F2
F1
/
Qopt(T1). (34)
Re-optimizing the process with uniformly extended control
to T = T2 and repeating the estimate of T2 converges upon
the process with the desired fidelity F2 in few iterations.
When Qopt(T ) is a varying function, we can improve the
convergence by employing its derivatives in the expansion of
the integrand in Eq. (33).
VI. APPLICATION TO ENTANGLEMENT GENERATION
IN A MULTILEVEL SYSTEM
To provide a non-trivial example of our time optimal con-
trol, we optimize entanglement generation in an atomic sys-
tem with Rydberg excitation blockade [27]. The system con-
sists of N indistinguishable atoms, each having two ground
states |1〉 and |2〉, and a highly excited Rydberg state |r〉.
The ground states are coupled by a resonant external field
with a Rabi frequency Ω1(t) = Ωmaxu1(t), and similarly
the states |2〉 and |r〉 are coupled by Ωr(t) = Ωmaxur(t),
with the control parameters limited by 0 ≤ ui ≤ 1 and
Ωmax = 2pi × 10MHz. Due to a large electric dipole mo-
ment, a single Rydberg excitation will render Ωr off-resonant
for the remaining atoms, thus permitting only one Rydberg
excitation at a time. Consequently, the system is closed in
the 2N + 1 dimensional Hilbert space with a symmetric ba-
sis |n1, n2, nr〉, where ni is the number of atoms in the state
|i〉, and n1 + n2 + nr = N , nr ≤ 1. The Hamiltonian is
H = HJx +HJC with
HJx(t) ≡ Ω1(t)Jx = Ω1(t)
1
2
(
a†1a2 + a1a
†
2
)
, (35)
HJC(t) ≡ Ωr(t)1
2
(
a†2σ
− + a2σ+
)
, (36)
where ai (a
†
i ) are the conventional annihilation (creation) op-
erators, Jx is the pseudo-spin operator and σ± are the Pauli
matrices denoting the transfer between the states with 0 and 1
Rydberg excitation.
Initially the system is prepared in |ψ(0)〉 = |N, 0, 0〉. Moti-
vated by Ref. [27], we aim to prepare the maximally entangled
state
|χ(T )〉 =
{ |Jx = 0〉 if N is even
(|Jx = 0〉 ⊗ |r〉)sym if N is odd , (37)
where (·)sym denotes symmetrization with respect to all
atoms. To have a simple but non-trivial system with
〈ψ(0)|χ(T )〉 = 0, we have chosen N = 3.
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FIG. 3. (a,b) The evolution of the direct Hilbert speed Q and fidelity
F are shown for constant control u1(t) = ur(t) = 1 as a function
of the process duration T . Note the discontinuities in Q(T ) separat-
ing the control families i - vi. (c,d) The values of Q and F for the
optimum solutions (classes) are shown as a function of the process
duration T . The horizontal dotted lines in sub-figure (d) represent
the slip transitions (see text).
To classify the control sequences as outlined above, we ini-
tially choose constant control parameters u1(t) = ur(t) = 1
and evolve the states ψ and χ in time (forward and backward
respectively) for a variable total duration T . The resulting fi-
delities F (T ) and the values of 〈Q〉T are shown in Fig.3(a,b).
Note thatQ does not depend on t sinceH is constant and thus
commutes with the evolution operator. The examined range of
T is divided into several sections by discontinuities in Q(T )
where F → 0 and Q(T ) changes sign.
5
u1,opt
i
0
0.05
u
r,opt
T 
[µs
]
ii
0.1
0.15
t / T
iii
0 0.5 1
0.15
0.2
t / T
 
 
0 0.5 1
0
0.2
0.4
0.6
0.8
1
FIG. 4. Time dependence of the control parameters within the op-
timal classes i, ii and iii referenced in Fig. 3. The images show
values of the control parameters u1 and ur at each instant along the
process t/T (horizontal axis) for each process duration T (vertical
axis). Shading encodes the value. A horizontal cross section corre-
sponds to a single optimum control sequence.
To identify the associated control families we perform con-
trol optimization for initial parameters ui chosen from each of
these sections. Once the control has been optimized, an ele-
ment in the optimum class is found and the whole class can be
mapped out by allowing the process duration to vary trough
Eq. (34), where the target fidelity is adjusted in small steps.
Different initial conditions converging into the same optimum
class then belong to the same control family. The division of
our initial controls into control families is denoted by roman
numbering i - vi. Note that initial control parameters from
different sections can belong to the same control family as
illustrated by family iii. Moreover the transition to a differ-
ent control family can occur at non-zero fidelity, illustrated by
family v.
Figure 3(c,d) shows the fidelity Fopt(T ) and Qopt(T ) for
the six optimum classes. Each class is shown within the rel-
evant region in T where 0 < F < 1 and Qopt(T ) > 0. The
first two classes do not reach F = 1, because the OC algo-
rithm fails to improve when Qopt(T ) → 0. Interestingly, the
remaining optimal classes slip into a lower class before reach-
ing F = 0 (denoted by vertical dotted lines in Fig.3(d)).
These slip transitions are very sudden due to the use of the
modified OC algorithm aiming for some predefined fidelity.
A slight decrease of the target F at the slip point allows to
shorten T substantially by falling into a different control fam-
ily and converging towards an optimal solution there. We
never observe such transitions while increasing the target F ,
just as it is not possible to find the upper optimum class when
extending the duration in fixed steps and optimizing the con-
trol.
Within the numerical precision of our model, all curves in
Fig. (3) are consistent with Eq. (33). A very important feature
is the slow variation of Qopt as F → 1. This property allows
us to extrapolate the fidelity in a wide range of durations and
to predict the value of TQSL using equation (33). Thus the
time fidelity trade-off can be quantified even for moderately
optimized processes.
Figure 4 presents the optimal control sequences for the rel-
evant range of process durations in the optimum classes i, ii
and iii referenced in Fig. 3. Note that the function uopt(T, t)
is pulse-like but continuous in both dimensions. This demon-
strates that for small time variations the process remains close
to optimal. Although some optimum classes overlap in time,
they are clearly using different strategies to approach the tar-
get.
The presented optimum classes are not the only possible
solutions to the problem, but they provide very efficient pro-
cesses reaching perfect fidelity in TQSL = 0.2204µs for the iii
class (on the order of the coupling period 2pi/Ωmax = 0.1µs).
Nevertheless, the motion in the Hilbert space is most certainly
not along a geodesic, since the corresponding path length
C = ∫ T
0
∆Edt = 10.16 is much longer than the distance of
states D(ψ(0), χ(T )) = pi/2. This is due to the character of
the Hamiltonians (35) and (36), which do not provide the ideal
driving of the system.
Although this numerical example considers a finite dimen-
sional system, the formalism is universal and applicable to
any quantum system for which the state evolution can be com-
puted.
VII. CONCLUSION
In summary, we have derived a simple algorithm for local
Hilbert space trajectory optimization based on Hilbert veloc-
ity analysis and demonstrated its equivalence with standard
OC algorithms. Subsequently we have quantified the trade-
off between the fidelity and the duration of a general pro-
cess driven by a time varying control, and derived a neces-
sary convergence criterion applicable to local OC algorithms,
Eq. (31). Rather than providing a lower bound on the dura-
tion of the state evolution, as in the standard QSL criterion,
equation (32) evaluates the speed limit exactly. In practice,
equation (33) allows to adapt an OC algorithm to minimize
the process duration while obtaining a predefined fidelity and
to extrapolate the value of the quantum speed limit TQSL from
optimal processes with T < TQSL. The formalism developed
here has broad applicability to quantum optimization prob-
lems; we illustrate this by applying it to a multilevel system
with a constrained Hamiltonian, for which we present and
classify a number of different optimal solutions.
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