Abstract-We propose in this paper a new method to compute the characteristic function (CF) of the generalized Gaussian (GG) random variable in terms of the Fox H function. The CF of the sum of two independent GG random variables is then deduced. Based on this result, the probability density function (PDF) and the cumulative distribution function (CDF) of the sum distribution are obtained. These functions are expressed in terms of the bivariate Fox H function. Next, the statistics of the distribution of the sumare analyzed and computed. Due to the complexity of the bivariate Fox H function, a solution to reduce such complexity is to approximate the sum of two independent GG random variables by one GG random variable with a suitable shape factor. The approximation method depends on the utility of the system so three methods of estimate the shape factor are studied and presented.
I. INTRODUCTION
The generalized Gaussian (GG) signals caught the interest of researches in the recent years. The GG distribution (GGD) is widely used to model noise and interference, since several perturbations may indeed have a non-Gaussian behavior. The GGD family has a symmetric unimodal density characteristic with variable tail length that depends on the distribution parameter, the so called shape parameter α. In [1] , one of the non-Gaussian families used to model the noise is the GG noise (GGN). In fact, the GGN is deployed to study the detection for discrete time signals in non Gaussian noise models. Moreover, in [2] - [4] the noise is modeled by a GGD and the performance analysis of the communication system perturbed by such noise has been studied and different metrics (such as probability of error, bit error rate, probability of false alarm etc.) have been evaluated. More recent works on the performance of communication systems perturbed by GGN can be found in [5] - [7] , where the authors derived closed form of the symbol/bit error rates of several modulations perturbed by GGN over a generalized flat fading channel. Furthermore, in [8] the multi user interference in Ultra Wide Band was modeled as GGN. In addition, Fiorina introduced in [8] a method to estimate the distribution parameter α using an estimation of the kurtosis of the GGD.
From a mathematical point of view, let X be a random variable following a GGD with parameter α > 0, mean E[X] = μ, and variance
where
is the normalizing coefficient with respect to the shaping parameter α. E denotes the expectation operator.
The complementary CDF (CCDF) of standard GGD (zero mean and unit variance) was given in [5, Eq. A.4] and defined as the generalized Q-function Q α (·). It is given by
where Γ(a, x) is the upper incomplete gamma function [9, Eq. 6.5.3]. As mentioned in [10] , we need sometimes to study the sum of independent generalized Gaussian random variables (GGRV), or a linear system of GG white noise such as AR (1) process driven by a GG process. Furthermore, in seismic signal (SS) processing, the received SS is modeled by a convolution of SS, where seismic reflective coefficient can be modeled by GGD [11] . Thereby the distribution of the sum, that appears also as the convolution of the single distributions, is needed. Moreover, in communications, it is shown above that in some instances the noise and the multi user interference can be modeled as GG noise [1] , [12] . Therefore, the total perturbations at reception is modeled as the sum of GG signals.
The works on the sum of GGRV (SGG) are not as many as those related to a single GGRV. Actually, the most recent work on the properties of the SGG is given in [10] , where Zhao et al. studied the properties of the PDF of the sum of two GGRV. They proved that such PDF has the same properties of the PDF of GGD (symmetry, convexity, monotonicity...) but they did not compute the PDF of the sum. On the other hand, they gave an approximation of the PDF of the sum of two identically independent distributed (i.i.d.) GGD. In this work, we are investigating the PDF of the sum of two independent not necessarily identically distributed GGRVs.
Per consequence, it is important to study the statistics and the density of the SGG distribution. The PDF was not derived before and so the CDF. Actually, the approach used in this work is based on the CF which was investigated in [13] for α > 1. However in our case we are studying the CF for any value of α using another approach of calculation based on the properties of the Fox H function (FHF) [14] .
II. GENERALIZED GAUSSIAN DISTRIBUTION STATISTICS

A. Characteristic Function and Moment Generating Function
Let α > 0, and X be random variable (RV) following a GGD(μ, σ, α)
, is given by On the other hand, the moment generating function (MGF) can be directly concluded from the CF by the relation M α (t) = ϕ α (−it).
B. Moments and Cumulants
Without loss of generality, we are focusing our study to zero mean random variables (i.e. μ = 0). The moments of X are obtained as follows
The cumulant generating function (CGF),
= log(
. By definition, the n-th cumulant, noted k n (X), is the n-th term in the Taylor series expansion of K α (t) at 0.
Theorem 2. The even cumulants of a zero mean GG random variable X can be expressed as
and the odd cumulants are equal to zero.
Proof: Available in [15] , using Faà di Bruno's formula [16, Eq. (2)].
The kurtosis of the GGD is equal to
One can easily check that (7) confirms that the Gaussian kurtosis is equal to 0 and the Laplacian kurtosis is equal to 3.
III. SUM OF TWO INDEPENDENT GG RANDOM VARIABLES
The PDF of the sum of GGRV can be obtained by inverse Laplace transform of the CF of the sum, which is the product of the each CF. In fact, let X ∼ GGD(μ 1 , σ 1 , α) and Y ∼ GGD(μ 2 , σ 2 , β) two independent random variables, and let Z = X + Y be their sum. The mean of Z is equal to μ = E[Z] = μ 1 + μ 2 , and the variance is σ
A. PDF and CDF of the Sum of Two GGRV Theorem 3. The PDF of the sum of two independent GG random variable can be expressed, in terms of the bivariate FHF [17] , in (8) .
The FHF of two variables [17] , also known as the Bivariate
is a generalization of the FHF. Its MATLAB implementation is outlined in [18] .
Proof: By applying the inverse Laplace transform to the CF of Z. Proof available in [15] .
Using identity [14, Eq. (2.9.7)], the CDF is given in (9) . In (9), sign(x) gives the sign of the real number x. The results in Theorem 3 and (9) represent new results, which make them the essential contribution of this paper.
B. Statistics of Z
In the following analysis, the zero mean case is considered.
1) MGF:
As mentioned before the MGF of Z can be obtained from the CF by the relation M Z (t) = ϕ Z (−it) which gives the MGF of Z as
2) Moment: The moments of Z can be obtained from the binomial formula that describes the integer power of the sum of two numbers. Hence known the moment of X and Y (4), it appears that the odd moments of Z, m 2n+1 (Z), vanish while the even moments are given by
3) Cumulant and Kurtosis: From the MGF, it is easier to get the CGF by applying the logarithm to the MGF M Z (t). Thereby the CGF of Z is the sum of the CGF of X and the CGF of Y , K Z (t) = K X (t)+K Y (t). Moreover, the cumulant of Z is expressed also as the sum of the cumulant of X and the cumulant of Y . Note that the odd cumulant are equal to zero while the even ones are given by
Once the cumulant expression is evaluated, the kurtosis of Z can be expressed, per definition, in terms of the fourth and second moments as
Thus a relation between the kurtosis of Z, X and Y appears as
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The final expression of the kurtosis of Z is thus given by
IV. APPROXIMATION OF THE PDF OF THE SUM OF TWO GGRV
The expression of the PDF of the sum of two independent GGRV (8) is relatively complex since it is expressed in terms of the BFHF. Therefore, an approximation of the PDF is highly recommended to simplify the calculations and study, in simple way, the performance of systems in which the PDF of the sum is needed, like, for example, the evaluation of the symbol error rate (SER) of an M-phase shift keying (MPSK) over an GGN channel. Such analysis needs the PDF and the CDF of the SGG distribution.
In this section, we are investigating the approximation of the PDF of Z by the PDF of another GG random variable with shape factor γ to be determined. In [10] , it has been proved that the PDF of the sum cannot be a PDF of one GGRV. However the authors proved that both PDFs have the same properties (symmetric, convexity, monotonicity...). Furthermore, the PDF of the sum of two i.i.d. GGRV was approximated by the PDF of GGD. From that analysis, an approximation of the PDF of Z by the PDF of GGD is needed and worth pursuing.
As shown in (1), 3 parameters are needed to characterize a GGD, namely, the mean, the variance and the shape factor. The mean and the variance are easily to find. Therefore, we need to find a method to get the shape factor γ. In what follows, three approaches are presented.
A. Kurtosis Approach
The first method to estimate γ is by using the kurtosis of the distributions. Since the kurtosis of the sum is already known, the shape factor can be obtained by equalizing both kurtosis. Thereby, we get the following equation to solve , so the equation on γ can be written in terms of δ as
By knowing α, β, and δ, (14) is written as h(γ) = C, where h(γ) is a function on γ, and C is a known positive constant. In Fig. 1 , the function h is drawn versus γ to analyze its behavior. Therefore, it appears that the function h(·) is a bijection, which means that the solution, γ Kurt , is unique for a given value of C.
B. Best Tail Approximation
Another method to estimate γ consist of taking the best choice of γ that minimizes the square error of the tail. In other words γ is chosen so the error between the exact PDF, f Z (z) and the approximated PDF f γ (z) at the tail is minimal. The tail is defined so z is above some level z ≥ nσ
where n is chosen to define the desired region of the tail of the distribution. The minimization in (16) cannot be solved analytically by the available tools since it contains a shifted integral of a BFHF and FHF which is not known yet. A numerical evaluation of γ T ail is given in Table I for different values of δ.
C. CDF Approximation
This method is used to obtain the shape parameter that minimizes the error between the CDF of Z and the approximated CDF. Such approximation will give an asymptotic approximation of the complementary CDF (CCDF) which 2015 IEEE Global Conference on Signal and Information Processing (GlobalSIP) is needed in the computation of the probability of error. Mathematically, the shape parameter is given by
In Table I some numerical values of γ CDF are given and a comparison between three methods of shape parameter estimation is available too. An overview from Table I shows that the optimal value of γ T ail is near the value given by the kurtosis for any value of n. It is clear also that γ T ail approaches closely to γ Kurt specially for n = 2 for all values of δ. This analysis confirms the use of the kurtosis to approximate the PDF of the sum of two independent GGRV by another GGD to get a good tail approximation, this may also confirms that the kurtosis measure the heavy tail. Unlike this observation, the γ obtained by minimizing the CDF error is a little bit far from outcomes of the kurtosis method. The illustrations in this section are made for β = 1.5, δ = 2, and σ 1 = 1. In Fig. 2 , the PDF of the sum distribution is drawn for two values of α (0.5 and 2.5) and μ takes two values to split the curves of both cases. The exact and simulated PDF of Z are drawn in the same figure among with the approximated PDF. The latter is computed using the kurtosis and the optimal CDF methods. It is clear that the exact PDF matchs perfectly the simulated PDF. Far from the mean, the approximated PDF appears close to the exact PDF and both methods have a good tail approximation. For α < 2, the kurtosis and the optimal CDF method are close to each other and match only the exact PDF at the tail with huge difference at the mean as mentioned in [10] . However, for α > 2, the kurtosis method presents a good approximation of the PDF even around the mean, while the optimal CDF method represents a good approximation of the CDF as it will be seen later. Fig. 3 : CDF of the sum of two GGRV using the Kurtosis, optimal tail, and optimal CDF approximations methods, for α = 2.5, β = 1.5, δ = 2, and σ 1 = 1
D. PDF and CDF Simulations
Our second illustration, highlighted in Fig. 3 , consists of drawing the CDF of the sum for α = 2.5, β = 1.5, δ = 2, and σ 1 = 1 using all three methods to approximate the PDF in linear scale. It is noticed that the results obtained from the optimal tail method (for n = 3) are very close to those issued from the kurtosis method. Another observation is that all the methods are close to each other and close to the CDF at the saturation region, i.e. F Z (z) ≈ 1. In Fig. 4 , the CCDF is drawn for two values of α (2.5 and 0.5). For both cases, the approximated CCDF using the optimal CDF method matches the exact CCDF. However, as seen in Fig. 2 , for α < 2, the CCDF obtained from the kurtosis and optimal tail methods is not too close to the exact CCDF. While, for α > 1, they are close to each other and asymptotically close to the exact CCDF.
