Abstract. In this paper, we consider the existence of positive solutions to a singular semipositone boundary value problem of nonlinear fractional differential equations. By applying the fixed point index theorem, some new results for the existence of positive solutions are obtained. In addition, an example is presented to demonstrate the application of our main results.
Introduction
In this paper, we discuss the following singular semipositone system of nonlinear fractional differential equations: 
where 3 < ≤ 4 is a real number, 0+ is the standard Riemann-Liouville fractional derivative, and , ∶ (0, 1) × [0, +∞) × [0, +∞) → (−∞, +∞) are given continuous functions. , may be singular at = 0 and/or = 1 and may take negative values. By using the fixed point index theorem, some new results for the existence of positive solutions are established.
Singular boundary value problems arise from many fields in physics, biology, chemistry and economics, and play a very important role in both theoretical development and application. Recently, some work has been done to study the existence and multiplicity of solutions or positive solutions of nonlinear singular semipositone boundary value problems by the use of techniques of nonlinear analysis such as Leray-Schauder theory, Krasnoselskii's fixed point theorem, etc [1, 3, 4, 7, 9, 11, 12].
In [7] , by using the fixed point index theorem, Liu, Zhang and Wu have studied the existence of positive solutions for a nonlinear singular semipositone system: In [12] , Zhu, Liu and Wu have discussed the existence of positive solutions for the fourthorder singular semipositone system: In [6] , Henderson and Luca have considered the existence of positive solutions for the system of nonlinear fractional differential equations:
with the coupled integral boundary conditions
where ∈ ( − 1, ], ∈ ( − 1, ], , ∈ ℕ, , ≥ 3, 0+ , 0+ denote the standard Riemann-Liouville fractional derivatives, , are sign-changing continuous functions and may be nonsingular or singular at = 0 and/or = 1.
Motivated by the above work, we consider the existence of positive solutions for the system of the fractional order singular semipositone boundary value problem (1). This paper is organized as follows. In Section 2, we present some basic definitions and properties from the fractional calculus theory. In Section 3, based on the fixed point index theorem, we prove existence theorem of the positive solutions for boundary value problem (1). In section 4, an example is presented to illustrate the main results.
Preliminaries
In this section, we present here the necessary definitions and properties from fractional calculus theory. These definitions and properties can be found in the recent literature [2, 5, 8, 10, 11, 13] .
Definition 2.1 (see [2] ). The Riemann-Liouville fractional integral of order > 0 of a function ∶ (0, +∞) → ℝ is given by
provided the right-hand side is pointwise defined on (0, +∞).
Definition 2.2 (see [2, 8])
. The Riemann-Liouville fractional derivative of order > 0 for a function ∶ (0, +∞) → ℝ is given by
] denotes the integer part of the number , provided that the right-hand side is pointwise defined on (0, +∞).
Lemma 2.1 (see [13] ). Let > 0. If we assume ∈ (0, 1) ∩ (0, 1), then the fractional differential equation
Lemma 2.2 (see [13] ). Assume that ∈ (0, 1) ∩ (0, 1) with a fractional derivative of order
for some ∈ ℝ, = 1, 2, … , , = [ ] + 1.
In the following, we present Green's function of the fractional differential equation boundary value problem.
Lemma 2.3 (see [10] ). Let ∈ [0, 1] and 3 < ≤ 4, the unique solution of problem 
Here ( , ) is called the Green's function of boundary value problem (2).
Lemma 2.4 (see [10, 11] ). The function ( , ) defined by (4) possesses the following properties:
(2) ( , ) = (1 − , 1 − ), for , ∈ (0, 1);
Lemma 2.5. The function (1 − ) has the property:
Proof. From the Lemma 2.4, we can easy get
Since 3 < ≤ 4, we can know 0 < 0 < 1. So, the function ( ) achieve the maximum when = −2 . 
Γ( ) .
For convenience, throughout the rest of the paper, we make the following assumptions: 
where ( ) ( = 1, 2) are defined in Lemma 2.6.
It is well-known that the problem (6) can be written equivalently as the following nonlinear system of integral equations
We Define the operators 1 , 2 ∶ → and ∶ → as follows:
and ( , ) = ( 1 ( , ), 2 ( , ) ) , ( , ) ∈ . Thus, the solutions of our problem (6) are the fixed points of the operator .
Lemma 2.7 (see [5] 
(ii) Suppose that ≰ , ∀ ∈ Ω ∩ , then ( , Ω ∩ , ) = 0. Proof. Let ( , ) ∈ be an arbitrary element. From Lemma 2.4 and (H 1 ), we can get
Hence, we obtain
Applying (H 1 ) and (8), we have
In the similar manner, we deduce
Thus ( , ) ∈ , that is ( ) ⊂ .
According to the Arzela-Ascoli theorem, we can easily get that ∶ → is a completely continuous operator. 
for any ∈ [0, 1], we get that
Hence by ( , ) = 1 0 ( , ), we obtain that , which is a contradiction to (H 3 ). The proof will be similar when ‖ ‖ = . Therefore, applying Lemma 2.7, we obtain ( , , ) = 1.
On the other hand, choose a constant > 0 such that
From (H 2 ), there exists 1 > such that
Taking ≥ 2 1 max {
Let
= {( , ) ∈ , ‖( , )‖ < }, we will show that ( , ) ≰ ( , ), for ∀( , ) ∈ .
In fact, otherwise, there exists ( , ) ∈ such that ( , ) ≤ ( , ). By proceeding as for the proof to get (9) It is thus clear that (H 3 ) is satisfied. Hence it follows from Theorem 3.1 that system (11) has at least one positive solution.
