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Abstract. Universal words are words containing exactly once each el-
ement from a given set of combinatorial structures admiting encoding
by words. Universal partial words (u-p-words) contain, in addition to
the letters from the alphabet in question, any number of occurrences of
a special “joker” symbol. We initiate the study of u-p-words for word-
patterns (essentially, surjective functions) and (2-)set partitions by prov-
ing a number of existence/non-existence results and thus extending the
results in the literature on u-p-words and u-p-cycles for words and per-
mutations. We apply methods of graph theory and combinatorics on
words to obtain our results.
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1. Introduction
Chung et al. [3] introduced the notion of a universal cycle, or u-cycle, for
any class of combinatorial objects that admits encoding by words. A u-cycle
is a cyclic word containing each encoded object of fixed size exactly once as a
factor (i.e. as an interval of consecutive letters). In particular, universal cy-
cles for sets of words are nothing else but the celebrated de Bruijn sequences
that have found widespread use in real-world applications (see the references
in [6]). Examples of objects considered in [3] are permutations (that required
a slight modification of the notion of a u-cycle) and set partitions (that ad-
mit encoding in terms of words). U-cycles for word-patterns were considered
in [1].
A typical approach for constructing u-cycles is trying to find a Hamiltonian
cycle (i.e. a cyclic path going through each vertex in a graph exactly once) in
certain directed graphs associated with the objects in question. This, in turn,
is often reduced to finding an Eulerian cycle (i.e. a cyclic walk going through
each edge in a graph exactly once) in certain directed graphs in question. It
is well-known and not difficult to see that proving that an Eulerian cycle in a
directed graph G exists is equivalent to showing that G is balanced (i.e. each
vertex has the same in- and out-degrees) and strongly connected (i.e. there is
a directed path from any vertex in the graph to any other vertex). In fact,
in a balanced directed graph G without isolated vertices, the condition to
be strongly connected is equivalent to the condition that the graph obtained
from G by removing orientations is connected, that is, that there is a path
from any vertex to any other vertex in such an undirected graph, which is a
useful property. This property is less known, and it is not so easy to find its
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2proof in the literature. Taking into account that the property is crucial for
this paper, we sketch a proof of it in Section 1.2.
The non-cyclic version of a u-cycle is known as a universal word, or u-word.
Construction of u-words is often reduced to proving that certain graphs either
have a Hamiltonian path (defined similarly to a Hamiltonian cycle where the
requirement to begin and end at the same vertex is dropped), or an Eulerian
path (defined as an Eulerian cycle, but dropping the requirement to begin
and end at the same vertex). An Eulerian path in a directed graph G exists
if and only if (i) each vertex of G has the same in- and out-degrees, except for
two vertices, one of which has an extra edge coming in, and the other one has
an extra edge coming out, and (ii) the graph obtained from G by removing
orientations is connected. In this paper, we will use this characterization to
prove the existence of an Eulerian path.
It is worth noting that while constructing u-cycles for set partitions in [3],
the authors met an obstacle with the “lifting” an Eulerian cycle in question
to a u-cycle, because of the requirement that the beginning of such a u-cycle
must be compatible with the end of the u-cycle. In particular, in the case of
n = 3 the obstacle was non-avoidable, resulting in non-existence of u-cycles
for set partitions in this case. We also refer to [5] for recent work on u-cycles
for set partitions. In the context of u-words though, which are the subject of
interest in this paper, there are no issues related to the “lifting”, as we do not
need to worry about compatibility of the beginning and the end of a word in
question. Thus, each step in an Eulerian path will result in a straightforward
unique prolongation to the right by the minimum available letter of a word
to be constructed.
U-cycles and u-words provide an optimal encoding of a set of combinato-
rial objects in the sense that such an encoding is shortest possible. However,
as is discussed in [2] for the case of de Bruijn sequences, one can still shorten
u-cycles and u-words by using non-deterministic symbols and obtaining, re-
spectively, u-p-cycles and u-p-words standing for universal partial cycles and
universal partial words. The studies in [2], mainly related to binary alpha-
bets, were extended in [4] to the case of non-binary alphabets. In [6] different
ways to shorten u-cycles and u-words for permutations were considered.
This paper deals with natural steps to further develop the theory of u-
cycles/u-words and u-p-cycles/u-p-words. We prove a number of existence/
non-existence results on u-p-words for word-patterns (essentially, surjective
functions) and (2-)set partitions obtained in two different ways depending
on the notion of the non-deterministic symbol. In one of the cases such a
symbol is context-dependant, in the other case it is context-free.
1.1. Basic definitions and examples. For an alphabet A, we let An de-
note the set of all words of length n over A. A factor in a word w =
w1w2 · · ·wn is a subword of the form wiwi+1 · · ·wj for 1 ≤ i ≤ j ≤ n. We
say that a word w covers a word u if u occurs in w as a factor. We use ∗i
to denote a factor of length i with arbitrary letters in A. For a letter x, we
let xn denote the word x · · ·x, where x is repeated n times. Assuming an
ordered alphabet, the complement of a word w is obtained by replacing each
i-th smallest letter of w by the i-th largest letter of w. For example, 31446
is the complement of 46331.
3A word-pattern is a word containing each of the letters in {0, 1, . . . , α− 1}
for some integer α ≥ 1 at least once. Thus, a word-pattern of length k ≥ α ≥
1 is essentially a surjective function from the set {1, 2, . . . , k} (representing
positions) to the set {0, 1, . . . , α − 1}. For example, 1130231 is a word-
pattern, while 20041421 is not (a 3 is missing). A set partition is a grouping of
the set’s elements into non-empty subsets, in such a way that every element is
included in one and only one of the subsets. Note that any word w1w2 · · ·wn
encodes a set partition of {1, 2, . . . , n}. Indeed, we can let i and j be in
the same subset if and only if wi = wj . Of course, such an encoding is
not injective as, for example, 12121 and 21212 encode the same set partition
{{1, 3, 5}, {2, 4}}. One can define a canonical encoding of a set partition to be
a word over {1, 2, . . . ,m} with each letter occurring at least once, such that
the leftmost occurrence of a letter i is to the left of the leftmost occurrence
of the letter i + 1 for 1 ≤ i ≤ m − 1. We let cf(w1w2 · · ·wn) denote the
canonical encoding of the set partition encoded by a word w1w2 · · ·wn.
We use different alphabets to denote word-patterns and encodings of set
partitions by two reasons. First of all, having binary word-patterns over
{0, 1} we can use verbatim the results in [2], while having encodings of binary
set partitions (i.e. set partitions with at most two parts) and 2-set partitions
(i.e. set partitions with exactly two parts) over {1, 2}, we are consistent with
[3]. Also, we want word-patterns to look differently from encodings of set
partitions to avoid any confusion.
Let A be an alphabet. A partial word, or p-word, is a word over A ∪ 3,
where 3 /∈ A. Normally, in the context of universal partial cycles or words,
every occurrence of 3 can be substituted by any letter from A, so we can
think of 3 as a ‘joker’ or ‘wildcard’ symbol. Formally, we define A3 :=
A ∪ {3} and we say that a word v = v1v2 · · · vn ∈ An appears as a factor
in a word u = u1u2 · · ·um ∈ Am3 if there is an integer i such that ui+j = 3
or ui+j = vj for all j = 1, 2, . . . , n. In the cyclic setting we consider the
indices of u in this definition modulo m. For example, for A = {0, 1, 2},
the word v = 120 occurs twice as a factor in the p-word u = 1203200
because of the factors 120 and 320, whereas v does not appear as a factor
in u′ = 1132103. Such 3s are context-free in the sense that they only
depend on the alphabet A. However, in this paper, we also deal with context-
dependent 3s, where only certain letters, depending on the neighbouring
letters, can be used instead of a 3 (details of this are given below).
The notions of u-words and u-cycles extend straightforwardly to u-p-words
and u-p-cycles, respectively. The simplest example for a u-p-word for An
is 3n := 33 · · ·3, the word consisting of n 3s, which is called trivial.
A few more examples/non-examples of u-p-words over the binary alphabet
A = {0, 1} are as follows. We have that 330111 is a u-p-word for A3,
whereas 3301110 is not a u-p-word for A3, because replacing the first two
letters33 by 11 yields the same factor 110 as the last three letters. Similarly,
031 is not a u-p-word for A2 because the word 10 in A2 does not appear as
a factor (and the word 01 in A2 appears twice as a factor).
The focus in this paper is u-p-words with a single 3 (whenever possible,
we provide comments for the case of more than one 3). Note that applying
the complement to a u-p-word/u-word or a u-p-cycle/u-cycle (that inherits
4n k
1 1 3
2 1 301
2 —
3 1 30011010
2 0301100
3 —
4 —
4 1 30001110100101100
2 0301001101110000
3 013011100001010
4 —
5 —
6 01100301110100
7 —
8 00111030010110
5 1 3000011110111001100010110101001000
2 030101100000110100111011110010001
3 01301100000100011100101011110100
4 0113011110000010100100011010110
5 —
6 001013001001110111100000110101
7 010011301000001010110111100011
8 010011030100000111001011110110
9 011100103011110110100110000010
10 010011011301000111100000101011
11 010100000130101111001110110001
12 010100000113010110111100010011
13 001001101011300101000001111011
14 001000001101130010100111101011
15 010100000100113010110111100011
16 001000001101011300101001111011
Table 1. Examples of u-p-words for binary word-patterns
of length n with a single 3 at position k from the beginning
or end for 1 ≤ n ≤ 5 and all possible values of k (u-p-words
where the 3 is closer to the end of the word than to the
beginning can be obtained by reversal). A dash indicates
that no such u-p-word exists.
3(s) keeping them in the same position(s)) we obtain a u-p-word/u-word or
a u-p-cycle/u-cycle, respectively.
Examples of u-p-words for binary word-patterns of length n, for 1 ≤ n ≤ 5,
are essentially given in Table 1 in [2], because each example there, except
for the case n = 5 and k = 14, contains 1n after the 3 that can be replaced
by 1n−1 obtaining the desired u-p-word for binary word-patterns, and we
present the u-p-words in Table 1. For example, in the u-p-word 0301100
5n k Binary set partitions 2-set partitions
1 1 3 —
2 1 31 —
3 1 31121 (Thm. 5) 3122 (Thm. 12)
2 — —
4 1 3111212211 (Thm. 5) 312111221 (Thm. 12)
2 — (Comp.) 13221211 (Thm. 14)
3 — (Comp.) — (Comp.)
4 1123221 (Comp.) N/A
5 1 3111121112212122111 (Thm. 5) 312122111121112212 (Thm. 12)
2 132112121111122212 (Thm. 8) 13221111211212111 (Thm. 14)
3 11311212111221111 (Comp.) 1232111121122121 (Comp.)
4 — (Comp.) — (Comp.)
5 — (Thm. 7) — (Thm. 13)
6 — (Comp.) — (Comp.)
7 — (Comp.) 11221232211121 (Comp.)
8 — (Comp.) N/A
Table 2. Examples of u-p-words for binary set partitions
and 2-set partitions of {1, 2, . . . , n} for 1 ≤ n ≤ 5. “Comp.”
stands for “obtained by computer”, and “—” stands for no such
u-p-word exists. 3 is considered only in position k where k
is less than or equal to the half of the respective u-p-word,
because the reverse of a u-p-word gives a u-p-word.
from Table 1 (the case of n = 3 and k = 2) 030 covers the word-patterns
000 and 010, 301 covers 001 and 101, and the word-patterns 011, 110 and 100
are also covered (note that 111 is not a word-pattern). Using computer, we
also found a u-p-word for binary patterns in the case of n = 5 and k = 14,
which is not provided by [2] but can be found in Table 1. On the other
hand, examples of u-p-words for binary set partitions and 2-set partitions
for 1 ≤ n ≤ 5 are given in Table 2 along with references to the respective
general theorems. Moreover, in Table 3 we give examples of u-p-words for
binary set partitions and 2-set partitions in the case of n = 6.
1.2. Strong connectivity versus connectivity in a balanced directed
graph. In a balanced directed finite graph G without isolated vertices the
condition to be strongly connected (to have a directed path from any node
to any other node) is equivalent to the condition to be connected (to have an
undirected path from any node to any other node). The forward direction is
trivial. For the backward direction, suppose x and y are two vertices in G
and we want to prove the existence of a directed path from x to y.
Since x is not isolated, there exists an edge coming out from it. We
start our directed walk following this edge. Because the graph is balanced,
whenever we come to a vertex, we always can go out from it and continue
our walk. If on our way we will meet y, we are done. Otherwise, eventually
we will be stack at x. Suppose our walk visited a set of vertices V1 and the
set of edges E1 in G. Since G is connected, there must exist a vertex v 6∈ V1
6n k Binary set partitions (resp., 2-set partitions)
6 1 exists by Thm 5 (resp., Thm. 12)
2 exists by Thm 8 (resp., Thm. 14)
3 1231211221111112111122212121112212
4 112311211212122111111212222111221
5 11123111212122112112122211111122
6 does not exist by Thm 7 (resp., Thm. 13)
7 1211123121111112121221122221112
8 1111221311112111222121211211221
(resp., 111211231112121222111112212112)
9 1111211232222111221121112121221
(resp., 111121123111122121112221212112)
10 1111211123222211211212122112221
(resp., 111121221322221112212121112112)
11 1111211221311112221212112111221
(resp., 111122112132222122211121212212)
12 1111211122131111222121211211221
(resp., 111121212213222211122121112112)
13 1111211211123222211212122112221
(resp., 111121212212311112221222112212)
14 1111211221112322221121212212221
(resp., 111121222122132222111221212112)
15 1111211211122131111222121211221
(resp., 111121112211213222211121212212)
16 1111211121212213111122211221221
(resp., N/A)
Table 3. Examples of u-p-words for binary set partitions
and 2-set partitions of {1, 2, . . . , 6} found by computer. Re-
placing 111111 by 11111 in each u-p-word for k = 3, 4, 5, 7
gives respective examples of u-p-words for 2-set partitions. 3
is considered only in position k where k is less than or equal
to the half of the respective u-p-word, because the reverse of
a u-p-word gives a u-p-word.
connected to a vertex v1 ∈ V1, and the directed edge between v and v1 is not
in E1. If v1 → v is an edge in G, then we begin a new walk over non-visited
edges from this edge, and either we will meet y, or we will eventually get
stack in v1, thus enlarging the sets V1 and E1. If v → v1 is an edge in G, then
because v1 is balanced, there must exist v1 → v′1 6∈ E1 for v′1 6∈ V1. We can
start a walk with the edge v1 → v′1, and again, either we will meet y, or we
will eventually get stack in v1, thus enlarging the sets V1 and E1. Repeating
this argument, if necessary, because G is finite, we will eventually reach y,
thus establishing a directed path from x to y via a standard argument in
this context, which we omit here.
1.3. Organization of the paper. This paper is organised as follows. U-p-
words in the context of binary word-patterns, binary set partitions and 2-set
7partitions are considered in Sections 2.1, 2.2 and 2.3, respectively. Note
that even though often very similar, the theory of u-p-words for binary set
partitions is not equivalent to the theory of u-p-words for 2-set partitions
(e.g. for n = 2, 31 is a u-p-word for binary set partitions, while no u-p-
word for 2-set partitions exists in this case). U-p-words in the context of
non-binary word-patterns and non-binary set partitions are considered for
the “context-free” and “context-dependent” cases in Sections 3.1 and 3.2,
respectively. In Section 4, we provide concluding remarks.
2. Binary word-patterns, binary set partitions and 2-set
partitions
2.1. Binary word-patterns. The following theorem is a particular case of
Theorem 18 given below.
Theorem 1. U-p-words for binary word-patterns of length n exist for any
n ≥ 1.
Proof. Let u be a u-p-word for words given in [2]. Observe that u cannot
have the 3 be involved in covering both 0n and 1n. Indeed, if that were
the case, then it is clear that we must have 0n−131n−1, or the reverse of it
as a factor in u. But it is not possible because in this case 0n−211 would
be covered twice. Thus, either 0n, or 1n, is a factor in u. By applying the
complement, if necessary, we can assume that 1n is a factor in u. But then,
removing one 1 in 1n, we obtain a u-p-word for word-patterns. 
Remark 2. Unfortunately, we cannot make any claims for the converse
direction, namely, if existence of a u-p-word for binary word-patterns implies
existence of a u-p-word for binary words considered in [2]. Indeed, our u-p-
word can potentially be of the form · · · 01i31n−2−i0 · · · (not covering 1n),
and then there is no place in such a u-p-word to insert a 1 to cover 1n.
For n = 2, 13 is a u-p-word for word patterns with the single 3 in position
2, while no u-p-word for words of length n with the single 3 in position n
exists [2]. Thus, the non-existence results in [2] do not automatically imply
the respective non-existence results for word-patterns. So, the following
theorem needs justification.
Theorem 3. No u-p-word for binary word-patterns of length n exists with
the single 3 in position n for n ≥ 3.
Proof. Suppose u = ∗n−13u1u2 · · ·un−1un · · · is a u-p-word with the 3 in
position n (here we used that n ≥ 3, so there are at least n letters to the
right of the 3). First, note that u1 · · ·un−1 6= 1n−1 because we deal with
word-patterns so u does not cover 1n. This implies that u1 · · ·un−1 must
appear twice in u in order to cover both u1 · · ·un−1un and u1 · · ·un−1u¯n.
But then, the second copy of u1 · · ·un−1 must be at the very beginning of u,
or otherwise, 0u1 · · ·un−1 or 1u1 · · ·un−1 is covered twice. Thus,
u = u1u2 · · ·un−13u1u2 · · ·un−1un · · ·
resulting in u1 · · ·un be covered twice; contradiction. 
8Actually, arguing as in the proof of Theorem 1, any u-p-word or u-p-cycle
in [2] for binary words with any number of 3s that contains 0n, or 1n, can be
turned into a u-p-word or u-p-cycle, respectively, for binary word-patterns
(which extends Theorem 1 to more than one 3s).
Remark 4. Looking at Table 2 in [2], we see that at least for two 3s, there
always seems to exist u-p-words for words having 1n as a factor, so that u-
p-words for binary word-patterns with two 3s should always exist. However,
the general construction for two 3s in [2], namely, the one beginning with
30n−11n−2310n−2, is not of help to us, because both 0n and 1n are covered
involving 3s.
Problem 1. Do we have the equivalence of the theory of u-p-words for binary
words of length n in [2] with our theory of u-p-words for binary word-patterns
of length n for n ≥ 3?
2.2. Binary set partitions. The theory of u-p-words for binary set par-
titions is not equivalent to the theory of u-p-words for word-patterns. For
example, an analogue of Theorem 3 does not hold for set partitions as for
n = 4, 1123221 is a u-p-word for set partitions. However, letting n ≥ 5,
we do obtain an analogue of Theorem 3 (see Theorem 7). Also, some other
properties are shared, like beginning with a single 3. The following theorem
is a particular case of Theorem 19, so we omit its proof.
Theorem 5. Let n ≥ 1. In the case of a single 3, there exists a u-p-word
for binary set partitions of {1, 2, . . . , n} that for n ≥ 3 begins with 31n−12.
The following lemma gives a structural property of a u-p-word with a
single 3 for binary set partitions and 2-set partitions.
Lemma 6. Let u be a u-p-word either for binary set partitions, or for 2-set
partitions of {1, 2, . . . , n} with a single 3 in position i such that there are at
least n letters in u to the right of 3. If 2 ≤ i < n then
u = u1u2 · · ·ui−13u1u2 · · ·un · · · or u = u¯1u¯2 · · · u¯i−13u1u2 · · ·un · · · .
If i > n then
u = u1u2 · · ·un−1u¯n · · ·3u1u2 · · ·un · · · or
u = u¯1u¯2 · · · u¯n−1un · · ·3u1u2 · · ·un · · · .
Proof. Suppose i ≥ 2 and u = ∗i−13u1u2 · · ·un−1un · · · is a u-p-word with
the 3 in position i. In order to cover both of the set partitions u1 · · ·un−1un
and u1 · · ·un−1u¯n, u must cover, possibly involving the 3, either one more
u1u2 · · ·un−1, or u¯1u¯2 · · · u¯n−1 (since u1 · · ·un−1u¯n and u¯1u¯2 · · · u¯n−1un are
the same partitions). But then, the second coverage of u1 · · ·un−1, or cover-
age of u¯1u¯2 · · · u¯n−1, must be at the very beginning of u not to cover twice
either 1u1 · · ·un−1 or 2u1 · · ·un−1 (since the factor u1 · · ·un−1 is preceded by
the 3 in u). This proves the lemma. 
The following theorem is an analogue of Theorem 3 for binary set parti-
tions.
Theorem 7. For n ≥ 5, no u-p-word for binary set partitions of {1, 2, . . . , n}
exists with the single 3 in position n.
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Figure 1. To support the proof of Theorem 8
Proof. Since n ≥ 5, there are at least n elements to the right of the 3 in a
u-p-word u in question, assuming it exists, as u must be of length 2n−1 − 1
in this case. Thus, by Lemma 6 one of the two cases holds:
• u = u1u2 · · ·un−13u1u2 · · ·un−1un · · · resulting in u1u2 · · ·un be cov-
ered twice; contradiction.
• u = u¯1u¯2 · · · u¯n−13u1u2 · · ·un−1un · · · again resulting in u1u2 · · ·un
be covered twice (u¯1u¯2 · · · u¯n is the same set partition); contradiction.
Thus, no such u can exist. 
Let Gn be the canonical transition graph of set partitions of {1, 2, . . . , n}.
That is, each vertex of Gn represents a unique set partition encoded canon-
ically, each set partition is represented by a vertex in Gn, and there is an
edge from cf(x1x2 · · ·xn) to cf(y1y2 · · · yn) if and only if cf(x2x3 · · ·xn) =
cf(y1y2 · · · yn−1). For any set partition pi encoded by a word w1w2 · · ·wn,
the word “cf(w1w2 · · ·wn−1)” is the signature of pi. The reduced transition
graph G¯n is obtained from Gn by placing all set partitions with the same
signature into the same cluster marked by the signature, and letting the
edges in G¯n be pointing from cf(x1x2 · · ·xn) to the cluster with the signa-
ture “cf(x2x3 · · ·xn)” for each cf(x1x2 · · ·xn). We refer to Figure 11 in [3]
for drawn G3 and G¯3.
Theorem 8. For n ≥ 5 and 2 ≤ i ≤ ⌊n2 ⌋, there exists a u-p-word with a
single 3 for 2-set partitions of {1, 2, . . . , n} that begins with 1i−13 2i1i · · ·︸ ︷︷ ︸
n−1
.
Proof. For 1 ≤ j ≤ i, let Aj (resp., Bj) denote the cluster in G¯n with the
signature “1i+1−j2i1i2i · · ·︸ ︷︷ ︸
n−1
” (resp., “1i−j2i+11i2i · · ·︸ ︷︷ ︸
n
”), where 10 is the empty
word.
None of Ajs and Bjs can have a loop (a vertex in a cluster pointing to the
same cluster) because i ≥ 2, but clusters with a loop must have one of the
signatures “1n−1” or “1212 · · · ”. Further note that for 1 ≤ j ≤ i− 1, there is
an edge pointing from the vertex 1i+1−j2i1i2i · · ·︸ ︷︷ ︸
n
in Aj to Aj+1. Also, there
is an edge pointing from the vertex 12i1i2i · · ·︸ ︷︷ ︸
n
in Ai to A1. Similarly, for
10
1 ≤ j ≤ i − 1, there is an edge pointing from the vertex 1i−j2i+11i2i · · ·︸ ︷︷ ︸
n
in
Bj to Bj+1. Also, there is an edge pointing from the vertex 1i+12i1i2i · · ·︸ ︷︷ ︸
n
in
Bi to B1. See Figure 1 for the respective part of G¯n.
Clearly, Ajs are distinct, and Bjs are distinct for 1 ≤ j ≤ i. Moreover,
since 2i ≤ n, each of Bjs has the factor of the form xi+1, but none of Ajs
has such a factor. Thus, all Ajs and Bjs are distinct. Finally, note that the
vertices presented in Figure 1 are all the words of length n covered using
3 in a p-word that begins with 1i−13 2i1i · · ·︸ ︷︷ ︸
n−1
. Removing all these vertices,
together with the edges coming out from them, from G¯n, we obtain G¯′n
which is balanced except the cluster A1 now has an extra out-degree, and
B1 has an extra in-degree. Since the connectivity of G¯n is not affected by
the removed vertices and edges (we removed exactly one vertex from each
of Ajs and Bjs), which is to be proved below, we conclude that G¯′n has
an Eulerian path starting at the remaining vertex in A1 and ending at the
remaining vertex in B1. Such a path gives us a way to extend the p-word
beginning with 1i−13 2i1i · · ·︸ ︷︷ ︸
n−1
to a desired u-p-word, because immediately to
the right of 3 we have a factor matching the signature of A1.
To complete the proof, we show that G¯′n is connected (which will be
equivalent to strong connectivity of G¯′n by Section 1.2). Let us call the
partitions/vertices that are covered by using the 3 bad, and all other parti-
tions/vertices good. Our goal is to show that for any good vertex p, either
there is a directed path avoiding bad vertices from p to the good vertex
p∗ = 1212 · · · , or there is a directed path avoiding bad vertices from the
vertex p∗ to p.
The most generic form of p is 1x12y11x22y2 · · · zn−2zn−1zn, where x1 > 0
and all other xi, yj ≥ 0 so that if xi = 0 then yi = 0 and xj = yj = 0
for all j > i, and if yi = 0 then, again, xj = yj = 0 for all j > i.
The zn−2zn−1zn records the last three letters of p. If the vertex p′ =
21x12y11x22y2 · · · zn−2zn−1 is good, then there is an edge coming from this
vertex to p’s cluster, and we can obtain a sequence of good vertices by ap-
pending to the left 1 and removing zn−1, then appending to the left 2 and
removing zn−2, etc, until we reach the good vertex p∗ (this uses the property
that no bad vertex can contain the factor 121 or 212 since i ≥ 2). This gives
us a directed path from p∗ to p, as desired.
In the worst case scenario, the vertex p′ = 21x12y11x22y2 · · · zn−2zn−1 is
bad. We conclude that the canonical form of p′ is either
(a) 12i+11i2i · · · z¯n−2z¯n−1, or
(b) 12i1i2i · · · z¯n−2z¯n−1
because only the vertices in the clusters Ai and B1 begin with a single
1, where x¯ is the complement of a letter x. If (a) is the case, then p is
1i+12i · · · zn−2zn−1zn, so we can redefine p′ to be obtained from p by ap-
pending 1 to the left, so that p′ = 1i+22i · · · zn−2zn−1 is good. Appending
now 2 to the left and removing zn−1, then appending 1 to the left and remov-
ing zn−2, etc, will clearly result in a sequence of good vertices leading to p∗
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(first two steps of the process use the property that no bad vertex contains
the factor 1i+2 or 2i+2, and the remaining steps use the property that no
bad vertex can contain the factor 121 or 212 since i ≥ 2). This gives us a
directed path from p∗ to p, as desired.
If (b) is the case, then p is 1i2i1i2i · · · zn−2zn−1zn, so that zn breaks the
pattern using which bad vertices are constructed. We consider the following
possible endings of p and explain how to find a directed path from p to the
vertex p∗ in each of the cases.
(c) p = 1i2i1i2i · · · 1i+1. Consider the following directed path in G¯n:
p → 1i−12i1i2i · · · 1i+2 → 1i−22i1i2i · · · 1i+22 → z1z2z3 · · · 1i+221 →
z2z3 · · · 1i+2212 → z3 · · · 1i+22121 → · · · → p∗ where z1z2z3 is an
initial factor of the respective vertex. All of the vertices involved are
good, which is guaranteed by the presence of 1i+2 in the first two
steps, and then the presence of 121.
(d) p = 1i2i1i2i · · · 2i+1. Same as (c) but interchanging 1s and 2s.
(e) p = 1i2i1i2i · · · 12x1 where 1 ≤ x < i. In this case, each of the
vertices, but possibly p, in the following path contains 212 and/or
121, so is good: p → 1i−12i1i2i · · · 12x12 → 1i−22i1i2i · · · 12x121 →
· · · → p∗.
(f) p = 1i2i1i2i · · · 21x2 where 1 ≤ x < i. Same as (e) but interchanging
1s and 2s.

Remark 9. It is easy to check that the results of Theorem 8 are not true
for the case of n = 4, because there will be no possibility for such a u-p-
word to cover the set partition 1111. This happens because 1111 is in the
same cluster B2 as 1112, and 1112 was covered using the 3, so the Eulerian
path will never visit B2 to be able to cover 1111. For n ≥ 5, this is never
a problem as 1 · · · 1 is never in one of the clusters A1, . . . , Ai, B1, . . . , Bi.
Equally important is that, for n ≥ 5, the set partition 1212 · · · (giving a
loop in the reduced transition graph like 1 · · · 1) is also never in one of the
clusters A1, . . . , Ai, B1, . . . , Bi, so the Eulerian path will visit it. Finally,
we have used bn/2c instead of dn/2e by the same reason: if n = 5, then
dn/2e = 3, so choosing i = 3 we obtain that 1i+12 and 11111 are in the same
cluster B5.
Theorem 10. For n ≥ 6, there exists a u-p-word with a single 3 for binary
set partitions of {1, 2, . . . , n} that begins with 12n−3312n−312.
Proof. It can be checked that 12223122212112112212121111112222 is a u-
p-word for binary set partitions in the case n = 6. Thus, we can assume that
n ≥ 7, which is to be used by us when proving the connectivity below.
In our proof we mimic the steps in the proof of Theorem 8, but using
Figure 2 instead. It is easy to see that none of the clusters in Figure 2
corresponding to the vertices covered by 3 has a loop (whose signature
would have to be either 1n−1 or 1212 · · · ), and also the clusters are distinct.
Removing all the vertices obtained using 3, together with the edges coming
out from them, from the reduced transition graph G¯n, we obtain G¯′n which is
balanced except the cluster with signature “12n−31” has an extra out-degree,
and the cluster with signature “12n−21” has an extra in-degree. As in the
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proof of Theorem 8, it remains to show that G¯′n is connected, which we do
in a similar way to Theorem 8 by again introducing “good” (i.e. not covered
using 3) and “bad” (i.e. covered using 3) vertices and showing how to find
a directed path from any good vertex p to the good vertex p∗ = 1212 · · · , or
from p∗ to p.
The most generic form of p is 1x12y11x22y2 · · · zn−3zn−2zn−1zn, where x1 >
0 and all other xi, yj ≥ 0 so that if xi = 0 then yi = 0 and xj = yj =
0 for all j > i, and if yi = 0 then, again, xj = yj = 0 for all j > i.
The zn−3zn−2zn−1zn records the last four letters of p. If the vertex p′ =
21x12y11x22y2 · · · zn−2zn−1 is good, then there is an edge coming from this
vertex to p’s cluster, and we have two subcases to consider depending on
whether the vertex p′′ = 121x12y11x22y2 · · · zn−3zn−2 is good or bad (note
that there is an edge coming from p′′ to the cluster containing p′).
• If p′′ is good, then we can obtain a sequence of good vertices by
appending to the left 2 and removing zn−2, then appending to the
left 2 and removing zn−3, etc, until we reach the good vertex p∗ (this
uses the property that no bad vertex can contain the factor 1212 or
2121). This gives us a directed path from p∗ to p, as desired.
• If p′′ is bad, then we must have p′′ = 121n−32, which is the vertex
in the last cluster in the bottom row in Figure 2. But then, because
21n−322 is bad, we must have p′ = 21n−321 (p′ is assumed to be
good and the edge coming from p′′ goes to the cluster of p′). Further,
because 1n−3211 is a bad vertex, we must have p = 1n−3212 (p is
assumed to be good and the edge coming from p′ goes to the cluster
of p). But then it is straightforward to find a directed path from p
to p∗:
p→ 1n−42121→ 1n−521212→ · · · → p∗
which uses the property that no bad vertex contains 1212 or 2121 as
a factor.
If p′ = 21x12y11x22y2 · · · zn−2zn−1 is bad, then p′ is one of the partitions
in the set {12n−311, 2112n−3, 12n−21, 212n−31}. We consider four subcases.
(a) If p′ = 12n−311. Then we must have p = 2n−3111, because the
vertex 2n−3112 is bad (p is assumed to be good). But then, taking
into account that n ≥ 7, none of the vertices in the following directed
path from p to p∗ is bad:
p→ 2n−41112→ 2n−511121→ 2n−6111212→ · · · → p∗.
(b) If p′ = 2112n−3, redefine p′ := 1112n−3, which is the other vertex
with the property that there is an edge from p′ to the cluster of p.
But then, again taking into account that n ≥ 7, we have the following
directed path from p∗ to p involving only good vertices:
p∗ → · · · → 2121112n−6 → 121112n−5 → 21112n−4 → p′ → p.
(c) If p′ = 12n−21, redefine p′ := 2n−11, which is the other vertex with
the property that there is an edge from p′ to the cluster of p. In this
case we have the following directed path from p∗ to p involving only
good vertices:
p∗ → · · · → 1212n−3 → 212n−2 → 12n−1 → p′ → p.
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· · ·12n−311 2n−3112 2n−41122 112n−31start
· · ·12n−21 2n−212 2n−3122 212n−31end
Figure 2. To support Theorem 10
1 · · · 121
1 · · · 122
1 · · · 1
1 · · · 12
12 · · · 21
12 · · · 22
start 1
start 2
end
Figure 3. To support Theorem 12
(d) If p′ = 212n−31, redefine p′ := 112n−31, which is the other vertex
with the property that there is an edge from p′ to the cluster of p.
Note that the edge coming out from the good vertex p′′ = 1112n−3
comes to the cluster of p′. But in (b) we gave a directed path of good
vertices from p∗ to p′′ (in (b) the vertex 1112n−3 is called p′), which
gives a desired path from p∗ to p in this case.
The connectivity of G¯n is proved, which proves the existence of a u-p-word
in question. 
Remark 11. Note that Theorem 10 is not true for n = 5 because then the
3 will be used to cover the set partition 12211 twice.
To extend the results in Theorems 8 and 10, we provide the following easy
to check facts for 2-set partitions:
2.3. 2-set partitions. Recall that 2-set partitions are the same as binary
set partitions without the partition of the form 1 · · · 1.
We have the following counterpart of Theorem 5 for 2-set partitions, where
note that clearly no u-p-word for n = 1, 2 exists.
Theorem 12. Let n ≥ 3. In the case of a single 3, there exist u-p-words
for 2-set partitions of {1, 2, . . . , n} that begin with 31n−221 and 31n−222,
respectively.
Proof. Note that in both cases of beginning a partial word in the statement of
the theorem, the 3 covers the set partitions 1n−12 and 12n−21 thus removing
two vertices and the respective edges in the reduced transition graph G¯n; see
Figure 3 for illustration of the situation. This makes the cluster with the
signature “1n−1” isolated. However, we deal with 2-set partitions, so that the
vertex 1n is not to be covered by us anyway. We see that in the graph G¯n
with the two vertices removed, every cluster is balanced except the cluster
with the signature “1n−22” has one extra out-going edge, and the cluster with
the signature 12n−2 has one extra in-coming edge. Thus, in such a graph,
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an Eulerian path exists giving us the respective u-word for 2-set partitions.
Finally, we note that there are two possible choices to begin such a path,
as indicated in Figure 3, which gives two desired possibilities to begin the
respective u-p-words. 
The following theorem is an analogue of Theorem 7, and its proof is iden-
tical to the proof of Theorem 7.
Theorem 13. For n ≥ 5, no u-p-word for 2-set partitions of {1, 2, . . . , n}
exists with the single 3 in position n.
For 2-set partitions we have the following counterpart of Theorem 8 where
the only difference is n ≥ 5 instead of n ≥ 4.
Theorem 14. For n ≥ 4 and 2 ≤ i ≤ ⌊n2 ⌋, there exists a u-p-word with a
single 3 for 2-set partitions of {1, 2, . . . , n} that begins with 1i−13 2i1i · · ·︸ ︷︷ ︸
n−1
.
Proof. Note that for n = 4, the p-word 13221211 is universal. Assuming
n ≥ 5 we can literally follow all arguments in the proof of Theorem 8 to
obtain the desired result, because the presence/absence of the set partition
1n does not play any role based on Remark 9 (also, proving the connectivity
of G¯′n we do not use 1n). 
Finally, the presence/absence of the set partition 1n does not play any
role in the proof of Theorem 10, because 1n is never in the same cluster as a
set partition covered using the 3, which automatically gives us the following
result.
Theorem 15. For n ≥ 6, there exists a u-p-word with a single 3 for 2-set
partitions of {1, 2, . . . , n} that begins with 12n−3312n−312.
3. Non-binary word-patterns and set partitions
3.1. Non-binary word-patterns and set partitions with a single 3.
Theorem 16. No u-p-word exists for word-patterns over {0, 1, . . . , α − 1}
for α ≥ 3.
Proof. A word-pattern of length n can be built on at most n distinct letters.
Thus, if n < α, then letting the 3 take the value of α − 1 will definitely
result in a non-word pattern being covered. This argument actually works
for any number of 3s in a prospective u-p-word in question.
If n ≥ α, clearly, without loss of generality, we can assume that a u-p-word
u in question is of the form
· · ·3x1x2 · · ·xn · · · .
But then, ω = x1x2 · · ·xn−1 must be a word over {0, 1, . . . , α− 2} to accom-
modate the substitution of the 3 by α − 1, so ω has at least two distinct
letters, and thus it must have at least three possible extensions to the right,
say ωxn, ωa and ωb. Since ω3 cannot be a factor in u (or else, u covers ωxn
twice), u must contain at least two more occurrences of ω, only one of which
can be at the beginning of u. Thus, u must contain a factor yω for some y,
which is covered twice (additionally by 3ω); contradiction. No such u can
exists. 
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Next, we consider set partitions of {1, 2, . . . , n} having at most n parts for
n ≥ 3. It is straightforward to check that 31222 is a u-p-word in the case of
n = 3.
Theorem 17. No u-p-word with a single 3 for all set partitions of {1, 2, . . . , n}
exists for n ≥ 4.
Proof. Suppose such a u-p-word u exists. Reading u in the reverse order, if
necessary, we can assume that u has a factor v = 3x1x2 · · ·xn−1. Then the
letters in x1x2 · · ·xn−1 must be distinct, or else u covers a set partition among
1x1x2 · · ·xn−1, 2x1x2 · · ·xn−1, . . ., nx1x2 · · ·xn−1 twice. Thus, without loss
of generality, we can assume that v = 312 · · · (n− 1). Now, if v is preceded
by a letter x in u, that is, if v′ = x312 · · · (n − 2) is a factor in u, then x
cannot be n or n − 1 since then v′ covers the set partition 12 · · ·n already
covered by v. On the other hand, arguing as in the case of v, we see that
if 1 ≤ x ≤ n − 2 then v′ covers the same set partition twice. Thus, u must
begin with v, so that the 3 is the leftmost element in u, and we assume that
u = 312 · · · (n− 1)x · · · for some letter x.
Note that v covers the partitions 12 · · ·n, 1123 · · · (n−1), 12134 · · · (n−1),
123145 · · · (n−1), . . ., 12 · · · (n−1)1 (encoded in the canonical form). Among
these partitions only two begin with 12 · · · (n− 1), namely, the first one and
the last one. However, since n ≥ 4, there are at least two more partitions,
namely, 12 · · · (n−1)2 and 12 · · · (n−1)(n−1) to be covered by u. Only one
of these partitions can be covered by 12 · · · (n−1)x staying next to the 3. If
y1y2 · · · yn is a factor of u covering the other partition, and yy1y2 · · · yn is a
factor of u for some letter y, then we obtain a contradiction with the partition
yy1y2 · · · yn−1 being covered twice (the second time by 312 · · · (n−1)). Thus,
no such u can exists. 
3.2. Context-dependent non-binary word-patterns and set parti-
tions. As we have seen in Section 3.1, usage of a “context-free” 3 is not so
useful in shortening u-words for word-patterns and set partitions in the non-
binary case. By “context-free” we mean that 3 can be substituted by any
letter from the available range. This brought us to the idea of introducing
a “context-dependent” 3, which actually allows to shorten u-words in many
situations. By “context-dependent” here we mean that if a factor containing
3s has t distinct letters, then there are t+ 1 possible substitutions for such
3s, which are using one of the letters, or using a different letter (in the con-
text of word-patterns, this letter must be m+ 1, while in the context of set
partitions, its value is not important). For example, the u-p-word 31222 for
n = 3 discussed in Section 3.1 covers all partitions, namely, 112, 121, 123, 122
and 111, in both senses, while the u-p-word 311213 also covers all the par-
titions in the context-dependent sense (when 3 can only be 1 or 2), but
covers twice the partition 122 in the context-free sense (letting the 3 be 2
or 3 yields the same result).
The following two theorems give examples of existence results in the case
of word-patterns and set partitions, respectively, when context-dependant
3s are applied.
16
0 . . . 01
0 . . . 0
10 . . . 0
Figure 4. Hamiltonian cycle in the proof of Theorem 18
Theorem 18. In the case of a single context-dependent 3, there exists a
u-p-word for word-patterns over {0, 1, . . . , α − 1}, α ≥ 1, of length n ≥ α
that begins with 30n−11.
Proof. It is known [1] that there exists a u-cycle for word-patterns of length n
over {0, 1, . . . , α−1} for any α ≥ 1 and n ≥ α. Such a u-cycle corresponds to
a Hamiltonian cycle in the respective transition graph (which is an induced
subgraph of the de Bruijn graph and is called in [1] the graph of pattern
overlaps). Such a Hamiltonian cycle, shown schematically in Figure 4, must
have the subpath 10n−1 → 0n → 0n−11. But then, if we remove the vertices
10n−1 and 0n from the graph, we would obtain a Hamiltonian path (not
cycle!) in it that begins at 0n−11, follows the original Hamiltonian cycle,
and ends at the vertex from which the Hamiltonian cycle got to the removed
10n−1. Such a Hamiltonian path (beginning with 0n−11), together with
the initial factor of 30n−1 covering 10n−1 and 0n (recall that 3 is context-
dependent), gives the desired u-word. 
Theorem 19. Let n ≥ 1. In the case of a single context-dependent 3, there
exists a u-p-word for all set partitions of {1, 2, . . . , n} that for n ≥ 3 begins
with 31n−12.
Proof. Clearly 3 and 31 are u-p-words for all set partitions of {1} and {1, 2},
respectively. Also, the statement is true for n = 3 by the example 311213
given above. Thus, we can assume that n ≥ 4, and thus there exists a u-cycle
for all set partitions of {1, 2, . . . , n} by [3] (no such u-cycle exists for n = 3).
Such a u-cycle defines a Hamiltonian graph in the respective transition graph.
The rest of the proof essentially copies the proof of Theorem 18.
Such a Hamiltonian cycle must have the subpath 21n−1 → 1n → 1n−12.
But then, if we remove the vertices 21n−1 and 1n from the graph, we would
obtain a Hamiltonian path in it that begins at 1n−12, follows the original
Hamiltonian cycle, and ends at the vertex from which the Hamiltonian cycle
got to the removed 21n−1. Such a Hamiltonian path (beginning with 1n−12),
together with the initial factor of 31n−1 covering 21n−1 and 1n (recall that
3 is context-dependent), gives the desired u-word. 
4. Concluding remarks
This paper initiates the study of universal partial words (u-p-words) for
word-patterns and (2-)set partitions. One of the most significant ideas we
introduce in this paper is usage of context-dependent 3s in the context of
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u-p-words, which can be seen as a brother of the restricted 3s studied in the
context of permutations in [6]. We hope our studies will raise interest, and
more results in this direction will be obtained, which would classify existence
of u-p-words for word-patterns and (2-)set partitions with a single 3 and/or
give some existence results when more than one 3 is used.
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