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Let (E, H, m) be an abstract Wiener space and (0, H, #) be the corresponding
Ito’s Wiener space where 0 consists of all the linear (but not necessarily con-
tinuous) functionals on the Hilbert space H. We show that one can always linearly
embed (E, H, m) into (0, H, #) in such a way that the family of all #-regular
measures on 0 are exactly the family of the extensions of all probability measures
of finite energy on E. A subset A of E is a slim set if and only if it is a M-null set
in 0. The family of all Malliavin T r-fields on E are exactly the family of all the
restrictions of Malliavin T r-fields on 0. Moreover, the one to one mapping between
Malliavin fields on 0 and those on E is commutable with the gradient operator and
keeps the Sobolev norms invariant. Hence most of the results of Malliavin calculus
known for abstract Wiener space can be transferred to the Ito’s Wiener space and
vice versa.  1996 Academic Press, Inc.
1. Introduction and the Main Results
Let H be a separable real Hilbert space. It is well known that there are
many abstract Wiener space (E, H, m) in the sense of Gross [Gr65]. Let
(E1 , H, m1) and (E2 , H, m2) be two different abstract Wiener spaces with
common H. It was shown in [AFHMR92] that the Malliavin capacities on
E1 and E2 are invariant and hence there is a natural correspondence
between Malliavin function classes on E1 and on E2 . To avoid this inter-
pretation K. Ito defined in [I92] a class of Malliavin functions on the
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Wiener space (0, H, #) which is determined only by H. Here 0 :=0(H) is
the algebraic linear dual space of H, i.e., 0 consists of all the linear (but
not necessarily continuous) functionals on H. BH=_[Xh | h # H] with
Xh(|) := H(h, |) 0 for h # H. # is the unique probability measure on
(0, BH) such that
|
0
e- &1Xh(|)#(d|)=e&(12) &h&
2
H, \h # H. (1.0)
(In what follows we call the above (0, H, #) an Ito’s Wiener space.)
By introducing the class M of #-regular measures on (0, H, #) which
plays a role similar to the Malliavin capacities on (E, H, m). K. Ito defined
Malliavin functions which are certain M-equivalence classes of measurable
functions and developed Malliavin calculus on (0, H, #) (cf. [I92] and
Section 2 below).
In this paper we shall establish a natural correspondence between the
Ito’s Wiener space (0, H, #) and the abstract Wiener space (E, H, m). We
show that one can always linearly embed E into 0 such that H/E/0.
Moreover, there is a natural one to one correspondence between the
#-regular measures on 0 introduced by Ito and the probability measures of
finite energy on E introduced by Kazumi and Shigekawa [KS92], and
hence with some interpretation the family of slim sets in Malliavin sense
coincides with the family of M-null sets defined by Ito. Therefore the class
of Malliavin functions defined on two different spaces are invariant. This
implies that most of the results of Malliavin calculus obtained for the
abstract Wiener space (which has been intensively studied for more than
ten years) can be transferred to Ito’s Wiener space and vice versa.
Let us describe our results and the organization of this paper in more
detail. In Section 2 we briefly recall some basic concepts in Ito’s Wiener
spaces and fix some notations. In Section 3 we show that the famous
Meyer’s equivalence result holds also in Ito’s Wiener space which will be
frequently used in the subsequent sections. In Section 4 we study the
measurable structure of the space 0. Let F be a dense linear subset of H.
Let BF=[Xh | h # F] and N be the totality of M-null sets (cf. Section 2 for
the definition of M-null sets). We obtain the following results.
Theorem 1.1 (cf. Theorem 4.8). (i) BF is the quotient _-algebra of BH
modulo N, more precisely,
BH=_[BF _ N]=[B2N | B # BF , N # N] (1.1)
(Here and henceforth B2N :=(B"N) _ (N"B).)
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(ii) For any Malliavin T r-field f, these exists a BF -measurable
Malliavin T r-field f such that f and f are M-equivalent.
(iii) Let + be a probability measure on (0, BF) suck that for some
positive constants c, k, p, it holds that
}|0 f+(d|) }c & f &k, p , \f # PF (0). (1.2)
(PF (0) stands for those polynomials on 0 which depend only on
[Xh | h # F].) Then there exists a unique #-regular measure + on (0, BH) such
that the restriction of + to BF is +.
The importance of the above results will be apparent in Section 4. We
note that (iii) is not a direct consequence of (1.1). Because for + as in (iii)
one can not directly verify that +(A)=0 for all A # N & BF , though this
turns out to be true since + is the restriction of a #-regular measure. A main
step for proving (iii) is the following improvement of the integral represen-
tation result for positive generalized Wiener functionals.
Theorem 1.2 (cf. Theorem 4.7). Let L be a linear functional defined on
Dk, p(0) for some k # N and p>1 (see 9 2 for the notation Dk, p(0)) which
is bounded on Dk, p(0), i.e., there exists a constant c>0 such that
|L( f )|c & f &k, p , \f # Dk, p(0). (1.3)
and which is positive on PF (0), i.e.,
f # PF (0), f 0 O L( f )0. (1.4)
Then there exists a unique finite measure + on (0, BH) such that
L( f )=|
0
f+(d|) \f # P(0) and \f =Ttg (1.5)
with g being a bounded BH-measurable function and (Tt)t>0 being the
Mehler semigroup defined by (3.1).
The proof of Theorem 1.2 is rather technical. Later on we shall use this
to recapture Sugita’s integral representation result (see Proposition 1.8
below).
After the above preparation, the correspondence between Ito’s Wiener
space 0 and the abstract Wiener space E is studied in Section 5. Let E be
a locally convex topological vector space such that H is contained in E
continuously and densely. Let F :=E* be the topological dual of E.
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Identifying H with its dual H*, F can be viewed as a dense linear subspace
of H. Our first result in Section 5 is the following.
Proposition 1.3 (cf. Proposition 5.1). There exists a linear injection 1
from E into 0 such that
the restriction of 1 to H is an identity map; (1.6)
F(h, x) E= H(h, 1x) 0 , \h # F, x # E. (1.7)
The above 1 is in general not unique. Moreover, it is in general not
BH B(E)-measurable (B(E) stands for the Borel _-field on E). The latter
causes of course some difficulty. Fortunately we have Theorem 1.1 which
turns out to be crucial in establishing the correspondence between Ito’s
Wiener space 0 and the abstract Wiener space E. Because any 1 satisfying
Proposition 1.3 is always BFB(E)-measurable.
In what follows we assume that there exists a Gaussian Radon measure
m on E such that its reproducing kernel Hilbert space is isometric with H.
that is,
|
E
e- &1F(h, x)E m(dx)=e&(&h&
2
H)2, \h # F/H. (1.8)
(We shall call (E, H, m) an abstract Wiener space.)
For any measure + on (0, BH), we denote by +* the outer measure
generated by + | BF , where + |BF is the restriction of + to BF .
We fix a mapping 1 satisfying Proposition 1.3. We are now in a position
to state our main results. In what follows for the involved potential ter-
minologies (e.g. measures of finite energy, (r, p)-capacities etc.) we refer to
[KS92].
Theorem 1.4 (cf. Theorem 5.8). Let + be an #-regular measure on 0.
Set
&(A)=+*(1(A)), \A # B(E). (1.9)
Then &(E)=1 and & is a measure of finite energy on E satisfying
& b 1 &1(A)=+(A), \A # BF . (1.10)
Conversely, let & be a probability measure of finite energy on E, then there
exists a unique #-regular measure + on 0 satisfying (1.9) and (1.10). The
above relation specifies a one to one correspondence between all the
#-regular measures on 0 and all the probability measures of finite energy
on E.
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Following Malliavin, let us call a subset A/E a slim set if Capr, p(A)=0
for all r>0 and p1.
Theorem 1.5 (cf. Theorem 5.9). Let A # BH . Then A is an M-null set if
and only if for any B # BF with A2B # N, 1 &1(B) is a slim set in E. Conver-
sely let A # B(E). Then A is a slim set if and only if +*(1(A))=0 for all
#-regular measure + on 0. If in addition E is a metrizable Lusin space, then
A # B(E) is a slim set if and only if there exists an M-null set B # BF such
that A=1 &1(B).
Let f be a Malliavin T r-field defined on 0 and let f be a BF-measurable
version of f (cf. 1.1 (ii)). We define
( f )= f b 1 q.e. (q.e. means up to a slim set), (1.11)
Note that if f 1 and f 2 are two BF-measurable versions of f, then
[ f 1 {f 2] # BF and [ f 1 {f 2] is an M-null set, hence by Theorem 1.5
[ f b 1{f b 1] is a slim set in E. Therefore ( f ) determines a unique
q.e. equivalence class which is independent of the special choice of the
BF -measurable version of f.
The following theorem shows that the class of Malliavin functions
defined on two different spaces are invariant.
Theorem 1.6 (cf. Theorem 5.10). Let  be specified by (1.11). Then 
is a one to one linear mapping from the space of Malliavin T r-fields on 0
onto the space of the Malliavin T r-fields on E. Moreover, we have for all
Malliavin T r-field f on 0
{( f )=({f ); (1.12)
&( f )&Ek, p=& f &k, p , \k # N, p>1. (1.13)
Remark 1.7. We obtained in fact finer results than stated in Theorems
1.4, 1.5 and 1.6. For instance, (1.9) and (1.10) specifies a one to one corre-
spondence between Mk, p on (0, BH) and probability measures of (k, p)-
finite energy on (E, B(E)); A # BH is a Mk, p -null sets if and only if for any
B # BF with A2B # N, it holds that Capk, p(B)=0;  specifies an isometric
isomorphism between Dk, p(0, T r) and Dk, p(E, T r); etc. For details see the
corresponding Theorems in Section 5.
As an application of Theorems 1.2 and 1.4, at the end of Section 5 we
proved the following result.
Proposition 1.8. Let (E, H, m) be as above. Let , be a continuous
linear functional on Dk, p(E) :=Dk, p(E, T 0) which is positive on P(E)(P(E)
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stands for the polynomials on E). Then there exists a unique finite Radon
measure & on E such that
,( f )=|
E
f&(dx), \f # P(E) and f # Dk, p(E) & Cb(E). (1.14)
This result extends [Su88, Th.4.1] to locally convex topological vector
spaces.
In the proofs of Theorems 1.4 and 1.5 we employed some results of
[KS92], which were proved under the assumption that E is a separable
metric space. We point out here that most of the results in [KS92] are
available in our situation by making use of a transfer method via quasi-
homeomorphism. A detailed discussion of this transfer method will appear
separately. However for the completeness of this paper, we include a direct
argument to show that most of the results in [KS92] remain true in the
case that (E, H, m) is an abstract Wiener space with E being a (not
necessarily metrizable) locally convex topological vector space. This will be
the content of Section 6.
The results of this paper have been announced in [GM94].
2. Malliavin Functions on (0, H, #)
Let (0, H, #) be specified in the beginning of this paper. For r # N, let
T r :=T r(H) be the r-tensor over H equipped with HS-norm, i.e., if u # T r,
then u : Hr  R is multilinear and |u| 2 :=&u&2T r=n # Nr u(en1 , ..., enr)
2. Here
Hr is the Cartesian product of r copies of H. [en]n # N is an ONB of H. For
convenience we set T 0=R. A real-valued function f : 0  R is called a poly-
nomial, written f # P(0) :=P(0, R), if f is expressed by ,(Xh1 , Xh2 , ..., Xhn)
with h1 , ..., hn # H and , # P(Rn)(P(Rn) denotes the polynomials on Rn). A
T r-valued function on 0 is called a T r-field on 0. A T r-field f : 0  T r is
called a polynomial T r-field, written f # P(0, T r), if there are fi # P(0),
ui # T r, i=1, 2, ..., n, such that f (|)=ni=1 fi (|) ui , i.e., f =
n
i=1 fiui .
Note that P(0, T 0)=P(0).
The gradient operator { : P(0, T r)  P(0, T r+1) is defined as follows.
If f # P(0, T 0) :=P(0), f =,(Xh1 , Xh2 , ..., Xhn), then
{f := :
n
i=1
,
xi
(Xh1 , Xh2 , ..., Xhn)hi # P(0, T
1). (2.1)
If f # P(0, T r), f =ni=1 fi ui with fi # P(0) and ui # T r, then
{f := :
n
i=1
({fi)ui # P(0, T r+1). (2.2)
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In what follows we write {0f := f and {k+1f :={({kf ). Note that for
f # P(0, T r), | f | :=& f &HS is a random variable on the probability space
(0, BH , #), thus we may define its p-norm by
& f &p :=\|0 | f | p #(d|)+
1p
. (2.3)
Further we may define
& f &k, p := :
k
i=0
&{if &p (2.4)
and
& f &{ := :

l=1
2&l min[& f &l, l , 1]. (2.5)
Let Dk, p(0, T r) be the completion of P(0, T r) w.r.t. & }&k, p .
Let D(0, T r) be the completion of P(0, T r) w.r.t & }&{ . An element in
D(0, T r) is called a Malliavin T r-field in [I92]. We have
kk$, pp$ implies & f &k, p& f &k$, p for f # P(0, T r). (2.6)
Therefore D(0, T r)=p>1, k # N Dk, p(0, T r). Note that the gradient
operator { can be naturally extended onto D(0, T r).
Remark 2.1. Let E be a locally convex topological vector space such
that H is densely and continuously embedded into E, and hence if we iden-
tify H with its dual space H*, then the topological dual F :=E* of E is a
dense linear subset of H. Suppose that there is a Gaussian Radon measure
m on (E, B(E)) such that the corresponding CameronMartin space is H.
Then we can define polynomial T r-fields and Malliavin T r-fields over
(E, B(E), m) in a similar way as above. The only difference is that for
h # E*, Xh is defined by F(h, } ) E and that we use only [Xh | h # F] to
define polynomial T r-fields. In what follows we shall use the notation
P(E, T r), & }&Ek, p , Dk, p(E, T
r), D(E, T r) for the corresponding objects over
(E, H, m). Note that these objects (with same notation or different nota-
tion) have been intensively discussed in the literature of Malliavin calculus
over abstract Wiener spaces. See e.g. [Wa84].
Remark 2.2. If we start with a given locally convex topological vector
space E equipped with a scalarly non-degenerate Gaussian Radon measure
#, then the corresponding CameronMartin space is always isometric to a
separable Hilbert space H densely and continuously embedded into E. See
e.g. [Go95] for a proof of this result.
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A probability measure + on (0, BH) is called (k, p)-regular, written
+ # Mk, p , if there is a constant c>0 such that
}|0 f+(d|)}c & f &k, p , \f # P(0). (2.7)
We write M :=p>1, k # N Mk, p , + is called #-regular if + # M.
A subset A # BH is called a Mk, p-null set, written A # Nk, p , if +(A)=0 for
all + # Mk, p . Let f, g be two T r-fields on 0, f is said to be Mk, p-equivalent
to g, written
f =g Mk, p-a.e.
if [| : f (|){g(|)] is contained in a Mk, p-null set. M-null sets and M-
equivalence of T r-fields are defined in the same way w.r.t. M. We shall write
A # N if A is a M-null sets.
We quote some properties of & }&k, p which will be used later.
If h # H, then &Xh&k, 2m2(1 } 3 } 4 } (2m&1)1(2m)) &h&H (2.8)
& f+g&k, p& f &k, p+&g&k, p , \f, g # P(0, T r) (2.9)
& f } g&k, p2k(k+1) & f &k, 2p &g&k, 2p , \f, g # P(0, T r). (2.10)
If
1
p
=
1
p1
+
1
p2
, then
& f1 f2 &k, p2k(k+1) & f1&k, p1 & f2&k, p2 , \f # P(0, T
r1), g # P(0, T r2).
(2.11)
For the proof of the above results see the proofs of Prop. 10.2, Th. 10.3 and
Th. 11.5 of [I92] respectively.
Remark 2.3. Let + be a probability measure on (0, BH). Then + # M if
and only if there exist constants c>0, k # N and p>1 such that
|
0
| f | +(d|)c & f &k, p , \f # P(0). (2.12)
Indeed, if + satisfies (2.12), then + satisfies (2.7) and consequently
+ # Mk, p /M.
Conversely, if + # Mk, p , then by (2.7) and (2.10) we have
|
0
| f | +(d|)\|0 f 2+(d|)+
12
2k2(k+1)12 c12 & f &k, 2p , \f # P(0)
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Hence + satisfies (2.12) with the constants 2k2(k+1)12 c12, k, 2p. This
remark shows that our definition of the family M of regular measures coin-
cides with one introduced in [I92, 11.1].
3. Mehler Semigroup and Meyer’s Equivalence
Similar to the case of Gross abstract Wiener space, we can define Mehler
semigroup (Tt)t>0 over Ito’s Wiener space (0, H, #) as follows.
Tt f (|) :=| f (e&t|+- 1&e&2t w$) #(d|$),
\| # 0, f # L p(0, BH , #), p>1. (3.1)
Denote by Hn(x) the n th Hermit polynomial on R, that is
Hn(x)=
(&1)n
n!
ex22
d n
dxn
(e&x22).
Let H:(|) be represented by
H:(|)= `
n
i=1
H:i (Xhi (|))
with :i # N, ni=1 :i=: and hi # H, i=1, 2, ..., n. Then one can check that
(cf. e.g. [BoH91])
Tt H:(|)=e&:t2H:(|). (3.2)
From (3.1) and (3.2) one can easily obtain the following properties of
(Tt)t>0.
Lemma 3.1. (i) Each Tt is a linear contraction operator from
L p(0, BH , #) to L p(0, BH , #), and Tt maps P(0) onto P(0).
(ii) (Tt)t>0 is a strongly continuous Markovian semigroup on
Lp(0, BH , #). Moreover, Lp(Ttf, g) Lq= Lp(f, Ttg) Lq for all f # Lp(0, BH , #)
and g # Lq(0, B, #) with 1p+1q=1.
Since (Tt)t>0 is a Markovian semigroup, we may following [FK85]
define Sobolov norms through the Gamma transformation of (Tt)t>0.
More precisely, for r>0 and p>1 we set
Vr f =1 \r2+
&1
|

0
t(r2)&1e&tTt f dt, \f # L p(0, BH , #). (3.3)
&u&r~ , p=& f &Lp if u=Vr f with f # L p(0, BH , #). (3.4)
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The following theorem shows that Meyer’s equivalence result holds also
for Ito’s Wiener space.
Theorem 3.2. For k # N and p>1, there exist positive constants Ak, p
and ak, p such that
ak, p & f &k, p& f &k , pAk, p & f &k, p , \f # P(0). (3.5)
Before proving the theorem we first discuss some consequences of
Meyer’s equivalence. Let us denote by
Fr, p(0) :=[Vrg : g # L p(0, BH , #)] (3.6)
Corollary 3.3. (i) Fk, p(0)=Dk, p(0), \k # N, p>1.
(ii) If f # L p(0, BH , #), then Tt f # Dk, p(0). Moreover, for each k # N
and p>1 there exists a constant :(k, p) such that
&Tt f &k, p:(k, p) t&k & f &Lp(0) , \f # L p(0, BH , #). (3.7)
(iii) If f, g # L p(0, BH , #), and f =g #-a.e., then Tt f =Tt g M-a.e.
(iv) If f # Dk, p(0), then limt a 0 &Tt f&f &k, p=0.
Proof. (i) Follows directly from (3.5) and the fact that Vk maps P(0)
onto P(0), the latter can be seen from (3.2). For proving (ii) we note that
Lemma 3.1 implies that for each p>1, t  Tt is analytic as a map taking
values in the Banach space of all bounded operators on L p(0, BH , #), see
e.g. [ReS75, Th. X. 55]. Therefore (ii) was contained in an argument of
[K85, Lemma 1]. For a more explicit proof of (ii) we refer to [BR93,
Lemma 1.8]. For proving (iii) let f, g # L p(0, BH , #) and f = g #-a.e. We
set !n=| f & g| 7 n for n # N. Then by (3.7) Tt!n # D(0) and &Tt!n &{=0.
Consequently Tt!n=0 M-a.e. By monotone convergence theorem we have
Tt !n(|) A Tt( | f & g| )(|) for all | # 0. Hence |Tt f &Ttg|Tt( | f & g| )=0
M-a.e. We now verify the last assertion. Let f # Dk, p(0). Then by (i) and
(3.6) there exists g # L p(0, BH , #) such that f =Vk g. Noticing that
VkTtg=Tt Vkg we have
&Tt f &f &k , p=&Tt g& g&p  0(t  0).
Hence by Theorem 3.2 &Tt f &f &k, p  0 as t a 0, proving (iv). K
We now turn to prepare the proof of Theorem 3.2, which is in fact a easy
consequence of the Meyer’s equivalence for the abstract Wiener space over
R. We first fix some notations. Let R be equipped with the usual
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product topology and let B(R) be its Borel _-field. We denote by H the
Hilbert space consisting of those elements in R which are square sum-
mable. Let [e^n | n # N] be the ONB of H such that
e^n :=($kn)k # N , $kn=0 if k{n and $kn=1 if k=n.
Each e^n defines a unique continuous linear functional Xe^n on R
 such that
Xe^n(x) :=(e^n , x)=xn for x=(xk)k1 # R
. It is well known that the
topological dual of R, which will be denoted by F , is then the linear span
of [e^n | n # N]. Let #^ be the unique standard Gaussian measure on
(R, B(R)) such that the corresponding CameronMartin space is H .
Then (R, H , #^) is an abstract Wiener space in the sense of Remark 2.1.
We denote by T r the r-tensor over H . (For convenience we set T 0 :=R).
Let P(R, T r), Dk, p(R, T r) and D(R, T r) be specified as in Remark 2.1.
For the notational convenience we shall write & }&7k, p for & }&
R
k, p . Let
T t , V r , F r, p , &u&7r~ , p be the corresponding objects specified by (3.1), (3.3),
(3.6) and (3.4) respectively with (0, BH , #) replaced by (R, B(R), #^).
Let now [en |n # N] be an ONB of H. We define
8(|)=(Xek(|))k # N , \| # 0. (3.8)
Lemma 3.4. (i) 8 : 0  R is a measurable linear map and #^=# b 8&1.
(ii) If f # L p(R, B(R), #^), then f b 8 # L p(0, BH , #) and
(T t f ) b 8=Tt( f b 8), \t>0
(V r f ) b 8=Vr( f b 8), \r>0
(iii) If f # F r, p , then f b 8 # Fr, p and & f &7r~ , p=& f b 8&r~ , p .
The assertions in the above lemma are easy to check and hence we omit
the proof here.
Let I be the natural isometric isomorphism form H onto H such that
Ie^k=ek , \k # N. (3.9)
We can then define a natural isometric isomorphism from the r-tensor
space T r (over H ) onto T r (over H) for each r # N, which will be denoted
again by I, such that
I(u1 u2)=Iu1 Iu2 , \u1 # T r1, u2 # T r2. (3.10)
For convenience we let I : T 0  R0 be the identity map from R onto itself.
Then (3.10) holds also for r1=0 (or r2=0).
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Let f be a map from R to T r for some r # [0] _ N. We define
Jf :=I b f b 8. (3.11)
Then Jf is a T r-field on 0.
Let F be the linear span of [en | n # N] and PF (0, T r) be those polyno-
mial T r-fields which depend only on [Xh | h # F].
Lemma 3.5. (i) if f =,(Xh1 , Xh2 , . . .Xhn) u for some , # P(R
n), hi # F ,
i=1, ..., n, and u # T r, then
Jf =,(XIh1 , XIh2 , ..., XIhn) Iu. (3.12)
(Note that in the above formula Xhi= F (hi , } ) R and XIhi= H(Ihi , } )0 .)
(ii) J is a linear one to one map from P(R, T r) onto PF (0, T r) for
each r # [0] _ N.
(iii) {(Jf )=J({f ), \f # P(R, T r).
(iv) &Jf &k, p=& f &7k, p , \f # P(R
, T r), k # N, p>1.
Proof. (i) is clear from the definition of J. (ii) Follows from (i) and the
fact that I maps F onto F. For proving (iii), let f be specified as in (i), then
{f = :
n
i=1
,
xi
(Xh1 , Xh2 , ..., Xhn) hi u.
Therefore by (3.12) and (3.10),
J({f )= :
n
i=1
,
xi
(XIh1 , XIh2 , ..., XIhn) I(hi u)
= :
n
i=1
,
xi
(XIh1 , XIh2 , ..., XIhn) Ihi Iu={(Jf ),
which proves (iii). By a direct calculation we have that & f &70, p=&Jf &0, p for
all f # P(R, T r), which together with (iii) implies (iv).
Proof of Theorem 3.2 It is well known that there exist constants
ak, p , Ak, p such that (cf. e.g. [BoH91])
ak, p & f &7k, p& f &
7
k , pAk, p & f &
7
k, p , \f # P(R
) :=P(R, T 0). (3.13)
Let now f # P(0), say f =,(Xh1 , Xh2 , ..., Xhn) with , # P(R
n),
h1 , h2 , . . ., hn # H. By Schmidt method we can always find an ONB
[en | n # N] of H such that h1 , ..., hn is in the linear span F of [en | n # N],
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and consequently f # PF (0) :=PF (0, T 0). By Lemma 3.5 (ii) there exists a
unique f # P(R) such that Jf := f b 8= f. Thus (3.5) follows from (3.13),
Lemma 3.5 (iv) and Lemma 3.4 (iii). K
4. The Measurable Structure of (0, BH)
This section is devoted to proving Theorem 1.1 and Theorem 1.2. Let F
be a linear dense subset of H and BF=_[Xh | h # F]. We denote by
PF (0, T r) those polynomial T r-fields which depend only on [Xh | h # F].
For a probability measure + on (0, BF). if there exist constants c>0, k # N
and p>1 such that
}|0 f+(d|) }c & f &k, p , \f # PF (0)( :=PF (0, T 0)), (4.1)
then we write + # Mk, p(BF).
Lemma 4.1. For any f # P(0, T r), we can find fn # PF (0, T r), n # N,
such that & fn&f &k, p  0(n  ) for all k # N, p>.
Proof. By virtue of (2.9) we may simply assume that f =(>li=1Xhi) u
with hi # H, i=1, 2, ..., l, and u # T r. If l=1, then the lemma follows directly
from (2.6) and (2.8) by letting fn=Xhn u with [hn]n # N /F satisfying
limn  &h&hn&H=0. Suppose that we have proved the above fact for all
l=1, 2, ..., j and r=0, 1, 2, ... . Let now f =(> j+1i=1 Xhi) u with hi # H and
u # T r. We take gn # PF (0), !n # PF (0) such that for all k # N, p>1,
"gn& `
j
i=1
Xhi"k, p  0, &!n&Xhj+1 &k, p  0.
Set fn= gn !nu. Then fn # PF (0, T r). By (2.9) and (2.10) we have
& f &fn&k, p=& f & gn!n&k, p |u|T r
|u|Tr 2k(k+1)
_\"`
j
i=1
Xhi"k, 2p &Xhi+1&!n&k, 2p+"`
j
i=1
Xhi& gn"k, 2p &!n&k, 2p)  0
as n  , which completes the proof of the lemma. K
Lemma 4.2. (i) PF (0, T r) is {-dense in D(0, T r).
(ii) For any f # D(0, T r) there exists a BF -measurable T r-field
f # D(0, T r) such that f = f M-a.e.
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Proof. (i) follows from Lemma 4.1 and the fact that P(0, T r) is {-dense
in D(0, T r) (cf. [I92, Th. 12.15]). For proving (ii) let f # D(0, T r). By (i)
we can find a sequence [ fn]n # N /PF (0, T r) such that & f &fn&{  0.
Without loss of generality we may assume that n=1& fn+1&fn&{<. Let
A :=[| : n=1 | fn+1&fn |<]. Define
f (|) :={limn   fn(|), \| # A0, \| # 0"A.
Then f # D(0, T r) and & f &f &{=0 (cf. [I92, Th12.6]). The latter implies
that f = f M-a.e. Obviously f is BF -measurable. K
Lemma 4.3. For each a>0, k # N and p>1, there exists a positive con-
stant ;a, k, p such that
sup
&h&Ha
:

n=0
1
n!
&X nh&k, p;a, k, p< (4.2)
Proof. Let m # N be such that p2m. Then &X nh&k, p&X
n
h&k, 2m . From
the proof of [I92, Th. 11.5] we have
&X nh&k, 2mnk(k+1) &Xh &nk, 2mnnk(k+1) 2n(1 } 3 } 5 } } } (2m&1))12m &h&nH
Let bn= 1n! n
k(k+1) 2n(1 } 3 } 5 } } } (2mn&1))12m an, then
bn+1
bn
=
1
n+1 \
n+1
n +
k
2((2mn+1)(2mn+3)(2mn+2m&1))12m a

1
n+1
2k+1(2m(n+1))m2m a=(n+1)&12 2k+1(2m)12 a  0
Hence sup&h&Ha 

n=0
1
n! &X
n
h&k, p

n=0 bn<, proving (4.2). K
In what follows let S be the linear span of [cos Xh | h # H] _
[sin Xh | h # H], and let SF be those elements of S which depend only on
[Xh | h # F].
Lemma 4.4. (i) S/D(0, T 0).
(ii) For any f # SF , there exists fn # PF (0), n # N, such that
lim
n  
& f &fn&k, p=0, \k # N, p>1; (4.3)
lim
n  
& f 2&f 2n&k, p=0, \k # N, p>1; (4.4)
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Proof. Assume first that f =cos Xh for some h # H. We define
fn(|)= :
n
j=0
(&1) j X 2jh (|)
(2j)!
, n # N. (4.5)
Then limn   fn(|)= f (|) for all | # 0. It is clear from Lemma 4.3 that
[ fn | n # N] is a {-Cauchy sequence. Therefore f # D(0, T 0) in this case.
Moreover, if h # F then fn # PF (0), n # N. Hence (4.3) holds for f =cos Xh ,
with h # F. The case of f =sin Xh can be proved in a similar way. By the
linearity and (2.9) we conclude that S/D(0, T 0) and (4.3) holds for all
f # SF . Let now f # SF , fn # PF (0), n # N, such that (4.3) holds. Then apply-
ing (2.10) we have for k # N and p>1.
& f 2&f 2n&k, p=&( f+fn)( f &fn)&k, p
2k(k+1) & f+fn &k, 2p & f &fn&k, 2p  0 (n  ). K
Remark 4.5. The assertion (i) follows also from Corollary 3.3.(ii) and
the fact that Tt maps S onto S. The latter is a consequence of the follow-
ing formulae
Tt(cos Xh)=e(&(1&e
&2t)&h&2H)2 cos Xe&th , \h # H, (4.6)
Tt(sin Xh)=e(&(1&e
&2t)&h&2H)2 sin Xe&th , \h # H, (4.6$)
which can be checked directly by Mehler formula (3.1).
Lemma 4.6. Let + be a finite measure on (0, BH) and t>0. Then
for any bounded BH -measurable function f on 0, there exists a sequence
gn # S, n # N, such that limn   &Tt f &gn &{=0 and limn   0 |Tt f&gn|
+(d|)=0.
Proof. Let H be the family of all bounded BH-measurable functions
satisfying Lemma 4.6. Then H contains S by the fact that Tt maps S onto
S (cf. the above remark). If fn # H, n # N, fn converges uniformly to a func-
tion f, or fn is uniformly bounded and fn increasingly converges to f.
Then by dominated convergence theorem we have Tt fn(|)  Tt f (|) point-
wise, which in turn implies that 0 |Tt f &Tt fn| +(dw)  0 and 0 |Tt f &Tt fn|
#(d|)  0. The latter implies further that limn  &Tt f &Tt fn &{=0 by
virtue of (3.7). Therefore we can check that H is closed under uniform
convergence and bounded monotone convergence. Noticing that S is an
algebra containing constants and _[ f | f # S]=BH , by monotone class
theorem (cf. e.g. [DM78, I.22]) we see that H contains all bounded
BH -measurable functions.
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Theorem 4.7 (cf. Theorem 1.2). Let L be a linear functional on Dk, p(0)
( for some k # N and p>1) which is bounded on Dk, p(0), i.e., there exists a
constant c>0 such that
|L( f )|c & f &k, p , \f # Dk, p(0), (4.7)
and is positive on PF (0), i.e.,
f # PF (0), f0 O L( f )0. (4.8)
Then there exists a unique finite measure + on (0, BH) such that
L( f )=|
0
f+(d|), \f # P(0) and also \f =Tt g with
(4.9)
g being a bounded BH-measurable function on 0.
Proof. Let L be a linear functional specified by the theorem. Without
loss of generality we may assume that L(1)=1. Let
/(h)=L(e- &1 Xh) :=L(cos Xh)+- &1 L(sin Xh), \h # H. (4.10)
Then /(0) :=L(1)=1. We claim that / is continuous and positive definite
on H. For proving the continuity it is enough to show that there exists a
constant a>0 such that
|/(0)&/(h)|a &h&H for all h # H, &h&1. (4.11)
But by the proof of Lemma 4.4 and (4.7) it is easy to check that
|/(0)&/(h)|c \ :

j=1
&X jh &k, p
j! + , \h # H
If &Xh&1, then by (2.10) and (4.2) we have
:

i=1
&X jh&k, p
j!
2k(k+1) &Xh&k, 2p \ :

j=0
&X jh &k, 2p
( j+1) j!+
2k(k+1) ;1, k, 2p &Xh &k, 2p
Therefore applying (2.8) we get (4.11). To check that h is positive definite,
we note that (4.8) implies in particular L( f 2)0 for all f # PF (0). By (4.7),
Lemma 4.1 and (2.10) we conclude that L( f 2)0 for all f # P(0) (cf. the
proof of (4.4)). Applying (4.4) we conclude further that L( f 2)0 for all
f # S. Let c1 , ..., cn be arbitrary complex numbers, h1 , h2 , . . ., hn # H, we
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denote by f1 the real part of ni=1 ci e
- &1 Xhi and by f2 the image part of
ni=1 cie
- &1 Xhi. Then both f1 and f2 are in S. Therefore we have
:
n
k, j=1
ck c j /(hk&hj)=L \} :
n
j=1
cje- &1 Xhj}
2
+=L( f 21+f 22)0.
proving that / is positive definite. Now applying BochnerKolmogorov
Theorem (cf. e.g. [VTC87 Proposition IV 4.1]) we see that there is a prob-
ability measure + on (0, BH) such that
/(h)=|
0
e- &1 Xh(|)+(d|), \h # H. (4.12)
By the linearity (4.12) implies immediately that
L( f )=|
0
f+(d|), \f # S.
Applying Lemma 4.6 we conclude that for all bounded BH -measurable
function f and t>0, it holds that
L(Tt f )=|
0
(Ttf ) +(d|). (4.13)
Let f # P(0). By Lemma 3.1(i) we can find g # P(0) such that f =Tt g. Let
g+= g 6 0, g+n = g
+ 7n, n # N. Then g+n converges to g
+ increasingly and
in LP(0, BH , #) norm, therefore Ttg+n converges to Tt g
+ increasingly and
by (3.7) this convergence takes place also in the norm & }&k, p . Applying
(4.13) to g+n and taking limite in both sides we get L(Tt g
+)=
|(Ttg+) +(d|). Similarly we have L(Ttg&)=0(Ttg&) +(d|). Finally we
obtain L( f )=L(Tt g+&Ttg&)=0 f+(d|), completing the proof. K
Theorem 4.8 (cf. Theorem 1.1.). (i) Let f # D(0, T r), then there exists
a BF-measurable T r-field f # D(0, T r) such that f = f M-a.e..
(ii) BH=_[BF _ N]=[A2N | A # BF , N # N]
(iii) Let + # Mk, p(BF), then there exists a unique + # Mk, p such that
+=+ |BF .
Proof. (i) follows from Lemma 4.2 (ii). For proving (ii) let F be the right
hand side of 4.8 (ii). Obviously we have BH #_[BF _ N]#F. Hence
we need only to show that F#BH . To this end let B # BH . Then there
exists S # B(R) and [hi]i # N /H such that B=[| | (Xhi (|)) i # N # S].
By (i) for each i we may find a BF -measurable field X hi such
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that Bi :=[| | Xhi (|){X hi (|)] # N. Let A=[| | (X hi (|)) i # N # S] } N=
A2B :=(A"B) _ (B"A). Then N/i # N Bi # N and B=A2N. Hence B # F,
proving 4.8 (ii). We now prove (iii). Let + # Mk, p(BF). We set
L( f )=|
0
f+(d|), \f # PF (0).
Then by (4.1) |L( f )|c & f &k, p for all f # PF (0). Applying Lemma 4.2(i),
we see easily that PF (0) is dense in Dk, p(0) w.r.t & }&k, p-norm. Therefore
there exists a unique continuous extension of L, which we denote again
by L, such that
|L( f )|c & f &k, p , \f # Dk, p(0). (4.14)
Obviously L satisfies (4.8). Hence by Theorem 4.7 there exists a unique
finite measure + on (0, BH) such that
|
0
fu (d|)=L( f ), \ # P(0)
which together with (4.14) implies that + # Mk, p . Moreover, we have
|
0
f+ (d|)=L( f )=|
0
f+(d|), \f # PF (0).
Hence + | BF=+. The uniqueness of + follows from the fact that PF (0) is
& }&k, p dense in P(0). K
5. Correspondence Between (0, H, #) and (E, H, m)
Let E be a locally convex topological vector space such that H is con-
tinuously and densely contained in E. Let F :=E* be the topological dual
of E. Identifying H with its dual H*, F can be viewed as a dense linear sub-
space of H. Moreover, if F is equipped with a topology T which is equal
to or stronger than the weak* topology, then the embedding map from F
into H is also continuous.
Proposition 5.1 (cf. Proposition 1.3). There exists a linear injection 1
from E into 0 such that
(i) 1 |H=IdH ;
(ii) F(h, x)E=H(h, 1x) 0 , \f # F, x # E.
466 GONG AND MA
File: AAAAAA 287119 . By:CV . Date:12:07:96 . Time:08:07 LOP8M. V8.0. Page 01:01
Codes: 2553 Signs: 1515 . Length: 45 pic 0 pts, 190 mm
Proof. Let C be a linear subspace of H such that H=FC where
FC is an algebraic direct sum (c.f. e.g. [Sch80, I.2.1]). Since F is dense
in H, we may find an ONB [ek | k # N] of H such that ek # F for all k # N.
For h # H we define
hn= :
n
k=1
(ek , h) ek ,
let
E1 :={x # E | limn   F(hn , x) E exists in R for all h # C= .
Then E1 is a linear subspace of E and H/E1 . Let E2 be a linear subspace
of E such that E=E1 E2 where E1 E2 is an algebraic direct sum. Each
x # E is uniquely decomposed by x=p1(x)+ p2(x) with p1(x) # E1 and
p2(x) # E2 . For x # E we set
(h, 1x)= F(h, x) E for h # F,
(h, 1x)= lim
n  
(hn , p1(x)) for h # C.
and extend 1x to H=FC by linearity. 1x is then a linear functional on
H, i.e., an element of 0. It is easy to check that 1 is a linear injection form
E to 0 satisfying the properties specified in Proposition 5.1.
Remark 5.2. (i) The above 1 is not unique.
(ii) In general the above 1 is not BHB(E)-measurable, but it is
always BF B(E)-measurable.
(iii) If we set
K=[| # 0|H(h, |)0=0 for all h # F],
then K is a linear subspace of 0. Let 0K be the corresponding quotient
space. Then 0K is an algebraic isomorphism of E since by the Hahn
Banach Theorem each element x # E is uniquely determined by its value on
F. Intuitively we may think that 0 is a bundle with K as its fibre and 0K
as its base space. The image 1(E) of E is then a section on the bundle 0.
In what follows we fix a map 1 satisfying 5.1. Assume that there is a
Radon measure m on E such that
|
E
e&- &1 F(h, x)E m(dx)=e&(&h&2H)2, \h # F/H.
The following fact is well known.
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Lemma 5.3. There exists a _-compact Lusin linear space E0 /E such
that m(E0)=1.
For the proof of the above lemma we refer e.g. to [BR.93].
For any measure + on (0, BH) we denote by +* the outer measure gener-
ated by + | BF . Recall that # is the unique standard Gaussian measure on 0.
Lemma 5.4. #*(1(E))=1 and
m(A)=#*(1(A)), \A # B(E). (5.2)
Proof. Let # (A)=m(1 &1(A)) for A # BF . Then # is a probability
measure on (0, BF). Moreover,
|
0
e- &1 Xh(|) # (d|)=e&(&h&2H)2=|
0
e- &1 Xh(|) #(d|)
for all h # F/H, which implies that # coincides with the restriction of # on
BF . Therefore for any A # BF , A/0"1(E), we have #(A)=m(1 &1(A))=0.
Hence #*(1(E))=1. Let E0 be specified by Lemma 5.3. If A # BF , A/0"
1(E0), then #(A)=# (A)=0 since 1 &1(A)/E"E0. Thus we have also
#*(1(E0))=1. Note that 1 is a measurable isomorphism from (E0 , E0 & B(E))
onto (1(E0), 1(E0) & BF). Therefore for any A # B(E) we have
m(A)=m(A & E0)=#*(1(A & E0)=#*(1(A)),
which completes the proof.
Lemma 5.5. Let [en | n # N] be an arbitrary ONB of H. Define
8 : 0  R by 8(|)=(Xek(|))k # N for | # 0. If + # Mk, p , then + b 8
&1 is
a probability measure of finite (k, p)-energy on R (in the sense of [KS92]).
Proof. Clearly + b 8&1 is a probability measure on (R, B(R)).
Employing the notation used in Section 3, if f # F k, p , then by (3.5) and 3.4
(iii) we have
|
R
f (+ b 8&1)(dx)=|
0
( f b 8) +(d|)c & f b 8&k, p
ca&1k, p & f b 8&k , p=ca
&1
k, p & f &
7
k , p
where c is a constant specified by (2.7). Therefore by [KS92, Sect. 3]
+ b 8&1 is of finite (k, p)-energy.
Lemma 5.6. Let E0 be specified by Lemma 5.3. Let k # N and p>1.
Then for any + # Mk, p we have +*(1(E0))=1.
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Proof. Let + # Mk, p and let A # BF be such that A#1(E0). We need to
show that +(A)=1. To this end let A be as above. Applying the monotone
class theorem one knows that there exists a Borel function f # R and a
countable family [hk]k # N /F such that
A=[| # 0 | f ((Xhk(|))k # N )=1] (5.3)
Employing Schmidt’s method and noticing that F is dense in H, one may
rewrite f ((Xhk)k # N) by g((Xek)k # N ) where g : R
  R is again a Borel func-
tion and [ek]k # N is an ONB of H with ek # F for all k # N. Let
B=[x # R | f (x)=1] and 8(|)=(Xek(w))k # N . Then by (5.3) we have
A=8&1(B). By Proposition 5.1 (ii) 8 b 1 is a continuous map from E to
R. Therefore B0 :=8 b 1(E0) is _-compact in R since so is E0 in E. In
particular, B0 is a linear Borel subset of R. Moreover, 8&1(B0) # BF and
,&1(B0)#1(E0). Hence by 3.4 (i) and the proof of 5.4 #^(B0)=
# b 8&1(B0)=1, where #^ is the unique standard Gaussian measure on R.
Thus it follows from [BR93, 2.8(ii)] that Capk, p(R
"B0)=0, which in
turn implies by [KS92, 4.7] and Lemma 5.5 that + b 8&1(R"B0)=0, or
equivalently, + b 8&1(B0)=1. Note that A#1(E0) implies A :=8&1(B)#
8&1(B0). Hence +(A)=+ b 8&1(B)=1, completing the proof. K
For the further discussion we need the Mehler semigroup (TEt )t>0 over
(E, B(E), m) which is defined similarly to (3.1), i.e.,
TEt f (x) :=|
E
f (e&tx+- 1&e&2t y) m(dy),
\x # E, f # L p(E, B(E), m), p>1. (5.4)
The analogous results to Lemma 3.1 hold also for (TEt )t>0. Let
VEr , & }&
E
r~ , p , and Fr, p(E) be defined as in (3.3), (3.4) and (3.6) respectively
with L p(0, BH , #) replaced by L p(E, B(E), m). We write P(E) for P(E, T 0)
(cf. 2.1.). Similar to the argument of Theorem 3.2 one can check that the
Meyer’s equivalence result holds also for (E, B(E), m). That is, for k # N
and p>1, there exists constant ak, p and Ak, p such that
ak, p & f &Ek, p& f &
E
k , pAk, p & f &
E
k, p , \f # P(E). (5.5)
A direct consequence of (5.5) is that
Lemma 5.7. (i) Fk, p(E)=Dk, p(E), \k # N, p>1.
(ii) If f # L p(E, B(E), m), then TEt f # Dk, p(E). Moreover, for each
k # N and p>1 there exists a constant :(k, p) such that
&TEt f &
E
k, p:(k, p) t
&k & f &ELp(E) , \f # L
p(E, B(E), m). (5.6)
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(iii) If f, g # L p(E, B(E), m) and f = g m-a.e., then
TEt f =T
E
t g Capr.p-q.e. for all r>0, p>1.
(iv) If f # Dk, p(0), then limt a 0 &TEt f &f &
E
k, p=0.
Proof. See the argument of Corollary 3.3. K
For f # PF (0), we define
( f )= f b 1 (5.7)
One can easily check that  maps PF (0) onto P(E), and
&( f )&Ek, p=& f &k, p , \f # PF (0), k # N, p>1. (5.8)
Theorem 5.8. (cf. Theorem 1.4). Let k # N and p>1. Let + # Mk, p . Set
&(A)=+*(1(A)), \A # B(E) (5.9)
Then &(E)=1 and & is a probability measure on E of finite (k, p)-energy (in
the sense of [KS92]) satisfying
& b 1 &1(A)=+(A), \A # BF , (5.10)
Conversely let & be a probability measure on E of (k, p)-finite energy, then
there exists a unique measure + # Mk, p satisfying (5.9) and (5.10). The above
relation specifies a one to one correspondence between Mk, p and all the prob-
ability measures on E of finite (k, p)-energy.
Proof. Let + # Mk, p . Then by Lemma 5.6 +*(1(E0))=1. Hence +* is a
probability measure on (1(E0), 1(E0) & BF), which implies that & defined
by (5.3) is a probability measure on (E0 , E0 & B(E0)) since 1 is a
measurable isomorphism from (E0 , Eo & B(E)) onto (1(E0), 1(E0) & BF).
But for any A # B(E) we have by (5.9) and Lemma 5.6 that
&(A)=+*(1(A))=+*(1(A) & 1(E0))=+*(1(A & E0))=&(A & E0).
Hence & is a probability measure on (E, B(E)) with &(E0)=1. (5.10)
follows from the fact that 1 is a measurable isomorphism from E0 to 1(E0)
and that &(E"E0)=0. Let g # P(E), then g= f b 1 for some f # PF (0). We
have
|
E
g(x) &(dx)=|
E0
( f b 1 ) &(dx)=|
1(E0)
f+*(d|)=|
0
f+(d|).
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Hence by (2.7), (5.7), (5.8) and (5.5).
}|E g(x) &(dx)}c & f &k, p=c &g&Ek, pc1 &g&Ek , p , \g # P(E)
where c1 is a constant. Thus + is a probability measure of finite (k, p)-
energy since P(E) is dense in Fk, p(E). Conversely let & be a probability
measure of finite (k, p)-energy on E. Then & b 1 &1 is a probability measure
on (0, BF). Since & is of finite (k, p)-energy, applying (5.7) and (5.8) we
can check that u b 1 &1 # Mk, p(BF). Therefore by 4.8 (iii) there exists a
measure + # Mk, p such that # b 1 &1=+ | BF . Using Lemma 5.6 and the
fact that 1 is a measurable isomorphism from (E0 , E0 & B(E)) to
(1(E0))1(E0) & BF), one can check that + satisfies (5.9). Let + be another
measure in Mk, p satisfying (5.9), then + |BF=& b 1
&1=+ |BF . Hence by the
uniqueness part of Lemma 5.6 + =+ on (0, BH). The last assertion of the
theorem is clear. K
Let Capr, p be defined as in [KS92]. We shall make use of the following
result obtained in [KS92, Th. 4.7].
Let A # B(E). Then Capr, p(A)=0 if and only if &(A)=0
(5.11)
for all probability measures & of finite (r, p)-energy.
The validity of (5.11) in our context will be given in the next section.
Theorem 5.9 (cf. Theorem 1.5). Let k # N and p>1.
(i) Let A # BH . Then A # Nk, p if and only if for all B # BF with
A2B # N, it holds that Capk, p(1 &1(B))=0.
(ii) Let A # B(E). Then Capk, p(A)=0 if and only if +*(1(A))=0 for
all + # Mk, p . If in addition E is a metrizable Lusin space, then Capk, p(A)=0
if and only if there exists B # BF such that A=1 &1(B) and B # Nk, p .
Proof. (i) By the virtue of 4.8(ii) it is enough to show that if B # BF ,
then B # Nk, p  Capk, p(1 &1(B))=0. But this follows easily from
Theorems 5.8 and (5.11). The first assertion of (ii) follows also from (5.11),
(5.9) and Theorem 5.8. If in addition E is a metrizable Lusin space, then
1 is a measurable isomorphism from (E, B(E)) onto (1(E), 1(E) & BF .
Hence if A # B(E), we can always find B # BF such that 1(A)=1(E) & B,
i.e., A=1 &1(B); Thus the last assertion follows from (i). K
Theorem 5.10 (cf. Theorem 1.6). For f # (0, T r) we define
( f )= f b 1, q.e. (5.12)
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where f denotes any BF-measurable version of f such that f = f M-a.e. Then
 is a one to one linear mapping from D(0, T r) onto D(E, T r). Moreover,
we have
{( f )=({f ) (5.13)
&( f )&Ek, p=& f &k, p , \k # N, p>1 (5.14)
Proof. Let us consider first the mapping  : PF (0, T r)  P(E, T r)
defined by ( f )= f b 1 for f # PF (0, T r). It is ready to check that  is a
one to one map from PF (0, T r) onto P(E, T r) and (5.13), (5.14) are true
in this case (cf. the argument of Lemma 3.5). Since PF (0, T r) is {-dense in
D(0, T r), P(E, T r) is {-dense in D(E, T r). Hence there exists a unique con-
tinuous extension  of  which maps D(0, T r) onto D(E, T r) and satisfies
(5.13) and (5.14). For f # D(0, T r), we take a sequence [ fn]n # N /
PF (0, T r) such that & f &fn&{  0 and n=1& fn+1&fn&{<. Then there
exists a BF-measurable version f of f such that limn   fn(|)= f (|) for
M-a.e. | # 0, which implies by 5.9(i) that limn  ( fn b 1 )(x)= f b 1(x) q.e.
(q.e. means up to a slim set). On the other hand, by the continuity of  we
have  ( fn) := fn b 1   ( f ) w.r.t. {-norm in E. Hence  ( f )= f b 1 q.e. Note
that if f 1 is another BF-measurable version of f, then [ f {f 1] # N, which
implies by 5.9(i) that [ f b 1{f b 1] is a slim set in E. Hence we have again
 ( f )= f 1 b 1 q.e. In other words, the map  specified by (5.12) determines
a unique element in D(E, T r) and  coincides with  on D(E, T r). The
proof is thus completed. K
Remark 5.11. By an argument similar to that of 4.2(ii) one can
show that for any f # Dk, p(0, T r) there exists a BF-measurable T r-field
f # Dk, p(0, T r) such that f = f Mk, p-a.e. We define
( f )= f b 1 Capk, p-q.e., \f # Dk, p(0, T r). (5.15)
Then similarly to the proof of the above theorem one can check that  is
a isometric ismorphism from Dk, p(0, T r) onto D(E, T r) satisfying (5.13)
and
&( f )&Ek, p=& f &k, p . (5.16)
Below is an application of the above remark.
Proposition 5.12. Let , be a lineal functional on Dk, p(E) satisfying the
following two conditions
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(i) There exists a constant c>0 such that
|,( f )|c& f &Ek, p , \f # Dk, p(E)
(ii) f # P(E), f0 O ( f )0
Then there exists a unique measure & on E of (k, p)-finite energy such that
,( f )=|
E
f&(dx), \f # P(E) and f # Dk, p(E) & Cb(E) (5.17)
(Cb(E) denotes all the bounded continuous functions on E.)
Proof. Without loss of generality we assume ,(1)=1. Let  be defined
by (5.15). We define a linear functional L on Dk, p(0) by L( f )=,(f )) for
all f # Dk, p(0). Then (5.16) and 5.12(i) implies that L is bounded on
Dk, p(0). 5.12(ii) implies that L is positive on PF (0). Applying 4.7 we get
a unique measure + on (0, BH) satisfying (4.9). Using 5.12(i) and (5.16)
again we see that + # Mk, p . Thus by 5.8 there exists a unique measure & of
(k, p)-finite energy satisfying (5.9) and (5.10). Let f # P(E), then there exists
u # PF (0) such that f =(u) :=u b 1. Therefore by (4.9) and (5.10),
,( f )=L(u)=|
0
u+(d|)=|
0
u(& b 1 &1)(d|)=|
E
(u b 1 ) &(dx)=|
E
f&(dx).
Note that by (5.9) and Lemma 5.6 we have &(E"E0)=0. Since E0 is a
_-compact Lusin space, we have
E0 & B(E)=_[cos F(F, } ) E | h # F].
Hence following the argument of 4.7 one can check that
,( f )=|
E0
f&(dx)=| f&(dx), \f # P(E) and f =TEt g with
(5.18)
g being a bounded B(E)-measurable function.
In particular, if g # Dk, p(E) & Cb(E), then by (5.4) and 5.7(iv) TEt g con-
verges to g both pointwise and in & }&Ek, p norm as t a 0. Therefore by the
dominated convergence theorem and the continuity of , we see that (5.18)
holds also for f # Dk, p(E) & Cb(E). K
6. A Remark About (E, H, m)
Let (E, H, m) be as in the previous section and let (TEt )t>0 be the Mehler
semigroup defined by (5.4). The purpose of this section is to show that
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most of the results obtained in [KS92] are available in our context,
though the space E is not assumed to be a separable metric space in this
paper. To this end let E0 be as in Lemma 5.3. The following facts are
known:
Lemma 6.1. (i) Capr, p is tight on E0 for any r>0, p>1. That is, given
any r>0, p>1, we can find an increasing sequence of compact sets
[Kn]n1 , such that n1 Kn /E0 and limn  Capr, p(E"Kn)=0. In par-
ticular,
Capr, p(E"E0)=0, \r>0, p>1. (6.1)
(ii) For any measure & on E of (r, p)-finite energy, it holds that
&(E"E0)=0
Indeed, (i) follows from the proof of [BR93, 2.2]. (ii) follows from (5.9)
and Lemma 5.6 of this paper. (Note that & is a measure of (r, p)-finite
energy implies that & is of (k, p)-finite energy for k>r.)
Remark 6.2. The above lemma tells us that as far as capacities and
measures of finite energy are concerned, we may concentrate on the Lusian
linear subspace E0 . Moreover, by 6.1(i) and [AFHMR91, THl.1], Capr, p
takes the same value on the subset of E0 no matter if it is defined as a
capacity on E or as a capacity on E0 (w.r.t. the trace topology).
For notational convenience, in the remainder of this paper let (Tt)t>0 ,
(Vr)r>0 , & }&r~ , p , Fr, p(E0) be defined as in (5.4), (3.3), (3.4) and (3.6) respec-
tively with L p(0, BH , #) replaced by L p(E0 , B(E0), m).
Proposition 6.3. There exists a metric \ on E0 satisfying the following
properties:
(i) (E0 , \) is a separable metric space.
(ii) The identity map I : (E0 , _)  (E0 , \) is continuous, here _ denotes
the original trace topology on E0 .
(iii) The Borel _-fields generated by _ and by \ are the same.
(iv) With respect to the metric \ and the Mehler semigroup (Tt)t>0 ,
the conditions (A.1)(A.3) in [KS92] are satisfied. More precisely.
(A.1) Fr, p(E0) & C \b (E0) is dense in Fr, p and 1 # Fr, p } (C
\
b (E0)
denotes the family of bounded \-continuous functions on E0 .)
(A.2) There exists an algebra D/Fr, p(E0) & C \b (E0) which
separates points of E0 .
(A.3) The (r, p)-capacity relative to (Tt)t>0 on (E, \) is tight.
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Proof. Since E0 is a _-compact Lusin space, and every compact subset
of a Lusin space is metrizable [DM78, 67], hence we can find a countable
family F0=[hn]n # N /F (Recall F is the topological dual of E) such that
F0 separates the points of E0 . We now define
\(x, y)= :

n=1
|(hn , x)&(hn , y) |
2n(1+|(hn , x)&(hn , y) | )
\x, y # E0 (6.2)
Then (E0 , \) is a separable metric space satisfying (i) and (ii). If K is a
compact subset of (E0 , _), then one can check that K is also a compact
subset of (E0 , \) and the two topologies coincide on K. Hence (iii) is
satisfied since (E, _) is _-compact. It follows from (ii), (iii), 6.1(i) and
[AFHMR91, Th1.1] that
the (r, p)-capacities relative to (E0 , _) and (E0 , \) are the same.
(6.3)
Therefore (A.3) is fulfilled by 6.1(i). Let D be the linear span of F0
and let S(E0) be the algebra generated by [cos (h, } ) | h # D] _
[sin (h, } ) | h # D]. Then S(E0) satisfies (A.2). By dominated con-
vergence theorem we know that Vr(S(E0))/C \b (E0). But S(E0) is dense
in L p(E0). Therefore Vr(S(E0)) is dense in Fr, p(E0), verifying (A.1). K
By Proposition 6.3, (6.3) and Lemma 6.1 one can check that most of the
results obtained in [KS92] are available in our context. In particular,
(5.11) is true in our situation.
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