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Abstract—A point-to-point wireless communication system in
which the transmitter is equipped with an energy harvesting
device and a rechargeable battery, is studied. Both the energy
and the data arrivals at the transmitter are modeled as Markov
processes. Delay-limited communication is considered assuming
that the underlying channel is block fading with memory, and the
instantaneous channel state information is available at both the
transmitter and the receiver. The expected total transmitted data
during the transmitter’s activation time is maximized under three
different sets of assumptions regarding the information available
at the transmitter about the underlying stochastic processes.
A learning theoretic approach is introduced, which does not
assume any a priori information on the Markov processes gov-
erning the communication system. In addition, online and offline
optimization problems are studied for the same setting. Full
statistical knowledge and causal information on the realizations
of the underlying stochastic processes are assumed in the online
optimization problem, while the offline optimization problem
assumes non-causal knowledge of the realizations in advance.
Comparing the optimal solutions in all three frameworks, the
performance loss due to the lack of the transmitter’s information
regarding the behaviors of the underlying Markov processes is
quantified.
Index Terms—Dynamic programming, Energy harvesting, Ma-
chine learning, Markov processes, Optimal scheduling, Wireless
communication
I. INTRODUCTION
Energy harvesting (EH) has emerged as a promising tech-
nology to extend the lifetime of communication networks,
such as machine-to-machine or wireless sensor networks;
complementing current battery-powered transceivers by har-
vesting the available ambient energy (solar, vibration, thermo-
gradient, etc.). As opposed to battery limited devices, an
EH transmitter can theoretically operate over an unlimited
time horizon; however, in practice transmitter’s activation
time is limited by other factors and typically the harvested
energy rates are quite low. Hence, in order to optimize the
communication performance, with sporadic arrival of energy
in limited amounts, it is critical to optimize the transmission
policy using the available information regarding the energy
and data arrival processes.
There has been a growing interest in the optimization of
EH communication systems. Prior research can be grouped
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into two, based on the information (about the energy and
data arrival processes) assumed to be available at the trans-
mitter. In the offline optimization framework, it is assumed
that the transmitter has non-causal information on the exact
data/energy arrival instants and amounts [1]–[9]. In the online
optimization framework, the transmitter is assumed to know
the statistics of the underlying EH and data arrival processes;
and has causal information about their realizations [10]–[16].
Nonetheless, in many practical scenarios either the charac-
teristics of the EH and data arrival processes change over time,
or it is not possible to have reliable statistical information
about these processes before deploying the transmitters. For
example, in a sensor network with solar EH nodes distributed
randomly over a geographical area, the characteristics of each
node’s harvested energy will depend on its location, and will
change based on the time of the day or the season. Moreover,
non-causal information about the data/energy arrival instants
and amounts is too optimistic in practice, unless the underlying
EH process is highly deterministic. Hence, neither online nor
offline optimization frameworks will be satisfactory in most
practical scenarios. To adapt the transmission scheme to the
unknown EH and data arrival processes, we propose a learning
theoretic approach.
We consider a point-to-point wireless communication sys-
tem in which the transmitter is equipped with an EH device
and a finite-capacity rechargeable battery. Data and energy
arrive at the transmitter in packets in a time-slotted fashion.
At the beginning of each time-slot (TS), a data packet arrives
and it is lost if not transmitted within the following TS.
This can be either due to the strict delay requirement of the
underlying application, or due to the lack of a data buffer
at the transmitter. Harvested energy can be stored in a finite
size battery/capacitor for future use, and we consider that the
transmission of data is the only source of energy consumption.
We assume that the wireless channel between the transmitter
and the receiver is constant for the duration of a TS but
may vary from one TS to the next. We model the data and
energy packet arrivals as well as the channel state as Markov
processes. The activation time of an EH transmitter is not
limited by the available energy; however, to be more realistic
we assume that the transmitter might terminate its operation at
any TS with certain probability. This can be due to physical
limitations, such as blockage of its channel to the receiver,
failure of its components, or because it is forced to switch to
the idle mode by the network controller. The objective of the
transmitter is to maximize the expected total transmitted data
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2to the destination during its activation time under the energy
availability constraint and the individual deadline constraint
for each packet.
For this setting, we provide a complete analysis of the
optimal system operation studying the offline, online and the
learning theoretic optimization problems. The solution for
the offline optimization problem constitutes an upperbound
on the online optimization, and the difference between the
two indicates the value of knowing the system behavior non-
causally. In the learning-based optimization problem we take
a more practically relevant approach, and assume that the
statistical information about the underlying Markov processes
is not available at the transmitter, and that, all the data and
energy arrivals as well as the channel states are known only
causally. Under these assumptions, we propose a machine
learning algorithm for the transmitter operation, such that the
transmitter learns the optimal transmission policy over time by
performing actions and observing their immediate rewards. We
show that the performance of the proposed learning algorithm
converges to the solution of the online optimization problem as
the learning time increases. The main technical contributions
of the paper are summarized as follows:
• We provide, to the best of our knowledge, the first
learning theoretic optimization approach to the EH com-
munication system optimization problem under stochastic
data and energy arrivals.
• For the same system model, we provide a complete
analysis by finding the optimal transmission policy for
both the online and offline optimization approaches in
addition to the learning theoretic approach.
• For the learning theoretic problem, we propose a
Q-learning algorithm and show that its performance con-
verges to that of the optimal online transmission policy
as the learning time increases.
• For the online optimization problem, we propose and an-
alyze a transmission strategy based on the policy iteration
algorithm.
• We show that the offline optimization problem can be
written as a mixed integer linear program. We provide
a solution to this problem through the branch-and-bound
algorithm. We also propose and solve a linear program
relaxation of the offline optimization problem.
• We provide a number of numerical results to corrobo-
rate our findings, and compare the performance of the
learning theoretic optimization with the offline and online
optimization solutions numerically.
The rest of this paper is organized as follows. Section II
is dedicated to a summary of the related literature. In Sec-
tion III, we present the EH communication system model. In
Section IV, we study the online optimization problem and
characterize the optimal transmission policy. In Section V,
we propose a learning theoretic approach, and show that the
transmitter is able to learn the stochastic system dynamics
and converge to the optimal transmission policy. The offline
optimization problem is studied in Section VI. Finally in
Section VII, the three approaches are compared and contrasted
in different settings through numerical analysis. Section VIII
concludes the paper.
II. RELATED WORK
There is a growing literature on the optimization of EH
communication system within both online and offline opti-
mization frameworks. Optimal offline transmission strategies
have been characterized for point-to-point systems with both
data and energy arrivals in [1], with battery imperfections
in [2], and with processing energy cost in [3]; for various
multi-user scenarios in [2], [4]–[7]; and for fading channels
in [8]. Offline optimization of precoding strategies for a MIMO
channel is studied in [9]. In the online framework the system
is modeled as a Markov decision process (MDP) and dynamic
programming (DP) [17] based solutions are provided. In [10],
the authors assume that the packets arrive as a Poisson process,
and each packet has an intrinsic value assigned to it, which also
is a random variable. Modeling the battery state as a Markov
process, the authors study the optimal transmission policy
that maximizes the average value of the received packets at
the destination. Under a similar Markov model, [11] studies
the properties of the optimal transmission policy. In [12],
the minimum transmission error problem is addressed, where
the data and energy arrivals are modeled as Bernoulli and
Markov processes, respectively. Ozel et al. [8] study online
as well as offline optimization of a throughput maximization
problem with stochastic energy arrivals and a fading channel.
The causal information assumption is relaxed by modeling
the system as a partially observable MDP in [13] and [14].
Assuming that the data and energy arrival rates are known at
the transmitter, tools from queueing theory are used for long-
term average rate optimization in [15] and [16] for point-to-
point and multi-hop scenarios, respectively.
Similar to the present paper, references [18]–[21] optimize
EH communication systems under mild assumptions regarding
the statistical information available at the transmitter. In [18]
a forecast method for a periodic EH process is considered.
Reference [19] uses historical data to forecast energy arrival
and solves a duty cycle optimization problem based on the
expected energy arrival profile. Similarly to [19], the trans-
mitter duty cycle is optimized in [20] and [21] by taking
advantage of techniques from control theory and machine
learning, respectively. However, [19]–[21] consider only bal-
ancing the harvested and consumed energy regardless of the
underlying data arrival process and the cost associated to data
transmission. In contrast, in our problem setting we consider
the data arrival and channel state processes together with the
EH process, significantly complicating the problem.
III. SYSTEM MODEL
We consider a wireless transmitter equipped with an EH
device and a rechargeable battery with limited storage capacity.
The communication system operates in a time-slotted fashion
over TSs of equal duration. We assume that both data and
energy arrive in packets at each TS. The channel state remains
constant during each TS and changes from one TS to the next.
We consider strict delay constraints for the transmission of
data packets; that is, each data packet needs to be transmitted
3within the TS following its arrival. We assume that the
transmitter has a certain small probability (1−γ) of terminating
its operation at each TS, and it is interested in maximizing the
expected total transmitted data during its activation time.
The sizes of the data/energy packets arriving at the begin-
ning of each TS are modeled as correlated time processes
following a first-order discrete-time Markov model. Let Dn
be the size of the data packet arriving at TS n, where
Dn ∈ D , {d1, . . . , dND}, and ND is the number of elements
in D. Let pd(dj , dk) be the probability of the data packet
size process going from state dj to state dk in one TS. Each
energy packet is assumed to be an integer multiple of a
fundamental energy unit. Let EHn denote the amount of energy
harvested during TS n, where EHn ∈ E , {e1, . . . , eNE},
and pe(ej , ek) is the state transition probability function. The
energy harvested during TS n, EHn , is stored in the battery and
can be used for data transmission at the beginning of TS n+1.
The battery has a limited size of Bmax energy units and all the
energy harvested when the battery is full is lost. Let Hn be the
channel state during TS n, where Hn ∈ H , {h1, . . . , hNH}.
We assume that Hn also follows a Markov model; ph(hj , hk)
denotes its state transition probability, and the realization of
Hn at each TS n is known at the receiver. Similar models
have been considered for EH [12]–[14], data arrival [13], and
channel state [14], [22] processes. Similar to our model, [10]
also considers a strict deadline constraint and lack of data
buffer at the transmitter.
For each channel state Hn and packet size Dn, the trans-
mitter knows the amount of minimum energy ETn required
to transmit the arriving data packet to the destination. Let
ETn = fe(Dn, Hn) : D × H → Eu where Eu is a discrete
set of integer multiples of the fundamental energy unit. We
assume that if the transmitter spends ETn units of energy the
packet is transmitted successfully.
In each TS n, the transmitter knows the battery state Bn, the
size of the arriving packet Dn, the current channel state Hn;
and hence, the amount of energy ETn required to transmit this
packet. At the beginning of each TS, the transmitter makes a
binary decision: to transmit or to drop the incoming packet.
This may account for the case of control or measurement
packets, where the data in the packet is meaningful only if
received as a whole. Additionally, the transmission rate and
power are fixed at the beginning of each TS, and cannot be
changed within the TS. The transmitter must guarantee that the
energy spent in TS n is not greater than the energy available
in the battery, Bn. Let Xn ∈ {0, 1} be the indicator function
of the event that the incoming packet in TS n is transmitted.
Then, for ∀n ∈ Z, we have
XnE
T
n ≤ Bn, (1)
Bn+1 = min{Bn −XnETn + EHn , Bmax}. (2)
The goal is to maximize the expected total transmitted data
over the activation time of the transmitter, which is given by:
max
{Xi}∞i=0
lim
N→∞
E
[
N∑
n=0
γnXnDn
]
,
s.t. (1) and (2),
(3)
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Figure 1. EH communication system with EH and data arrival stochastic
processes as well as varying channel.
where 0 < 1 − γ ≤ 1 is the independent and identi-
cally distributed probability of the transmitter to terminate
its operation in each TS. We call this problem the expected
total transmitted data maximization problem (ETD-problem)
as the transmitter aims at maximizing the total transmitted
data during an unknown activation time. The EH system that
is considered here is depicted in Figure 1.
We will also consider the case with γ = 1; that is, the
transmitter can continue its operation as long as there is
available energy. In this case, contrary to the ETD-problem,
(3) is not a practical measure of performance as the transmitter
operates for an infinite amount of time; and hence, most
transmission policies that allow a certain non-zero probability
of transmission at each TS are optimal in the expected total
transmitted data criterion as they all transmit an infinite
amount of data. Hence, we focus on the expected throughput
maximization problem (TM-problem):
max
{Xi}∞i=0
lim
N→∞
1
N + 1
E
[
N∑
n=0
XnDn
]
,
s.t. (1) and (2).
(4)
The main focus of the paper is on the ETD-problem, therefore,
we assume 0 ≤ γ < 1 in the rest of the paper unless
otherwise stated. The TM-problem will be studied numerically
in Section VII.
An MDP provides a mathematical framework for modeling
decision-making situations where outcomes are partly random
and partly under the control of the decision maker [23]. The
EH communication system, as described above, constitutes a
finite-state discrete-time MDP. An MDP is defined via the
quadruplet 〈S,A, pxi(sj , sk), Rxi(sj , sk)〉, where S is the set
of possible states, A is the set of actions, pxi(sj , sk) denotes
the transition probability from state sj to state sk when action
xi is taken, and Rxi(sj , sk) is the immediate reward yielded
when in state sj action xi is taken and the state changes to
sk. In our model the state of the system in TS n is Sn, which
is formed by four components Sn = (EHn , Dn, Hn, Bn).
Since all components of Sn are discrete there exist a finite
number of possible states and the set of states is denoted by
S = {s1, . . . , sNS}. The set of actions is A = {0, 1}, where
4action 0 (1) indicate that the packet is dropped (transmitted).
If the immediate reward yielded by action xi ∈ A when the
state changes from Sn to Sn+1 in TS n is Rxi(Sn, Sn+1),
the objective of an MDP is to find the optimal transmission
policy pi(·) : S → A that maximizes the expected discounted
sum reward (i.e., the expected total transmitted data). We
restrict our attention to deterministic stationary transmission
policies. In our problem, the immediate reward function is
RXn(Sn, Sn+1) = XnDn, and the expected discounted sum
reward is equivalent to (3), where γ corresponds to the
discount factor, and Xn = pi(Sn) is the action taken by the
transmitter when the system is in state Sn.
Given the policy pi and the current state Sn, the state of the
battery Bn+1 is ubiquitously determined by (2). The other state
components are randomly determined using the state transition
probability functions. Since state transitions depend only on
the current state and the transmitter’s current action, the
model under consideration fulfills the Markov property. As a
consequence, we can take advantage of DP and reinforcement
learning (RL) [24] tools to solve the ETD-problem.
Next, we introduce the state-value function and action-value
function which will be instrumental in solving the MDP [24].
The state-value function is defined as follows:
V pi(sj) ,
∑
∀sk∈S
ppi(sj)(sj , sk)
[
Rpi(sj)(sj , sk) + γV
pi(sk)
]
.
(5)
It is, intuitively, the expected discounted sum reward of policy
pi when the system is in state sj . The action-value function,
defined as
Qpi(sj , xi) ,
∑
∀sk∈S
pxi(sj , sk) [Rxi(sj , sk) + γV
pi(sk)] ,
(6)
is the expected discounted reward when the system is in state
sj , takes action xi ∈ A, and follows policy pi thereafter. A
policy pi is said to be better than or equal to policy pi′, denoted
by pi ≥ pi′, if the expected discounted reward of pi is greater
than or equal to that of pi′ in all states, i.e., pi ≥ pi′ if V pi(sj) ≥
V pi
′
(sj),∀sj ∈ S . The optimal policy pi∗ is the policy that is
better than or equal to any other policy. Eqn. (5) indicates
that the state-value function V pi(Sn) can be expressed as a
combination of the expected immediate reward and the state
value function of the next state, V pi(Sn+1). The same happens
with the action-value function. The state-value function when
the transmitter follows the optimal policy is
V pi
∗
(sj) = max
xj∈A
Qpi
∗
(sj , xj). (7)
From (7) we see that the optimal policy is the greedy policy;
that is, the policy that performs the action with the highest ex-
pected discount reward according to Qpi
∗
(sj , xj). The action-
value function, when the optimal policy is followed, is
Qpi
∗
(sj , xi) =
∑
∀sk∈S
pxi(sj , sk)
[
Rxi(sj , sk)+γ max
xj∈A
Qpi
∗
(sk, xj)
]
.
(8)
Similarly to (5), (8) indicates that the action-value function
Qpi
∗
(Sn, xi), when following pi∗, can be expressed as a com-
bination of the expected immediate reward and the maximum
value of the action-value function of the next state.
There are three approaches to solve the ETD-problem
depending on the available information at the transmitter. If the
transmitter has prior information on the values of pxi(sj , sk)
and Rxi(sj , sk), the problem falls into the online optimization
framework, and we can use DP to find the optimal transmission
policy pi∗. If the transmitter does not have prior information
on the values of pxi(sj , sk) or Rxi(sj , sk) we can use a
learning theoretic approach based on RL. By performing
actions and observing their rewards, RL tries to arrive at an
optimal policy pi∗ which maximizes the expected discounted
sum reward accumulated over time. Alternatively, in the offline
optimization framework, it is assumed that all future EH states
EHn , packet sizes Dn and channel states Hn are known non-
causally over a finite horizon.
Remark 1. If the transmitter is allowed to transmit a smaller
portion of each packet, using less energy than required to
transmit the whole packet, one can re-define the finite action
set A. As long as the total number of actions and states
remains finite, all the optimization algorithms that we propose
in Sections IV and V remains to be valid. In principle, DP
and RL ideas can be applied to problems with continuous
state and action spaces as well; however, exact solutions are
possible only in special cases. A common way of obtaining
approximate solutions with continuous state and action spaces
is to use function approximation techniques [24]; e.g., by
discretizing the action space into a finite set of packet portions,
or using fuzzy Q-learning [25].
IV. ONLINE OPTIMIZATION
We first consider the online optimization problem. We
employ policy iteration (PI) [26], a DP algorithm, to find the
optimal policy in (3). The MDP problem in (3) has finite action
and state spaces as well as bounded and stationary immediate
reward functions. Under these conditions PI is proven to
converge to the optimal policy when 0 ≤ γ < 1 [26]. The
key idea is to use the structure of (5), (6) and (7) to obtain the
optimal policy. PI is based on two steps: 1) policy evaluation,
and 2) policy improvement.
In the policy evaluation step the value of a policy pi is evalu-
ated by computing the value function V pi(sj). In principle, (5)
is solvable but at the expense of laborious calculations when
S is large. Instead, PI uses an iterative method [24]: given pi,
pxi(sj , sk) and Rxi(sj , sk), the state value function V
pi(sj)
is estimated as
V pil (sj)=
∑
sk
ppi(sj)(sj , sk)
[
Rpi(sj)(sj , sk) + γV
pi
l−1(sk)
]
,(9)
for all sj ∈ S, where l is the iteration number of the estimation
process. It can be shown that the sequence V pil (sj) converges
to V pi(sj) as l → ∞ when 0 ≤ γ < 1. With policy
evaluation, one evaluates how good a policy pi is by computing
its expected discounted reward at each state sj ∈ S.
In the policy improvement step, the PI algorithm looks
for a policy pi′ that is better than the previously evaluated
policy pi. The Policy Improvement Theorem [17] states that
if Qpi(sj , pi′(sj)) ≥ V pi(sj) for all sj ∈ S then pi′ ≥ pi.
Policy improvement step finds the new policy pi′ by applying
5Algorithm 1 Policy Iteration (PI)
1. Initialize:
for each sj ∈ S do
initialize V (sj) and pi(sj) arbitrarily
end for
2. Policy evaluation:
repeat
∆← 0
for each sj ∈ S do
v ← V (sj)
V (sj)←∑sk ppi(sj)(sj , sk) [Rpi(sj)(sj , sk) + γV (sk)]
∆← max(∆, ‖v − V (sj)‖)
end for
until ∆ < 
3. Policy improvement:
policy-stable ← true
for each sj ∈ S do
b← pi(sj)
pi(sj)← argmaxxi∈A
∑
sk
pxi(sj , sk) [Rxi(sj , sk) + γV (sk)]
if b 6= pi(sj) then
policy-stable ← false
end if
end for
4. Check stoping criteria:
if policy-stable then
stop
else
go to 2).
end if
the greedy policy to Qpi(sj , xi) in each state. Accordingly, the
new policy pi′ is selected as follows:
pi′(sj) = argmax
xi∈A
Qpi(sj , xi). (10)
PI works iteratively by first evaluating V pi(sj), finding a
better policy pi′, then evaluating V pi
′
(sj), and finding a better
policy pi′′, and so forth. When the same policy is found in
two consecutive iterations we conclude that the algorithm
has converged. The exact embodiment of the algorithm, as
described in [24], is given in Algorithm 1. The worst-case
complexity of PI depends on the number of states, NS , and
actions; and in our particular model, the complexity of PI is
bounded by O
(
2NS
NS
)
[27]. The performance of the proposed
algorithm and the comparison with other approaches will be
given in Section VII.
V. LEARNING THEORETIC APPROACH
Next we assume that the transmitter has no knowledge of the
transition probabilities pxi(sj , sk) and the immediate reward
function Rxi(sj , sk). We use Q-learning, a learning technique
originating from RL, to find the optimal transmission policy.
Q-learning relies only on the assumption that the underlying
system can be modeled as an MDP, and that after taking
action Xn in TS n, the transmitter observes Sn+1, and the
instantaneous reward value RXn(Sn, Sn+1). Notice that, the
transmitter does not necessarily know RXn(Sn, Sn+1) before
taking action Xn, because it does not know the next state Sn+1
in advance. In our problem, the immediate reward is the size
of the transmitted packet Dn; hence, it is readily known at the
transmitter.
Eqn. (6) indicates that Qpi(Sn, xi) of the current state-action
pair can be represented in terms of the expected immediate
reward of the current state-action pair and the state-value
function V pi(Sn+1) of the next state. Note that Qpi
∗
(sj , xi)
contains all the long term consequences of taking action xi
in state sj when following policy pi∗. Thus, one can take the
optimal actions by looking only at Qpi
∗
(sj , xi) and choosing
the action that will yield the highest expected reward (greedy
policy). As a consequence, by only knowing Qpi
∗
(sj , xi), one
can derive the optimal policy pi∗ without knowing pxi(sj , sk)
or Rxi(sj , sk). Based on this relation, the Q-learning algo-
rithm finds the optimal policy by estimating Qpi
∗
(sj , xi) in
a recursive manner. In the nth learning iteration Qpi
∗
(sj , xi)
is estimated by Qn(sj , xi), which is done by weighting the
previous estimate Qn−1(sj , xi) and the estimated expected
value of the best action of the next state Sn+1. In each TS,
the algorithm
• observes the current state Sn = sj ∈ S,
• selects and performs an action Xn = xi ∈ A,
• observes the next state Sn+1 = sk ∈ S and the immediate
reward Rxi(sj , sk),
• updates its estimate of Qpi
∗
(sj , xi) using
Qn(sj , xi) = (1− αn)Qn−1(sj , xi) + αn
[
Rxi(sj , sk)
+γmaxxj∈AQn−1(sk, xj)
]
,
(11)
where αn is the learning rate factor in the nth learning
iteration. If all actions are selected and performed with non-
zero probability, 0 ≤ γ < 1, and the sequence αn fulfills
certain constraints1, the sequence Qn(sj , xi) is proven to
converge to Qpi
∗
(sj , xi) with probability 1 as n→∞ [28].
With Qn(sj , xi) at hand the transmitter has to decide for a
transmission policy to follow. We recall that, if Qpi
∗
(sj , xi)
is perfectly estimated by Qn(sj , xi), the optimal policy is
the greedy policy. However, until Qpi
∗
(sj , xi) is accurately
estimated the greedy policy based on Qn(sj , xi) is not op-
timal. In order to estimate Qpi
∗
(sj , xi) accurately, the trans-
mitter should balance the exploration of new actions with the
exploitation of known actions. In exploitation the transmitter
follows the greedy policy; however, if only exploitation occurs
optimal actions might remain unexplored. In exploration the
transmitter takes actions randomly with the aim of discovering
better policies and enhancing its estimate of Qpi
∗
(sj , xi). The
-greedy action selection method either takes actions randomly
(explores) with probability  or follows the greedy policy
(exploits) with probability 1−  at each TS, where 0 <  < 1.
The convergence rate of Qn(sj , xi) to Qpi
∗
(sj , xi) depends
on the learning rate αn. The convergence rate decreases with
the number of actions, states, and the discount factor γ,
1The constraints on the learning rate follow from well-known results in
stochastic approximation theory. Denote by αnk(sj ,xi) the learning rate
αn corresponding to the kth time action xi is selected in state sj . The
constraints on αn are 0 < αnk(sj ,xi) < 1,
∑∞
k=0 αnk(sj ,xi) = ∞, and∑∞
k=0 α
2
nk(sj ,xi)
< ∞, ∀sj ∈ S and ∀xi ∈ A. The second condition is
required to guarantee that the algorithm’s steps are large enough to overcome
any initial condition. The third condition guarantees that the steps become
small enough to assure convergence. Although the use of sequences αn that
meet these conditions assures convergence in the limit, they are rarely used
in practical applications.
6Algorithm 2 Q-learning
1. Initialize:
for each sj ∈ S, xi ∈ A do
initialize Q(sj , xi) arbitrarily
end for
set initial time index n← 1
evaluate the starting state sj ← Sn
2. Learning:
repeat
select action Xn following the -greedy action selection method
perform action xi ← Xn
observe the next state sk ← Sn+1
receive an immediate cost Rxi(sj , sk)
select the action xj corresponding to the maxxj Q(sk, xj)
update the Q(sj , xi) estimate as follows:
Q(sj , xi)←
(1− αn)Q(sj , xi) + αn[Rxi(sj , sk) + γmaxxj Q(sk, xj)]
update the current state sj ← sk
update the time index n← n+ 1
until check stopping criteria n = NL
and increases with the number of learning iterations, NL.
See [29] for a more detailed study of the convergence rate
of the Q-learning algorithm. Q-learning algorithm is given in
Algorithm 2. In Section VII the performance of Q-learning
in our problem setup is evaluated and compared to other
approaches.
VI. OFFLINE OPTIMIZATION
In this section we consider the problem setting in Section III
assuming that all the future data/energy arrivals as well as the
channel variations are known non-causally at the transmitter
before the transmission starts. Offline optimization is relevant
in applications for which the underlying stochastic processes
can be estimated accurately in advance at the transmitter. In
general the solution of the corresponding offline optimiza-
tion problem can be considered as an upperbound on the
performance of the online and learning theoretic problems.
Offline approach optimizes the transmission policy over a
realization of the MDP for a finite number of TSs, whereas the
learning theoretic and online optimization problems optimize
the expected total transmitted data over an infinite horizon.
We recall that an MDP realization is a sequence of state
transitions of the data, EH and the channel state processes
for a finite number of TSs. Given an MDP realization in the
offline optimization approach, we optimize Xn such that the
the expected total transmitted data is maximized. From (3) the
offline optimization problem can be written as follows
max
X,B
N∑
n=0
γnXnDn (12a)
s.t. XnETn ≤ Bn, (12b)
Bn+1 ≤ Bn −XnETn + EHn , (12c)
0 ≤ Bn ≤ Bmax, (12d)
Xn ∈ {0, 1}, n = 0, . . . , N, (12e)
where B = [B0 · · ·BN ] and X = [X0 · · ·XN ]. Note that
we have replaced the equality constraint in (2) with two
inequality constraints, namely (12c) and (12d). Hence, the
problem in (12) is a relaxed version of (3). To see that the
two problems are indeed equivalent, we need to show that
any solution to (12) is also a solution to (3). If the optimal
solution to (12) satisfies (12c) or (12d) with equality, then it
is a solution to (3) as well. Assume that X,B is an optimal
solution to (12) and that for some n, Bn fulfills both of the
constraints (12c) and (12d) with strict inequality whereas the
other components satisfy at least one constraint with equality.
In this case, we can always find a B+n > Bn such that at
least one of the constraints is satisfied with equality. Since
B+n > Bn, (12b) is not violated and X remains to be
feasible, achieving the same objective value. In this case, X
is feasible and a valid optimal solution to (3) as well, since
B+n satisfies (2).
The problem in (12) is a mixed integer linear program
(MILP) problem since it has affine objective and constraint
functions, while the optimization variable Xn is constrained
to be binary. This problem is known to be NP-hard; however,
there are algorithms combining relaxation tools with smart
exhaustive search methods to reduce the solution time. Notice
that, if one relaxes the binary constraint on Xn to 0 ≤ Xn ≤ 1,
(12) becomes a linear program (LP). This corresponds to
the problem in which the transmitter does not make binary
decisions, and is allowed to transmit smaller portions of
the packets. We call the optimization problem in (12) the
complete-problem and its relaxed version the LP-relaxation.
We define O = {0, 1}N as the feasible set for X in the
complete-problem. The optimal value of the LP-relaxation
provides an upper bound on the complete-problem. On the
other hand, if the value of X in the optimal solution of the
LP-relaxation belong to O, it is also an optimal solution to
the complete-problem.
Most available MILP solvers employ an LP based branch-
and-bound (B&B) algorithm [30]. In exhaustive search one
has to evaluate the objective function for each point of the
feasible set O. The B&B algorithm discards some subsets
of O without evaluating the objective function over these
subsets. B&B works by generating disjunctions; that is, it
partitions the feasible set O of the complete-problem into
smaller subsets, Ok, and explores or discards each subset
Ok recursively. We denote the kth active subproblem which
solve (12) with X constrained to the subset Ok ⊆ O by
CsP(k), and its associated upperbound by Ik. The optimal
value of CsP(k) is a lowerbound on the optimal value of
the complete-problem. The algorithm maintains a list L of
active subproblems over all the active subsets Ok created.
The feasible solution among all explored subproblems with
the highest optimal value is called the incumbent, and its
optimal value is denoted by Imax. At each algorithm iteration
an active subproblem CsP(k) is chosen, deleted from L, and
its LP-relaxation is solved. Let Xˆk be the optimal X value
corresponding to the solution of the LP-relaxation of CsP(k),
and ILPk be its optimal value. There are three possibilities:
1) If Xˆk ∈ Ok, CsP(k) and its LP-relaxation have the
same solution. We update Imax = max{ILPk , Imax}, and
all subproblems CsP(m) in L for which Im ≤ Imax are
discarded; 2) If Xˆk /∈ Ok and ILPk ≤ Imax, then the optimal
7solution of CsP(k) can not improve Imax, and the subproblem
CsP(k) is discarded, and 3) If Xˆk /∈ Ok and ILPk > Imax,
then CsP(k) requires further exploration, which is done by
branching it further, i.e., creating two new subproblems from
CsP(k) by branching its feasible set Ok into two.
For the binary case that we are interested in, a branching
step is as follows. Assume that for some n, the nth element of
Xˆk is not binary, then we can formulate a logical disjunction
for the nth element of the optimal solution by letting Xn =
0, or Xn = 1. With this logical disjunction the algorithm
creates two new subsets Ok′ = Ok ∩ {X : Xn = 1} and
Ok′′ = Ok ∩ {X : Xn = 0}, which partition Ok into two
mutually exclusive subsets. Note that Ok′ ∪ Ok′′ = Ok. The
two subproblems, CsP(k′) and CsP(k′′), associated with the
new subsets Ok′ and Ok′′ , respectively; are added to L. The
upperbounds Ik′ and Ik′′ associated to CsP(k′) and CsP(k′′),
respectively, are set equal to ILPk .
After updating L and Imax the B&B algorithm selects
another subproblem CsP(m) in L to explore. The largest
upperbound associated with the active subproblems in L is
an upperbound on the complete-problem. The B&B algorithm
terminates when L is empty, in which case this upperbound
is equal to the value of the incumbent. The B&B algorithm is
given in Algorithm 3. In principle, the worst-case complexity
of B&B is O
(
2N
)
, same as exhaustive search; however, the
average complexity of B&B is usually much lower, and is
polynomial under certain conditions [31].
Remark 2. Notice that, unlike the online and learning theoretic
optimization problems, the offline optimization approach is
not restricted to the case where 0 ≤ γ < 1. Hence, both the
B&B algorithm and the LP relaxation can be applied to the
TM-problem in (4).
VII. NUMERICAL RESULTS
To compare the performance of the three approaches that
we have proposed, we focus on a sample scenario of the
EH communication system presented in Section III. We are
interested in comparing the expected performance of the
proposed solutions. For the online optimization approach it is
possible to evaluate the expected performance of the optimal
policy pi∗, found using the DP algorithm, by solving (5), or
evaluating (9) and averaging over all possible starting states
S0 ∈ S. In theory, the learning theoretic approach will achieve
the same performance as the online optimization approach as
the learning time goes to infinity (for 0 ≤ γ < 1); however,
in practice the transmitter can learn only for a finite number
of TSs and the transmission policy it arrives at depends on
the specific realization of the MDP. The offline optimization
approach optimizes over a realization of the MDP. To find the
expected performance of the offline optimization approach one
has to average over infinite realizations of the MDP for an
infinite number of TSs. We can average the performance over
only a finite number of MDP realizations and finite number
of TSs. Hence, we treat the performances of the proposed
algorithms as a random variable, and use the sample mean
to estimate their expected values. Accordingly, to provide a
measure of accuracy for our estimators, we also compute the
Algorithm 3 B&B
1. Initialize:
Imax = 0, O0 = O, and I0 =∞
set CsP(0)← {solve (12) s.t. X ∈ O0}
L ← CsP(0)
2. Terminate:
if L = ∅ then
Xˆmax is the optimal solution and Imax the optimal value
end if
3. Select:
choose and delete a subproblem CsP(k) form L
4. Evaluate:
solve LP-relaxation of CsP(k)
if LP-relaxation is infeasible then
go to Step 2
else
let ILPk be its optimal value and Xˆ
k the optimal X value
end if
5. Prune:
if ILPk ≤ Imax then
go to Step 2
else if Xˆk /∈ Ok then
go to Step 6
else
Imax ← ILPk and Xˆmax ← Xˆk
delete all subproblems CsP(m) in L with Im ≤ Imax
end if
6. Branch:
choose n, such that Xˆkn is not binary
set Ik′ , Ik′′ ← ILPk , Ok′ ← Ok ∩ {X : Xn = 1} and Ok′′ ←
Ok ∩ {X : Xn = 0}
set CsP(k′) ← {solve (12) s.t. X ∈ Ok′} and CsP(k′′) ←
{solve (12) s.t. X ∈ Ok′′}
add CsP(k′) and CsP(k′′) to L
go to Step 3
confidence intervals. The details of the confidence interval
computations are relegated to the Appendix.
In our numerical analysis we use parameters based on an
IEEE802.15.4e [32] communication system. We consider a TS
length of ∆TS = 10ms, a transmission time of ∆Tx = 5 ms,
and an available bandwidth of W = 2 MHz. The fundamental
energy unit is 2.5 µJ which may account for a vibration or
piezoelectric harvesting device [33], and we assume that the
transmitter at each TS either harvests two units of energy
or does not harvest any, i.e., E = {0, 2}. We denote the
probability of harvesting two energy units in TS n given that
the same amount was harvested in TS n − 1 by pH , i.e.,
pH , pe(2, 2). We will study the effect of pH and Bmax
on the system performance and the convergence behavior
of the learning algorithm. We set pe(0, 0), the probability
of not harvesting any energy in TS n when no energy was
harvested in TS n − 1, to 0.9. The battery capacity Bmax is
varied from 5 to 9 energy units. The possible packet sizes are
Dn ∈ D = {300, 600} bits with state transition probabilities
pd(d1, d1) = pd(d2, d2) = 0.9. Let the channel state at TS n
be Hn ∈ H = {1.655 · 10−13, 3.311 · 10−13} which are two
realizations of the indoor channel model for urban scenarios
in [34] with d = dindoor = 55, w = 3, WPin = 5, and
5 dBm standard deviation, where d is the distance in meters,
w the number of walls, and WPin the wall penetration losses.
The state transition probability function is characterized by
8ph(h1, h1) = ph(h2, h2) = 0.9.
To find the required energy to reliably transmit a data packet
over the channel we consider Shannon’s capacity formula for
Gaussian channels. The transmitted data in TS n is
Dn = W∆Tx log2
(
1 +
HnP
WN0
)
, (13)
where P is the transmit power and N0 = 10−20.4 (W/Hz)
is the noise power density. In low power regime, which is
of special practical interest in the case of machine-to-machine
communications or wireless sensor networks with EH devices,
the capacity formula can be approximated by Dn ' ∆TxHnPlog(2)N0 ,
where ∆TxP is the energy expended for transmission in
TS n. Then, the minimum energy required for transmitting
a packet Dn is given by ETn = fe(Dn, Hn) =
Dn log(2)N0
Hn
.
In general, we assume that the transmit energy for each
packet at each channel state is an integer multiple of the
energy unit. In our special case, this condition is satisfied
as we have Eu = {1, 2, 4}, which correspond to transmit
power values of 0.5, 1 and 2 mW, respectively. Numerical
results for the ETD-problem, in which the transmitter might
terminate its operation at each TS with probability γ is given
in Section VII-A whereas the TM-problem is examined in
Section VII-B.
A. ETD-problem
We generate T = 2000 realizations of N = 100 random
state transitions and examine the performance of the pro-
posed algorithms for γ = 0.9. In particular, we consider the
LP-relaxation of the offline optimization problem, the offline
optimization problem with the B&B algorithm2, the online
optimization problem with PI, the learning theoretic approach
with Q-learning3. We have considered a greedy algorithm
which assumes a causal knowledge of Bn, Dn and Hn, and
transmits a packet whenever there is enough energy in the
battery ignoring the Markovity of the underlying processes.
Notice that the LP-relaxation solution is an upper bound on
the performance of the offline optimization problem, which,
in turn, is an upper bound on the online problem. At the
same time the performance of the online optimization problem
is an upper bound on the learning theoretic and the greedy
approaches.
In Figure 2 we illustrate, together with the performance of
the other approaches, the expected total transmitted data by
the learning theoretic approach against the number of learning
iterations, NL. We can see that for NL > 200 TSs the learning
theoretic approach ( = 0.07) reaches 85% of the performance
achieved by online optimization, while for NL > 2 · 105 TSs
it reaches 99%. We can conclude that the learning theoretic
approach is able to learn the optimal policy with increasing
accuracy as NL increases. Moreover, we have investigated the
exploration/exploitation tradeoff of the learning algorithm, and
2Reference [30] presents a survey on software tools for MILP problems. In
this paper we use the B&B toolbox provided in [35]. In particular, B&B is
set up with a 20 seconds timeout. For the particular setting of this paper, the
B&B algorithm found an optimal solution, within the given timeout, 99.7%
of the times.
3We use the -greedy action selection mechanism with  = 0.07, and set
the learning rate to α = 0.5.
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Figure 2. Expected total transmitted data with respect to the learning time
NL, with pH = 0.9, and Bmax =5.
we have observed that for low exploration values ( = 0.001)
the learning rate decreases, compared to moderate exploration
values ( = 0.07). We also observe from Figure 2 that
the performance of the greedy algorithm is notably inferior
compared to the other approaches.
Figure 3(a) displays the expected total transmitted data
for different pH values. We consider NL = 104 TSs for the
learning theoretic approach since short learning times are
more practically relevant. As expected, performance of all
the approaches increase as the average amount of harvested
energy increases with pH . The offline approach achieves, on
average, 96% of the performance of the offline-LP solution.
We observe that the learning theoretic approach converges
to the online optimization performance with increasing pH ,
namely its performance is 90% and 99% of that of the online
approach for pH = 0.5 and pH = 0.9, respectively. It can
also be seen that the online optimization achieves 97% of
the performance of the offline optimization when pH = 0.5,
while for pH = 0.9 it reaches 99%. This is due to the fact
that the underlying EH process becomes less random as pH
increases; and hence, the online algorithm can better estimate
its future states and adapt to it. Additionally, we observe
from Figure 3(a) that the performance of the greedy approach
reaches a mere 60% of the offline optimization.
In Figure 3(b) we show the effect of the battery size, Bmax,
on the expected total transmitted data for NL = 104 TSs.
We see that the expected total transmitted data increases
with Bmax for all the proposed algorithms but the greedy
approach. Overall, we observe that the performance of the
online optimization is approximately 99% that of the offline
optimization. Additionally, we see that the learning theoretic
approach reaches at least 91% of the performance of the
online optimization. Although only a small set of numerical
results is presented in the paper due to space limitations, we
have executed exhaustive numerical simulations with different
parameter settings and observed similar results.
B. TM-problem
In the online and learning theoretic formulations, the
TM-problem in (4) falls into the category of average re-
ward maximization problems, which cannot be solved with
Q-learning unless a finite number of TSs is specified, or the
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Figure 3. Performance comparison of proposed algorithms for the
ETD-problem.
MDP presents absorbing states. Alternatively, one can take
advantage of the average reward RL algorithms. Nevertheless,
the convergence properties of these methods are not yet well
understood. In this paper we consider R-learning4 [36] which
is similar to Q-learning, but is not proven to converge.
Similarly, for the online optimization problem, the policy
evaluation step in the PI algorithm is not guaranteed to
converge for γ = 1. Instead, we use relative value iteration
(RVI) [26], which is a DP algorithm, to find the optimal policy
in average reward MDP problems.
In our numerical analysis for the TM-problem, we consider
the LP-relaxation of the offline optimization problem, the
offline optimization problem with the B&B algorithm, the
online optimization problem with RVI, the learning theoretic
approach with R-learning5, and finally, the greedy algorithm.
For evaluation purposes we average over T = 2000 realiza-
tions of N = 100 random state transitions.
In Figure 4(a) we illustrate, together with the performance
of the other approaches, the throughput achieved by the
4In R-learning Rxi (sj , sk) in (11) is substituted by Rˆxi (sj , sk) =
Rxi (sj , sk) − ρn, where ρn = (1 − β)ρn−1 + β
[
Rxi (sj , sk) +
maxxj∈AQn−1(sk, xj) − maxxj∈AQn−1(sj , xj)
]
, 0 ≤ β ≤ 1, and
ρn is updated in TS n only if a non-exploratory action is taken.
5We use the same action selection method as the Q-learning algorithm in
Section VII-A.
0.025 0.05 0.1 0.2 0.4 0.8 1.6 3.2 6.4 12.8 25.6 51.2 102 205
20
22
24
26
28
30
32
Learning Iterations NL (TSs)
T
h
ro
u
g
h
p
u
t
(K
b
p
s)
Offline-LP
Offline
Online
Learning
Greedy
×1000
(a) Average throughput versus NL for pH = 0.9
0.5 0.6 0.7 0.8 0.9
10
15
20
25
30
pH
T
h
ro
u
g
p
u
t
(K
b
p
s)
Offline-LP
Offline
Online
Learning
Greedy
(b) Average throughput for pH = {0.5, . . . , 0.9}.
Figure 4. Performance comparison of the proposed algorithms for the
TM-problem for Bmax = 5.
learning theoretic approach against the number of learning
iterations, NL. We observe that for NL > 200 TSs the learning
algorithm reaches 95% of the performance achieved by online
optimization, while for NL > 2 · 105 TSs the performance is
98% of the performance of the online optimization approach.
Notably the learning theoretic approach performance increases
with NL; however, in this case the performance does not con-
verge to the performance of the online optimization approach.
As before the greedy algorithm is notably inferior compared
to the other approaches.
Figure 4(b) displays the throughput for different pH values.
We plot the performance of the learning theoretic approach for
NL = 10
4 TSs and  = 0.07. As expected, performance of all
the approaches increase as the average amount of harvested
energy increases with pH . It can be seen that the online
approach achieves, on average, 95% of the performance of the
offline approach. This is in line with our finding in Figure 3(a).
The throughput achieved by the learning theoretic approach
achieves 91% of the online optimization throughput for pH =
0.5 and 98% for pH = 0.9. Similarly to Figure 3(a), the
learning theoretic and the online optimization performances,
compared to that of the offline optimization, increase when the
underlying Markov processes are less random. Similarly to the
ETD-problem, the greedy algorithm shows a performance well
below the others. We observe that, although the convergence
properties of the R-learning are not well understood it has a
similar behavior to Q-learning, in practice.
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VIII. CONCLUSIONS
We have considered a point-to-point communication sys-
tem in which the transmitter has an energy harvester and a
rechargeable battery with limited capacity. We have studied
optimal communication schemes under strict deadline con-
straints. Our model includes stochastic data/energy arrivals and
a time-varying channel, all modeled as Markov processes. We
have studied the ETD-problem, which maximizes the expected
total transmitted data during the transmitter’s activation time.
Considering various assumptions regarding the information
available at the transmitter about the underlying stochastic
processes; online, learning theoretic and offline optimization
approaches have been studied. For the learning theoretic and
the online optimization problems the communication system is
modeled as an MDP, and the corresponding optimal transmis-
sion policies have been identified. A Q-learning algorithm has
been proposed for the learning theoretic approach, and as the
learning time goes to infinity its performance has been shown
to reach the optimal performance of the online optimization
problem, which is solved here using policy iteration algorithm.
The offline optimization problem has been characterized as a
mixed integer linear program problem, and its optimal solution
through the branch-and-bound as well as a linear program
relaxation have been presented.
Our numerical results have illustrated the relevance of the
learning theoretic approach for practical scenarios. For practi-
cally relevant system parameters, it has been shown that, the
learning theoretic approach reaches 90% of the performance
of the online optimization after a reasonable small number of
learning iterations. Accordingly, we have shown that smart and
energy-aware transmission policies can raise the performance
from 60% up to 90% of the performance of the offline
optimization approach compared to the greedy transmission
policy. We have also addressed the TM-problem and made
similar observations despite the lack of theoretical convergence
results.
APPENDIX
In the discounted sum data problem we are interested in
estimating X¯ = E
[
limN→∞
∑N
n=0 γ
nXnDn
]
, where Xn
is the action taken by the transmitter which is computed
using either the offline optimization, online optimization or
the learning theoretic approach, and Dn is the packet size in
the nth TS. An upper bound on X¯ can be found as
X¯ ≤ E
[
N∑
n=0
γnXnDn
]
︸ ︷︷ ︸
X¯N
+Dmax
γN
1− γ︸ ︷︷ ︸
N
, (14)
which follows by assuming that after TS N all packets arriving
at the transmitter are of size Dmax ≥ dj for all dj ∈ D, that
there is enough energy to transmit all the arriving packets,
and that, 0 ≤ γ < 1. Notice that the error N decreases as an
exponential function of N . Then X¯ is constrained by
X¯N ≤ X¯ ≤ X¯N + N . (15)
Now that we have gauged the error N due to not considering
an infinite number of TSs in each MDP realization, we
consider next the error due to estimating X¯N over a finite
number of MDP realizations. We can rewrite X¯N as
X¯N = lim
T→∞
1
T
T∑
t=0
(
N∑
n=0
γnXtnD
t
n
)
, (16)
where Xtn and D
t
n correspond to the action taken and data size
in the TS n of the tth MDP realization, respectively. We denote
by XˆTN the sample mean estimate of X¯N for T realizations
as:
XˆTN =
1
T
T∑
t=0
(
N∑
n=0
γnXtnD
t
n
)
. (17)
Using the Central Limit Theorem, if T is large, we can assume
that XˆTN is a random variable with normal distribution and by
applying the Tchebycheff inequality [37] we can compute the
confidence intervals for XˆTN
P (XˆTN − T < X¯N < XˆTN + T ) = δ, (18)
where T , t 1+δ
2
(T ) σˆ√
T
, with ta(b) denoting the Student−t a
percentile for b samples and the variance σˆ is estimated using
σˆ2 =
1
T
T∑
t=0
(
N∑
n=0
XtnD
t
n − XˆTN
)2
. (19)
Finally, the confidence interval for the estimate XˆTN of X¯ is
P (XˆTN − T < X¯ < XˆTN + T + N ) = δ. (20)
where N is defined in (14). In our numerical analysis we
compute the confidence intervals for δ = 0.9.
Remark 3. In the throughput optimization problem we assume
that, given the stationarity of the underlying Markov processes,
the expected throughput achieved in a sufficiently large num-
ber of TSs is the same as the expected throughput over an
infinite horizon. Thus, by setting N to zero, the computation
of the confidence intervals for the TM-problem is analogous
to the ETD-problem.
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