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ABSTRACT 
 
UNCERTAINTY IN CLIMATIC CHANGE IMPACTS 
ON MULTISCALE WATERSHED SYSTEMS 
 
SEPTEMBER 2013  
OLGA TSVETKOVA, B.S., NOVGOROD STATE UNIVERSITY, RUSSIA  
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST  
Ph. D., UNIVERSITY OF MASSACHUSETTS AMHERST 
 
Directed by: Professor Timothy O. Randhir  
 
 
Uncertainty in climate change plays a major role in watershed systems. The 
increase in variability and intensity in temperature and precipitation affects hydrologic 
cycle in spatial and temporal dimensions. Predicting uncertainty in climate change 
impacts on watershed systems can help to understand future climate-induced risk on 
watershed systems and is essential for designing policies for mitigation and 
adaptation. Modeling the temporal patterns of uncertainties is assessed in the New 
England region for temperature and precipitation patterns over a long term. The 
regional uncertainty is modeled using Python scripting and GIS to analyze spatial 
patterns of climate change uncertainties over space and time. The results show that the 
regional uncertainty is significant in variation for changes in location and climatic 
scenarios. Watershed response to climate change under future scenarios is assessed 
using hydrologic simulation modeling for the Connecticut River watershed. Changes 
in water budgets are assessed for each of the subbasins using spatial analysis and 
process modeling using GIS and Soil and Water Assessment tool (SWAT). The 
results show that climate change uncertainty in precipitation and temperature can lead 
to uncertainty in both quantity and quality in the watershed system. A spatiotemporal, 
dynamic model was applied to subbasins within the Chicopee River Watershed to 
estimate climate change uncertainty impacts at a micro scale. These changes were 
 vii 
assessed relative to changes in land use and climatic change. The results show that 
there is a significant potential for climate change to increase evaporation, watershed 
runoff and soil erosion rates and this varied with climate change uncertainty. Finally, 
water sustainability gradient analysis was applied to the Volga River watershed in 
Russia to assess potential climate change impacts by combining with downscaled 
Global Circulation Model estimates and spatial assessment. Results show that runoff 
and evapotranspiration are projected to increase with potential for more localized 
floods and drought events effecting both water resources and food supply. Overall 
results show that climate change uncertainty can impact watershed systems and 
spatial and temporal assessments is  important for developing strategies for adaptation 
to climatic change conditions at local and regional scales. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 Watersheds and Climate Change Impacts 
The UN Comprehensive Assessment of the Freshwater Resources of the 
World (WMO, 1997) estimates that about one-third of the world's population was 
living in countries suffering from water stress. The assessment estimates that 
approximately two-thirds of the world's population will be living in water-stressed 
countries by 2025. Climate change is likely to affect the volume and timing of river 
flows and groundwater recharge, and thus affect the number and distribution of 
people affected by water scarcity and poor water quality (Arnell, 2004). Water 
resources are critical for life sustenance and they provide ecological and economic 
benefits to the society; most life processes, including human survival, are dependent 
upon the availability and distribution of water resources. However, water resources 
have been impacted and increasingly are being threatened by climatic and land use 
changes. In this regard, climate change is one of the most critical global problems of 
our time (IPCC, 2007). Moreover, climate change impacts hydrology (Marshall & 
Randhir, 2008), and directly threatens watersheds throughout the world through 
changes in water supplies, creating or intensifying chronic shortages, and 
deteriorating water quality. 
There is strong evidence that the lower atmosphere has been warming at an 
exceptional rate during the last 50 years, and it is expected to further increase during 
the next 100 years. Warmer air implies a higher capacity to hold water vapor and an 
increased likelihood of an acceleration of the global water cycle (Miller et al. 2003). 
Global climate change may intensify already existing worldwide water shortages 
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(Arnell, 1999), negatively impact agricultural production (Parry et al., 1999), and lead 
to increases in flooding and sea level rise (Nicholls et al., 1999).  Increases in extreme 
weather and climate events already have significant impacts and are among the most 
serious challenges facing societies in coping with a changing climate (USCCSP, 
2008). 
Since the climate system interacts with the hydrologic cycle, the most 
important and immediate effects of global warming on hydrology are changes in local 
and regional water availability. Such effects may include the magnitude and timing of 
runoff, the frequency and intensity of floods and droughts, rainfall patterns, extreme 
weather events, and the quality and quantity of water availability; these changes in 
turn, influence the water supply system, power generation, sediment transport and 
deposition, and ecosystem conservation. Some of these effects may not be negative; 
however they need to be evaluated early because of their socio-economic relevance to 
services provided by water and other natural resources. In order to get a better 
understanding of the relationship between climate change and water resources, 
climatic drivers, both past data and future predictions, can be used as inputs to 
simulation models to better understand the assumed climate changes and its 
hydrological responses (Middelkoop et al., 2001; Stein 2005).  
In response to global warming and to potential impacts, the Intergovernmental 
Panel on Climate Change (IPCC) in its First Assessment Report (1990) provided a 
scientific assessment of these concerns using global and regional climate model 
projections, framed with uncertainties (IPCC, 1990). The Second Assessment Report 
(IPCC, 1995) identified that the balance of evidence suggests an apparent human 
influence on global climate. The Third Assessment Report (IPCC, 2001) states that 
there is new and stronger evidence that most of the warming observed over the last 50 
 3 
years is due to human activities, and warming will continue throughout the 21st 
century. The Fourth Assessment Report (IPCC, 2007) estimates that approximately 
20-30 percent of the world’s plant and animal species are likely to be at increasingly 
high risk of extinction as global mean temperatures exceed a warming of 2 – 3°C. The 
IPCC further concludes that important changes in climate conditions will have 
primarily negative consequences for biodiversity and ecosystem goods and services 
(e.g., water and food).  
A class of models, General Circulation Models (GCM) of the atmosphere, is 
the primary tool in deriving future projections and the assessments of climate change 
(Furrer et al., 2007). GCM-predicted hydrological parameters are often over-
simplified, and hydrological models driven directly by GCM outputs have poor 
performance (Fowler et al., 2007). In spite of considerable efforts that have been 
carried out in research and modeling of climate change, the results are still highly 
uncertain, for a number of reasons, varying from shortcomings and capabilities of 
GCMs to the different coupling methods used at different scales in integration of 
GCMs and hydrologic models. However, including climate model data into 
hydrological models is the only available method nowadays that could be applied to 
predict future changes in hydrology due to climate change. Thereby, previous early 
studies (Nash and Gleick, 1991; Gleick and Chaleki, 1999; Alkolibi., 1999; McCabe 
and Wolock, 1999; Hamlet and Lettenmaier, 1999; Wilby et al., 1999; Wolock 
andMcCabe, 1999, Marshall and Randhir, 2008) of hydrologic and water resources 
impacts of climate change have been based on climate change scenarios, where there 
is a general agreement on expected increases in temperature (GCMs predict increases 
in global mean annual air temperature between 1.4
o
C and 5.8
o
C over the next century) 
(IPCC, 1990). The Intergovernmental Panel on Climate Change (IPCC, 2007) in its 
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fourth assessment report (AR4) estimate warming of 0.2
o
C per decade over the next 
20 years and a rise of 3
o
C over this century, if greenhouse emissions continue (UNEP, 
2009).  
The diversity of scenarios considered by multiple climate change studies 
reveals considerable uncertainty in the magnitude of projected climate warming, and 
in both the magnitude and direction of precipitation change (Christensen et al., 2007; 
Wolski, 2006). Moreover, there is no agreement on the extent of the temperature 
increase and the tendency and seasonality of precipitation changes in the next century 
(IPCC, 2001; Christensen, 2007). Although scenarios disagree on precipitation 
variations over time, results suggest that precipitation increases would be associated 
with increased evapotranspiration, with the net outcome being a reduction in runoff. 
While precipitation change is location-dependent and at present there is low 
confidence on changes in its frequency, intensity, and persistence, the temperature-
related effects on streamflows are well recognized and include an increased rain to 
snow ratio, an increase in winter runoff, a decrease in summer runoff, and earlier and 
faster snowmelt. There is medium confidence that there will be increased flooding in 
regions that endure large increases in precipitation. The IPCC (2001) suggests that 
flooding may become a key problem, raising concerns about damage to property and 
infrastructure.  
The IPCC ranked the confidence limits of the major impacts on water 
resources due to observed and projected climate change as very high (0.95-1.00), high 
(0.67-0.95), medium (0.33-0.67), low (0.05-0.33), and very low (0.00-0.05) (IPCC, 
2001). There is high confidence that the timing and amount of runoff is changing, and 
at very high confidence watersheds with substantial snowpack will experience major 
changes as temperature keeps rising. The impacts of this trend are a decrease in 
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available water resources, primarily during the summer months, and a potential 
increase in winter floods (Lettenmaier and Gan 1990; Jeton et al., 1996; Miller et al., 
1999; Wilby and Dettinger 2000; Knowles and Cayan 2002; Miller et al., 2003; 
Marshall and Randhir, 2008). There is high confidence that increased temperature will 
cause sea level rise through an increase in glacial melts and enlarged freshwater input 
(snow melt runoff, glacier calving). There is a high confidence that this will 
unfavorably impact groundwater aquifers, surface freshwater systems, and urban 
areas. Sea level rise will cause an increase in coastal erosion and storm surges, 
thereby increasing the extent of damage to coastal areas. The impact of climate 
change and climate variability on several hydrologic regimes throughout the world 
and on water resources management is discussed in numerous works (e.g. Frederick, 
1997; IPCC, 2007 and Brekke et al., 2009). Main conclusions are that predicted 
climate changes will influence the hydrologic cycle in one form or the other.  
Climate change intensifies the global hydrological cycle resulting in impacts 
on both ground and surface water supply. Changes in the total amount of precipitation 
when in excess may affect the magnitude and timing of runoff and floods. This will 
create drought-like situations when at below normal conditions. The impacts of 
climate change are also predicted to be dependent on the baseline condition of the 
water supply system and the ability of water resource managers to cope with climate 
change in addition to pressures from increased demand with population growth, 
technology, and economic, social and legislative conditions (Watson et al., 1998). 
The general aim of this study is to assess impacts of climate change 
uncertainty on watershed systems at multiple scales. Specific goals are to evaluate 
uncertainty in climatic change impacts on watershed systems through (i) assessment 
of spatial and temporal dimensions of uncertainty in climate change; (ii) simulation of 
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hydrologic impacts of uncertain climatic predictions; (iii) assessment of spatio-
temporal, dynamic interactions between  climatic and land use drivers on water 
resources; and (iv) spatial assessment of climate change impacts on runoff and 
evapotranspiration patterns in a regional watershed with coarse geographic 
information.  
To enable better research into these issues, a review is presented in the next 
section of relevant background information on the nature of climatic impacts on 
watershed services, how these are modeled, and policy opportunities. The background 
section provides a setting for the research questions. 
 
1.2 Background 
1.2.1 Climate Change Impacts 
The future effects of climate change on water resources in the U.S. and other 
parts of the world will depend on many factors, both climatic and non-climatic, and 
their trends. Evaluating these impacts is challenging and rewarding because water 
availability, quality and streamflow are sensitive to changes in temperature and 
precipitation (EPA, 2007). Impacts of climate change all over the world can vary from 
place to place and include increases in temperature and sea level, retreating glaciers, 
thawing permafrost, earlier snowmelt and lower discharge, expansion of growing 
seasons, increase of ice-free seasons in the ocean and on lakes and rivers, and 
alterations of river flows (Goetz et al., 2005, Douglas, 2000). Some of the most 
important consequences of climate change are considered to be: higher temperature, 
changing landscapes, wildlife at risk, rising seas, increased risk of drought, fire and 
floods, stronger storms and storm damage, climate-related illness and disease, and 
some economic losses and these changes are projected to increase (USGCRP, 2003).  
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All regions of the world show an overall net negative impact of climate change 
on water resources and freshwater ecosystems. However, areas in which runoff is 
projected to decrease will possibly experience a reduction in the value of ecosystem 
services provided by water resources. The beneficial or positive impacts of increased 
annual runoff in other areas are likely to be offset in some areas by negative effects of 
increased precipitation variability and seasonal runoff changes on water supply, water 
quality and flood risks (EPA, 2007; IPCC, 2007). Therefore, climate change will very 
likely increase competition in regions where fresh water availability is reduced by 
intensified evaporation due to rising air temperatures and changes in precipitation. 
Though, in some areas, an increase in precipitation could possibly compensate these 
factors and increase available supplies. Also, significant changes in average 
temperature, precipitation, and soil moisture caused by climate change are very likely 
to affect demand in most sectors, especially in the agriculture, forestry, and municipal 
sectors. Irrigation water needs are likely to change, with decline in some places and 
increase in others (USGS, 2007). 
Climate-related changes in the United States are projected to continue, such as 
increased air and water temperatures and sea level, reduced frost days, snow cover, 
glaciers, permafrost, and sea ice, longer ice-free periods on lakes and rivers, longer 
growing season, and  increased water vapor in the atmosphere, while new ones 
develop (USGCRP, 2004). These changes can adversely affect human health, water 
supply, agriculture, coastal areas, and many other aspects of society and the natural 
environment by intensifying risks of erosion, storm surge damage, and flooding 
(IPCC, 2007; EPA 2007).  
Climate change will also impact physical and chemical structure of freshwater 
systems. The common effects of climate change on the structure of freshwater 
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systems most likely will be as follows: increased water temperatures and toxicity of 
pollutants, and decreased dissolved oxygen. This in turn will threaten wildlife and fish 
habitat that depends on it. It is likely, that impacts on freshwater fish will be greater 
than that of marine habitat (Larnier, 1998). If fish cannot change their geographic or 
depth distribution, there may be impacts in growth, reproduction, and mortality rates. 
In freshwater lotic systems the quality of fish ecosystem can be affected by changes in 
hydrologic regimes and increased groundwater temperatures, while in lentic systems, 
eutrophication may become the biggest problem that can modify food webs as well as 
change aquatic habitat (Shuter, 2002; Brander 2007).  
In order to provide broader understanding of climate change impacts, the 
following significant changes in temperature & precipitation, streamflow, 
evaporation, soil moisture, wetlands & ecosystems, water resources & runoff, and 
water quality will be discussed separately: 
Temperature and Precipitation – Temperature is changing in the lower 
atmosphere from the Earth’s surface all the way through the stratosphere. The IPCC 
(2007) reports that the warming trend is seen in both daily maximum and minimum 
temperatures. Moreover, minimum temperatures are increasing at a faster rate than 
maximum temperatures. It is also noted that land areas have tended to warm faster 
than ocean areas and the winter months have warmed faster than summer months. 
Total reductions in the number of days below zero are recognized during the latter 
half of the 20th century in the United States as well as most land areas of the Northern 
Hemisphere and areas of the Southern Hemisphere. Average temperatures in the 
Arctic have increased at almost double the global rate in the past 100 years. The IPCC 
has concluded also that most of the observed warming in global average surface 
temperature that has taken place since the mid-20th century is very likely a result of 
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human activities (IPCC, 2007 
http://www.epa.gov/climatechange/science/recenttc.html). 
According to IPCC, an increase in the average global temperature is very 
likely to lead to changes in precipitation and atmospheric moisture because of changes 
in atmospheric circulation and increases in evaporation and water vapor. At the same 
time, precipitation is not distributed evenly over the globe. Its average distribution is 
driven primarily by atmospheric circulation patterns, the availability of moisture, and 
surface terrain effects. The first two of these factors are influenced by temperature. 
Thus, human-caused changes in temperature are expected to modify precipitation 
patterns. Observations show that such shifts are already occurring (e.g. changes have 
been observed in the amount, intensity, frequency, and type of precipitation). 
Precipitation is very likely to continue to increase on average, especially in middle 
and high latitudes, with much of the increase coming in the form of heavy rainfalls. 
According to the IPCC, the following precipitation trends have been observed: 
precipitation has generally increased in regions north of 30°N from 1900-2005, but 
has mostly declined over the tropics since the 1970s. It is recognized that there has 
been no statistically significant overall trend in precipitation over the past century, 
although trends have varied widely by region and over time. It is also indicated that it 
has become significantly wetter in eastern parts of North and South America, northern 
Europe, and northern and central Asia, but drier in the Sahel, the Mediterranean, 
southern Africa and parts of southern Asia (EPA, 2007; IPCC, 2007). There has been 
an increase in the number of heavy precipitation events over many areas during the 
past century. The ratio of droughts - especially in the tropics and subtropics - has also 
been increased since the 1970s. Specifically, annual average precipitation intensity 
has increased over most of northern Europe, the Arctic, Canada, the northeastern 
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United States, tropical and eastern Africa, the northern Pacific, and Antarctica, as well 
as northern Asia and the Tibetan Plateau in winter; and declined in most of the 
Mediterranean, northern Africa, northern Sahara, Central America, the American 
Southwest, the southern Andes, as well as southwestern Australia during winter with 
reduced rainfall over continental interiors during summer due to increases in 
evaporation. However, regional precipitation projections from climate models must be 
considered with caution since they have limitation at small spatial scales (EPA, 2006). 
Streamflow -- It is widely reported that an increase of urban lands are usually 
coupled with an increase in high streamflow, decrease in low streamflow, and greater 
variability in streamflow because the increased impervious surface caused by 
urbanization decreases infiltration of precipitation and increases runoff (White and 
Greer, 2006). Many studies around the world have shown that land use also has a 
strong impact on water quality (Sliva and Williams, 2001; Woli et al., 2004; 
Schoonover et al., 2006; Schoonover et al., 2007). Though very few studies have 
analyzed the combined effects of climate and land use changes on streamflow and 
water quality (Chang, 2004; Choi, 2008; Franczyk and Chang, 2009; and Qi et al., 
2009). However, good understanding of combined effects can bring a broader 
perspective for assessment of climate change impacts on hydrology.  
Many previous studies have assessed the impact of climate change on 
hydrology (Gleick & Chalecki, 1999; Neff et al., 2000; Groisman et al., 2001; Chang 
et al., 2003; Huntington et al., 2004; Hodgkins et al., 2005; Novotny and Stefan, 
2007; Marshall & Randhir, 2008). These studies confirmed that streamflow variability 
is closely associated with climate change. For example, Hodgkins et al. (2005) argue 
that temperature had affected the time of high river flows in New England in the 20th 
century by analyzing long-term continuous data at 27 river gauging stations with an 
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average of 68 years of record up to 2000. Winter/spring volume center of dates have 
become significantly earlier, by 1–2 weeks, caused by the temperature increases since 
the 1970s. Current observations suggest that climate change is modifying streamflows 
in ways that negatively impact water availability. Many climate models suggest that 
these changes will be intensified as the climate keeps warming, accentuating the 
natural variability inherent in river flows. Since water is one of the most vital 
resources, the consequences of reduced streamflows and changes in the timing of 
peak river flows will impact water consumption, agriculture production, economic 
growth, recreation opportunities, and electricity generation, among other vital services 
(Stewart, 2004; Stewart, 2005). Streamflow predictions can also be made on high-
elevation snowpack information collected from snow data collection sites (NRCS, 
2009). Snowpack serves as natural water storage in mountainous regions and northern 
portions of the US, gradually releasing its water in spring and summer. Snowpack is 
very likely to decrease as the climate warms, even though precipitation will increase, 
for two reasons. It is very likely that more precipitation will fall as rain, and that 
snowpack will develop later and thaw earlier (USGS, 2006). 
 Evaporation -- Evaporation from the land surface includes evaporation from 
open water, soil, shallow groundwater, and water stored on vegetation, together with 
transpiration through plants (McCarthy, 2002). The IPCC (2009) states that the rate of 
evaporation from the land surface is driven basically by meteorological component; it 
is mediated by the characteristics of vegetation and soils, and controlled by the 
amount of available water. Climate change can affect all of these factors in different 
ways (IPCC, 2009; Friend et al., 1997; Dessai and Hulme 2007). The main 
meteorological controls on evaporation from a well-watered surface are the amount of 
energy available, the moisture content of the air, and the rate of movement of air 
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across the surface. Increasing temperature results in an increase in potential 
evaporation, essentially because the water-holding capacity of air is increased. 
Changes in other meteorological controls, such as wind speed and humidity, may 
amplify or compensate for the rise in temperature; it is possible that increased water 
vapor and lower net radiation could result in lower evaporation (McCarthy, 2002). 
The relative importance of different meteorological controls, however, varies 
geographically. For example, in dry regions, potential evaporation is driven by energy 
and is not controlled by atmospheric moisture content, so changes in humidity are 
comparatively unimportant. However, in humid regions, atmospheric moisture is a 
major limitation to evaporation, so changes in humidity have a very large effect on the 
rate of evaporation (Pollard and Thompson, 1995; Dickinson et al., 1997; Sellers et 
al., 1997; Raupach, 1998; Kimball et al., 1999). 
Several studies have estimated the effect of changes in meteorological controls 
on evaporation. For example, Chattopadhyary and Hulme (1997) used models of the 
evaporation process to calculate evaporation, and the effect of climate change has 
been shown to depend on baseline climate and the amount of change. Chattopadhyary 
and Hulme (1997) estimated increases in potential evaporation across India from 
GCM simulations of climate; they found that projected increases in potential 
evaporation were related largely to increases in the vapor pressure shortage resulting 
from higher temperature. It is important to emphasize, however, that different 
evaporation calculation equations give different estimates of absolute evaporation 
rates and sensitivity to change (IPCC, 2007). Therefore, it can be very challenging to 
compare results from different studies because equations that do not consider clearly 
all meteorological controls may give false estimates of change (McCarthy, 2001; 
IPCC, 2001). 
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Vegetation cover, type, and properties also play a very important role in 
evaporation (IPCC, 2001). Interception of precipitation is very much influenced by 
vegetation type, where different vegetation types have varying transpiration rates. 
Moreover, different vegetation types produce diverse amounts of turbulence; the 
greater the turbulence, the greater the evaporation. A change in catchment vegetation 
therefore may affect the catchment water balance (e.g., Friend et al., 1997). But the 
hydrological effects of such changes have not yet been studied (IPCC, 2007). 
The actual rate of evaporation is controlled by water availability. Globally, 
precipitation must be increased to balance the increased evaporation but the processes 
by which precipitation is changed locally are not well understood. For example, a 
decrease in summer soil water, could lead to a decline in the rate of evaporation from 
a catchment despite an increase in evaporative demands (Arnell, 1996). Over the 20th 
century, evaporation rates have reduced worldwide. As the climate grows warmer, 
evaporation will increase. This may cause increase in rainfall and more erosion, and 
in more vulnerable tropical areas (e.g. Africa), it will cause desertification due to 
deforestation. It is anticipated that it could result in more extreme weather as global 
warming progresses (Choi and Fisher, 2003).  
Soil Moisture -- Soil moisture is an important variable in the climate system 
and it has significant impact on the global climate (Robock, 2000). There is a 
consequence of events that have an important influence on different components 
through changing one by another. For example, higher temperatures increase potential 
evapotranspiration, which may lead to a reduction in runoff and consequently changes 
soil moisture levels. It is essential that soil moisture is the main source of natural 
water resources for agriculture and natural vegetation, all plants depend on soil 
moisture. Adverse changes in the soil moisture regime, with summer drying, are 
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predicted as a result of global warming. The outcomes of these changes can result in 
both: soil moisture deficiency (droughts) and soil moisture excess (flooding). Soil 
moisture affects not only the vertical fluxes of energy and moisture, but also the 
horizontal fluxes of moisture, namely runoff. As climate and soil moisture change, 
there will be large impacts on many human activities. Changes in soil moisture have a 
serious impact on agricultural productivity, forestry, and ecosystem health. Thereby, 
monitoring soil moisture is critical for managing these resources (Robock, 2005; 
Seveniratne, 2010). 
Wetlands, Ecosystems -- Global climate change will degrade wetlands, 
affecting birds and other wildlife (USWFS, 2011). Warming temperatures and more 
storms, droughts, and floods will cause unpredictable, in some cases, irreversible 
changes in hydrology, plant communities, and prey abundance. Projected temperature 
rises without comparable increases in precipitation will have severe impacts on 
wetland ecosystems, especially related to loss of water inputs, reduced storage 
capacity, timing of wetland recharge, and frequency of drought. The extent of semi-
permanent and seasonal wetlands may be further shortened by increases in 
evaporation and reduced summer soil moisture, particularly in the prairie regions of 
the United States. Impacts will probably be high on mountainous wetlands where 
temperature-sensitive plants and animals will be unable to move further. It is also 
stated that wetlands that depend on snowmelt will reduce or disappear (NABCI, 
2010).  
Climate change is a factor that has the potential to alter ecosystems and the 
many resources and services they provide to each other and to society. In various 
regions across the world, some high-altitude and high-latitude ecosystems have 
already been altered by changes in climate. The IPCC conducted a review of relevant 
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published studies of biological systems. The review identified that 20 percent to 30 
percent of species assessed may be at risk of extinction from climate change impacts 
within this century if global mean temperatures exceed 2-3 °C (3.6-5.4 °F) relative to 
pre-industrial levels (IPCC, 2007). It is concluded that these changes can cause both 
adverse and beneficial effects on species and the risk of extinction could be increased 
for many species, especially for those that are already endangered or at risk due 
several reasons including both geographical isolation and human development.  
At the same time, climate change will accelerate negative impacts further if 
ecosystems and wetlands are not effectively protected (UN, 2009). Continuing 
wetlands and ecosystems degradation weakens their ability to provide critical 
services. By conserving wetlands and restoring ecosystems, the vulnerability to 
climate change can be reduced and resilience in turn will increase. 
 Water resources; runoff -- Changes in precipitation and temperature can lead 
to changes in runoff and water availability. Runoff is one of the key parameters used 
as an indicator of hydrological process. Information about the extent, spatial 
distribution and temporal variation of runoff at regional scales is essential to 
understand its impacts on regional hydrology, as well as conservation and 
development of land resources (Gupta and Panigrahy, 2008). Conventional techniques 
of runoff measurement are useful; however in most cases such measurements are very 
expensive and challenging. Therefore, rainfall-runoff models are commonly used for 
computing runoff. Precipitation is the key driver of runoff (Chiew et al., 2009) so it is 
important to understand its spatial distribution under the climate change scenarios 
(IPCC, 2007). Runoff is projected with high confidence to increase by 10 to 40% by 
mid-century at higher latitudes and in some wet tropical areas, including populous 
areas in East and South-East Asia, and decrease by 10 to 30% over some dry regions 
 16 
at mid-latitudes and dry tropics, due to decreases in rainfall and higher rates of 
evapotranspiration. There is also high confidence that many semi-arid areas (e.g. the 
Mediterranean Basin, western United States, southern Africa and north-eastern Brazil) 
will suffer a decrease in water resources due to climate change (IPCC, 2007). It is 
likely that up to 20% of the world population will live in areas where river flood 
potential could increase by the 2080s.  
Global warming could lead to changes in future runoff characteristics that may 
require a significant planning response or a change in the way water resources are 
currently managed. There are numerous studies in the literature on the modeling of 
climate change impact on runoff. In most of these studies, the hydrological model is 
first calibrated against historical data, and then driven with a future climate series 
usually with the same optimized parameter values. Next, the modeled future and 
historical runoff are compared to estimate the climate change impact on runoff 
(Schaake, 1990; Xu, 1999; Chiew and McMahon, 2002; Chiew et al., 2009). Rainfall 
is the key driver in these hydrological modeling studies and a change in rainfall is 
generally amplified as a larger percent change in runoff (Wigley and Jones, 1985; 
Sankarasubramaniam et al., 2001; Chiew, 2006). It is documented that nonpoint 
source pollution from farms is caused by surface runoff from fields during rain 
storms. According to EPA (2005), agricultural runoff is a major source of pollution, in 
some cases the only source, in many watersheds. Projected changes in runoff due to 
climate change will negatively affect sustainable development.  
Water Quality -- Higher water temperatures and changes in the timing, 
intensity, and duration of precipitation can affect water quality (Cruise et al., 1999; 
Chang et al., 2001; Bouraoui et al., 2002). More frequent and intense precipitation 
events are likely to flush more contaminants and sediments into lakes and rivers, 
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thereby degrading water quality. Thus, it is likely that pollution from agricultural 
contaminants and other urban non-point source pollutants will be intensified. Higher 
average flows are likely dilute pollutants, thereby improving water quality. Where 
streamflow and lake levels decrease, there likely will be less dilution of pollutants; 
however, increased frequency and intensity of rainfall will produce more pollution 
and sedimentation from runoff (IPCC, 2007).  
Particularly, at high extreme, heavy precipitation events may result in 
increased sediment and non-point source pollutant loadings into streams. This may 
make water treatment more difficult and challenging. Floods increase the risk of water 
contamination from sewage overflows, runoff from agricultural land, and urban non-
point sources. Water infrastructure, especially intakes and pipe distribution networks, 
could be increasingly vulnerable to precipitation extreme events. Physical damage to 
dams’ structures and water operations and treatment facilities is a possible 
consequence of severe floods. Regions with combined sewage and storm water runoff 
could have more frequent sanitary problems due to flooding (Climate deal Newsletter, 
2010).  
At the other extreme, where streamflows and lake levels decline, water quality 
deterioration is likely as nutrients and contaminants become more concentrated with 
reduced volumes of water. Warmer water temperatures may have further direct 
impacts on water quality, such as reducing dissolved oxygen concentrations. Cold-
water species, such as most salmon and trout, are particularly sensitive to warm water 
temperatures, and increasingly exposure to warm water conditions could bring new 
challenges to aquatic ecosystems. In addition, evaporation from surface reservoirs 
could increase the salinity, especially in lakes and reservoirs with long residence 
times. Such deterioration of water quality will increase if climate change leads to 
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longer dry periods as well as contaminants also tend to accumulate on land surfaces 
during extended drought events. Therefore, water quality impacts of climate change 
are likely to be complex and will differ with the physical, geographical and biological 
characteristics of water resources (World Bank, 2006; IPCC, 2007; ASCAD, 2009). 
Sea level rise may also affect freshwater quality by increasing the salinity of 
coastal rivers and bays, thereby causing saltwater intrusion (EPA, 2007; IPCC, 2007). 
However, climate change is not the only factor affecting water quality. Integrated into 
the global change concept, land use evolution, deforestation, urban spreading and area 
waterproofing may also contribute to water quality degradation. According to IPCC 
(2007) changes in water quality could have implications on all types of uses, 
including fish (EPA, 2009). But more often, water pollution is directly linked to 
human activities of urban, industrial or agricultural origin, and climate change could 
result in degradation in surface water quality as an indirect effect of these activities 
(Brunetti et al., 2004; Brunetti et al., 2006; Bates et al., 2008).  
 
1.2.2 Watershed Services 
Watershed system provides multiple ecosystem services. Warming over the 
past several decades has fundamentally altered the hydrologic cycle (Ostrom, 2007). 
Snowpacks are shrinking and stream temperatures will likely increase. Precipitation 
patterns may change, and floods, droughts, and severe weather turbulence may 
become more common. This has serious implications on watershed services. As 
populations, incomes, and consumption levels increase, people put more pressure on 
watersheds to deliver the services. Declining water quantity and quality are becoming 
common issues, especially where demand exceeds supply. Growing water demands 
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for human use put aquatic resources and other services at risk with less water 
available to sustain them (The World Bank, 2008).  
Climate change is intensifying the circulation of water on, above and below 
the surface of the Earth causing drought and floods to be more frequent, severe and 
widespread (The Nature Conservancy, 2010). As temperatures rise globally, droughts 
will become more frequent and more severe, with potentially devastating 
consequences for agriculture, water supply and human health. The current condition 
of water resources in the world can be traced back to rapid exploitation and poor 
management of watershed systems. Worldwide, water resources are explored to be the 
most vulnerable and at a high risk from climate change because of its direct influence 
on the hydrologic cycle. The impacts of climate change on hydrologic processes in 
watersheds can geographically and temporally influence availability and distribution 
of water resources (Randhir et al, 2010). Increased degradation of watersheds can lead 
to increased impairment and degradation of multiple ecosystems of the services they 
provide.  It includes different forms of support for livelihoods and well-being through 
regulatory and maintenance functions. Some concerns addressed in these watershed’s 
services initiatives have been maintenance of dry season flows, protection of water 
quality, and control of sedimentation (Landell-Mills and Porras, 2002). To the extent 
that watershed goods and services have characteristics of public goods, the value 
depends on demand and confidence in the effectiveness of proposed management 
actions that guarantee the service (Tognetti et al., 2004).  
In general, watershed services are characterized as products of ecosystem 
functions or processes that provided directly or indirectly. These include provision of 
freshwater for consumptive uses (drinking, domestic, agricultural and industrial), and 
non-consumptive uses (for example, hydropower) (Tognetti et al., 2004). Watersheds 
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are also ecosystems that provide a broad range of services, including air and water 
purification, flood control, habitat, and recreation. Degraded watersheds may have 
numerous negative indicators, such as erosion, loss of plant and animal species, more 
frequent and severe flooding, and habitat fragmentation. Restoration of watersheds 
can return ecosystem to better functioning at the watershed scale. It can challenge to 
achieve balance of native plants and animals, restore natural disturbances, stabilize 
soil, and connect habitat with neighboring watersheds. All watersheds providing 
essential services and benefits to society should be treated as whole systems that can 
be used as solid basis for managing watershed services (e.g. water purification, 
ground and surface water regulations, and erosion control). 
The potential decrease in river flows also make threats to the sustainability of 
community water supplies, reduce hydroelectric power potential, and damage 
navigability of inland water corridors (IPCC 2001; USEPA 2004). Hydrologic 
changes include impairment in water quality through increase in sediment and 
nutrient loading and reduction in the volume of carrying waters (Chang et al. 2001; 
IPCC 2001a). Erosion and sediment transport processes are also influenced by climate 
change, with the highest soil loss rates happening in regions that have high variability 
in precipitation and runoff (Carpenter et al., 1992). The potential influence of climate 
change is therefore a major concern to watershed management and policy.  
Climate change can potentially have important consequences on regional 
water resources (IPCC 2001; USEPA 2008). Information regarding the impacts of 
global warming on watershed processes remains limited; however, evaluation at the 
regional scale is important to understand changes in hydrology and is useful in 
watershed management. Overall, watershed services include water quantity, quality, 
and ecological aspects of local watersheds (WMO, 1997; ERM, 2000). The focus of 
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watershed services usually consists of data collection and analysis, watershed and 
floodplain planning and management, institutional and public education services, as 
well as regulatory compliance. Of the multitude of environmental services provided, 
watershed services are widely recognized as the most critical due to the pressures of 
climate change and development that affect water quantity and quality. Now more 
than ever, new strategies to protect water resources and services are required because 
nearly all watersheds have been modified or degraded by human development, 
resulting in the deterioration of water quality, habitat loss, and damage to plants and 
animals. This reduction in the quality of watershed services may have significant 
economic and social implications. 
 
1.2.3 Modeling impacts 
Climate changes affect the availability and distribution of water resources in 
space and time as well as the frequency of extreme events. Therefore, quantification 
of climate change impact on river basin hydrology is essential for water resources 
management as well as for the protection of the natural environment. Hence, 
watershed models are essential for studying hydrologic processes and their responses 
to both natural and anthropogenic factors, but due to model limitations in 
representation of complex natural processes and conditions, models must be 
calibrated (Bastidas et al., 2002 and Xu, 2003). An ideal hydrologic calibration would 
consist of climatic conditions of combined dry, average, and wet years. In practice, 
however, hydrologic models are calibrated based on average climate condition, or the 
best available data (Van Liew and Garbrecht, 2003). As a result, during times of 
climate variability, a model calibrated for past climatic conditions may not be 
appropriate under future, altered conditions. Validation is done by comparing 
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simulated values with measured stream flow values. In addition to total surface stream 
flow, the validation of several hydrologic components, especially surface and 
groundwater flow and their responses to climatic conditions is also required for 
hydrologic models, but such comparisons are much less common (Beven, 1995; 
Arnold and Allen, 1996; Chu and Shirmohammadi, 2004; White and Chaubey, 2005). 
Climate models are founded on basic physical principles (IPCC, 2007). 
Currently, climate models, however, are far away from being perfect. Model 
uncertainty is important at all times. Hawkins and Sutton (2009) analyzed the CMIP3 
database and concluded that while both natural variability (internal and external) and 
model error contribute the largest share to uncertainty when we consider the short-
term climate evolution over the next years or few decades, the scenario uncertainty 
becomes the main contributor over many decades or centuries ahead. Essentially, 
uncertainty is an integral part of climate change projections and arises from natural 
variability, model and scenario uncertainty, and from our incomplete knowledge of 
the Earth System dynamics (Haltiner and Williams, 1980). 
Modeling the hydrologic impacts of global climate change involves two 
issues: climate change and the response of hydrologic systems. Climate change is a 
complex problem involving interactions and feedbacks between atmosphere, oceans, 
and land surface. In order to better understand this problem the use of climate models, 
which are mathematical descriptions of large-scale physical processes governing the 
climate system, have become common. Currently general circulation models (GCMs) 
are considered to be the most comprehensive models for investigating the physical 
and dynamic processes of the earth surface-atmosphere system and they provide 
possible patterns of global climate change (e.g., Arora and Boer, 2001).  
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In recent decades, the potential impacts of climatic change on water resources 
and hydrology have gained considerable attention among many hydrologists. The 
outputs of general circulation models (GCMs) can be extremely useful in projecting 
and understanding future global climatic changes, and GCM data are easily accessible 
to hydrologists. However, the direct (raw) outputs of GCMs are too coarse spatially to 
assess the impacts of climate change on river basins, for example, in analyses of flood 
and drought risks (Al-Qinna, 2011). To solve this problem, a number of studies have 
investigated downscaling methods for establishing a connection between coarse-
resolution GCMs and river basin hydrologic models (e.g. Wilby et al., 1999; Hay et 
al., 2002; Hay and Clark, 2003 and Wood et al., 2004). The most widely used 
downscaling methods are generally classified into statistical and dynamical 
approaches. Statistical downscaling methods employ statistical or empirical transfer 
functions to relate the local climate to GCM outputs. In dynamical downscaling 
methods, a regional climate model (RCM) uses GCM’s outputs as its initial and 
boundary conditions. Although statistical downscaling methods have some 
advantages such as computational efficiency, they have been criticized for employing 
the assumption that empirical relationships are stationary, which imposes a limitation 
on statistical methods (e.g. Hay et al., 2002). On the other hand, dynamical 
downscaling methods do not suffer from such a limitation and respond to different 
external forcing in a physically reliable manner. However, it has been well reported 
that dynamical downscaling methods cause significant errors because of the 
accumulation of GCM and RCM biases (e.g. Hay et al., 2002; Wood et al., 2004 and 
Wang et al., 2006). Therefore, no study has succeeded in directly using dynamically 
downscaled data as inputs for hydrologic simulations. In fact, serious efforts should 
be made to tune parameters and to correct the biases of downscaled data so that these 
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data can be used as inputs to hydrologic models. Moreover, dynamical downscaling 
methods for hydrologic use have limitations with regard to the application region 
(Wilby et al., 2000; Hay et al., 2002; Hay and Clark, 2003; Christensen et al., 2004; 
Wood et al., 2004 and Fowler and Kilsby, 2006). An investigation of climate-change 
effects on regional water resources, therefore, consists of three major steps (e.g., Xu, 
1999): (1) using climate models to simulate climatic effects of increasing atmospheric 
concentration of greenhouse gases, (2) using downscaling techniques to link climate 
models and catchment-scale hydrological models or to provide catchment scale 
climate scenarios as input to hydrological models, and (3) using hydrological models 
to simulate hydrological impacts of climate change. Errors occur at every step of the 
investigation (Xu et al., 2005). Large differences in global and regional climate 
change scenarios, as calculated by the use of different GCMs and downscaling 
techniques, have been widely discussed in the literature (e.g., Arnell, 1995; Arora, 
2001). It is indicated that differences between simulated and measured data often 
occur, especially during extreme years or seasons (Singh et al., 2005; Rosenthal et al., 
1995; Srinivasan et al., 1998; Mapfumo et al., 2004). Singh et al. (2005) found that 
two commonly used hydrologic models overestimated stream flow during drought 
years by about 39–49%, and underestimated flow during the wettest year by7–14%.  
For the purpose of predicting and assessing future climate change, the IPCC 
has developed a set of long-term scenarios of greenhouse gas and aerosol emissions in 
the 21st century. Because projections of climate change depend heavily upon future 
human activity, all climate models are run against scenarios. Each scenario makes 
different assumptions for future greenhouse gas pollution, land-use and other driving 
forces. Most include an increase in the consumption of fossil fuels. Therefore, the 
IPCC’s Special Report on Emissions Scenarios (SRES) was published in 2000 (IPCC, 
 25 
2000), and contains a set of new projections of future greenhouse gas emissions. The 
starting point for each projection is a ‘‘storyline’’, describing the way world 
population, economies, political structure and lifestyles may progress over the next 
few decades. The storylines were grouped into four scenario “families”. These 
families can be briefly described as follows: A1 (Very rapid economic growth with 
increasing globalization, an increase in general wealth, with convergence between 
regions and reduced differences in regional per capita income. Materialist-
consumerist values predominant, with rapid technological change); B1 (Same 
population growth as A1, but development takes a much more environmentally 
sustainable pathway with global-scale cooperation and regulation. Clean and efficient 
technologies are introduced. The emphasis is on global solutions to achieving 
economic, social and environmental sustainability); A2 (Heterogeneous, market-led 
world, with less rapid economic growth than A1, but more rapid population growth 
due to less convergence of fertility rates. The underlying theme is self-reliance and 
preservation of local identities. Economic growth is regionally oriented, and hence 
both income growth and technological change are regionally diverse); B2 (Population 
increases at a lower rate than A2 but at a higher rate than A1 and B1, with 
development following environmentally, economically and socially sustainable 
locally oriented pathways. In terms of climate forcing, B1 has the least effect, 
followed by B2) (IPCC, 2001; Arnell, 2004). Basically, the mildest B1 scenario 
assumes the maximum coordination of the global community efforts while the most 
“severe” A2 scenario assumes that the global community is unable to join its efforts 
on the reduction of greenhouse gas emissions; each major country or region develops 
in a self-reliant manner involving less interaction with other regions; no stabilization 
of the global population is achieved.  
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Predicting climate changes is a complicated and challenging task depending on 
many factors. At present predictions of climate change and evaluations of 
probabilities of changes in various components of the climate system consider modern 
research tools that allow studying processes in the climate system, natural variations 
of climate, and its response to external impacts. 
 
1.2.4 Uncertainties 
Climate change is a complex process involving interaction between many 
factors and components (IPCC, 2007). While IPCC has compiled projections of 
climate change from several GCM models, one important aspect that is being 
recognized is the role of uncertainty in these predictions. Understanding these 
uncertainties is important to science and policy related to climate change. These 
uncertainties are particularly important when considering the role of climate change 
on water resources and watershed ecosystems. Increased surface temperatures induced 
by climate change can have a major impact on water budgets and impact ecological 
processes of a watershed system. The lack of conformity on the amount and direction 
of changes in precipitation can make planning and decision-making very difficult. 
Thus, estimates of climate change impacts require a good understanding of the nature 
and sources of spatial and temporal uncertainties in GCM estimates. Good 
understanding of the uncertainties in temperature and precipitation at temporal and 
spatial scales can further help quantify impacts of climatic change on watersheds, 
ecosystems, and economies. 
According to the Chapter 18  of the Agenda 21 for State Governments, there is 
uncertainty with respect to the prediction of climate change at the global level. 
Although the uncertainties increase greatly at the regional, national, and local levels, 
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the most important decisions should be made at the national level. Higher 
temperatures and decreased precipitation would lead to decreased water-supplies and 
increased water demands. These cause deterioration in the quality of freshwater 
bodies, negatively affecting the already fragile balance between supply and demand in 
many countries. Even where precipitation might increase, there is no guarantee that it 
would occur at the time of year when it could be used.  Additionally, there might be a 
likelihood of increased flooding; any rise in sea level will often cause the intrusion of 
salt water into estuaries, small islands and coastal aquifers and the flooding of low-
lying coastal areas. This puts low-lying countries at great risk (Chapter 18 of the 
agenda 21 for state Governments).   
Climate change poses major problems for forecasting efforts - and the 
outcomes are extremely uncertain. In fact, the UN's Intergovernmental Panel on 
Climate Change clearly admits that, while the evidence of climate change and global 
warming are sufficient, the precise extent of the change remains uncertain. Their 
projections are revised periodically as new data from the recent past helps to refine 
the forecasts based on the limited historical evidence available due to the fact that no 
information was systematically collected until the past 20 years (USGS; IPCC, 2007). 
In some cases, uncertainty can result from a lack of information or knowledge and 
could be overcome with further research. However, in some cases, as with fluctuating 
weather patterns, uncertainty arises from inherent, natural variability. Levels of 
uncertainty have different ranges and vary from statistical uncertainty (when 
researchers can add probabilities to different outcomes) to scenario uncertainty (when 
researchers can characterize a variety of possible outcomes but do not identify the 
underlying processes well enough to provide probabilities) to recognized ignorance 
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(when researchers lack sufficient understanding to develop possible scenarios) (CBO, 
2004; 2006). 
As described by Hawkins and Sutton (2009), uncertainty poses a major 
problem for what has become a key tool in policy decision-making. There is a broad 
scientific consensus that the warming contains a significant contribution from 
atmospheric greenhouse gas (GHG) concentrations due to anthropogenic emissions. 
The climate will continue to warm during the 21st century, but by how much remains 
highly uncertain, mainly due to three factors: natural variability, model uncertainty, 
and GHG emission scenario uncertainty (IPCC, 2007; Hawkins and Sutton, 2009). 
Uncertainty due to natural variability happens at short time scales of a few years up to 
a few decades, while at the longer time scales scenario uncertainty provides the 
largest contribution to the total uncertainty. Model uncertainty is important at all 
times. Potentially important feedbacks such as the carbon cycle feedback are not well 
understood and not even taken into account in many model projections. Yet there is 
scientific evidence that the global mean surface temperature in 21st century exhibits a 
strong warming trend. That will be exceptional during the history of mankind, even if 
strong measures are taken to reduce global GHG emissions. Further those three types 
of uncertainty will be discussed in more detail (Latif, 2011): 
Natural variability -- One source of uncertainty in climate change projections 
is natural variability. Surface air temperature during the 20th century displays a 
gradual warming and place over short-term fluctuations. The growing trend contains 
the climate response to increased atmospheric GHG levels but most probably also a 
natural component. Natural climate variations are of two types, internal and external. 
Internal variability is produced by the climate system itself due to its chaotic nature, 
while external fluctuations need a change in the boundary conditions (e.g. climate 
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fluctuations in response to volcanic eruptions and variations in solar radiation). To 
some extent, the natural fluctuations should be disregarded, if the human influence on 
climate needs to be observed. Had forecasters projected the mid-century warming into 
the future, the stronger warming than actually occurred would have been predicted. 
Similarly, the following cooling trend, if used as the basis for a long-range forecast 
could have incorrectly supported the idea of a rapidly approaching ice age. Thereby, it 
is very important to quantify the anthropogenic signal in the presence of the 
background climate noise which requires the analysis of long records, because the 
short-term natural fluctuations can make a wrong implication to the results.  
Model uncertainty – Models also reflect model uncertainty, because different 
models simulate different climate responses even under the same GHG concentration 
or emission scenario. The uncertainty in climate sensitivity is a good reason to 
demand reductions of global GHG emissions, because the possibility of a dangerous 
anthropogenic interference with the climate system cannot be assessed with high 
confidence. It is not obvious at which levels atmospheric GHG concentrations should 
be stabilized to prevent a dangerous climate change.  
Climate change projections -- Both natural variability and anthropogenic 
forcing should be considered to predict the future climate. The anthropogenic forcing 
is taken into account by assuming scenarios about future GHG and aerosol emissions 
(the scenarios cover a wide range of the main driving forces of future emissions, from 
demographic to technological and economic developments). While both natural 
variability (internal and external) and model error contribute the largest share to 
uncertainty when the short-term climate evolution over the next years or few decades 
is considered, the scenario uncertainty becomes the largest contributor when looking 
many decades or centuries ahead (Hawkins and Sutton, 2009). IPCC AR4 published 
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climate projections based on several scenarios without taking account how natural 
variability changes over time. This produces relatively smooth trajectories if the 
results are averaged over many models, which strongly filters internal variability. 
However, in the real world, natural variations will introduce a large degree of 
irregularity. Moreover, even short-term cooling may occur over the next years. 
Because of the long residence time of CO2 of the order of 100 years in the 
atmosphere, climate response is governed by cumulative rather than current CO2 
emissions; thereby, the long-term strategy matters on the long time scales of many 
decades. It is important that emissions are strongly reduced over a period of 50 to 100 
years (Hasselmann et al., 2003). In order to stabilize the concentration of greenhouse 
gases in the atmosphere, GHG emissions should consider the detailed emission path 
with peak and decline thereafter. The lower the stabilization level, the more quickly 
this peak and decline would need to happen. Climate sensitivity obviously is a key 
uncertainty for mitigation scenarios that aim to meet specific temperature levels. The 
timing and level of mitigation to reach a given temperature stabilization level will be 
more severe if climate sensitivity is high (IPCC, 2008).  
Zenghelis (2009) gives a broader list of the well-recognized uncertainties such 
as: emissions uncertainty, uncertainty over atmospheric concentrations and sinks, 
uncertainty over solar radiation and the effect of other gases, model uncertainty, 
parameter and functional form uncertainty, and damage uncertainty. Zenghelis 
explains that the emissions are a function of projected population growth, 
technological innovation, and patterns of production and consumption, which 
determines the level of production and its degree of carbon intensity. Emissions are 
difficult to accurately project over a period of 5 years, which makes it even harder to 
project them over a century. The ultimate mapping from emissions to concentrations 
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is subject to great uncertainty. This is because the duration of greenhouse gases in the 
atmosphere itself depends on the rate at which carbon sinks (e.g. oceans and 
vegetation) extract carbon from the atmosphere. These sink processes are subject to a 
number of complex feedback mechanisms. Other gases such as anthropogenic and 
natural aerosols (e.g., volcanic), or changing intensity of solar radiation also change 
the climate. Uncertainty about their effect on temperature adds further to uncertainty 
about future warming. There are a number of uncertainties in climate model 
specification, including key equations, the specification of key parameters, data 
inputs, the scale and resolution, and the nature and interpretation of the empirical 
estimation properties. Differences in models results in differences in outputs; 
parameter estimation is determined by theoretical science and observed data, but is 
estimated with error. Estimation of climate sensitivity needs to account for 
concentrations of other industrial aerosols, a key driver of parameter uncertainty. At 
the global level, total climate change damage is often simplified as a direct function of 
temperature change, and the parameter behind this is subject to uncertainty. This 
modeling simplification is intended to capture a vast array of impacts and cannot 
adequately reflect the detailed nature of the climate problem. 
Even though researchers have identified a number of important uncertainties 
about climate change, they should not be seen as a reason for inaction. In fact, policy 
options that provide protection against low-probability highly damaging events can 
result in substantial expected benefits. Thereby, it is important that modeling quantify 
such risks properly. To fully project threats ahead, modeling analysis must look 
further than the average expectation and consider the entire probability distribution 
rather than just the mean (Zenghelis, 2009). It is important here to define a difference 
between risk and uncertainty.. Risk assessments is evenly appropriate to the analysis 
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of uncertain beneficial outcomes, at the same time, uncertainty describes the quality 
of our knowledge concerning risk. Uncertainty may affect both the probability and 
consequence components of the risk. Hence our knowledge about of future climate 
change threats involves uncertainty, which becomes even more complicated due to 
anthropogenic influence. The impacts associated with any particular future climate are 
also uncertain, thereby the outcome of decisions regarding how to decrease climate 
impacts, or develop climate-dependent opportunities, can be also considered as a 
source of uncertainty. Climate change will result in changes to the frequency of 
occurrence of climate hazards, such as a heavy rainfall day or a drought (Hulme et al., 
2002). It will result in a change in magnitude of an event that occurs at a given 
frequency. The rate of future climate change is uncertain, and therefore decisions 
regarding the future need to be supported by an analysis of the climate risk as well as 
changes in risk. Hence, risk assessment can be used to assess the likelihood of 
uncertain future events and threats on exposure units. Together with impact 
assessment and valuation techniques, risk assessment can be also used to estimate the 
significance of these events. 
It is important to discuss uncertainty for water resources associated with 
climate change more specifically because climate change will introduce additional 
uncertainties into water resources management due to increased hydrological 
variability and the greater frequency of extreme events such as floods and droughts. 
Increased hydrologic variability and change in climate will have a profound impact on 
the water cycle, water availability, water allocation, and demand at global, regional, 
basin, and local scales (The World Bank, 2009). Therefore, climate change will 
intensify the uncertainty of hydrologic variability. The impacts of climate change on 
various water use sectors differ by hydrologic regimes. In some regions, hydrology is 
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defined by glacier and snowmelt while in other parts of the world, the driving factor is 
rainfall. The impacts of climate change on snow-driven hydrology are quite different 
from rainfall-driven hydrology. The impact of hydrologic variability and climate 
change on coastal regions is expected to be severe through sea level rise on the one 
side and increased flooding from the upland areas on the other no matter what 
hydrologic regime is presented (IPCC 2007, 2008).  
Adaptation to increased variability and climate change becomes critical in the 
water sector. There are two factors that challenge the assessment of water scarcity 
impacts: the pattern of precipitation changes and indicators that are used to define 
water scarcity (Arnell, 2011). Generally, complex climate models show that climate 
change leads to areas with increases and decreases in precipitation. These patterns are 
different across the different climate models, with only a few areas where models 
show similar results.  
Since uncertainty is an integral part of climate change projections and arises 
from natural variability, model and scenario uncertainty, and from our incomplete 
knowledge of the Earth System dynamics (discussed earlier), impact studies and 
political decisions to mitigate climate change should therefore be based on essentially 
uncertain climate change projections for the 21st century. Although the exact global 
warming to be expected by the end of this century cannot be predicted with great 
accuracy, there is a very high likelihood that globally averaged surface air 
temperature will rise to a level which will be exceptional during the history of 
mankind. Therefore, practical considerations of computing and of model complexity 
may require different prediction systems for different time scales (IPCC, 2007).  
All decisions are intended to produce some future benefit to someone or 
something, and involve choices. Without uncertainty, these decisions would be 
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straightforward, but realityis far more complex and hence all decisions involve 
judgments under uncertainty. Identifying the sources of uncertainty, understanding 
how they contribute to decision uncertainty, and the management of uncertainties 
within the assessment and decision-making process, are therefore essential to making 
well-informed decisions.  
 
1.2.5 Policy & Adaptations 
The ultimate goal of climate policy, as stated in the UN Framework 
Convention on Climate Change, is to “prevent dangerous anthropogenic interference 
with the climate system” (UNFCCC, 1992). An important area where impacts may 
occur is the availability of fresh water resources (Vörösmarty et al., 2000; Arnell, 
2004; Alcamo et al., 2007; Parry et al., 2007). In particular, climate change will 
influence precipitation and evaporation patterns, and thus, indirectly, factors like local 
water availability, river discharge, and the seasonal availability of water supply. 
Regarding this, two major responses have emerged to deal with climate change issue: 
mitigation and adaptation. The United Nations has identified them as follows: 
mitigation of climate change by reducing the amount of greenhouse gases in the 
atmosphere and adaptation to the impacts of climate change (IPCC, 2007). Adaptation 
involves developing ways to protect people and places by reducing their vulnerability 
to climate impacts. Mitigation involves attempts to slow the process of global climate 
change, usually by lowering the level of greenhouse gases in the atmosphere; many 
impacts can be avoided, reduced or delayed by mitigation (Miller, 2008). The IPCC 
has revealed that even under positive assumptions for the success of present day 
mitigation efforts and policies, human activity is likely to evoke further climate 
change with possibly severe impacts (IPCC, 2007). Given that watershed systems 
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provide critical essential services and products critical to sustainability of human and 
ecosystem needs, adaptation strategies become important to manage and control 
climatic impacts. 
Adaptation is intimately associated with the concepts of vulnerability and 
adaptive capacity (Smit and Wandel, 2006). Adaptations, actually, reflect adaptive 
capacity which is the ability of a system to adjust to climate change (including climate 
variability and extremes) to moderate potential damages, or to cope with the 
consequences, or even to take advantage of opportunities. IPCC (2007) declares that 
one way of increasing adaptive capacity is by introducing consideration of climate 
change impacts in development planning. For example, it could be implemented by 
including adaptation measures in land-use planning and infrastructure design. It also 
may be reached, as example, by including measures to reduce vulnerability in existing 
disaster risk reduction strategies. Although many early impacts of climate change can 
be effectively addressed through adaptation, the options for successful adaptation are 
reduced and the associated costs increase with increasing climate change. There is no 
a clear picture of the limits to adaptation, or the cost. This may be due to the fact that 
effective adaptation measures are highly dependent on specific, geographical and 
climate risk factors as well as institutional, political and financial constraints (IPCC, 
2007). However, implementation of adaptation measures, such as water conservation, 
use of markets to allocate water, and the application of appropriate management 
practices will have an important role to play in determining the impacts of climate 
change on water resources (EPA, 2007). 
Vulnerability, in turn, is the tendency for an entity to be damaged (UNEP, 
2009). Thus, future vulnerability depends not only on climate change but also on 
development pathway. Sustainable development can reduce vulnerability to climate 
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change, and climate change could delay human abilities to achieve sustainable 
development pathways. Sustainable development can reduce vulnerability to climate 
change by enhancing adaptive capacity and increasing resilience. At present, few 
plans for promoting sustainability have fully included either adapting to climate 
change impacts, or promoting adaptive capacity. Climate change could make flood 
control more challenging in many areas of the world (Milly et al., 2002). With 
continued urbanization of floodplains, future flooding potential and damages could be 
much worse than today. Therefore, “structurally sufficient, economically sound, and 
socially acceptable” floodplain management is required to reduce vulnerability to 
damages and balance natural and human uses of floodplains to meet social and 
economic goals (Smith et al., 2007) . 
Global climate change creates a threat to the well-being of humans and other 
living things through impacts on ecosystem functioning, biodiversity, capital 
productivity, and human health. Climate change economics attends to this issue by 
offering theoretical insights and empirical findings relevant to the design of policies to 
reduce, avoid, or adapt to climate change (Goulder, 2006). While the distinction is 
imperfect, economists divide the (often negative) welfare impacts into two main 
categories: market and non-market damages (Goulder, 2006).  
It is important to discuss adaptation opportunities in the water sector more 
specifically. The number of adaptation opportunities for the water sector is huge. For 
each of the many ways in which water is important, there exists a range of approaches 
that have been used to adapt to existing climate variability, along with numerous 
options for adapting to anticipated climate changes (The World Bank, 2009). A key 
challenge for the next decade is identifying adaptation options that represent 
appropriate adjustments to expected climate changes, but which also represent good 
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water management strategies by themselves. The national policies on resources 
management (e.g., floods and droughts) provide a particular framework of objectives, 
principals, definitions and measures to adopt for assessing the potential impacts of 
climate change on water resources (Smith, 2001). This framework allows decision-
makers to develop and constantly review flood risk and drought management plans. 
The ensemble results from multi-hydrological models forced under multi-climate 
model’s results give a collective picture of probable hydrological trends and 
embedded uncertainties in interpretations.  
There are uncertainties at all levels in the methodology of a climate change 
impact assessment (e.g. projection of future CO2 emissions, atmospheric CO2 
concentrations, possible changes in climate, available hydrological data, 
appropriateness of the model structure, parameter estimation procedures, etc.). There 
are two methods which attempt to account for these uncertainties: scenario analysis 
and risk analysis (The World Bank, 2009). Scenario analysis consists of a set of 
techniques that are prepared for the impacts of uncertain future events. It is used here 
to describe an analysis of the range of uncertainties encountered in an assessment 
study. The confidence limits are often used as upper, lower and best estimates of an 
outcome. Risk analysis deals with uncertainty in terms of the risk of impact (Carter et 
al., 1991). A common way to quantify the combined effect of parameter uncertainty 
on model performance is known as first-order reliability analysis. Melching et al. 
(1990) and Harlin et al. (1992) have shown that Monte Carlo simulation is one of the 
most effective ways to study parameter uncertainty. Since the runoff is calculated by 
the chosen water balance model, model parameter uncertainty will result in runoff 
uncertainty. Therefore analysis of the impact of climate change on hydrology and 
water resources can be also considered uncertain (Guo & Ying, 1998) 
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In addition to the typical impacts on water management, climate change 
introduces an additional element of uncertainty about future water resource 
management. In some regions of the United States water resources in are heavily 
managed and supplies are scarce. Climate change is often a relatively slow and 
uncertain process. The uncertainty of climate change is especially important in the 
context of slow and uncertain human adaptive responses (Farber, 2007). In the case of 
flooding problems, climate change would affect the frequency and severity of floods 
over long periods of time. However, human use of floodplains and structural and non-
structural flood control efforts also developed over long periods with significant 
economic and social consequences. 
Evaluation of climate change on the watershed system is important to develop 
alternative strategies and policies to mitigate the impacts of global warming (IPCC, 
2001). Considerable number of research on adaptation and its implementation to 
hydrological variability and extreme events exist in the water sector. Implementing 
good practices more widely (e.g., efficient irrigation technologies, water harvesting, 
increased sub-surface storage, etc.) would go a long way in dealing with the future 
climate changes. Adapting to climate change both needs to build on conventional 
interventions and requires a major shift in thinking in planning and designing water 
investments (The World Bank, 2008). New approaches in technology, management, 
as well as the development of flexible or "smart" systems that can anticipate and react 
to changing circumstances must be identified, particularly in light of uncertainties in 
projected impacts. New design standards and criteria will also need to be developed 
for a changed hydrology because specific impacts of climate change, research and 
information on the impacts of climate change to watershed systems remains not very 
well studied. A comprehensive systems approach is essential for effective decision 
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making with regard to global sustainability, since industrial, social, and ecological 
systems are closely linked. Despite efforts to reduce unsustainability, global resource 
consumption continues to grow (Fiksel, 2006). 
Climate change mitigation is action to decrease the intensity of radiative 
forcing in order to reduce the potential effects of global warming (Rogner, 2007; 
IPCC, 2007). Mitigation is distinguished from adaptation to global warming and 
involves acting to tolerate the effects of global warming. Most often, climate change 
mitigation scenarios involve reductions in the concentrations of greenhouse gases, 
either by reducing their sources or by increasing their sinks. The UN defines 
mitigation in the context of climate change, as a human intervention to reduce the 
sources or enhance the sinks of greenhouse gases. There are four principles for linking 
adaptation measures and mitigation activities (Robledo et al., 2005): 1) Prioritize 
mitigation activities that help to reduce pressure on the natural resources; 2) Include 
vulnerability to climate change as one of the risks to be analyzed in mitigation 
activities; 3) Prioritize mitigation activities that enhance local adaptive capacity; 4) 
Increase sustainability of livelihoods, with particular consideration for the poor. 
Society and ecosystems can adjust to some climatic changes over time but the 
projected rapid rate of climate change over this century already has created challenges 
to the ability of natural systems to adapt. Rapid rates of warming can lead to 
particularly large impacts on natural ecosystems and the services they provide to 
society. Some of the impacts of climate change, such as species extinctions and 
coastal land lost to rising seas, can be irreversible. Both anticipated and unanticipated 
impacts become harder as warming increases. Unexpected social and economic 
changes, including shifts in well-being and technology can also challenge our 
response to climate change (Watson et al., 1998; USGCRP, 2004).  
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1.3 Research needs addressed by this study 
Surface Water Quantity and Quality. Precipitation in the US has increased by 
5-10% during the 20th century with much of this increase attributed to heavy and very 
heavy precipitation events (USGS, 2007). During this period, the relative increase in 
runoff has been even greater. Increases in global temperatures have been accompanied 
by more precipitation in the middle and high latitudes and increases in atmospheric 
water vapor in many regions of North America. These changes are significant and 
most obvious during spring through autumn in the contiguous US. Despite the overall 
increase in precipitation, however, it is likely that many interior portions of the nation 
will experience more extremes related to drought due to increased air temperatures. 
These changes in precipitation and evaporation are very likely to affect the quantity of 
surface water, with substantial regional variation (USGS, 2003).  
While there is high confidence about further emissions of greenhouse gases 
and aerosols continuing to change atmospheric composition, there is less confidence 
about exactly how the climate will change in the future (IPCC, 2007). Thus, more 
progress is needed on climate change impacts with respect to the uncertainties of 
predictions.  Climate change uncertainty can arise through different things: emissions 
scenarios, estimates of greenhouse gas concentration, climate response, and impact 
sensitivity. Given the wide range of uncertainties associated with future climate 
change, it is not surprising that debates within the two areas of human response to 
climate change (adaptation or mitigation) remain deeply controversial and 
irresolvable (Walker et. al, 2003). Despite the fact that uncertainty about climate 
change lately has received increasing attention, much of the debate about it has 
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focussed on the description of scientific uncertainties in the climate system and to a 
lesser extent on climate change impact assessments (Pittock and Jones, 2000).  
Changes in climate variability and extremes of weather and climate events 
have received increased attention in the last few years. Understanding changes in 
climate variability and climate extremes is challenging due to interactions between the 
changes in the mean and variability (Meehl et al., 2001). Such interactions vary from 
variable to variable depending on their statistical distribution. For example, the 
distribution of temperatures often resembles a normal distribution where non-
stationarity of the distribution implies changes in the mean or variance. In such a 
distribution, an increase in the mean leads to new record high temperatures, but a 
change in the mean does not imply any change in variability. For example, the range 
between the hottest and coldest temperatures does not change. An increase in 
variability without a change in the mean implies an increase in the probability of both 
hot and cold extremes as well as the absolute value of the extremes.  However, even 
when changes in extremes can be recognized, it is often uncertain whether the 
changes are caused by a change in the mean, the variance, or both. In addition, 
uncertainties in the rate of change of the mean confound interpretation of changes in 
variance since all variance statistics are dependent on a reference level, i.e., the mean 
(IPCC, 2007). 
For variables that cannot be very well estimated by normal distributions, like 
precipitation, the situation is even more complex, especially for dry climates. For 
precipitation, for example, changes in the mean total precipitation can come together 
along with other changes like the frequency of precipitation or the shape of the 
distribution including its variability. All these changes can affect the various aspects 
of precipitation extremes including the intensity of precipitation (Fu et al., 2008). 
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More research is needed to study links between climate change variables and 
their impacts under uncertainties associated with future climate change. It is 
recognized that climatic change has a major influence on various processes and 
components of watershed systems.  The literature on climate change uncertainties and 
climatic impacts on watershed systems is relatively new. This study focuses on 
specific aspects of hydrologic and ecosystem impacts of climate change on water 
quantity (runoff) and water quality (sediment, nutrients) of climate change to extend 
understanding of climate change uncertainties to different geographic scales.  
More research is needed to predict weather events and impacts of climate 
change on watersheds at different time and space scales. Seasonal predictions have 
been statistical and only recently have studies begun to use ensemble simulations and 
historical observations to constrain such predictions. Understanding the mechanisms 
of large-scale atmospheric dynamics and their local impacts remain topics of intensive 
research. The ability to predict extreme events and provide policy makers with this 
information, along with climate change and hydrologic response information will help 
guide planning to form a more resilient infrastructure in the future (Miller and Kim, 
1997; Miller et al., 2003). 
To research uncertainties in climate change and their impacts on watershed 
systems, this paper discusses analyses at various geographic scales: regional (New 
England); river basins (Connecticut River watershed; subbasin HUC 16 (within the 
Chicopee River watershed); and Regional/river basin scale (Volga River watershed, 
Russia). Four main objectives that are formulated in each of these studies are outlined 
below.  
 
1.4 Objectives and Hypothesis 
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The general objective of this dissertation is to evaluate the impact of climate 
uncertainty on watershed systems at multiple scales. Specific objectives are to: (i) 
assess the spatial and temporal distribution of climatic uncertainty in the New 
England region of the USA; (ii) model hydrologic impacts of ensemble and different 
climatic uncertainty predictions in the Connecticut River watershed; (iii) quantify 
spatio-temporal dynamics of climatic and land use impacts at a subwatershed scale in 
the Chicopee watershed, Massachusetts; and (iv) assess climate change impacts on 
runoff and evapotranspiration patterns in the Volga River Basin of Russia.  
Hypotheses that will be tested in this study are: (i) spatial and temporal 
variation in climate change uncertainty is significant at regional scales, (ii) 
multimodel ensemble and uncertain climatic impacts on watershed systems result in 
significant changes in hydrologic components; (iii) climate and land use dynamics 
have significant impacts on hydrologic components at a site specific scale; and (iv) 
climate change has significant influence on spatial variation in runoff and 
evapotranspiration at river basin scales. 
 
Each alternate hypothesis is specified as: 
1. HA: model uncertainty results in spatial and temporal variation 
Test:  
HA :   I(Vs), I(Vt) ≠ 0,  
Where, 
Vs = Spatial Uncertainty 
Vt = Temporal Uncertainty 
I(•) = Impact Function 
 
2. HA: ensemble and uncertainty climatic impacts on watershed system result in 
changes in hydrologic components 
Test:  
HA :  I(Et), I(Ut) ≠ 0,  
Where, 
Et = Ensemble trend of climate change 
Ut = Uncertainty in climate change 
I(•) = Impact Function 
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3. HA: climate and land use dynamics has impacts on hydrologic components at site 
specific scale 
Test:  
HA :  I(Cs,t), I(Ls,t) ≠ 0,  
Where, 
Cs,t = Climate impacts in site (s) and trend (t) 
Ls,t = Land use impacts in site (s) and trend (t) 
I(•) = Impact Function 
 
4. HA: climate change influences spatial variation in runoff and evapotranspiration at 
river basin scale 
Test:  
HA:  ΔQ, ΔET ≠ 0,  
Where, 
ΔQ = Change in runoff between baseline and c. change 
scenarios 
ΔET = Change in evapotranspiration between baseline and 
climate change scenarios 
 
 
1.5 Conceptual Framework and Problem Statement 
In order to provide a theoretical underpinning of each research question, a 
conceptual framework is developed and presented in Figure 1. This serves as a 
background for achieving individual objectives of this study. It describes the basic 
conceptual framework of this research and characterizes the relationships among 
components of this study. This conceptual model is used to guide research questions 
towards specific sets of research tasks and provides a theoretical underpinning for the 
study. The conceptual model consists of four main blocks: Climate Drivers, 
Watershed System, Variation, and Policy Implications.  
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Figure 1: Conceptual model of overall study. 
 
At present, predictions of climate change and evaluations of climate change 
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external impacts, including anthropogenic. The Global Climate Models (GCMs) are 
generally used to simulate the present climate and project future climate and provide 
direct estimation of climate parameters such as temperature and precipitation (Block: 
Climate Drivers). The climate change impact assessment on water resources is best 
estimated through simulation of the hydrological conditions that exist under the 
projected climate conditions of an area. Hydrological response is a highly complex 
process directed by a large number of variables such soil moisture, soil characteristics, 
land use, vegetation, etc. Thus, changes in the amount, timing, and distribution of 
rain, snowfall, and runoff can result that can lead to changes in water availability and 
competition for water resources (USGS, 2007). Runoff is one of the key parameters 
used as an indicator of hydrological process; information about the extent, spatial 
distribution and temporal variation of runoff at regional scales is critical to understand 
its impacts on regional hydrology (Gupta and Panigrahy, 2008). Therefore, the 
watershed system response is simulated in this study by using GCMs future 
temperature and precipitation data coupled with hydrologic and system dynamic 
models and used to investigate the impact of climate change on watershed runoff in 
different areas at different scales (Block: Watershed System). An uncertainty analysis 
is used to calculate variations in climate change for specific areas of interest. 
Statistically downscaled IPCC climate projections data were retrieved and temporal 
and spatial patterns of uncertainties were calculated using Python scripting together 
with ArcGIS10 (Block: Variation). With the emergence of global warming as an 
environmental issue that will disturb landscapes, climate change is an issue of public 
policy. Therefore, the policy dimension of this study is focused on Best Management 
Practice (BMPs) in relation to adaptation strategies under global climate change. 
BMPs can control effectively movement of pollutants, prevent degradation of soil and 
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water resources, are compatible with land use and include an array of practices to 
increase water infiltration that could be applied to different areas and are designed to 
mitigate, or minimize the negative environmental effects. Data of watershed system 
response is integrated with available BMP to identify patterns of BMP usage under 
future climate change conditions for the study areas. The data integration is designed 
to provide a platform to guide upcoming climate change mitigation practices (Block: 
Policy).  
 
 
Figure 2: The framework for multi-scale uncertainties study.  
 
Uncertainty analysis is a challenging activity that requires different approaches 
at different scales. In uncertainty analysis, measurement is based on analyzing of the 
distribution that describes the uncertainty. The most common measure of uncertainty 
is variance and the closely related standard deviation which define how an estimated 
parameter varies and measures how spread out an estimated parameter’s distribution 
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is. In this study uncertainty is estimated at different geographic locations.  Overall, the 
framework to study uncertainties of climate impacts on watershed covers different 
scales from local to regional as shown in Figure 2. In predicting, two components 
such as climate and land use drivers are integrated through feedbacks and 
interdependencies to estimate changes in hydrology in raster (geographic location) 
(Block: 1), subbasin, watershed (Block: 2), and regional scales (Block: 3).  
 
1.6 Dissertation Plan  
The dissertation is presented as seven major chapters: 1. Introduction, 2. 
Literature Review, 3. Regional Uncertainty Analysis, 4. Watershed Systems 
Uncertainty Analysis, 5. Spatio-Temporal Uncertainty Analysis, 6. Water 
Sustainability Gradient Analysis, and finally 7. Conclusions. The first chapter 
introduces the problem and background on the climate change topic with focus on the 
climate change uncertainties and impacts on the hydrology. The Literature Review is 
subdivided into several subtopics and provides background literature on each concept 
area: 1) Watershed Systems and Vulnerability, 2) Climate Impacts on Hydrology, 3) 
Risk and Uncertainty, 4) Modeling Watersheds - Climate Change Impacts, and 5) 
Implications of Climate Change Policies (Adaptation and Mitigation). In the first 
subtopic, this section focuses on a review of past research on the climate change and 
its impacts on watershed ecosystems and vulnerability. The Literature Review chapter 
also covers literature on climate change uncertainties, modeling of climate change 
impacts, adaptation and mitigation strategies. Chapters 3, 4, 5, and 6 start with 
introduction, then the empirical model, followed by methods, data used, study area 
description, results, and conclusions for each chapter. The last chapter summarizes the 
entire dissertation and reviews basic aspects and arguments of this study. This whole 
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study is focused on study uncertainty and modeling of climatic change impacts on 
watershed systems. 
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CHAPTER 2 
LITERATURE REVIEW 
 
This chapter reviews existing literature that covers all the four specific 
research areas of this dissertation. Literature on climate change uncertainties on 
watersheds is reviewed under specific subtopics that form the basis of specific 
research presented as individual chapters.  Literature that is relevant to understanding 
the main themes of this study is presented in subtopics as: 1) Watershed Systems and 
Vulnerability, 2) Climate Impacts on Hydrology, 3) Risk and Uncertainty, 4) 
Modeling Watersheds - Climate Change Impacts, and 5) Implications of Climate 
Change Policies (Adaptation and Mitigation). Broadly speaking, a large body of 
research has been published on climate change over the last two decades. They can be 
categorized based on the focus of study. While some studies analyze the role of 
climate change through the simulation of climate conditions, other studies focus on 
the response of climate change and its impacts on water resources and ecosystems. 
Yet, others looked at the importance of uncertainty associated with climate change. 
Lastly, another group of studies analyze discusses adaptation and mitigation options 
over the next few decades and their interactions with sustainable development. 
 
2.1 Watershed Systems and Vulnerability 
Climate change has become a major threat and places high pressure on 
watershed systems that already stressed from human activities. Water resources, 
agriculture and ecosystem services are highly dependent on the climate and any threat 
in the form of climate change to these systems can be considered as a major threat to 
sustainable development. Water is considered to be one of the resources that are most 
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vulnerable to climate change because changes in the timing or quantity of streamflow 
have potential to further stress supplies (Barnett et al., 2005, Bales et al., 2006; 
Knowles et al., 2006). The potential impact of climate change on water resources has 
been the subject of analysis for over a decade, and the Intergovernmental Panel on 
Climate Change (IPCC) has recently reported on accumulating evidence that 
freshwater resources are vulnerable globally (Betts, 2007; Kundzewicz, 2006; Bates et 
al., 2008). 
Vulnerability assessment, the development of vulnerability/sustainability 
indicators, and mitigation and action assessment has been extensively studied in the 
last decade. The impacts of climate change are already obvious through temperature 
and precipitation , which have increased and intensified worldwide over the last three 
decades (Hewitson and Crane, 2006 and Chung et al., 2011). The IPCC Third 
Assessment Report (McCarthy et al., 2001) defines vulnerability as “The degree to 
which a system is susceptible to, or unable to cope with, adverse effects of climate 
change, including climate variability and extremes”. Based on this understanding, 
climate change and adaptation to climate change should not be treated as separate 
elements. They should be built into various types of development activities (e.g. water 
management, watershed management, coastal zone development). Vulnerability is a 
function, magnitude, and rate of climate variation to which a system is exposed, its 
sensitivity, and its adaptive capacity (IPCC, 2007). Vulnerability describes a central 
concept in climate change research as well as in the research dealing with natural 
hazards and disaster management, ecology, public health, sustainability development, 
and land use change. Recent concerns about climate change have generated a 
considerable body of research (Gleick, 1990; Lane et al., 1999; Meigh et al., 1999; 
Vogel, 2001; IPCC, 2001; Adger et al., 2004; and Brooks et al., 2005).  
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Working with public and private partnerships, the U.S. Environmental 
Protection Agency (USEPA) developed a set of indicators to measure the water 
quality of the nation's watersheds (US Environmental Protection Agency, 1996) and 
(US Environmental Protection Agency, 1997). In general, these activities and research 
initiatives are usually multi-disciplinary and provide a broad picture of the 
vulnerability of ecosystems to global changes. However, because the term 
“vulnerability” is so broad and ambiguous, there are different approaches to 
determining how it can be measured, which has made it difficult to compare such 
studies on a global level (Hamouda et al., 2009). However, all result-based 
vulnerability measures should be integrated into sustainable development strategies 
for the development of approaches at all levels of adaptation concerns.  
Beg et al. (2002) performed an analysis to study the linkages between climate 
change and sustainable development. In their research they emphasize that some of 
the most adverse effects of climate change would be in developing countries, where 
populations are most vulnerable and not easy to adapt to climate change. They 
propose that there can be significant trade-offs related to deeper levels of mitigation in 
some countries. Thus, countries depending on indigenous coal may be obliged to 
switch to cleaner and more expensive fuels to limit emissions. Therefore, the authors 
indicate that future agreements on mitigation and adaptation under the convention will 
need to recognize the vulnerability to climate change of the developing countries and 
their ability to adapt or mitigate diverse situations. 
Najam et al. (2003) conducted a research on potential to integrate sustainable 
development into the Fourth Assessment Report of the Environmental Panel on 
climate change. This paper reviews how sustainable development was treated in prior 
assessment reports of the Intergovernmental Panel on Climate Change (IPCC) and 
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presents proposals on how it might be integrated into Fourth Assessment Report 
(AR4). The paper argues that the AR4 can take three practical steps in making the 
integration more complete at different levels: conceptual level, analytical, and 
operational.  
Wilbanks (2003) reports on investigations of two suggestions with regard to 
integrating climate change and sustainable development in place-based context. He 
noticed that it is easy to overestimate the importance of climate change in the larger 
representation of sustainable development. At the same time, there is an 
underestimating the potential for climate change at local scales. The author also 
indicates that these imbalances in perceptions are more likely to be addressed 
effectively at a local scale than at a global or national scale. 
Planton et al. (2008) in their study provide an overview of the expected change 
of climate extremes during this century due to greenhouse gases and aerosol 
anthropogenic emissions. He concluded that the most commonly used methodologies 
rely on dynamical or statistical downscaling of climate projections, performed with 
coupled atmosphere-ocean general circulation models. The results synthesized in the 
last IPCC report and more recent studies emphasize a connection between the increase 
in heat wave events over land surfaces and the increase in temperature variability. In 
addition, while the number of days of frost should decrease, the growing season 
length should increase. The results indicate that the projected increase in heavy 
precipitation events appeared also as very likely over most areas and are potentially 
linked to a change in the shape of the distribution in precipitation intensity. The 
overview indicates that the best convergence of results was found for temperature 
(heat waves are expected to become longer, more intense and more frequent). 
Moreover, the increase frequency is considered in IPCC AR4 as very likely to occur 
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over most land areas. Additionally, as the study investigated, the number of frost days 
should decrease and the growing season length increase, especially in regions (or 
periods) when the mean temperature is close to zero (e.g. in winter over eastern 
Europe). Several studies highlight that the change of extremes could not be explained 
by a simple shift of the temperature distribution but were also associated with an 
increase in its variability. With regard to precipitation extremes, it is generally 
accepted that the projections on the frequency of intense events would very likely 
increase. However, this change is not simply related to a shift of the precipitation 
distribution. It is pointed out that complete evaluation of the important uncertainties 
on the projection of climate extremes should be implied in the construction of 
multimodal groups of simulations including different downscaling approaches.  
Mokhov (2007) published a review of Russian climate change studies in 2003-
2006. Russia considers it necessary to achieve a transition to sustainable development 
to ensure a balanced achievement of social and economic goals together with a 
solution to the problems of conserving and protecting a favorable environment and 
natural-resource potential. These results were prepared for the National Report on 
Meteorology and Atmospheric Sciences and submitted to the 24th General Assembly 
of the International Union of Geodesy and Geophysics (Perugia, July 2–13, 2007). A 
review of literature on Russian climate change studies suggested that in Russia, as a 
northern country, it is getting warmer much more rapidly. For example, in Siberia, the 
rate that the annual mean temperature is raising four times as large as that of the 
global temperature (up to or more than 0.8 K per decade). The author indicates that 
the typical consequences of global warming that affect Russia most are the surface air 
temperature rise (particularly in the cold season); precipitation, snow cover, soil 
moisture, and river runoff regime changes; Arctic sea ice reduction; and the change in 
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regimes of permafrost, mid and polar-latitude cyclones and anticyclones, droughts, 
and fires.  
It is documented that climate change may enhance extreme negative 
temperature anomalies at a regional level. It follows from model simulations in 
comparison with observations for atmospheric blocking associated with extreme 
frosts in winter and droughts in summer. This review revealed that the current rate of 
global warming is generally consistent with the previously calculated model estimates 
in anthropogenic scenarios including increasing atmospheric emissions of carbon 
dioxide, methane, other greenhouse gases, and aerosols. However, it has become 
evident in recent years that changes in some climatic characteristics occur even more 
rapidly than estimated in models of anthropogenic scenarios and can enhance 
excessively catastrophic events (e.g. Arctic Basin, considering that the decrease in the 
extent of sea ice in the Arctic Basin in September taken from satellite data is 
characterized by a rate of about 10% per decade from 1979 to 2007 (more than 70000 
km 2 per year)).  
Nass et al. (2006) conducted a research on the use of climate change 
vulnerability assessments in a local decision-making context, with particular reference 
to recent studies in Norway. This research is focused on two key aspects of 
vulnerability assessments: 1) the information generated through the assessments 
themselves, 2) the institutional linkages to local level decision-making processes. The 
author points out that different research approaches generate different types of data 
which has important implications for decision-making. In addressing these challenges 
an approach based on exchange, rather than integration of data from different 
approaches was proposed. In conclusion, the authors pointed out that there is unlikely 
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to be one single correct assessment tool or indicator model to make vulnerability 
assessments matter at a local level. 
Jun et al. (2011) performed a study on the development of spatial water 
resources vulnerability index considering climate change impacts. This study 
developed a new framework to quantify spatial vulnerability for sustainable water 
resources management. Four hydrologic vulnerability indices such as potential flood 
damage (PFDC), potential drought damage (PDDC), potential water quality 
deterioration (PWQDC), and watershed evaluation index (WEIC) were modified in 
this study. These vulnerability indices were used to quantify flood damage, drought 
damage, water quality deterioration, and overall watershed risk considering the impact 
of climate change. In the examination of climate change, future meteorological data 
was obtained using CGCM3 (Canadian Global Coupled Model) and SDSM 
(Statistical Downscaling Model). Future stream run-off and water quality were 
simulated by means of HSPF (Hydrological Simulation Program — Fortran). The four 
modified indices were then calculated using a multi-attribute method of decision 
analysis (TOPSIS). It is observed in this study that the ranking obtained can be 
changed in consideration of climate change impacts. It is reported that since this study 
considers both climate change impacts and the concept of sustainability, it represents 
a new attempt to quantify hydrologic vulnerability. 
Farley et al. (2011) implemented a research on vulnerability of water supply 
from the Oregon Cascades to changing climate by linking science to users and policy. 
They evaluated effects of climate change on the human-environmental system of the 
McKenzie River watershed in the Oregon Cascades in order to assess its vulnerability. 
This paper focuses on the conditions and characteristics that lead to vulnerability 
among water users relating to projected changes in timing and quantity of streamflow 
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in the McKenzie River. Empirical and modeling results indicate that climate change 
will alter both the timing and quantity of streamflow. However, understanding how 
these changes will impact different water users is critical to assist in adaptation 
policies to changing conditions. It is pointed out, that in order to better understand the 
vulnerability of four water use sectors to changing streamflow, a series of semi-
structured interviews with representatives of each sector were conducted in this study. 
In these interviews respondents were asked to evaluate how changing water 
availability would impact their activities. The results showed that the implications of 
changing streamflow differ considerably among different water users. Furthermore, 
institutions within some sectors were found to be better positioned to effectively 
respond to changes in water resources associated with climate change, while others 
have substantial barriers to the flexibility needed to manage for new conditions. The 
researches emphasize that a clearer understanding of these opportunities and 
constraints across water use sectors can provide a basis for improving response 
capacity and potentially reducing vulnerability to changing water resources in the 
region. Farley et al. (2011) suggested that existing analysis of four water sectors in the 
McKenzie River watershed shows that some institutions have substantial barriers to 
the flexibility needed to manage for new conditions.  
Understanding past climate change patterns and monitoring climate change 
impact are important for identifying vulnerable areas and designing appropriate 
adaptation measures. Rising populations and economic growth in the coming years 
and decades can cause more greenhouse gas (GHG) emissions, intensify climate 
change and other environmental damage. Thus, the predicted impacts of climate 
change must be introduced into development planning, including land-use planning, 
natural resources management, infrastructure design and measures to reduce 
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vulnerability. According to Falkenmark (2007), the array of adaptation options is very 
large, ranging from entirely technological measures to decision-making adaptation 
and policy reform. Although there are improvements in understanding response to 
climate change, a better understanding of how such changes will affect societies in the 
future is still needed. 
 
2.2 Climate Impacts on Hydrology 
Modeling of watershed response to both normal and extreme climatic 
conditions as well as to changes in the physical conditions of a watershed requires the 
simulation of a diversity of complex hydrologic processes and process interactions 
(USGS, 2010). While some of these processes are well understood at local or small 
areas and others are not very well understood at all scales, increasing spatial and 
temporal variability in climate and watershed characteristics with an increase in 
watershed area adds considerably to the degree of complexity in understanding these 
processes. Because many water resources managers rely only on the historical 
hydrological data and adaptive real-time decisions without consideration of the impact 
of climate change on hydrologic systems, than one of the important challenges for 
practicing hydrologists and water resources managers could be the impacts of climate 
change on hydrologic designs and management of hydrologic systems.  
Coupled with projections of CO2 emission rates, Global Climate Models (or 
GCMs) produce climate scenarios and allows hydrological simulations (IPCC-
TGCIA, 1999). Prudhomme et al. (2003) used a hydrological simulation through a 
conceptual rainfall-runoff model calibrated for each catchment using historical 
climatic and hydrologic time series. An accurate methodology is described for 
quantifying some of the uncertainties of climate change impact studies with an 
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exception of those uncertainties that arise due to downscaling techniques. 
Uncertainties in climate change are calculated from a set of 25,000 climate scenarios 
randomly generated by a Monte Carlo simulation, using several Global Climate 
Models, SRES-98 emission scenarios and climate sensitivities and applied on a set of 
five catchments in Great Britain. Generalized Pareto Distributions were fitted to Peak-
Over-Threshold series for each scenario along together with flow series representative 
of current and future conditions that were simulated using a conceptual hydrological 
model. Future flood scenarios were compared to current conditions for four typical 
flood events and most scenarios showed an increase in both the magnitude and the 
frequency of flood events (no greater than the 95% confidence limits). The largest 
uncertainty can be associated with the type of GCM used, with the magnitude of 
changes varying by up to a factor 9 in Northern England and Scotland. This research 
study indicates that it is essential for climate change impact studies to consider a 
range of climate scenarios derived from different GCMs, and that adaptation policies 
do not rely on results from only very few scenarios. Uncertainty due to the choice of 
GCMs, emission scenario and climate sensitivity in the impact of climate change on 
the flood regime was assessed by looking at the range of changes estimated from a 
large number of scenarios. The effect of the emission scenario was analyzed in 
rearranging all runs made with the same emission scenarios, irrespective of the GCM 
or the climate sensitivity for the 2050s. Results show little difference between four 
groups. Most of the results suggest an increase in the magnitude of the floods for all 
catchments. The largest differences in the probability density curves of the different 
emissions scenarios are reported for catchments in Scotland and Northern England. 
This paper showed that there is more uncertainty due to the different GCMs than due 
to the emission scenario or climate sensitivity. Consequently, the improvement of 
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GCM modeling can reduce some uncertainty in climate change impact studies. The 
researches recommend that before this is achieved, the future impact studies should 
incorporate runs from scenarios derived from different GCMs.  
Chang and Jung (2010) conducted a research on spatial and temporal changes 
in runoff caused by climate change in a complex large river basin in Oregon. This 
paper assesses potential changes in annual, seasonal, and high and low runoff and 
associated uncertainty in the 218 sub-basins of the Willamette River basin of Oregon 
for the 2040s and the 2080s. The US Geological Survey’s Precipitation-Runoff 
Modeling System (PRMS) was calibrated and validated for representative river basins 
between 1973 and 2006. For estimation of spatial and temporal changes in future 
runoff at a subbasin scale a combination of eight general circulation models (GCMs) 
and two emission scenarios downscaled to 1/16resolution were used in this study. The 
seasonal variability of runoff was projected to increase consistently with increases in 
winter flow and decreases in summer flow. The results showed trends increases in top 
5% for flow and decreases in 7-day low flow under the A1B emission scenario by the 
end of the 21st century. The ratio of snow water equivalent to precipitation declined 
consistently throughout the basins extending into the Cascade Range. The authors 
pointed out that the spatial and temporal variability of runoff may increase in the 
future, but the direction and magnitude of these changes depend on sub-basin 
characteristics such as elevation and geology. Another issue highlighted in this 
research is that the main source of uncertainty comes from GCM structure rather than 
emission scenarios or hydrologic model parameters, but the hydrologic model 
parameter uncertainty for projecting summer runoff and 7-day low flow is relatively 
high for Western Cascade basins. 
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Minville et al. (2008) studied uncertainty of the impact of climate change on 
the hydrology of a Nordic watershed. This work used a multi-model, multi-projection 
approach to generate probability distribution functions of future hydrologic variables 
which helped to better define the uncertainty associated with climate. Results indicate 
that a large uncertainty exists in all the projected future hydrologic variables. Of all 
the potential sources of uncertainty, the one induced by the choice of a general 
circulation model (GCM) is the largest. The impact of climate change on the 
hydrology of the Chute-du-Diable watershed (Quebec, Canada) is studied by 
comparing statistics on current and projected future discharge resulting from a wide 
range of climate http://www.sciencedirect.com/science/article/pii change scenarios. 
The use of 10 equally weighted climate projections from a combination of 5 general 
circulation models (GCMs) and 2 greenhouse gas emission scenarios allowed for the 
definition of an uncertainty envelope of future hydrologic variables. GCM data were 
downscaled using the change factor approach for 30-year time slices centered around 
three periods of time 2020, 2050 and 2080. To estimate natural variability, synthetic 
time series were computed for each horizon and for each climate change scenario, 
using a stochastic weather generator (30 series of 30 years). Future hydrological 
regimes were then compared to the control period (1961–1990) using the annual and 
seasonal mean discharge, peak discharge and timing of peak discharge criteria. The 
analysis of the potential impacts of climate change on the study area reveled that all 
projections showed a temperature increase over the basin for all seasons. The largest 
uncertainty, among all considered in this study, comes from the choice of a GCM. 
This is an evidence of that all impact studies based on results from only one GCM 
should be interpreted with careful consideration. As reported in this article, this study 
has a number of possible limitations regarding approach presented in this paper, 
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because the uncertainties that have not been taken into account, may have to be very 
important. As it indicated by the authors, like all downscaling approaches, the change 
factor method has its advantages and limitations. The main problem of the method is 
that it does not modify the temporal and spatial structure of precipitation and 
temperature data. In conclusion, it is stated that in order to explore the uncertainty 
linked to physical characteristics, geographical location and climate zones it would be 
interesting to apply the methodology presented in this work to other basins.  
Zhang et al. (2011) based their study on the hydrology of small prairie 
wetlands and studied uncertainty assessment of climate change impacts. It is stated in 
this research that there are increasing evidences of climate change in the prairie 
region. This research study indicates that there is an urgent need to understand the 
future climate and the responses of small prairie wetlands. This study was aimed to 
explore the uncertainties of climate change impacts on the hydrology of a small 
prairie watershed through developing downscaled climate scenarios by integrating 
different RCMs and stochastic weather generators with a specific consideration on 
precipitation occurrence. Distributed hydrological modeling driven by downscaled 
climate scenarios to examine key hydrological processes was also conducted in this 
case study. This study used multiple integrated downscaling methods coupled with 
distributed hydrological modeling to examine the hydrological responses of small 
prairie wetlands to climate change in the Assiniboia watershed, Canada. Comparing to 
baseline conditions, annual water yield and ET in 2050s were largely unchanged, 
while annual reservoir storage was generally reduced. The data indicated that 
comparing to baseline conditions (1971–2000), annual water yield and 
evapotranspiration in the period of 2041–2070 were basically unchanged, while 
annual reservoir storage was reduced. However, projected hydrological regimes were 
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less consistent at monthly level, particularly for March and July. Such uncertainties in 
simulated hydrological responses were derived from the implementations of different 
integrated downscaling methods. A warming temperature trend from climatic 
projections was identified. However, there is less confidence in the future pattern of 
precipitation. Uncertainties in integrated downscaling were primarily derived from the 
choice of RCM, and were carried out through the incorporation of different weather 
generators. It is indicated that results of any climate change study based on only one 
RCM and/or one weather generator should be interpreted with caution, and the 
ensemble framework should be considered to generate a comprehensive vision of the 
future climate. This study demonstrated that the incorporation of precipitation 
occurrence change contributed to a full translation of RCM outputs, but also 
introduced additional uncertainty. Considerable excitement has been generated by the 
discovery that uncertainties in integrated downscaling were primarily derived from 
the choice of RCM, and were then improved through the incorporation of different 
weather generators. As concluded by the authors, this study provided close attention 
into the challenges that climate change could impose on the water resources 
management in terms of extreme hydro-climatic events. The projected variations in 
climatic and hydrological variables from this study are directly useful for exploring 
the characteristics of prairie hydrological and meteorological droughts in 2050s. This 
study also makes possible the assessment of short-term events such as storm and 
flood. The researchers found that projections on future precipitation occurrence were 
uncertain and had considerable impacts on hydrological modeling. It is showed that 
although this study was implemented in a small prairie watershed in study area, the 
conclusions can be applicable to other prairie regions because the methodology of 
integrated downscaling is not area-specific.  
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Grillakis et al. (2011) investigated climate change impacts on the hydrology of 
Spencer Creek watershed in Southern Ontario, Canada. This study examined the 
potential interannual and seasonal climate change on Spencer Creek located in 
Southern Ontario, Canada, and the future impact on its hydrology through a multi-
model approach under the A2 scenario of the Special Report on Emissions Scenarios 
(SRES). The study also reveals the statistical significance and uncertainty of multi-
model climate and rainfall-runoff model results. The study is mostly focused on 
changes in the climate variables and the seasonal and interannual flow regimes of the 
study area. Potential hydrologic effects of climate change were assessed for the 
Spencer Creek by imposing changes in precipitation and temperature derived from the 
North American Regional Climate Change Assessment Program (NARCCAP) climate 
simulations between 2040 and 2069. The climate models results were used as input to 
three hydrological models to produce projections of Spencer Creek watershed 
discharges. The results were compared to the observed discharges between 1989 and 
2008. As shown in this study, the quantitative impact of these changes in basic 
hydrometeorological characteristics can be substantial at small watershed scale. This 
study presents a wide range of predicted changes in the hydrologic processes, basic 
meteorological characteristics and associated uncertainty and highlights the advantage 
of multi-models approach in assessing climate change impacts at catchment scale. 
Quantitative results of hydrological change provide the data required to improve 
knowledge and adaptation policy to water-resources management. This research 
provides a framework for a long-term strategic planning in this complex watershed. 
Jang et al. (2007) analyzed six hydrological models to compare hydrological 
impacts of climate change in the Dongjiang catchment, a tributary of the Pearl River 
(Zhujiang) in southern China. In this study, six monthly water balance models were 
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used and their differences in reproducing historical water balance components and in 
predicting hydrological impacts of 15 perturbed climate change scenarios were 
compared. The study was performed in the located in a subtropical humid region. This 
study covers 29-year long records of monthly streamflow and climate in the 
Dongjiang basin. The main objective of this study was to quantify how large the 
difference may be expected when using different hydrological models to simulate the 
impact of climate change with comparison to the model capabilities in simulating 
historical water balance components. The study was performed in two steps such as 
reproducing and evaluating historical water balance components and then evaluating 
and comparing the differences in the simulated hydrological consequences of changed 
climate by various models. The study concluded that both models revealed similar 
capabilities in reproducing historical flow indices. It is indicated, that there were 
significant differences in the simulated flow indices of the changed climate even for 
the same climate scenario for the same catchment. The study also suggested that more 
studies on comparing the impacts due to different hydrological models need to be 
carried out. It is suggested that this would help quantify the differences resulting from 
different hydrological simulation models and would provide useful guidelines for 
water resources planners and managers. It is pointed out that future water resources 
scenarios predicted by any particular hydrological model represent only the results of 
that model and an attention must be paid when using existing hydrological models for 
simulating hydrological responses of climate changes. Finally, the authors concluded 
that in order to provide more general conclusions more studies using different 
hydrological models on different catchments need to be carried out. 
Harmsen et al. (2009) conducted a research in Puerto Rico to study seasonal 
climate change impacts on evapotranspiration, precipitation deficit and crop yield. 
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This study addresses the climate change dependent alterations in reference 
evapotranspiration (ET) and precipitation deficit (or precipitation excess) for the 21st 
Century at three locations on the Island. As it stated by the authors, this study is the 
first of its kind in Puerto Rico and provides potentially important information for 
water resource planners. The purpose of this study was to estimate precipitation (P), 
reference evapotranspiration (ET), precipitation deficit (PD = P − ET) and relative 
crop yield reduction (YR) for a generic crop under climate change conditions for three 
locations: Adjuntas, Mayagüez, and Lajas. Evapotranspiration was estimated by the 
Penman–Monteith method, precipitation and temperature data were statistically 
downscaled and evaluated using the DOE/NCAR PCM global circulation model 
projections for the B1 (low), A2 (mid-high) and A1fi (high) emission scenarios of the 
Intergovernmental Panel on Climate Change Special Report on Emission Scenarios. 
Relative crop yield reduction was estimated from a water stress factor. A simple water 
balance approach was used to determine average soil moisture content for the study 
area. Results from the analysis indicate that the rainy season will become wetter and 
the dry season will become drier. The results suggested that additional water could be 
saved during the wet months to compensate increased irrigation requirements during 
the dry months. It is indicated that 20-year average relative crop yield reduction for all 
scenarios decreased on average from 12% to 6% between 2000 and 2090 during 
September, but increased on average from 51% to 64% during February. As it 
discovered in this case study, runoff and aquifer recharge could be expected to 
increase in the future during the wet season. The additional surface runoff can 
possibly be captured in newly constructed reservoirs to offset the higher irrigation 
requirements during the drier months, however, increased surface runoff may be 
coupled with increased soil erosion and degradation of reservoirs. The authors 
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analyzed that an increased aquifer recharge during the wet season would help balance 
potential increased demand for water and may increase groundwater water levels in 
coastal areas and in its turn this may help to resist the growing threat of saltwater 
intrusion in Puerto Rico's coastal aquifers.  
Kuhn et al. (2011) conducted a research to study managing process of the 
impact of climate change on the hydrology of Gallocanta Basin in Spain. In this study, 
the relationship of rainfall characteristics and lake level of the Laguna de Gallocanta 
over the past 60 years were analyzed. Based on the results, a strategy for further 
research required supporting the development of a lake basin management plan was 
discussed. The general objective of this study was to understand which information 
climate models should provide to get enabled a proper assessment of the eco-
hydrologic impact of climate change on dryland lakes. In this study the characteristics 
and frequencies of daily, event, monthly and bi-monthly rainfall over the past 60 
years were analyzed. The analysis of rainfall over the past 60 years revealed a clear 
link between phases of increased rainfall, especially the frequencies of high 
magnitude rainfall and elevated water levels in the Laguna de Gallocanta. The 
differences were more distinct for monthly and bi-monthly rainfall than daily and 
event rainfall. However, some results indicate a trend towards a stronger influence of 
surface runoff in the future. As it discussed by the authors, the results of this research 
demonstrated that a simple application of current climate model outputs would not 
provide a good understanding of the impact of climate change on the Laguna de 
Gallocanta.  
Senatore et al. (2011) implemented a research on regional climate change 
projections to conduct hydrological impacts analysis for a Mediterranean basin in 
Southern Italy. A number of future water availability scenarios in the Crati River 
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Basin (Southern Italy) were made by applying the outputs of three Regional Climate 
Models (RCMs) RegCM, HIRHAM and COSMO-CLM to the newly developed 
Intermediate Space Time Resolution Hydrological Model (In-STRHyM). The analysis 
was performed using two time slices (1961–1990 and 2070–2099) with the SRES A2 
(HAD3AM) and A1B (ECHAM5/MPI-OM) scenarios. Results were derived from 
three different RCMs with the most recent climate change data at a spatial resolution 
below 20 km for the analyzed area. Senatore et al. (2011) stated that this study 
introduces three methodological innovations such as: (1) the development and 
application of a new spatially explicit hydrological model with an efficient coding and 
a CPU-unintensive structure; (2) a downscaling approach providing comprehensive 
distributed results with a resolution never achieved so far for the analyzed area; (3) 
the use of three different RCMs with the most recent climate change data at spatial 
resolution below 20 km for the analyzed area . In conclusion it is emphasized that 
though hydrological results were derived from different GCMs and SRES scenarios, 
they all agreed in projecting a generalized reduction in the future water resources 
availability.  
Arnell et al. (2011) studied the implications of climate policy for the impacts 
of climate change on global water resources. As it declared by the authors, this 
research represents one of the first attempts to assess the implications of climate 
policy for the impacts of climate change and it focuses on introduction to enlarged 
water resources stress across the globe using two indicators of water resources stress. 
Based on resources per capita and the ratio of withdrawals to resources, two different 
measures of exposure to water resources stress were calculated in this research. Using 
the first measure (per capita), the Mitigation scenario avoided 8–17% of the impact in 
2050 and 20–31% in 2100, however it also reduced the positive impacts of climate 
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change on water scarcity in other areas. In its turn, with the second measure, the 
avoided impacts were 5–21% and 15–47%. As results presented the absolute numbers 
and locations of people affected by climate change and climate policy vary 
considerably between the four climate model patterns. The aim of this paper was to 
assess the effects of an aggressive mitigation policy on the regional and global 
impacts of climate change represented by two sets of indices. A “significant” change 
in runoff was defined to be greater than the standard deviation of average annual 
runoff due to natural multi-decadal climatic variability. As it is pointed out by the 
authors, these aggregated indicators did not measure the actual impact of climate 
change. 
Jun Tu (2009) in his study “Combined impacts of climate and land use 
changes on streamflow and water quality in eastern Massachusetts (USA)” combined 
impact of climate and land use changes on streamflow and water quality. The future 
changes in streamflow and nitrogen load under different climate changes and land use 
changes scenarios in watersheds of eastern Massachusetts were analyzed by using a 
GIS-based watershed simulation model, ArcView Generalized Watershed Loading 
Function (AVGWLF). The results showed that climate change and land development 
had more impact on changing the seasonal distributions of the streamflow as well as 
on nitrogen load than on altering average annual amounts of the streamflow and 
nitrogen load. The results indicated that the monthly streamflows in late fall and 
winter increased for most watersheds, while those in the summer months decreased, 
mainly affected by climate change. Nitrogen loads in late fall and winter months 
increased greatly, while those in spring and summer months had mixed responses 
affected by both climate and land use changes. The results showed that streamflow 
was more affected by climate change than by land use changes, while nitrogen load 
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was affected by both climate and land use changes. The combined impact of climate 
change and land development was more on changing the seasonal distributions of the 
streamflow and nitrogen load rather than on shifting the average annual amount of the 
streamflow and nitrogen load. The AVGWLF model was calibrated and validated by 
simulating the historical continuous variations in streamflow and nitrogen load over 
the period of 1995–2004 in seven watersheds of eastern Massachusetts, and then was 
used to project their future changes under different climate and land use change 
scenarios for two future periods (2005–2014 and 2015–2024). Three climate changes 
scenarios (IPCC SRES A1B, SRESB1, and SRESA2) and three land use change 
scenarios (“constant”, “current rate”, and “double rate) were used in this study. It is 
important to recognize that the good agreement between observed and simulated 
monthly values for both streamflow and nitrogen load over the period of 1995–2004, 
can prove that AVGWLF model can provide good estimates of monthly streamflow 
and nitrogen load. Analyses on the combined impact of climate and land use changes 
showed that the impact of land development on streamflow would be enhanced by 
climate change. It is pointed out that considering the limitations of this study, the 
results can be only valid under current climate and land use scenarios in the study 
area. However, it is emphasized that the results and methodology in this study can 
have implications for water quality management and land use planning in the future 
for the study area and for other regions with similar stresses from climate change and 
urban development.  
Yu et al. (2002) studied impact of climate change on water resources in 
southern Taiwan. This study investigated the impact of climate change on the 
upstream catchment of Shin-Fa Bridge station in the Kao-Pen Creek basin. The 
historical trends of meteorological variables, such as mean daily temperature, mean 
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daily precipitation on wet days, monthly wet days, and the transition probabilities of 
daily precipitation occurrence in each month, at the Kao-Hsiung meteorological 
station were identified using a non-parametric statistical test. The trends of these 
meteorological variables were then employed to generate runoff in future climatic 
conditions using a continuous rainfall-runoff model. The analytical results indicated 
that the transition probabilities of daily precipitation occurrence significantly 
influence precipitation generation, and generated runoff for future climatic conditions 
in southern Taiwan was found to increase during the wet season and decrease during 
the dry season. Finally, the generated future climatic conditions were inputted into a 
continuous rainfall-runoff model to investigate changes in water resources in southern 
Taiwan. The Mann–Kendall method was implemented to identify long-term 
precipitation and temperature trends at the Kao-Hsiung meteorological station. The 
analytical results indicated that the temperature increased over the long-term period 
and the transition probabilities of daily precipitation occurrence changed significantly. 
The mean values of precipitation height on wet days demonstrated increasing trends 
from January to May (low-flow period), while monthly wet days decrease from June 
to December (high-flow period). It was also observed that for many months, the 
transition probabilities of dry day to dry day increase, while those of wet day to wet 
day decreased. This reveals a clear change in rainfall type. This study mainly focused 
on the mean tendency of the transition probabilities of precipitation occurrence, 
considering only the influence of this tendency on streamflow. Therefore, it is 
concluded, that the linear trends that were adopted in this preliminary investigation, 
should be studied in more detail in a future work. 
Lui and Cui (2011) carried out a research on the streamflow in the different 
scales of the Yellow River Basin (YRB) in China to study impacts of climate 
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change/variability. The spatial distribution and temporal trends were explored for 
precipitation and potential evapotranspiration (PE) during 1961–2000 to illustrate 
climate change/variability. The impacts of climate change/variability on streamflow 
were explained by investigating the relationship of precipitation, PE and streamflow 
in the YRB. The results presented that precipitation and PE exhibited different spatial 
distribution patterns and temporal trends in different regions, and most stations 
showed negative trends for precipitation in the basin. This study also indicated that 
the relationship of streamflow with precipitation and PE showed high nonlinearity, 
and the magnitudes and patterns of streamflow response to precipitation and PE 
displayed different patterns varied with the dry conditions in different region or years. 
Moreover, the precipitation elasticity of streamflow was 1.80, 1.08, 1.78 and 1.95 in 
Lanzhou, Toudaoguai, Huayuankou and Lijin study areas respectively. Furthermore, 
precipitation elasticity of streamflow calculated from the partial correlation presented 
a reasonable result to show the combined effect of precipitation and PE on 
streamflow. Finally, the partial correction of the precipitation and PE was used to 
present reasonable results to address the combined effects of different climate 
variables on streamflow. 
Gardner (2009) assessed the effect of climate change on mean annual runoff in 
North America. From published runoff measurements in catchments with a wide 
range of climatic conditions it is found that long-term mean annual runoff (R) can be 
closely fitted to measured climatic data by R = P * exp(-PET/P) (r
2
 = 0.94), where P is 
the mean annual precipitation and PET is the mean annual potential 
evapotranspiration (in mm) calculated via the Holland equation, PET = 1.2 × 1010 * 
exp(−4620/Tk). Application of the chain rule for partial differentiation to the 
combined equations gives the following equation for estimating the change in runoff 
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due to changes in P and Tk: dR=exp(-PET/P)*[1+PET/P]*dP-[5544×1010*exp(-
PET/P)*exp(-4620/Tk)*Tk
-2
]*dTk. It is indicated that by setting dR equal to zero, this 
equation can be used to estimate the increase in P required maintaining constant 
runoff for a small increase in T. It can also be used to estimate the decrease in runoff 
in a scenario with constant precipitation and increased temperature. The data also 
indicated that predictions of annual runoff changes for various climate change 
scenarios based on this simple model compare favorably with those based on more 
complex, calibrated hydrological models. Application of the equation above also 
indicated that the IPCC projections for climate change under the A1B emissions 
scenario may underestimate the area of North America that is likely to suffer 
decreases in runoff. It is suggested that to predict the effect of climate change on 
mean annual runoff it would be better to use modern data from a large number of 
basins across a wide range in climate conditions. Based on this it is concluded that to 
assess the effect of climate change on runoff over a large area, the hydrologic or 
empirical models must be applied to a sufficiently large number of watersheds 
representative of the area.  
Chiew et al. (2009) studied influence of global climate model selection on 
runoff impact assessment in southeast Australia. This paper examined how the choice 
of GCMs based on their abilities to reproduce the observed historical rainfall could 
affect runoff impact assessment. The 23 GCMs used in IPCC 4AR were considered 
together with 1961–2000 observed rainfall data over southeast Australia. The results 
indicated that most of the GCMs reproduced the observed spatial mean annual rainfall 
pattern. However, it is stated that the errors in the mean seasonal and annual rainfall 
amounts could remain significant. The future mean annual rainfall projections 
averaged across southeast Australia range from −10% to +3% change per degree 
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global warming, which is amplified as −23% to +4% change in the future mean 
annual runoff. In this study, where the GCMs were assessed against their abilities to 
reproduce the historical mean seasonal and annual rainfalls, there was no clear 
difference in the future rainfall projections between the better and “poorer” GCMs. 
The authors indicated that the interpretation of results from multi-model ensembles 
may also be clouded by the same biases in groups of GCMs. As it is highlighted in 
this research, it is more likely that more reliable results would be obtained as global 
and regional climate modeling improves the GCMs with more consistency in the 
future projections. Thus, this paper documented that for now, the uncertainty and 
range of future runoff in impact assessment studies would be probably best 
determined using future climate projections from the different available GCM 
simulations. 
Kienzle et al. (2011) conducted a research on simulating the hydrological 
impacts of climate change in the upper North Saskatchewan River basin in Alberta, 
Canada. This study explores the hydrological impacts of climate change. Five climate 
change scenarios were selected to cover the range of possible future climate 
conditions. In order to generate future climate time series, the 30-year baseline time 
series was agitated according to predicted changes in air temperature and precipitation 
to simulate the impacts of climate change under historical (1961–1990) and a range of 
future climate conditions (2010–2039, 2040–2069, and 2070–2099). The authors 
indicated that projected increases in air temperature and precipitation resulted in mean 
annual increases in potential and actual evapotranspiration, groundwater recharge, soil 
moisture, and streamflow. Increases in both high and low flow magnitudes and 
frequencies, and large increases to winter and spring streamflow were predicted for all 
climate scenarios. Spring runoff and peak streamflow were simulated to happen up to 
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4 weeks earlier than in the 1961–1990 baseline period. A clear shift in the future 
hydrological regime is predicted, with significantly higher streamflow between 
October and June, and lower streamflow in July–September with progressively 
increase into the future. The researchers reported that the findings of their study are in 
line with general predictions and previous studies in other regions. As described in the 
conclusions, the estimated trends in soil moisture, snow pack, actual 
evapotranspiration, groundwater, and streamflow of this research can serve guiding 
principles to water resources managers, ecologists and foresters in similar regions. 
Hitz et al. (2004) estimated global impacts from climate change. This paper 
reviews the literature estimating the state of knowledge with regard to the benefits of 
reducing atmospheric concentrations of greenhouse gases to significantly lower 
levels. The review included only published studies addressing global impacts of 
climate change studies. The metric used for change in climate was an increase in 
global mean temperature (GMT). The focus of this analysis was aimed at determining 
the general shape of the function (damage curve) of GMT. The following sectors were 
examined in this research: sea level rise, agriculture, forestry, biodiversity, water 
resources, human health, energy, terrestrial ecosystems productivity, and marine 
ecosystems productivity. The results showed that the relationships between GMT and 
impacts were not consistent across sectors. While some of the segments in particular 
regions exposed increasing adverse impacts with increasing GMT (e.g. biodiversity), 
some of the sectors were characterized by a parabolic relationship between 
temperature and impacts (benefits at lower GMT increases, damages at higher GMT 
increases). The authors reported that the relationship between global impacts and 
increase in GMT for water, health, energy, and aggregate impacts appeared to be 
uncertain. This study found that there were important uncertainties in the studies. Hitz 
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and Smith are confident in general, however, they pointed out that there were not 
enough evidences that beyond several degrees of GMT, damages tend to be adverse 
and increasing.  
Climate change impacts on hydrology is becoming a very important topic 
nowadays, there have been number of studies assessing potential consequences of 
climate change on river flows and water resources throughout the world (e.g. 
Leavesley, 1994; Arnell, 1998; Jones et al., 1996; Jones, 1999). As discussed by 
Chang et al. (2002), there are several research studies that have been carried out in the 
North American basins study areas such as the Sacramento (Gleick, 1987), the 
Delaware (McCabe and Hay, 1995), the McKenzie (Cohen, 1995), and the 
Susquehanna (Neff et al., 2000; Chang et al., 2001). A number of research have been 
conducted in European catchment studies (including U.K. catchments) that pointed 
out changes in spatial and temporal distribution of runoff under global warming (e.g. 
Arnell, 1992, 1998; Mansel, 1997; Limbrick et al., 2000), the Rhine basin (Kwadijk 
and Rotmans, 1995; Middelkoop et al., 2001), Scandinavian catchments (Bergström 
and Lindström, 1998; Bergström et al., 2001), Northeastern Spain (Avila et al., 1996), 
Greek watersheds (Mimikou et al., 1999; Mimikou et al., 2000; Panagoulia, 1992), 
and Belgian basins (Gellens and Roulin, 1998), Switzerland (Bultot et al., 1994). The 
above research studies indicated that some parts of the globe will get hotter and drier 
while other parts will get hotter and wetter and it is suggested that although climate 
change occurs at a global scale, its impacts are sensitive to local scales and particular 
scenarios. In addition to the studies described above, there is a general conclusion that 
Eastern Europe it is expected to experience increasing temperature and decreasing 
precipitation in summer (Chang et al., 2002).  
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A large body of research has been published on climate change impacts on 
hydrology and it is indicated that climate change increases water resources stresses in 
some parts of the world where runoff decreases, including areas in Europe, around the 
Mediterranean, central and southern America, and southern Africa. The hydrological 
cycle of rainfall, runoff, streamflow and evaporation exists in constant interactions; 
and it is assumed that in other water-stressed parts of the world, particularly in Asia, 
climate change will increase runoff; however, this may not be favorable because these 
increases tend to come during wet seasons and the extra water may not be available 
during dry seasons. Population growth and economic development together can 
increase the demand for water of good quality, negatively impact hydrology and 
reduce the supply of unpolluted water. It is obvious that further detailed and region-
specific studies should be implemented for better understanding of impacts of climate 
change on hydrology. 
 
2.3 Risk and Uncertainty  
Climate change and its impacts on the environment have been extensively 
studied in the last decade. However, climate change will intensify the uncertainty of 
hydrologic variability and this occupied less attention in literature for a long time. 
Recent concerns about uncertainties and modeling of climate change impacts have 
generated a considerable body of recent studies. Even though much research has been 
carried out to investigate uncertainties of climate change impacts over river basins 
located in different countries (e.g. Christensen et al., 2004; Minville et al., 2006; 
Fowler and Kilsby, 2007; Akhtar et al., 2008; Elshamy et al., 2009), few studies have 
attempted to address all types of uncertainties. However, various sources of 
uncertainty have now been clearly identified. As stated, overall, uncertainties can be 
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classified as follows: (1) greenhouse gas emission scenario (which is related to the 
future society); (2) global climate model (GCM) structure; (3) downscaling method; 
and (4) impact (or catchment) model (Wilby, 2008). Issues such as risk, reliability and 
robustness of water resources systems under different climate change scenarios also 
were addressed in the past. However, water resources management with the decision 
maker’s preferences attached to climate change uncertainties are still hardly practiced. 
Poulin et al. (2011) investigated the effects of model structure and parameter 
equifinality (or parameter non-uniqueness; Beven and Freer, 2001; Beven, 2006) on 
the uncertainty associated with hydrological modeling in climate change impact 
studies. The aim of this study was to examine hydrological model structure 
uncertainty through the application of two very different simulation tools (lumped 
conceptual model and spatially-distributed physically-based model). This study was 
performed on watershed located in the southern part of the province of Quebec 
(Canada) under two different climate projections (minimized summer runoff and 
maximized spring runoff) and recent past climate conditions. Non-uniqueness was 
examined by conducting multiple automatic calibrations with both hydrological 
models and carried out first under recent past climate and then under modified climate 
conditions. The delta change approach was used to build the two climate projections. 
As conclusions, the authors indicated that the hydrological model structure 
uncertainty is more significant than parameter uncertainty and suggested that the use 
of hydrological models with different levels of complexity should be considered as 
part of the global uncertainty related to hydrological model structure.  
Bastola et al. (2011) studied the role of hydrological modeling uncertainties in 
climate change impact assessments of Irish river catchments. This study is an attempt 
to assess the uncertainty in the hydrological impacts of climate change using a 
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multimodal approach. This is combined with multiple emission scenarios, as well as 
GCMs and conceptual rainfall-runoff models to quantify uncertainty in future impacts 
at the catchment scale. Hence, in order to examine the role of hydrological model 
uncertainty (parameter and structural) in climate change impact studies, the researches 
in this study implemented a multi-model approach based on the Generalized 
Likelihood Uncertainty Estimation (GLUE) and Bayesian Model Averaging (BMA) 
methods. Six sets of regionalized climate scenarios derived from three GCMs, two 
emission scenarios, and four conceptual hydrological models were used within the 
GLUE framework to identify the uncertainty for future assessments of stream flow. 
The investigation on four Irish catchments showed that the role of hydrological model 
uncertainty is extremely high and should therefore be consistently considered in 
impact studies.  
Chen et al. (2011) in their research on uncertainty of downscaling method in 
quantifying the impact of climate change on hydrology highlighted that even though 
the uncertainty estimation of climate change impacts had been given a lot of attention 
in the recent literature but it is generally assumed that the major sources of uncertainty 
are linked to General Circulation Models (GCMs) and Greenhouse Gases Emissions 
Scenarios (GGES). Hence, other sources of uncertainty such as the choice of a 
downscaling method not very well studied. The Intergovernmental Panel on Climate 
Change (IPCC, 2007) stated in their report that many General Circulation Models 
(GCMs) predict increases in frequency and magnitudes of extreme climate event and 
variability of precipitation and pointed out that there is high confidence that recent 
climate changes have had distinctive impacts on physical and biological systems 
(IPCC, 2007). In its turn, this will affect terrestrial water resource in the future 
(Srikanthan and McMahon, 2001; Xu and Singh, 2004). As Leavesley (1994) 
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altogether with Hostetler (1994) and Xu (1999) pointed out that the spatial resolution 
difference between GCMs outputs and the data requirements of hydrological models 
is a major problem, this article has provided us with some valuable insights into 
crucial need to perform some post-processing to improve upon these global-scale 
models for impact studies. This paper focuses on the spatial resolution difference 
issue by comparing six downscaling methods to investigate the uncertainties in 
quantifying the impacts of climate change on the hydrology of a Canadian (Quebec 
province) river basin. Dynamical downscaling (regional climate models, RCMs) and 
statistical downscaling (SD) methods have been developed to address this issue. The 
downscaling methods rearrange dynamical and statistical approaches, including the 
change factor method and a weather generator-based approach. Future (2070–2099, 
2085 horizon) hydrological regimes simulated with a hydrological model were 
compared to the reference period (1970–1999) using different criteria such as average 
hydrograph, annual mean discharge, peak discharge and time to peak discharge. The 
results showed that all downscaling methods suggested temperature increases over the 
basin for the 2085 horizon. Predicted changes in precipitation were not as explicit as 
those for temperature. Results vary seasonally and depend on the downscaling 
method. All of the methods showed a general increase in winter discharge 
(November-April) and most showed a decrease in summer discharge. The combined 
effects of precipitation and temperature changes influenced discharge in your own 
way depending on the downscaling method. Overall, the authors reported that results 
showed that climate change impact studies based on only one downscaling method 
should be interpreted carefully and the choice of a downscaling method is critical for 
any climate change impact study on hydrology.  
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Bae et al. (2011) conducted a research on hydrologic uncertainties of climate 
change from IPCC AR4 GCM simulations on the Chungju Basin in Korea. This study 
is an attempt to analyze the effects of hydrological models and potential 
evapotranspiration (PET) computation methods on climate change impact assessment 
of water resources by using Intergovernmental Panel on Climate Change (IPCC) 
Forth Assessment Report (AR4) General Circulation Model (GCM) simulations. 
Three semi-distributed hydrological models (PRMS, SLURP and SWAT) and seven 
different PET computation methods (Hamon and Jensen–Haise methods for PRMS, 
Penman–Monteith, Granger and Spittlehous-Black for SLURP, Penman–Monteith, 
Priestley-Taylor and Hargreaves for SWAT) were used in this study for comparing 
differences of response to climate change. For future climate change projections, the 
13 GCM outputs with three greenhouse gas (GHG) emission scenarios were 
downscaled for the regional-scale hydrological model inputs by using a stochastic 
weather generator, WXGEN. The results indicate that the runoff projections for the 
dry season could be highly uncertain due to hydrologic models and PET methods, 
representing that more attention should be paid in assessing future changes in the risk 
of low flows and droughts. The results of this study perform a useful guideline for 
evaluating uncertainty due to hydrological models in hydrological climate change 
impact assessment.  
Ramesh and Teegavarapu (2010) carried out a research on modeling climate 
change uncertainties in water resources management models. This short paper 
discusses issues related to impacts of climate change on water resources management 
and application of a soft-computing approach, fuzzy set theory, for climate-sensitive 
management of hydrologic systems. This is a real-life case study which is 
implemented to illustrate the applicability of a computing approach for handling the 
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decision maker’s preferences in the process of accepting or rejecting the magnitude 
and direction of climate change. This paper highlights several issues related to climate 
change and its impact on water resource management. Climate-sensitive compromise 
operating policies for hydrologic systems are derived in this research which is 
implemented by considering predicted magnitude and direction of climate change 
along with the decision maker’s resource manager’s preferences connected to those 
changes in a fuzzy mathematical programming framework. Ramesh in his paper offers 
few recommendations in regard to development of sustainable operating policies 
generated by a negotiation between short-term and long-term operating policies. It is 
concluded that the fuzzy operational model proposed, developed and explained in this 
paper would help the decision makers to unequivocally include their degree of belief 
or acceptance associated with climate change predictions and processes.  
Kaleris et al. (2001) studied uncertainty aspects on impact of atmospheric 
circulation changes on river basin hydrology for Mesohora basin in Greece. 
Significance of predictions concerning the climate change impact on basin hydrology 
in case of doubled CO2 concentration in the atmosphere was investigated in this study. 
Circulation patterns (CPs) characterizing the weather in the region was defined based 
on wind direction and on barometric conditions. The modification of the large-scale 
atmospheric was estimated along together with the effect of the atmospheric-variables 
modification on temperature and precipitation on basin scale. It was predicted by 
means of a semi-empirical, purely circulation-based downscaling model. While 
temperature modification in doubled CO2 case was found to be significant for eight 
months of the year with a maximal increase of mean monthly temperature 
approximately 2°C, the precipitation significant change was predicted for one of the 
precipitation stations. Climate change impact on basin runoff was investigated only 
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for temperature effects giving the idea that this precipitation change does not 
influence mean precipitation of the basin. For this purpose a hydrological model was 
used. It was found that the error of hydrologic model is significantly larger than 
climate change impact. Consequently, as it pointed out by the authors, modifications 
of the river basin hydrology for the doubled CO2 case can be hardly predicted.   
Aalst et al. (2008) conducted a research on community level adaptation to 
climate change and studied the potential role of participatory community risk 
assessment. This paper explores the value of using community risk assessments 
(CRAs) for climate change adaptation. CRA refers to participatory methods to assess 
hazards, vulnerabilities and capacities in support of community-based disaster risk 
reduction. Aalst et al. (2008) reviewed the evolution of climate change adaptation and 
community-based disaster risk reduction, and highlighted the challenges of integrating 
global climate change into a bottom-up and place-based approach. A key challenge is 
to keep CRAs simple enough for wide application. As it is indicated by the authors, 
this demands special attention in the modification of CRA tools; in the background 
materials and trainings for CRA facilitators; and in the guidance for interpretation of 
CRA outcomes. The authors reported that stronger linkages are needed between 
organizations assisting CRAs and providers of climate information, mainly addressing 
the translation of climate information to the community level. 
Zhang et al. (2011) provided a research on trend and uncertainty analysis of 
simulated climate change impacts with multiple GCM and emission scenarios at El 
Reno in Central Oklahoma, USA. Trends and uncertainty of the climate change 
impacts on hydrology, soil erosion, and wheat production during 2010–2039 were 
evaluated for 12 climate change scenarios projected by four GCMs (CCSR/NIES, 
CGCM2, CSIRO-Mk2, and HadCM3) under three emissions scenarios (A2, B2, and 
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GGa). The results indicate that compared with the present climate, overall t-tests (n = 
12) show that it is almost certain that mean precipitation will decline by some 6% 
(>98.5% probability), daily precipitation variance increase by 12% (>99%), and 
maximum and minimum temperature increase by 1.46 and 1.26 °C (>99%), 
respectively. Compared with the present climate under the same tillage systems, it is 
very likely (>90%) that evapotranspiration and long-term soil water storage will 
decrease, but runoff and soil loss will increase despite the projected declines in 
precipitation. It is also reported that there will be no significant changes in wheat 
grain yield. Overall results showed that no-till and conservation tillage systems would 
be necessary to be adopted for better soil and water conservation and environmental 
protection in the region during the next several decades.  
Higgins and Harte (2012) studied carbon cycle uncertainty. They concluded 
that carbon cycle uncertainty is considerably larger than currently recognized and that 
plausible carbon cycle responses could strongly increase climate warming. They 
suggest that the previous studies underestimated the potential for terrestrial carbon 
losses because they do not fully account for plausible constraints on plant migration 
and CO2 fertilization. This has important implications for societal decisions that relate 
to climate change risk management because it implies that a given level of human 
emissions could result in much larger climate changes than we now realize or that 
stabilizing atmospheric greenhouse gas concentrations at a specific level could require 
lower human emissions than currently understood. These results also suggest that 
terrestrial carbon cycle responses could be sufficiently strong to account for the 
changes in atmospheric carbon dioxide that occurred during transitions between ice 
age and interglacial periods. 
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Das and Simonovic (2012) in their study investigated the climate change 
related uncertainty in the frequency of flood flows for the Upper Thames River basin 
(Ontario, Canada) using a wide range of climate models. This study employed a 
multi-model, multi-scenario approach to produce flood magnitude -return period 
relationships of future extreme flood flows. Three emission scenarios “A1B”, “B1” 
and “A2” are used to determine uncertainty. A continuous daily hydrologic model, 
calibrated for the basin, was then used to generate daily flow series for the baseline 
period and for the future time horizons. The researchers used the climate model 
outputs are downscaled using the change factor approach for 30-year time periods 
fixed on years 2020, 2050 and 2080. To estimate natural variability, in their study 
they used a stochastic weather generator to produce synthetic time series for each 
horizon and for each climate scenario. The historical range for the 1979-2005 was 
considered as baseline in this study a continuous daily hydrologic model was then 
used to generate daily flow series for the baseline and for the future time horizons. 
The uncertainty involved with modeling was also considered. Their results indicate 
that a large uncertainty exists in all the projected future design floods and unbounded 
Generalized Pareto Distribution (GPD) model should be employed for flood 
frequency analysis. They also concluded that it is rational to believe that the 
hydrologic behavior of the Upper Thames River basin would be changed over the 
next century. While it is impossible to predict the future floods accurately, the 
recommendation of this study is to include the uncertainty related to the future design 
floods into engineering and management practices.  
Kujala et.al (2013) in their research proposed a framework to account for 
several sources of uncertainty in conservation prioritization by identifying priority 
areas for amphibians and reptiles in Europe. Within this framework they accounted 
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for uncertainties arising from (i) species distributions that shift following climate 
change, (ii) basic connectivity requirements of species, (iii) alternative climate change 
scenarios and their impacts, (iv) in the modeling of species distributions, and (v) 
different levels of confidence about present and future. They emphasize that when 
conservation planning resources are limited, and levels of protection of biodiversity 
need to be traded-off against uncertain future extent of protection, it is necessary to 
explore trade-offs and to identify solutions that could cooperate with present 
conservation for largest future benefits. They presented a framework that encourages 
action despite uncertainties and recommend several processes including the use of 
ensembles of forecasts to account for reasonable variation in projections; the 
exploration of uncertainties associated with socio-economic scenarios, and the 
evaluation of potential losses incurred if planning is done for the wrong scenario.  
Climate change risk and uncertainty poses a risk to many of policies, strategies 
and plans and creates a major problem in policy decision-making and cost-benefit 
analysis. It is necessary to learn how to manage this risk, and provide appropriate 
climate. Risk is the combination of the probability of a consequence and its magnitude 
and considers the frequency or likelihood of occurrence of certain events (hazards) 
and the magnitude of the likely consequences associated with those exposed to these 
hazardous events. Uncertainty exists where there is a lack of knowledge concerning 
outcomes and may result from an imprecise knowledge of the risk, i.e. where the 
probabilities and magnitude of either the hazards or their associated consequences are 
uncertain (UKCIP Technical Report, 2003). The above research studies focus mainly 
on the importance of better estimation of the different type of uncertainties for exact 
calculate the trajectory of climate change. 
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2.4 Modeling Watersheds - Climate Change Impacts 
It is well-known that climate change can affect the spatial and temporal 
distribution of water resources as well as the magnitude and frequencies of extreme 
hydrological events (Huntington, 2006). Future climate shifts will thus impact many 
aspects of water resources, including water supply, flood and drought, hydropower 
generation, navigation and echo-system, etc. (e.g., Christensen and Lettenmaier, 
2007).The general procedure for assessing the impacts of climate change on water 
resources is to first project future climate change with GCM simulations; then 
downscale climate projections from global to regional-scale; and then to generate 
hydrologic predictions using hydrologic models and climate change simulations (Xu, 
1999; Xu and Singh, 2004). Projecting future climate change and its impact is 
therefore critical for design of effective climate change policies such as adaptation 
and mitigation actions. In order to address this issue, environmental scientists and 
economists have made considerable efforts to develop scientific and economic models 
to predict the patterns of future climate change and its impact.  
Boyer et al. (2010) in their study aimed to model the projected temporal shift 
in the occurrence of winter/spring center-volume data and to assess the magnitude of 
the hydrological alteration associated with climate change and the sensitivity of the 
winter/spring center-volume data to changes in climatic variables. Another focus of 
this study was to examine the latitudinal component of the projected changes through 
the use of five watersheds on both shores of the St. Lawrence tributaries (Quebec, 
Canada). The study emphasizes changes in the winter and spring seasons. Projected 
river discharges for the next century were generated with the hydrological model 
HSAMI run with six climate series projections. Three General Circulation Models 
(HadCM3, CSIRO-Mk2 and ECHAM4) and two greenhouse gas emissions scenarios 
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(A2 and B2) were used to create a range of possible scenarios. The results indicate 
that higher winter discharges were expected to have an important geomorphological 
impact mostly because they may occur under ice-cover conditions. Lower spring 
discharges may promote sedimentation into the tributary and at their confluence with 
the St. Lawrence River. It is suggested that the combined effects of modifications in 
river hydrology and geomorphological processes would likely impact riparian 
ecosystems. The results from this study clearly indicate that the climate changes 
projected for the next century would stimulate important modifications of the St. 
Lawrence tributaries hydrological regime with a slow shifting from snow to rain 
regime which can bring sediment transport events more frequently than under current 
conditions as well as lower spring discharges may encourage sedimentation into the 
tributary. The combined effects of these modifications in river hydrology and 
geomorphological processes would likely impact riparian ecosystems. The authors 
highlighted that there is a need for a further step in to examine more closely the 
hydrological impact of possible change in climate variability in order to reduce and 
quantify the uncertainty associated with the use of GCMs projection at local scale, 
downscaling methods and hydrological modeling.  
Serrat-Capdevila et al. (2007) conducted a research to estimate climate change 
impacts on water resources by using data from 17 global circulation models run under 
four different climate change scenarios from the Intergovernmental Panel on climate 
change (IPCC) for a semi-arid basin in southeastern Arizona and northern Sonora. 
This research provided a probabilistic approach to estimate climate change impacts on 
water resources by giving an uncertainty range of future projections. This research 
was a part of a broader effort to support water management in the San Pedro Basin 
and contribute to policy-making by providing a scientific foundation to maintain 
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sustainable yield. This paper’s results suggested that recharge in the San Pedro basin 
would decrease affecting the dynamics of the riparian area in the long term and the 
effects on the riparian area could be significant. This article provides a basis for the 
incorporation of climate scenarios into the basin’s decision support system model. 
Marshall and Randhir (2008) studied the effects of climate change on 
watershed system on a regional scale. This study uses a continuous simulation model 
under different climate change conditions to evaluate potential implications of 
increasing temperature on water quantity and quality at a regional scale in the 
Connecticut River Watershed of New England and aims at estimation the role of 
climate change on watershed systems and discusses alternative mitigation strategies. 
The increase in temperature was modeled using Intergovernmental Panel on Climate 
Change (IPCC) high and low warming scenarios to incorporate the range of possible 
temperature change. It was predicted that climate change can have a significant 
effects on streamflow, sediment loading, and nutrient (nitrogen and phosphorus) 
loading in a watershed and also influences the timing and magnitude of runoff and 
sediment yield. Changes in variability of flows and pollutant loading that are 
stimulated by climate change have important implications on water supplies, water 
quality, as well as on aquatic ecosystems of a watershed. Potential impacts of these 
changes include deficit supplies during peak seasons of water demand, increased 
eutrophication potential, and impacts on fish migration. Climate change had 
significant impacts on water quality in the study watershed. The data indicated that 
the sediment loading increased from June through October by up to 50%, while the 
volume of receiving waters decreased by up to 19%. In additional to the above 
findings, the results showed that climate change impacted nutrient cycles and the N: P 
ratio of annual loading in the watershed. These changes may lead to increased algal 
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and plant biomasses. It is concluded also, that climate change had significant impacts 
on water quantity and quality in the watershed. The simulated impacts varied between 
seasons and were observed as changes in both magnitude and variability in the 
watershed. The authors reported that these findings could have important implications 
on water management during peak seasons, nonpoint source pollution, storm water 
management, flood mitigation, and aquatic ecosystems.  
Chang et al. (2002) explored water resource impacts of climate change in 
southwestern Bulgaria. This study assessed the regional impact of climate change on 
runoff in a mountainous region within study area. Particularly, it examined the 
regional impacts of climate change on water resources (changes in average annual and 
monthly runoff), focusing on changes in runoff under two climate change scenarios 
(HadCM2 and CCC) for two different periods around 2025 and 2085 and assessed 
climate change impacts on runoff using a GIS-based monthly water balance 
simulation model. Results from both scenarios demonstrate the basin's sensitivity of 
runoff to climate change.  This produce significant spatial and temporal changes in the 
basin's water yield with maximum runoff shift into early spring and further decreases 
in summer runoff. This research demonstrates a good implementation of the water 
balance model combined with GIS for future application to operational forecasting. 
The authors concluded that the results of this study show that possible annual and 
seasonal changes in runoff and could be important for water resource management 
issues. As the authors concluded, a simple water balance model employed in this 
study provides a reasonable means to assess potential regional water resource impacts 
of climate change while awaiting more robust models to be developed. Predicted 
changes in precipitation and temperature will alter runoff, which has a significant 
implication for both regional water availability and quality.  
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“The impacts of climate change on Hydrology in Ireland” by Steele-Dunne et 
al. (2008) is another research study implemented in Europe. In this research a study of 
nine Irish catchments was carried out to quantify the expected impact of climate 
change on hydrology. Boundary data from the European Centre Hamburg Model 
Version 5 (ECHAM 5) general circulation model were used to force the Rossby 
Centre Atmosphere Model (RCA3) regional climate model, producing dynamically 
downscaled precipitation and temperature data under past and future climate 
scenarios. This data was used to force the HBV-Light conceptual rainfall-runoff 
model to simulate stream flow in the reference period (1961–2000) and in the future 
(2021–2060) under the Special Report on Emissions Scenarios (SRES) A1B scenario. 
A Monte-Carlo approach to calibration was used to obtain 100 parameter sets 
reproducing observed stream flow, in which the 99th percentile of an ensemble of 
10,000 parameter sets were selected for use in the impact study. Results suggested an 
intensification of the seasonal cycle across Ireland, determined by increased winter 
precipitation, decreased summer precipitation and increased temperature. The authors 
reported that the expected changes in mean winter and summer flows as well as 
annual maximum daily mean flow varied depending on catchment characteristics and 
the timing and magnitude of expected changes in precipitation in each of nine 
catchments.  
Kangsheng and Johnston (2007) studied hydrological response to climate 
variability in a Great Lakes Watershed. This study was conducted for a 901 km
2
 
watershed of northern Michigan to compare the effects of calibrating SWAT model 
with different climatic datasets representing drought (1948–1949) versus average 
(1969–1970) conditions. The effects of the different climatic conditions on parameter 
response and sensitivity were evaluated.  The results of the two calibration versions 
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were compared using a common validation period, 1950–1965. For the drought- and 
average-calibration periods, models were well calibrated, as indicated by high Nash-
Sutcliffe efficiency coefficients (E = 0.8 and 0.9), and low deviation of discharge 
values (D = 2.9% and 3.4%). A comparison of baseflow values simulated by SWAT 
versus those computed by a showed that the SWAT method treated most snowmelt as 
surface runoff, while the hydrograph separation method treated much of it as 
baseflow. The hydrology of the South Branch Ontonagon River was influenced by the 
climate-sensitive phenomenon of evapotranspiration. It is indicated in this study that 
monthly evapotranspiration in this forest-dominated watershed equals or exceeds 
monthly precipitation for five months of the year, making evapotranspiration an 
important factor in the annual water budget. The results also point out on the 
importance of calibrating the SWAT model with data collected under climatic 
conditions similar to those experienced during the validation period.  
Ghosh and Mujumbar (2008) conducted a research using relevance vector 
machine for statistical downscaling of GCM simulations to streamflow in different 
regions in India. SVM was used as a downscaling technique for predicting 
subdivisional precipitation. In this study, the GCM generated large scale output that 
was converted into principal components using Principal Component Analysis (PCA). 
Ghosh and Mujumdar presents a methodology of statistical downscaling based on 
sparse Bayesian learning and Relevance Vector Machine (RVM) to model streamflow 
at river basin scale for monsoon period (June, July, August, September) using GCM 
simulated climatic variables. The statistical methodology involved principal 
component analysis, fuzzy clustering and RVM. Different kernel functions were used 
for comparison analysis. A decreasing trend was observed for monsoon streamflow of 
Mahanadi River due to high surface warming in future, with the CCSR/NIES GCM 
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and B2 scenario. As it is indicated, the methodology developed in this study can be 
used to project the streamflow for other GCMs. However, modeling GCM and 
scenario uncertainty is necessary for future decision making. The methodology is 
adapTable and can be used to model any other hydrologic variable, such as 
precipitation, evaporation, etc. to assess the impact of climate change on hydrology. 
Dibike and Coulibaly (2005) studied hydrologic impacts of climate change in 
the Saguenay watershed and conducted a comparison of downscaling methods and 
hydrologic models. This study applied two types of statistical downscaling techniques 
(a stochastic and a regression based) to generate the possible future values of local 
meteorological variables such as precipitation and temperature in the Chute-du-Diable 
sub-basin of the Saguenay watershed in northern Que´bec, Canada. The downscaled 
data were used as input to two different hydrologic models to simulate the 
corresponding future flow regime in the catchment. Although the two downscaling 
techniques did not show identical results, the time series generated by both methods 
indicated a general increasing trend in the mean daily temperature values. This study 
was aimed to investigate and evaluate two of the more promising statistical 
downscaling techniques, and provide an inter-comparison study. It is pointed out that 
the downscaling was necessary since the hydrological models normally used for 
impact studies require local meteorological time series, which are compatible with the 
size of the watershed. Results showed that both downscaling methods resulted in an 
increase in low flow during the winter months.  
Fujihara et al. (2008) conducted a research on the impacts of climate change 
on the water resources of the Seyhan River Basin in Turkey. A dynamical 
downscaling method, referred to as the pseudo global warming method (PGWM), was 
used to connect the outputs of general circulation models (GCMs) and river basin 
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hydrologic models. The GCMs used in this study were MRI-CGCM2 and 
CCSR/NIES/FRCGC-MIROC under the SRES A2 scenario, and the downscaled data 
covered two 10-year time slices corresponding to the present (1990s) and future 
(2070s). The hydrologic models along with a reservoir model were driven using the 
downscaled data for the present period. As a result, the temperature and precipitation, 
which were dynamically downscaled through bias-correction, were in good agreement 
with the observed data. The hydrologic simulation results also matched the observed 
flow, reservoir volume, and dam discharge. For that reason, the researchers concluded 
that the PGWM combined with bias-correction was extremely useful in generating 
input data for hydrologic simulations. However, the uncertainties of RCMs, which can 
be as important as those of GCMs (e.g. Christensen and Christensen, 2007) were not 
taken into account in this study. Additionally, Fujihara et al. (2008) statistically 
corrected the dynamically downscaled data but pointed out that it remained unknown 
whether the bias-correction would be valid for a future period or not. However, 
despite these limitations, the approach developed in this study is not region-specific 
and can be applied to any other basin. This approach considers the impacts of climate 
change and changes in water use. The authors reported that this study gives a 
framework for reassessment of future irrigation developments and dam constructions 
and can help to reconsider operation rules for existing reservoirs as well as to help in 
investigation of adaptation strategies for reducing the impacts of global warming. 
Chiew et al. (1995) studied soil moisture and runoff in Australian catchments 
to simulate the impacts of climate change. The impacts of climate change on runoff 
and soil moisture in 28 Australian catchments were simulated using a hydrologic daily 
rainfall-runoff model. Two methods were used to provide the climate change 
scenarios: 1) a range of arbitrary changes in temperature and precipitation were 
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applied to the calibrated rainfall-runoff model to study the sensitivity of runoff and 
soil moisture to potential changes in the climate; 2)  results from five global climate 
model (GCM) enhanced greenhouse experiments were analyzed to provide regional 
climate change scenarios to estimate the range of plausible changes in runoff and soil 
moisture by the years 2030 and 2070. The sensitivity analyses pointed out that change 
in rainfall was always amplified in runoff with the intensification factor for runoff 
being higher in drier catchments. Compared to precipitation, temperature increases 
alone have insignificant impacts on the runoff and soil moisture. The simulations 
using the GCM scenarios indicated increases in annual runoff of up to 25% by the 
year 2030 in the wet tropical catchments near the north-east coast of Australia. 
Results showed that there was no strong evidence on the direction of rainfall change 
in south-east Australia implemented by GCMs, however, the simulations showed 
runoff changes of up to ±20% by 2030. These results showed the potential for climate 
change to bring about runoff modifications that may require a framework for planning 
significant response.  
Willems and Vrac (2011) conducted a statistical precipitation downscaling for 
small-scale hydrological impact investigations on climate change on urban drainage. 
In this research, two sets of methods were suggested and tested based on Belgian data. 
The first set made direct use of the precipitation results of the climate models. It 
involved computation of quantile perturbations on extreme precipitation intensities 
with further testing of assumption that the same perturbations hold for daily and sub-
daily time scales. The second set of methods was based on weather typing, and 
accounts for the low accuracy of daily precipitation results in current climate 
modeling. In these methods, climate model outputs on pressure (atmospheric 
circulation) were used to obtain precipitation estimates from analogue days in the 
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past. Different criteria for defining analogue days were tested. Results showed that 
both the quantile-perturbation and advanced weather typing based methods allowed 
precipitation biases in climate model simulation results to be largely corrected. Both 
types of methods produced similar short-duration changes in precipitation extremes. 
This research also indicated that there would be significant impacts on future urban 
water management and planning. This paper deals with the testing of statistical 
downscaling techniques with particular focus on local scale hydrological impact 
investigations. As pointed out in this study, uncertainties in the assessment of small-
scale precipitation changes mainly comes from the climate models and downscaling 
process. This paper confirms that the choice of the downscaling methods introduces 
additional uncertainty. Therefore, the authors recommend extending the ensemble 
approach incorporating a range of potential downscaling methods. On comparisons 
with historical data and after evaluation of the consistency of the precipitation 
changes as function of time scale and return period, in this research study was 
explored that some of the downscaling methods outperformed others. 
Jones et al. (2006) estimated the sensitivity of mean annual runoff to climate 
change in Australia using selected hydrological models. Hydrological model 
sensitivity to climate change was defined as the response of a particular hydrological 
model to a known quantum of climate change. This paper estimated the hydrological 
sensitivity, measured as the percentage change in mean annual runoff, of two lumped 
parameter rainfall-runoff models, SIMHYD and AWBM and an empirical model, 
Zhang01, to changes in rainfall and potential evaporation. These changes were 
estimated for 22 Australian catchments covering a range of climates, from cool 
temperate to tropical and moist to arid. The results showed that the models display 
different sensitivities to both rainfall and potential evaporation changes. Moreover, 
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the results showed similar correlations for several catchment characteristics. The most 
significant relationship was between percent change in annual rainfall and potential 
evaporation to the catchment runoff coefficient. The sensitivity of both A and B 
factors as well as the uncertainty in this relationship decreased with an increasing 
runoff coefficient. The results suggested that a first-order relationship can be used to 
give a rough estimate of changes in runoff using estimates of change in rainfall and 
potential evaporation representing small to modest changes in climate. In addition to 
the results described above it is suggested that the further work will develop these 
methods further, by investigating other regions and changes on the subannual scale. It 
is concluded that the development of methods in this study offered the promise of a 
simple empirical approach based on more complex underpinning science, which can 
be used to investigate uncertainty, provide rapid analysis for testing water 
management policy and provide short-term assessments for change in catchments 
lacking more data rich models. 
Ficklin et al. (2009) conducted a research on climate change sensitivity 
assessment of highly agricultural watershed in California using SWAT. This study 
modeled the hydrological responses to variations of atmospheric CO2 (550 and 970 
ppm), temperature (+1.1 and +6.4 °C), and precipitation (0%, ±10%, and ±20%) 
based on Intergovernmental Panel on Climate Change projections. The Soil and Water 
Assessment Tool (SWAT) was used to model the hydrology and impact of climate 
change in the highly agricultural San Joaquin watershed in California. The results of 
this study suggested that atmospheric CO2, temperature and precipitation change have 
significant effects on water yield, evapotranspiration, irrigation water use, and stream 
flow. Increasing CO2 concentration to 970 ppm and temperature by 6.4 °C caused 
watershed-wide average evapotranspiration, averaged over 50 simulated years, to 
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decrease by 37.5%, resulting in increases of water yield by 36.5%, and stream flow by 
23.5% compared to the present-day climate. It is observed that increasing temperature 
caused a temporal shift in plant growth patterns and redistributed evapotranspiration 
and irrigation water demand earlier in the year. This caused an increase in stream flow 
during the summer months because of decreased irrigation demand. Overall, the 
results indicated that the San Joaquin watershed hydrology was very sensitive to 
potential future climate changes. While the main objective of this study was to 
provide a first estimate of the overall impact of climate on the watershed hydrology, 
including its impact on irrigation water use by local farmers, the specific objectives of 
this study were to investigate the sensitivity of hydrologic variables, such as ET, 
water yield (in this case, synonymous with surface runoff and soil water interflow 
entering the adjacent stream), irrigation water use and stream flow (rate of stream 
flow at the watershed outlet which will be affected by irrigation diversions) to climate 
change. The researchers calculated all hydrologic variables for 16 climate change 
scenarios (six for present-day scenarios, five for the B1 emissions scenario (low CO2 
concentration) and five for the A1FI emission scenario (high CO2 concentration)), and 
compared the results to a 50-year baseline scenario with a present-day climate. The 
results in this study indicated that the hydrological system in the study area was very 
sensitive to climatic variations on a monthly and annual basis and suggested that 
temperature change had significant effects on all hydrological elements in study area. 
These effects might be complicated by the agricultural activities and irrigation water 
diversion in the study area. However, stream flow rates were significantly increased 
during summer months due to reduced irrigation water diversion during those months. 
The results also included the review of quantitative information which can allow 
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appropriate decisions on agricultural management and natural resource conservation 
in this area.  
Arnell (2004) studied global water resources and climate change using SRES 
emissions and socio-economic scenarios. This paper describes an estimation of the 
relative effect of climate change and population growth on future global and regional 
water resources stresses. SRES socio-economic scenarios and climate projections 
using six climate models driven by SRES emissions scenarios were used in this study. 
River runoff was simulated at a spatial resolution of 0.5×0.5° under current and future 
climates. It was conducted by means of a macro-scale hydrological model with further 
aggregation to the watershed scale to estimate current and future water resource 
availability for 1300 watersheds and small islands under the SRES population 
projections. The aim of this paper was to present results of an assessment of the 
implications of climate change for the global and regional numbers of people living in 
water-stressed watersheds, using consistent climate and socio-economic scenarios: the 
climatic effects of the different IPCC SRES (IPCC, 2000) emissions scenarios were 
compared with the assumed populations which generated those emissions. It is 
emphasized in this paper that the actual impact of the effects of climate change on 
water scarcity depends on how water resources are managed and depends not only on 
economic prosperity but also on attitudes towards environmental management and 
protection. 
Semmler and Jacob (2004) conducted a climate change simulation to model 
extreme precipitation events in Europe. The regional scenario simulation has been 
carried out with REMO 5.1 driven by a HadAM3H scenario simulation to investigate 
the impact of future climate changes on the frequency and intensity of extreme 
precipitation events. This simulation was consistent with the SRES-A2 emission 
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scenario and used changes in sea surface temperature and sea ice distribution 
simulated by the coupled global climate model HadCM3. Large increases of the 
precipitation return levels for the 10- and 20-year return periods were simulated in 
2070–2100 compared to 1960–1990. The results showed that almost all regions were 
affected by higher return levels. In most regions, the return levels were increasing up 
to 50%. The study pointed out that the increases by more than 100% in Baltic Sea 
region could be partly related to a very strong increase in the sea surface temperature 
in the coupled global climate model simulation.  
Chiew et al. (2010) made a comparison of runoff models using rainfall from 
different downscaling methods for historical and future climates for Murray River in 
south-east Australia. This study assessed the rainfall downscaled from three global 
climate models (GCMs) using five downscaling models as well as the runoff modeled 
by the SIMHYD rainfall-runoff model using the downscaled daily rainfall. Moreover, 
in this study the modeled changes in future rainfall and runoff characteristics were 
compared. The modeling study was carried out using rainfall and streamflow data 
from eight unimpaired catchments near the headwaters of the Murray River in south-
east Australia. Three statistical downscaling techniques were used in this research: (i) 
an analogue technique (Timbal, 2004; Timbal et al., 2009); (ii) an implementation of 
the Generalised LInear Model for daily CLIMate (GLIMCLIM) software package 
(Chandler, 2002) and (iii) a Non-homogeneous Hidden Markov Model (NHMM) 
(Hughes et al., 1999). The aims of this paper were to: (i) assess the historical runoff 
characteristics modeled by a rainfall–runoff model using daily rainfall series obtained 
from the above downscaling methods against the observed historical runoff 
characteristics and (ii) compare the future runoff characteristics modeled using future 
daily rainfall obtained from the different downscaling methods informed by three 
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GCMs. The focus of this paper was on the runoff simulations and the verification of 
rainfall simulations against historical rainfall in more detail. As results showed, it was 
difficult to determine which of the downscaling models presented more realistic 
future rainfall projections for hydrological applications. The results suggested that the 
simpler scaling method should be used for hydrological impact assessment studies 
over very large regions to implement daily scaling method, especially when the main 
considerations are changes to seasonal and annual catchment water yield.  
Numerous other studies have been conducted using general circulation model 
(GCM) output for hydrologic model forcing (Harmsen et al., 2009). Bouraoui et al. 
(1997) coupled the hydrologic model ANSWERS (Beasley et al., 1980) with a GCM 
showing that although large-scale GCM output data could be one of the best available 
techniques to estimate the effects of increasing greenhouse gases on precipitation and 
evapotranspiration. Miller et al. (2003) examined the sensitivity of California 
streamflow's timing and amount using two GCM projections and the U.S. National 
Weather Service (Rive Forecast Center's Sacramento) snow model and found that 
despite of the GCM projection, the hydrologic response would lead to decrease in 
snowpack, and would evoke early runoff. It also may produce increased flood 
likelihoods, with a shift in streamflow to earlier in the season. Bouraoui et al. (1997) 
proposed a general methodology to disaggregate large-scale GCM output directly to 
hydrologic models and demonstrated predicting possible impacts of double-CO2 case 
scenario on water resources for an agricultural catchment close to Grenoble, France. 
The results showed that the doubling atmospheric CO2 would likely reduce aquifer 
recharge causing a negative impact on groundwater resources in the study area. 
However, the authors notified that the results were obtained from only one GCM and 
must be used with caution since many uncertainties still exist among different models. 
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The different spatial scales between GCMs and hydrologic models require that 
statistical or dynamic downscaling techniques be used (Charles et al., 1999). Maurer 
and Duffy (2005) assessed the impacts of climate change on streamflow in California 
based on downscaled data from 10 GCMs. The results showed that despite the 
relatively large inter-model variability between the 10 GCMs, there is a significant 
detection of decreasing summer flows and increasing winter flows. Brekke et al. 
(2004) evaluated water resources for the San Joaquin Valley in California using two 
GCMs (HadCM2 and PCM). They predicted impacts on reservoir inflow, storage, 
releases for deliveries, and streamflow, however, concluded that the results were too 
broad to provide a guide for selection of mitigation projects. Most of the impacts 
uncertainty was recognized as differences in projected precipitation type (rain, snow), 
amount, and timing by the two GCMs. Dettinger et al. (2004) applied a component 
resampling technique to obtain streamflow probability distribution functions for 
climate change scenarios. They used six GCMs; the results indicated that although the 
total amount of total streamflow per water year in California did not change 
significantly, the mean 30-year (1961–1990) climatological peak streamflow shifted 
15–25 days earlier under the climate projection scenario (Roos, 1987). These results 
are in accordance with the research implemented by Stewart et al. in (2005) who 
evaluated 302 western North American gauges for their trends in steamflow timing 
across western North America. 
Climate change increases water resources stresses in some watersheds, but 
decreases them in others. Most probably, climate change will induce appearance of 
more water-stressed watersheds as the indicator of water resources stress. The 
watersheds that apparently would benefit from a reduction in water resources stress 
are in limited, but populous, parts of the world (e.g. Asia). It has been extensively 
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discussed in the scientific literature that there are large differences in future climatic 
scenarios when different global circulation models (GCMs) are employed. At the 
same time, differences in hydrological responses to the climatic scenarios resulting 
from the use of different hydrological models received much less attention. Therefore, 
there is a particular importance for the water resources management to compare and 
quantify such differences at all scales. 
 
2.5 Implications of Climate Change Policies (Adaptation and Mitigation) 
Climate change involves complex interactions between climatic, 
environmental, economic, political, institutional, social, and technological processes 
and should be addressed with broader societal goals (such as sustainable 
development), or other existing or probable future sources of stress (IPCC, 2007). 
Adaptation and Mitigation are two important policies that are fundamental in the 
climate change science. The IPCC defined adaptation as adjustment in natural or 
human systems in response to actual or expected climatic or their effects. Adaptation 
can be also defined as an understanding of how individuals, groups and natural 
systems can respond to changes in climate or their environment (Mitchell and Tanner, 
2006). While mitigation deals with the causes of climate change, adaptation 
undertakes the effects of it, a successful adaptation can reduce vulnerability by 
structuring and strengthening existing strategies. The following review of literature 
provides some valuable insights into existing adaptation and mitigation policies and 
strategies and setting priorities for them in water sector.  
Marland et al. (2003) investigated the relationship between the climatic 
impacts of land surface change and carbon management, and studied the implications 
for climate change mitigation policy. The authors observed that the strategies to 
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mitigate anthropogenic climate change recognize that carbon sequestration in the 
terrestrial biosphere can reduce the build-up of carbon dioxide in the Earth’s 
atmosphere. Considering the research that shown and the goal of mitigating climate 
change, the authors emphasized that it is important to consider all of the effects of 
changes in terrestrial vegetation and a better understanding of the full climate system 
is needed. However, recognizing the importance of land surface change as a 
component of climate change makes it more difficult and challenges the process of 
creating a system of “credits and debits” where emission of carbon in the biosphere is 
evaluated against the emission of carbon from fossil fuels.  
Smith (1997) conducted a research on setting priorities for adapting to climate 
change. He underlines that efforts to control greenhouse gas emissions will not 
completely eliminate the risk of climate change and given the uncertainties about the 
timing, direction, and magnitude of regional climate change, and it might seem 
preferable to postpone adaptive measures until after climate changes happen. 
However, this may not produce satisfactory results because some of the impacts can 
become irreversible. In these cases, policy changes in anticipation of climate change 
may be justified. Preventive climate change measures need to be flexible and 
economically efficient. It is concluded that conservation policies have changed over 
time in response to changes in human and ecological drivers and are subject to further 
changes. 
Hallegatte (2009) studied strategies to adapt to an uncertain climate change. 
She highlights that many decisions concerning long-term investments already need to 
take into account climate change. But doing so is not easy due to two reasons: 1) the 
rate of climate change, 2) uncertainty in future climate makes it impossible to directly 
use the output of a single climate model as an input for infrastructure design. 
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Hallegatte (2009) suggested that instead of optimizing based on the climate conditions 
projected by models, future infrastructure should be made more robust to possible 
changes in climate conditions. This involves understanding that climate change 
adaptation and mitigation practices and decision-making frameworks must also 
change. The author examined five methods such as “no-regret” strategies; favoring 
reversible and flexible options; buying “safety margins” in new investments; 
promoting soft adaptation strategies, including long-term prospective; and reducing 
decision time horizons. The author also reported that it is essential to consider both 
negative and positive side-effects and externalities of adaptation measures.  
Loe et al. (2001) conducted a research on adaptation options for the near term 
in Canadian water sector. This paper of 2001 discussed issues relating to the selection 
of proactive, planned adaptation measures for the near term (next decade). A set of 
selection criteria were offered and used in three cases in order to illustrate how 
stakeholders can identify measures appropriate for the near term future. Cases 
included municipal water supply in the Grand River basin, Ontario; irrigation in 
southern Alberta; and commercial navigation on the Great Lakes. This paper had two 
major purposes such as highlighting adaptation options for the water sector in Canada; 
and proposing a set of criteria that can be used to categorize appropriate options from 
within the broad range of choice that exists. Loe et al. reported that the focus of this 
paper was aimed on planned and preventive adaptations of all types such as 
institutional, technological, and behavioral at various scales such as local, provincial, 
national, and international. While the emphasis in this paper was on practical 
measures for the near term, it was appropriate to end with consideration of a longer 
time horizon. As stated in this paper, it is desirable for stakeholders in all water 
sectors to anticipate possible consequences of climate change, and to consider these 
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consequences in decisions that influence water use. Finally, it is reported that it 
should be a desirable long-term objective for all stakeholders to make decisions that 
would decrease vulnerability to climate change and variability.  
Hagerman et al. (2009) studied integrative propositions for adapting 
conservation policy to the impacts of climate change. This paper includes a review of 
the literature from previous different studies and applies them to the question of how 
to adapt conservation polices deal with climate change impacts. This approach is 
based on two statements: first, the integration of specific natural and social science 
insights is essential for understanding and effectively responding to this challenge, 
and second, that in addition to adaptive conservation strategies, attention needs to be 
given to considering adaptive conservation objectives. In this paper a set of insights 
derived from a range of disciplines that include but not limited to natural science was 
synthesized. The aim of this study was to convert these insights into analytical tools 
known as heuristics or ‘rules of thumb’ that can contribute to understanding the 
question of how to adapt conservation policy to climate change and its impacts. In this 
paper a set of “heuristics” to better understand key policy and management challenges 
facing the future of biodiversity conservation in climate change was developed. The 
full implications of the heuristics suggested transformative iterations of conservation 
policy objectives and means.  
Droogers & Aerts (2005) conducted a research on adaptation strategies to 
climate change and climate variability by implementing a comparative study between 
seven contrasting river basins. In this study a lot of established modeling frameworks 
were used, where the focus was on the linkage between field scale models to explore 
farm scale water management and basin scale models dealing with water resources 
issues. Climate change http://www.sciencedirect.com/science/article/pii projections 
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were scaled to local conditions where the HadCM3 and the ECHAM4 General 
Circulation Models as well as the seven basins required different adjustment factors in 
this downscaling. The study was based on a couple of important approaches such as 
using of existing climate change projections; adjustments of projections to local 
conditions; using of a simplified modeling approach for water allocation; and a 
comprehensive modeling for field scale water and crop processes. It is suggested, that 
policy makers can use the tools to help them make sound decisions regarding water 
policy issues.  
Detlef et al. (2011) implemented a research to study the use of scenarios as the 
basis for combined assessment of climate change mitigation and adaptation. In this 
paper, two scenarios were used to explore developments with (1) no mitigation 
leading to an increase of global mean temperature of 4 °C by 2100 and (2) an 
ambitious mitigation strategy leading to 2 °C increase by 2100. The analysis showed 
that, in many cases, adaptation and mitigation are not trade-offs but supplements (e.g., 
the number of people exposed to increased water resource stress due to climate 
change can be substantially reduced in the mitigation scenario, but adaptation will still 
be required for the remaining large numbers of people exposed to increased stress. 
Detlef et al. (2011) gives another example with sea level rise, for which, from a global 
and financial perspective, adaptation (up to 2100) seems more effective than 
mitigation. From the perspective of poorer and small island countries, however, strict 
mitigation policies are necessary to keep risks at manageable levels. At the same time, 
for agriculture, only a good combination of adaptation and mitigation strategies is 
able to avoid serious climate change impacts. Integrated assessment of mitigation and 
adaptation strategies is limited by methodological differences. This paper presents a 
generalized scenario assessment and discusses how scenario analysis may contribute 
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to the assessment of mitigation and adaptation strategies. It is reported that the 
integrated scenario analysis presented in this paper can form a good basis for 
exploring the different consequences of policy choices (including uncertainties).  
Ranger and Garbett-Shiels studied the challenge for planners and 
policymakers under the future uncertain climate conditions. They underline that even 
the decision methods are available to deal with uncertain future climate conditions; 
however, they are data- and resource-intensive and therefore, difficult apply on a 
regular basis. They discussed the implications of the development context for the 
priorities for adaptation and the relative allocation of efforts in adaptation. They 
mainly focused on the identification of adaptation options and strategies that are 
robust to the deep uncertainties in future climate risk and developed a framework of 
six building blocks. They suggested to avoid inflexible decisions that could lock-in 
future climate risk or foreclose adaptation options and proposed a core principle 
targeted on promoting climate-resilient development and increasing long-term 
adaptive capacity.  
It is already recognized that some climate change are unavoidable. Hence, 
acknowledging of the need to prepare for predicTable and unavoidable changes has 
become widespread. Mitigation policy activities of climate change have become a 
focus of a large national and international research. In its turn, the concept of 
adaptation has been also received a large attention and has been variously defined in 
the literature. In essence, adaptations are adjustments in response to climate change in 
the form of institutional, technological, or behavioral changes. Adaptation decisions 
can be made by individuals, communities, corporations, governments, and 
international and transnational bodies (Smithers and Smit, 1997; Feenstra et al., 
1998).  A very important tool in the assessment of climate change and climate change 
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are scenario analysis which allows exploring the complex and uncertain future 
interactions between different factors (e.g. economic development, greenhouse gas 
(GHG) emissions, climate and ecosystems) that determine the need and the 
possibilities for mitigation and adaptation policy. The literature reveals that there is a 
need for a combination of mitigation and adaptation for most of the impacts; it is 
important to acknowledge that effective climate policy includes both of them. 
However, in some cases, adaptation can be more effective than mitigation and vice 
versa.  
 
2.6 Summary of literature 
This review of literature found that although the major amount of case studies 
was conducted in some regions in Europe and Canada, the findings can be 
generalizable and beneficial to other areas all around the world. A large body of 
research has been published on hydrologic models and impacts of climate change on 
hydrology. It is suggested that hydrologic models are often combined with climate 
scenarios generated from General Circulation Models (GCMs) to produce potential 
scenarios of climate change effects on water resources. These hydrologic models 
present a link between climate changes and water response through simulation of 
hydrologic processes within watersheds. Even though hydrologic models allow 
various simulations to be performed based on the research questions, confidence in 
the results varies greatly. It highly depends on the methods and structure of the 
climate scenario and the hydrologic model as well as uncertainty which is related to 
climate modeling. Moreover, it is important to recognize that many studies raise 
interesting questions on the subject of regional climate forecasting using global 
circulation models (GCM) and downscaling techniques to estimate hydrologic 
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impacts. A significant number of research deals with particular events throughout the 
year, such as low flows, peak flows, extreme events, and changes or shifts in seasonal 
processes. However, they often focus on relatively short-term steps, though, some 
studies analyzed the long term impacts of basin’s water balance due to climate change 
impacts on regional hydrologic processes. Several studies addressed the issue of 
uncertainties and investigated different hydrological models to study hydrological 
model structure uncertainty under different hypothetical climate change scenarios. 
Uncertainty in modeling precipitation, evapotranspiration and climate variability 
represents a large part of the error in hydrological projections in climate change 
studies. Due to the unpredictability in nature and the lack of complete knowledge of 
the hydrological system, uncertainty is an unavoidable element in any hydrologic 
modeling study (Beven, 2002). Conceptual rainfall-runoff (CRR) models associated 
with regional climate change scenarios downscaled from Global Climate Models 
(GCMs) are extensively employed to evaluate the impacts of climate change at the 
catchment scale. There is a broad range of adaptation options available today, but 
more extensive adaptations are required to reduce vulnerability to future climate 
change. Current literature on the development, application and testing of statistical 
downscaling methods mostly focuses on hydrological impacts on larger river 
catchments and not considering small catchments and scales. Given that the high 
uncertainties are involved in all climate change studies and future climate conditions 
are highly uncertain as well, good practice would involve quantification of these 
uncertainties. In essence, this review of literature found that specific aspects of 
hydrologic and ecosystem impacts on water quantity and water quality due to climate 
change requires more extensive understanding of climate change uncertainties applied 
to different geographic scales. 
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CHAPTER 3 
REGIONAL UNCERTAINTY ANALYSIS  
 
3.1 Introduction 
Uncertainty is an integral part of climate change projections and arises from 
natural variability, model and scenario uncertainty, and from our incomplete 
knowledge of Earth System dynamics (Haltiner and Williams, 1980). Climate change 
is a complex process involving interaction between many factors and components 
(IPCC, 2007). While the IPCC has compiled projections of climate change from 
several GCM models, one important aspect that is being recognized is the role of 
uncertainty in these predictions. Understanding these uncertainties is important to 
science and policy related to climate change. Since uncertainty is an integral part of 
climate change projections and arises from natural variability, model and scenario 
uncertainty, and from our incomplete knowledge of Earth System dynamics, impact 
studies and political decisions to mitigate climate change must be based on essentially 
uncertain climate change projections for the 21st century. Although the exact global 
warming to be expected by the end of this century cannot be predicted with great 
accuracy, there is a very high likelihood that globally averaged surface air 
temperature will rise to a level which will be exceptional during the history of 
mankind. Therefore, practical considerations of computing and of model complexity 
may require different prediction systems for different time scales (IPCC, 2007). 
Climate change can potentially have important consequences on regional water 
resources (IPCC 2001; USEPA 2008). Information regarding the impacts of global 
warming on watershed processes remains limited; however, evaluation at the regional 
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scale is important to understand changes in hydrology and is useful in watershed 
management. 
Currently general circulation models (GCMs) are considered to be the most 
comprehensive models for investigating the physical and dynamic processes of the 
earth surface-atmosphere system and they provide possible patterns of global climate 
change (e.g., Arora and Boer, 2001). 
In this chapter the regional uncertainty analysis is described.  Weather patterns 
in the New England area are studied. New England already has been experiencing the 
effects of global climate change such as decreasing snow cover, earlier spring arrival 
and the increasing number of extremely hot summer days (NEAG, 2009). These 
changes are projected to be greater in the future. To calculate uncertainties in 
predicted temperature and precipitation and assess the range of possible changes over 
space and time in New England, a variety of models and scenarios were used as 
compiled by the Intergovernmental Panel on Climate Change (IPCC) (AR4). Three 
scenarios (B1, A1B, and A2) based on different assumptions on demographic, 
economic, and technological factors determining greenhouse gas emissions were used 
in this study. Changes in the mean and standard deviation for temperature and 
precipitation for the “high”, “medium”, and “low” emission scenarios relative to the 
multi-model ensemble mean and inter-model standard deviation of projected changes 
as a measure of ensemble uncertainty is presented. 
The specific objectives of this study are to (i) examine spatial patterns of 
uncertainty in precipitation and temperature; (ii) develop an automated model for 
quantifying spatio-temporal changes in climatic uncertainty; and (iii) map variation in 
climatic uncertainty in a watershed over geographic space and time. Hypotheses that 
are tested for this study include: (i) spatial variation in uncertainty in temperature and 
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precipitation is significant; (ii) automated methods can be used in processing complex 
climate data; and (iii) there is variation in climatic uncertainty at a watershed scale. 
 
3.2 Methodology 
3.2.1 Empirical Model 
An empirical model (Figure 3) defines the process of estimating the spatial and 
temporal distribution (Block: Space and Time) of climate change model uncertainty in New 
England. A spatially and temporally explicit modeling framework to address uncertainty 
(Block: Uncertainty) in this study is based on the consideration of several components. To 
calculate uncertainties in predicted temperature and precipitation (Block: Climate Drivers) 
and assess the range of possible changes for the New England region over space and time, a 
variety of models and scenarios (Block: Models and Scenarios) were used as compiled by the 
Intergovernmental Panel on Climate Change (IPCC) (AR4). Possible policy implications are 
discussed (Block: Policy) to help policy-makers reduce negative impacts.  
 
Figure 3: Empirical model of the regional uncertainty analysis. 
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3.2.2 Methods 
Due to the nature of the NetCDF format and the path chosen for this project, it 
was a requirement to develop a model to assist in creating over 400,000 slices of data 
from NetCDF files based on a variable, time, and projection selected at the time of a 
model run.  
To assist in more efficient and faster NetCDF data processing, a Python script 
for ArcGIS version 10.0 was developed (Table 15, Appendix A) that consists of a 
main function (the script entry point) and several additional functions responsible for 
file management and statistics calculation.  The ProcessNetCDFFile function makes 
layers for each combination of time and projection. It is responsible for processing 
raw NetCDF data. It makes rasters by slicing a NetCDF file using the 
MakeNetCDFRasterLayer function of the geoprocessor object. Most of the processing 
is done in memory or through temporary files, which are deleted when the script is 
done processing.  
The ProcessNetCDFFile function takes a NetCDF file, a variable (temperature 
or precipitation), parameters (mean and variance), and time intervals and uses these 
parameters to make forty-eight raster files. The rasters are first created in memory and 
then saved permanently to disk. Map algebra is employed to multiply each raster by 
0.0 to set each pixel initial value to zero.  
To calculate uncertainties several other routines were created. They calculate 
the mean and variance for temperature and precipitation for each month of the year 
using map algebra syntax and the rasters from the previous functions. The resulting 
raster files can then be opened in ArcMap to view and analyze and will show the data 
for each statistical parameter, mean or variance.  To calculate statistics, such as mean, 
variance, or standard deviation, these functions utilize the same map algebra 
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techniques as the previous function does.  The CalculateMean function works with the 
temperature and the precipitation sums rasters, times and projections to make mean 
rasters on disk. The CalculateVariance function works with the sums and squared 
sums rasters to compute variances and the CalculateStandardDeviation function takes 
the square root of the variances to compute values for and make standard deviation 
rasters.  
A few more utility functions, such as DeleteSingleFile, and 
DeleteMultipleFiles, were developed to assist with the cleanup of the temporary files 
generated during the script run.  
The following are the components of ArcGIS processing framework that were 
used in this script: functions and properties of arcgisscripting (now arcpy) object: 
CreateObject (to create NetCDFfileProperties object), and Tools 
(makeNetCDFRasterlayer_md, savetoLayer_management, 
gp.SingleOutputmapAlgebra, Copyraster_management), CheckOutExtention, 
Addtoolbox, OverwriteOutput, CheckInExtention, CheckExtention, GetMessages).  
To perform a regional uncertainty analysis Python 2.x was used for scripting 
tasks in ArcGIS 10. Python is one of the most user-friendly open source programming 
languages available today. ArcGIS geoprocessing provides the analytical capability 
that is a vital part of any complete Geographic Information System. Python scripting 
is an efficient way to access geoprocessing tools and extend the existing 
geoprocessing framework. Python scripting allows users to create custom data 
management or analysis tools ranging from single functions to complex multi-
function processes with validation, which can be easily reused, shared, and even 
executed with little to no user interaction (ESRI, 2009). 
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Modeling of temporal patterns of uncertainties in this study includes 
calculation of: Mean Temperature; Mean Precipitation; Variance Temperature 
(Standard Deviation); and Variance Precipitation (Standard Deviation). The results 
represented forty-eight raster layers with mean and standard deviations for total of 
112 runs. ArcGIS 10 comes with a set of tools to work with NetCDF data. Due to the 
nature of the chosen NetCDF format, a model to assist in creating over 400,000 slices 
of data from NetCDF files based on a variable, time, and projection selected at the 
time of a model run was developed. Maps obtained in the scripting were defined and 
smoothed for the further analysis by converting into points, splined and then clipped 
to the study area (Figure 4).  
 
Figure 4: Spatial processing Python raster output maps. 
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The climate experiments in Python included calculating monthly averages, 
standard deviations and creating maps of the ensemble of climate models and 
different scenarios (A1B, B1, and A2) for precipitation and temperature.  
 
3.2.3 Data 
Future climate data were retrieved as projections in NetCDF format from the 
USEPA web site and present the lat-long area selection of New England (Figure 5).  
 
 
Figure 5: Lat-long of the regional data. 
 
Statistically downscaled IPCC climate projections data were downloaded from 
the USEPA web site at http://gdo-dcp.ucllnl.org. The data were retrieved in Network 
Common Data Format (NetCDF), which is a set of software libraries and machine-
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independent data formats that support the creation, access, and sharing of array-
oriented scientific data. The NetCDF format has the following benefits over the 
traditional ASCII format, which can also be used to store scientific data. The data 
included precipitation and temperature data from 1950 to 2099, two variables, 
Average Surface Air Temperature (
o
C) and Precipitation Rate (mm/day), 112 
downscaled projection-specific datasets (Appendix), representing 6 CMIP3 models 
and 3 scenarios for future greenhouse gas emission, defined in the IPCC Special 
Report on Emissions Scenarios (SRES) (IPCC, 2007). A number of simulation runs, 
where initial atmosphere and ocean conditions for the climate projection simulation 
depend on the 20th century “control” simulation, were used to define initial 
conditions in the 21st century. The size of the study area was 65 x 57 cells when 
viewed spatially in ArcGIS. 
Three scenarios (B1, A1b, and A2) were selected as basic for the 21st century. 
These scenarios are based on different assumptions on demographic, economic, and 
technological factors determining greenhouse gas emissions (IPCC Data Distribution 
Center). The following Climate Data for the these scenarios are included in this study: 
SRES A2: ("higher" emissions path) -- Technological change and economic growth 
more fragmented, slower, higher population growth; SRES A1b: ("middle" emissions 
path) -- Technological change in the energy system is balanced across all fossil and 
non-fossil energy sources, where balanced is defined as not relying too heavily on one 
particular energy source; SRES B1: ("lower" emissions path) -- Rapid change in 
economic structures toward service and information, with emphasis on clean, 
sustainable technology. Reduced material intensity and improved social equity. 
Model abbreviations, emissions pathways, and projection run numbers used in 
this study are listed in Table 1. 
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Table 1: Climate change models, emission pathways, and projection runs used in the NE 
study area.  
 
Emission scenarios, climate models and runs 
 
A1b A2 B1 
 
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 
bccr_bcm2_0 ˅               ˅               ˅               
cccma_cgcm3_1 ˅ ˅ ˅ ˅ ˅ 
   
˅ ˅ ˅ ˅ ˅ 
   
˅ ˅ ˅ ˅ ˅ 
   
cnrm_cm3 ˅ 
       
˅ 
       
˅ 
       
csiro_mk3 ˅ 
       
˅ 
       
˅ 
       
gfdl_cm2_0 ˅ 
       
˅ 
       
˅ 
       
gfdl_cm2_1 ˅ 
       
˅ 
       
˅ 
       
giss_model_e_r   ˅ 
 
˅ 
    
˅ 
       
˅ 
       
inmcm3_0 ˅ 
       
˅ 
       
˅ 
       
ipsl_cm4 ˅ 
       
˅ 
       
˅ 
       
miroc3_2_medres ˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
miub_echo_g ˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
mpi_echam5 ˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
mri_cgcm2_3_2a ˅ ˅ ˅ ˅ ˅ 
   
˅ ˅ ˅ ˅ ˅ 
   
˅ ˅ ˅ ˅ ˅ 
   
ncar_ccsm3_0 ˅ ˅ ˅ 
 
˅ ˅ ˅ 
 
˅ ˅ ˅ ˅ 
    
˅ ˅ ˅ ˅ ˅ ˅ 
  
ncar_pcm1 ˅ ˅ ˅ ˅ 
    
˅ ˅ ˅ ˅ 
    
  ˅ ˅ 
     
ukmo_hadcm3 ˅               ˅               ˅               
 
The data represented in the Table consists of three datasets: (1) an 
observationally based gridded dataset of 20
th
 century surface climate conditions (i.e. 
data described in Maurer et al. (2002); (2) a given GCM's simulation of 20
th
 century 
climate simulation used to initialize a 21
st
 century climate simulation; and (3) the 
GCM's later 21
st
 century climate simulation. With respect to global climate projection, 
this data represents: 3 scenarios for future greenhouse gas emissions forcing global 
climate, defined in the IPCC Special Report on Emissions Scenarios (SRES) (IPCC 
2000), each simulated by 16 CMIP3 models,  one or more simulations featuring 
unique initial conditions (i.e. "runs"), where initial atmosphere and ocean conditions 
for the climate projection simulation depend on the 20th century "control" simulation 
used to define initial conditions in the 21st century. 
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The data included monthly average precipitation and temperature data from 
1950 to 2099, two variables (Average Surface Air Temperature (
0
C) and Precipitation 
Rate (mm/day)), 112 downscaled projection-specific datasets (Table 14, Appendix A), 
representing 6 CMIP3 models and 3 scenarios for future greenhouse gas emission, 
defined in the IPCC Special Report on Emissions Scenarios (SRES) (IPCC 2007). 
Data total 6 GB, stored in 8 NetCDF files: precipitation, mean daily rate during each 
month, mm/day; surface air temperature, monthly mean, °C; coverage: 1950-2099, 
monthly averages; cells: 65x57; dims: 1807x112x2 = 404768 raster maps within 8 
NetCDF files. 
For the purpose of analysis all data were divided into two data sets: Past 
(Baseline) and Future: 
 
Table 2: Classification of the temporal sequence  
DATA NAME PERIOD YEARS 
Past: Past P1; T1: 1950 – 1970 
   P2; T2 1970 – 1990 
   P3; T3 1990 – 2010 
Future: Near future P4; T4 2010 – 2030 
   P5; T5 2030 – 2050 
  Far future P6; T6 2050 – 2070 
   P7; T7 2070 – 2090 
   P8; T8 2090 – 2099 
 
To study changes between the past and the future, the study area was zoned by 
15 accounting units (Figure 11) representing distinct hydrologic areas to assess the 
distribution and how much of the uncertainties are associated with each hydrologic 
zone. Python scripting for ArcGIS 10 was employed to optimize efforts in the study 
of uncertainties. The climate datasets provide extensive data with a high degree of 
temporal and spatial detail. This allowed comparison with a modeled baseline period 
to investigate future climate change. In this climate modeling, several time-slices have 
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been considered. The years 1960-2010 represent the “baseline” climate period. Two 
future time-slices are also considered: 2010 – 2050 (the “near future” period); 2051 - 
2100 (the “far future” period) (Table 2). 
 
3.2.4 Study Area 
New England (NE) is a region in the northeastern corner of the United States 
bordered by the Atlantic Ocean, Canada and the state of New York and consists of the 
U.S. states of Maine, New Hampshire, Vermont, Massachusetts, Rhode Island, and 
Connecticut (Figure 6). Maine covers approximately one-half of the total area of New 
England and it is only the 39th largest state in the United States.  The remaining states 
are among the smallest, including the smallest state, Rhode Island. The other small 
states include Connecticut (48th), New Hampshire (46th), Vermont (45th), and 
Massachusetts (44th) (Emerson, 2002). 
The coast of the region, extending from southwestern Connecticut to 
northeastern Maine, has a number of lakes, hills, swamps, and sandy beaches. The 
Appalachian Mountains extend through Connecticut, Massachusetts, Vermont, New 
Hampshire, and Maine. Among them, in the White Mountains of New Hampshire is 
Mount Washington, which at 1,917 m (6,289 ft.) is the highest peak in the northeast 
United States. 
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Figure 6: Study area for the regional uncertainty study. 
The study region, which occupies a combined area of 186,458 km² of six U.S. 
states, covers a relatively broad range of environmental variation and is distinguished 
by elevation, relief, geology, soils, flora, fauna and climate. The entire range of the 
elevation data within the study area varies greatly and has higher altitudes in the 
western and central parts of the study area (Figure 7). 
 
Figure 7: Digital elevation of the study area. 
The longest river in NE is the Connecticut River, which flows from 
northeastern New Hampshire for 655 km. Lake Champlain, between Vermont and 
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New York, is the largest lake in the region, followed by Moosehead Lake in Maine 
and Lake Winnipesaukee in New Hampshire (Figure 8).  
 
  
Figure 8: Stream work of the study area. 
 
Forest is the predominant land cover in New England. The reports from 
surveys conducted in the early 1980's indicate there were 32.5 million acres of forest 
land in the six New England states. With a total land area of slightly more than 40 
million acres, this means that more than 75 percent of the region is forested (Brooks, 
et.al, 1991). The distribution of land cover types demonstrates that New England is 
one of the nation’s most forested regions and also contains some of the most densely 
settled and well-developed areas (Figure 9).  
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Figure 9: Land cover in the study region. 
 
However, the structure, composition, and pattern of forest vegetation in the 
New England landscape have been dynamic over the past three centuries in response 
to major changes in the intensity and quality of land use (Fuller and others 1998). All 
six New England states are expected to experience high rates of forest loss over the 
next decades (WW, 2010). The areas of most intense future development overlay with 
those that experienced the greatest population increase in recent years, including 
urbanizing regions that stretch from north of Boston to southern Maine and the area 
adjacent to Burlington, Vermont (Figure 10).  
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Figure 10: Population distribution in the study region.  
 
Between 2000 and 2010 the population of the New England increased in all 
states (U.S. Census Bureau, 2010). According to the U.S. Census Bureau (2010) the 
total population of the NE was 14,444,865 people. Rhode Island gained 4,248 
residents with the growth rate of 0.4 percent, which is the second lowest in the 
country. New Hampshire was the fastest-growing New England state, raising its 
population by 6.5 percent to 1.3 million residents. Connecticut grew by 4.9 percent to 
3.6 million residents and Maine increased by 4.2 percent to 1.3 million (US Bureau of 
the Census, 2010).  
Human population growth in New England, however, has been accompanied 
by activities that have strong implications on the region’s hydrology, as well as on 
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land cover changes such as deforestation and urbanization. Inter-basin transfers of 
water (especially the Boston system), construction of dams, and withdrawals from 
surface and ground water have been recognized as additional threat activities 
(Dingman, 2003). The native vegetation is permanently altered or taken out by 
wetland and soil drainage, lake and reservoir creation, commercial, urban, and 
residential development. 
The soils of New England are mostly upland till derived from ground and 
terminal moraines. According to soil surveys made by or in cooperation with the U. S. 
Bureau of Soils, 67.5 percent of Massachusetts soils, 80.1 percent of Vermont soils, 
and 86.9 percent of the soils of Grafton County, New Hampshire soils are till soils. 
Soils in Maine are classified as ashy gray, acidic spodosols. Soils in Maine are formed 
primarily from granite, shale, sand, and limestone. The soils of Aroostook County, in 
the northeast, which are among the most productive in Maine, are largely composed 
of Caribou loam, a rich soil ideal for growing potatoes. Approximately 65 percent of 
the soils in Rhode Island have developed from glacial till which is the unsorted 
mixture of clay, silt, sand, gravel, and boulders that was directly deposited by the ice 
sheet. The glacial tills from which Rhode Island soils were formed are primarily 
loamy sand and sandy loam of acid crystalline rock origin (Wright, 1988). 
Connecticut soils are glaciated, formed by glacial processes and consist of very deep, 
excessively drained, rapidly permeable solids formed in glacial meltwater sediments. 
These soils are important for the production of fruit and vegetable crops, silage corn 
and ornamental shrubs and trees. Overall, the richest soils in Connecticut are located 
along the Connecticut River in the Connecticut River valley (NRCS, 2010).  
Maine's forests are largely softwoods, primarily red and white spruces, balsam 
fir, eastern hemlock, and white and red pine (city-data, 2003). While Maine has 17 
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rare orchid species, of which one is considered threatened, the furbish lousewort was 
classified as endangered. Common forest animals include moose, bobcat, beaver, 
muskrat, river otter, mink, fisher, raccoon, red fox, and snowshoe hare. Two species 
of whale, and leatherback sea turtle as well as eleven Maine animal species were 
classified as threatened or endangered by the US Fish and Wildlife Service in 2003, 
including the bald eagle, piping plover, Atlantic Gulf of Maine salmon. 
New Hampshire is rich with forest and supports plenty of elm, maple, beech, 
oak, pine, and fir trees. While several orchids are considered rare, three New 
Hampshire plant species were listed as threatened or endangered in 2003. Among 
native New Hampshire mammals are the white-tailed deer, muskrat, beaver, 
porcupine, and snowshoe hare. Nine animal species were listed as threatened or 
endangered in 2003, including bald eagle, and finback whale (city-data, 2003). 
Vermont flora includes butternut, white pine, yellow birch, 15 types of conifer, 
130 grasses, and 192 sedges; however it is especially famous for its commercially 
important sugar maple (city-data, 2003).  Other native recognized species of flora and 
fauna include white-tailed deer, coyote, red fox, and snowshoe hare, several species of 
trout, raven, gray or Canada jay, and saw-whet owl. Two plant species were listed as 
endangered in 2003 and six animal species were listed as threatened or endangered in 
Vermont, including the Indiana bat, dwarf wedgemussel, and bald eagle. 
Massachusetts uplands are covered with maple, birch, beech, oak, pine, 
hemlock, and larch. There are 76 species of mammals (74 native) that have been 
recognized in Massachusetts. Common native flora and fauna include the white-tailed 
deer, bobcat, river otter, striped skunk, mink, ermine, fisher, raccoon, black bear, gray 
fox, muskrat, porcupine, beaver, red and gray squirrels, snowshoe hare, little brown 
bat, and masked shrew, as well as 336 resident bird species (mallard, ruffed grouse, 
 128 
bobwhite quail, etc.). The Cape Cod coasts are famous for their variety of shellfish, 
including clams, mussels, shrimps, and oysters (city-data, 2003). Four of the plants 
species were listed as threatened, and twenty-one Massachusetts animal species were 
classified as threatened or endangered in 2003 (bald eagle, puma, shortnose sturgeon, 
five species of whale, and four species of turtle). 
Rhode Island has three distinct life zones: sandplain lowlands, rising hills, and 
highlands (city-data, 2003). Common tree species recognized in Rhode Island are the 
tuliptree, pin and post oaks, and red cedar. There are 40 types of fern and 30 species 
of orchid that are native in the state. Among the common freshwater fish in Rhode 
Island are swordfish, bluefish, lobsters, and clams. In 2003, fifteen Rhode Island 
animal species were recognized as threatened or endangered, including the American 
burying beetle, bald eagle, finback and humpback whale, and four species of sea 
turtle. 
Connecticut has a remarkable variety of vegetation zones. There are tidal 
marshes with salt grasses, glasswort, purple gerardia, and seas lavender along the 
shore of Long Island Sound. Only the smaller mammals (e.g. gray squirrel, raccoon, 
and striped skunk) remain common among wildlife. While two plant species were 
listed as threatened or endangered as of August 2003: the small whorled pogonia 
(threatened) and the sandplain gerardia (endangered), seventeen animal species were 
listed as threatened or endangered by the US Fish and Wildlife Service in August 
2003 such as five kinds of sea turtles, the bald eagle, the roseate tern, two species of 
whale, and the gray wolf (city-data).  
The United States Geological Survey created a hierarchical system of 
hydrologic units originally called regions, sub-regions, accounting units, and 
cataloging units. Each hydrologic unit is identified by a unique hydrologic unit code 
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(HUC) consisting up to eight digits based on the four levels of classification in the 
hydrologic unit system. The first level of classification divides all territory into 21 
major geographic areas, or regions. These geographic areas contain either the 
drainage area of a major river. 
According to this classification, the study region of New England belongs 
entirely to the Region 01 (New England Region) and a small part in the west belongs 
to the Region 02 (Mid-Atlantic Region). There are 15 accounting units and 66 
cataloging units in the study area representing part or all of a surface drainage basin, a 
combination of drainage basins, or a distinct hydrologic feature (Figure 11).  
 
 
Figure 11: Accounting and cataloging units in the study region. 
 
The full description of the accounting and cataloging units within the study 
area is presented in the Table 3. 
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Table 3: Accounting and cataloging units in the study region. 
 
 
Weather patterns in the study area vary throughout the New England region: 
most of Maine, New Hampshire, and Vermont have a humid continental short 
summer climate, with mild summers and cold winters, while Connecticut, 
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Massachusetts, Rhode Island, southern coastal Maine, southern New Hampshire and 
Vermont have a humid continental long summer climate, with warm summers and 
cold winters (Glenn, 2009). While fall in New England is generally bright and 
colorful, spring is wet and cloudy. Average rainfall ranges from 1,000 to 1,500 mm 
(40 to 60 in) a year, although the northern parts of Vermont and Maine have slightly 
less (500 to 1,000 mm or 20 to 40 in); snowfall can reach 2,500 mm (98 in) annually 
(NICI, 2006). New England already has been experiencing the effects of global 
climate change: snow cover is decreasing, spring arrives earlier and the number of 
extremely hot summer days has been increasing (NEAG, 2009). New England has 
clearly warmed since the end of the 19th century, with winter temperatures increasing 
more than summer temperatures, and with the greatest warming taking place in New 
Hampshire, Vermont and Rhode Island. Annual precipitation has increased. Even 
though snowfall in northern New England has decreased since 1953, more rain has 
fallen as intense storm events. According to the report from the Northeast Climate 
Impacts Assessment (NECIA) team, since 1970, the Northeast has been warming at a 
rate of nearly 0.5 degrees F per decade, with winter temperatures rising faster, at a 
rate of 1.3 degrees F per decade from 1970 to 2000. According to the New England 
Climate Coalition, these are some of the impacts of climate change in Massachusetts: 
over the last century, the average temperature in Amherst, Massachusetts, has 
increased 2 degrees F, while precipitation rate has increased by up to 20 percent in 
many parts of the state (NECIA, 2007; NEAG, 2009). It is indicated that while by 
2100, temperatures could increase by about 4 degrees in winter and spring and about 
5 degrees in summer and fall, precipitation is estimated to increase by about 10 
percent in spring and summer, 15 percent in fall, and 20 to 60 percent in winter. The 
amount of precipitation on extremely wet or snowy days in winter is likely to increase 
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as well as the frequency of extremely hot days in summer. It is reported that 
Massachusetts loses an average of 65 acres to rising sea levels each year and much of 
this loss occurs along the south-facing coast between Rhode Island and the outer 
shore of Cape Cod, including Nantucket and Martha’s Vineyard (NECIA, 2007). 
Climate change is predicted to increase the frequency of severe storm events and the 
number of extremely hot days in New England. The average number of days each 
year with temperatures exceeding 90 degrees has doubled over the past 45 years. 
According to the IPCC projections, by late-century, under low emission scenario 
many northeastern cities can expect 30 or more days per year over 90 degrees and 60 
or more such days under high emissions. The Northeast is expected to have a steady 
increase in precipitation, with winter “rainfall” -- more precipitation expected to fall 
as rain rather than snow with total increase of around 10 percent (4 inches per year), 
by the end of the century (NCIA, 2007; NEAG, 2011). 
 
3.3 Results and Discussion 
The following baseline results (Figure 12) show current climate conditions of 
the study area as for the year 1996. The annual climate data included 
evapotranspiration (ET), annual average precipitation, and annual average 
temperature (T) from the GlobalGIS 6.2.  
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Figure 12: Baseline climatic conditions in the study area. 
 
These maps clearly indicate that as of the year 1996, MA, CT, and RI can be 
characterized as states with higher temperature, evapotranspiration rate and lower 
level of precipitation, while the upper part of NH, VT, and almost the entire ME is 
defined by lower temperature, lower evapotranspiration rate and higher precipitation.   
 
3.3.1 Spatial and Temporal Distribution  
Furthermore, the analysis of the temperature and precipitation evolution as 
time-series is presented as multi-model ensemble properties like ensemble mean, and 
standard deviation. Temporal mean values for each of eight periods (P1 – P8; T1 – 
T8, Table 3) are calculated and thereafter the standard deviations (uncertainties) from 
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the multi-model mean across the climatological means of ensemble members are 
derived.  
The results show that there is a large difference in the mean temperature and 
precipitation results from the different models in time periods. The results also 
indicate that the regional spatial uncertainty in the study area is varying greatly 
(Figures 13 – 18). 
 
3.3.1.1Temperature 
Figure 13 shows the time series of monthly averages of the ensemble mean (T) 
and uncertainty of temperature. Values represented in the Figure are monthly means 
and standard deviations, relative to the 1950 - 2010 corresponding 20th century 
simulations. In Figures 14 and 15, the projected ranges of the monthly average and 
uncertainty for other two time periods (2010 - 2050 and 2050-2099) are shown as 
multi-model ensemble means of temperature.  In the uncertainty analysis, it is useful 
to assess the size of the standard deviation relative to the mean of the data set. A 
lower standard deviation indicates that the data tend to be closer to the mean and vice 
versa. Results show that projected multi-model spread of temperature, associated with 
natural climate variability varies greatly over time (from 0.5 – 11.3 0C in 1950 to 4.5 
– 14.9 0C by 2099). The temperature is distributed in a way that the colder 
temperatures are in the northern part of the study area (ME, VT, and NH) and the 
warmer temperatures are in the south (MA, CT, RI). Higher uncertainty, however, is 
associated with lower mean values. Thus, there is more uncertainty associated with 
lower temperature in the VT, ME, and NH.  
 135 
 
Figure 13: The spatial and temporal distribution of the historic temperature. 
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Figure 14: The spatial and temporal distribution of the near-future temperature. 
 
The temperature and uncertainty distribution from 2050 to 2099 is shown in 
the Figure 15.  The maps clearly indicate that a further increase in temperature over 
time is expected and the greater area of NE is estimated to have temperature of 10
0
C 
and greater by 2099. The average lower monthly mean temperature in the study area 
in 2099 is expected to be 4.5 
0
C. The uncertainty is projected to have the same 
distribution at all time steps: higher temperatures have less uncertainty (MA, CT, and 
RI).  
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Figure 15: The spatial and temporal distribution of the far-future temperature.
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As results show, spatially, southern New England has a narrower spread of 
measurements around the mean and therefore has less uncertainty.  
 
3.3.1.2 Precipitation 
According to IPCC, an increase in the average global temperature is very 
likely to lead to changes in precipitation and atmospheric moisture because of changes 
in atmospheric circulation and increases in evaporation and water vapor. At the same 
time, precipitation is not distributed evenly over the globe. Spatial and temporal 
patterns in the monthly rainfall regime of New England estimated for the 1950-2100 
period are presented in this section. As for temperature, the analysis was based on 
three time periods and included the average monthly rainfall, and the standard 
deviation, referred as uncertainty. Figures 16, 17, and 18 show the patterns of 
precipitation change of monthly averaged mean and uncertainty for 1950-2010, 2010-
2050, and 2050-2099 periods respectively.  As results show, in the past the 
precipitation is greater in the central part of NH, lower CT, and southwestern VT in 
the higher elevation areas. As can be seen from the Figures, the uncertainty is 
gradually increasing over time where the higher uncertainty of precipitation is 
correlated with higher mean values. By 2099 this trend is going to continue and such 
areas as RI, part of NH, and the lower part of ME are expected to have uncertainty of 
0.98 – 2.64 mm by 2099 (Figure 18) vs. 0.88 – 2.07 mm in 1950 (Figure 16), which is 
an 11 and 27 percent change in uncertainty, respectively. Thus, humid areas have a 
greater chance of experiencing higher relative changes in precipitation from year to 
year than dry areas. 
 
 139 
 
Figure 16: The spatial and temporal distribution of the historic precipitation. 
 140 
  
Figure 17: The spatial and temporal distribution of the near-future precipitation. 
 
By 2099 (Figure 18), monthly rainfall is expected to average to 6.1 mm in 
maximum value. In the wettest areas average monthly rainfall is expected to exceed 4 
mm. On average, most of the study area is predicted to have rain greater than 2.5 mm, 
and in lower CT it is greater than 3.5 mm. 
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Figure 18: The spatial and temporal distribution of the far-future precipitation. 
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There are observed shifts in the spatial and temporal temperature and rainfall 
distribution over the time. Observed changes in regional temperature and precipitation 
can often be physically related to one another (Trenberth, 2005). As can be seen from 
the results, higher temperature uncertainty complement lower precipitation 
uncertainty and vice versa. Also, over land, strong negative correlations dominate: the 
highest average precipitation also has the highest uncertainty, as measured by the 
standard deviation, which is vice versa for the temperature.  
 
3.3.2 Zonal Statistics  
3.3.2.1 Temperature 
Increasing temperature results in an increase in potential evaporation, 
essentially because the water-holding capacity of air increased. Changes in other 
meteorological controls, such as wind speed and humidity, may amplify or 
compensate the rise in temperature (McCarthy, 2002).  
To estimate spatial climate uncertainty on a watershed scale, the study area 
was divided into 15 subwatersheds based on the accounting units. The spatial zones 
statistics of mean values as tables for each zone were calculated and the results were 
graphed and mapped. Spatial zonal statistic summarizes the values of precipitation 
and temperature rasters for each accounting unit (zone) within 15 zones watershed. 
Zonal statistics of the temperature distribution are presented in Figures 19, 20, and 21. 
As the first graph illustrates, ensemble min, max, and mean values in the study area 
are expected to be greater in the future. The greatest changes in the minimum value 
estimated to be in the subwatersheds 2, 3, and 4 (ME). 
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Figure 19: Zonal statistics of temperature during progressive time periods.
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The zonal statistics in temperature change in the past and in the future 
averaged for T1 to T3 and T4 to T8 respectively by each zone is presented in the 
Figure 20. While there is a big difference in MIN, MAX, and MEAN values, the 
changes in RANGE and STD are varying greatly among subbasins. Interpreting 
spatial uncertainty, the STD is more important because while RANGE only describes 
the distance between the extremes, the STD takes into account how far apart all the 
values are from each other within subbasins.  
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Figure 20: Past and future temperature zonal statistics. 
For description convenience the data results from Figure 20 (both the past and 
the future temperature) were divided into three categories such as low, medium, and 
high and presented as the distribution of zonal statistics (Figure 21). 
 
Figure 21: Spatial distribution of zonal temperature statistics. 
 
As results show, the lowest minimum temperature is calculated for 1, 2, 3, 4, 
and 8 zones in ME and VT (St. John, Penobscot, Kennebec, Androscoggin and Upper 
Connecticut). The greatest maximum values are in 7, 15, 9, 10, and 11 in NH, MA 
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and RI (Merrimack, Lower Hudson, Lower Connecticut, MA-RI Connecticut, and 
Connecticut Coastal). The highest means are within southern NE, in CT, MA and RI.  
The areas with highest spatial uncertainty are in the central part, mostly in MA and 
NH. It encompasses five accounting units: Lower Connecticut, Merrimack, Saco, 
Androscoggin, and Kennebec. The temperature in these zones in the past and in the 
future can be considered more uncertain. The greatest spatial uncertainty is calculated 
in watersheds 3, 4, 6, 7, and 9 (Kennebec, Androscoggin, Saco, Merrimack, and 
Lower Connecticut). 
 
3.3.2.2 Precipitation 
There has been an increase in the number of heavy precipitation events over 
many areas during the past century. It is recognized that there has been no statistically 
significant overall trend in precipitation over the past century, although trends have 
varied widely by region and over time. It is also indicated that it has become 
significantly wetter in eastern parts of North America (EPA, 2007; IPCC, 2007). 
However, regional precipitation projections from climate models must be considered 
with caution since they have limitations at small spatial scales (EPA, 2006). The zonal 
statistics distribution for the mean precipitation in the study area by subwatersheds is 
presented in Figures 22, 23, and 24. As results show precipitation in the study area is 
gradually increasing in each zone for each period of time with average percentage 
change of 10%. The more pronounced changes in range and spatial uncertainty over 
each time period occurred in the subbasins 4, 6, 8, 9, 13, and 14 (Androscoggin, Saco, 
Upper Connecticut, Lower Connecticut, Richelieu, and Upper Hudson) (Figure 22).  
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Figure 22: Precipitation zonal statistics for all time periods. 
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The zonal statistics for the averaged past (P1 to P3) and the averaged future (P4 to P8) 
is presented in the Figure 23. As results show, there is an increase in all statistical parameters 
in each subbasin (zone) with distinct changes in spatial uncertainty. 
  
. Figure 23: Past and future precipitation zonal statistics. 
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For the convenience of description the zonal statistics results were divided into 
three categories (Low, Medium, and High). Their distribution is presented in Figure 
24. 
 
Figure 24: Zonal maps of precipitation distribution. 
 
The present data show that the zones with highest mean values are 6, 10, 11, 
14, and 15 are in the south-west of ME (Saco), south-eastern MA (MA-RI Coastal), 
and CT (Connecticut Coastal), while the spatial uncertainty is greater in 13, 14, 8, 4, 
and 6 in ME, NH and VT (Richelieu, Upper Hudson, Upper Connecticut, 
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Androcsoggin, and Saco). The number 6 zone (Saco) has the highest maximum values 
of precipitation, and  also characterized with greater mimimum value, grater range 
and higher standard deviation (Figure 24).  
Two Figures (21, 24) provide strong support for the thesis that the highest 
spatial uncertainty of both temperature and precipitation is in the central part of the 
watershed; in the zones 4 and 6 (Androscoggin and Saco). This area encompasses the 
following watersheds: Upper Androscoggin, Lower Androscoggin; Presumpscot, 
Saco, and Piscataqua_Salmon Falls and can experience more relative changes both in 
temperature and precipitation in the future.  
 
3.3.3 Difference in the Past and in the Future (ensemble)  
3.3.3.1 Temperature 
Figure 25 shows the difference data (∆) in mean temperature and precipitation 
across all scenarios (ensemble) that happened in the Past (T1-T3) and in the Future 
(T4-T8). As results show, fewer changes are in the past (from T1 to T3) than in the 
future (from T4 to T8). The difference data is indicative of the variances between 
data. The values of difference in the study area vary in the past from 0.65 
0
C to 0.79 
0
C
 
and in the future from 2.26 
0
C to 2.75 
0
C with the same distributional pattern: it is 
greater changes in the northern area (lower temperature) and less changes in the 
southern (higher temperature). As results show, in the future the changes in 
uncertainty are expected to be greater than in the past. The greatest difference in 
uncertainty in the lower part of the watershed is correlated with the smaller mean 
values.  
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Figure 25: Change in temperature under past and future uncertainty scenarios. 
 
The zonal statistics of temperature (min, max, mean, and std) for changes in 
the past (T3-T1) and in the future (T8-T4) by each accounting unit is presented in 
Figure 26 and Figure 27.  
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Figure 26: Zonal statistics of minimum and maximum temperature. 
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Figure 27: Zonal statistics of mean and standard deviation of temperature. 
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As figures show, the highest changes in MIN (past and future), MAX (past and 
future), and MEAN (past and future) are calculated for the subbasins 1, 12, and 13 
(St. John, St. Francois, and Richelieu). The more pronounced changes in uncertainty 
in the past are calculated for the subbasins 6, 7, 10, and 11 (Saco, Merrimack, MA-RI 
Coastal, and CT Coastal). In the future the spatial uncertainty change is expected to be 
more distinct in subbasins 9, 10, and 11. The greatest spatial uncertainty change in the 
future from the past is also projected to be in the zones 9, 10, and 11 (Lower 
Connecticut, MA-RI Coastal, and CT Coastal) in MA. However, the greatest changes 
from the past into the future in MIN, MAX, and MEAN temperatures are projected to 
be in zones 1 and 2 (St. John and Penobscot), ME.  
 
3.3.3.2 Precipitation 
The changes in precipitation in the past and the future are presented in Figures 
28, 29, and 30. There exists a great spatial variation with shifts in precipitation 
changes in the past and in the future. The change in mean value in the past varies from 
0.05 mm, mostly in the upper and middle part of the study area to 0.013 mm in the 
central and south-west parts. The change in uncertainty between 2010 and 1950 varies 
from 0.01 mm to 0.11 mm. The change in uncertainty is more distinct for the greater 
mean changes. The changes in the mean of the simulated future diverge from 0.13 
mm to 0.4 mm with standard deviation variation from 0.04 mm to 0.34 mm, where the 
greatest uncertainty change in precipitation is calculated for the southern and eastern 
parts of the study area.   
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Figure 28: Change in precipitation under past and future uncertainty scenarios. 
 
The zonal statistics of the mean precipitation (min, max, mean, and STD) of 
the changes in the past (T3-T1) and in the future (T8-T4) by each accounting unit is 
presented in Figures 29 - 30.  As results show in most zones the changes in the MIN 
in the past is 0.05 mm while in the future the changes are more pronounced with an 
average of 0.17 mm. The MAX values are calculated to be greater in the past and in 
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the future in the subbasins 4, 8, 14. However, the changes in the future are more 
distinctive.  
 
Figure 29: Zonal statistics of minimum and maximum precipitation. 
 
The changes in the mean value (Figure 30) in the most of the accounting units 
are 0.7 mm in the past and 0.19 mm in the future. The greatest difference in mean 
between changes in the future from the past are 0.16 mm and 0.15 mm in 5 (Maine 
Coastal) and 6 (Saco) accounting units accordingly. The change in spatial uncertainty 
in the past and in the future does not vary greatly on the zones scale. However, the 
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greatest variations in spatial uncertainty between the past and future changes are 
obtained for 4 (Androscoggin), 8 (Upper Connecticut), and 14 (Upper Hudson) 
accounting units.  
 
Figure 30: Zonal statistics of mean and standard deviation of precipitation. 
 
As zonal statistics show, the changes in temperature are considerably higher 
than changes in precipitation. Changes are expected to be greater in the future. The 
lack of conformity on the amount and direction of changes in precipitation can make 
the planning and decision-making process very difficult. Thus, estimates of climate 
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change impacts on watershed scales require a good understanding of the nature and 
sources of spatial and temporal uncertainties in GCM estimates. 
 
3.3.4 Uncertainty by Scenarios  
The spatial patterns of mean and uncertainty of temperature and precipitation 
changes for three SRES IPCC scenarios B1, A1B, and A2 were also examined. As 
results show, the temperature and precipitation increase by scenario varies with time 
and occurs in different locations. As expected, changes are more evident in the A2 
scenario and the less pronounced in the B1 scenario.  
There are no large differences between the results related to 16 GCMs models 
in climate change during individual time periods for scenarios. However the 
differences between individual scenarios and therefore the uncertainty in the predicted 
temperature and precipitation change increases for later time periods. To estimate 
uncertainty by model among scenarios for each of the periods of time, the difference 
between a scenario mean and the ensemble mean (across all scenarios) was calculated 
and presented in Figures 26 - 34. The same calculations have been made for the 
uncertainty: 
The Observed difference = (Sample 1 - Sample 2), where Sample 1 – 
ensemble MEAN (or STD), Sample 2 – Scenario MEAN (or STD). Thus, the negative 
signs in obtained results means that the scenario differences were greater than the 
ensemble differences. 
Average changes over the 149-year time period (1950 to 2099) with respect to 
the reference period T1 (or P1) to T8 (or P8) in the corresponding simulations have 
been calculated. A robust pattern of temperature and precipitation changes or shifts 
among the contributing models in the scenarios have been observed.  
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3.3.4.1 Temperature  
The SRES scenarios were developed by considering various possible futures 
of world development in the 21st century, including several factors such as economic 
development, technological development, energy use, population change, and land-
use change. Based on this, four major story lines of future development were 
established. From the SRES family of emission scenarios (IPCC 2000, Nakicenovic et 
al. 2000), only three were used in the CMIP3 climate change simulation runs for the 
IPCC Fourth Assessment report: SRES-B1, SRES-A1b and SRES-A2. In this study 
these three major future scenarios across New England are referred to as: B1, A1b, 
and A2. By 2100 the world will have changed greatly. Each storyline assumes a 
specifically different direction for future developments. Together they describe 
different futures that include a whole range of different uncertainties in the main 
driving forces (IPCC, 2000). For this reason, their results are not recommended to be 
considered solely on the basis of an extrapolation of current economic, technological, 
and social trends. The A2 scenario is at the higher end of the SRES emissions 
scenarios, and it is considered to be preferred because, from an impacts and 
adaptation point of view, if it is possible to adapt to a larger climate change, then the 
smaller climate changes of the lower end scenarios can also be adapted to 
(NARCCAP, 2000). 
Figure 31 to Figure 34 show spatial patterns of mean temperature and 
uncertainty changes for the scenarios B1, A1B, A2. As results show the temperature 
increase contributed by the 16 GCMs models into scenarios varies with time and 
occurs in different locations. There are spatial variations in New England mean and 
uncertainty predictions of temperature for each model.   
 160 
 
Figure 31: Temperature difference from the ensemble mean by scenario in time periods 
T1-T4. 
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Figure 32: Temperature difference from the ensemble mean by scenario in time periods 
T5-T8. 
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Figure 33: Change in temperature uncertainty from ensemble by scenarios in time 
periods T1 – T4. 
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Figure 34: Change in temperature uncertainty from ensemble by scenarios in time 
periods T5 – T8. 
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As results show, considerable changes in variation among the ensemble 
members for the mean and uncertainty are found starting from the time period T5 (far-
future). In the time period T5 (Figure 32) more recognizable positive changes from 
the ensemble mean are found for the scenario B1 in Vermont, while for the scenario 
A2 the greatest positive changes from the ensemble mean are in Maine. For the 
scenario A1b all changes across the area are negative, which means that the 
temperature under scenario A1b is greater than the temperature of the ensemble mean. 
The greatest but negative changes for A1b are also in Maine. This pattern for the A1b 
scenario with the greatest negative changes from the ensemble mean in Maine is 
projected to continue to the end of the study period. At the same time, starting from 
the time period T6, more pronounced positive changes are evident for scenario B1 in 
northern New England. Under scenario A2 all changes from the ensemble mean 
through time periods are negative, which means that scenario A2 temperature is 
spatially and temporally greater than the ensemble mean. The pronounced difference 
is also estimated for northern NE, where the more evident changes are expected in the 
last time period (T8). The uncertainty changes in T5 are all positive for the scenario 
A1b. In the time period T7, all positive changes from the ensemble uncertainty is 
observed in scenario A2, while in T7 and T8 the greater positive changes are in the 
scenario A1b in northern NE. 
 
3.3.4.2 Precipitation 
The diversity of scenarios considered by multiple climate change studies 
reveals considerable uncertainty in the magnitude of projected climate warming, and 
in both the magnitude and direction of precipitation change (Christensen et al., 2007; 
Wolski, 2006). Moreover, there is no agreement on the extent of the temperature 
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increase and the tendency and seasonality of precipitation changes in the next century 
(IPCC, 2001; Christensen, 2007). Although scenarios disagree on precipitation 
variations over time, results suggest that precipitation increases would be associated 
with increased evapotranspiration, with the net outcome being a reduction in runoff. 
The beneficial or positive impacts of increased annual runoff in other areas are 
likely to be controlled in some areas by negative effects of increased precipitation 
variability and seasonal runoff changes on water supply, water quality and flood risks 
(EPA, 2007; IPCC, 2007). Therefore, climate change will very likely increase 
competition in regions where fresh water availability is reduced by intensified 
evaporation due to rising air temperatures and changes in precipitation. Also, 
significant changes in average temperature, precipitation, and soil moisture caused by 
climate change are very likely to affect demand in most sectors, especially in the 
agriculture, forestry, and municipal sectors. Irrigation water needs are likely to 
change, with decline in some places and increase in others (USGS, 2007). 
The precipitation change of the mean and the uncertainty for the “high”, 
“medium emission”, and “low” scenarios relative to the multi-model ensemble mean 
and inter-model uncertainty of projected changes as a measure of ensemble spread is 
presented in Figures 35 – 38. The results show that the models project strong regional 
differences under different emission scenarios.  
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Figure 35: Precipitation difference from the ensemble mean by scenario in time periods 
P1-P4. 
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Figure 36: Precipitation difference from the ensemble mean by scenario in time periods 
P5-P8. 
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The differences in the precipitation projections between the models across the 
scenarios are much greater and the distributional patterns across northeast are more 
pronounced than that of temperature. There are some significant patterns of changes 
such as more changes from the ensemble mean are projected in the wetter areas 
(southern and eastern parts) of the study area. By contrast, there are less changes that 
can be observed in the drier conditions projected for the entire area in the northern 
part. In other parts of the study area, the changes are more uncertain, and the models 
even project differences in the direction of change. The stronger negative changes for 
the precipitation from the ensemble starting from 2050 are expected for the A1b 
scenario.  
Both temperature and precipitation change in distribution from the ensemble 
mean varies greatly spatially. Uncertainties (Figures 37-38) will remain essential in 
predicting future climate change under different scenarios. Consequently, a range of 
climate scenarios uncertainty should usually be considered in conducting impact 
assessments in the study area. There are a number of uncertainties in future climate 
predictions and the specific climate scenario can vary spatially, depending on the 
geographic region considered. A principal concern regarding any climate impact 
assessment analysis is determining at what spatial and temporal scales the variable of 
interest can be provided with confidence. Thus, even when quantifiable uncertainties 
are represented, further uncertainties in climate scenarios may still need to be 
calculated and considered. 
 
 
 169 
 
Figure 37: Change in precipitation uncertainty from ensemble by scenarios in time 
periods P1 – P4. 
 
 170 
 
Figure 38: Change in precipitation uncertainty from ensemble by scenarios in time 
periods P5 – P8. 
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Figures 37-38 show that the largest scenario uncertainty difference from the 
inter-model is found in eastern and southern NE showing the agreement between the 
models on magnitude and pattern of precipitation change in this region. 
The percent changes of precipitation between the future and the past for the 
whole study area among all scenarios and ensemble are presented in the Table 4.  
 
Table 4: Change in climatic variables by scenario. 
Layer % Change  
Mean_Prcp_Ensemble 12 
Mean_Prcp_A1B 13 
Mean_Prcp_A2 13 
Mean_Prcp_B1 9 
Std_Prcp_Ensemble 19 
Std_Prcp_A1B 20 
Std_Prcp_A2 21 
Std_Prcp_B1 15 
 
As results show that the highest percent change in the future from the past for 
the inter-model changes across scenarios is less for the scenario B1 (9%), whereas the 
uncertainty changes are more pronounced for A2 scenario (21%).  
Precipitation and temperature in the study area is projected to increase by 2099 
relative to the baseline even under the environmental, social, and economic stability 
scenario, emphasizing the need for the appropriate adaptation and mitigation 
strategies. The results of the scenario difference section can be used together with the 
rest of the outputs in a way that all ensemble results can be adjusted for each scenario 
according to the differences estimated.   
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3.4 Conclusions 
In this chapter, the regional uncertainty analysis is described.  Weather 
patterns in the New England area are studied. New England already has been 
experiencing the effects of global climate change such as decreasing snow cover, 
earlier spring arrival and the increasing number of extremely hot summer days 
(NEAG, 2009). These changes are projected to be greater in the future. To calculate 
uncertainties in predicted temperature and precipitation and assess the range of 
possible changes over space and time in New England, a variety of models and 
scenarios were used as compiled by the Intergovernmental Panel on Climate Change 
(IPCC) (AR4). Three scenarios (B1, A1b, and A2) based on different assumptions on 
demographic, economic, and technological factors determining greenhouse gas 
emissions were used in this study. Statistically downscaled IPCC climate projections 
data were downloaded and retrieved in Network Common Data Format (NetCDF). To 
assist in more efficient and faster NetCDF data processing, a Python script was 
developed in ArcGIS; modeling and analyzing of spatial patterns of uncertainties was 
performed.  The temperature and precipitation changes for the mean and the standard 
deviation for the “high”, “medium”, and “low” emission scenarios relative to the 
multi-model ensemble mean and inter-model standard deviation of projected changes 
as a measure of ensemble uncertainty was presented. 
Temperature and precipitation in the study area is expected to increase in the 
21st century under all scenarios and models. The average monthly temperature in 
New England for the entire area from 1950 to 2010 was 6.2 
0
C (baseline) and it is 
expected to increase to 7.4 
0
C  by 2010–2050 and to 8.1 0C by 2050–2099 with 
corresponding precipitation of 3.8 mm (baseline), 4 mm (3% increase) and 4.2 mm 
(8% increase) to the near- and far-future respectively. The ratio of inter model 
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differences to initial condition differences becomes larger in the period of the last five 
decades of the century (2050-2099) for almost the entire area. Changes in 
precipitation are spatially more variable across New England than for temperature. 
Compared to the baseline monthly precipitation, the magnitude of increase is the 
lowest in northern New England and the highest in the southeast. There exist a 
temporal and spatial variation in temperature and precipitation uncertainty at 
watershed scale with observed shifts in temperature and rainfall distribution over the 
time.  Higher precipitation uncertainty is indicated for the wetter areas and associated 
with lower temperature uncertainty. Compared to the baseline monthly conditions, the 
magnitude of increase in temperature is greater  in the northern part (lower 
temperature).  
Climate data is the first information that can be used in adaptation planning, 
together with information derived from the impact assessment models. As with any 
data and information derived from models, there will always be associated 
uncertainties. Therefore, the uncertainty in adaptation planning and decision-making 
should always be considered. 
In order to determine climate change uncertainty, it is necessary to study the 
temporal and spatial distribution of natural variability. In this study the spatial and 
temporal distribution of monthly temperature and precipitation over the New England 
area was estimated.  
The uncertainty arises from the fact that the climate system has variations over 
space and time and differs substantially across the scenarios, even in terms of the 
direction of change. Thus, there always will be uncertainties associated with the 
assessment of the impacts of climate change. The difference between the ensemble 
and mitigation scenarios show that there are important future differences between the 
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scenarios, with more pronounced changes by the later time period (2050-2099). This 
is extremely important for consideration of adaptation and mitigation strategies and 
policies, because adaptation to climate change is a complex process with potentially 
long term consequences. However, adaptation decisions need to be made with 
appropriate consideration of the uncertainties in decision-making.   
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CHAPTER 4 
WATERSHED SYSTEMS UNCERTAINTY ANALYSIS  
 
4.1 Introduction 
General Circulation Models (GCM) of the atmosphere are the primary tool in 
deriving future projections and assessments of climate change (Furrer et al., 2007). 
GCM-predicted hydrological parameters are often over-simplified, and hydrological 
models driven directly by GCM outputs have poor performance (Fowler et al., 2007). 
In spite of considerable efforts in research and modeling of climate change, results are 
still highly uncertain, for a number of reasons, varying from shortcomings and 
capabilities of GCMs to the different combination methods used at different levels of 
scales in integration of GCMs and hydrologic models. However, including climate 
model data in hydrological models is the only available method that can be applied to 
predict future changes in hydrology due to climate change. In recent decades, the 
potential impacts of climatic change on water resources and hydrology have gained 
considerable attention among hydrologists. The outputs of general circulation models 
(GCMs) can be extremely useful in projecting and understanding future global 
climatic changes, and GCM data are easily accessible to hydrologists. 
Moreover, climate change impacts hydrology (Marshall & Randhir, 2008) and 
directly threatens watersheds throughout the world through changes in water supplies, 
creating or intensifying chronic shortages, and deteriorating water quality. Since the 
climate system interacts with the hydrologic cycle, the most important and immediate 
effects of global warming on hydrology are changes in local and regional water 
availability. Such effects may include the magnitude and timing of runoff, the 
frequency and intensity of floods and droughts, rainfall patterns, extreme weather 
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events, and the quality and quantity of water availability; these changes in turn, 
influence the water supply system, power generation, sediment transport and 
deposition, and ecosystem conservation. Higher water temperatures and changes in 
the timing, intensity, and duration of precipitation can affect water quality (Cruise et 
al., 1999; Chang et al., 2001; Bouraoui et al., 2002). More frequent and intense 
precipitation events are likely to flush more contaminants and sediments into lakes 
and rivers, thereby degrading water quality. Thus, it is likely that pollution from 
agricultural contaminants and other urban non-point source pollutants will be 
intensified. Higher average flows are likely to dilute pollutants, thereby improving 
water quality. Where streamflow and lake levels decrease, there likely will be less 
dilution of pollutants; however, increased frequency and intensity of rainfall will 
produce more pollution and sedimentation from runoff (IPCC, 2007). In order to 
better understand the relationship between climate change and water resources, 
climatic drivers, data of the past and prediction of the future, can be used as inputs to 
simulation models to better understand the assumed climate changes and its 
hydrological responses (Middelkoop et al., 2001; Stein 2005). Even though some of 
the effects may not be negative; they need to be evaluated early because of their 
socio-economic relevance to services provided by water and other natural resources. 
Understanding uncertainties is important to science and policy related to 
climate change. The lack of conformity on the amount and direction of changes in 
precipitation can make planning and decision-making very difficult. Thus, estimates 
of climate change impacts require a good understanding of the nature and sources of 
spatial and temporal uncertainties in GCM estimates. Good understanding of the 
uncertainties in temperature and precipitation at temporal and spatial scales can 
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further help to quantify impacts of climatic change on watersheds, ecosystems, and 
economies. 
In this chapter the process of modeling hydrological impacts of uncertain 
climate change conditions in the Connecticut River watershed is presented. The 
Connecticut River Watershed is located in central New England extending from Long 
Island Sound to the US/Canada border. To develop policy implications related to 
climate change in this area, the uncertainties and their impacts on watershed 
hydrology by means of Soil Water Assessment Tool (SWAT) modeling was 
conducted. This study allowed estimating the character of hydrological processes as a 
respond to the climate change uncertainty.  Five climate uncertainty scenarios were 
tested: Past (P), Future (F), Magnitude (M), Frequency (FQ), and both Magnitude and 
Frequency (FQM). The response of watershed hydrology quantity and quality 
parameters by subwatersheds was assessed. The specific objectives of this study are 
to: (i) develop baseline hydrologic processes in a regional watershed; (ii) simulate 
climate influence on specific water quantity and quality parameters in the watershed; 
(iii) evaluate impacts of climatic uncertainty on hydrologic uncertainty; and (iv) 
identify strategies for adaptation to climate change. Hypothesis that are formulated for 
this study include: (i) baseline watershed hydrologic processes can explain observed 
variation in hydrologic data; (ii) climate influence on water quality and quantity is 
significant; (iii) climatic uncertainty results in significant hydrologic uncertainty; and 
(iv) spatial strategies for adaptation in specific subbasins can reduce impacts of 
climatic uncertainty. 
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4.2 Methodology 
4.2.1 Empirical Model 
The empirical model (Figure 39) represents the process of modeling 
hydrological impacts in the study watershed on a continuous-time basis. This climate 
change impact study considers changes in precipitation and temperature, based on 
long-term values available from the IPCC (Block: Downscaled GCM). Time series of 
observed climate values are studied as mean and variance (Block: Mean and 
Variance) and adjusted with the computed change in climate variables to obtain future 
uncertainty scenarios. The spatial and temporal scales are used to analyze climate 
change impacts on watershed hydrology such as water quality and quantity (Block: 
Watershed Response) by means of GIS and SWAT (Blocks: GIS and SWAT) analysis 
to focus on the spatio-temporal scale of the response to identify natural variability and 
enable the separation of the responses to different conditions (e.g., expected changes 
in magnitude and frequency). This leads to a better understanding of future climate 
change impacts on hydrology and careful integration into planning and decision-
making (Block: Policy). 
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Figure 39: Empirical model of climatic uncertainty on watershed systems. 
 
4.2.2 Methods  
In this study, the BASINS (USEPA, 2001) database is used and integrated 
with other GIS data for the Connecticut River Watershed. The inputs for the SWAT 
model are derived from GIS data sets in BASINS (USEPA, 2001) and the 
Massachusetts Geographic Information Systems (MassGIS, 1999). Fourteen 
watersheds are selected and clipped as a project study area. Baseline data are 
downloaded from the Basins database for the selected watershed areas. For 
consistency, all data are projected to NAD 1983 State Plane Massachusetts Mainland. 
Downloaded data include: GIRAS, NHD, Land Use, DEM. Shapes DEM, Land Use 
were downloaded in BASINS, then merged in ArcGIS 10, converted to Raster format, 
then reprojected and added to the BASINS. National hydrography dataset (NHD) 
shape files were merged in ArcGIS 10 and added to the Basins project.  
The Land Use and Soil Definition tool allowed determining the land use soil 
class combinations and distributions for the delineated watershed and each respective 
sub-watershed. The BASINS Land Use Reclassification tool was used to group 
detailed land use classes, based on their code and descriptions, into broad categories. 
The HRUs Distribution tool in the Utilities menu allowed specifying criteria to be 
used in determining the HRU distribution. One or more unique land use/soil 
combinations (hydrologic response units or HRUs) are created for each subbasin. The 
HRUs for the simulation model are defined using a threshold of 10% for soil type and 
a threshold of 5% for land use. It means that any soil type or land use that covered 
10% or more and 5% or more of the subbasin for soil type and land use respectively is 
defined as an HRU. BASINS automatically ignores minor land uses covering less 
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than 10% of the subbasin and then redistributes land use categories to 100% of the 
land area. This threshold in the SWAT model represents the minimum fraction of an 
HRU within a subbasin to a unique HRU. This resulted in 309 individual HRUs 
within the 53 subbasins. The HRUs can be used to assess the varying hydrologic 
conditions between sub-watersheds.  
Overall, the Connecticut River watershed is divided into spatially explicit 
subwatersheds to perform simulations. The delineation is conducted using a stream 
threshold size of 30,000 hectares (300 km2). The division of subwatersheds enables 
the model to analyze the effects of the major variables in soil type and land use for 
each HRU separately from the topography and rainfall distribution. Weather data for 
this study are derived from the National Oceanic and Atmospheric Administration’s 
(NOAA) National Climactic Data Center (NCDC) coop weather station database 
(NOAA 2004), and incorporated into the BASIN’s model together with climate 
change IPCC GCM output scenarios. The values for quantity and quality attributes are 
determined through simulation. 
Runoff volume is estimated using the modified SCS curve number (CN) 
method (SCS, 1984). The CN is a value that incorporates soil, land use, and 
management information. The SCS curve number method adjusts the curve number 
for each HRU non-linearly at each time step based on the moisture content of the soil.  
The potential evapotranspiration (PET) rate in the simulation model is 
estimated using the Hargreaves equation. The Hargreaves method estimates PET as a 
function of the maximum possible solar radiation at the earth’s surface and air 
temperature (Hargreaves et al. 1985; Neitsch et al. 2001).  
Erosion and sediment yield for each HRU are simulated in SWAT using the 
Modified Universal Soil Loss Equation (MUSLE; Williams 1975) which uses runoff 
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volume to simulate erosion and sediment yield. The SWAT model simulates transport 
of nutrients (nitrogen and phosphorous) that enter the water column in dissolved 
forms or sometimes attached to sediment in surface runoff by using equations 
developed by McElroy et al. (1976) and modified by Williams and Hann (1978). 
Denitrification rates are calculated as a function of water content, temperature, 
presence of a carbon source, and nitrate (Neitsch et al., 2001).  
 
4.2.2.1 Uncertainty Scenarios 
The historic temperature and precipitation series of eight weather stations are 
used in developing the baseline simulation of the watershed system in this study. The 
standard deviation is the average variation from the long-term average.  Any climate 
parameter with a large standard deviation will have a lot of year-to-year variability 
which may make planning more difficult. 
Monthly rainfall totals are often represented by a nonsymmetrical distribution 
such as the gamma; therefore, gamma distribution parameters (alpha and beta) for 
monthly, seasonal, and annual rainfall are estimated for each decade (Appendix B).  
Mean monthly rainfall for the eight continuously active rain gauges is 
approximately 2.4 to 3.1 mm (Tables 19 – 20, Appendix B). Typically, spring 
(defined as April, May, and June) and summer (July, August, and September) are the 
wettest periods, with average rain of 3 mm per day; Winter (January, February, and 
March) are the driest, with 2 mm of rainfall occurring daily each month. Rainfall 
variability exhibited a seasonal pattern similar to mean rainfall amount. The wetter 
months exhibit greater rainfall variability, as shown by the height of the interquartile 
box, the distribution from the 25
th
 to 75
th
 percentile. The four months with the highest 
average rainfall (April, May, June, and October) also have the highest variability, as 
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measured by the standard deviation. The results also illustrate that average monthly 
rainfall typically exceeds median monthly rainfall and is therefore positively skewed. 
This same property occurs in daily rainfall amounts on rainy days. Because of this 
skewness and a lower bound at zero, monthly and daily rainfall are best represented 
by non–symmetrical distributions such as the gamma or mixed – exponential (Wilks, 
1999; Haan, 1977; Yevjevich, 1972; Richardson, 1982). 
Rainfall is generally measured at the daily time scale and this forms the basis 
for monthly and annual rainfall series. In this study, a daily algorithm for generation 
of daily rainfall and temperature in the future without changing the underlying 
statistical distribution is developed. Future climate data for several gage stations are 
obtained by integrating warming predictions to the daily historical temperature and 
precipitation data.  A Python script is developed to process NetCDF files to calculate 
the ensemble means for the precipitation, maximum and minimum temperature for the 
CT river watershed in 2050 and 2099. Two daily climate change rates between 1) the 
past (2010) and the mid-future (2050), and 2) the mid-future (2050) to the far-future 
(2099) were calculated for each temperature and precipitation data sets. To obtain the 
future data sets and preserve natural statistical distribution of the temperature and 
precipitation, the historic trend of change from 1960 to 2010 was calculated and data 
were detranded; then two climate change rates (2010-2050; 2051-2100) were applied 
to obtain future climate data added through temperature and precipitation climate 
change rates (Tables 23, 25, Appendix B).  
For this, a regression analysis is used to estimate the temporal trend in the 
time-series. The daily temperature and precipitation data are first aggregated into an 
annual scale to determine the extent and relationship of the annual temperature and 
precipitation trend from 1960 through 2010. The regression analysis was used to 
 183 
estimate an average historical coefficient (β) for annual maximum, minimum 
temperatures and precipitation, and an average historical annual trend for annual 
minimum, maximum temperatures and precipitation. The historical warming trends, 
calculated from the regression analysis, were subtracted from the future climate data 
sets based on historic data and the new climate change trends were added to the 
natural variability. This was done by adding the trend component derived from the 
regression model to actual observation.  
The next step was integrating of variation as highest amplitude, highest 
frequency, and combination of both frequency and magnitude to the future-trended 
data. This enabled incorporation of various climate change (uncertainty) scenarios 
into the regional model.  
The baseline past scenario (P) is a 50 year scenario of historical observations 
(1960 to 2010) without the influence of climate change uncertainties, useful in 
evaluating selected effects of climate change scenarios. The detrended baseline data 
with natural variations with added future trend lines reflect the IPCC-SRES future 
(2011 – 2099) predictions is the future scenario (F). After the future data are 
generated, monthly statistics for the future temperature and precipitation were 
calculated (Figures 40-43). The mean and standard deviation demonstrate the 
uncertainty in all gauges in the past and the future. The future climate variables 
distribution stays identical as in the past. Mean temperature is greater in the summer 
and the standard deviation in the spring. The standard deviation for precipitation is 
significantly higher for September and October for all periods than for the other 
selected months or the annual period. There is less seasonal variation in the 
uncertainty of precipitation than is in the case with temperature.  
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Figure 40: Past observed and future simulated Mean and STD of the maximum 
temperature. 
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Figure 41: Past observed and future simulated Mean and STD of the minimum 
temperature. 
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Figure 42: Past observed and future simulated Mean and STD in precipitation (stations 
1 – 4). 
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Figure 43: Past observed and Future simulated Mean and STD of precipitation (stations 
5 – 8). 
 
Minimum and maximum temperature and rainfall mean daily rates during each 
months are presented to provide insight into the highest and lowest warm and wet 
extremes, in addition to average fluctuations (standard deviation) (Tables 21-22, 
Appendix B).  
The next three scenarios are associated with greater probabilities of frequency 
of extreme events (FQ), magnitude (M), and both frequency and magnitude (FQM). 
To model magnitude and intensity the following conditions were used:   
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Magnitude: If value >= 90% then make 100% 
Intensity (Frequency): If value >= 50% then 90% (See example, Figure 44). 
 
For the intensity data, simulation of the above condition is applied according 
the Regional Climate Projections Chapter 11 for North America. Estimate of the 
probability of extremely warm extremely wet and extremely dry seasons are presented 
in the Table 5. The frequency (%) of extremely warm, wet and dry seasons, averaged 
over the models, are also presented. These values are when at least 14 out of the 21 
models agree on an increase in the extremes (except wet extreme for JJA, where 
average 22% is considered for the purpose of this study).  
Table 5: Frequency estimates of extremely warm and wet seasons.  
  
Extreme Seasons 
(%) 
Season Warm  Wet 
DJF 78 24 
MAM 86 23 
JJA 98 22 
SON 97 19 
Annual 100 29 
 
 
Figure 44: Example of a Magnitude and Frequency temperature simulation.  
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Overall, there are five climate uncertainty scenarios that are tested in this 
study: Past (P), Future (F), Magnitude (M), Frequency (FQ), and both (Magnitude and 
Frequency) (FQM) to estimate the hydrological variation in a response to the changes 
in climate uncertainty. 
 
4.2.3 Data 
The BASINS (USEPA, 2001) database is used in this study and integrated 
with other GIS data for the multiple Connecticut River watersheds. The inputs (land 
use, soils, DEM, and stream layers) for the SWAT model are derived from GIS data 
sets in BASINS (USEPA, 2001) and Massachusetts Geographic Information Systems 
(MassGIS, 1999). The following fourteen EPA USGS Catalog Units Datasets are 
combined into one watershed: 01080101 (Upper Connecticut. Maine, Vermont); 
01080103 (Waits. Vermont); 01080102 (Passumpsic. Vermont); 01080104 (Upper 
Connecticut-Mascoma. New Hampshire, Vermont); 01080105 (White. Vermont); 
01080106 (Black-Ottauquechee. Vermont); 01080107 (West. Vermont); 01080201 
(Middle Connecticut. Massachusetts, New Hampshire); 01080203 (Deerfield. 
Massachusetts, Vermont); 01080206 (Westfield. Connecticut, Massachusetts); 
01080207 (Farmington. Connecticut, Massachusetts); 01080202 (Miller. 
Massachusetts, New Hampshire); 01080204 (Chicopee. Massachusetts); 01080205 
(Lower Connecticut. Connecticut, Massachusetts). 
The GIS Shape files are converted into raster to allow incorporation and 
analysis with the DEM. The GIS data used for model inputs are projected to NAD 
1983, Connecticut projection. Climate data for this study are compiled from the 
National Oceanic and Atmospheric Association’s (NOAA) National Climactic Data 
Center (NCDC) coop weather station database (NOAA 2004). These weather stations 
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are selected based on data availability during the time period of interest. The weather 
data are interpolated into a continuous spatial surface for generating weather data over 
the entire watershed using a Thiessen weighting technique (USEPA, 2002). To predict 
water resource impacts (e.g. sediment loading, nutrient loading, and water yield) of 
climate change uncertainties under various climate scenarios, climate change data for 
temperature and precipitation were detrended and variations were added. Data and 
model inputs were developed using the SWAT model interface from EPA’s Better 
Assessment Science Integrating Point and Nonpoint Sources (BASINS) 3.0 model 
(USEPA, 2001).  
 
Figure 45: Weather stations used in modeling in the Connecticut River watershed. 
 
This study uses 50 years of historical climate observations of daily 
temperature and precipitation from several National Oceanic and Atmospheric 
Association (NOAA) weather stations located within the study watershed. Daily 
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precipitation and temperature data between January 1960 and December 2010 are 
collected from weather stations that had consistent data for the most years from 1960 
to 2010 (Figure 45). 
Most of the precipitation time series are positively skewed, which means that 
the larger rainfall values are less frequent and the data follow a gamma distribution, 
which should be considered when reporting precipitation prediction probabilities 
(Briggs and Wilks, 1996), therefore alpha and betta are calculated and reported for 
these gauge stations. 
Future climate change data were obtained as precipitation rate (mm/day), min 
surface air temperature (
0
C), and max surface air temperature (
0
C) parameters from 
the bias corrected and downscaled WCRP CMIP3 climate and hydrology projections 
as 1/8 degree BCCA projections. Two datasets are downloaded for two time periods: 
2050 and 2100. Obtained data includes nine climate models: cccma_cgcm3_1, 
cnrm_cm3, gfdl_cm2_0, gfdl_cm2_1, ipsl_cm4, miroc3_2_medres, miub_echo_g, 
mpi_echam5, mri_cgcm2_3_2a, totally 53 runs.  
The ensemble of three scenarios (B1, A1b, and A2) based on different 
assumptions on demographic, economic, and technological factors determining 
greenhouse gas emissions were used in this study. All climate change models, 
emission pathways, and projection runs used in the study area are presented in Table 
6. 
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Table 6: Climate change models, emission pathways, and projection runs used in the 
New England study. 
  Emission scenarios, climate models and runs 
  A1b A2 B1 
  1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 
cccma_cgcm3_1 ˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
cnrm_cm3 ˅ 
       
˅ 
       
˅ 
       
csiro_mk3 ˅ 
       
˅ 
       
˅ 
       
gfdl_cm2_0 ˅ 
       
˅ 
       
˅ 
       
gfdl_cm2_1 ˅ 
       
˅ 
       
˅ 
       
ipsl_cm4 ˅ 
       
˅ 
       
˅ 
       
miroc3_2_medres ˅ ˅ 
      
˅ ˅ 
      
˅ ˅ 
      
miub_echo_g ˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
˅ ˅ ˅ 
     
mpi_echam5 
        
˅ 
       
˅ 
       
mri_cgcm2_3_2a ˅ ˅ ˅ ˅ ˅ 
   
˅ ˅ ˅ ˅ ˅ 
   
˅ ˅ ˅ ˅ ˅ 
   
 
Downloaded future climate change data presented as multidimensional 
NetCDF files for the daily MAX and MIN temperature are processed in Python (script 
2, Table 33) to obtain raster maps of daily MAX and MIN for 2050 and 2100. The 
Python script from the previous chapter was modified and applied to compute 
ensemble daily climate data in 2050 and 2100. Climate change rates were obtained to 
be used in the future daily climate calculations in uncertainty scenarios. 
 
4.2.4 Study Area 
For the uncertainty analysis the Connecticut River watershed is selected as a 
study area. The DEM, major watersheds, and population are presented in the Figures 
46 - 47. As the Figure 46 shows, elevation in the study area varies from 1 to 1873 m. 
The lowest elevation is in the middle of the study area where the Connecticut River 
and its tributaries are located. There are fourteen cataloging unit boundaries within the 
study area. 
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Figure 46: Elevation and streams in the Connecticut River watershed. 
 
.  
Figure 47: Population density in the Connecticut River watershed. 
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The Connecticut River Watershed encompasses nearly 28,500 km
2
 and is 
located in central New England extending from Long Island Sound to the US/Canada 
border. The whole watershed contains 390 towns and cities, with a population of 
about 2.3 million people (Figure 47). 
Forests cover nearly 79% of the watershed’s land area (Figure 48), while 
agricultural land represents an additional 11% of the Connecticut River watershed 
area (Marshall & Randhir, 2008).  
The watershed is known for its rich diversity of species: 59 species of 
mammals, 250 birds, 22 reptiles, 23 amphibians, 142 fish, 1,500 invertebrates, and 
3,000 plants (USFWS, 1995), although there are ten species that federally listed as 
endangered or threatened (USFWS, 1995).  
  
Figure 48: Landuse distribution in the Connecticut River watershed. 
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The US Department of Agriculture-Natural Resource Conservation Service 
(USDA-NRCS) in the state soil geographic (STATSGO) database classified the soils 
in the Connecticut River watershed into 67 unique soil series (USDA, 1994). Around 
202,108 hectares (7%) of the watershed’s soil is classified as prime farmland soils 
with an additional 89,471 hectares (3%) of the watershed soils that are classified as 
hydric soils (USDA, 2003).  
The Connecticut River is the largest and longest river in New England; it 
flows 410 miles from its source at Fourth Connecticut Lake, a tiny beaver pond 300 
yards from the Canadian border, to Long Island Sound. New Hampshire and Vermont 
share some two thirds of the river's length, which comprises 275 miles (ct.gov, 2009).  
The Connecticut River is habitat to several species of anadromous and 
catadromous fish, including the American shad, American eel, striped bass and the 
sea lamprey. The headwaters of the Connecticut River are at the northern tip of New 
Hampshire, near the Canadian border. A big part of the beginning of the river is 
occupied by the Connecticut Lakes, a chain of deep, cold water lakes that are home to 
lake trout and landlocked salmon. Among the other recognized native fish species are 
brook trout, rainbow trout, large brown trout, shad, smallmouth bass, striped bass, 
carp, catfish, American eel, and several others. Fish species distributions by 8-digit 
Hydrologic Unit Subbasin identified 61 fish species in the Connecticut River 
Watershed. Among these fish species, 32 species (28 native) present in the Upper 
Connecticut ecological drainage unit (EDU), 41 (36 native) -- in the Middle 
Connecticut EDU, 53 (44 native) occurred in the Lower Connecticut EDU. It is 
indicated that the Lower Connecticut EDU is occupied by higher number of fish 
species than the Middle Connecticut. Additionally, in the Lower Connecticut an 
increased diversity of aquatic habitat is present, particularly those for estuarine and 
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diadromous species which depend on direct connection with the ocean (Page and 
Burr, 2001; USGS, 2003).  
 
Figure 49: Subbasins delineated in the Connecticut River watershed. 
 
For the purposes of this research, the CT watershed is delineated into 53 sub-
watersheds based on the DEM and river network (Figure 49). Overall, the Connecticut 
River has a total length of 407 miles (655 km), and a drainage basin extending over 
11,250 square miles (29,100 km
2
). The mean freshwater discharge into Long Island 
Sound is 19,600 cubic feet (560 m
3
) per second. The river's depth varies greatly from 
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a few inches to 130 inches deep just below the French King Bridge in Gill, 
Massachusetts. The depth of the river in most places is continuously changing as the 
river carries and rearranges its load of sediment: at the Fourth Connecticut Lake it 
begins at an elevation of 2,670 feet above sea level and drops half of that elevation 
before it leaves Pittsburg, NH. By the time the river reaches Massachusetts, its 
elevation falls to approximately 190 feet above sea level. The Connecticut River 
consists of hundreds of large and small tributaries. Major tributaries include the 
Ashuelot, West, Miller's, Deerfield, White, and Chicopee rivers. The Swift River, 
which is a tributary of the Chicopee, has been dammed and replaced by the Quabbin 
Reservoir which provides water to the Massachusetts Water Resources Authority 
district in eastern Massachusetts (Thomas, 1983; USGS, 2006; Braden, 2009). The 
Quabbin Reservoir on the Swift River is a major source of drinking water to the City 
of Boston. The flow is subject to regulation under 1929 War Department permit (now 
maintained by the Army Corps of Engineers) on downstream releases to the 
Connecticut River to maintain seasonal flows (WRC, 2007). It is estimated that there 
are 16 hydroelectric dams on the main stem, and over 1,000 smaller dams in the 
tributaries that are mostly nonfunctional (CRWC, 2007). The Connecticut River 
provides 70% of the freshwater inflow to Long Island Sound. The river carries a 
heavy amount of silt, especially during the spring snow melt and forms a large 
sandbar near its mouth on Long Island Sound. The southern 100 km of the 
Connecticut River are tidally influenced and under normal conditions the boundary 
between salt and freshwater is located about 27 km from the river’s mouth (USFWS, 
1995).  
The most fertile soils, most valuable fish and wildlife habitat, and some of the 
most expensive real estate in the Connecticut River watershed are found along rivers 
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and streams. Although riverbank erosion remains one of the most common problems 
in the watershed, shoreland protection is unevenly applied even now (e.g. while New 
Hampshire has had limited statewide protection in place since 1994, Vermont remains 
the only state in New England that does not have a shoreland protection law). Among 
the other well recognized common problems in contamination of surface water is 
stormwater runoff. While the federal Clean Water Act and local investments have 
brought the Connecticut River back from its days as an open sewer, some issues 
remain and new ones have arisen – such as climate change risk. Most scientists agree 
that the Northeast can expect higher temperatures and shifting seasons, reduced snow 
cover, and more extreme weather (as described in the previous section). Climate 
change may also affect river dynamics, water quality, aquatic habitat, erosion, and 
much more. Effects of climate change are predicted to include more precipitation in 
short, intense bursts (more than 2 inches of rain in a day), which could lead to more 
river flooding. Measurable increases in the number of heavy rain storms have already 
occurred across the Northeast in recent decades, including two micro-bursts in 
Westmoreland, NH in 2003 affecting Mill Brook; severe storms in Canaan, VT 
affecting Leach and Bolter Creeks and in Hanover, NH in 2004; floods on Indian 
Stream and the Sugar River in 2005; and two severe storms in the Mohawk River 
watershed in 2006 (CRJC, 2008). All of these storms resulted in heavy erosion and 
turbidity in the Connecticut River. More flooding could lead to greater erosion and 
increases in sediment, fertilizers, and other pollutants in stormwater runoff. Thus, the 
Soil and Water Conservation Society predicts that an increase in rainfall of 10 percent 
can result in a 24 percent increase in soil erosion. 
 
 
 199 
4.2.5 Calibration and Validation 
Before mapping results and making any conclusions, the simulated model is 
calibrated. Calibration and parameterization of the SWAT model is conducted using 
methods developed by Neitsch et al. (2001). The calibration is carried out by 
comparing average annual Flow Out results from the defined subbasin (52) in the 
Main Channel Output File (.rch) with equivalent stream flow data from the 
appropriate gauge station in Thompsonville, CT. After several calibration runs, the 
calibrated results are statistically analyzed in order to find the relative predictive 
power of the model (R
2
) and further analysis of the model output was performed. 
Different climate scenarios were evaluated to observe the potential climate change 
impacts on nitrogen, phosphorus, soil loss, runoff and sediment yields.  
The simulation model is calibrated using the USGS streamflow data over a 50 
year time period (Figure 50). The calibration parameters include curve number, soil 
evaporation compensation coefficient and groundwater coefficient. While the 
calibration used daily values to test simulated and observed time series, we use yearly 
values to calculate the regression fit. The regression fit showed an R
2
 of 0.89, 
indicating a high degree of agreement between simulated and observed data points. 
The model is calibrated at the outlet of the watershed (Thompsonville, CT) and the 
results processed for each subwatershed. The calibration aims at identifying parameter 
values of the model that minimize the deviation between observed and simulated 
values through a regression analysis. In addition, an internal validation of the model 
predictions is also conducted using the USGS gages at Wells River, Vermont (USGS 
01138500), Montague City, Massachusetts (USGS 01170500), Connecticut River 
near Dalton, New Hampshire (USGS 01131500), and Moose River at St. Johnsbury, 
Vermont (USGS 01135000). 
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 Figure 50: Calibration results. 
 
To assess the influence of global climate change at the regional scale, the past 
and future changes in key hydrological indicators across the Connecticut River 
watershed were examined. The future trends in primary climate characteristics and 
indicators of change, including seasonal temperatures, rainfall and drought, snow 
cover, soil moisture, and changes in water quality are evaluated.  
Changes in annual and seasonal temperature and precipitation serve as primary 
indicators of climate change. These also drive changes in hydrology. Hence, we first 
examine observed and historical simulated temperature and precipitation trends across 
the CT river watershed (P scenario). We then assess future changes in temperature 
and precipitation that may occur under ensemble of the emission scenarios as 
projected by IPCC (F scenario), and with varying degrees of sensitivity in changes in 
magnitude (M scenario), frequency (FQ), and both (FQM). 
This analysis places future temperature and precipitation changes in the 
context of what has already been observed across the region and also qualifies the 
amount of uncertainty in regional projections under different uncertainty scenarios by 
changes in magnitude and frequency. 
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Specific outcomes of the simulation that are studied are quantitative 
parameters as follows: Average total precipitation on subbasin (mm); Snow melt 
(mm); Potential evapotranspiration (mm); Actual evapotranspiration (mm); Soil water 
content (mm); Amount of water percolating out of root zone  (mm); Surface runoff 
(mm); Groundwater discharge into reach (mm); Net water yield to reach (mm); and 
Qualitative Parameters: Sediment yield (metric tons/ha); Organic N released into 
reach (kg/ha); Organic P released into reach (kg/ha); Nitrate released into reach 
(kg/ha); Soluble P released into reach (kg/ha); Mineral P attached to sediment 
released into reach (kg/ha). 
 
4.3 Results and Discussion 
The watershed response is composed of the cumulative effects of the 
watershed’s 53 subwatersheds. The overall annual results for the total watershed 
obtained under five scenarios are shown in Figure 51 and Table 7.  All parameters 
response is divided into two categories (water quantity and water quality) to 
distinguish the climate uncertainty impacts (Figure 51). However, water quality and 
quantity problems are interrelated and should be considered together in the 
management of watershed resources. Simulation results show that climate change and 
changes in uncertainty such as in frequency and magnitude leads to changes in all 
quantity and quantity parameters for each of the five scenarios.  
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Figure 51: Impacts of climatic uncertainty on water quantity and quality. 
 
Differences between the past and the future are characterized by a general 
increase in all parameters except for organic nitrogen, organic phosphorus and 
mineral phosphorus.  
To provide a means for comparing the dispersion of data sets with widely 
differing ranges the coefficient of variation is studied. For the average past climatic 
conditions, the coefficient of variation is more pronounced (>100%) for SYLD 
(150%), ORGP (112%), ORGN (107%), and SOLP (101%). The rest parameter’s CV 
are as follows: SEDP (80%), SW (74%), NSURQ (49%), SURQ (36%), GW_Q 
(28%), PERC (27%), SNOMELT (20%), WYLD (17%), ET (17%), PRECIP (8%), 
and PET (6%) (Table 7). 
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Table 7: Hydrologic estimates by uncertainty scenarios. 
PARAMETER 
MEAN Change  in MEAN (%) 
P F M FQ FQM F M FQ FQM 
PRECIP 1079 1266 1545 1748 1994 17 43 62 85 
SNOMELT 224 226 277 290 334 1 24 29 49 
PET 952 981 998 1024 1040 3 5 8 9 
ET 366 436 482 444 487 19 32 21 33 
SW 24 32 31 32 33 33 29 33 38 
PERC 359 375 479 523 585 4 33 46 63 
SURQ 337 434 556 749 887 29 65 122 163 
GW_Q 330 346 443 485 544 5 34 47 65 
WYLD 681 798 1023 1261 1461 17 50 85 115 
SYLD 2.3 2.7 3.3 4.9 5.8 17 43 113 152 
ORGN 1.6 1.3 1.4 1.7 1.7 -19 -13 6 6 
ORGP 0.3 0.23 0.3 0.3 0.3 -23 0 0 0 
NSURQ 2.8 3.4 4.4 5.1 6.2 21 57 82 121 
SOLP 0.066 0.076 0.09 0.113 0.131 15 35 71 98 
SEDP 0.066 0.057 0.06 0.074 0.079 -14 -6 12 20 
PARAMETER 
CV (%) Change in CV (%) 
P F M FQ FQM F M FQ FQM 
PRECIP 8 9 10 10 13 13 25 25 63 
SNOMELT 20 25 26 23 23 25 30 15 15 
PET 6 5 4 4 4 -17 -33 -33 -33 
ET 17 16 18 16 16 -6 6 -6 -6 
SW 74 70 71 59 62 -5 -4 -20 -16 
PERC 27 29 29 29 33 7 7 7 22 
SURQ 36 33 29 33 32 -8 -19 -8 -11 
GW_Q 28 30 30 30 33 7 7 7 18 
WYLD 17 15 14 15 17 -12 -18 -12 0 
SYLD 150 148 149 147 149 -1 -1 -2 -1 
ORGN 107 107 99 105 97 0 -7 -2 -9 
ORGP 112 109 97 106 93 -3 -13 -5 -17 
NSURQ 49 50 46 49 48 2 -6 0 -2 
SOLP 101 103 117 113 125 2 16 12 24 
SEDP 80 71 65 66 65 -11 -19 -18 -19 
 
The impact of change in magnitude and frequency of climate shows small 
variations. However, the most distinct effect of the changes in uncertainty scenarios is 
simulated to be in precipitation (PRECIP) and soluble phosphorus (SOLP). For 
PRECIP the change in CV in the Future (F) from the baseline is 13%, under change in 
magnitude (M) and frequency (FQ) uncertainty scenarios it is 25%, and under FQM 
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scenario it is 65%.  For the SOLP the change in CV from the baseline is 2%, 16%, 
12%, and 24% accordingly.  The results also show that change in frequency is more 
pronounced in the CV changes rather than in magnitude for the snowmelt 
(SNOMELT), actual evapotranspiration (ET), sediment yield (SYLD), water yield 
(WYLD), organic phosphorus (ORGP), and nitrates (NSURQ). The same response in 
the CV to changes in magnitude and frequency are obtained for precipitation 
(PRECIP), potential evapotranspiration (PET), percolation (PERC), ground water 
discharge (GW_Q), and sediment phosphorus (SEDP). Combined change in 
uncertainty (FQM) have the greatest implications in the CV change for the 
precipitation (PRECIP), percolation (PERC), ground water discharge (GW_Q), 
organic nitrogen (ORGN), organic phosphorus (ORGP), and soluble phosphorus 
(SOLP). The overall annual watershed response for 140 years is also studied as 
percentage changes of the simulation results from the baseline between uncertainty 
scenarios (Figure 52).   
 
Figure 52: Impacts of changes in uncertainty scenarios from the baseline. 
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Under F and M uncertainty scenarios a reduction in ORQP, ORGN, and SEDP 
is estimated. The rest of the parameters are projected to increase. The overall 
intensification of the impacts is generally higher for the frequency (F) uncertainty 
scenario than for magnitude (M). Combined effects of both FQM uncertainty scenario 
are simulated be the greatest. The biggest change both in FQ and FQM scenarios are 
projected in SURQ (122% and 163% consequently) and SYLD (113% and 152%). 
The high changes are also simulated in WYLD (85% and 115%), NSURQ (82%, 
121%), and SOLP (71%, 98%). 
To display the spread and skewness in a batch of data through its four-number 
summary: min, max, upper and lower quartiles, the box-and-whisker plots for the past 
and future conditions are presented (Figure 53). The distribution of past and future 
batches of data is compared by displaying their boxplots side-by-side for both 
quantitative and qualitative parameters.   
 
Figure 53: Estimates of baseline and future watershed conditions. 
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The box-plots show that there are changes expected in the distribution of a set 
of the examined data over time. The higher variability is estimated in the qualitative 
parameters in the future comparing to the past (e.g. sediment yield, soluble 
phosphorus, and nitrates). While fifty percent of all values of evapotranspiration go 
between 20 and 75 mm, the maximum values of potential evapotranspiration can 
reach greater than 160 mm. The whiskers also show big positive stretch (skewness) in 
soil water content, runoff, water yield, organic phosphorus and nitrogen, soluble 
phosphorus, and nitrates. 
 
4.3.1. Spatial Distribution of Impacts on Watershed Processes 
The main idea in this analysis is to study the hydrological response to CC 
uncertainty scenarios and to identify hot spots and regions with similar hydrological 
impacts. The separation of climatic variability effects from the warming effect is a 
key problem in time trend studies. One of the advantages of this study is that it allows 
study of the impact of climate variability on hydrology through the comparison of 
different climate uncertainty scenarios. 
Subwatersheds averages are calculated and presented in this discussion. The 
spatial distribution of the hydrological parameters is divided into three categories 
distinguished by the color intensity (Low, Medium, and High) and presented in the 
Figures 54 - 67.  
Spatial distribution of average total precipitation and snowmelt by subbasin is 
presented in the Figures 54 and 55. As can be seen from the maps, the precipitation 
for the study watershed increased in all scenarios with greater change in the central 
and lower parts of the study area. The low values for precipitation in the past (P) vary 
from 896 to 999 mm with a greater values up to 1049 in the subbasins 1 and 2. Under 
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climate change scenarios the same pattern in the low values is observed except in 
subbasins 1 and 2. It is also observed that under change in both magnitude and 
frequency (FQM) in subbasins 7, 9, 13, 13, 14, and 18, the medium precipitation is 
projected. There is also difference in distribution for subbasins 30, 32, and in the 
southern part of the watershed under M, F, and FQM uncertainty scenarios is 
observed. Overall, in the entire watershed the precipitation is getting higher under 
uncertainty scenarios in all subwatersheds, however, the changes in frequency have 
more pronounced effects in low values than changes in magnitude and frequency and 
magnitude together.  
 
Figure 54: Precipitation (mm) distribution by subbasin under uncertainty scenarios  
 
Snowmelt is controlled by the air and snow pack temperature, the melting rate, 
and the areal coverage of snow. If snow is present, it is melted on days when the 
maximum temperature goes above 0
0
C. Melted snow is treated the same as rainfall for 
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estimating runoff and percolation. As in Figure 55, the snowmelt level is the highest 
across all scenarios in the middle part of the study area within the following 
subwatersheds: 15-17, 20 – 29, while the lowest snowmelt is observed in the lowest 
parts of the watershed under all scenarios. It is also observed that the change in 
frequency has more pronounced effects in the higher portion of the watershed and in 
subwatersheds 33, 34, and 36 through 40. 
 
 
Figure 55: Snowmelt (mm) distribution by subbasin under uncertainty scenarios  
 
Spatial distribution of potential and actual evapotranspiration is presented in 
the Figure 56. Potential evapotranspiration (PET) is a measure of the ability of the 
atmosphere to remove water from the surface through the processes of evaporation 
and transpiration. Actual evapotranspiration (AET) is the quantity of water that is 
essentially removed from a surface due to the processes of evaporation and 
transpiration. Evapotranspiration is a combined word for all processes by which water 
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in the liquid or solid phase at or near the earth's surface becomes atmospheric water 
vapor. Evapotranspiration includes evaporation from rivers and lakes, bare soil, and 
vegetative surfaces (transpiration); and redistribution from ice and snow surfaces. The 
SWAT model computes evaporation from soils and plants separately as described by 
Ritchie (1972). Potential soil water evaporation is estimated as a function of potential 
evapotranspiration and leaf area index (area of plant leaves relative to the area of the 
HRU), whereas the plant transpiration is simulated as a linear function of potential 
evapotranspiration and leaf area index. Actual soil water evaporation is estimated by 
using exponential functions of soil depth and water content (SWAT, 2005). 
As maps illustrate, the greatest potential evapotranspiration is in the southern 
part of the watershed while the lowest is in the northern. There is a consistency in the 
spatial distribution of the AET in the F, FQ and FQM scenarios. Under M scenarios 
central and lowest part of the watershed are less affected by changes in magnitude of 
precipitation and temperature. At the same time as it is evident from the maps that 
there is a high uniformity of the spatial distribution of AET across all four scenarios 
(F, M, FQ, and FQM). As can be seen from the map the pattern of PET is different 
from the AET distribution. The greater PET is in the south of the study area and 
varies in the P scenario from 980 mm to 1009 mm. There is a small increase of the 
PET in the entire watershed. The AET stays the highest in the middle of the watershed 
(subwatersheds 28, 29, 30, and 32) through all uncertainty scenarios, varying from 
450 mm under P scenario to 635 mm under FQM, and reduces in the south. The 
biggest changes are also observed in the subbasins 1, 2, 3, 5 and 11-17. This is 
basically is the measure of the high ability of the atmosphere to remove water from 
the surface through the processes of evaporation and transpiration in this areas.  
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Figure 56: Evapotranspiration (mm) distribution by subbasins under uncertainty 
scenarios  
Soil water or moisture content (SW) content (mm) as the quantity of water in 
soil is presented in Figure 57. Under climate change uncertainty scenarios, most area 
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of the study watershed is projected to have SW greater than 30 mm. As is evident 
from the maps, the soil water content in the past varies from 9 to 111 mm. The highest 
variation of this parameter is observed under FQ scenario. It is also evident that the 
highest soil water content is observed in 7 and 9 watershed across all scenarios. The 
influence of the magnitude, frequency, and both are of the same pattern.  The whole 
watershed exhibits high increase in SW. The highest changes under climate change 
uncertainty scenarios are projected to occur in the central and the lower part of the 
watershed.  
 
 
Figure 57: Soil water content distribution by subbasins under uncertainty scenarios 
(mm H2O). 
 
Water that percolates below the root zone during the time step, Percolation 
(PERC) (mm), is illustrated in Figure 58. There is usually a lag between the time the 
water leaves the bottom of the root zone and the time it reaches the shallow aquifer. 
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Percolation is calculated for each soil layer in the profile and over a long period of 
time, this variable is equal groundwater recharge. Water is allowed to percolate if the 
water content exceeds the field capacity water content for that layer. When the soil 
layer is frozen, no water flow out of the layer is calculated (SWAT, 2005). The results 
show that under climate change uncertainty scenarios the amount of water percolating 
below the root zone is projected to increase, with the most intensification in the upper 
and central watersheds. 
 
Figure 58: Water percolating distribution (mm) by subbasins under uncertainty 
scenarios. 
 
Surface runoff (mm) contribution to streamflow in the main channel during 
time step is presented in the Figure 59. Surface runoff, or overland flow, is flow that 
occurs along a sloping surface. Using daily or subdaily rainfall amounts, SWAT 
simulates surface runoff volumes and peak runoff rates for each HRU. Surface runoff 
volume is computed using a modification of the SCS curve number method (USDA 
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Soil Conservation Service, 1972). The curve number varies non-linearly with the 
moisture content of the soil. Water that does not infiltrate becomes surface runoff. 
SWAT includes a condition for estimating runoff from frozen soil where a soil is 
defined as frozen if the temperature in the first soil layer is less than 0°C. The model 
increases runoff for frozen soils but still allows significant infiltration when the frozen 
soils are dry. Surface runoff occurs whenever the rate of water application to the 
ground surface goes beyond the rate of infiltration. When water is initially applied to 
a dry soil, the application rate and infiltration rates may be similar. However, the 
infiltration rate will decrease as the soil becomes wetter. When the application rate is 
higher than the infiltration rate, surface runoff will begin (SWAT, 2005). 
Under the baseline scenario (P), the highest runoff is in the lowest part of the 
watershed in subbasins 43, 44, 45, and 50 and varies from 500 to 663 mm. Under the 
future scenario (F), the distribution of the highest values is shown also in 31, 36, 39, 
and 40 and in the central part (subwatersheds 7, 15, 16, 17, 21, 22, and 23). The effect 
of climate change on runoff in the study area is very pronounced. Under CC 
uncertainty scenarios, the areas with runoff >500 mm is covering almost the entire 
watershed. 
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Figure 59: Surface runoff (mm) distribution by subbasins under uncertainty scenarios  
 
Sediment (metric tons/ha) from the HRU that is transported into the main 
channel during any time step is presented in Figure 60. Erosion and sediment yield are 
estimated for each HRU with the Modified Universal Soil Loss Equation (MUSLE) 
(Williams, 1975). MUSLE uses the amount of runoff to simulate erosion and 
sediment yield and is a modified version of the Universal Soil Loss Equation (USLE) 
developed by Wischmeier and Smith (1965, 1978). USLE predicts average annual 
gross erosion as a function of rainfall energy. In MUSLE, the rainfall energy factor is 
replaced with a runoff factor. This improves the sediment yield prediction, eliminates 
the need for delivery ratios, and allows the equation to be applied to individual storm 
events. As result show, the distribution pattern in the study area does not change 
greatly under different climate scenarios but the change in the magnitude and 
frequency influences the amount and the most pronounced changes are observed in 
the central part of the watershed. Under FQM scenario, the upper level of the 
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sediment yield almost double the amount (from 18.6 tons/ha in P to 37.3 tons/ha in 
FQM). 
 
Figure 60: Sediment yield distribution by subbasins under uncertainty scenarios 
(tons/ha). 
 
Groundwater contribution to streamflow (mm) (water from the shallow aquifer 
that enters the main channel during the time step) is presented in the Figure 61. 
Baseflow is a streamflow component which reacts slowly to rainfall and is associated 
with water discharged from groundwater storage (Eckhardt, 2008). SWAT (2005) 
uses a conceptual linear shallow aquifer storage approach to simulate baseflow. 
SWAT partitions groundwater into two aquifer systems: a shallow aquifer which 
contributes baseflow to streams within the watershed, and a deep aquifer which adds 
baseflow to streams outside the watershed. The highest baseflow under P scenario in 
this study is in the subwatersheds 20, 25, and 26. The difference among uncertainty 
scenarios is very pronounced for the entire watershed (in the upper, central and lower 
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parts of the watershed). Under the changes in the frequency and magnitude the greater 
area projected to have baseflow greater than 450 mm. Under FQM scenario almost the 
whole watershed has a baseflow greater than 450 mm.  
 
Figure 61: Groundwater discharge (mm) distribution by subbasins under uncertainty 
scenarios  
 
Water yield (mm) -- the total amount of water leaving the HRU and entering 
main channel during the time step is presented in Figure 62. Water yield can be 
considered as a runout. It is basically considered as the runoff from the drainage 
basin, including groundwater outflow that appears in the stream plus ground-water 
outflow that bypasses the gauging station and leaves the basin underground. In fact, 
water yield is the precipitation minus the evapotranspiration. Under climate change 
scenarios the water yield in the study area is becoming greater and it is expected to be 
doubled under FQM. Results also show that under the magnitude uncertainty change 
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scenario (M), the effect on the net water yield is more evident than under frequency 
scenario (FQ). 
 
Figure 62: Net water yield distribution by subbasins under uncertainty scenarios (mm). 
 
SWAT estimates the movement and transformation of several forms of 
nitrogen and phosphorus in the watershed. In the soil, transformation of nitrogen from 
one form to another is directed by the nitrogen cycle and the transformation of 
phosphorus in the soil is controlled by the phosphorus. Once total nitrogen and 
phosphorus amounts are calculated, they are separated into organic and mineral forms 
using the specific relationships from Northern Virginia Planning District Commission 
(1979) such as the total nitrogen loads consist of 70 percent organic nitrogen and 30 
percent mineral (nitrate), while total phosphorus loads are divided into 75 percent 
organic phosphorus and 25 percent orthophosphate. 
Organic materials are transported to the stream often attached to sediment. 
Thus, the movement of sediment will greatly impact the movement of organics. 
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Organic N (Organic nitrogen transported out of the HRU and into the reach during the 
time step) attached to soil particles may be transported by surface runoff to the main 
channel associated with the sediment loading from the HRU.  The changes in 
sediment loading will be reflected in the organic nitrogen loading. Organic N 
transport with sediment to the stream is calculated with a loading function developed 
by McElroy et al. (1976) and modified by Williams and Hann (1978) for application 
to individual runoff events. The loading function estimates the daily organic N runoff 
loss based on the concentration of organic N in the top soil layer, the sediment yield, 
and the concentration of organic N in the sediment divided by that in the soil, which is 
known as enrichment ratio.  
In the study area, the average reduction in organic nitrogen is presented in 
Figure 63. The distributional effects of changes in climate change uncertainty are not 
very much evident.  
 
Figure 63: Organic nitrogen distribution by subbasins under uncertainty scenarios 
(kg/ha). 
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Amount of nitrates (NO3-N) enclosed in runoff, lateral flow and percolation 
are estimated as products of the volume of water and the average concentration of 
nitrate in the layer. Nitrate may be transported with surface runoff, lateral flow or 
percolation. To estimate the amount of nitrate in water, the concentration of nitrate in 
the moving water is calculated and then multiplied by the volume of water moving in 
each pathway to obtain the mass of nitrate lost from the soil layer. Nitrates (NO3
-
) are 
highly soluble in water, and move with surface runoff into rivers or with water 
percolating through the soil profile into the groundwater below. In the study area, the 
amount of nitrate transported with surface runoff into the reach during the time step is 
presented in Figure 64. The nitrate levels are greatly influenced by the changes in the 
uncertainty (frequency and magnitude) and are more apparent in the central part. It is 
also observed that the highest level is almost doubled under FQM uncertainty 
scenario. 
 
 
Figure 64: Nitrate distribution by subbasins under uncertainty scenarios (kg/ha). 
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The three major forms of phosphorus in mineral soils are organic phosphorus 
associated with humus, insoluble forms of mineral phosphorus, and plant-available 
phosphorus in soil solution (Figures 65 – 67). Phosphorus may be added to the soil by 
fertilizer, manure or residue application and removed from the soil by plant uptake 
and erosion.  
Organic phosphorus transported with sediment into the reach is presented in 
Figure 65. As can be seen, the amount of organic phosphorus and its distribution 
change to minor extent under climate change uncertainty scenarios. 
 
Figure 65: Organic phosphorus distribution by subbasins under uncertainty scenarios 
(kg/ha).  
 
Phosphates are also applied in large quantities in fertilizer that can pollute 
water. Unlike nitrate, however, phosphate is not water soluble and moves only with 
soil movement, as it remains with soil particles. When it erodes on soils from 
agricultural fields, it is essentially non-recoverable, washing into sediments. As it 
 221 
might be expected, a large portion of this P accumulation is in agricultural soils. A 
major problem associated with this increased P content of soils is that any factors that 
increase soil erosion will also increase runoff of P with soil to water bodies. 
Soluble mineral forms of phosphorus transported by surface runoff into the 
reach during the time step is presented in Figure 66. The results show that the soluble 
mineral form of the phosphorus is affected by changes in uncertainty by doubling the 
amount in the scenario FQM. However, the changes in frequency are more evident 
than in changes in magnitude with more apparent change in distribution in the central 
part of the watershed. 
 
Figure 66: Soluble phosphorus distribution by subbasins under uncertainty scenarios 
(kg/ha). 
 
Mineral phosphorus adsorbed to sediment transported into the reach during the 
time step is presented in the Figure 67. Sediment transport of P is simulated with a 
loading function as described in organic N transport.  The primary process of 
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phosphorus movement in the soil is by diffusion or migration of ions over small 
distances (1-2 mm) in the soil solution in response to a concentration incline. Due to 
the low mobility of solution phosphorus, surface runoff interacts only to a certain 
degree with the solution P stored in the top 10 mm of soil (SWAT, 2005). As results 
show the sediment phosphorus yield amounts and distribution is changing slightly by 
the changes in magnitude and frequency in the climate variable, especially in the 
central part of the watershed area. 
 
 
Figure 67: Mineral phosphorus distribution by subbasins under uncertainty scenarios 
(kg/ha). 
 
4.3.2 Monthly parameterization and seasonality 
Climate change is generally expected to lead to an intensification of the global 
water cycle as a result of changes in hydrologic variables such as precipitation and 
temperature (Huntington, 2006). For snow dominated areas, the timing, volume, and 
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extent of snowpack, and the associated snowmelt runoff, are essentially linked to 
seasonal climate variability and change (Stewart, 2009). Changes in precipitation 
essentially affect maximum snow accumulation and runoff volume while temperature 
changes mostly have impacts in runoff timing (Barnett et al., 2005). The potential 
future impacts in snowmelt dominated catchments may include a decrease in 
snowpack volume and an earlier beginning of melt (e.g., Stewart et al., 2004; Dibike 
and Coulibaly, 2005; Merritt et al., 2006; Rauscher et al., 2008; Choi et al., 2009). 
This modification of the hydrological cycle in snowmelt can have serious 
implications, such as regional water shortages (Barnett et al., 2005). Any climate-
induced changes in hydrologic characteristics are likely to also affect nutrient delivery 
(Creed et al., 1996; Shrestha et al., 2007, Salvano et al., 2009). 
Pronounced differences in hydrologic characteristics under climate uncertainty 
were noted when compared at a monthly time scale with a baseline under different 
uncertainty scenario climatic conditions. The climate change and its uncertainty have 
the greatest impact on watershed characteristics. However, the frequency and 
magnitude of the monthly impacts varied widely from one subwatershed to another, 
depending upon subwatershed characteristics. Figures 68 and 69 illustrate the 
comparison of simulated monthly quantitative and qualitative parameters for all of 
climate change uncertainty scenarios. Results show that the presence of the 
uncertainty in climate change temperature and precipitation parameters lead mostly to 
an increase and shifts in hydrologic parameters. The impacts of frequency and 
magnitude among quantity parameters are more pronounced as expected for the 
average total precipitation on a subbasin, percolation surface runoff, snowmelt, 
groundwater discharge, and water yield. From the graphs it can be concluded that 
there is no strong influence of changes in magnitude and frequency of climate on 
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monthly changes in water quantity parameters such as potential ET, AET, and soil 
water content.  The percentage change from a baseline is over each month for the 
whole watershed is presented in Table 27 (Appendix B). Overall, the change in 
frequency (FQ) shows greater impact on the monthly changes than change in 
magnitude (M), whereas the combination of frequency and magnitude (FQM) has the 
highest influence on the hydrologic parameters. Under change in frequency and 
magnitude three picks of increase of the precipitation are observed: June, September, 
and October. In correspondence with changes in precipitation, there are observed 
changes in runoff (SURG), water yield (WYILD), and sediment yield (SYLD) under 
FQ and FQM uncertainty changes scenarios. According to the obtained simulated data 
the greatest positive changes in the runoff (SURQ) are simulated to be in June, as well 
as in September and October. The average monthly percentage change from the 
baseline is around 20% for F scenario, around 50% for the M scenario, around 200% 
change for the FQ and 250% for the FQM. The sediment yield (SYLD) in the future 
(F) and magnitude (M) scenarios is projected to be the highest over winter months and 
late spring (April - May), however, under change in frequency (FQ) and both FQ and 
M (FQM) there is a shift towards greatest values of the sediments in June, July and 
September. The average monthly percentage changes for the sediment yield are as 
follows: 40% for F, 60% M, 175% FQ, and 200% FQM. The percolation is also 
affected by changes in uncertainty with higher picks in the summer (June, August) 
under FQ and FQM uncertainty scenarios, while the ground water discharge has 
greater values in the August and October. 
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Figure 68: Monthly changes in water budgets. 
 
The nutrient parameters such as organic nitrogen, organic phosphorus, and 
mineral phosphorus have several picks around a year (April, June, and September) 
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under changes in the climate change uncertainty, which indicates possible changes in 
rainfall amount for these months.  
As the graph (Figure 69) shows, Frequency and Magnitude uncertainty 
changes have great implications among all qualitative parameters on sediment yield in 
a way that months with higher precipitation have greater sediment yield. Organic, 
soluble, and mineral phosphorus are affected greatly by climate change and result 
mostly in seasonal shifts, while changes in M and FQ result in major increase of 
nitrate amount over each months. 
 
 
Figure 69: Monthly changes in water quality parameters. 
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Simulation results obtained on a monthly basis show that in general, climate 
change uncertainty leads to a greater increase or seasonal shifts in hydrologic 
parameters (water budget and quality).  
Results of this study indicate that change in the magnitude and frequency on a 
monthly and annual basis varies considerably from one subwatershed to another, 
depending on several factors.  The seasonality of hydrological characteristics is one of 
the key factors controlling the development and stability of natural ecosystems. 
Recently, the assessment of hydrological seasonality and regime stability has attracted 
huge attention, especially in connection with water resources management, and 
climate change assessment studies (e.g. Krasovskaia & Gottschalk, 2002; Krasovskaia 
et al., 2003; Bower et al., 2004; García & Mechoso, 2005). In this study the 
hydrological regime is analyzed over a single region to evaluate the seasonality across 
the boundaries of the whole study area. 
Assessment and characterization of seasonal changes in surface water quality 
is an important aspect for evaluating temporal variations of river pollution due to 
natural or anthropogenic inputs of point and non-point sources.  
Besides, pollutants entering a river system normally result from many 
seasonally dependent transport pathways. Thus, some parameters that are not 
important in contribution to river water quality variation in one season may be very 
important in another season. Therefore, seasonal changes in surface water quality 
must be carefully considered. The evaluation of the seasonal distribution of water 
quality parameters is very important in water quality management. 
The seasonality of mean monthly runoff (Figures 70 – 71) shows the 
seasonality of the quantity and quality of watershed attributes. The spatial variability 
in runoff seasonality shows a more diverse pattern than that of precipitation, which is 
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a consequence of the variety in runoff developing processes. The largest reductions 
over summer months are in soil water content, surface runoff, water yield, nitrate, and 
soluble phosphorus while the precipitation is simulated to be greater at this time. The 
surface runoff is expected to occur greater during winter time. These reductions are 
followed by decrease over summer. Nitrate, the dominant form of nitrogen, is 
expected to decline greatly during summer and fall, and increase considerably in 
spring and winter.  
Precipitation is the largest term in the water balance equation and varies both 
temporally and spatially (Zhang et al. 2001). Apart from precipitation, 
evapotranspiration is one of the most significant components of the water cycle. 
Seasonal trends of evapotranspiration within a given climatic region follow the 
seasonal declination of solar radiation and the resulting air temperatures. As results 
show, the minimum evapotranspiration rates occur during the coldest months of the 
year, while the maximum rates correspond with the summer season. However since 
evapotranspiration depends on several factors such as solar energy, soil moisture and 
plant development the seasonal maximum evapotranspiration actually may go before 
or follow the seasonal maximum solar radiation and air temperature by several weeks. 
The climate variations in different months affect the temperature and moisture 
content of the soil. In this study, the variations in soil moisture are found to be almost 
constant for all uncertainty scenarios. The moisture content is low during the dry 
season and it increases as the rainy season starts. It is observed that variation in 
rainfall in different seasons causes the variation in soil moisture. Since the winter 
season follows rainy seasons, soil moisture conditions are higher during winter time 
revealing past events of rainfall. The moisture content in the atmosphere and that in 
the soil are closely related to each other through the evaporation from the soil surface. 
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When the solar radiation hits the surface, the moisture kept near the soil surface may 
start being transported down into the soil as well as into the atmosphere.  
Sediment yield is a function of many environmental factors including climate, 
vegetation, basin topography, lithology, soils, and human activity. The sediment yield 
is associated with peaks in precipitation and is at a maximum during spring and 
summer when there are far less water yield is simulated. Enhanced winter snow 
storage can likely limit direct impact on sediment production or delivery rates. 
However, the high albedo of an enlarging snowpack may help to reestablish a delayed 
onset to the melt-season flow peak, while the greater volumes of accumulated snow 
could explain increasing summer discharges (McGregor et., 1995). 
Concentration of organic nitrogen is simulated to be highest during spring time 
and considerably high in the winter. Proportionally, concentrations of organic 
phosphorus and mineral phosphorus show the same patterns as organic nitrogen but 
with more a obvious peak in the winter in soluble phosphorus. Concentrations of 
organic nitrogen and organic phosphorus were exceptionally low in the summer 
during the lowest peak of surface runoff. The surface runoff is the driving force of the 
organic matter. That is why surface runoff has the same pattern as organic materials. 
While the relationship between rainfall and nutrient concentrations in water is 
considered to be complex due the uncertainty of the residence time of the rain water 
in the soil profile, the mean concentrations of organic nitrogen are greater than nitrate 
and the other nitrogen and phosphorus fractions.  
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Figure 70: Seasonal changes in water quantity and quality under uncertainty scenarios 
(part 1). 
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Figure 71: Seasonal changes in water quantity and quality under uncertainty scenarios 
(part 2). 
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As results show, the variation in precipitation is higher in the summer and the 
lowest in the winter. The precipitation has the following pattern: it is less precipitation 
in the winter, more in the spring, then fall, and the greatest in the summer. There is 
similar seasonal variation for a number of parameters: snowmelt, SW, runoff, organic 
phosphorus, NSURQ and soluble phosphorus: summer, fall, spring, and winter (from 
smallest amount in the summer to the largest in the winter). Organic nitrogen: fall, 
summer, winter, spring. Sediment phosphorus: fall, winter, summer, spring. The 
lowest amounts of PET and ET are in winter, followed by fall, spring, and the greatest 
in the summer. Water yield: summer, spring, fall, winter. Sediment yield: winter, fall, 
summer, spring.   
The results of these studies indicate that variations can be found in seasonal 
yield, the differences in summer and spring flows were more variable than the winter 
differences, due to the high variability in the rainfall over the summer months.  
Overall, the results indicated that while the trend in some of the parameters 
changes are statistically insignificant (Table 31-32, Appendix B), the model did 
adequately simulate the magnitude, frequency and nature of the changes given the 
historical changes in temperature and precipitation. 
 
4.3.3 Impact changes 
In the spatial and temporal variability of the hydrological impacts of the 
annual temperature and precipitation observations over the Connecticut River 
watershed for 140 years and 8 stations is examined. The differences between the 
future and the past are estimated for the quantity and quality parameters (Figures 72 – 
73). 
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In most quantity parameters increase is observed for almost the entire area. 
Specifically, precipitation, ET and water yield is expected to increase an average of 
the entire watershed with the highest changes in the mean in the central part of the 
watershed.  
 
 
Figure 72: Spatial distribution of changes in water budgets by subbasins. 
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Figure 73: Spatial distribution of changes in quality by subbasins 
 
Increases in temperature and precipitation have already been observed across 
much of the CT River watershed with associated changes in hydrology. Further 
changes are expected in many locations resulting in the lowest or highest values of 
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evaporation, runoff, soil moisture, sediment yield and others. Regionally, changes in 
precipitation and hence runoff are most pronounced in the central part and less 
pronounced in the northern part. The decrease or no change in runoff is simulated in 
the sub-watershed number 2, while the areas in the central part and in the south are 
projected to increase by 213 mm.  There is a great variation in change in percolation, 
runoff and groundwater is observed. In the southern part the amount of water 
percolating out from root zone is expected to decrease in the southern part and 
increase in the northern. Almost a half of the entire area is expected to have a 
decrease of groundwater discharge by 480 mm; however, there are areas where the 
groundwater is projected to increase by 389 mm. 
Rising temperatures are projected to increase evaporation across the CT river 
watershed. The changes of potential ET are not evenly distributed across the region 
with negative or no change in the subbasins 42 and 51 and the greatest changes up to 
62 mm in the upper and central parts. As it discussed earlier most increases are 
projected to occur in the spring and summer for all scenarios and appear to be 
primarily driven by increasing temperatures and available soil moisture from 
increased precipitation. 
The actual evapotranspiration change is relatively higher in comparison with 
changes in potential ET and does not show a decrease, especially in the same 
subwatersheds, 42 and 51, the highest changes are observed, up to the 144 mm. 
Increased evapotranspiration combined with higher precipitation can produce a 
decrease in soil moisture. These changes can be most obvious for the areas of higher 
temperature and precipitation change. Soil moisture can increase dramatically in the 
future, driven by more precipitation and increased snowmelt from the higher 
temperatures. These changes may have important implications for future water excess 
 236 
and drought areas in CT river watershed. As summers become hotter and drier and 
winters wetter, natural ecosystems depending on seasonal rainfall, runoff, and soil 
moisture are likely to be affected. Any changes between evapotranspiration and 
precipitation during the growing season may have a significant effect on agriculture 
and natural vegetation in the study region. Consequently, changes in vegetation can in 
its turn impact the timing of the hydrological cycle, such as the timing of shift from 
spring to summer (Dirmeyer and Brubaker 2006).  
Future climate change is generally believed to lead to an increase in climate 
variability and in the frequency and intensity of extreme events. Freshwater 
ecosystems will respond to altered flood regimes and water levels. Changes in water 
temperatures and in the thermal structure of fresh waters could affect the survival and 
growth of certain organisms, and the diversity and productivity of ecosystems. To 
examine impacts of changes in climate uncertainty and evaluate potential changes in 
extreme wet and drought events and their frequency across the CT watershed on the 
ecosystems should be also explored in the future research. 
 
4.4 Conclusions 
In this chapter, hydrological impacts of uncertain climate change are studied in 
the Connecticut River watershed. The Connecticut River Watershed is located in 
central New England extending from Long Island Sound to the US/Canada border. To 
develop policy implications related to climate change in this area, the uncertainties 
and their impacts on watershed hydrology by means of Soil Water Assessment Tool 
(SWAT) modeling was conducted. The Connecticut River watershed was divided into 
spatially explicit subwatersheds to perform simulations. In this study we examined the 
spatial and temporal variability of the hydrological impacts of the annual temperature 
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and precipitation historic observations from eight gauge stations and future simulated 
over the Connecticut River watershed from 1960 to 2100. A daily algorithm for the 
generation of daily rainfall and temperature in the future for the modeling purposes 
was developed. The python script was created to assist in processing of NetCDF files. 
Future climate change is generally believed to lead to an increase in climate 
variability and in the frequency and intensity of extreme events. This study allowed 
estimating the character of hydrological processes as a respond to the climate change 
uncertainty.  There are five climate uncertainty scenarios that were tested: Past (P), 
Future (F), Magnitude (M), Frequency (FQ), and both Magnitude and Frequency 
(FQM). The response of watershed hydrology quantity and quality parameters by 
subwatersheds was assessed.  
Changes in the temperature and precipitation will lead to changes in hydrology 
such as water budget and water quality. Simulation models are valuable for 
developing management practices by providing continuous water quality and quantity 
predictions that can be adapted to different environmental conditions. Modeling of 
hydrologic changes and predicting their impact on watersheds under climate change 
uncertainty is one of the major concerns in environmental protection and watershed 
management. Watershed planning and management involve approaches to protect 
water quality and quantity using a whole watershed. This includes determining of 
priority hot spot areas in the watershed and developing appropriate management 
strategies.  
One of the major challenges in the design and simulation of hydrological 
systems is the quantification of uncertainty as a result of climatic variability. In this 
the Soil and Water Assessment Tool (EPA, 2001) was used to study climate change 
uncertainty and the effect of climate change uncertainty on water quality and quantity 
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parameters. The results show that the Soil Water Assessment Tool (SWAT) is a useful 
tool for climate change uncertainty assessment and the results of the impacts of 
climate change can be essential for designing policies in the CT River watersheds.  
There is observed a direct relationship between the amount of water available 
in a watershed, climate, and climate uncertainty. The fraction of precipitation that 
goes into the streams depends on different factors. In cold temperatures, snowfall 
accumulates forming snowpack, and no significant runoff can be revealed until 
snowmelt. In the event of an extreme warming event, rapid rain extremes, subsequent 
snowmelt can result in floods with severe consequences for the areas located in the 
floodplain. Increased evapotranspiration (ET) in some areas (e.g., central part) can 
reduce the soil moisture content and result in a reduced streamflow. A warmer climate 
can lead to earlier spring snowmelt causing higher streamflows in winter and spring 
and lower streamflows in summer and fall. Climate change effects in the watershed 
may also include droughts that could lower groundwater levels and affect the drinking 
water availability.  
The watershed system requires policies and common best management 
practices (BMPs) to improve watershed function and structure. The detailed 
information on climate change on watershed hydrology can be used in the restorations 
method and plans for the particular locations.  
Water quality, quantity and ecological interactions of watersheds are the result 
of interactions between components of the watershed system such as rainfall, runoff, 
erosion, sediment transport, and nutrients transport. The purpose of this study was to 
develop and apply a spatial and temporal dynamic simulation model for climate 
change and a hydrologic dynamic simulation model for the estimation of climate 
change uncertainty response on watershed contaminants and attributes to help in 
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policies, planning and decision making at a variety of scales by providing important 
information about baseline and climate uncertainty conditions in the watershed. In the 
Connecticut River Basin, historical comparisons have been made of hydrologic 
parameters, in an attempt to assess natural and climate change processes contributing 
to watershed. 
Increasing sediment loads leaving the watershed can influence the quality of 
the watershed. Neglecting to manage sediment in a sustainable way, by means of 
effective sediment management strategies and policies, can result in higher 
operational costs and significant negative impacts on the environment and society. It 
is therefore important to evaluate the socio-economic and environmental impacts 
associated with sediment management.  
Phosphorus, as an essential nutrient for plant growth, can accelerate 
eutrophication in the water. Excessive amounts of phosphorus in surface runoff can 
come from different portions of a watershed. Locating and effectively managing 
phosphorus source areas is the first step in reducing eutrophication.  
Nitrate is the dominant inorganic nitrogen in the waters. Because nitrates 
commonly travel by subsurface pathways, streamside management zones or riparian 
buffers are important BMPs that can significantly affect dissolved nutrient losses. 
Depending on their characteristics (e.g., slope, width, vegetation, soil, and hydrologic 
characteristics) riparian buffers have varying degrees of success in attenuating 
nutrients before surface runoff, soil water, and groundwater are discharged to streams.  
There are urban and agricultural BMPs that can be considered for the different 
parts of the study area oriented on the different problem solving. 1) Urban BMPs. 
Imperviousness is a major determinant in non-point source loading from urban and 
residential areas. Development (e.g., construction of homes and commercial or 
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industrial buildings) and construction of roads and parking lots increases the degree of 
imperviousness in a watershed. 2) Agricultural BMPs. Successful agriculture 
management is highly dependent on weather and climate: (e.g., soil moisture, rainfall 
fluctuations). Commonly used BMPs for agricultural watersheds involve 
modifications to farm and resource management practices, changes in vegetative and 
tillage practices, and the use of structures to manage movement of water and material. 
The key element here is reduced sediment and nutrient losses by limiting erosion. 
BMPs for controlling sediment and nutrients from urban watersheds can include: 1) 
Runoff Pollution prevention (Impervious surface reduction, particularly driveways 
and parking areas, promotes infiltration and reduces runoff volumes and associated 
losses of nutrients; Soil erosion control by maintaining of vegetative cover and the use 
of mulch or geotextiles to reduce loss of soils and associated nutrients and organic 
material; Sediment control by using of structural barriers and silt curtains to trap and 
retain suspended material); 2) Retention, detention, filtration (landscape design 
approaches for removing materials from runoff water) and  Infiltration systems 
(Retained water is subsequently released or allowed to infiltrate). (Martin, J. L., and 
Kennedy, R. H. (2000), Kennedy, R. (2001). 
BMPs  can provide sustainable options for reduction of nonpoint source (NPS) 
pollutant loads at a watershed scale and improve or sustain a proper water quality and 
quantity in the watershed. The main goal of implementing BMPs at a watershed is to 
place the management practices to minimize the pollutant loads and minimize total 
costs. Therefore there is a significant need to determine the areas highly affected by 
climate change uncertainty within watersheds to more effectively design appropriate 
BMPs.  
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CHAPTER 5 
SPATIO-TEMPORAL UNCERTAINTY ANALYSIS 
 
5.1 Introduction 
It is important to discuss uncertainty for water resources associated with 
climate change, more specifically because climate change will introduce additional 
uncertainties into water resource management due to increased hydrological 
variability and the greater frequency of extreme events such as floods and droughts. 
Increased hydrologic variability and change in climate will have a profound impact on 
the water cycle, water availability, water allocation, and demand at global, regional, 
basin, and local scales (The World Bank, 2009). Therefore, climate change will 
intensify the uncertainty of hydrologic variability. However, water resources have 
been impacted and are increasingly being threatened by climatic and land use 
changes. In some cases, uncertainty can result from a lack of information or 
knowledge and could be overcome with further research. However, in some cases, as 
with fluctuating weather patterns, uncertainty arises from inherent, natural variability. 
This characteristic makes the processes being studied only roughly predictable. Levels 
of uncertainty have different ranges and vary from statistical uncertainty (when 
researchers can add probabilities to different outcomes) to scenario uncertainty (when 
researchers can characterize a variety of possible outcomes but do not identify the 
underlying processes well enough to provide probabilities) to recognized ignorance 
(when researchers lack sufficient understanding to develop possible scenarios) (CBO, 
2004; 2006). 
Increasing temperature results in an increase in potential evaporation, 
essentially because the water-holding capacity of air increased.  However, different 
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evaporation calculation equations give different estimates of absolute evaporation 
rates and sensitivity to change (IPCC, 2007). Therefore, it can be very challenging to 
compare results from different studies because equations that do not consider clearly 
all meteorological controls may give false estimates of change (McCarthy, 2001; 
IPCC, 2001). 
Changes in precipitation and temperature can lead to changes in runoff and 
water availability. Runoff is one of the key parameters used as an indicator of 
hydrological process. Information about the extent, spatial distribution and temporal 
variation of runoff at regional scales is essential to understand its impacts on regional 
hydrology, as well as conservation and development of land resources (Gupta and 
Panigrahy, 2008). Conventional techniques of runoff measurement are useful; 
however in most cases such measurements are very expensive and challenging. 
Therefore, rainfall-runoff models are commonly used for computing runoff. 
Precipitation is the key driver of runoff (Chiew et al., 2009) so it is important to 
understand its spatial distribution under the climate change scenarios (IPCC, 2007). 
Another big problem in watersheds coupled with the changes in climate and 
climate uncertainty is erosion. Besides the climate factors, the principal factors which 
influence the significance and magnitude of accelerated erosion rates are the area size 
and land use. 
Climate change poses major problems for forecasting efforts - and the 
outcomes are extremely uncertain. In fact, the UN's Intergovernmental Panel on 
Climate Change clearly admits that, while the evidence of climate change and global 
warming are sufficient, the precise extent of the change remains uncertain. Their 
projections are revised periodically as new data from the recent past helps to refine 
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the forecasts based on the limited historical evidence available due to the fact that no 
information was systematically collected until the past 20 years (USGS; IPCC, 2007). 
In this chapter the rasrerrized subwatershed analysis implemented by 
modeling spatiotemporal dynamics of climatic impacts at a subwatershed scale in the 
Chicopee river watershed is discussed. Climate change and land-use practices can 
influence watershed hydrology. Changes in runoff can have major impacts on 
flooding, which has been a serious problem in recent years in many parts of the U.S. 
Changes in seasonal precipitation and temperature patterns may affect the regional 
distribution of both ground and surface water supplies. To estimate both climate 
change and land use impacts in the study area the spatially explicit dynamic 
simulation such as SIMILE model developed by Randhir and Tsvetkova, (2011) was 
modified. Given the types of precipitation changes that have occurred over the last 
century, and the expectations regarding changes over the next century, the climate 
change and uncertainty drivers were added in to the model. The model was applied to 
the study area to evaluate land use change and its combined effects with climate 
change on water resources at spatial and temporal dimensions. In this study the 
response of soil loss, runoff, and evapotranspiration to climate change uncertainty and 
land use related parameters was investigated. To estimate hydrological response, three 
uncertainty levels (STD) (25%, 50%, and 75%) for temperature and precipitation 
were added into the model to create rainfall and temperature intensities and 
moderations.  
The specific objective of this study is to (i) simulate land use change impacts 
on sites within watershed ; (ii) evaluate impacts of baseline climatic change on 
evapotranspiration, runoff and sediment loads; (iii) quantify precipitation and 
temperature uncertainties on evapotranspiration, runoff and sediments; and (iv) 
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develop spatial strategies to minimize runoff and sediments under climate uncertainty. 
Hypothesis that are formulated for this study include: (i) land use change can be 
simulated using information on transitional probabilities and spatial influence; (ii) 
climate change has impacts on runoff and sediments at a micro scale; (iii) 
precipitation and temperature uncertainty has varying influence on runoff and 
sediments; and (iv) spatial strategies through BMPs can be used for climate 
adaptation. 
 
5.2 Methodology 
5.2.1 Empirical Model 
Figure 74 shows rasrerrized subwatershed analysis (Block: Rasterrized 
Subwatershed) implemented by modeling spatiotemporal dynamics of climatic 
impacts at a subwatershed scale in the Chicopee river watershed. Object-based visual 
dynamic modeling environment software SIMILE is used in this study. Climate 
change drivers available as downscaled GCM (Blocks: Climate drivers and 
Downscaled GCM) are incorporated into the land use change model to study climate 
change impacts on hydrology (Block: Hydrology) in the Chicopee River 
subwatersheds and develop adaptation strategies and policies (Block: Policy). The 
transition probabilities were incorporated into the transition matrix to perform the 
Monte Carlo Markov Chain analysis (Blocks: MCMC and Land Use). 
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Figure 74: Empirical model of spatial-temporal dynamics in watershed system 
uncertainty. 
 
5.5 Methods 
To predict how urbanization will change over time and its implications to the 
watershed ecosystem under climate change uncertainty conditions, the climate change 
and uncertainty drivers were integrated into the model. The land use data were 
reclassified into four major categories, the transition probabilities were included into 
the transition matrix to perform the MCMC (Monte Carlo Markov Chain) analysis. 
The spatial dynamics was assessed using a cellular interaction at contiguous 
neighborhood cells with dimensions modeled in System Dynamics and object-based 
modeling and simulation software SIMILE to assess the land use changes within 
different land use types and analyze combined effects of climate change uncertainty 
and the factors that drive land use changes in the study area (Simulistic, 2003). Each 
cell was modeled in state space to study the dynamics of shift in land use and begin 
with a model of the present conditions within the subwatershed and surrounding 
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areas. The temporal dynamics were calculated using a time-series of land use to 
derive transition probabilities. The transition probabilities were incorporated into the 
transition matrix to perform the MCMC (Monte Carlo Markov Chain) analysis. 
Specifically, the spatiotemporal watershed dynamic model (SWD) (Randhir & 
Tsvetkova, 2011) was modified by adding the climate change and uncertainty drivers 
and applied to this study area to evaluate land use change and its combined effects 
with climate change on water resources at spatial and temporal dimensions. Two 
components such as temporal (Markovian) and spatial drivers were integrated into the 
Climate Change SWD (CC SWD) model to determine the probability distribution 
from one state to another over time. The CC SWD temporal and spatial drivers 
operate on the baseline land use as the initial condition; each spatial unit uses the two 
drivers to predict land use change in the next time step and calculate 
evapotranspiration, runoff and sediment loading repeated on all spatial units in the 
modeling matrix of the study area over 100 years. 
Land use (state) change in a cell is influenced by the interaction between 
temporal and spatial factors in the watershed as well as climate change drivers. 
Observed historic and future climate data for the gage station 63456_1 (Hartford, CT) 
were integrated into this model on yearly basis. The initial states for each spatial unit 
were assigned to each grid object using GIS mapping of land use. Each grid object 
was modeled as automated agents that interact with neighboring grid agent (Randhir 
& Tsvetkova, 2011). The transition probabilities from the transition matrix were used 
in the MCMC analysis. Transition coefficients from one land use state to another are 
based on historic land use probabilities. Predicted land use change is assumed to be 
based on current land use, knowledge of the past land use change, and the nature of 
spatial influence. The spatial dynamics was assessed using a cellular interaction of 
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contiguous neighborhood cells (agents) through cellular automation. Land use change 
is dynamic with a cause-response behavior involving multiple variables: a cell may 
shift from one land use to another, driven by Markovian process and states of 
neighboring cells through cellular automation (Clark and Mangel, 2000).  
The modeling was performed for the specific number of cells (agents 
representing a geographic unit) with geographic coordinates extracted from a land use 
map using GIS. Each cell was modeled in a state space to study the dynamics of shift 
in land use. The land use types were reclassified into four major categories; watershed 
and matrix (square matrix that includes watershed cells) boundaries were converted to 
a grid format. Each grid represents a cell that is 120 m × 120 m in size.  
The area of interest is specified as gridded spatial units at location i and j 
within a matrix that includes the watershed (Randhir and Tsvetkova, 2011). The land 
use, evapotranspiration, soil loss, runoff, and neighborhood submodels are specified 
as process equations and spatial relationships between objects.  
The evapotranspiration (ET) is estimated by Hargreaves method which is 
usually used as an alternative when solar radiation data, relative humidity data and/or 
wind speed data are missing (Hargreaves and Samani, 1985). The runoff (Q) is 
assessed using the curve number method (USDA/SCS, 1972). The curve number 
(CN) method estimates direct surface runoff from a given amount of rainfall. The soil 
loss (SL) in each cell is estimated using the revised universal soil loss equation 
(RUSLE) method (USDA/NRCS, 2004). 
To estimate hydrological response, three uncertainty levels (STD) (25%, 50%, 
and 75%) are added into the model for temperature and precipitation to estimate 
influence of uncertainty change on ET, Runoff, and Soil Loss. 
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5.2.2.1 Equations used in the study 
a) ET (Hargreaves Method): 
The Hargreaves equation (Hargreaves and Samani, 1985; Allen et al., 1998) 
for daily computation is given by: 
  
Where, Tmax (°C) is the maximum daily air temperature, Tmin (°C) is the 
minimum daily air temperature; Ra (MJm
-2
d
-1
) is the extra-terrestrial solar radiation.  
 
Where, λ is the latent heat of vaporization or the quantity of heat energy, MJ 
kg
-1
. 
The extraterrestrial (solar) radiation, Ra is the angle between the direction of 
the sun's rays and the normal to the surface of the atmosphere. This angle will change 
during the day and will be different at different latitudes and in different seasons. As 
seasons change, the position of the sun, the length of the day and, hence, Ra change as 
well. Extraterrestrial radiation is thus a function of latitude, date and time of day. 
Daily values of Ra change throughout the year for different latitudes. Ra in this study 
was calculated by using the special tool estimating extraterrestrial radiation used in 
Modified Hargreaves Reference Evapotranspiration Tool offered by Ecoinformatics 
(Allen et al., 1998; EEA 2008). 
The latent heat of vaporization, λ, expresses the energy required to change a 
unit mass of water from liquid to water vapor in a constant pressure and constant 
temperature process. The value of the latent heat varies as a function of temperature. 
At a high temperature, less energy will be required than at lower temperatures. As λ 
varies only slightly over normal temperature ranges a single value of 2.45 MJ kg
-1
 is 
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taken in the simplification of the FAO Penman-Monteith equation. This is the latent 
heat for an air temperature of about 20°C (Allen et al., 1998). 
Even in the same climatic and meteorological conditions, actual ET (AET) 
may exhibit remarkable spatial variability across different vegetation covers, 
agricultural land use practices, and differing types of urban land development (Liu et 
al., 2010). With the assumption that different LU types experience different actual ET 
throughout the study area, the proportional fractions (ET weights ) of the ET based on 
the land use types were introduced into the model: A = 0.24, F = 0.84, U = 0.3, O = 1. 
b) Runoff (Curve Number Method): 
The runoff was calculated by means of The Soil Conservation Service Method 
(SCS) using soils and landuse overlay (USDA/SCS, 1972). The basic assumption of 
the SCS curve number method is that, for a single storm, the ratio of actual soil 
retention after runoff begins to potential maximum retention is equal to the ratio of 
direct runoff to available rainfall: 
 
Where, Q is runoff (in); P is rainfall (in); S is the potential maximum soil 
moisture retention (storage factor) after runoff begins (in);  
The runoff curve number, CN, is then related 
 
Where, curve number (CN) represents a convenient representation of the 
potential maximum soil retention, S (Ponce and Hawkins, 1996).  
The runoff curve number (CN) is an empirical parameter used in hydrology for 
predicting direct runoff or infiltration from rainfall excess. The runoff curve number 
is based on the area's hydrologic soil group, land use, treatment and hydrologic 
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condition. References, such as from USDA indicate the runoff curve numbers for 
characteristic land cover descriptions and a hydrologic soil group (Ponce and 
Hawkins, 1996).  
c) Soil Loss (SL) (RUSLE) method: 
RUSLE estimates soil movement at a particular site and uses the same 
factorial approach employed by the USLE: 
 
Where, A = annual soil loss from sheet and rill erosion in tons/acre. This is the 
amount, which is compared to the "tolerable soil loss" limits. 
R = rainfall erosivity factor. The greater the intensity and duration of the rain 
fall, the higher the erosion potential. 
K = soil erodibility factor. It is a measure of the susceptibility of soil particles 
to detachment and transport by rainfall and runoff. Texture is the principal factor 
affecting K, but structure, organic matter and permeability also contribute. 
LS = slope length and steepness factor. The LS factor represents a ratio of soil 
loss under given conditions. The steeper and longer the slope, the higher the risk for 
erosion. This is a very important factor in the overall erosion rate.  
C = cover and management factor. It is used to determine the relative 
effectiveness of soil and crop management systems in terms of preventing soil loss. 
The C factor is a ratio comparing the soil loss from land under a specific crop and 
management system to the corresponding loss from continuously fallow and tilled 
land, which has a value of 1. The crop grown, type and timing of tillage, the use of 
winter cover and the application of solid manure will all impact on the C factor. 
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P = support practice factor. The P factor compares the soil losses from up and 
down slope farming to losses that result from practices such as cross slope cultivation, 
contour farming and strip-cropping. 
The factors K and LS have been derived for each pixel based on DEM. 
 
Where,  
slope = slope steepness (%) 
slope length = length of slope (ft.) 
NN = 0.2 - 0.5 
To estimate LS factor, the elevation layer was used to derive slope and aspect 
(flow direction) layer. The resulting grids (Figure 75) were exported as ASCII text for 
use in the SWD model. 
 
Figure 75: Slope and aspect map of the study region. 
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R factor (rainfall erosivity factor) is the ability of rainfall to detach and 
transport soil particles. Soil erosion researchers have postulated that the erosivity of a 
given storm can be estimated from the product of the maximum 30-min intensity and 
the amount of energy in the storm. The total storm energy is found by calculating the 
amount of energy per inch within each time increment and multiplying that energy by 
the rainfall that fell during that time increment (USDA Handbook 703). The Eastern 
United States has much higher values for rainfall erosivity than the other three 
regions. The lowest value is just under 20, while the upper bound is approximately 
700. This is because much of the rainfall in the Southeast comes in the forms of 
intense thunderstorms and hurricanes. The intensity of these storms causes the 
erosivity to be higher for a relatively lower precipitation depth (Cooper, 2011). The 
power function generated to approximate the relationship between the two parameters 
is:  
R = 1.24P
1.36
 
 
5.2.3 Data  
The watershed boundary of the study area was derived from MassGIS 
database: Drainage Sub-basins (more delineated than the 12-digit HUCs). MassGIS 
has produced a statewide digital data layer of the approximately 2300 sub-basins as 
defined and used by the USGS Water Resources Division and the Mass Water 
Resources Commission and as modified by Executive Office of Environmental 
Affairs (EOEA) agencies. Each drainage sub-basin has a unique 5-digit SUB_ID 
number that was derived from the numbering system on the manuscripts. The 
numbers are roughly hierarchically ordered based on the sub-basin's position within 
the major basin.  
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Land use data were also derived from the MassGIS database: Land Use (1971-
1999) and Land Use 2005. The MassGIS Land Use datalayer has 37 land use 
classifications interpreted from 1:25,000 aerial photography. Coverage is complete 
statewide for 1971, 1985, and 1999. The Land Use (2005) datalayer is a 
Massachusetts statewide, seamless digital dataset of land cover / land use, created 
using semi-automated methods, and based on 0.5 meter resolution digital 
orthoimagery captured in April 2005. 
Digital Elevation Model derived from the USGS’ 30 arc-second digital 
elevation model of the world (GTOPO30). 
Climate data for the study area were obtained from the previous study on the 
Connecticut River watershed and incorporated into Spatial – Temporal Watershed 
Dynamic Model (SWD) developed by Randhir and Tsvetkova, (2011). Future climate 
change data, obtained in the previous study as Precipitation Rate (mm/day), Min 
Surface Air Temperature (
0
C), and Max Surface Air Temperature (
0
C) parameters 
from the Bias Corrected and Downscaled WCRP CMIP3 Climate and Hydrology 
Projections as 1/8 degree BCCA projections. There were data sets downloaded for 
two time periods: 2050 and 2100. Data nine climate models: cccma_cgcm3_1, 
cnrm_cm3, gfdl_cm2_0, gfdl_cm2_1, ipsl_cm4, miroc3_2_medres, miub_echo_g, 
mpi_echam5, mri_cgcm2_3_2a, totally 53 runs. Downloaded future climate change 
data presented as multidimential NetCDF files processed in Python to obtain raster 
maps of daily mean of 2050 and 2100.  Two growth rates were calculated from 2000 
to 2050 and from 2051 to 2100. The growth rate was applied to the historic 
observations without changing distribution.   
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5.2.4 Study Area 
For the Spatio-temporal Uncertainty Analysis a small area of five drainage 
sub-basins (ID: 8309, 8312, 8317, 8321, 8322) within the Chicopee River basin 
located in the bottom third of the Connecticut River watershed is selected (Figures 76, 
77).  
 
Figure 76: Location of the study area.  
 
The area of interest is located in the intersection of three towns in Hampden 
County, Massachusetts: Wilbraham, Hampden, and Monson. Wilbraham is also a 
suburb of the City of Springfield, Massachusetts and part of the Springfield 
Metropolitan Statistical Area. The population was 14,868 at the 2010 census. Monson 
is part of the Springfield, Massachusetts Metropolitan Statistical Area and has 
population of 8,560 at the 2010 census. Monson is bordered on the north by Palmer, 
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on the east by Brimfield and Wales, on the south by Stafford, CT, and on the west by 
Hampden and Wilbraham. The population of Hampden was 5,139 at the 2010 census. 
 
 
Figure 77: Subbasind within the study area.  
The study area has no large bodies of water, but has several brooks which 
eventually drain into the Chicopee River. The Chicopee River flows through the 
southern part of the City of Chicopee into the Connecticut River. As of the 2010 
census, Chicopee had a total population of 55,298, making it the second largest city 
in Western Massachusetts after Springfield. According to the United States Census 
Bureau, the city has a total area of 23.9 square miles (62 km
2
), of which just 1.0 
square mile (2.6 km
2
) or (4.31%) of its area is covered with water. 
The Chicopee River is 18.0mileslong (29.0 km) and it is the largest tributary 
of the Connecticut River with the basin area of 721 square miles (1,870 km
2
) 
(USCB, 2009).  
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Figure 78: Location and elevation of the study area. 
 
The topography of the Chicopee River Basin is characterized by rolling hills 
and alluvial plains with abundant natural and artificial lakes. The topography varies 
from over 1,500 feet (457 meters) above mean sea level in the northern part of the 
basin and to only 40 feet (12 meters) in the southwest in the Connecticut Valley 
lowlands. Granite and metamorphic rocks lie beneath most of the basin, while red 
sandstones, dark shales, and other sedimentary rocks can be found near the 
Connecticut River (Kimball, 1975). The topography in the study area varies from 304 
to 91meters in the study area (Figure 78). 
The climate in the region is considered to be a modified continental type. It 
assumes warm to hot summer and moderately cold winter. The mean annual rainfall 
over the whole basin is 44 inches with variations throughout the region from <40 
inches in the southwest portion to >50 inches in the upper basin (DEQE, 1981). 
Approximately half of all rainfall results in runoff, averaging 1.6 cubic feet per 
second per sq. mi annually. About half of the total annual rainfall occurs in March, 
April, and May, with the maximum rainfall in April. July is generally the warmest 
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month with mean temperature of 67
o 
F. January and February are the coldest months 
with mean temperature of 21
o 
F. Mean monthly precipitation ranges from slightly 
under 3 inches in February to over 4 inches in November (Krejmas and Maevsky 
1986). 
Soils in the basin are largely glacial till (UMass LARP, 1996). Glacio-
lacustrine deposits are locally present in valleys in the central and eastern portions of 
the basin. Thick glacier-lacustrine and glaciofluvial deposits are located in the 
southwest portion of the basin. With the exception of that region, soils in the basin are 
relatively infertile, since most did not develop from bedrock (DEQE, 1981).  
The Chicopee River basin is primarily forested and undeveloped, except for 
the major Springfield-Chicopee urban area in the southwestern portion of the basin 
(Figure 10). Overall, almost 70% of the basin is forested, with an additional 7.2% in 
agricultural use, 7.1% in water, and 2.3 % in wetlands; nearly 10% is classified as 
residential, commercial or industrial. 
Manufacturing, wholesale and retail trades are the key industries with 
combined sewer overflow locations that are presented in the lower Chicopee River 
Basin, particularly in the Chicopee River, lower Ware River and the lower Quaboag 
River. There are a number of municipal and industrial National Pollution Discharge 
Elimination System (NPDES) permits as well as communities’ permits for storm 
water runoff. These permitted sources of pollution are considered to be important 
determinants of water quality. In addition, nonpoint sources pollution associated with 
storm runoff, septic systems, landfills, and agriculture also contribute to the 
watershed’s water quality problems (DEQE, 1981). 
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5.2.5 Calibration 
The baseline spatial distribution of land use in the study watershed is presented 
in Figure 79. The land within the study area of the study area is predominately 
forested and distributed almost evenly throughout the basin (A). The projected land 
use change for 100 years simulated by the model representing transition from one 
state to another is presented in the same Figure (B), where red represents Forest (F), 
black -- agriculture (A), pink -- urban (U), and white -- other (O) land use types  .  
    
                A) Baseline (1971)                            B) 2100 
Figure 79: Spatial distribution of baseline and predicted land use. 
 
The overall results show that forest cover had a slight decline over the 
simulation period. It is also indicative that urbanization could become a serious 
problem in the future. The results emphasize the need to protect agricultural area in 
rapidly changing watersheds. 
The model is calibrated by running the model with land use type of 1971 as 
initial for eighteen years to obtain simulated results of land use change of 1999 (A and 
B, Figure 80). The data is compared with observed land use change and the Kappa 
Index is calculated (Table 9) as a measure of the concordance between the evaluations 
carried out by two appraisers when both classify the same object. 
 259 
  
    
                 A) 1999 observed                         B) 1999 simulated 
Figure 80: Observed and simulated land use. 
 
The accuracy of the images was checked and the overall accuracy and kappa 
indices (Table 8) are considered satisfactory for land use change analysis. 
 
Table 8: Kappa Index/matrix. 
  A F U O   
A 64 22 109 0   
F 2 2267 78 0   
U 15 167 255 0   
O 0 7 0 39   
Total 81 2463 442 39 3025 
  
Observed Kappa 
Standard 
Error 95 Confidence interval 
0.617   Lower Limit Upper Limit 
Method 1 0.0178 0.582 0.652 
Method 2 0.0159 0.5859 0.6481 
  0.8841 maximum possible unweighted kappa,  
    given the observed marginal frequencies 
  
0.6979 
observed as proportion of maximum 
possible 
Kappa index: 0.61 – 0.80        Agreement Level: Substantial  
Kappa index: 0.81 – 1.00        Agreement Level: Almost Perfect 
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This analysis indicates that the appraisers show good agreement between each 
other but does not tell us how well the measurement system sorts good parts from bad 
ones. So for this analysis we use the effectiveness of the model. A general rule 
applied on many working fields indicate the concordance is from good to excellent if 
Kappa > 0.75, while values of Kappa < 0.40 indicate a poor concordance.  
 
5.3 Results and Discussion 
5.3.1 The overall model 
The compartments in SIMILE represent mathematical state variables, and the 
flows contribute to the rate-of-change term for each state variable. The model 
includes the concept of influence, intermediate variable and parameter. Influence 
arrows show which quantities are used to calculate other quantities. Intermediate 
variables hold intermediate quantities. Parameters hold values which are constant 
during a simulation run. Simile allows expressing many forms of disaggregating by 
defining how one class behaves, and specifying then that there are many such classes 
(Muetzelfeldt and Duckham, 2005). Simile allows any model to be inserted as a 
submodel into another model. Having done this, the modeler can then manually make 
the links between variables in the two components, thus, any submodel can be 
extracted and run as a stand-alone model (Muetzelfeldt, 2007). 
Simile provides a range of input/output tools for displaying the results of 
model behavior that were used in this study. These include: 1) a basic time-series 
display helper for showing the value of a model component over time if that 
component has multiple values, then a line is drawn for each separate instance; 2) a 
tabular display helper, which also allows tabulated values to be exported in.csv 
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(comma-separated value) format for further analysis; 3) map displays for grid-square 
and polygon spatial models. 
The CC SWD model consists of cellular agents and processes as submodels 
(MCMC, land transition, neighborhood, climate change uncertainty, runoff, and soil 
loss). The cell object is a fixed-membership, multiple-instance submodel, and 
represents each land use location. Each cell type represents a land use state, which is 
arbitrarily labeled for: 1. Agriculture; 2. Forest; 3. Urban; 4. Other.  
Land use type cells are represented in a state equation that switch state based 
on incoming and outgoing land type, conditional on the outcome of MCMC and 
spatial process. The MCMC technique involves Markovian transitions of the land use 
at time (t) as dependent on land use at a previous time (t−1) and a Monte Carlo 
process of simulation (Metropolis and Ulam, 1949). The spatial dynamics is modeled 
through cellular interaction between contiguous neighboring cells. 
The overall CC SWD model is presented in the Figure 81. All equations are 
listed in the Table 34, Appendix C. The dynamic watershed (SWD) model is applied 
to one of the subbasins in the Connecticut River Watershed located in Chicopee river 
basin to predict potential land use changes and expected water quality changes under 
climate change uncertainties.  
The model is illustrated as three types of objects (Patch, Land Transition, and 
Neighborhood). It has five major blocks: 1) Markovian Driver; 2) ET calculator 3) 
State change generator 4) Neighborhood 5) Soil Loss and Runoff Calculator. The 
model has two dimensions: space (3025 cells: 120m x 120m) and time (100 years: 
2000 – 2100).  
Transition coefficients from one land use state to another are based on historic 
land use probabilities (Table 8, Figure 82). Predicted land use change is assumed to be 
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based on current land use, knowledge of the past land use change, and the nature of 
spatial influence. The state of land cover outcome (3) is dependent on initial sate 
influenced by Markovian driver (1) and by Neighborhood (4). This is a conditional 
submodel and indicates that a condition element is placed inside a submodel. In fact, 
the conditions are developed so that each patch contains only one of the land use 
types: Agriculture (A), Forest (F), Urban (U), or Other (O), not all of them together. 
Each patch contains a state variable, which defines the initial state.  
Modeling land use processes requires capturing the neighbor relationship 
between spatial patches: the model needs to know the land uses in neighboring 
patches in order to determine if a particular patch is likely to change from one land 
use type to another. ET calculator (2) estimates potential evapotranspiration for each 
cell over 100 years based on the Hargreaves equation. Into calculations of actual ET 
the LU weights are introduced based on the land use type. Soil Loss and Runoff 
calculator (5) first estimate parameters for the whole area of 3025 cells and then for 
the five subwatersheds and finally by Ha by multiplying the area of each polygon in 
runoff depth value and divided by total area of watershed.  
In the current application the model was calibrated by land use change, soil 
loss, and runoff. Soil loss calculations were accomplished by assigning values for the 
erosivity (R) and cropping (C) factors, and adjusting the value of the multiple of 
erodibility, slope length and steepness, and conservation practices factors (KLSP) 
until the value of the measured erosion was obtained.  The value of KLSP remained 
constant. In this way the relative effects of the various scenarios could be assessed.  
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Figure 81: Spatial-temporal dynamic model of climatic uncertainty on watershed system. 
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5.3.2 Land use change 
LU transitional probabilities were calculated for Hampden County (Figure 80). 
Hampden County is a non-governmental county located in the Pioneer Valley of the 
state of Massachusetts. As of the 2010 census, Hampden County's population was 
463,490: (90% urban, 10% rural). As can be seen the most urbanized areas are located 
along the CT River. The transitional probabilities for the entire Hampden County is 
presented in the Table 9.  
 
 
Figure 82: Distribution of land use classes in Hampden County. 
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Land use transition can be represented through a probabilistic progression from 
one state of land use to another through time. Land-use change is not static in nature but 
dynamic with a cause-response behavior involving multiple variables. A parcel of land 
may change from one category of land-use to another, depending on multiple variables. In 
this study, a Markov chain model is applied to make predictions and supporting factors 
affecting human land use decision-making. In this specification, the land use at time (t+1) 
is represented as dependent only on land use at a previous time (t). Transition matrices 
have often been used in land-use studies to quantitatively estimate the rate of change. 
Thus, a calculation of transition matrix for the period of observation period was 
developed (Table 9). 
 
Table 9: Transitional probabilities of land use change. 
LU 71 Prop.Area 85 Prop.Area 99 Prop.Area 2005 Prop.Area 
A Total 38090 0.094 36554 0.091 31787 0.079 25052 0.062 
F Total 274297 0.680 264410 0.655 258125 0.640 268829 0.666 
O Total 15168 0.038 15432 0.038 15516 0.038 20541 0.051 
U Total 75966 0.188 87125 0.216 98094 0.243 89100 0.221 
 
The land use types are reclassified into four major categories of land use types: 
Agriculture (A), Forest (F), Urban (U), and Other (O); the proportional areas were 
calculated for each of the categories and then the probabilities for each possible 
change for the study area were derived (Figure 83).  
The transition probabilities from 1971 to 1999 are used in the model. The 
model uses 3,025 cells using different land use coefficients for four land use types. 
Each cell has size of 120m x 120m. Subwatershed and matrix box boundaries as well 
as land use vector shape file were converted to a grid format with the cell size of 120 
m. To indicate a subwatershed and modeling matrix boundaries, the ASCII file was 
created from grid where all cells that are within the subwatershed boundary have the 
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value “1”, and the rest - “0”. Aspect and aspect length were derived from the DEM. 
The resulting grids were exported to ASCII format and further used as comma 
delimited tables as the initial values (baseline model parameters) and for calculating 
of the required parameters for each of 3,025 cells.  
 
 
Figure 83: Reclassified land use in study region area. 
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5.3.3 Modeling response on hydrology 
Here, the results of spatio and temporal dynamic model of climate and land 
use change are presented to capture the impacts of climate change on a subwatershed 
scale. Climate change is predicted to have far-reaching effects on hydrology and is 
predicted to alter runoff, erosion, and evapotranspiration rates. 
A physically based hydrology model is used to produce time series for the 
period 2000 - 2100 of evapotranspiration (ET) (mm), runoff (Q) (in/Ha), and soil loss 
(SL) (tons/ha) over the five subwatersheds in the Chicopee watershed from which 
long-term trends are evaluated. These changes are assessed relative to changes in land 
use. The overall baseline results under ensemble climate change conditions over 100 
years are presented in Figure 84. The results show that despite an overall increase, the 
graphs are characterized by a number of peaks and troughs over the 100 year period. 
As illustrated, the hydrology responds to the changes in temperature and precipitation 
for most time by increasing from the previous years with different sensitivity in the 
changes. As expected, there is a high correlation between changes in runoff and soil 
loss. The graphs consider only expected future changes under assumed future climate 
change ensemble conditions, without taking into consideration the changes in 
uncertainty. Based on these results, climate change in the study area is expected to 
offer a lot of challenges such as facing major problems associated with excess of 
water and sediment pollution. This is very important in the consideration of 
adaptation and mitigation strategies. 
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Figure 84: Watershed response to climate change. 
 
Understanding impacts of precipitation (P) and temperature (T) on runoff can 
be used to study climate change implications. In reality, however, climate change 
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most likely will be noticeable by a combination of changes (both P and T). To test the 
extent to which the two effects can be overlaid (the combined effect estimated as the 
sum of P and T effects), a simulation where both P and T were changed with the 
predicted individual levels of uncertainty for each variable were compared. It is 
important to estimate the uncertainty associated with the individual parameters, but it 
is also extremely important to consider the uncertainty of both when they are 
combined because this leads to a much greater possible future outcome. To cover all 
possible uncertainty combinations and to study how uncertainty in temperature and 
precipitation and their combined impact on watershed parameters, the matrix of 
uncertainty temperature and precipitation combinations was developed (Table 10). 
 
Table 10: The scenarios of teperature and precipitation uncertainty. 
  P0 (0%) P1 (25%) P2 (50%) P3 (75%) 
T0 (0%) T0P0 T0P1 T0P2 T0P3 
T1 (25%) T1P0 T1P1 T1P2 T1P3 
T2 (50%) T2P0 T2P1 T2P2 T2P3 
T3 (75%) T3P0 T3P1 T3P2 T3P3 
 
All of the results of the models were analyzed in terms of relative changes in 
runoff volume and erosion from the zero change, or baseline, conditions. Specifically, 
the ratios of predicted evapotranspiration, runoff and soil loss for the 25%, 50%, and 
75% cases of uncertainty change to the corresponding values for the zero change 
condition were calculated for each parameter for each change scenario. This was done 
because the primary interest of this study was to look at changes in model response to 
change in variation of temperature and precipitation rather than absolute estimates of 
evapotranspiration, runoff and soil loss. After the change ratios were calculated, the 
percent changes of output variables for each uncertainty scenario from the baseline 
were estimated. 
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5.3.4 Decadal deviations from a baseline  
Different uncertainty scenarios in precipitation and temperature are applied as 
forcing to the CC SWD model to estimate changes in soil loss and runoff. Scenarios 
of climate change and precipitation are tested at levels of 25, 50, and 75% of 
uncertainty change. This allowed computing of the time series of changes in 
temperature and precipitation in the study area during future time period under 
conditions of climate variability. 
Decadal percentage changes from a baseline in soil loss are presented in 
Figures 85 - 86.   
 
Figure 85: Decadel change in soil loss under uncertainty scenarios (part 1). 
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Figure 86: Decadel change in soil loss under uncertainty scenarios (part 2). 
 
As results show, the percentage change from the baseline in soil loss varies 
greatly (up to 80%) over decades and under different uncertainty scenarios, with more 
pronounced response to the changes in precipitation uncertainty. 
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The results for runoff are presented in Figures 87-88. Sensitivities for runoff 
response of the models followed many of the same patterns as sensitivities for 
erosion. However, in almost every case the median values of sensitivity for the 
models were less for runoff than for erosion. The greatest overall sensitivity was to 
scenario P3 (larger storms). The sensitivity to the temperature uncertainty changes 
alone (T1P0, T2P0, and T3P0 scenarios) for the runoff is less distinct than for the soil 
loss. As can be also seen from the figures, the positive changes are slightly greater 
than negative. 
 
Figure 87: Decadel change in runoff under uncertainty scenarios (part 1). 
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Figure 88: Decadel change in runoff under uncertainty scenarios (part 2). 
 
All of the model parameters showed high sensitivity to change in precipitation 
uncertainty.  The predicted erosion and runoff are changing with changes in both 
precipitation amount and precipitation intensity. The main observation is that the 
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greater the change in precipitation uncertainty, the higher the percentage change in 
runoff from the baseline. The models in general are most sensitive to scenario P3, 
which is a change in rainfall uncertainty by 75%. This would indicate that rainfall 
uncertainty associated with changes in intensity is quite important in influencing 
runoff rates under climate change. Comparison of different runoff estimates show that 
uncertainty in precipitation translates into higher uncertainty in runoff. 
As results show, the annual soil loss and runoff exhibited a significant 
correlation with changes in precipitation under all possible scenarios. The correlation 
to changes in temperature is relatively less.  
The results of uncertainty experiments in evapotranspiration are presented in 
Figures 89-90. While climate change impacts on precipitation and temperature, the 
increased temperature also leads to higher evaporation and surface drying therefore 
increasing the intensity and duration of droughts. However, the water holding 
capacity of air increases by about 7% per 1°C warming, which leads to increased 
water vapor in the atmosphere (IPCC, 2007, Trenberth, 2011). Therefore, storms and 
other extreme events provided with increased moisture can produce more extreme 
precipitation events, which are already widely occurring, even where total 
precipitation is reducing. Together with changes in winds,  temperature, and 
evapotranspiration, patterns of precipitation can result in dry areas becoming drier and 
wet areas becoming wetter. This pattern is simulated by climate models and is 
projected to continue into the future (Trenberth, 2010). Actual evapotranspiration for 
all uncertainty scenarios were also calculated and compared with a baseline (Figures 
89-90).  
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Figure 89: Decadel change in evapotranspiration under uncertainty scenarios (part 1). 
 
As results show, temperature uncertainty scenarios are more favorouble for the 
evapotranspiration. The greatest increase and difference is observed under scenarios: 
1) T1P1-T2P2-T3P3 and 2) T1P0-T2P0-T3PO. However, under the first scenario, 
which assumes changes in both temperature and prescipitation the response is greater 
than the evapotranspiration response under the second scenario, where the changes in 
precipitation uncertainty are not considered in the simulation. The response to the 
changes in precipitation uncertainty only is illustrated in the same figure under 
scenario T0P1-T0P2-T0P3.  
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Figure 90: Decadel change evapotranspiration under uncertainty scenarios (part 2). 
 
As results show the response to changes in temperature and precipitation 
uncertainty for the actual evapotranspiration is up to  ±30%. The greater the change in  
temperature uncertainty, the greater the response to evapotranspiration.  
The impact of climate change on evapotranspiration rates is important for 
hydrologic processes and, hence, water resources planning. Crop water requirements 
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depend upon several climatic factors, including rainfall, radiation, temperature, 
humidity and wind speed (Goyal, 2004). Therefore, any change in climatic parameters 
and their uncertainty due to climate change is expected to affect evapotranspiration. 
 
Table 11: The statistical significance (t-Test) of uncertainty scenarios. 
scenario 
  Soil Loss     Runoff     AET   
Coef. P-value SL, % Coef. P-value SL, % Coef. 
P-
value SL, % 
baseline 0.008 0.00 1 1.67 0.01 1 0.0008 0.00 1 
T0P1 0.007 0.01 1 1.29 0.21 ns 0.0008 0.00 1 
T0P2 0.017 0.00 1 4.83 0.01 1 0.0008 0.00 1 
T0P3 0.006 0.09 10 1.53 0.01 1 0.0008 0.00 1 
T1P0 0.009 0.00 1 1.67 0.01 1 0.0011 0.05 5 
T1P1 0.008 0.01 1 1.22 0.27 ns 0.0012 0.05 5 
T1P2 0.011 0.04 5 1.68 0.37 ns 0.0015 0.01 1 
T1P3 0.008 0.00 1 1.09 0.01 1 -0.0001 0.89 ns 
T2P0 0.008 0.00 1 1.66 0.01 1 0.0017 0.09 10 
T2P1 0.012 0.00 1 2.62 0.02 1 0.0014 0.24 ns 
T2P2 0.002 0.60 ns -0.86 0.59 ns 0.0010 0.05 5 
T2P3 0.010 0.18 ns 1.01 0.05 5 0.0022 0.06 5 
T3P0 0.008 0.00 1 1.66 0.01 1 0.0030 0.08 10 
T3P1 0.006 0.01 1 0.98 0.28 ns 0.0013 0.47 ns 
T3P2 0.009 0.05 5 1.64 0.05 5 0.0018 0.07 5 
T3P3 0.006 0.01 1 1.05 0.01 1 0.0021 0.01 1 
 
The statistical significants of all results are presented in Table 11, where the 
SL represents the significance level or α (1%, 5%, 10%, and not significant). Overall 
the t-test shows that different combinations of temperature and precipitation 
uncertainty have significant effects on evapotranspiration, runoff, and soil loss over 
time.  
The overall results show that runoff, soil loss, and actual evapotranspiration 
have different sensitivity to changes in precipitation and temperature uncertainty. A 
25% change in precipitation uncertainty results in more than a 20% variation in 
runoff, and  more than 35% in soil loss; a 25% increase in temperature uncertainty 
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results in more than a 10% change in evapotranspiration. As results show, the 
evapotranspiration is not very sensitive to the changes in precipitation uncertainty 
variation and neither runoff nor soil loss are very sensitive to the temperature 
uncertainty changes. 
 
5.4 Conclusions 
In this chapter the rasterrized subwatershed analysis implemented by modeling 
spatiotemporal dynamics of climatic impacts at a subwatershed scale in the Chicopee 
River watershed is discussed. Climate change and land use practices can influence 
watershed hydrology. Changes in runoff can have major impacts on flooding, which 
has been a serious problem in recent years in many parts of the U.S. Changes in 
seasonal precipitation and temperature patterns may affect the regional distribution of 
both ground and surface water supplies. To estimate both climate change and land use 
impacts in the study area the spatially explicit dynamic simulation such as SIMILE 
model developed by Randhir and Tsvetkova, (2011) was modified. Given the types of 
precipitation changes that have occurred over the last century, and the expectations 
regarding changes over the next century, the climate change and uncertainty drivers 
were added in to the model. The model was applied to the study area to evaluate land 
use change and its combined effects with climate change on water resources at spatial 
and temporal dimensions. In this study the response of soil loss, runoff, and 
evapotranspiration to climate change uncertainty and land use related parameters was 
investigated. To estimate hydrological response, three uncertainty levels (STD) (25%, 
50%, and 75%) for temperature and precipitation were added into the model to create 
rainfall and temperature intensities and moderations.  
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Every soil erosion and runoff model has limitations in terms of its 
representation of processes (e.g., Jetten et al., 1999, 2003), and thus there is always a 
level of uncertainty in interpreting the results of studies that look at climate change 
impacts on soil loss and runoff. The objective of this study was to investigate the 
response of a model to the change in land use and variation in precipitation and 
temperature parameters. Uncertainty variables for temperature and precipitation were 
added into the model to create rainfall and temperature variation. Principal results are 
that: 1. Soil erosion is likely to be more affected than runoff by changes in rainfall 
uncertainty; 2. Evapotranspiration has a high sensitivity to the changes in temperature 
uncertainty; 3. Changes in rainfall uncertainty associated with changes in temperature 
uncertainty will likely have a greater impact on evapotranspiration, runoff and erosion 
than changes in rainfall or temperature uncertainty alone; 4. The response to the 
changes in uncertainty of climate parameters is greater with greater uncertainty; 5. 
Changes in land use coupled with climate change have a great impact on runoff and 
erosion, and actual evapotranspiration.   
The results of this study have clear implications for both the use and 
applicability of models as well as for potential climate change impacts on 
evapotranspiration, runoff and erosion.  
Given the patterns of changes in precipitation and temperature that have 
occurred over the last century, and the potential for variation over the next century, 
the results of this study suggest that there is a significant potential for climate change 
to increase runoff, soil erosion and evapotranspiration rates. Even though the 
sensitivity to uncertainty changes for soil loss were generally greater than for runoff, 
the future changes in runoff may become larger due to changes in land use activities 
(e.g. deforestation).  
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Assessing and mitigating soil erosion at the watershed level is complex and 
challenging both spatially and temporally because erosion rates depend on the rainfall 
intensity and the total amount of precipitation. Hence, there is a need for the dynamic 
watershed models that can provide an enhanced understanding of the relationship 
between hydrologic processes and climate change with uncertainty considerations and 
provide management options. 
Policy recommendations for reduction of soil loss could be as follows: 1) 
Sediment-reduction practices such as tillage systems; 2) Clear identification of 
knowledge gaps and further enhancement of understanding of sediment issues. 3) 
Involving the community in sediment control and management and to providing 
sufficient information on how they can improve river health and contribute to 
sediment management; 4) Appropriate consideration of the potential downstream 
impacts of any river structures and sediment management strategies. 
A consequence of large uncertainties in future climatic conditions at the 
regional scale can result in large uncertainties in future hydrological conditions which 
makes it more difficult for water managers and planners to provide appropriate 
recommendation and effective management strategies. Changing precipitation 
patterns will affect how much water can be captured in the system and can result in 
increase moisture in the atmosphere. The concentration of water vapor that can 
become absorbed in the atmosphere increases with increasing temperature. This can 
draw more water vapor into the atmosphere and shift the storage of water from more 
accessible to less accessible forms. Many climate models suggest that heavy showers 
will become havier, exream warm and wet events will become more extream and 
more frequent, resulting in increased polluted runoff and floods while reducing the 
ability of water to infiltrate the soil. Changes in runoff can have major impacts on 
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flooding, which has been a serious problem in recent years in many parts of the U.S. 
Some possible recommendations to prevent runoff could be assessing the risk of 
runoff due to current agricultural practices and testing the impact of possible changes 
to mitigate runoff risks by simulation modeling.   
In addition, the hydrological system is responding not only to changes in 
climate and precipitation but also to human activities (e.g. deforestation, 
urbanization). Urbanization and human population tends to grow and place stresses on 
natural resources, which can have a dramatic impact on water resources. Management of 
water resources and land areas is important for maintaining natural resources in good 
condition. 
Adapting to climate variability and change can be achieved through a broad 
range of management options and technological improvements. While decision 
making in climate change impacts includes many aspects including climate, 
economics, social factors, and policy considerations, climate-related risks are a 
primary source of uncertainty and variability. Thus, new strategies that can help 
minimize the risks associated with climate variability are in high demand. 
All policy should be based on comparing different options for the future, and 
requires appropriate planning tools in the form of simulation models (Droogers and 
Kite, 1999). Over the last decades models have been used successfully in watershed 
management by conducting scenario analysis and improving understanding of 
processes. The main reason for the success of models is in supporting of processes 
that can make available outputs over an unlimited time-scale, at an unlimited spatial 
resolution, and for subprocesses that are hard to observe (e.g. Droogers and 
Bastiaanssen, 2002). However, the most important benefit of applying models is their 
ability to explore different simulation scenarios and management options.  
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For better conservation planning, the interaction between hydrological 
processes, land use practices and climate change and uncertainty scenarios should be 
studied and explicitly incorporated into future uncertainty modeling. 
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CHAPTER 6 
WATER SUSTAINABILITY GRADIENT ANALYSIS 
 
6.1 Introduction 
The diversity of scenarios considered by the multiple climate change studies 
reveals considerable uncertainty in the magnitude of projected climate warming, and 
in both the magnitude and direction of precipitation change (Christensen et al., 2007; 
Wolski, 2006). Moreover, there is no agreement on the extent of the temperature 
increase and the tendency and seasonality of precipitation changes in the next century 
(IPCC, 2001; Christensen, 2007). Although scenarios disagree on precipitation 
variations over time, results suggest that precipitation increases would be associated 
with increased evapotranspiration and the net outcome being a reduction in runoff. 
The precipitation change is location-dependent and at present there is low confidence 
on changes in its frequency, intensity, and persistence. There is medium confidence 
that there will be increased flooding in regions that undergo large increases in 
precipitation. The IPCC (2001) suggests that flooding may become a key problem, 
raising concerns about damage to property and infrastructure. 
Changes in the total amount of precipitation when in excess may affect the 
magnitude and timing of runoff and floods. This will create drought-like situations 
when at below normal conditions. The impacts of climate change are also predicted to 
be dependent on the baseline condition of the water supply system and the ability of 
water resource managers to cope with climate change in addition to pressures from 
increased demand with population growth, technology, and economic, social and 
legislative conditions (Watson et al., 1998). 
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All regions of the world show an overall net negative impact of climate 
change on water resources and freshwater ecosystems. However, areas in which 
runoff is projected to decrease will possibly experience a reduction in the value of 
ecosystem services provided by water resources. The beneficial or positive impacts of 
increased annual runoff in other areas are likely to be controlled in some areas by 
negative effects of increased precipitation variability and seasonal runoff changes on 
water supply, water quality and flood risks (EPA, 2007; IPCC, 2007). Therefore, 
climate change will very likely increase competition in regions where fresh water 
availability is reduced by intensified evaporation due to rising air temperatures and 
changes in precipitation. Though, in some areas, an increase in precipitation could 
possibly compensate these factors and increase available supplies. Also, significant 
changes in average temperature, precipitation, and soil moisture caused by climate 
change are very likely to affect demand in most sectors, especially in the agriculture, 
forestry, and municipal sectors. Irrigation water needs are likely to change, with 
decline in some places and increase in others (USGS, 2007). 
Although the uncertainties increase greatly at the regional, national, and local 
levels, the most important decisions should be made at the national level. Higher 
temperatures and decreased precipitation would lead to decreased water-supplies and 
increased water demands. These cause deterioration in the quality of freshwater 
bodies, negatively affecting the already fragile balance between supply and demand in 
many countries.  
In this chapter a gradient analysis of climate change impacts on hydrology in a 
regional Volga River basin in Russia is presented. There is a need to study climatic 
impacts on river basins that are un-gagged using coarse-scale assessments of steady-
state and uncertain impacts of climate at a spatial scale. The spatial influence of 
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climatic change is also of interest in river basins that flow through a heterogeneous 
landscape. The Volga River is located in Western part of Russia and provides an ideal 
opportunity to study these issues. It is Europe's longest river, containing eleven of the 
twenty largest cities in Russia, including Moscow, and covers 10% of Russia’s total 
land area. This chapter investigates the response of climate factors responsible for 
past and future changes of the evapotranspiration and runoff in the Volga River basin. 
The spatial variability (uncertainty) of temperature and precipitation is quantified by 
the standard deviation of temperature and precipitation values for each mean value of 
each subwatershed. The evapotranspiration and runoff are assessed using GIS and 
combined with downscaled Global Circulation Model estimates. 
Specific objectives of this study are to: (i) study spatial hydrological patterns 
in the Volga River Watershed of Russia; (ii) model current and future runoff and 
evapotranspiration under influence of climate change; (iii) identify strategies to 
reduce climatic impacts on runoff and evapotranspiration on a regional basis. 
Hypothesis that are formulated for this study include: (i) there exist significant 
variation in watershed budgets over a spatial dimension; (ii) runoff and 
evapotranspiration are significantly increased by climate change compared to baseline 
levels; (iii) targeted strategies through BMPs varying at a geographic scale can reduce 
impacts of runoff. 
 
6.2 Methodology 
6.2.1 Empirical Model 
This empirical model (Figure 91) describes a gradient analysis of climate 
change impacts on a regional basin. A Global GIS dataset for the Russian region is 
used in this study. The evapotranspiration and runoff are assessed using simulation 
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and GIS (Block: Hydrology) and combined with downscaled Global Circulation 
Model data for two SRES scenarios such as A2 and B1 (Block: Climate change and 
downscaled GCM data) for estimating potential impacts on hydrology. The baseline 
GIS information such as climate, land use, and soils (Block: Baseline current data) are 
used in this study to conduct calculations for the future evapotranspiration and runoff 
and compare conditions. The analysis is performed on the rasterrized watershed scale 
in the ArcGIS 10. Adaptation strategies are developed for local and watershed scales 
(Block: Strategy/Policy).  
 
 
Figure 91: Empirical mode of climatic impacts on Volga River watershed. 
 
 
 287 
6.2.2 Methods 
In this study, the Global GIS Tool which is a modified version of ArcView 
GIS was used. GLOBAL GIS is a cooperative agreement product between The U.S. 
Geological Survey (USGS) and The American Geological Institute (AGI) that focuses 
on making the USGS Global Geographic Information System (GIS) database readily 
available to the general public in the form of a DVD based world atlas. The USGS 
Global GIS database contains a variety of USGS and other public domain data, 
including global coverages of elevation, landcover, seismicity, and resources of 
minerals and energy at a nominal scale of 1:1 million. The Global GIS runs on the 
included Environmental Systems Research Institute's (ESRI) ArcView Data Publisher 
software. 
To perform the Water Sustainability Gradient Analysis Stream and Elevation 
data layers were clipped to the Volga River Watershed in Global GIS. All vector 
points climate layers (temperature, precipitation, and evapotranspiration) were 
converted to raster datasets using spline interpolation of Spatial Analyst and then 
clipped to the study area. The future projections for B1 (low) and A2 (high) emissions 
scenarios were downloaded in ASCII format, then converted to raster data layers and 
finally clipped by the area.  
The runoff was calculated by means of The Soil Conservation Service Method 
(SCS) using soils and landuse overlay: 
 
Where, Q is runoff (in); P is rainfall (in); S is the potential maximum soil 
moisture retention (storage factor) (in);  
The runoff curve number, CN, is then related 
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Where, curve number (CN) represents a convenient representation of the 
potential maximum soil retention, S (Ponce and Hawkins, 1996).  
 
6.2.2.1 Runoff 
Soils are extremely important in determining the runoff curve number, since 
these values can vary widely. Soils are generally divided into four HSG's 
(hydrological soil groups: A, B, C, and D) and are classified according to how well 
the soil absorbs water after a period of prolonged wetting.  
The USDA topsoil data were used in determining runoff curve numbers. Using 
Topsoil USDA Texture Classification, thirteen classes were reclassified 
hydrologically in raster calculator into four groups A, B, C, and D according to their 
impervious characteristics (Figure 92). Soils are classified into hydrologic soil groups 
to indicate the minimum rate of infiltration obtained for bare soil after prolonged 
wetting. Group A soils have low runoff potential and high infiltration rates even when 
thoroughly wetted.  Group B soils have moderate infiltration rates when thoroughly 
wetted and consist chiefly of moderately deep to deep, moderately well to well 
drained soils with moderately fine to moderately coarse textures. Group C soils have 
low infiltration rates when thoroughly wetted and consist chiefly of soils with a layer 
that impedes downward movement of water and soils with moderately fine to fine 
texture.  Group D soils have high runoff potential. They have very low infiltration 
rates when thoroughly wetted and consist chiefly of clay soils with a high swelling 
potential, soils with a permanent high water Table, soils with a claypan or clay layer 
at or near the surface, and shallow soils over nearly impervious material.  
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Figure 92: Distribution of soil texture and hydrologic soil groups. 
 
As can be seen from the figure, the study area is mostly composed of loam, silt 
loam, and clay loam. The majority of the study area on the northern and western parts 
belong to the hydrologic group B, while the central part is C and D. There is a small 
part in the south is made of sand and represents the A-type hydrologic soil group.  
Only one soil texture class is specified for the entire watershed in the FAO (sandy 
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loam) and STATSGO (loamy sand) data sets, while the SSURGO data set specifies 
several classes in the WGEW including sandy loam and sandy clay loam. 
Raster Calculator was used to compute a new raster dataset from the land 
cover and hydrological soil groups layers representing curve numbers (CN) and 
Storage factor (S) at each pixel. All raster datasets were resampled to the pixel size of 
0.0083333 decimal degrees to be consistent with the original pixel size of the land use 
cover dataset.  
Soils data were derived from Harmonized World Soil Database (HWSD) in 
ESRI BIL format, visualized by ARCGIS software with preliminary prepared query in 
Microsoft Access and then clipped to the area. Using Topsoil USDA Texture 
Classification, thirteen classes were reclassified hydrologically in raster calculator 
into four groups A, B, C, and D according to their imperviousness.  
The distribution of the curve number (CN and storage factor (S) is presented in 
the figure 93. As results show, the storage factor is greater in the north-eastern part of 
the watershed and the lowest in the southern part, while the curve number 
distribution, as expected, is vice versa. The highest CN (100) is estimated for the 
water bodies. 
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Figure 93: Distribution of storage factor and curve number. 
 
6.2.2.2 Evapotranspiration  
ArcGIS 10 provides a special tool that generates spatially calibrated regression 
models known as Geographically Weighted Regression (GWR). This tool generates a 
separate regression equation for every feature analyzed in a sample dataset as a means 
to address spatial variation.  
To calculate future (climate change) evapotranspiration the Geographically 
Weighted Regression (GWR) was performed and spatial relationship between 
temperature and evapotranspiration was modeled. The model parameters were 
obtained (Figure 94).  
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Figure 94: Spatial regression parameters. 
 
The changes of watershed runoff and evapotranspiration were estimated for 
the study area in units of a regular grid, which facilitates the coupling of the model 
with climate model simulations.  
 
6.2.3 Data 
The LandScan Land Cover Database for this study was derived from the U.S. 
Geological Survey's (USGS) Global Land Cover Characteristics (GLCC). The 
LandScan Land Cover Database has been georegistered at 30 arc second resolution in 
a common grid for the entire globe (USGS, 2001). 
Soils data are downloaded from Harmonized World Soil Database (HWSD). 
HWSD is a 30 arc-second raster database with over 15000 different soil mapping 
units that combines existing regional and national updates of soil information 
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worldwide with the information contained within the 1:5000000 scale FAO-UNESCO 
Soil Map of the World (FAO, 1971-1981). The HWSD is composed of a raster image 
file and a linked attribute database. The raster image file is in ESRI BIL format. The 
attribute data is stored in Microsoft Access 2003 format. Since there is a 1-n relation 
between the raster image and the attributes, it was necessary to prepare a query in 
Microsoft Access in order to visualize the data using GIS software. Finally, data were 
clipped to the area of interest for further analysis.  
Streams data (HYDRO1k), developed at the U.S. Geological Survey's (USGS) 
EROS Data Center, is a geographic database providing comprehensive and consistent 
global coverage of topographically derived data sets. These data sets were developed 
from the USGS' recently released 30 arc-second digital elevation model (DEM) of the 
world (GTOPO30). 
Climate data such as Temperature (
o
C), Precipitation (mm), and Actual 
Evapotranspiration (mm) in the form of shape files were downloaded from Global 
GIS database. Data for this study were derived from Global GIS. Global GIS is 
product of the USGS and the American Geological Institute and contains a wealth of 
USGS and other public domain data, including global coverages of elevation, land 
cover, seismicity, and resources of minerals and energy at a nominal scale of 1:1 
million (USGS, 2005).  
 Future climate data (temperature and precipitation) are derived from Climate 
Wizard (http://ClimateWizard.org). Climate Wizard is a data analysis framework 
designed to be used for climate change impact and adaption planning. The Climate 
Wizard takes climate projections from 16 GCMs. Downscaled 50km translations of 
contemporary climate projections over the entire globe. The original projections are 
from the World Climate Research Program's (WCRP's) Coupled Model 
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Intercomparison Project phase 3 (CMIP3) multi-model dataset, which was referenced 
in the Intergovernmental Panel on Climate Change Fourth Assessment Report. 
 
6.2.4 Study Area  
The Volga River Watershed of Russia is selected as the study for the Water 
Sustainability Gradient Analysis (Figure 95). The Volga River is located in the 
Western part of Russia. It is Europe's longest river, with a length of 3,690 km (2,293 
miles). It starts in the Valdai Hills 225 m (740 ft.) above sea level north-west of 
Moscow (320 kilometers south-east of Saint Petersburg), heads to the east passing 
several cities such as Tver', Dubna, Yaroslavl, and Nizhny Novgorod. From that 
point, the Volga River turns southward and flows down passing Tolyatti, Samara and 
Volgograd, and finally discharges into the Caspian Sea below Astrakhan at 28 m (92 
ft.) below sea level. The The Volga is the national river of Russia and its drainage 
basin is located entirely within the Russian Federation. Half of all river freight in 
Russia uses the Volga River which is connected to the Black sea via the Don River 
and canals (CABRI, 2006). 
The course of the Volga is divided into three parts: the Upper Volga (from its 
source to the confluence of the Oka), the Middle Volga (from the confluence of the 
Oka to that of the Kama), and the Lower Volga (from the confluence of the Kama to 
the mouth of the Volga itself). The Volga is a small stream in its upper course through 
the Valdai Hills, becoming a true river only after the entrance of several of its 
tributaries. It then passes through a chain of small lakes, receives the waters of the 
Selizharovka River, and then flows southeast through a terraced trench. Past the town 
of Rzhev, the Volga turns northeastward, is swelled by the inflow of the Vazuza and 
Tvertsa rivers at Tver, and then continues to flow northeastward through the Rybinsk 
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Reservoir. From the reservoir the river proceeds southeastward through a narrow, 
tree-lined valley between the Uglich Highlands to the south and the Danilov Upland 
and the Galich-Chukhlom Lowland to the north, continuing its course along the 
Unzha and the Balakhna lowlands to Nizhny Novgorod. (Within this stretch the 
Kostroma, Unzha, and Oka rivers enter the Volga.) On its east-southeastward course 
from the confluence of the Oka to Kazan, the Volga doubles in size, receiving waters 
from the Sura and Sviyaga on its right bank and the Kerzhenets and Vetluga on its 
left. At Kazan the river turns south into the reservoir at Samara, 
The Volga and the Volga tributaries are draining an area of about 1.35 million 
square kilometers of the most of Western Russia. The Volga Delta is 160 kilometers 
and includes as many as 500 channels and smaller rivers and receives the water of 200 
tributaries, the majority of which join the river on its left bank. The Volga freezes for 
most of its length during three months a year. The river basin drains some 533,000 
square miles (1,380,000 square kilometers). The recent annual flow of the Volga 
River is 254 km
3
 near Volgograd and 243 km
3
 at the river outlet to the Caspian Sea.  
Caspian Sea is world’s largest body of water, lying to the east of the Caucasus 
Mountains and to the west of the vast steppe of Central Asia. The area of the sea 
extends for nearly 750 miles (1,200 km) from north to south, although its average 
width is only 200 miles (320 km). It encompasses an area of about 149,200 square 
miles (386,400 square km) and its surface goes 90 feet (27 meters) below sea level. 
The maximum depth is 3,360 feet (1,025 meters) below the sea’s surface. The 
drainage basin of the sea covers some 1,400,000 square miles (3,625,000 square km). 
The sea contains some 63.4 billion acre-feet or 18,800 cubic miles (78,200 cubic km) 
of water which is about one-third of the Earth’s inland surface water (Kosarev and 
Yablonskaya, 1994).  
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Figure 95: Location of Volga River Basin (adapted from Cabri-Volga, 2006). 
 
The Volga River basin occupies about one-third of the East European Plain 
and opens into the internal Caspian Sea. The Volga River is a typical lowland river: 
80% of its basin is situated at the altitudes less than 200 meters above sea level, and 
only 5% — at the altitudes above 400 m (in the east, near the Ural Mountains). The 
RUSSIA 
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main stream length is 3700 km. Total length of the permanent drainage net of 150,717 
rivers in the Volga basin is 574,414 km (Domanitskiy et al., 1971).  
Digital elevation model and major streams of Volga basin are presented in 
Figures 96-97. The Volga River Plain extends from the Ural Mountains to its western 
borders. Rising to a height of less than 1,600 m (5,250 ft.), the Ural Mountains makes 
a natural  between European Russia and Siberia, often referred to as Russia's Far East. 
Mt. Konzhakovskiy Kamen at 1,569 m (5,148 ft.) is the highest point in the Urals 
(Domanitskiy et al., 1971). 
 
 
Figure 96: Elevation in the Volga River watershed. 
 
There are more than 150,000 small rivers in the Volga River Basin. Among 
the main sources of water for the Volga River is snow melt (60%), followed by 
ground water (30%) and rain water (10%). Maximum flooding is in spring (April- 
June), minimum in the summer and winter, with small increases in autumn (October). 
Average annual runoff of the Volga River is about 250 km
3
. The Volga river 
runoff equals about 80% of freshwater inflow to the Caspian Sea and is the decisive 
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factor explaining changes in the water balance and water level regimes in this sea. 
The Volga is the main source of water entering the Caspian Sea, the largest internal-
drainage basin in the world with the biodiversity of 90% of world sturgeon reserves.  
The main parts of the Volga basin are Oka, Sura, and Kama River basins 
(Figure 94). In its downstream section the Volga River has very few tributaries with 
the basin width there less than 100 km.  
The Volga and its tributaries provide important shipping routes throughout 
Russia connecting the White Sea, the Baltic Sea, the Caspian Sea, the Sea of Azov 
and the Black Sea. The Basin is highly fertile, with wheat as the main crop. Fishing 
(including caviar mainly at Astrakhan), mining, salt mining, timber, natural gas 
production and petroleum are also major industries in the Volga valley.  
 
Figure 97: Major river system in the Volga River basin. 
 
The Volga River consists of four different natural zones from north to south 
with most part located in forested area: 1) the north of the basin (from the river source 
towards approximately cities of Nizhniy Novgorod and Kazan) lies within a zone of 
mixed and broadleaf forests; 2) the next part of the basin (between Samara and 
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Saratov) distributes over a forest-steppe transitional zone; 3) the next region (between 
Saratov and Volgograd) stretches out over proper steppes; and 4) the last part of the 
watershed distributes southward over the semi-deserts (CSR Volga River Basin, 
2010). 
 
Figure 98: Land use in the Volga River watershed. 
 
The Volga River Basin contains eleven of the twenty largest cities in Russia, 
including Moscow, and covers 10% of Russia’s total land area. Its reservoirs provide 
a reliable source of water and hydroelectric power for over 60 million people which is 
40% of the total population of Russia (Leummens, 2005). The population density is 
high in the basin (about 31 people per km
2
) vs. average density in Russia of 8.3 
people per km
2
 (Figure 99). The region accounts for 8% of Russia’s territory and 
produces almost 45% of the industrial and 50% of the agricultural production of the 
country (CABRI-Volga 2006c). 
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Figure 99: Distribution of population density in the Volga River watershed. 
 
The Volga river basin includes 35 subjects of the Russian Federation (Figure 
100), some of which are autonomous republics, and two regions of Kazakhstan.  It is a 
highly urbanized region, with 74% of its population living in 445 cities or urbanized 
areas. Seven of the cities have a population over 1 million: Moscow, Nizhniy 
Novgorod, Samara, Perm, Kazan, Ufa and Volgograd The social and economic 
conditions varies considerably between and within oblasts and republics. In general, 
33% of the Volga Basin population lives in the Moscow agglomeration, and 50% of 
the Volga Basin population lives in the Moscow agglomeration together with the 
‘satellite’ oblasts located 150-250 km from Moscow (CABRIVolga, 2006). 
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Figure 100: Administrative boundaries in the Volga River watershed. 
 
In accordance with the general background characteristics, the Volga River 
Basin can be subdivided into three parts (Figure 101): northern (from northern 
margins down approximately to the Saratov City latitude), central (approximately 
from the Saratov City latitude to the Volgograd City latitude) and southern 
(approximately from the Volgograd City latitude to southern margins along the 
Caspian Sea shores and the Kazakhstan border) (Golosov and Belyaev, 2010). The 
course of Volga river consists of three parts: the Upper Volga (where Volga meets 
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with the Oka River east of Moscow), the Middle Volga (where Volga meets the Kama 
River, the largest of the Volga's tributaries), and the Lower Volga. The flow of Volga 
river is slow and the mouth of the river is only about 840 feet (260 meters) lower than 
the source.  
 
  
Figure 101: Major reaches in the Volga River watershed.  
 
The area of the Upper, Middle, and Lower Volga is calculated proportianally 
in this study and it is considered as 38%, 49%, and 13% respectively of the total area 
of the watershed. 
For the pupose of analysis the study area was also divided in BASINS into 
smaller catchment subwatersheds. According to this division, the case study area 
consists of 29 subwatersheds (Figure 102). 
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Figure 102: Subbasins within each reach in the Volga River watershed. 
 
The large size of the basin, approximately from 62° to 46°N, and from 32° to 
60°E (Figure 93), introduces substantial climate and landscape variability. The 
climate of the Volga basin varies significantly from north to south. The mean annual 
temperature increases from the north to the south from 3 to 9 °C, whereas annual 
precipitation decreases from 750 to 150 mm in the same direction.  
Most of the Volga River Basin is located within the Atlantic-continental 
European climatic region (Myachkova, 1983), which assumes that in addition to 
major influence of dominant eastward drift of air masses from the northern Atlantic 
Ocean, this area (especially its more southern parts) is also affected by continental air 
masses from the Europe and Asia (particularly from the southern Europe and the 
Kazakhstan) and by locally formed air masses as well (Isaev & Paramonov, 1998). 
Average annual air temperature changes from 2.7°C at the north up to 9.4°C at the 
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south. The degree of climatic rises southward from 30% to 80%, while average annual 
precipitation falls down from 612 mm to 185 mm (Table 12). Average depth of snow 
cover decreases from 60 cm at the north to about 3 cm at the south, from 240 to 30 
days. Periods with air temperature above 0°C last for 110-180 days (in southern and 
northern parts of the basin respectively) with the vegetation periods of 150-220 days.  
 
Table 12: Average temperature (°C) and precipitation (mm) in the study area. 
Location:  
Average air temperature, °C Average precipitation, mm 
Jan. Jul. Year Jan. Jul. Year 
Tver  -10.4 17.2 3.3 36 83 612 
Yaroslavl  -11.6 17.2 2.7 32 69 546 
Nizhniy 
Novgorod  
-12 18.1 3.1 31 71 527 
Kazan  -12.8 20 3.6 27 58 459 
Samara  -13.8 20.7 3.8 33 50 449 
Saratov  -12.7 20.8 5.3 27 43 414 
Volgograd  -9.5 24.3 6.8 24 30 344 
Astrakhan  -6.8 25.3 9.4 13 16 182 
Source: Golosov and Belyaev, 2010 
 
The Fourth Assessment Report of the Intergovernmental Panel on Climate 
Change (IPCC) reported that Russia is affected by global climate change and 
according to the Russian Federal Service for Hydrometeorology and Environmental 
Monitoring (Roshydromet), for the last 100 years (1907-2006) average warming 
throughout Russia has been 1.29°С vs. average global warming of 0.74°С. In 2007 
annual average temperature exceeded the average value for the previous 121 year 
(since 1886) by 2.1°С (Assessment Report on Climate Change and its Effects in 
Russian Federation, 2008). There is less conformity about the precipitation changes, 
however, it is suggested that precipitation increases would be compensated by 
increased evapotranspiration, with the net effect resulting in overall reduction in 
runoff. According to the Roshydromet, annual precipitation over Russia increased for 
the period 1976–2006 (7.2 mm/10 years). The most pronounced changes included an 
 305 
increase in spring precipitation (16.8/10 years). At the same time Russia faces more 
frequent floods, turning into natural disasters with severe consequences (WWF-
Russia, 2009).  Climate models predict substantial differences between the scenarios 
in the progress of average warming and average temperature change by the end of the 
21st century for the world and for Russia particularly. The difference between the two 
extreme scenarios (A2 and B1) in the average temperatures at the end of the century 
may reach 1.5°С for the planet as a whole, and 2.9°С for Russia (WWF-Russia, 
2009).  
 
6.3 Results and Discussion 
6.3.1 Baseline conditions 
To perform the Water Sustainability Gradient Analysis Stream, elevation data 
layers were clipped to the Volga River Watershed. All vector point layers with 
monthly climate were converted to raster datasets using spline interpolation of Spatial 
Analyst and then clipped to the study area in ArcGIS 10 (Figure 18). Cumulative 
annual average values of precipitation and evapotranspiration were also calculated 
(Figure 103). 
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Figure 103: Distribution of baseline climatic parameters by subbasins. 
 
As can be seen from the Figure 103, temperature, precipitation, and 
evapotranspiration levels vary greatly spatially within the study area. The 
precipitation is higher in the western and eastern parts, while the temperature goes 
from -7
0
C in the northeastern and eastern parts to 9.7 
0
C in the south. The distribution 
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of the evapotranspiration is that in the western part, the Upper Volga, the 
evapotranspiration can reach up to 46 mm as monthly average.  
 
Figure 104: Distribution of annual precipitation and evapotranspiration by subbasins. 
 
Current temperature and precipitation data were derived from the global GIS. 
The annual cumulative data of precipitation and evapotranspiration is presented in the 
Figure 104. 
 
6.3.2 Future conditions 
The future projections for B1 (low) and A2 (high) emissions scenarios for 
temperature and precipitation were retrieved from Climate Wizard in ASCII format. 
The data were then converted to rasters and clipped by the study area in ArcGIS 10. 
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The distribution of temperature and precipitation under different CC scenarios is 
presented in the Figures 105 - 106.  
 
Figure 105: Distribution of temperature (
0
C) by subbasin. 
 
As results indicate, the annual average temperature increases and reaches its 
maximum of 14.2 
0
C under A2 scenario in the southern part of the study area 
(subbasins 27 – 29). Under scenario A2 almost the entire Upper Volga is expected to 
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have temperature greater than 8 
0
C. In the Lower Volga (subbasins 27, 28, 29) more 
than 9.5 
0
C is expected. 
 
  
Figure 106: Distribution of precipitation (mm) by subbasins. 
 
The annual cumulative precipitation in the study area ranges from 179 mm in 
the south to 819 mm in the western and eastern parts of the river basin. Under climate 
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change scenarios, precipitation is expected to be greater and vary from 221 to 1,147 
mm under A2 scenario with more pronounced high levels of precipitation in the upper 
part of the watershed going slowly down to the south (Figure 106). 
 
6.3.2.1 Evapotranspiration calculation 
In this study, the future evapotranspiration under scenarios B1 and A2 were 
calculated using the geographically weighted regression analysis. Evapotranspiration 
is defined as the total process of water transfer into the atmosphere from vegetated 
land surfaces. The total process is divided into three major components: interception, 
transpiration and soil evaporation. Transpiration is the process by which water in 
plants is transferred to the atmosphere in the form of vapor (Ward and Elliot 1995). 
These larger transpiration rates of forests are due to the increased leaf area and the 
ability of forest to access deeper water stores. Interception loss is the amount of gross 
rainfall intercepted by leaves and evaporated back to the atmosphere (Dingman 1994). 
Infiltration is the process by which water arriving at the soil surface (after canopy and 
litter interception) enters the soil (Dingman 1994). However, the total amount of 
evapotranspiration, under different vegetation types is dependent not only on the 
vegetation type, but also on the soil and climate of the watershed (Calder 1999). 
Evapotranspiration represents a large amount of moisture lost from a 
watershed. As precipitation falls, a significant amount of water vapor is returned to 
the atmosphere reservoir. Several factors are affecting evapotranspiration depending 
upon geographic characteristics and location. The first of all factors is air temperature. 
As temperatures increase, transpiration also goes up.  
Droughts and floods are always a big concern for many areas around the 
globe. Potential evapotranspiration is the amount of water that could evaporate and 
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transpire under conditions with sufficient precipitation and soil moisture amount and 
plays an important role in understanding of what an area's water guantity will be left 
after water is lost to the actual evapotranspiration processes. 
To calculate evapotranspiration under climate change scenarios, the regression 
analysis is used. The geographically weighted regression (GWR) tool in ArcGIS 10 as 
a local statistical technique to analyze spatial variations in relationships between 
temperature and precipitation was used to build a local regression equation. The linear 
relationship between the temperature (T) and evapotranspiration (ET) is created: ET = 
a + bT and the coefficients a and b are defined. The spatial distribution of the 
coefficients is presented in the Figure 102. Based on the obtained model parameters 
and future temperature (T B1 and T A2) the future evapotranspiration (ET B1 and ET 
A2) was calculated. The results are presented in the Figure 107. As results show, the 
future evapotranspiration rate is expected to increase. Under climate change scenario 
B1 the evapotranspiration is varying from 115 to 670 mm, while under scenario A2 
the variation is from 48 mm to 727 mm, however the general pattern of the 
distribution stays the same under both scenarios. 
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Figure 107: Distribution of future evapotranspiration (mm) by subbasins. 
 
The following Figure (108) presents all three evapotranspiration layers for the 
current conditions and under future climate scenarios. A general increase in the level 
of evaporation is expected in the Volga river basin under climate change scenario, 
owing to the increase in temperature that drives the evaporation process. However, the 
lower level of ET in the some parts of the watershed is observed to decrease (e.g. 
lower part of the Middle Volga Basin and the Lower Volga River Basin -- subbasins 
14, 25, 18, 16, 24, 26 – 28 – Penza, Ul’yanovsk, Samara, Saratov, and Volgograd). 
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Figure 108: Distribution of evapotranspiration (mm) by subbasins. 
 
The results also show that under A2 climate scenario more than half of the 
study area is expected to have annual evapotranspiration greater than 500 mm (almost 
entire Upper Volga, and the upper and central part of the Middle Volga). The Low 
Volga (subbasins 26, 27, 28, and 29) is expected to have the lowest amount of 
evapotranspiration (48 – 199 mm).  
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6.3.2.2 Runoff and NET runoff calculation 
Precipitation produces runoff that moves over the ground surface and fills 
water bodies and moves downward through the soil to refill underground aquifers. 
Runoff is unfiltered rain water that runs across impervious surfaces (e.g., roads) 
picking up pollutants and going untreated into water bodies. If the amount of 
precipitation in an area exceeds the evaporation rate and infiltration capacity of the 
soil, then water does not have a chance to infiltrate into the ground and flash floods 
can occur. If the amount of evaporation is high and there is no enough precipitation 
and soil moisture then droughts can happen. 
Observations of past data on flooding report that there is an increase in the 
frequency of large flood events in the Russia. At the beginning of the 21st century, in 
many economic regions of Russia, the frequency of extrame flooding events caused 
by high water and spring floods increased by 15%  (Roshydromet, 2008). Currently, 
in the Astrakhan and Volgograd regions, floods are observed once every 5 years vs. 8-
12 years for other densely populated regions of Russia (WWF and OXFAM, 2008).  
In this research the runoff was calculated by means of The Soil Conservation 
Service Method (SCS) using soils and land use overlay. Map Algebra was used to 
calculate current runoff (Q) from the curve number (CN) and precipitation layers. The 
CN layer was created based on the land-use description and hydrologic soil group 
information (Figure 93).  
By using Map Algebra in ArcGIS 10 Climate Change runoff (Q) for B1 and 
A2 scenarios (Q B1 and Q A2) was calculated based on CN (Figure 109) and Future 
Precipitation layers (Figure 106). The results of calculation are presented in the Figure 
109.   
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Figure 109: Distribution of runoff (mm) by subbasins. 
 
As results show, the current runoff in the study area varies from 154 mm in the 
south (Lower Volga) to 818 mm in the Upper Volga and eastern part of the Middle 
Volga (subbasins 1 and 2).  Under climate change conditions, the runoff is projected 
to be higher than baseline. Under B1 scenarios in the subbasins 3, 6, 21, 8, 17, 1, 2, 
23, 14, and 27, the level of runoff reaches its maximum of 1129 mm. Under scenario 
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A2 almost half of the river basin has the runoff greater 750 mm, with total maximum 
of 1143 mm.  
Further, the direct runoff (NET Q) or water yield is estimated by subtracting 
evapotranspiration (ET) from the precipitation (P) for both current and climate change 
scenarios: Direct land surface runoff (NET Q/Q B1/Q A2) = (Runoff (Q/Q B1/Q A2) 
-  Evapotranspiration (ET/ET B1/ET A2). The results are presented in the Figure 110. 
 
Figure 110: Distribution of net runoff (mm) by subbasins. 
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A positive value indicates water in excess and a negative value indicates a 
deficit condition. As results show, while under current climate conditions an excess of 
water >400 mm is estimated to be in the subwatershed 1 (Middle Volga), the central 
part, and almost the entire Lower Volga experience a deficit or low water yield. Under 
climate change scenarios the direct runoff (NET Q) is expected to have a shift in 
distribution, with greater values in the Middle and Lower Volga. In the subwatersheds 
4 and 21 (Tver’, Moskva, Tula) the reduction in the water yield can be expected in the 
future (potentially drought areas). There are several hot spots of excessive runoff in 
the study area, especially subbasins 1, 2, 23, and 27 (scenario B1) (Perm’, Sverdlovsk, 
Chelyabinsk and Saratov). Under climate change scenario A2, the hot spots are 
getting bigger and almost the entire Lower Volga Basin (subbasins 26, 27 – 
Samarskaya and Saratovskaya Oblast) and subbasin 14 (Penza) in the Middle Volga 
has a direct runoff of >400 mm with maximum value of 1004 mm. It indicates that in 
these areas an excess of water which may result in flooding can occur. In the recent 
past, the flood events of different degree in these areas have already been taking 
places (e.g., Sverdlovsk (Ekaterinburg) – 2004; Perm’ – 2011; Chelyabinsk – 2011, 
Saratov – 2012, 2013; Samara – 2012, 2013; Penza – 2013). This creates a critical 
need for addressing water resource managers and decision makers with questions 
about management of water resources in Volga River watershed under changing 
climate conditions and effective approaches for adaptation to protect hot spot areas 
from extream flood and drought events.   
 
6.3.3 Spatial uncertainty and zonal statistics  
As a measurement of spatial uncertainty, the mean values and standard 
deviations of the climatic and hydrologic parameters are calculated for each zone 
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(subwatershed). The spatial variability of temperature and precipitation for a given 
study area is measured by the standard deviation of temperature and precipitation 
values for each mean of each subwatershed. The results are presented in Figures 111-
113. The range or standard deviation of climate sensitivity among different scenarios 
provides a measure of spatial uncertainty in the study area in the response of the 
Volga River watershed to the changes in atmospheric CO2 increases (B1 and A2 
scenarios).  
 
Figure 111: Distribution of Temperature Uncertainty (
0
C). 
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As in Figure 111, the spatial variation of temperature is higher in the eastern 
part of the study area (Middle Volga), for both current conditions and climate change 
scenarios.  
The distribution of the precipitation uncertainty is presented in the Figure 112. 
The standard deviation of precipitation varies greatly and reaches 113 mm under 
scenario A2. It is the highest for the watersheds 1, 2, 16, 21, 23, 24, and 26. The 
highest spatial uncertainty under climate change scenarios is mostly in the central and 
eastern parts.  
 
 
Figure 112: Distribution of Precipitation Uncertainty (mm).
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The uncertainty distribution of evapotranspiration is presented in Figure 113. 
The highest uncertainty in the baseline scenario is in watersheds 28 and 29. The 
uncertainty is greater for the lowest values of the mean evapotranspiration in the 
eastern and southern parts of the watershed. On the whole, over half of the entire 
basin, under scenario A2 is projected to have uncertainty of >35 mm. 
 
 
Figure 113: Distribution of Evapotranspiration Uncertainty (mm).
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Runoff uncertainty distribution is presented in the Figure 114. As results show, 
the current runoff uncertainty and uncertainty under climate change scenarios is 
expected to be greater in the eastern (Middle Volga) and souther (Lower Volga) parts 
of the river basin. 
 
 
Figure 114: Distribution of Runoff Uncertainty (mm).
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Zonal statistics for each three reaches of the watershed is presented in Figures 
115-117. Zonal Statistics for each of the 29 subwatershed is presented in Appendix D 
(Tables 35 – 40). As can be seen from the Figures, precipitation, runoff, and 
evapotranspiration rates are expected to be greater in the Upper Volga, however larger 
temperature and evapotranspiration spatial uncertainty is calculated in the Middle 
Volga. The temperature under climate change scenarios is expected to be higher in the 
Lower Volga as well as more uncertainty in precipitation and direct runoff are also 
estimated for the Lower reach.  
The spatial distribution of the statistical parameters varies considerably under 
climate change scenarios: the lowest MIN values for both precipitation and runoff are 
estimated to be in the Lower Volga, where the biggest RANGE is also found. The 
highest MAX value of runoff is also found in Lower  Volga. 
 
Figure 115: Changes in precipitation and runoff (mm) in the reaches for each CC 
scenario  
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The zonal statistics in temperature and evapotranspiration is presented in the 
Figure 116. The results show that the mean value of the temperature is bigger under 
all climate conditions in the Lower Volga, and the smallest in the Middle Volga. The 
same distribution is with MIN and MAX values in the temperature, however, both 
temperature and evapotranspiration range and uncertainty under climate change 
scenarios are higher in the Middle Volga.  
 
Figure 116: Changes in temperature (
0
C) and evapotranspiration (mm) by CC 
scenarios. 
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Figure 117: Changes in net runoff (mm) by CC scenarios. 
 
In the Figure 117, the net runoff zonal statistics is presented. As can be seen 
under climate change scenarios MIN, MAX, RANGE, MEAN and STD is greater in 
the Lower Volga and smaller in the Upper Volga, whereas under current climate the 
conditions are vice versa. 
 
6.3.4 Coefficient of variation 
The coefficient of variation (CV), expressed in percentage, is calculated and 
mapped for the study area (Figures 118-120). The higher the CV, the more variable 
the parameter is. Because this statistic considers deviations from averages it can be 
used for the relative comparisons of variability between the regions and scenarios. 
Within the study area, the largest regional variations of CV of annual 
temperature are in the zones 1, 23, and 24 in the eastern part (Middle Volga). The CV 
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of the ET is greater in the southern part (Lower Volga), where the CV under A2 
exceed 25%. 
 
 
Figure 118: Distribution of CV estimates for temperature and evapotranspiration. 
 
The distribution of the precipitation, runoff and net runoff coefficients of 
variation is presented in Figures 119-120. As results show, the highest CV of the 
annual rainfall and runoff over the study area does not go beyond 20%. However, the 
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coefficient of variation of the NET runoff is relatively high all over the watershed 
ranging from 58% to 112% in the southern part under current climate conditions. 
 
 
Figure 119: Distribution of CV estimates for precipitation and runoff. 
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Figure 120: Distribution of CV estimates for net runoff. 
 
The percentage change from the baseline conditions for runoff (Q) and 
evapotranspiration (ET) for B1 and A2 scenarios is presented in Figures 121-122.  
The highest mean runoff percentage change is greater in the central part.  
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Figure 121: Change in runoff uncertainty under CC scenarios. 
 
The percentage change of the evapotranspiration and its spatial uncertainty is 
presented in Figure 122. The results show that more pronounced percentage changes 
in the mean values of evapotranspiration are calculated in the subbasins 1, 2, 3, and 4 
for the scenario B1.  Almost the entire Upper Volga and the part of the Middle Volga 
(1, 2, 15, and 17) is expected to have the highest changes under A2 scenario. The 
more distinct changes in the uncertainty are estimated for the middle area across the 
entire watershed.  
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Figure 122: Changes in evapotranspiration under CC scenarios. 
 
6.3.5 Future changes  
The study investigates the response of the Volga River watershed to the 
changes in the climate factor controlling factors (temperature and precipitation) on 
evapotranspiration and runoff. The overall total watershed response of changes from 
the baseline conditions is presented in Table 13 and Figure 123. Main results indicate 
that temperature (T) and annual precipitation (P) for the total Volga River basin by the 
end of the century for the B1 scenario are expected to increase from the baseline by 
3.5 
0
C and 93 mm (15%), respectively, and 5.3 
0
C and 133 mm (22%) for the scenario 
A2. While annual spatial temperature uncertainty for the scenarios B1 and A2 showed 
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a decrease of 8% and 12% respectively, the precipitation uncertainty showed a 
decrease of 5% for B1 scenario and increase of 9% for the scenario A2. The principal 
impacts on water resources of climate change analyzed in this study are projected to 
be changes and shifts in evapotranspiration (ET) and surface runoff (Q).  The total 
change of evapotranspiration is 5% and 7% for the scenarios B1 and A2 with 
pronounced changes in uncertainty. The change in runoff (Q) is 17% and 24% for the 
scenarios B1 and A2 correspondingly. 
Table 13: Change in climatic and watershed uncertainty by CC scenarios. 
  BL B1 A2     BL B1 A2 
T_MEAN, 
0
C 2.8 6.2 8.1   T_STD 1.8 1.6 1.6 
P_MEAN, mm 609 703 742   P_STD 107 101 117 
ET_MEAN, mm 452 473 485   ET_STD 49 109 154 
Q_MEAN, mm 597 698 739   Q_STD 99 99 114 
NET Q_MEAN, mm 145 225 254   NET Q_STD 85 83 113 
  ∆ B1-BL ∆ A2-BL     ∆B1-BL ∆ A2-BL 
∆ T_MEAN 3.5 5.3   ∆ T_STD -0.1 -0.2 
∆ P_MEAN 93 133   ∆ P_STD -5 10 
∆ ET_MEAN 21 33   ∆ ET_STD 60 105 
∆ Q_MEAN 101 142   ∆ Q_STD -1 15 
∆ NET Q_MEAN 80 109   ∆ NET Q_STD -2 28 
  % (B1-BL)/BL % (A2-BL)/BL     % (B1-BL)/BL % (A2-BL)/BL 
∆ P_MEAN, % 15 22   ∆ P_STD, % -5 9 
∆ ET_MEAN, % 5 7   ∆ ET_STD, % 123 215 
∆ Q_MEAN, % 17 24   ∆ Q_STD, % -1 15 
∆ NET Q_MEAN, % 55 75   ∆ NET Q_STD, % -2 33 
 
Figure 123: Change in uncertainty from the baseline. 
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Figure 123 shows the scenario percentage changes of the mean and uncertainty 
from the baseline conditions for the total watershed area. The results show that the 
greatest percentage changes between a scenario and a baseline for the entire 
watershed is projected for the direct runoff and the highest percentage change in 
spatial uncertainty is calculated for the evapotranspiration.  
 
6.4 Conclusions 
In this chapter a gradient analysis of climate change impacts on a regional 
Volga River basin is described. The Volga River is located in the Western part of 
Russia. It is Europe's longest river, containing eleven of the twenty largest cities in 
Russia, including Moscow, and covers 10% of Russia’s total land area. In this study, 
the Global GIS Tool which is a modified version of ArcView GIS was used. The 
spatial variability (uncertainty) of temperature and precipitation for a given study area 
was measured by the standard deviation of temperature and precipitation values for 
each mean of each subwatershed. This paper investigates response of climate factors 
responsible for past and future changes of the evapotranspiration and runoff in the 
Volga River basin. The evapotranspiration and runoff are assessed using GIS and 
combined with downscaled Global Circulation Model estimates for assessing 
potential impacts. 
Quantitative runoff and evapotranspiration projections under climate change 
for the Volga River watershed vary greatly due to the application of different models, 
assumptions and emissions scenarios (Fischer et al., 2005).  
In this study, climatological and hydrological data showed a large atmospheric 
and hydrological variability for the Upper, Middle and Lower Volga catchments. 
While the greater changes in mean precipitation, evapotranspiration and runoff for all 
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scenarios are determined for the Upper Volga catchment, the greater uncertainty for 
both precipitation and direct runoff, is determined in the Lower Volga catchment. It is 
also estimated that the highest temperature is expected in the Lower Volga catchments 
across all scenarios but the uncertainty is bigger in the Middle Volga. 
Evapotranspiration uncertainty is also calculated to be greater in the Middle Volga 
catchment under all climate change scenarios.  
Results also indicate, that surface runoff is projected to increase but it can be 
slightly suppressed by higher evapotranspiration in some areas. In the baseline 
conditions the direct runoff (NET Q) is less in the central and lower parts of the 
watershed but simulated results suggest a decrease in net runoff under climate change 
scenarios in the western part and an increase in the Lower Volga catchment.  
Important knowledge about uncertainties across zones (subwatersheds) of 
climatic and hydrologic components which are applicable to the Volga river basin 
include: when compared with baseline conditions the spatial uncertainty of the 
scenarios is less for the temperature and greater for the precipitation. The 
evapotranspiration (ET) and runoff (Q) uncertainties are greater under climate change 
conditions and can almost be doubled under scenario A2. 
Climate change will lead to more precipitation but also to changes in 
evaporation. Making regional predictions is complicated by the great complexity of 
the hydrological cycle because changes in precipitation may cause changes in surface 
wetness and vegetation, which then affect evapotranspiration and cloud formation, 
which in turn affect precipitation (UNFCCC; IPCC, 2007). Hence, ignoring 
evapotranspiration in watershed strategies can result in unexpected reduction in return 
flow or unintentional excess of water. Therefore, the quantity of net consumption by 
an irrigation system may be largely unchanged by a conservation program. 
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Conservation programs aimed at the changes of evapotranspiration have to be also 
considered for the effective management.  
At the moment, the climate change impact on Russian agriculture is currently 
assessed as favourable (WWF Russia and OXFAM, 2008). It has already considerably 
reduced the number of winters with low air temperatures, however, as climate change 
continues, its negative impacts, such as more frequent winter floods, are likely to 
outweigh these benefits. The areas with high precipitation and increased 
evapotranspiration can lead to a decrease in ground water discharge and as a result 
dropping water levels of Volga River (EEA, 2004; Anderson, 2007). 
Drought periods of in major agricultural regions are expected to be 50-100 
percent more frequent by 2015, with the trend line continuing thereafter 
(Roshidromet, 2005). By 2030, Russia will start to feel the impacts of climate change 
in relation to both water and food supply (USNIC, 2009). However, an increase in 
flooding events in the first decade of the 21st century has been reported for several 
Russian river basins, including Volga basin. Due to the temperature changes a 
reduction of winter ice levels is likely expected which will reduce flood risk in spring, 
however, flood risks in winter may increase due to possible rapid snowmelt. In the 
summer time, reduced precipitation can lead to a reduction in flood risk, but the 
possibility of extreme precipitation events with monthly values of precipitation in one 
day can occur more often in the future causing localized flood events. 
The following measures of adaptation can be introduced (Roshydromet, 2008; 
Luck et al., 2011): 1) development of adaptive agricultural and flood-control 
management systems; 2) wider application of moisture-saving technologies (snow 
retention, reduction of inefficient evaporation, etc.); 3) development of field 
protection forest shelter belts in arid regions to increase soil moisture reserves 4) 
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conventional and innovative practices (e.g., permeable pavement, vegetated roofs, 
downspout disconnection, etc.); 5) reduction of soil disturbance and impervious 
surfaces (Roshydromet, 2008; Luck et al., 2011). 
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CHAPTER 7 
CONCLUSIONS 
 
Hydrological models are driven by General Circulation Model (GCM) of the 
atmosphere. In spite of considerable efforts that have been carried out in research and 
modeling of climate change, the results are still highly uncertain, for a number of 
reasons, varying from shortcomings and capabilities of GCMs to the different 
coupling methods used at different levels of scales in integration of GCMs and 
hydrologic models. The lack of conformity on the amount and direction of changes in 
precipitation can make the planning and decision-making process very difficult. Thus, 
estimates of climate change impacts require a good understanding of nature and 
sources of spatial and temporal uncertainties in GCM estimates.  
The climate change impact assessment on water resources is best estimated 
through simulation of the hydrological conditions that exist under the projected 
climate conditions of an area. Impacts of climate change uncertainty on watershed 
systems at multiple scales hydrological modeling are studied to: assess spatial and 
temporal distribution of modeling uncertainty; model hydrologic impacts of ensemble 
and different uncertainty climatic predictions; quantify spatio-temporal dynamics of 
climatic and land use impacts; and assessing climate change impacts on runoff and 
evapotranspiration patterns. An uncertainty analysis is used to calculate variations in 
climate change for specific areas of interest. This whole study is focused on study 
uncertainty and modeling of climatic change impacts on watershed systems.  
Since the climate system is interactive with the hydrologic cycle, one of the 
most important and immediate effects of climate change on hydrology are changes in 
local and regional water availability. Such effects may include the magnitude and 
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timing of runoff, the frequency and intensity of floods and droughts, rainfall patterns, 
extreme weather events, and the quality and quantity of water availability. 
Quantification of climate change impact on river basin hydrology is essential 
for water resource management as well as for the protection of the natural 
environment. Hence, watershed models are essential for studying hydrologic 
processes and their responses to both natural and anthropogenic factors. Modeling the 
hydrologic impacts of global climate change involves two aspects: climate change and 
the response of hydrologic systems. 
In this research, climatic drivers, data of past and future were used as inputs to 
simulation models for better understanding the assumed climate changes and its 
hydrological responses and the relationship between climate change and water 
resources. Four analyses are conducted in this study: 1) regional uncertainty; 2) 
watershed systems uncertainty; 3) spatio-temporal uncertainty; and 4) water 
sustainability.  
In the first study, weather patterns in the New England area are studied. 
Temperature and precipitation in the study area is projected to increase in the 21st 
century under all scenarios and models. To calculate uncertainties in predicted 
temperature and precipitation and assess the range of possible changes over space and 
time in New England, a variety of models and scenarios were used as compiled by the 
Intergovernmental Panel on Climate Change (IPCC) (AR4). Three scenarios (B1, 
A1b, and A2) based on different assumptions on demographic, economic, and 
technological factors determining greenhouse gas emissions were used in this study. 
Statistically downscaled IPCC climate projections data were downloaded and 
retrieved in Network Common Data Format (NetCDF). To assist in a more efficient 
and fast NetCDF data processing a Python script was developed; modeling and 
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analyzing of spatial patterns of uncertainties was performed. Monthly average 
temperature in New England for the entire area from 1950 to 2010 (baseline) was 6.2 
o
C and it is projected to increase by 1.2 
o
C in the near future and by 2.9 
0
C in the far 
future with corresponding monthly averaged precipitation of 3.8 mm (baseline), 4 mm 
(3%) and 4.2 (8%), in the near and far future respectively.  
The trajectories of precipitation uncertainty change are more pronounced 
across years and scenarios than for temperature. The precipitation increases 
consistently over the years for the A2 and, to a lesser extent, the A1b and B1 
scenarios, but with the tendency to increase greater after 2050.  
Changes in precipitation are spatially more variable across New England than 
in temperature. Compared to the baseline monthly precipitation (0.88 – 2.07 mm), the 
magnitude of increase is the lowest in northern New England and the highest in the 
southeast. However, the ratio of inter model differences to initial condition 
differences becomes a lot larger in the period of the last five decades of the century 
(2050-2099) for the almost entire area. The results show the likely increase in 
precipitation in New England, mostly in the southern and eastern parts. However, 
while all models indicate wetting in the southern and eastern parts of the study area 
the higher uncertainty varies over a broader area which is extremely important for the 
consideration of adaptation and mitigation strategies in the area. 
In the second study, the prediction of the impacts of climate change on water 
quality and quantity in the Connecticut River watershed on a continuous-time, 
spatially distributed simulation base under uncertain climate change scenarios was 
performed. In this study the spatial and temporal variability of the hydrological 
impacts of the historically observed and future simulated uncertainty scenarios of 
temperature and precipitation in the Connecticut River watershed from 1960 to 2100 
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was examined. A daily algorithm for the generation of daily rainfall and temperature 
in the future for modeling purposes was developed. This study allowed estimating the 
character of hydrological processes as a response to the climate change uncertainty.  
There are five climate uncertainty scenarios that were tested: Past (P), Future (F), 
Magnitude (M), Frequency (FQ), and both Magnitude and Frequency (FQM). Water 
quality, quantity and ecological interactions of watersheds are the result of 
interactions between components of the watershed system such as rainfall, runoff, 
erosion, sediment transport, and nutrients transport. The results show that the Soil 
Water Assessment Tool (SWAT) is a useful tool for climate change uncertainty 
assessment and the results of the impacts of climate change can be essential for 
designing policies in watersheds.  
The watershed response is composed of the accumulative effects of the 
watershed’s 53 subwatersheds. The overall annual results show that climate change 
and changes in uncertainty (e.g., frequency and magnitude) lead to changes in all 
quantity and quality parameters. Differences between the past and the future are 
characterized by a general increase. The overall increase of the impacts is generally 
higher for the frequency (F) uncertainty scenario than for magnitude (M). Combined 
effects of both (FQM uncertainty scenario) are simulated to be the greatest. The 
biggest percentage change both in FQ and FQM scenarios from the baseline are 
projected in surface runoff (122% and 163% consequently) and sediment yield (113% 
and 152%). The great changes are also simulated in water yield (85% and 115%), 
nitrates (82%, 121%), and soluble phosphorus (71%, 98%). Pronounced differences in 
hydrologic characteristics under climate uncertainty were noted when compared at a 
monthly time scale with a baseline under different uncertainty scenario climatic 
conditions. The climate change and its uncertainty had the greatest impact on 
 339 
watershed characteristics. However, the frequency and magnitude of the monthly 
impacts varied widely from one subwatershed to another, depending upon 
subwatershed characteristics. Results show that the presence of the uncertainty in 
climate change temperature and precipitation parameters are subject to the seasonal 
changes and lead mostly to an increase and shifts in hydrologic parameters. The 
impacts of frequency and magnitude among quantity parameters are more pronounced 
as expected for the average total precipitation on a subbasin, percolation surface 
runoff, snowmelt, groundwater discharge, and water yield. Overall, the results 
indicated that while the trend in some of the parameters changes are statistically 
insignificant, the model did adequately simulate the magnitude, frequency and nature 
of the changes given the historical changes in temperature and precipitation. 
In the third study the rasterrized subwatershed analysis is implemented by 
modeling spatiotemporal dynamics of climatic impacts at a subwatershed scale in the 
Chicopee River watershed. Climate change and land-use practices can influence 
watershed hydrology. To estimate both climate change and land use impacts in the 
study area the spatially explicit dynamic simulation such as SIMILE model developed 
by Randhir and Tsvetkova, (2011) is modified. Given the types of precipitation 
changes that have occurred over the last century, and the expectations regarding 
changes over the next century, the climate change and uncertainty drivers were added 
in to the model to evaluate land use change and its combined effects with climate 
change on water resources at spatial and temporal dimensions. In this study the 
response of soil loss, runoff, and evapotranspiration to climate change uncertainty and 
land use related parameters was investigated. To estimate hydrological response, three 
uncertainty levels (STD) (25%, 50%, and 75%) for temperature and precipitation 
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were added into the model to create rainfall and temperature intensities and 
moderations.  
Principal results are that the soil erosion in the study area is likely to be more 
affected than runoff by changes in precipitation; changes in temperature uncertainty 
will likely result in important changes in evapotranspiration; changes in rainfall 
uncertainty associated with changes in temperature uncertainty will likely have a 
much greater impact on evapotranspiration, runoff and erosion than changes in 
rainfall or temperature uncertainty alone; the hydrological response is getting bigger 
under higher climatic uncertainty; and changes in land use together with climate 
change have greater impacts on runoff, erosion, and evapotranspiration.   
The results of this study suggest that there is a significant potential for climate 
change to increase runoff, soil erosion and evapotranspiration rates which have clear 
implications for both the use and applicability of models as well as for potential 
climate change impacts on hydrology. Important conservation measures should be 
considered given the types of precipitation changes that have occurred over the last 
century, and the expectations regarding variation and future changes.  
In the fourth study, a gradient analysis of climate change impacts on a regional 
Volga River basin is described. The Volga River is located in the Western part of 
Russia. It is Europe's longest river, containing eleven of the twenty largest cities in 
Russia, including Moscow, and covers 10% of Russia’s total land area. The Global 
GIS Tool which is a modified version of ArcView GIS was used in this study. The 
spatial variability (uncertainty) of temperature and precipitation for a given study area 
was measured by the standard deviation of temperature and precipitation values for 
each mean of each subwatershed. The evapotranspiration and runoff are assessed 
using GIS and combined with downscaled Global Circulation Model estimates for 
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assessing potential impacts. In the Volga River basin under climate change conditions 
a general increase in evaporation estimates is projected. However, the lower level of 
evapotranspiration in some parts of the watershed is observed to decrease. The highest 
level of evapotranspiration as well as runoff is expected in the northern part of the 
study area. The direct runoff (NET Q) or water yield by subbasins was also estimated 
in this study by subtracting cumulative evapotranspiration from the cumulative 
precipitation (P) under both low (B1) and high (A2) scenarios. The results indicated 
that while under climate change it is projected to have a deficit in the central and 
south parts of the study area there are areas that may undergo excessive runoff (e.g., 
Samarskaya and Saratovskaya Oblast).  As results show, the variation of temperature 
is greater in the eastern part of the study area both for current conditions and under 
climate change scenarios. The highest uncertainty in precipitation is projected to be 
greater in the eastern part, while the evapotranspiration uncertainty is larger for the 
lowest values of the mean evapotranspiration in the eastern and southern parts of the 
watershed. Overall, the mean precipitation is projected to be higher in the Upper 
Volga, and smaller in the Lower Volga, with the greater uncertainty in the Lower 
Volga. The results show that the mean value is getting greater under climate change 
scenarios even though the distribution patterns projected to stay the same: the highest 
temperature in the Lower Volga and bigger evapotranspiration in the Upper Volga. 
The uncertainty of the temperature and evapotranspiration is projected to be higher in 
the Middle Volga. Even though the runoff is calculated to be greater in the Upper and 
Middle Volga, based on the future evapotranspiration levels, there is a possibility that 
the Lower Volga will experience more of the direct runoff than the rest of the 
watershed.  The percentage change of the evapotranspiration is higher in the western 
and southern part of the watershed. Main results indicate that temperature and annual 
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precipitation for the total Volga River basin by the end of the century are projected to 
increase from baseline conditions by 3.5 
0
C and 93 mm (15%), respectively, for the 
B1 scenario and 5.3 
0
C and 133 mm (22%) for the scenario A2. The total change of 
evapotranspiration is 5% and 7% for the scenarios B1 and A2. The principal impacts 
on water resources of climate change analyzed in this study are projected to be 
changes in the amount and distribution of evapotranspiration and surface runoff.  
 Even though at the moment the global warming impact on Russian agriculture 
is currently assessed as favorable (WWF Russia and OXFAM, 2008), within the 
Volga River watershed there are areas with high precipitation but increased 
evapotranspiration that can lead to decreasing ground water discharge and lowering 
water levels of the Volga River but also espected shifts in precipitation and 
evapotranspiration can also result in flooding in some areas. Thus, as climate change 
advances negative impacts will likely outweigh benefits in some subwatersheds 
because climate change will lead to changes in several factors resulting in changes in 
hydrology. For example, changes in precipitation patterns and increased temperatures 
will modify patterns of evapotranspiration and snow storage. Floods and droughts are 
considered to be among the most dangerous impacts of climate change on hydrology. 
Many areas will be subjected to more extreme flooding in the future, due to increases 
in rainfall-induced flooding. The local impacts of climate changes vary substantially 
among areas and the better understanding of the distribution around the best guess of 
these outcomes should be also considered in the modeling.  
In 2012 the IPCC concluded that there is limited to medium evidence available 
to estimate climate induced observed changes in the magnitude and frequency of 
floods at a regional scale. There is also a low agreement regarding even the sign of 
these changes at a global scale. In 2012 the IPCC concluded that considerable 
 343 
uncertainty remains in the projections of flood changes, especially regarding their 
magnitude and frequency. 
Hydrological modeling based on climate projections can be used to distinguish 
regional patterns of projected change in the study uncertainties in the climate change 
impacts on hydrology.  
General conclusions are summarized hereunder to relate to policy. Future 
climate scenarios are useful tools for the assessments and learning about complex 
systems interactions. SRES scenarios give quantitative explanations to the future 
based on different formal modeling approaches. Emissions scenarios describe future 
releases into the atmosphere of greenhouse gases, aerosols, and other pollutants. 
Together with the information on land use and land cover, emission scenarios provide 
inputs to climate models. They are based on assumptions about driving forces (e.g., 
patterns of economic and population growth, technology development) and can be 
considered as alternative outputs of the future improving our understanding of how 
systems interact. Levels of future emissions are highly uncertain, and so scenarios 
provide alternative images of how the future might behave. The possibility that any 
single emissions path will occur as described in scenarios is highly uncertain and the 
regional uncertainty analysis is important to bring insights into this matter (IPCC, 
200).  Thus, the better understanding about possible future GHG emissions and its 
uncertainties are needed (IPCC, 2007). This can assist in climate change analysis, 
including climate modeling and the assessment of impacts, adaptation, and mitigation. 
Hydrologic models are widely applied by hydrologists and resource managers 
as a tool to understand and manage ecological and human activities that affect basin 
systems. Reasonable estimates of prediction uncertainty of hydrologic processes are 
valuable to water resources and other relevant decision making processes (Liu and 
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Gupta, 2007). Uncertainty estimates can be routinely incorporated into Total 
Maximum Daily Load (TMDL) estimates in the hydrologic modeling process 
(Shirmohammadi et al., 2006). Over estimation of uncertainty can result in over 
design of mitigation measures, while under estimation of uncertainty can lead to 
inadequate preparation for potential extream events. For application of hydrological 
models in practical water resources investigations and management practices, careful 
calibration and prediction uncertainty analysis are required (Duan et al., 1992; Beven 
and Binley, 1992; Vrugt et al., 2003; Yang et al., 2008; Van Griensven et al., 2008). 
Computer models may be an effective tool to identify critical areas to control 
runoff, sediment yield and to evaluate the impact of changes in management. Using 
multiple rain gauges has advantages in considering spatially variable hydrologic 
processes within a rainfall-runoff model. Accurate rainfall data are essential for 
precise representation of temporal and spatial uncertainties of simulated models of 
watershed’s scale hydrology and water quality (Cho, 2009).  
Watersheds are complex systems that contain various potential sources of 
water contamination and degradation of the water quality. This whole hydrologic 
modeling process requires the obtaining of information describing current conditions 
in the watershed, the projection of the future changes in the climate, the degree of the 
watershed degradation or potential for future impacts under climate change 
uncertainty conditions. Understanding the relations among climate change, its 
uncertainty, water quality and quantity response is important for designing and 
implementing effective watershed management plans and strategies. Also, if 
technology continues to progress at current rates then the area of forest and 
agricultural land would decline substantially. The continued urban expansion together 
with climate change can have significant changes on the watersheds. 
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According to the Intergovernmental Panel on Climate Change (IPCC), 
increasing average global temperatures will result in a number of impacts to the 
hydrological cycle, including changes in precipitation. Precipitation will be directly 
impacted by changes in atmospheric circulation and increases in water vapor and 
evaporation associated with warmer temperatures. This will result in an overall 
increase in precipitation and changes in frequency and magnitude. Any change in 
precipitation amount will result in corresponding regional changes in runoff. 
Additionally, changes in average rainfall will impact groundwater recharge rates and 
associated water supply.   
Another big problem in watersheds coupled with the changes in climate and 
climate uncertainty is erosion. Besides the climate factors, the principal factors which 
influence the significance and magnitude of accelerated erosion rates are the area size 
and land use. The key anthropogenic driver of high sediment loads in most of the river 
systems is agricultural practices. However, in some areas, sediment problems reveal a 
lack of sediment as a result of sediment being captured by these structures upstream. 
This can have serious impacts downstream in terms of erosion and lack of sediment 
recharge to wetlands and estuaries. The downstream impacts of the trapping of 
sediment by reservoirs are quite different from the upstream effects.  When water 
enters a reservoir, most of the incoming sediment load is usually deposited. Water is 
then usually released from the top of the reservoir and contains very little sediment 
(UNESCO, 2011).  
For the appropriate management, protection, and restoration of the quality of 
water resources a variety of best management practices (BMPs) for urban and 
agricultural watersheds can be used. The importance or significance of the sediment 
problems faced by different river basins as a result of different unique combinations 
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of topography, land use practices, and climate change patterns, will also be magnified 
by the socio-economic conditions in a river basin. The uncertainty of the climate 
changes impacts on hydrology often creates a major barrier to public engagement into 
the problem. Therefore, there is a need for more specific studies to assess spatial and 
temporal changes under changes in climate uncertainty. 
Climate change with associated uncertainties and social and economic changes 
are the primary factors determining the future of the Russian large river basin water 
systems. Protecting and managing water resources requires looking at water issues 
from a watershed perspective. Watershed planning and management consists of 
corresponding activities leading to controlling, enhancing and restoring watershed 
functions and systems.  
Evapotranspiration is a central process in the climate system (Jung et al., 2010) 
and has been regarded as the key to understanding the soil-vegetation-atmosphere 
relationship and has been given much attention in global change research (Nemani et 
al., 2002). The water cycle is largely impacted by evapotranspiration which occupies 
approximately 60% to 65% of global precipitation (Brutsaert, 2005). Moreover, when 
assessing the evapotranspiration rate, additional consideration should be given to the 
uncertainty. Water loss due to evaporation, and inappropriate management of 
reservoirs can greatly reduce the Volga’s flow into the Caspian Sea. 
Runoff pollution is the primary source of water quality problems in water 
recourses and can come from different sources including changes in precipitation and 
its uncertainty. As a result, due to climate change, the region’s ecology can be altered 
and irreversably harmed. 
Since the projections of future climate change are uncertain it is essential to 
recognize and to try to quantify them. Uncertainty is fundamental in impacts 
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assessment because the variation in climate change leads to the need for mitigation 
and adaptation studies. Thus, there is a necessity to plan robust strategies to prepare 
for uncertainty in outcomes. The range of model results emphasizes the importance of 
the uncertainty in projecting future climate change. This leads to wide variations in 
the level of damage costs. In its turn, it also affects the costs and benefits of 
adaptation and response in adaptation strategies. Thus, it is essential to identify and 
try to quantify uncertainty and the whole range of all possible outcomes. 
Further extension of this research could focus on assessment of different 
policies and best management practices and effects of policies to reduce the long term 
effects of climate change on watershed ecosystem. More research is also needed in the 
area of how to determine the most effective policies and practices for minimizing the 
negative effects at varying scales under climate change conditions and changes in 
uncertainty levels.  
Further steps for all simulations could also be application of the results and 
methods to different watershed levels for testing and guiding restoration policies. That 
is why it is necessary to create integrated scenarios of watershed changes under 
different climate change and uncertainty scenarios. This integration can be one of the 
main bases for ecologically safe management of water systems in the future. 
This thesis adds new knowledge to watershed literature through study of 
spatial and temporal uncertainty in climate change impacts on the different watershed 
scales and provides methods that allow for quantification of a watershed-based 
climate change uncertainty analysis.  
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APPENDIX A 
REGIONAL UNCERTAINTY ANALYSIS 
 
Table 14: List of GSM models and scenarios. 
PROJECTIONS 
1 bccr_bcm2_0.1.sresa1b 39 ipsl_cm4.1.sresa2 77 mri_cgcm2_3_2a.5.sresa2 
2 bccr_bcm2_0.1.sresa2 40 ipsl_cm4.1.sresb1 78 mri_cgcm2_3_2a.1.sresb1 
3 bccr_bcm2_0.1.sresb1 41 miroc3_2_medres.1.sresa1b 79 mri_cgcm2_3_2a.2.sresb1 
4 cccma_cgcm3_1.1.sresa1b 42 miroc3_2_medres.2.sresa1b 80 mri_cgcm2_3_2a.3.sresb1 
5 cccma_cgcm3_1.2.sresa1b 43 miroc3_2_medres.3.sresa1b 81 mri_cgcm2_3_2a.4.sresb1 
6 cccma_cgcm3_1.3.sresa1b 44 miroc3_2_medres.1.sresa2 82 mri_cgcm2_3_2a.5.sresb1 
7 cccma_cgcm3_1.4.sresa1b 45 miroc3_2_medres.2.sresa2 83 ncar_ccsm3_0.1.sresa1b 
8 cccma_cgcm3_1.5.sresa1b 46 miroc3_2_medres.3.sresa2 84 ncar_ccsm3_0.2.sresa1b 
9 cccma_cgcm3_1.1.sresa2 47 miroc3_2_medres.1.sresb1 85 ncar_ccsm3_0.3.sresa1b 
10 cccma_cgcm3_1.2.sresa2 48 miroc3_2_medres.2.sresb1 86 ncar_ccsm3_0.5.sresa1b 
11 cccma_cgcm3_1.3.sresa2 49 miroc3_2_medres.3.sresb1 87 ncar_ccsm3_0.6.sresa1b 
12 cccma_cgcm3_1.4.sresa2 50 miub_echo_g.1.sresa1b 88 ncar_ccsm3_0.7.sresa1b 
13 cccma_cgcm3_1.5.sresa2 51 miub_echo_g.2.sresa1b 89 ncar_ccsm3_0.1.sresa2 
14 cccma_cgcm3_1.1.sresb1 52 miub_echo_g.3.sresa1b 90 ncar_ccsm3_0.2.sresa2 
15 cccma_cgcm3_1.2.sresb1 53 miub_echo_g.1.sresa2 91 ncar_ccsm3_0.3.sresa2 
16 cccma_cgcm3_1.3.sresb1 54 miub_echo_g.2.sresa2 92 ncar_ccsm3_0.4.sresa2 
17 cccma_cgcm3_1.4.sresb1 55 miub_echo_g.3.sresa2 93 ncar_ccsm3_0.1.sresb1 
18 cccma_cgcm3_1.5.sresb1 56 miub_echo_g.1.sresb1 94 ncar_ccsm3_0.2.sresb1 
19 cnrm_cm3.1.sresa1b 57 miub_echo_g.2.sresb1 95 ncar_ccsm3_0.3.sresb1 
20 cnrm_cm3.1.sresa2 58 miub_echo_g.3.sresb1 96 ncar_ccsm3_0.4.sresb1 
21 cnrm_cm3.1.sresb1 59 mpi_echam5.1.sresa1b 97 ncar_ccsm3_0.5.sresb1 
22 csiro_mk3_0.1.sresa1b 60 mpi_echam5.2.sresa1b 98 ncar_ccsm3_0.6.sresb1 
23 csiro_mk3_0.1.sresa2 61 mpi_echam5.3.sresa1b 99 ncar_ccsm3_0.7.sresb1 
24 csiro_mk3_0.1.sresb1 62 mpi_echam5.1.sresa2 100 ncar_pcm1.1.sresa1b 
25 gfdl_cm2_0.1.sresa1b 63 mpi_echam5.2.sresa2 101 ncar_pcm1.2.sresa1b 
26 gfdl_cm2_0.1.sresa2 64 mpi_echam5.3.sresa2 102 ncar_pcm1.3.sresa1b 
27 gfdl_cm2_0.1.sresb1 65 mpi_echam5.1.sresb1 103 ncar_pcm1.4.sresa1b 
28 gfdl_cm2_1.1.sresa1b 66 mpi_echam5.2.sresb1 104 ncar_pcm1.1.sresa2 
29 gfdl_cm2_1.1.sresa2 67 mpi_echam5.3.sresb1 105 ncar_pcm1.2.sresa2 
30 gfdl_cm2_1.1.sresb1 68 mri_cgcm2_3_2a.1.sresa1b 106 ncar_pcm1.3.sresa2 
31 giss_model_e_r.2.sresa1b 69 mri_cgcm2_3_2a.2.sresa1b 107 ncar_pcm1.4.sresa2 
32 giss_model_e_r.4.sresa1b 70 mri_cgcm2_3_2a.3.sresa1b 108 ncar_pcm1.2.sresb1 
33 giss_model_e_r.1.sresa2 71 mri_cgcm2_3_2a.4.sresa1b 109 ncar_pcm1.3.sresb1 
34 giss_model_e_r.1.sresb1 72 mri_cgcm2_3_2a.5.sresa1b 110 ukmo_hadcm3.1.sresa1b 
35 inmcm3_0.1.sresa1b 73 mri_cgcm2_3_2a.1.sresa2 111 ukmo_hadcm3.1.sresa2 
36 inmcm3_0.1.sresa2 74 mri_cgcm2_3_2a.2.sresa2 112 ukmo_hadcm3.1.sresb1 
37 inmcm3_0.1.sresb1 75 mri_cgcm2_3_2a.3.sresa2 
  38 ipsl_cm4.1.sresa1b 76 mri_cgcm2_3_2a.4.sresa2   
 
Table 15: Python script 1. 
Beginning of the script: 
- - - - - - - - - - - - - - - - - - - - - -  - -  -  
# ---------------------------------------------------------------------------------- 
# Functions 
       
# usage: "file.nc", vs.["Tavg", "Prcp"], params["Mean", "Var", "Std"], "sumsT", 240, 112 
def ProcessNetCDFFile(ncFile, vrs, params, sumsparam, times, projs):  
 
    # Print some statistics about parameters passed to the function 
    print "\n" + "---------------------------------" 
    print "Processing NetCDF files..." 
 349 
    print "File name is " + ncFile 
 
    sums_Tavg = "" 
    sums_Prcp = "" 
     
    mean_Tavg = "" 
    mean_Prcp = "" 
 
    if sumsparam == "sumsT": 
        sums_Tavg = arcpy.env.workspace + os.sep + sumsparam + "_" + vrs[0] + ".img" 
        sums_Prcp = arcpy.env.workspace + os.sep + sumsparam + "_" + vrs[1] + ".img" 
 
    if sumsparam == "sumsqsT": 
        sums_Tavg = arcpy.env.workspace + os.sep + sumsparam + "_" + vrs[0] + ".img" 
        sums_Prcp = arcpy.env.workspace + os.sep + sumsparam + "_" + vrs[1] + ".img" 
        mean_Tavg = arcpy.env.workspace + os.sep  + params[0] + "_" + vrs[0] + ".img" 
        mean_Prcp = arcpy.env.workspace + os.sep  + params[0] + "_" + vrs[1] + ".img" 
 
    # test variables. Keep track of runs. Are set to true if doing the first run. 
    firstRunTavg = True   
    firstRunPrcp = True 
     
    for t in range(0, times): 
 
        for p in projs: 
 
            for v in vrs: # like Tavg, Prcp 
                 
                try: 
                         
                    layerName = v + "_T" + str(t) + "P" + str(p) 
                    print "layer name : " + layerName 
                     
                    # Process: Make NetCDF Raster Layer... 
                    arcpy.MakeNetCDFRasterLayer_md(ncFile, v, "longitude", "latitude", layerName, "", 
"projection " + str(p) + "; time " + str(t), "BY_INDEX") 
 
                    tempRaster = arcpy.env.workspace + os.sep + "temp_T" + str(t) + "_P" + str(p) + 
"_CopyRaster.img"  
                    print "I am going to make " + tempRaster 
                         
                     
                    if sumsparam == "sumsT": 
                         
                        # Calculating sums...             
                        print "Calculating sums..." 
 
                        if v == "Tavg": 
 
                            if ((t == 0) and (firstRunTavg == True)): 
                                     
                                    rast = Raster(layerName) 
                                    rast.save(sums_Tavg) 
                                    firstRunTavg = False 
 
                            else: 
 
                                arcpy.CopyRaster_management(sums_Tavg, tempRaster) 
                                rast = Raster(layerName) + Raster(tempRaster) 
                                rast.save(sums_Tavg) 
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                        if v == "Prcp": 
 
                            if ((t == 0) and (firstRunPrcp == True)): 
 
 
                                    rast = Raster(layerName) 
                                    rast.save(sums_Prcp) 
                                    firstRunPrcp = False 
                             
                            else: 
                                 
                                arcpy.CopyRaster_management(sums_Prcp, tempRaster) 
                                rast = Raster(layerName) + Raster(tempRaster) 
                                rast.save(sums_Prcp) 
                                 
                         
                    if sumsparam == "sumsqsT": 
 
                        print "Calculating squared sums..." 
 
                        if v == "Tavg": 
 
                            if ((t == 0) and (firstRunTavg == True)): 
                                 
                                rast2 = (Raster(layerName) - Raster(mean_Tavg)) * (Raster(layerName) - 
Raster(mean_Tavg)) 
                                rast2.save(sums_Tavg) 
                                firstRunTavg = False 
 
                            else: 
 
                                arcpy.CopyRaster_management(sums_Tavg, tempRaster) 
                                rast2 = (Raster(layerName) - Raster(mean_Tavg)) * (Raster(layerName) - 
Raster(mean_Tavg)) + Raster(tempRaster) 
                                rast2.save(sums_Tavg) 
 
                        if v == "Prcp": 
 
                            if ((t == 0) and (firstRunPrcp == True)): 
                                 
                                rast2 = (Raster(layerName) - Raster(mean_Prcp)) * (Raster(layerName) - 
Raster(mean_Prcp)) 
                                rast2.save(sums_Prcp) 
                                firstRunPrcp = False 
 
                            else: 
 
                                arcpy.CopyRaster_management(sums_Prcp, tempRaster) 
                                rast2 = (Raster(layerName) - Raster(mean_Prcp)) * (Raster(layerName) - 
Raster(mean_Prcp)) + Raster(tempRaster) 
                                rast2.save(sums_Prcp) 
 
                except Exception, e: 
 
                    print e 
                    continue 
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                finally: 
                 
                    # Do cleanup 
                    DeleteSingleFile(layerName) 
                    DeleteSingleFile(tempRaster) 
                 
 
def CalculateMean(vrs, Times, Projs): 
                     
………… 
The rest of the script is available upon request after publication. 
 
Table 16: Uncertainty in temperature and precipitation around mean and standard 
deviation. 
MEAN min max mean std CV 
Mean_Prcp1_ALL.img 2.102 5.425 2.926 0.315 10.8 
Mean_Prcp2_ALL.img 2.114 5.446 2.936 0.316 10.8 
Mean_Prcp3_ALL.img 2.150 5.558 2.996 0.323 10.8 
Mean_Prcp4_ALL.img 2.195 5.690 3.066 0.331 10.8 
Mean_Prcp5_ALL.img 2.230 5.789 3.117 0.335 10.8 
Mean_Prcp6_ALL.img 2.269 5.902 3.176 0.340 10.7 
Mean_Prcp7_ALL.img 2.313 6.027 3.243 0.343 10.6 
Mean_Prcp8_ALL.img 2.327 6.092 3.270 0.348 10.7 
Mean_Prcp1_A1B.img 2.101 5.424 2.926 0.315 10.8 
Mean_Prcp2_A1B.img 2.114 5.447 2.936 0.317 10.8 
Mean_Prcp3_A1B.img 2.158 5.573 3.002 0.320 10.7 
Mean_Prcp4_A1B.img 2.200 5.704 3.073 0.332 10.8 
Mean_Prcp5_A1B.img 2.237 5.808 3.126 0.334 10.7 
Mean_Prcp6_A1B.img 2.270 5.914 3.183 0.348 10.9 
Mean_Prcp7_A1B.img 2.332 6.080 3.270 0.346 10.6 
Mean_Prcp8_A1B.img 2.356 6.173 3.310 0.354 10.7 
Mean_Prcp1_A2.img 2.103 5.426 2.927 0.316 10.8 
Mean_Prcp2_A2.img 2.112 5.444 2.935 0.315 10.7 
Mean_Prcp3_A2.img 2.143 5.539 2.985 0.325 10.9 
Mean_Prcp4_A2.img 2.190 5.675 3.057 0.332 10.9 
Mean_Prcp5_A2.img 2.226 5.786 3.115 0.335 10.8 
Mean_Prcp6_A2.img 2.276 5.925 3.187 0.336 10.5 
Mean_Prcp7_A2.img 2.316 6.059 3.257 0.344 10.6 
Mean_Prcp8_A2.img 2.350 6.162 3.306 0.351 10.6 
Mean_Prcp1_B1.img 2.102 5.425 2.926 0.315 10.8 
Mean_Prcp2_B1.img 2.115 5.448 2.937 0.316 10.8 
Mean_Prcp3_B1.img 2.149 5.562 3.000 0.323 10.8 
Mean_Prcp4_B1.img 2.196 5.689 3.067 0.330 10.8 
Mean_Prcp5_B1.img 2.227 5.772 3.112 0.336 10.8 
Mean_Prcp6_B1.img 2.260 5.867 3.157 0.338 10.7 
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Mean_Prcp7_B1.img 2.291 5.939 3.200 0.339 10.6 
Mean_Prcp8_B1.img 2.272 5.938 3.194 0.340 10.7 
Mean_Tavg1_ALL.img -1.958 12.523 4.645 2.652 57.1 
Mean_Tavg2_ALL.img -1.767 12.686 4.824 2.641 54.8 
Mean_Tavg3_ALL.img -1.162 13.202 5.402 2.620 48.5 
Mean_Tavg4_ALL.img -0.479 13.802 6.057 2.600 42.9 
Mean_Tavg5_ALL.img 0.205 14.397 6.712 2.578 38.4 
Mean_Tavg6_ALL.img 1.097 15.141 7.561 2.542 33.6 
Mean_Tavg7_ALL.img 1.866 15.781 8.286 2.510 30.3 
Mean_Tavg8_ALL.img 2.304 16.157 8.699 2.494 28.7 
Mean_Tavg1_A1B.img -1.951 12.526 4.650 2.651 57.0 
Mean_Tavg2_A1B.img -1.775 12.679 4.817 2.642 54.8 
Mean_Tavg3_A1B.img -1.190 13.201 5.383 2.628 48.8 
Mean_Tavg4_A1B.img -0.453 13.831 6.087 2.601 42.7 
Mean_Tavg5_A1B.img 0.411 14.560 6.910 2.570 37.2 
Mean_Tavg6_A1B.img 1.352 15.359 7.806 2.533 32.4 
Mean_Tavg7_A1B.img 2.037 15.941 8.454 2.507 29.7 
Mean_Tavg8_A1B.img 2.360 16.190 8.747 2.487 28.4 
Mean_Tavg1_A2.img -1.961 12.520 4.642 2.652 57 
Mean_Tavg2_A2.img -1.761 12.693 4.831 2.642 55 
Mean_Tavg3_A2.img -1.170 13.175 5.386 2.615 49 
Mean_Tavg4_A2.img -0.535 13.738 5.997 2.598 43 
Mean_Tavg5_A2.img 0.147 14.365 6.654 2.584 39 
Mean_Tavg6_A2.img 1.305 15.319 7.764 2.536 33 
Mean_Tavg7_A2.img 2.510 16.308 8.887 2.479 28 
Mean_Tavg8_A2.img 3.399 17.064 9.727 2.445 25 
Mean_Tavg1_B1.img -1.963 12.522 4.643 2.653 57 
Mean_Tavg2_B1.img -1.763 12.687 4.826 2.641 55 
Mean_Tavg3_B1.img -1.126 13.229 5.437 2.618 48 
Mean_Tavg4_B1.img -0.452 13.834 6.084 2.601 43 
Mean_Tavg5_B1.img 0.046 14.256 6.560 2.582 39 
Mean_Tavg6_B1.img 0.626 14.736 7.106 2.557 36 
Mean_Tavg7_B1.img 1.059 15.100 7.524 2.542 34 
Mean_Tavg8_B1.img 1.179 15.240 7.649 2.548 33 
Std_Prcp1_ALL.img 0.843 2.073 1.172 0.166 14.2 
Std_Prcp2_ALL.img 0.836 2.084 1.167 0.168 14.4 
Std_Prcp3_ALL.img 0.863 2.186 1.218 0.185 15.2 
Std_Prcp4_ALL.img 0.893 2.303 1.279 0.198 15.5 
Std_Prcp5_ALL.img 0.911 2.394 1.309 0.213 16.3 
Std_Prcp6_ALL.img 0.926 2.500 1.350 0.223 16.5 
Std_Prcp7_ALL.img 0.940 2.596 1.385 0.239 17.2 
Std_Prcp8_ALL.img 0.938 2.641 1.396 0.254 18.2 
Std_Prcp1_A1B.img 0.843 2.071 1.173 0.167 14.2 
Std_Prcp2_A1B.img 0.834 2.080 1.166 0.169 14.5 
Std_Prcp3_A1B.img 0.873 2.196 1.225 0.178 14.5 
Std_Prcp4_A1B.img 0.898 2.332 1.288 0.202 15.7 
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Std_Prcp5_A1B.img 0.912 2.429 1.322 0.219 16.5 
Std_Prcp6_A1B.img 0.922 2.524 1.361 0.238 17.5 
Std_Prcp7_A1B.img 0.937 2.597 1.383 0.243 17.6 
Std_Prcp8_A1B.img 0.943 2.684 1.411 0.261 18.5 
Std_Prcp1_A2.img 0.843 2.074 1.173 0.166 14.1 
Std_Prcp2_A2.img 0.837 2.087 1.167 0.168 14.4 
Std_Prcp3_A2.img 0.848 2.184 1.213 0.192 15.9 
Std_Prcp4_A2.img 0.896 2.301 1.285 0.197 15.3 
Std_Prcp5_A2.img 0.902 2.374 1.295 0.209 16.1 
Std_Prcp6_A2.img 0.926 2.548 1.361 0.222 16.3 
Std_Prcp7_A2.img 0.940 2.675 1.411 0.254 18.0 
Std_Prcp8_A2.img 0.948 2.722 1.419 0.268 18.9 
Std_Prcp1_B1.img 0.844 2.075 1.172 0.166 14.2 
Std_Prcp2_B1.img 0.836 2.085 1.167 0.168 14.4 
Std_Prcp3_B1.img 0.860 2.177 1.216 0.185 15.2 
Std_Prcp4_B1.img 0.885 2.273 1.263 0.196 15.5 
Std_Prcp5_B1.img 0.913 2.376 1.309 0.212 16.2 
Std_Prcp6_B1.img 0.930 2.426 1.328 0.209 15.8 
Std_Prcp7_B1.img 0.944 2.512 1.361 0.220 16.1 
Std_Prcp8_B1.img 0.916 2.504 1.353 0.232 17.2 
Std_Tavg1_ALL.img 7.749 11.980 10.333 0.831 8.0 
Std_Tavg2_ALL.img 7.740 11.930 10.297 0.823 8.0 
Std_Tavg3_ALL.img 7.722 11.831 10.238 0.801 7.8 
Std_Tavg4_ALL.img 7.707 11.728 10.165 0.776 7.6 
Std_Tavg5_ALL.img 7.715 11.657 10.138 0.754 7.4 
Std_Tavg6_ALL.img 7.709 11.541 10.074 0.724 7.2 
Std_Tavg7_ALL.img 7.704 11.419 10.012 0.692 6.9 
Std_Tavg8_ALL.img 7.742 11.411 10.033 0.677 6.7 
Std_Tavg1_A1B.img 7.752 11.984 10.336 0.832 8.0 
Std_Tavg2_A1B.img 7.738 11.929 10.297 0.823 8.0 
Std_Tavg3_A1B.img 7.699 11.814 10.215 0.802 7.9 
Std_Tavg4_A1B.img 7.707 11.726 10.163 0.775 7.6 
Std_Tavg5_A1B.img 7.696 11.621 10.111 0.750 7.4 
Std_Tavg6_A1B.img 7.719 11.532 10.080 0.719 7.1 
Std_Tavg7_A1B.img 7.669 11.363 9.963 0.687 6.9 
Std_Tavg8_A1B.img 7.704 11.331 9.970 0.663 6.6 
Std_Tavg1_A2.img 7.750 11.975 10.332 0.830 8 
Std_Tavg2_A2.img 7.737 11.931 10.295 0.824 8 
Std_Tavg3_A2.img 7.744 11.852 10.261 0.800 8 
Std_Tavg4_A2.img 7.732 11.764 10.196 0.779 8 
Std_Tavg5_A2.img 7.725 11.661 10.146 0.754 7 
Std_Tavg6_A2.img 7.694 11.487 10.033 0.714 7 
Std_Tavg7_A2.img 7.706 11.326 9.967 0.665 7 
Std_Tavg8_A2.img 7.727 11.272 9.958 0.647 6 
Std_Tavg1_B1.img 7.745 11.981 10.332 0.833 8 
Std_Tavg2_B1.img 7.744 11.931 10.299 0.822 8 
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Std_Tavg3_B1.img 7.724 11.829 10.238 0.801 8 
Std_Tavg4_B1.img 7.682 11.694 10.136 0.773 8 
Std_Tavg5_B1.img 7.721 11.687 10.156 0.760 7 
Std_Tavg6_B1.img 7.698 11.589 10.090 0.740 7 
Std_Tavg7_B1.img 7.693 11.517 10.059 0.722 7 
Std_Tavg8_B1.img 7.698 11.518 10.066 0.719 7 
 
Table 17: Regression data analysis of New England outputs. 
  Coefficient t Stat R Square Significance F P - value 
Mean_PCP_ALL 0.054 21.546 0.985 6.52281E-07 <0.001 
Mean_PCP_A1B 0.059 21.470 0.985 6.66145E-07 <0.001 
Mean_PCP_A2 0.059 18.656 0.980 1.53055E-06 <0.001 
Mean_PCP_B1 0.044 12.769 0.959 1.41641E-05 <0.001 
Mean_T_ALL 0.629 20.516 0.984 8.72206E-07 <0.001 
Mean_T_A1B 0.654 17.662 0.978 2.11542E-06 <0.001 
Mean_T_A2 0.758 12.741 0.958 1.4343E-05 <0.001 
Mean_T_B1 0.476 18.168 0.982 1.7904E-06 <0.001 
Std_PCP_ALL 0.037 14.034 0.966 8.16419E-06 <0.001 
Std_PCP_A1B 0.038 13.655 0.964 9.58256E-06 <0.001 
Std_PCP_A2 0.040 12.913 0.959 1.32707E-05 <0.001 
Std_PCP_B1 0.031 10.115 0.935 5.42761E-05 <0.001 
Std_T_ALL -0.048 0.004 0.961 1.17821E-05 <0.001 
Std_T_A1B -0.056 -16.212 0.974 3.50346E-06 <0.001 
Std_T_A2 -0.059 -14.400 0.967 7.02529E-06 <0.001 
Std_T_B1 -0.042 -8.483 0.910 0.000146789 <0.001 
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APPENDIX B 
WATERSHED SYSTEMS UNCERTAINTY ANALYSIS 
 
Table 18: Monthly Statistics of past precipitation. 
1 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.8 6.9 55.9 0 0 0 0 1.3 9.7 17.8 27.2 55.9 17.1 0.2 
FEB 2.8 7.3 64.3 0 0 0 0 1.3 8.9 17.8 29.0 64.3 19.0 0.1 
MAR 3.1 7.6 64.0 0 0 0 0 1.8 10.7 18.6 28.9 64.0 18.6 0.2 
APR 3.2 8.7 81.5 0 0 0 0 1.5 9.9 18.3 33.3 81.5 23.7 0.1 
MAY 3.3 8.7 122.2 0 0 0 0 2.3 10.2 19.3 31.4 122.2 22.7 0.1 
JUN 3.4 9.3 149.4 0 0 0 0 1.8 10.4 19.6 34.1 149.4 25.6 0.1 
JUL 3.1 8.6 84.3 0 0 0 0 1.3 10.2 17.5 33.4 84.3 24.1 0.1 
AUG 3.0 8.8 102.9 0 0 0 0 1.0 9.1 19.8 33.4 102.9 25.3 0.1 
SEP 3.6 11.2 145.3 0 0 0 0 0.8 10.9 20.8 36.0 145.3 35.3 0.1 
OCT 3.2 9.6 133.6 0 0 0 0 0.5 10.2 20.8 36.3 133.6 29.2 0.1 
NOV 3.3 8.1 73.7 0 0 0 0 1.5 11.4 21.0 31.8 73.7 20.1 0.2 
DEC 3.2 7.9 84.8 0 0 0 0 1.8 10.4 19.6 30.5 84.8 19.7 0.2 
Total 3.1 8.5 96.8 0 0 0 0 1.4 10.2 19.2 32.1 96.8 23.4 0.1 
 
2 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.5 6.6 66.0 0 0 0 0 1.0 8.9 14.5 24.4 66.0 17.4 0.1 
FEB 2.6 6.9 62.2 0 0 0 0 1.0 9.4 17.8 27.3 62.2 17.8 0.1 
MAR 2.9 7.3 72.1 0 0 0 0 1.3 9.1 18.0 29.0 72.1 18.8 0.2 
APR 3.1 7.7 65.8 0 0 0 0 1.8 10.7 17.8 28.2 65.8 19.1 0.2 
MAY 3.1 7.6 71.1 0 0 0 0 2.0 10.4 18.0 29.3 71.1 18.6 0.2 
JUN 3.4 8.5 94.5 0 0 0 0 1.8 11.2 20.3 34.4 94.5 21.3 0.2 
JUL 3.3 8.9 87.9 0 0 0 0 1.5 10.7 19.8 31.2 87.9 24.0 0.1 
AUG 3.0 8.8 79.2 0 0 0 0 1.0 8.1 20.1 37.1 79.2 25.2 0.1 
SEP 3.4 9.9 123.2 0 0 0 0 1.0 10.9 19.3 38.2 123.2 29.1 0.1 
OCT 3.3 9.9 192.0 0 0 0 0 0.8 10.7 22.6 36.0 192.0 30.0 0.1 
NOV 3.1 7.4 53.6 0 0 0 0 1.8 11.4 19.4 29.2 53.6 17.4 0.2 
DEC 3.0 7.6 85.3 0 0 0 0 1.5 10.2 18.0 27.2 85.3 19.6 0.2 
Total 3.1 8.1 87.8 0 0 0 0 1.4 10.1 18.8 31.0 87.8 21.5 0.1 
 
3 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.7 6.7 64.8 0 0 0 0 1.8 9.1 15.2 23.8 64.8 16.8 0.2 
FEB 2.6 6.3 75.9 0 0 0 0 1.8 8.9 16.5 23.6 75.9 15.0 0.2 
MAR 2.9 6.9 56.1 0 0 0 0 2.0 9.7 17.8 25.6 56.1 16.5 0.2 
APR 3.1 7.8 61.7 0 0 0 0 2.3 10.2 16.5 27.4 61.7 19.2 0.2 
MAY 2.9 6.9 83.3 0 0 0 0 2.5 10.2 16.5 25.4 83.3 16.6 0.2 
JUN 3.4 8.5 100.3 0 0 0 0 2.5 10.2 20.2 29.4 100.3 21.3 0.2 
JUL 3.3 8.2 64.0 0 0 0 0 1.8 11.4 19.6 32.4 64.0 20.7 0.2 
AUG 3.0 8.4 109.2 0 0 0 0 1.3 9.4 19.1 31.1 109.2 23.4 0.1 
SEP 3.0 8.9 121.9 0 0 0 0 1.0 8.9 19.1 32.7 121.9 26.5 0.1 
OCT 3.2 9.8 160.5 0 0 0 0 0.8 9.9 20.3 35.6 160.5 30.0 0.1 
NOV 3.4 7.6 55.1 0 0 0 0 2.5 12.7 19.6 31.0 55.1 17.2 0.2 
DEC 3.1 7.1 58.9 0 0 0 0 2.1 11.9 17.8 25.4 58.9 16.4 0.2 
Total 3.0 7.8 84.3 0 0 0 0 1.9 10.2 18.2 28.6 84.3 20.0 0.2 
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4 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.5 6.2 52.6 0 0 0 0 1.3 8.4 14.7 24.7 52.6 15.5 0.2 
FEB 2.4 5.9 54.1 0 0 0 0 1.0 8.4 14.5 22.7 54.1 14.8 0.2 
MAR 2.6 6.2 62.7 0 0 0 0 1.5 9.4 16.0 22.4 62.7 15.1 0.2 
APR 2.9 6.8 58.4 0 0 0 0 2.3 9.7 15.9 25.3 58.4 15.9 0.2 
MAY 3.2 7.5 96.5 0 0 0 0 2.5 10.7 18.0 26.4 96.5 17.8 0.2 
JUN 3.2 7.7 77.2 0 0 0 0 2.3 10.2 18.4 30.5 77.2 18.8 0.2 
JUL 3.1 7.9 69.1 0 0 0 0 1.5 10.9 18.5 29.4 69.1 20.0 0.2 
AUG 3.0 8.2 77.7 0 0 0 0 1.3 9.9 19.1 30.3 77.7 22.2 0.1 
SEP 3.0 8.5 111.0 0 0 0 0 1.0 9.7 18.5 32.3 111.0 24.0 0.1 
OCT 3.1 9.7 219.5 0 0 0 0 1.3 9.9 19.6 32.6 219.5 29.8 0.1 
NOV 3.1 6.8 56.6 0 0 0 0 2.5 10.4 17.2 28.7 56.6 15.3 0.2 
DEC 2.7 6.6 62.2 0 0 0 0 1.5 9.7 16.8 24.2 62.2 15.8 0.2 
Total 2.9 7.3 83.1 0 0 0 0 1.7 9.8 17.3 27.4 83.1 18.8 0.2 
 
5 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.7 6.6 54.9 0 0 0 0 1.3 8.6 16.8 25.4 54.9 16.5 0.2 
FEB 2.6 6.3 43.2 0 0 0 0 1.3 9.7 17.8 25.7 43.2 15.3 0.2 
MAR 2.9 7.2 63.5 0 0 0 0 1.8 10.2 19.3 28.8 63.5 17.7 0.2 
APR 3.2 7.8 78.7 0 0 0 0 2.0 10.9 18.7 28.9 78.7 19.1 0.2 
MAY 3.3 7.7 76.5 0 0 0 0 2.8 10.7 18.8 28.0 76.5 17.8 0.2 
JUN 3.5 8.8 144.0 0 0 0 0 2.8 10.9 19.1 29.7 144.0 22.0 0.2 
JUL 3.1 8.0 91.4 0 0 0 0 2.0 10.2 17.8 27.9 91.4 20.6 0.2 
AUG 3.2 8.7 106.4 0 0 0 0 1.8 8.6 18.3 32.0 106.4 24.1 0.1 
SEP 3.1 8.7 135.6 0 0 0 0 1.5 10.7 17.3 29.2 135.6 24.2 0.1 
OCT 3.4 9.5 89.4 0 0 0 0 1.3 10.2 21.3 36.5 89.4 26.4 0.1 
NOV 3.4 7.8 50.8 0 0 0 0 2.3 12.2 22.3 31.2 50.8 17.6 0.2 
DEC 3.1 7.3 56.1 0 0 0 0 1.8 10.2 19.3 28.5 56.1 17.5 0.2 
Total 3.1 7.9 82.6 0 0 0 0 1.9 10.2 18.9 29.3 82.6 19.9 0.2 
 
6 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 1.6 4.0 49.8 0 0 0 0 1.3 5.3 9.1 15.5 49.8 9.8 0.2 
FEB 1.6 4.1 41.4 0 0 0 0 1.0 5.8 9.6 15.5 41.4 10.0 0.2 
MAR 1.7 4.0 33.0 0 0 0 0 1.0 5.8 10.2 16.3 33.0 9.7 0.2 
APR 2.2 4.8 36.1 0 0 0 0 1.8 7.6 12.3 18.0 36.1 10.6 0.2 
MAY 2.4 5.0 41.7 0 0 0 0 2.3 8.1 13.5 19.1 41.7 10.3 0.2 
JUN 3.1 6.3 70.4 0 0 0 0 3.6 10.2 15.7 22.2 70.4 12.7 0.2 
JUL 3.3 6.9 55.9 0 0 0 0 3.0 11.7 17.8 24.9 55.9 14.7 0.2 
AUG 3.4 7.8 76.2 0 0 0 0 2.8 11.2 19.1 30.2 76.2 18.1 0.2 
SEP 2.6 6.5 64.0 0 0 0 0 1.5 9.4 15.2 27.2 64.0 16.1 0.2 
OCT 2.7 6.7 83.8 0 0 0 0 2.3 8.9 14.7 22.9 83.8 16.5 0.2 
NOV 2.6 5.4 56.6 0 0 0 0 2.5 9.1 13.2 19.9 56.6 11.1 0.2 
DEC 2.2 5.0 50.8 0 0 0 0 1.8 7.6 12.4 17.9 50.8 11.5 0.2 
Total 2.4 5.5 55.0 0 0 0 0 2.1 8.4 13.6 20.8 55.0 12.6 0.2 
 
7 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.2 4.4 52.8 0 1 0 1 2.0 6.4 10.9 15.5 52.8 9.1 0.2 
FEB 2.0 4.5 59.2 0 0 0 0 2.0 6.1 10.9 16.5 59.2 9.7 0.2 
MAR 2.3 4.7 38.6 0 0 0 0 2.3 7.4 12.2 19.3 38.6 9.6 0.2 
APR 2.5 5.0 37.6 0 0 0 0 2.8 8.9 14.2 18.8 37.6 9.7 0.3 
MAY 2.9 5.9 50.8 0 0 0 0 3.0 9.7 14.5 22.1 50.8 12.0 0.2 
JUN 3.5 7.6 82.0 0 0 0 0 3.3 11.4 18.9 27.3 82.0 16.5 0.2 
JUL 3.4 7.0 45.0 0 0 0 0 3.3 12.4 18.0 27.9 45.0 14.2 0.2 
AUG 3.8 8.9 89.2 0 0 0 0 3.3 12.7 20.6 30.5 89.2 20.8 0.2 
SEP 3.0 7.1 76.2 0 0 0 0 2.0 9.9 16.9 28.2 76.2 17.1 0.2 
OCT 3.0 6.9 81.3 0 0 0 0 2.5 9.4 17.0 25.7 81.3 16.0 0.2 
NOV 2.9 5.9 66.3 0 0 0 0 3.0 9.7 14.5 21.6 66.3 11.7 0.3 
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DEC 2.7 5.6 52.3 0 1 0 1 2.8 7.9 13.5 21.3 52.3 11.5 0.2 
Total 2.9 6.1 60.9 0 0 0 0 2.7 9.3 15.2 22.9 60.9 13.2 0.2 
 
8 mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.0 4.6 46.2 0 0 0 0 1.5 6.6 11.2 17.8 46.2 10.6 0.2 
FEB 1.9 4.6 53.8 0 0 0 0 1.3 5.8 11.4 17.1 53.8 11.0 0.2 
MAR 2.0 4.8 47.2 0 0 0 0 1.5 7.1 12.2 18.0 47.2 11.1 0.2 
APR 2.4 5.2 53.3 0 0 0 0 2.3 8.4 13.3 18.9 53.3 11.0 0.2 
MAY 2.6 5.7 51.8 0 0 0 0 2.3 8.6 13.7 23.0 51.8 12.4 0.2 
JUN 3.3 7.4 87.4 0 0 0 0 3.0 10.9 17.5 23.9 87.4 16.5 0.2 
JUL 3.3 7.4 77.7 0 0 0 0 2.8 11.4 17.5 25.9 77.7 16.9 0.2 
AUG 3.3 8.6 110.0 0 0 0 0 2.0 10.7 17.5 29.4 110.0 22.4 0.1 
SEP 2.7 6.9 115.1 0 0 0 0 1.8 8.9 16.0 25.6 115.1 18.0 0.1 
OCT 2.9 7.5 81.3 0 0 0 0 1.8 9.1 16.8 27.8 81.3 19.3 0.1 
NOV 2.8 6.0 55.1 0 0 0 0 2.3 9.7 15.7 23.2 55.1 12.8 0.2 
DEC 2.5 5.7 56.9 0 0 0 0 2.3 8.1 13.2 22.5 56.9 12.9 0.2 
Total 2.6 6.2 69.7 0 0 0 0 2.1 8.8 14.7 22.7 69.7 14.6 0.2 
 
Table 19: Monthly Statistics of future precipitation. 
1_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 3.2 7.0 56.3 0 0 0 0 1.7 10.6 18.2 27.8 56.3 15.5 0.2 
FEB 3.2 7.3 64.7 0 0 0 0 1.6 9.4 18.1 29.4 64.7 16.8 0.2 
MAR 3.3 7.4 64.4 0 0 0 0 1.9 10.3 18.2 28.4 64.4 16.4 0.2 
APR 3.6 8.7 82.0 0 0 0 0 1.9 10.4 18.7 35.0 82.0 21.3 0.2 
MAY 3.6 8.6 122.6 0 0 0 0 2.5 10.1 19.5 31.5 122.6 20.5 0.2 
JUN 3.6 9.3 149.8 0 0 0 0 2.0 10.3 19.6 34.3 149.8 24.1 0.1 
JUL 3.3 8.5 84.7 0 0 0 0 1.4 9.8 16.9 33.4 84.7 21.6 0.2 
AUG 3.5 9.0 103.3 0 0 0 0 1.3 9.8 21.0 34.1 103.3 23.4 0.1 
SEP 3.9 11.1 145.7 0 0 0 0 1.2 11.3 21.7 36.6 145.7 31.6 0.1 
OCT 3.4 9.2 134.0 0 0 0 0 0.8 10.3 20.7 36.5 134.0 24.7 0.1 
NOV 3.6 8.2 74.1 0 0 0 0 1.8 11.9 21.5 33.0 74.1 18.5 0.2 
DEC 3.4 7.6 75.6 0 0 0 0 2.1 10.4 19.5 30.7 75.6 16.9 0.2 
Total 3.5 8.5 96.4 0 0 0 0 1.7 10.4 19.5 32.5 96.4 21.0 0.2 
 
2_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 3.2 6.7 66.9 0 0 0 0 1.6 9.7 15.9 25.5 66.9 14.1 0.2 
FEB 3.3 6.7 63.0 0 0 0 0 1.7 9.7 18.1 27.5 63.0 14.0 0.2 
MAR 3.4 7.2 73.0 0 0 0 0 1.8 9.6 17.3 29.5 73.0 15.1 0.2 
APR 3.8 7.7 66.6 0 0 0 0 2.5 11.5 18.6 29.1 66.6 15.6 0.2 
MAY 3.8 7.7 71.9 0 0 0 0 2.7 10.7 18.8 31.3 71.9 15.7 0.2 
JUN 4.0 8.4 95.3 0 0 0 0 2.3 11.4 20.6 34.3 95.3 17.8 0.2 
JUL 3.9 9.0 88.7 0 0 0 0 2.1 11.2 20.2 33.9 88.7 20.7 0.2 
AUG 3.7 8.9 80.1 0 0 0 0 1.6 8.9 20.8 38.5 80.1 21.1 0.2 
SEP 4.0 9.7 124.0 0 0 0 0 1.6 11.7 20.1 38.2 124.0 23.3 0.2 
OCT 3.8 9.2 192.8 0 0 0 0 1.3 10.7 22.7 35.9 192.8 22.4 0.2 
NOV 3.8 7.4 54.4 0 0 0 0 2.6 12.0 20.2 30.1 54.4 14.5 0.3 
DEC 3.6 7.4 86.2 0 0 0 0 2.3 10.5 18.6 27.7 86.2 15.5 0.2 
Total 3.7 8.0 88.6 0 0 0 0 2.0 10.7 19.3 31.8 88.6 17.5 0.2 
 
3_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 3.7 6.9 65.9 0 0 0 0 2.6 10.5 16.6 25.4 65.9 12.9 0.3 
FEB 3.5 6.1 77.1 0 0 0 0 2.8 9.8 16.7 24.6 77.1 10.4 0.3 
MAR 3.8 6.9 57.3 0 0 0 0 2.9 10.6 17.9 26.6 57.3 12.3 0.3 
APR 4.0 7.6 62.9 0 0 0 0 3.0 11.1 17.7 28.6 62.9 14.4 0.3 
MAY 3.9 7.0 84.5 0 0 0 0 3.1 10.7 17.6 26.6 84.5 12.8 0.3 
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JUN 4.2 8.5 101.5 0 0 0 0 2.9 11.1 20.2 30.4 101.5 17.2 0.2 
JUL 4.2 8.3 65.2 0 0 0 0 2.4 12.1 20.5 33.5 65.2 16.4 0.3 
AUG 3.9 8.4 110.4 0 0 0 0 2.3 10.5 20.3 32.9 110.4 17.8 0.2 
SEP 3.9 8.8 123.1 0 0 0 0 1.6 9.4 20.2 34.1 123.1 20.0 0.2 
OCT 4.0 9.3 161.7 0 0 0 0 1.4 10.3 20.8 36.3 161.7 21.7 0.2 
NOV 4.3 7.7 56.3 0 0 0 0 3.7 13.7 20.2 32.7 56.3 13.6 0.3 
DEC 4.0 7.0 60.1 0 0 0 0 3.0 11.8 18.4 26.6 60.1 12.6 0.3 
Total 3.9 7.7 85.5 0 0 0 0 2.6 11.0 18.9 29.8 85.5 15.2 0.3 
 
4_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 3.2 6.3 53.4 0 0 0 0 2.1 9.2 15.8 25.8 53.4 12.5 0.3 
FEB 3.0 5.7 54.9 0 0 0 0 1.8 8.9 15.0 22.9 54.9 10.9 0.3 
MAR 3.2 6.1 63.6 0 0 0 0 2.1 10.0 16.3 22.7 63.6 11.8 0.3 
APR 3.5 6.6 59.2 0 0 0 0 2.8 10.2 16.3 25.5 59.2 12.6 0.3 
MAY 3.8 7.5 97.3 0 0 0 0 3.1 11.1 18.9 26.3 97.3 14.8 0.3 
JUN 3.8 7.8 78.0 0 0 0 0 2.8 10.7 18.8 31.3 78.0 16.0 0.2 
JUL 3.8 7.9 69.9 0 0 0 0 2.3 11.7 18.9 30.4 69.9 16.8 0.2 
AUG 3.8 8.4 78.5 0 0 0 0 2.1 10.7 19.9 32.9 78.5 18.7 0.2 
SEP 3.6 8.3 111.8 0 0 0 0 1.7 10.5 18.9 31.3 111.8 19.0 0.2 
OCT 3.5 8.7 220.3 0 0 0 0 1.7 9.7 18.7 31.5 220.3 21.2 0.2 
NOV 3.7 6.7 57.5 0 0 0 0 3.4 11.0 17.6 29.3 57.5 12.2 0.3 
DEC 3.3 6.4 63.0 0 0 0 0 2.1 10.0 17.1 24.7 63.0 12.3 0.3 
Total 3.5 7.2 84.0 0 0 0 0 2.3 10.3 17.7 27.9 84.0 14.9 0.2 
 
5_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 3.4 6.7 55.7 0 0 0 0 2.1 10.2 18.2 27.0 55.7 13.5 0.3 
FEB 3.2 6.2 43.2 0 0 0 0 2.0 10.2 17.7 26.0 43.2 11.8 0.3 
MAR 3.6 7.1 64.3 0 0 0 0 2.3 10.7 19.6 29.3 64.3 14.2 0.3 
APR 3.9 7.9 79.5 0 0 0 0 2.6 11.7 20.0 29.5 79.5 16.0 0.2 
MAY 4.0 7.5 58.0 0 0 0 0 2.3 11.5 20.6 30.0 58.0 14.1 0.3 
JUN 4.1 8.8 144.8 0 0 0 0 3.3 11.2 19.4 30.4 144.8 18.9 0.2 
JUL 3.8 8.0 92.2 0 0 0 0 2.8 10.7 18.1 28.8 92.2 16.9 0.2 
AUG 3.9 8.9 107.2 0 0 0 0 2.6 9.5 18.8 33.3 107.2 20.7 0.2 
SEP 3.8 8.8 136.4 0 0 0 0 2.3 11.2 18.0 29.7 136.4 20.3 0.2 
OCT 3.8 8.8 90.2 0 0 0 0 1.8 10.0 19.6 34.4 90.2 20.6 0.2 
NOV 4.1 7.8 51.6 0 0 0 0 3.1 13.0 22.4 31.5 51.6 14.7 0.3 
DEC 3.6 7.0 56.9 0 0 0 0 2.5 9.7 19.9 28.6 56.9 13.8 0.3 
Total 3.8 7.8 81.7 0 0 0 0 2.5 10.8 19.4 29.9 81.7 16.3 0.2 
 
6_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.1 4.1 50.4 0 0 0 0 1.6 6.0 10.2 16.1 50.4 7.9 0.3 
FEB 2.1 4.0 42.0 0 0 0 0 1.3 6.5 10.0 15.6 42.0 7.6 0.3 
MAR 2.1 4.0 33.6 0 0 0 0 1.6 6.2 10.2 16.4 33.6 7.6 0.3 
APR 2.6 4.7 36.6 0 0 0 0 2.3 8.2 12.8 18.1 36.6 8.6 0.3 
MAY 2.8 4.9 42.2 0 0 0 0 2.8 8.5 13.8 19.2 42.2 8.5 0.3 
JUN 3.5 6.4 70.9 0 0 0 0 3.9 10.7 16.3 22.8 70.9 11.4 0.3 
JUL 3.7 6.9 56.5 0 0 0 0 3.4 11.9 18.4 26.0 56.5 12.9 0.3 
AUG 3.8 7.8 76.8 0 0 0 0 3.4 11.6 19.5 30.4 76.8 15.7 0.2 
SEP 3.1 6.6 64.6 0 0 0 0 2.1 9.8 15.7 28.3 64.6 13.8 0.2 
OCT 3.1 6.3 83.4 0 0 0 0 2.4 9.2 14.8 22.2 83.4 13.0 0.2 
NOV 3.0 5.1 36.4 0 0 0 0 3.0 9.5 13.5 19.4 36.4 8.7 0.3 
DEC 2.6 5.0 57.2 0 0 0 0 2.3 7.9 12.8 18.1 57.2 9.5 0.3 
Total 2.9 5.5 54.2 0 0 0 0 2.5 8.8 14.0 21.0 54.2 10.4 0.3 
 
7_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.5 4.5 53.3 0 0 0 0 2.5 6.8 11.4 15.9 53.3 8.0 0.3 
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FEB 2.4 4.4 59.6 0 0 0 0 2.5 6.5 11.1 16.7 59.6 8.0 0.3 
MAR 2.6 4.6 39.0 0 0 0 0 2.6 7.5 12.4 19.5 39.0 8.1 0.3 
APR 2.9 4.9 38.0 0 0 0 0 3.2 9.1 14.4 19.0 38.0 8.3 0.3 
MAY 3.2 5.9 51.2 0 0 0 0 3.5 10.0 14.9 22.2 51.2 10.8 0.3 
JUN 3.7 7.6 82.5 0 0 0 0 3.5 11.3 18.5 27.9 82.5 15.5 0.2 
JUL 3.7 6.9 45.4 0 0 0 0 3.7 12.6 18.2 27.5 45.4 12.7 0.3 
AUG 4.0 8.2 89.6 0 0 0 0 3.6 13.1 19.7 28.8 89.6 16.7 0.2 
SEP 3.4 7.4 89.6 0 0 0 0 2.5 10.1 18.0 29.4 89.6 16.2 0.2 
OCT 3.2 6.4 57.8 0 0 0 0 2.9 9.6 16.8 24.8 57.8 12.7 0.3 
NOV 3.3 5.8 66.7 0 0 0 0 3.5 9.8 14.7 22.0 66.7 10.3 0.3 
DEC 3.0 5.5 52.8 0 0 0 0 3.0 8.1 13.9 21.5 52.8 10.2 0.3 
Total 3.2 6.0 60.5 0 0 0 0 3.1 9.6 15.3 23.0 60.5 11.5 0.3 
 
8_F mean stdv max min med. 10% 50% 75% 90% 95% 98% 100% betta alpha 
JAN 2.5 4.7 46.8 0 0 0 0 2.1 7.1 11.9 19.1 46.8 8.8 0.3 
FEB 2.4 4.6 54.4 0 0 0 0 1.8 6.4 12.0 17.6 54.4 8.8 0.3 
MAR 2.5 4.7 47.8 0 0 0 0 2.1 7.6 12.2 17.9 47.8 8.7 0.3 
APR 2.8 5.1 53.9 0 0 0 0 2.6 8.8 13.0 19.9 53.9 9.1 0.3 
MAY 3.0 5.6 52.4 0 0 0 0 2.8 9.1 14.0 22.4 52.4 10.3 0.3 
JUN 3.7 7.4 87.9 0 0 0 0 3.4 11.5 18.1 24.4 87.9 14.8 0.2 
JUL 3.7 7.3 78.3 0 0 0 0 3.4 11.7 17.6 25.7 78.3 14.6 0.3 
AUG 3.8 8.7 110.5 0 0 0 0 2.8 11.3 17.9 29.2 110.5 19.9 0.2 
SEP 3.1 7.0 115.6 0 0 0 0 2.2 9.4 16.4 25.0 115.6 15.5 0.2 
OCT 3.2 7.0 65.3 0 0 0 0 2.1 9.2 16.0 26.8 65.3 15.3 0.2 
NOV 3.2 6.0 55.7 0 0 0 0 2.8 10.0 16.1 23.7 55.7 10.9 0.3 
DEC 2.9 5.6 57.5 0 0 0 0 2.6 8.2 13.3 21.5 57.5 10.8 0.3 
Total 3.1 6.1 68.8 0 0 0 0 2.6 9.2 14.9 22.7 68.8 12.3 0.3 
 
Table 20: Monthly statistics of past temperature. 
MAX: 
MAX 1 mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN 1.1 5.8 22 -16 1 -7 -3 1 4 8 11 14 22 
FEB 2.9 5.5 23 -13 3 -4 -1 3 6 10 12 15 23 
MAR 8.3 6.0 32 -8 8 1 4 8 12 17 19 22 32 
APR 15.7 6.2 36 -4 16 8 11 16 20 24 27 29 36 
MAY 21.9 5.6 37 7 22 14 18 22 26 29 31 33 37 
JUN 26.6 4.6 38 11 27 21 24 27 30 33 34 35 38 
JUL 29.3 3.7 39 17 29 24 27 29 32 34 35 36 39 
AUG 28.2 3.8 39 15 28 23 26 28 31 33 34 35 39 
SEP 23.8 4.5 37 11 24 18 21 24 27 29 31 33 37 
OCT 17.5 5.1 33 2 17 11 14 17 21 24 26 28 33 
NOV 10.8 5.3 27 -4 11 4 7 11 14 18 20 22 27 
DEC 3.7 5.7 24 -16 3 -3 0 3 7 11 14 16 24 
Total 16 5 32 0 16 9 12 16 19 23 25 27 32 
 
MAX_2 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN 1.1 5.5 21 -14 1 -6 -2 1 4 8 11 13 21 
FEB 2.8 5.3 21 -13 3 -4 -1 3 6 9 12 14 21 
MAR 7.7 6.0 29 -18 7 1 4 7 11 16 18 21 29 
APR 15.1 6.0 34 -4 15 8 11 15 19 23 26 28.42 34 
MAY 21.3 5.4 37 -18 21 14 18 21 25 28 31 32 37 
JUN 26.0 4.4 36 -18 27 20 23 27 29 32 32 33 36 
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JUL 28.6 3.3 37 16 29 24 27 29 31 33 34 35 37 
AUG 27.7 3.5 37 15 28 23 26 28 30 32 33 34 37 
SEP 23.6 4.3 34 11 24 18 21 24 27 29 31 32 34 
OCT 17.0 5.0 32 1 17 11 14 17 21 24 25 27 32 
NOV 10.4 5.2 26 -3 10 4 7 10 14 17 19 22 26 
DEC 3.4 5.4 22 -19 3 -3 0 3 7 11 13 16 22 
Total 15 5 31 -5 15 9 12 15 19 22 24 26 31 
 
MAX_3 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -0.6 6.0 19 -18 0 -8 -4 0 3 7 9 12.4 19 
FEB 0.8 5.5 19 -14 1 -7 -3 1 4 8 10 12.18 19 
MAR 5.9 5.9 28 -12 6 -1 2 6 9 13.1 17 19.42 28 
APR 13.0 6.2 33 -7 13 6 8 13 17 21 24 27 33 
MAY 19.5 5.8 33 1 20 12 16 20 24 27 29 31 33 
JUN 24.2 5.3 36 -18 25 17 21 25 28 31 32 33 36 
JUL 26.9 4.0 36 12 27 22 25 27 29 32 33 34 36 
AUG 25.8 4.4 36 10 27 19 23 27 29 31 32 33 36 
SEP 21.5 4.9 34 8 22 15 18 22 25 28 29 31 34 
OCT 15.1 5.6 29 -3 15 8 11 15 19 22 24 26 29 
NOV 8.4 5.5 24 -9 8 2 4 8 12 16 18 19 24 
DEC 1.6 5.8 21 -21 1 -6 -2 1 5 9 12 15 21 
Total 14 5 29 -6 14 7 10 14 17 20 22 24 29 
 
MAX_4 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -0.3 5.5 18 -18 0 -8 -4 0 3 6 9 12 18 
FEB 1.9 5.4 17 -14 2 -5 -2 2 6 8 11 13 17 
MAR 7.0 5.8 31 -12 7 0 3 7 10.25 14 18 21 31 
APR 14.6 6.3 34 -7 14 7 10 14 19 23 26 29 34 
MAY 21.2 5.6 35 4 21 13 17 21 26 28 30 32 35 
JUN 25.8 4.5 37 12 26 20 23 26 29 31 33 34 37 
JUL 28.4 3.4 37 16 29 24 26 29 31 32 34 34 37 
AUG 27.4 3.7 37 14 28 23 25 28 30 32 33 34 37 
SEP 23.1 4.5 36 9 23 17 20 23 26 28 31 32 36 
OCT 16.3 5.3 32 -18 16 9 13 16 20 23 26 27 32 
NOV 8.9 5.4 24 -11 8 2 5 8 12 17 18 20 24 
DEC 2.0 5.3 21 -17 2 -4 -1 2 5 9 11 14 21 
Total 15 5 30 -4 15 8 11 15 18 21 23 25 30 
 
MAX_5 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -1.7 5.8 18 -19 -1 -9 -6 -1 2 5 7 10 18 
FEB 0.3 5.4 17 -17 1 -7 -3 1 4 7 9 11 17 
MAR 5.3 5.4 27 -14 5 -1 2 5 8 12 15.05 18 27 
APR 12.7 6.4 33 -8 12 5 8 12 17 21 24 27 33 
MAY 20.2 5.7 34 4 21 12 17 21 24 28 29 31 34 
JUN 24.9 4.6 37 9 25 18 22 25 28 31 32 33 37 
JUL 27.4 3.6 37 13 28 23 25 28 30 32 33 34 37 
AUG 26.3 3.7 36 13 27 21 24 27 29 31 32 33 36 
SEP 21.7 4.6 34 10 22 16 18 22 25 28 29 31 34 
OCT 15.0 5.4 31 1 15 8 11 15 19 22 24 26 31 
NOV 7.5 5.3 24 -9 7 1 4 7 11 15 17 19 24 
DEC 0.5 5.3 22 -23 1 -6 -3 1 4 7 9 12 22 
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Total 13 5 29 -3 14 7 10 14 17 20 22 24 29 
 
MAX_6 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -4.0 6.9 18 -28 -3 -13 -8 -3 1 4 6 9 18 
FEB -1.6 6.3 17 -21 -1 -10 -6 -1 2 6 8 11 17 
MAR 3.8 6.2 28 -20 4 -4 0 4 8 12 15 17.42 28 
APR 11.5 6.4 31 -8 11 4 7 11 16 20 23 26 31 
MAY 19.1 5.8 33 1 19 12 15 19 23 27 29 31 33 
JUN 24.0 4.7 35 10 24 18 21 24 28 30 31 32 35 
JUL 26.2 3.5 35 13 27 22 24 27 29 31 32 33 35 
AUG 25.0 3.9 35 12 26 19 22 26 28 29 31 32 35 
SEP 20.5 4.8 36 7 21 14 17 21 24 27 28 30.42 36 
OCT 13.5 5.7 29 -1 13 6 9 13 17 21 23 26 29 
NOV 5.8 5.5 23 -10 5 -1 2 5 9 13.1 16 18 23 
DEC -1.4 6.1 19 -24 -1 -9 -6 -1 2 6 8 11 19 
Total 12 5 28 -6 12 5 8 12 16 19 21 23 28 
 
MIN: 
MIN 1 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -8.3 6.4 12 -32 -8 -17 -13 -8 -3 0 1 2 12 
FEB -6.9 5.9 10 -29 -7 -15 -11 -7 -3 1 2 3 10 
MAR -2.2 4.8 13 -21 -2 -8 -5 -2 1 3 6 7 13 
APR 3.2 4.1 17 -13 3 -2 0 3 6 9 11 13 17 
MAY 8.7 4.1 21 -2 9 3 6 9 12 14 16 17 21 
JUN 14.0 3.8 23 3 14 9 11 14 17 19 20 21 23 
JUL 16.9 3.4 26 7 17 12 14 17 19 21 22 23 26 
AUG 16.0 3.8 26 2 16 11 13 16 19 21 22 23 26 
SEP 11.3 4.7 22 -1 11 5 8 11 14 18 19 21 22 
OCT 4.9 4.9 21 -8 4 -1 1 4 8 12 13 15 21 
NOV 0.5 4.9 18 -17 0 -5 -3 0 4 7 9 12 18 
DEC -5.5 5.6 11 -26 -5 -13 -9 -5 -2 1 3 5 11 
Total 4 5 18 -11 4 -2 1 4 8 10 12 14 18 
 
MIN_2 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -10.8 7.2 11 -34 -11 -20 -16 -11 -6 -2 0 1 11 
FEB -9.5 6.7 10 -33 -9 -18 -14 -9 -4 -1 1 2 10 
MAR -4.2 5.2 14 -27 -4 -11 -7 -4 -1 2 4 6 14 
APR 1.2 4.5 16 -12 1 -4 -2 1 4 7 9 11 16 
MAY 6.9 4.6 19 -18 7 1 3 7 10 13 14 16 19 
JUN 12.4 4.3 23 -18 13 7 9 13 16 18 19 20 23 
JUL 15.0 3.9 27 4 16 10 12 16 18 20 21 22 27 
AUG 14.1 4.3 24 0 14 8 11 14 17 19 21 22 24 
SEP 9.5 5.2 22 -4 9 3 6 9 13 17 18 20 22 
OCT 3.2 5.4 20 -11 3 -3 -1 3 7 11 13 14 20 
NOV -1.1 5.1 16 -18 -2 -7 -4 -2 2 6 8 10 16 
DEC -7.3 6.0 13 -29 -7 -16 -11 -7 -3 0 2 3 13 
Total 2 5 18 -17 3 -4 -1 3 6 9 11 12 18 
 
MIN_3 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
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JAN -13.3 7.7 11 -35 -13 -23 -19 -13 -7 -3 -1 0 11 
FEB -12.1 7.3 8 -33 -12 -22 -17 -12 -7 -2 -1 0 8 
MAR -6.6 5.8 10 -28 -6 -14 -11 -6 -2 0 2 3 10 
APR -0.6 4.3 13 -14 -1 -6 -4 -1 2 5 7 9 13 
MAY 4.9 4.7 18 -9 5 -1 1 5 8 11 13 14 18 
JUN 10.0 4.6 22 -5 11 4 7 11 13 16 17 19 22 
JUL 12.8 4.2 23 1 13 7 10 13 16 18 19 20 23 
AUG 11.6 4.6 23 -2 12 5 8 12 15 17 19 20 23 
SEP 6.8 5.5 21 -6 7 0 3 7 11 14 17 18 21 
OCT 0.7 5.3 18 -11 0 -6 -3 0 4 8 10 12 18 
NOV -3.1 5.3 14 -21 -3 -9 -7 -3 0 4 6 9 14 
DEC -9.7 6.7 10 -31 -9 -19 -14 -9 -5 -1 1 3 10 
Total 0 6 16 -16 0 -7 -4 0 4 7 9 11 16 
 
MIN_4 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -12.1 7.8 6 -33 -12 -23 -18 -12 -6 -2 -1 1 6 
FEB -11.0 7.4 8 -34 -11 -21 -16 -11 -6 -1 1 1 8 
MAR -5.6 5.7 11 -27 -5 -13 -9 -5 -2 1 2.05 4 11 
APR 0.2 4.6 14 -14 0 -5 -3 0 3 7 8 11 14 
MAY 5.8 4.9 18 -6 6 -1 2 6 9 12 14 16 18 
JUN 11.2 4.4 22 -1 11 5 8 11 14 17 18 19 22 
JUL 13.8 4.0 23 3 14 8 11 14 17 19 19 21 23 
AUG 13.0 4.4 23 -1 13 7 10 13 16 19 20 21 23 
SEP 8.7 5.2 21 -6 9 2 4 9 13 16 17 18 21 
OCT 2.4 5.5 19 -18 2 -4 -2 2 6 10 12 14 19 
NOV -1.9 5.3 17 -22 -2 -8 -6 -2 2 5 7 10 17 
DEC -8.5 6.7 11 -31 -8 -18 -13 -8 -3 -1 1 3 11 
Total 1 5 16 -16 1 -6 -3 1 5 9 10 12 16 
 
MIN_5 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -14.4 8.0 4 -38 -14 -25 -20 -14 -8 -4 -2 0 4 
FEB -13.6 7.8 4 -36 -14 -24 -19 -14 -7 -3 -1 0 4 
MAR -7.6 6.5 7 -31 -6 -17 -12 -6 -3 0 1 1 7 
APR -1.2 4.3 13 -18 -2 -6 -4 -2 2 4 6 8 13 
MAY 4.8 4.7 17 -7 5 -2 1 5 8 11 13 14 17 
JUN 10.1 4.5 21 -2 11 4 7 11 13 16 17 18 21 
JUL 12.5 4.0 22 1 13 7 10 13 16 17 18 19 22 
AUG 11.7 4.2 22 -2 12 6 9 12 15 17 18 19 22 
SEP 7.3 5.1 19 -8 7 1 3 7 11 14 16 17 19 
OCT 1.0 5.0 16 -13 1 -5 -3 1 4 8 10 12 16 
NOV -3.0 5.2 14 -19 -3 -9 -7 -3 0 4 6 8 14 
DEC -10.2 7.0 7 -32 -9 -20 -15 -9 -5 -1 0 1 7 
Total 0 6 14 -17 0 -8 -4 0 4 7 9 10 14 
 
MIN_6 mean stdv max min median 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -15.4 8.8 7 -38 -16 -27 -22 -16 -9 -3 -1 0.4 7 
FEB -14.4 8.2 7 -39 -15 -25 -21 -15 -8 -3 -1 1 7 
MAR -8.3 7.2 9 -30 -8 -18 -13 -8 -3 1 2 4 9 
APR -0.9 4.5 14 -19 -1 -6 -3 -1 2 4 7 9 14 
MAY 5.5 4.6 19 -7 6 -1 2 6 9 12 13 15.4 19 
JUN 11.0 4.1 22 -2 11 6 8 11 14 17 18 19 22 
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JUL 13.4 3.7 22 -18 14 9 11 14 16 18 19 21 22 
AUG 12.3 3.9 22 0 12 7 9 12 15 17 18 19 22 
SEP 8.0 4.7 20 -5 8 2 4 8 11 14 16 18 20 
OCT 2.5 4.7 17 -11 2 -3 -1 2 6 9 10 12 17 
NOV -2.8 5.3 14 -21 -3 -9 -6 -3 1 4 6 8 14 
DEC -10.9 7.9 9 -34 -11 -22 -17 -11 -4 -1 1 2 9 
Total 0 6 15 -19 0 -7 -4 0 4 7 9 11 15 
 
Table 21: Monthly statistics of future temperature. 
MAX: 
MAX 
1_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN 2.5 5.8 24.1 -15.5 2.8 -5.4 -1.3 2.8 6.1 9.2 12.6 15.1 24.1 
FEB 4.2 5.6 25.1 -12.4 4.1 -2.9 0.8 4.1 7.7 11.1 14.1 16.1 25.1 
MAR 9.5 6.1 34.1 -7.2 9.1 2.6 5.1 9.1 13.1 17.9 20.7 24.1 34.1 
APR 17.0 6.1 38.1 -3.5 16.4 9.3 12.7 16.4 21.1 25.1 28.1 30.6 38.1 
MAY 23.4 5.6 39.1 7.6 23.2 16.1 19.5 23.2 27.1 30.5 32.7 34.6 39.1 
JUN 28.1 4.6 39.1 11.5 28.3 21.6 25.1 28.3 31.1 34.1 35.1 36.4 39.1 
JUL 30.8 3.8 41.1 17.4 31.1 26.1 28.5 31.1 33.1 35.1 36.2 38.1 41.1 
AUG 29.6 3.9 41.1 15.9 29.8 24.4 27.4 29.8 32.3 34.1 35.1 36.6 41.1 
SEP 25.2 4.6 39.1 11.3 25.1 19.1 22.1 25.1 28.4 31.1 32.9 34.5 39.1 
OCT 19.0 5.1 35.1 2.9 18.8 12.6 15.1 18.8 22.9 26.1 28.1 29.1 35.1 
NOV 12.1 5.4 29.1 -3.4 11.8 5.1 8.1 11.8 15.9 19.1 21.1 24.1 29.1 
DEC 5.0 5.7 26.1 -15.1 4.6 -1.9 1.1 4.6 8.2 13.1 15.1 17.7 26.1 
Total 17 5 34 1 17 11 14 17 21 24 26 28 34 
 
MAX_2_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN 2.3 5.5 22.8 -13.8 2.6 -5.2 -1.2 2.6 5.8 8.8 11.8 14.2 22.8 
FEB 3.9 5.4 22.8 -12.6 3.8 -3.2 0.8 3.8 7.4 10.8 12.8 15.8 22.8 
MAR 8.8 6.0 30.8 -17.8 8.4 2.2 4.8 8.4 12.3 16.5 19.8 22.8 30.8 
APR 16.2 5.9 35.8 -3.7 15.8 8.8 11.8 15.8 19.8 23.8 26.8 29.8 35.8 
MAY 22.6 5.3 35.8 -17.7 22.8 15.8 18.9 22.8 25.8 29.8 31.4 32.8 35.8 
JUN 27.2 4.5 37.8 -17.7 27.8 21.4 24.8 27.8 29.8 32.8 33.8 34.8 37.8 
JUL 29.8 3.4 38.8 16.3 29.8 25.8 27.8 29.8 32.2 33.8 34.8 35.8 38.8 
AUG 28.9 3.6 38.8 15.3 29.2 24.2 26.8 29.2 31.2 32.8 33.8 34.8 38.8 
SEP 24.7 4.4 35.8 11.2 24.8 18.8 21.8 24.8 27.8 30.3 31.8 32.8 35.8 
OCT 18.4 5.0 33.8 1.2 18.4 12.1 14.8 18.4 21.8 24.8 26.5 27.8 33.8 
NOV 11.5 5.3 27.8 -1.8 10.8 4.8 7.8 10.8 14.8 18.8 20.8 22.8 27.8 
DEC 4.6 5.5 23.8 -18.7 4.3 -2.2 1.2 4.3 7.8 11.5 14.3 16.8 23.8 
Total 17 5 32 -5 17 10 13 17 20 23 25 27 32 
 
MAX_3_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -0.9 5.9 18.8 -18.9 -0.5 -8.4 -4.2 -0.5 2.8 6.6 8.8 11.8 18.8 
FEB 0.4 5.5 18.8 -14.9 0.8 -7.2 -3.2 0.8 3.8 7.8 9.6 11.8 18.8 
MAR 5.4 5.9 27.8 -12.2 4.8 -1.4 1.6 4.8 8.8 12.8 16.7 18.8 27.8 
APR 12.6 6.1 32.8 -7.8 12.5 5.1 7.8 12.5 16.8 20.8 23.5 26.0 32.8 
MAY 19.2 5.6 32.8 2.0 19.5 11.8 15.8 19.5 23.1 26.8 28.6 30.3 32.8 
JUN 24.0 5.1 35.8 -18.9 24.8 17.8 21.1 24.8 27.5 29.8 30.9 32.2 35.8 
JUL 26.7 3.7 35.8 11.8 26.8 21.8 24.8 26.8 28.8 31.0 32.1 33.4 35.8 
AUG 25.6 4.0 35.8 10.3 26.1 20.7 22.9 26.1 28.0 30.5 31.5 32.6 35.8 
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SEP 21.3 4.7 33.8 7.8 21.6 15.5 17.8 21.6 24.8 27.6 28.8 30.7 33.8 
OCT 15.0 5.3 28.8 -3.2 15.4 8.1 11.3 15.4 18.8 21.8 23.8 25.8 28.8 
NOV 8.2 5.4 23.8 -9.2 7.8 1.6 3.8 7.8 11.8 15.8 17.2 18.8 23.8 
DEC 1.4 5.7 20.8 -21.9 0.9 -5.7 -2.2 0.9 4.8 8.8 11.8 14.1 20.8 
Total 13 5 29 -6 13 7 10 13 17 20 22 24 29 
 
MAX_4_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN 0.5 5.5 19.3 -17.0 0.9 -6.7 -3.0 0.9 4.0 7.3 9.3 12.3 19.3 
FEB 2.5 5.5 18.3 -14.0 2.3 -4.7 -1.0 2.3 6.0 9.2 11.9 14.3 18.3 
MAR 7.5 5.9 32.3 -10.7 7.3 0.9 3.3 7.3 11.0 15.3 18.3 21.3 32.3 
APR 15.1 6.2 35.3 -7.0 14.3 7.3 10.3 14.3 19.0 23.3 26.0 29.0 35.3 
MAY 22.0 5.6 36.3 3.9 22.3 14.3 18.0 22.3 26.0 29.3 31.0 32.9 36.3 
JUN 26.6 4.5 37.3 12.0 27.0 20.9 23.9 27.0 29.3 32.3 33.3 34.3 37.3 
JUL 29.1 3.4 38.3 16.0 29.3 24.3 27.0 29.3 31.3 33.3 34.3 35.3 38.3 
AUG 28.0 3.7 38.3 13.9 28.3 23.3 25.9 28.3 30.3 32.3 33.3 34.3 38.3 
SEP 23.6 4.6 35.3 8.9 23.9 17.9 20.3 23.9 27.0 29.3 31.0 32.9 35.3 
OCT 17.2 5.3 33.3 -18.0 17.3 10.3 13.3 17.3 21.0 24.3 26.0 28.3 33.3 
NOV 9.6 5.4 25.3 -11.0 9.3 3.0 5.9 9.3 13.3 17.3 19.3 21.0 25.3 
DEC 2.8 5.4 22.3 -17.1 2.9 -4.0 -0.7 2.9 6.0 9.3 12.2 15.0 22.3 
Total 15 5 31 -3 15 9 12 15 19 22 24 26 31 
 
MAX_5_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -0.6 5.8 19.7 -18.8 -0.3 -8.3 -4.3 -0.3 3.4 6.1 8.2 10.7 19.7 
FEB 1.2 5.5 18.7 -16.8 1.4 -5.9 -2.3 1.4 4.7 7.7 9.7 12.7 18.7 
MAR 6.2 5.4 28.7 -12.3 5.7 -0.3 2.7 5.7 9.3 13.2 15.7 18.7 28.7 
APR 13.5 6.3 34.7 -7.8 13.1 6.1 8.7 13.1 17.7 22.2 24.7 27.7 34.7 
MAY 21.2 5.7 35.7 4.2 21.2 13.7 17.7 21.2 24.7 28.7 30.7 32.7 35.7 
JUN 25.9 4.7 38.7 9.2 26.2 19.7 23.1 26.2 29.2 31.7 33.2 34.7 38.7 
JUL 28.4 3.6 37.7 13.2 28.7 23.7 26.1 28.7 30.7 32.7 33.7 35.3 37.7 
AUG 27.2 3.8 37.7 13.2 27.7 22.3 24.7 27.7 29.7 31.7 32.7 34.7 37.7 
SEP 22.6 4.7 35.7 10.1 22.7 16.2 19.1 22.7 25.7 28.7 29.7 31.7 35.7 
OCT 16.1 5.4 32.7 1.3 15.7 9.1 12.3 15.7 19.7 23.3 25.7 27.7 32.7 
NOV 8.5 5.3 25.7 -8.8 8.1 2.2 4.7 8.1 12.1 15.7 18.2 20.2 25.7 
DEC 1.6 5.4 23.7 -22.8 1.7 -5.3 -1.7 1.7 4.7 7.7 10.7 13.2 23.7 
Total 14 5 31 -3 14 8 11 14 18 21 23 25 31 
 
MAX_6_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -2.2 6.9 20.6 -27.3 -1.4 
-
11.4 -6.4 -1.4 2.6 5.6 8.6 10.6 20.6 
FEB 0.1 6.4 19.6 -20.6 0.6 -8.4 -4.3 0.6 4.6 7.6 10.1 13.5 19.6 
MAR 5.5 6.3 30.6 -17.4 5.6 -2.3 1.6 5.6 9.5 13.6 16.6 19.6 30.6 
APR 13.1 6.4 33.6 -7.4 12.6 5.3 8.6 12.6 17.3 21.6 24.6 27.6 33.6 
MAY 21.0 5.9 35.6 1.7 20.6 13.5 16.6 20.6 25.3 28.6 30.6 32.7 35.6 
JUN 25.8 4.8 37.6 10.7 25.7 19.6 22.6 25.7 29.6 31.6 33.6 34.6 37.6 
JUL 28.0 3.6 37.6 13.5 28.3 23.5 25.6 28.3 30.6 32.6 33.6 34.6 37.6 
AUG 26.8 4.0 37.6 12.8 27.0 21.5 24.3 27.0 29.6 31.6 32.6 33.6 37.6 
SEP 22.2 4.9 38.6 7.4 22.1 15.6 18.6 22.1 25.6 28.6 30.6 31.9 38.6 
OCT 15.3 5.8 31.6 -0.2 14.9 7.8 11.4 14.9 19.3 23.6 25.6 27.6 31.6 
NOV 7.5 5.6 25.6 -9.3 6.7 0.6 3.6 6.7 10.9 15.4 17.6 20.6 25.6 
DEC 0.4 6.1 21.6 -23.1 0.8 -7.4 -3.4 0.8 4.6 7.6 9.7 13.4 21.6 
Total 14 6 31 -5 14 7 10 14 17 21 23 25 31 
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MIN: 
MIN 1_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -6.5 6.5 15 -31 -6 -15 -11 -6 -1 2 4 5 15 
FEB -5.1 6.1 13 -28 -5 -13 -9 -5 0 3 4 6 13 
MAR -0.4 4.9 16 -20 0 -7 -3 0 3 5 7 9 16 
APR 5.1 4.3 20 -12 5 0 2 5 8 11 13 15 20 
MAY 10.6 4.2 24 -1 11 5 8 11 14 16 18 20 24 
JUN 15.8 3.9 26 4 16 11 13 16 19 21 22 24 26 
JUL 18.8 3.5 29 8 19 14 17 19 21 24 24 25 29 
AUG 17.9 3.9 29 3 18 13 15 18 21 23 24 25 29 
SEP 13.2 4.9 25 0 13 7 10 13 17 20 21 23 25 
OCT 6.8 5.0 24 -7 7 1 3 7 10 14 15 17 24 
NOV 2.5 5.0 21 -16 2 -3 -1 2 6 9 12 14 21 
DEC -3.6 5.8 14 -25 -3 -11 -7 -3 1 4 5 7 14 
Total 6 5 21 -10 6 0 3 6 10 13 14 16 21 
 
MIN_2_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -9.2 7.3 13.4 -33.1 -8.6 -18.6 -13.6 -8.6 -3.6 0.4 1.4 3.4 13.4 
FEB -7.9 6.9 12.4 -31.9 -7.6 -17.1 -12.6 -7.6 -2.6 1.1 2.4 3.5 12.4 
MAR -2.6 5.3 16.4 -26.0 -1.9 -9.6 -5.6 -1.9 0.9 3.4 5.4 7.5 16.4 
APR 2.7 4.6 18.4 -11.1 2.4 -3.0 -0.6 2.4 5.5 9.1 10.5 12.6 18.4 
MAY 8.5 4.7 21.4 -17.3 8.4 2.4 5.0 8.4 11.7 14.4 16.4 18.4 21.4 
JUN 13.9 4.5 25.4 -17.3 14.4 8.0 10.4 14.4 17.3 19.4 20.4 21.8 25.4 
JUL 16.6 4.0 29.4 4.6 16.8 11.4 13.6 16.8 19.4 21.4 22.4 23.4 29.4 
AUG 15.6 4.4 26.4 1.0 16.1 9.5 12.7 16.1 18.7 21.4 22.4 23.4 26.4 
SEP 11.1 5.4 24.4 -3.0 11.4 4.0 7.3 11.4 14.6 18.4 20.4 21.4 24.4 
OCT 4.8 5.5 22.4 -10.2 4.4 -1.6 0.4 4.4 8.9 12.4 14.4 16.4 22.4 
NOV 0.6 5.2 18.4 -17.5 0.4 -5.6 -3.4 0.4 4.3 7.8 9.4 11.7 18.4 
DEC -5.6 6.2 15.4 -28.3 -5.1 -13.8 -9.6 -5.1 -1.3 1.4 3.4 5.4 15.4 
Total 4 5 20 -16 4 -3 0 4 8 11 12 14 20 
 
MIN_3_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -13.6 7.7 10.9 -36.0 -13.7 -23.3 -19.1 -13.7 -8.1 -3.1 -1.6 -0.1 10.9 
FEB -12.5 7.5 7.9 -34.0 -12.4 -22.1 -18.1 -12.4 -6.9 -2.9 -1.1 -0.1 7.9 
MAR -6.9 5.9 9.9 -29.1 -6.1 -15.1 -11.1 -6.1 -2.8 -0.1 1.0 2.9 9.9 
APR -0.9 4.3 12.9 -15.2 -1.2 -6.1 -4.1 -1.2 1.9 4.9 6.9 8.9 12.9 
MAY 4.5 4.7 17.9 -7.1 3.9 -1.8 0.9 3.9 7.9 10.9 12.0 13.9 17.9 
JUN 9.7 4.6 21.9 -5.1 9.9 3.3 6.3 9.9 12.9 15.9 16.9 17.9 21.9 
JUL 12.5 4.2 22.9 0.2 12.9 6.9 9.5 12.9 15.9 17.9 18.9 19.9 22.9 
AUG 11.3 4.5 22.9 -2.2 11.6 5.3 7.9 11.6 14.8 16.9 18.1 19.9 22.9 
SEP 6.6 5.6 20.9 -7.2 6.6 -0.9 2.1 6.6 10.9 13.9 16.3 17.9 20.9 
OCT 0.5 5.2 17.9 -12.1 -0.2 -6.1 -3.1 -0.2 3.9 7.9 9.9 11.9 17.9 
NOV -3.3 5.3 13.9 -21.5 -3.7 -9.4 -7.1 -3.7 -0.1 3.7 5.9 8.1 13.9 
DEC -9.9 6.7 9.9 -31.8 -9.1 -19.1 -14.1 -9.1 -5.1 -1.8 0.5 2.4 9.9 
Total 0 6 16 -17 0 -7 -4 0 4 7 9 10 16 
 
MIN_4_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -11.3 7.9 7.4 -32.9 -10.9 -21.9 -16.9 -10.9 -5.6 -0.9 0.4 2.2 7.4 
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FEB -10.3 7.6 9.4 -33.8 -10.6 -20.8 -15.6 -10.6 -4.6 -0.6 1.4 2.4 9.4 
MAR -4.8 5.8 12.4 -26.8 -3.9 -12.6 -7.9 -3.9 -0.8 2.1 3.4 5.4 12.4 
APR 0.9 4.7 15.4 -13.8 0.4 -4.6 -2.6 0.4 4.1 7.4 9.2 11.2 15.4 
MAY 6.6 4.9 19.4 -5.8 6.4 0.2 3.1 6.4 10.4 13.4 14.4 17.1 19.4 
JUN 12.0 4.6 23.4 -0.8 12.4 6.0 8.4 12.4 15.4 18.1 19.2 20.4 23.4 
JUL 14.6 4.1 24.4 3.2 14.4 9.1 12.1 14.4 17.4 19.4 20.4 21.6 24.4 
AUG 13.9 4.5 24.4 -0.9 14.1 8.1 11.1 14.1 17.4 19.4 20.4 22.2 24.4 
SEP 9.5 5.4 22.4 -5.8 9.4 2.4 5.4 9.4 13.4 17.1 18.4 19.4 22.4 
OCT 3.2 5.5 20.4 -18.0 2.4 -3.0 -0.9 2.4 7.4 11.1 13.1 14.4 20.4 
NOV -1.1 5.4 18.4 -21.9 -1.6 -7.6 -4.6 -1.6 2.4 6.1 8.4 10.4 18.4 
DEC -7.7 6.9 12.4 -30.9 -6.8 -17.6 -11.8 -6.8 -2.6 0.4 2.4 3.4 12.4 
Total 2 6 17 -16 2 -5 -2 2 6 9 11 13 17 
 
MIN_5_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -12.6 8.1 6.8 -37.5 -12.3 -23.2 -18.2 -12.3 -6.2 -1.5 0.4 1.8 6.8 
FEB -11.8 8.0 6.8 -35.1 -12.2 -22.2 -17.7 -12.2 -5.2 -1.0 0.8 2.3 6.8 
MAR -5.7 6.6 9.8 -29.7 -4.2 -15.2 -9.8 -4.2 -0.4 1.8 2.8 3.8 9.8 
APR 0.7 4.4 15.8 -16.7 0.8 -4.7 -2.2 0.8 3.8 6.0 7.8 9.8 15.8 
MAY 6.7 4.8 19.8 -5.7 6.8 0.3 2.8 6.8 10.2 13.4 14.8 15.8 19.8 
JUN 11.9 4.6 23.8 -1.3 12.2 5.3 8.7 12.2 15.4 17.8 18.8 19.9 23.8 
JUL 14.4 4.1 24.8 2.3 14.8 8.8 11.8 14.8 17.6 19.8 20.8 21.8 24.8 
AUG 13.6 4.3 24.8 -0.7 13.8 7.8 10.5 13.8 16.8 18.8 20.0 21.2 24.8 
SEP 9.2 5.3 21.8 -6.6 9.4 1.8 4.9 9.4 13.3 15.8 17.8 19.0 21.8 
OCT 2.9 5.2 18.8 -11.8 2.1 -3.2 -0.9 2.1 6.5 9.8 11.9 13.8 18.8 
NOV -1.0 5.3 16.8 -17.9 -1.2 -7.7 -4.5 -1.2 2.2 5.8 7.8 10.2 16.8 
DEC -8.3 7.1 9.8 -31.4 -7.9 -18.2 -13.2 -7.9 -2.6 0.8 1.8 3.8 9.8 
Total 2 6 17 -16 2 -6 -2 2 6 9 10 12 17 
 
MIN_6_F mean stdv max min med. 10% 25% 50% 75% 90% 95% 98% 100% 
JAN -13.2 8.8 10.3 -37.4 -13.5 -25.2 -19.7 -13.5 -6.7 -0.7 1.3 2.8 10.3 
FEB -12.3 8.4 10.3 -38.4 -12.7 -23.0 -18.7 -12.7 -5.7 -0.7 1.4 4.3 10.3 
MAR -6.1 7.3 12.3 -28.4 -5.5 -16.1 -10.7 -5.5 -0.4 2.4 4.3 6.3 12.3 
APR 1.2 4.7 17.3 -17.5 1.3 -4.6 -1.6 1.3 4.3 7.3 9.3 11.8 17.3 
MAY 7.7 4.8 22.3 -5.5 7.4 1.5 4.3 7.4 11.3 14.3 15.3 17.3 22.3 
JUN 13.1 4.3 25.3 -1.2 13.3 7.3 10.3 13.3 16.3 19.3 20.3 21.3 25.3 
JUL 15.6 3.8 25.3 -17.0 15.9 10.5 13.2 15.9 18.3 20.3 21.3 22.3 25.3 
AUG 14.5 4.0 25.3 1.5 14.6 9.3 11.4 14.6 17.3 19.4 20.7 22.3 25.3 
SEP 10.2 4.9 23.3 -4.0 10.3 3.7 6.7 10.3 14.1 16.8 18.4 20.3 23.3 
OCT 4.7 4.8 20.3 -9.7 4.3 -1.5 1.3 4.3 8.3 11.3 12.3 14.3 20.3 
NOV -0.6 5.5 17.3 -19.4 -0.5 -7.7 -4.2 -0.5 3.2 6.3 8.4 10.3 17.3 
DEC -8.6 8.0 12.3 -32.6 -7.7 -19.7 -14.1 -7.7 -2.5 1.3 3.3 5.3 12.3 
Total 2 6 18 -17 2 -5 -2 2 6 10 11 13 18 
 
Table 22: Daily temperature statistics. 
STATISTICS 
1 2 3 4 5 6 
MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN 
t_mean_HIST_ANN (1960-
2010) 15.8 4.4 15.5 2.5 14.0 0.5 14.7 1.4 13.4 -0.2 11.9 0.1 
STDV_HIST (1960-2010) 0.7 0.7 0.8 0.8 0.7 0.9 0.7 1.0 0.7 0.8 0.8 1.0 
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b1_HIST (2010-1960)/50 0.046 0.054 0.039 0.007 0.011 0.038 0.012 0.022 0.011 0.053 0.003 0.028 
MEAN_ANNUAL 1960 15.02 3.30 14.20 3.41 14.33 1.16 14.97 1.34 14.03 -1.21 11.66 0.28 
MEAN_ANNUAL 2010 17.33 6.00 16.14 3.77 14.89 3.05 15.55 2.41 14.59 1.43 11.83 1.67 
mean FOR 50 YEARS 
(DAILY) 15.9 4.4 15.5 2.5 13.6 0.2 14.7 1.4 13.4 -0.2 11.9 0.1 
stdv 11.2 9.9 10.9 10.3 11.1 10.5 11.3 10.5 11.5 10.9 12.0 11.6 
MIN -16 -32 -19 -34 -21 -35 -18 -34 -23 -38 -28 -39 
MAX 39 26 37 27 36 23 37 23 37 22 36 22 
median 17 4 16 2 14 0 16 1 14 0 13 1 
25% 7 -3 6 -4 4 -7 5 -6 4 -7 2 -7 
50% 17 4 16 2 14 0 16 1 14 0 13 1 
75% 26 13 25 11 23 8 25 10 24 9 23 9 
95% 32 19 31 18 29 16 31 17 30 16 29 16 
98% 34 21 33 20 32 18 33 19 32 17 31 18 
100% 39 26 37 27 36 23 37 23 37 22 36 22 
 
Table 23: Temperature statistics by scenarios. 
STATISTICS 
1 2 3 4 5 6 
MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN 
t_mean_2000_ALL 16.5 5.1 15.7 2.8 14.2 0.9 14.8 1.5 12.8 -0.4 12.3 0.6 
t_mean_2050_ALL 18.0 6.6 17.3 4.4 15.8 2.5 16.5 3.0 14.5 1.3 14.2 2.5 
t_mean_2100_ALL 19.9 8.4 19.2 6.2 17.6 4.2 18.4 4.8 16.3 3.1 16.2 4.6 
STDV_2000_ALL 11.2 9.8 10.9 10.0 11.0 10.1 11.3 10.3 11.4 10.6 12.1 11.4 
STDV_2050_ALL 11.0 9.6 10.7 9.8 10.9 9.9 11.1 9.9 11.3 10.2 11.7 10.9 
STDV_2010_ALL 11.2 9.6 11.0 9.9 11.0 9.8 11.4 9.9 11.4 10.1 11.7 10.7 
b_ALL(2100_1960)/ 
140 0.035 0.037 0.036 0.020 0.024 0.022 0.024 0.025 0.016 0.031 0.033 0.031 
b1_1_ALL (2050-
2000)/50 0.030 0.031 0.032 0.031 0.033 0.031 0.034 0.031 0.033 0.032 0.038 0.039 
b1_2_ALL (2100-
2050)/50 0.037 0.036 0.038 0.036 0.037 0.035 0.038 0.036 0.036 0.037 0.041 0.040 
t_mean_2000_A1b 16.6 5.1 15.8 2.9 14.1 1.0 14.8 1.5 12.8 -0.3 12.3 0.6 
STDV_2000_A1b 11.2 9.8 10.9 10.0 11.0 10.1 11.3 10.3 11.4 10.6 12.1 11.4 
t_mean_2000_A2 16.5 5.0 15.7 2.8 14.1 0.9 14.8 1.5 12.8 -0.4 12.3 0.6 
STDV_2000_A2 11.2 9.8 10.9 10.0 11.0 10.1 11.3 10.3 11.4 10.6 12.1 11.4 
t_mean_2000_B1 16.5 5.0 15.7 2.8 14.1 0.9 14.8 1.5 12.8 -0.4 12.3 0.6 
STDV_2000_B1 11.2 9.8 10.9 10.0 11.0 10.1 11.3 10.3 11.4 10.6 12.1 11.4 
t_mean_2050_A1b 18.2 6.9 17.5 4.7 16.0 2.7 16.7 3.3 14.6 1.5 14.3 2.7 
STDV_2050_A1b 10.9 9.6 10.7 9.8 10.8 9.8 11.1 9.9 11.2 10.2 11.7 10.8 
t_mean_2050_A2 18.1 6.7 17.4 4.4 15.9 2.5 16.6 3.1 14.6 1.3 14.3 2.6 
STDV_2050_A2 10.9 9.5 10.7 9.8 10.8 9.8 11.1 9.8 11.2 10.1 11.7 10.8 
t_mean_2050_B1 17.8 6.3 17.1 4.2 15.5 2.3 16.2 2.8 14.2 1.0 14.0 2.3 
STDV_2050_B1 11.1 9.6 10.8 9.9 10.9 9.9 11.2 10.0 11.3 10.3 11.9 11.0 
t_mean_2100_A1b 19.9 8.4 19.2 6.2 17.6 4.2 18.4 4.8 16.3 3.1 16.3 4.6 
STDV_2100_A1b 11.2 9.6 10.9 9.9 11.0 9.8 11.3 9.9 11.4 10.1 11.8 10.7 
t_mean_2100_A2 21.1 9.6 20.4 7.4 18.8 5.4 19.6 6.0 17.4 4.3 17.5 5.9 
STDV_2100_A2 11.4 9.7 11.2 9.9 11.2 9.8 11.6 9.9 11.5 10.0 11.7 10.6 
t_mean_2100_B1 18.7 7.3 18.0 5.1 16.4 3.1 17.2 3.7 15.1 2.0 15.0 3.3 
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STDV_2100_B1 11.0 9.5 10.7 9.7 10.8 9.7 11.1 9.8 11.2 10.0 11.6 10.7 
 
Table 24: Temperature change rates. 
STATISTICS 
1 2 3 4 5 6 
MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN 
b1_1_A1b (2050-
2000)/50 0.033 0.036 0.035 0.036 0.036 0.034 0.037 0.035 0.036 0.036 0.040 0.042 
b1_1_A2 (2050-
2000)/50 0.032 0.033 0.033 0.032 0.035 0.031 0.036 0.031 0.036 0.034 0.039 0.041 
b1_1_B1 (2050-
2000)/50 0.026 0.026 0.027 0.026 0.027 0.026 0.029 0.026 0.028 0.028 0.034 0.035 
b1_2_A1b (2100-
2050)/50 0.034 0.030 0.033 0.030 0.033 0.030 0.034 0.029 0.034 0.031 0.038 0.035 
b1_2_A2 (2100-
2050)/50 0.059 0.059 0.061 0.060 0.059 0.057 0.060 0.059 0.057 0.061 0.065 0.065 
b1_2_B1 (2100-
2050)/50 0.019 0.018 0.019 0.019 0.019 0.017 0.019 0.019 0.018 0.020 0.020 0.020 
 
Table 25: Daily precipitation statistics and change rates. 
STATISTICS 1 2 3 4 5 6 8 
t_mean_HIST_ANN_DAILY (1960-2010) 3.2 3.1 3.1 2.9 3.1 2.5 2.7 
STDV_HIST (1960-2010) 0.5 0.6 0.6 0.5 0.5 0.4 0.4 
b1_HIST (2010-1960)/50 -0.008 -0.007 -0.008 -0.007 -0.001 0.019 0.010 
MEAN_daily ANNUAL 1960 3.50 3.26 3.50 3.27 3.50 2.12 2.42 
MEAN_daily ANNUAL 2010 3.09 2.93 3.09 2.94 3.45 3.06 2.89 
variance 74 67 61 55 63 33 40 
s (scale), betta (v/mean) 23.6 21.8 20.1 19.0 20.1 13.3 15.2 
a (shape), alpha (mean/s) 0.28 0.28 0.28 0.28 0.28 0.28 0.28 
CUM_t_mean_HIST_ANN (1960-2010) 1149 1118 1113 1059 1145 896 969 
CUM_STDV_HIST (1960-2010) 198 207 215 183 172 141 149 
CUM_b1_HIST (2010-1960)/50 -3.119 -2.464 -3.109 -2.464 -0.442 6.828 3.424 
CUM_MEAN_ANNUAL 1960 1282 1192 1282 1196 1280 774 884 
CUM_MEAN_ANNUAL 2010 1126 1069 1127 1073 1258 1116 1056 
mean FOR 50 YEARS_(DAILY) 3.1 3.1 3.0 2.9 3.1 2.5 2.7 
stdv 9 8 8 7 8 6 6 
MIN 0 0 0 0 0 0 0 
MAX 149 192 161 219 144 84 115 
median 0 0 0 0 0 0 0 
25% 0 0 0 0 0 0 0 
50% 0 0 0 0 0 0 0 
75% 1 1 2 2 2 2 2 
95% 19 19 18 17 19 14 15 
98% 32 31 29 28 30 21 23 
100% 149 192 161 219 144 84 115 
t_mean_2000_ALL 2.0 2.4 2.5 2.2 2.6 2.4 2.3 
t_mean_2050_ALL 2.1 2.5 2.5 2.3 2.7 2.4 2.3 
t_mean_2100_ALL 2.2 2.6 2.6 2.3 2.8 2.5 2.4 
STDV_2000_ALL 5.0 4.5 4.3 3.8 4.4 3.2 3.4 
b_ALL (2100-1960)/140 -0.009 -0.005 -0.007 -0.007 -0.005 0.002 0.0002 
b1_1_ALL (2050-2000)/50 0.001 0.002 0.001 0.002 0.002 0.001 -0.00004 
b1_2_ALL (2100-2050)/50 0.003 0.002 0.002 0.001 0.002 0.001 0.002 
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Table 26: Monthly change in hydrologic parameters from the baseline. 
Month PRECIP_F PRECIP_M PRECIP_FQ PRECIP_FQM S.MELT_F S.MELT_M S.MELT_FQ S.MELT_FQM 
1 8 34 42 66 7 36 55 83 
2 7 32 44 66 5 30 24 44 
3 6 30 38 61 -6 11 26 40 
4 6 28 41 61 -26 -9 -2 4 
5 5 29 44 64 -61 -18 -44 7 
6 5 25 62 78 -85 -85 -88 -85 
7 5 28 42 63 57 57 56 57 
8 6 27 51 69 0 0 0 0 
9 6 31 63 85 0 0 0 0 
10 4 28 59 81 -26 2 -11 11 
11 6 29 26 47 -9 12 0 20 
12 5 26 33 52 4 24 25 43 
         
Month PET_F PET_M PET_FQ PET_FQM ET_F ET_M ET_FQ ET_FQM 
1 3 6 18 21 5 9 20 25 
2 3 6 13 16 5 9 12 17 
3 1 4 12 15 5 7 13 16 
4 1 3 7 9 5 9 10 14 
5 1 3 4 6 6 15 11 19 
6 1 2 4 5 6 19 9 20 
7 1 2 4 5 6 25 9 25 
8 1 2 4 5 4 20 7 18 
9 1 2 5 6 3 13 2 11 
10 1 3 6 8 4 6 0 5 
11 1 3 8 11 8 8 5 11 
12 2 6 15 18 6 9 12 18 
         
Month SW_F SW_M SW_FQ SW_FQM PERC_F PERC_M PERC_FQ PERC_FQM 
1 4 11 2 9 3 28 32 55 
2 5 12 2 9 6 33 21 44 
3 3 11 0 6 4 27 17 37 
4 -6 3 -10 -4 7 31 22 42 
5 -5 1 -12 -8 0 37 32 59 
6 -5 4 -14 -4 1 30 71 89 
7 -2 11 -4 13 3 30 72 89 
8 8 20 5 26 3 25 70 78 
9 5 9 5 12 0 32 56 67 
10 5 8 5 9 -4 29 33 47 
11 0 2 -2 2 4 30 26 38 
12 3 6 2 5 6 30 28 45 
         
Month SURQ_F SURQ_M SURQ_FQ SURQ_FQM GW_Q_F GW_Q_M GW_Q_FQ GW_Q_FQM 
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1 11 45 72 106 2 27 23 37 
2 9 40 45 72 4 28 26 44 
3 1 29 49 75 5 29 24 44 
4 4 37 81 112 6 30 21 42 
5 9 41 143 179 5 32 27 49 
6 6 31 258 290 2 34 40 63 
7 6 43 164 223 2 34 53 75 
8 18 61 194 278 2 31 67 85 
9 18 60 176 242 3 31 69 83 
10 14 47 147 196 0 31 61 72 
11 11 44 45 86 -1 30 42 55 
12 10 37 45 70 1 30 29 42 
         
Month WYLD_F WYLD_M WYLD_FQ WYLD_FQM SYLD_F SYLD_M SYLD_FQ SYLD_FQM 
1 8 40 59 87 19 36 116 135 
2 8 38 42 67 40 67 87 124 
3 2 29 45 70 5 41 38 63 
4 6 35 57 83 49 66 112 154 
5 6 36 68 95 14 50 87 129 
6 3 33 103 128 11 34 186 213 
7 3 36 75 105 5 39 126 163 
8 6 39 99 134 8 40 159 207 
9 9 44 114 150 13 47 179 228 
10 7 39 99 128 3 33 118 152 
11 5 38 43 70 11 38 47 81 
12 7 34 38 59 17 42 51 78 
         
Month ORGN_F ORGN_M ORGN_FQ ORGN_FQM ORGP_F ORGP_M ORGP_FQ ORGP_FQM 
1 47 55 174 182 25 28 117 123 
2 65 89 57 84 50 69 46 67 
3 -11 31 -6 9 -8 21 -12 -2 
4 91 60 100 111 64 45 71 80 
5 8 28 39 46 0 18 23 26 
6 2 4 128 103 0 -2 97 72 
7 4 14 43 50 -7 -4 22 20 
8 9 21 87 97 6 16 83 89 
9 13 27 89 100 -1 16 67 71 
10 4 16 57 66 4 17 44 54 
11 7 17 -2 11 -1 14 -7 2 
12 12 19 3 10 6 17 -1 2 
         
Month NSURQ_F NSURQ_M NSURQ_FQ NSURQ_FQM SOLP_F SOLP_M SOLP_FQ SOLP_FQM 
1 7 37 48 79 9 35 40 70 
2 9 37 42 71 8 28 23 44 
3 3 33 48 79 1 17 26 46 
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4 3 37 48 85 4 24 64 82 
5 2 33 110 148 2 21 155 171 
6 3 32 210 248 -2 12 252 263 
7 3 44 123 179 -3 16 139 172 
8 20 74 131 230 9 31 173 218 
9 21 69 108 188 14 45 130 184 
10 16 60 94 170 15 42 103 156 
11 3 33 34 69 6 30 14 49 
12 0 21 26 46 3 19 0 20 
         
Month SEDP_F SEDP_M SEDP_FQ SEDP_FQM 
    
1 46 54 144 158 
    
2 73 97 77 104 
    
3 4 43 8 26 
    
4 87 75 99 120 
    
5 24 44 53 70 
    
6 17 19 153 135 
    
7 9 19 75 79 
    
8 24 36 114 131 
    
9 22 36 105 118 
    
10 21 36 81 93 
    
11 23 34 0 17 
    
12 25 31 8 15 
     
Table 27: Annual changes in uncertainty from the baseline (scenario F).  
  F 
S.B PCP S.MELT PET ET SW PERC SURQ GWQ WYLD SYLD ORGN ORGP NSURQ SOLP SEDP 
1 10 -9 7 9 58 15 0 16 10 -30 -29 -29 -1 3 -21 
2 10 -9 7 10 66 15 -1 15 10 -30 -28 -28 -2 0 -19 
3 18 3 7 18 39 16 23 17 19 9 12 11 17 17 8 
4 18 4 7 17 54 8 44 9 20 -20 20 21 18 18 -19 
5 18 4 7 14 56 15 38 15 23 -11 18 18 20 15 -20 
6 18 4 7 7 68 3 59 4 26 -16 150 100 31 27 -13 
7 17 -2 7 16 14 7 21 7 17 18 -20 -12 17 19 -11 
8 18 4 7 15 13 5 41 6 22 -22 -18 -18 21 26 -13 
9 17 -2 7 16 7 7 22 8 17 17 -22 -12 13 12 -4 
10 18 4 7 18 68 8 39 9 20 -20 50 0 21 9 -20 
11 17 -3 7 8 16 13 32 14 25 37 -19 -31 34 8 -1 
12 18 3 7 5 95 -8 69 -6 33 53 120 100 84 48 26 
13 17 1 1 10 19 12 30 13 23 30 -16 -23 26 2 -40 
14 17 2 1 9 33 11 35 11 24 34 -19 -28 40 -20 -41 
15 20 1 1 23 39 3 30 3 19 20 -22 -21 24 -11 -30 
16 20 0 1 20 48 11 23 12 20 -32 -26 -26 15 17 -18 
17 20 0 1 16 53 23 21 24 22 11 -20 -32 18 12 -12 
18 17 2 1 25 36 9 16 9 12 17 -20 -39 15 3 -3 
19 20 0 1 18 56 16 25 17 21 11 -20 -33 23 13 -8 
20 20 0 1 25 64 9 41 9 19 -23 -24 -24 4 -12 -25 
21 20 0 1 23 39 4 31 5 19 12 -19 -33 19 -8 -7 
22 20 0 1 22 62 9 33 10 19 -25 -22 -20 18 23 -20 
23 20 0 1 24 47 7 27 8 19 4 -24 -31 12 0 -21 
24 20 0 1 20 61 12 33 13 20 -22 -24 -23 11 6 -23 
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25 20 0 1 19 60 4 46 5 21 36 -16 -25 24 -11 -22 
26 20 0 1 23 148 9 41 10 19 -23 -22 -19 5 -12 -30 
27 20 0 1 17 15 8 38 9 22 32 -15 -26 25 2 -29 
28 20 0 1 15 62 19 27 20 24 28 -19 -29 31 -12 -38 
29 20 0 1 19 71 14 25 15 20 -29 -27 -27 16 23 -22 
30 20 21 2 23 37 11 23 12 19 7 -22 -25 24 31 -20 
31 20 22 2 23 36 12 21 13 19 3 -21 -24 18 26 -20 
32 20 22 2 23 51 12 24 13 19 -29 -30 -30 24 28 -25 
33 20 2 4 26 14 9 36 9 18 -1 -6 -6 17 18 -7 
34 20 2 4 30 24 6 27 6 17 12 -20 -21 26 15 -4 
35 20 2 4 65 -1 -31 32 -32 14 29 13 32 26 6 17 
36 20 2 4 30 24 -3 43 -3 18 20 -21 -22 25 11 3 
37 20 2 4 35 20 -5 38 -5 16 36 -19 -6 26 2 13 
38 20 2 4 27 18 7 35 7 17 22 -9 -15 23 14 0 
39 20 2 4 37 16 -3 35 -4 15 33 -14 -4 29 25 11 
40 20 2 4 30 13 0 38 0 17 30 -6 6 30 28 12 
41 20 2 4 24 13 5 42 5 19 42 1 -3 21 14 8 
42 30 42 -1 32 29 8 63 9 30 -28 19 70 36 97 17 
43 10 -16 2 16 4 -23 28 -24 9 64 -25 29 23 17 15 
44 10 -16 2 15 7 -12 18 -12 8 60 -32 3 15 13 0 
45 10 -16 2 15 7 2 11 2 8 7 -19 -14 4 13 -19 
46 10 -16 2 15 -24 9 6 9 8 -32 -34 -34 -4 14 -25 
47 10 -16 2 8 3 -10 39 -10 11 48 -4 12 62 30 9 
48 10 -16 2 12 4 -13 23 -14 9 35 -28 -15 36 12 -4 
49 10 -16 2 14 6 -18 30 -18 9 51 6 11 23 28 16 
50 10 -16 2 14 20 -10 17 -10 8 8 -25 -19 11 30 -15 
51 30 42 -1 38 12 11 53 11 27 6 2 3 30 15 0 
52 10 -16 2 15 15 -9 16 -9 9 1 -19 -10 16 9 -16 
53 10 -16 2 12 16 -3 17 -2 9 -32 -37 -37 9 40 -30 
 
Table 28: Annual percentage from a baseline (scenario M).   
  M 
S.B PCP S.MELT PET ET SW PERC SURQ GWQ WYLD SYLD ORGN ORGP NSURQ SOLP SEDP 
1 31 5 9 13 74 50 27 51 43 -1 -5 -6 35 13 0 
2 31 5 9 13 84 47 27 49 43 2 -2 -3 34 14 5 
3 42 23 9 27 57 48 63 50 54 42 46 45 56 38 31 
4 42 24 9 25 69 39 83 40 54 0 57 57 47 39 -5 
5 42 24 9 23 73 48 81 49 59 12 54 53 52 35 0 
6 42 24 9 14 69 30 104 31 60 2 250 100 67 46 9 
7 40 17 9 25 -6 31 55 32 48 49 -14 -3 47 31 -5 
8 42 24 9 22 12 34 82 35 56 -8 -4 -5 51 45 3 
9 40 17 9 24 -12 37 57 38 51 45 -14 0 43 26 6 
10 42 24 9 26 72 38 80 39 54 -11 100 0 56 28 -10 
11 40 16 9 20 18 43 67 45 58 61 -7 -20 72 8 8 
12 42 23 9 31 31 9 99 11 55 -26 200 200 102 9 -21 
13 40 20 3 25 22 42 63 44 56 67 -9 -17 60 -2 -38 
14 40 21 3 20 42 42 72 44 59 76 -14 -22 83 -13 -39 
15 46 23 3 34 41 30 69 32 53 54 -15 -13 61 2 -22 
16 46 22 3 32 45 40 60 42 55 -18 -16 -17 49 32 -8 
17 46 22 3 27 52 58 54 61 57 40 -19 -34 58 22 -6 
18 40 21 3 44 40 35 44 36 39 51 -17 -40 42 -9 5 
19 46 22 3 30 52 47 64 49 57 38 -19 -35 71 29 -1 
20 46 22 3 34 55 38 79 39 51 -27 -27 -26 31 0 -25 
21 46 22 3 33 42 34 67 36 52 42 -16 -33 55 0 5 
22 46 22 3 34 60 37 77 39 54 -26 -23 -18 64 61 -16 
23 46 22 3 33 44 36 64 37 52 34 -18 -29 43 13 -12 
24 46 22 3 32 55 41 77 42 55 -27 -28 -27 51 21 -23 
25 46 22 3 33 55 32 85 33 53 66 -12 -21 57 -13 -16 
26 46 22 3 34 129 41 72 42 51 -24 -25 -24 28 -8 -30 
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27 46 22 3 28 17 40 77 41 58 69 -7 -22 61 17 -22 
28 46 22 3 26 60 55 65 57 62 62 -17 -28 82 0 -37 
29 46 22 3 33 70 42 66 44 56 -19 -22 -22 58 33 -16 
30 47 48 3 37 40 44 60 46 55 35 -17 -20 63 37 -21 
31 47 49 3 37 37 41 57 43 54 20 -16 -17 53 32 -26 
32 47 49 3 38 53 40 66 42 55 -14 -19 -18 65 36 -12 
33 47 29 5 42 17 37 82 38 52 35 24 26 55 32 21 
34 47 29 5 44 24 34 65 36 50 36 -11 -12 61 26 5 
35 47 29 5 76 -2 -7 64 -7 44 50 40 71 49 19 30 
36 47 29 5 45 24 25 79 25 50 50 -20 -17 51 18 14 
37 47 29 5 51 21 23 72 23 47 62 -8 16 53 4 25 
38 47 29 5 42 19 36 75 37 51 47 0 -7 56 25 10 
39 47 29 5 53 16 26 67 26 47 58 2 21 57 53 24 
40 47 29 5 45 14 29 74 29 50 56 14 34 61 59 27 
41 47 29 5 39 15 33 82 34 53 70 11 11 49 20 24 
42 56 69 1 47 42 35 109 36 65 -6 60 114 77 148 70 
43 37 8 4 28 3 1 65 1 41 105 -25 54 65 48 29 
44 37 8 4 28 7 15 53 16 41 100 -24 18 53 42 10 
45 37 8 4 30 6 30 43 31 40 35 -14 -9 38 38 -8 
46 37 8 4 31 -24 40 37 41 40 -11 -20 -19 25 24 -6 
47 37 8 4 21 3 18 79 19 45 85 11 34 109 70 23 
48 37 8 4 28 4 13 58 13 41 69 -18 -1 78 41 9 
49 37 8 4 28 7 8 67 9 41 92 15 22 61 55 30 
50 37 8 4 30 20 15 52 16 40 39 -18 -12 47 30 -5 
51 56 69 1 53 19 40 91 40 60 27 14 17 56 20 18 
52 37 8 4 31 15 19 48 19 39 26 -7 5 45 38 -7 
53 37 8 4 28 18 27 51 28 42 -19 -27 -27 42 40 -20 
 
Table 29: Annual percentage from a baseline (scenario FQ). 
  FQ 
S.B PCP S.MELT PET ET SW PERC SURQ GWQ WYLD SYLD ORGN ORGP NSURQ SOLP SEDP 
1 44 16 12 8 68 65 75 67 70 6 3 3 66 57 16 
2 44 16 12 8 78 63 77 65 68 7 5 5 69 57 24 
3 58 39 12 25 55 62 136 64 83 117 116 114 95 88 92 
4 58 40 12 22 66 47 157 48 84 32 126 121 79 79 24 
5 58 40 12 20 69 62 154 64 91 53 116 112 86 77 30 
6 58 40 12 13 73 38 163 39 86 31 375 200 95 76 30 
7 64 32 12 25 20 27 111 28 84 99 -4 4 76 61 3 
8 58 40 12 22 14 37 141 38 83 23 19 17 79 79 26 
9 64 32 12 24 -10 45 113 46 89 99 -3 12 73 50 24 
10 58 40 12 24 73 52 138 54 84 26 200 0 88 53 20 
11 64 31 12 13 19 62 142 63 108 156 23 -8 116 32 48 
12 58 39 12 13 125 17 187 20 104 1 380 300 191 64 11 
13 64 38 6 16 20 68 138 70 112 155 1 -17 107 33 -20 
14 64 38 6 13 45 60 154 62 109 191 -7 -18 136 3 -21 
15 65 26 6 26 44 37 121 38 86 113 -1 -9 84 13 4 
16 65 26 6 25 50 53 104 55 89 1 4 4 66 52 19 
17 65 26 6 21 56 66 106 69 90 112 -4 -20 76 50 7 
18 64 39 6 20 55 51 143 53 92 135 5 -22 105 74 34 
19 65 26 6 23 58 70 111 73 92 116 -1 -18 86 47 14 
20 65 26 6 32 68 48 144 50 78 2 -2 0 45 15 0 
21 65 26 6 27 43 39 119 41 82 101 2 -12 70 14 21 
22 65 26 6 28 65 59 126 61 88 3 11 20 86 102 20 
23 65 26 6 29 50 41 113 42 81 77 -4 -14 58 29 -1 
24 65 26 6 26 64 64 125 66 88 2 -3 -2 63 36 3 
25 65 26 6 25 64 43 147 44 84 188 5 -13 81 0 10 
26 65 26 6 29 153 52 140 53 79 1 5 5 42 19 0 
27 65 26 6 22 16 38 156 39 93 193 8 -8 89 33 -7 
28 65 25 6 20 64 73 119 75 101 157 -5 -23 107 12 -26 
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29 65 26 6 24 74 72 111 74 95 1 1 1 75 54 12 
30 71 58 5 27 48 67 128 70 107 104 -4 -19 100 71 -1 
31 71 59 5 27 44 64 114 67 103 73 -7 -19 85 63 -12 
32 71 59 5 27 70 69 138 71 107 58 13 13 107 75 26 
33 70 45 8 32 14 55 182 57 92 78 79 77 104 86 71 
34 70 45 8 37 22 42 131 43 86 104 4 5 96 56 18 
35 70 45 8 68 -4 -18 109 -18 72 105 91 150 84 39 72 
36 70 45 8 36 24 28 147 33 85 95 -9 -1 84 57 22 
37 70 45 8 41 19 25 140 26 81 113 48 66 85 41 41 
38 70 45 8 33 17 48 162 50 90 142 20 13 97 71 23 
39 70 45 8 44 16 23 139 24 81 109 60 73 92 129 46 
40 70 45 8 36 12 29 154 29 85 106 68 94 96 136 50 
41 70 45 8 29 12 43 167 44 92 160 68 61 88 60 44 
42 79 74 3 27 29 67 185 69 115 452 142 99 145 91 120 
43 50 -8 7 4 0 19 96 19 67 130 38 120 78 101 29 
44 50 -8 7 4 4 30 88 31 69 127 13 67 70 85 14 
45 50 -8 7 4 4 42 82 43 69 96 1 10 57 73 -4 
46 50 -7 7 5 -25 56 86 57 71 8 -5 -5 44 46 13 
47 50 -8 7 -1 -1 27 140 28 76 113 48 86 112 124 38 
48 50 -8 7 1 0 27 102 27 74 101 4 30 82 72 21 
49 50 -8 7 4 2 30 103 30 71 130 30 43 71 94 34 
50 50 -8 7 7 1 34 90 34 72 79 -6 3 55 43 0 
51 79 74 3 39 9 63 160 67 102 94 57 60 90 59 64 
52 50 -7 7 1 23 15 94 15 69 67 18 36 59 84 9 
53 50 -8 7 7 5 39 98 39 74 -2 -16 -16 57 52 -5 
 
Table 30: Annual percentage from a baseline (scenario FQM). 
  FQM 
S.B PCP S.MELT PET ET SW PERC SURQ GWQ WYLD SYLD ORGN ORGP NSURQ SOLP SEDP 
1 22 27 14 16 75 19 41 20 27 18 11 12 48 40 21 
2 22 27 14 16 85 19 42 20 27 22 15 16 50 39 29 
3 77 52 14 30 81 87 172 89 112 113 119 116 133 100 100 
4 77 52 14 27 88 70 194 72 112 29 123 121 105 97 24 
5 77 52 14 25 93 88 192 90 122 47 106 100 117 92 30 
6 77 52 14 18 80 56 202 57 113 33 425 200 129 90 35 
7 83 44 14 29 -4 44 142 45 110 128 -1 10 104 69 5 
8 77 52 14 26 14 56 179 58 112 26 30 28 106 93 37 
9 83 44 14 29 -11 64 145 66 117 129 1 19 103 59 29 
10 77 52 14 29 83 76 172 78 112 22 200 0 120 69 20 
11 83 44 14 20 21 85 175 87 137 187 34 -1 157 49 57 
12 77 51 14 21 107 19 242 23 133 5 480 300 266 85 16 
13 83 50 8 24 22 89 173 93 142 194 4 -16 149 48 -15 
14 83 50 8 19 46 82 192 84 139 238 -4 -23 186 15 -12 
15 88 44 8 34 57 57 162 59 118 151 6 -4 125 20 10 
16 88 44 8 34 57 71 142 73 122 16 15 15 102 67 33 
17 88 44 8 29 72 94 141 97 122 146 -2 -20 116 60 12 
18 83 50 8 23 44 80 170 82 121 169 11 -20 136 83 44 
19 88 44 8 33 73 95 149 98 125 150 2 -16 135 61 20 
20 88 44 8 36 80 77 175 79 109 18 8 11 71 35 13 
21 88 44 8 34 61 63 155 65 113 135 6 -8 106 26 30 
22 88 44 8 37 82 83 169 86 120 20 27 40 134 140 36 
23 88 44 8 35 60 67 147 69 112 108 3 -9 90 42 6 
24 88 44 8 34 78 90 167 92 119 19 8 9 104 55 17 
25 88 44 8 31 74 65 191 67 116 235 11 -17 122 15 23 
26 88 44 8 34 197 78 179 80 110 16 19 19 71 38 10 
27 88 44 8 28 25 65 197 67 127 262 13 -18 131 44 5 
28 88 44 8 28 88 101 159 104 136 203 -2 -30 166 18 -18 
29 88 44 8 35 98 93 153 96 128 17 10 10 120 72 22 
30 94 79 7 38 49 88 166 92 140 134 -1 -18 144 86 4 
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31 94 80 7 38 44 78 151 81 134 100 -4 -18 128 74 -8 
32 94 80 7 39 71 87 181 90 140 74 19 20 153 89 35 
33 93 66 9 43 16 78 232 80 124 100 100 100 151 100 86 
34 93 66 9 47 23 65 169 67 116 122 11 15 135 69 19 
35 93 66 9 76 -6 -6 142 -7 99 126 127 194 112 32 80 
36 93 66 9 47 23 49 183 57 114 120 -6 10 116 68 20 
37 93 66 9 53 18 47 175 48 110 127 71 97 114 48 41 
38 93 66 9 44 19 72 204 74 121 162 26 23 134 82 23 
39 93 66 9 54 15 46 173 47 109 122 82 104 122 156 46 
40 93 66 9 46 12 50 194 51 115 122 89 128 133 168 54 
41 93 66 9 40 13 65 212 67 122 181 77 82 124 71 44 
42 106 102 5 43 42 88 245 90 152 532 163 113 198 88 120 
43 83 23 9 33 3 12 157 12 103 234 27 141 132 148 50 
44 83 23 9 32 7 35 138 35 104 226 18 78 117 126 27 
45 83 23 9 34 6 62 123 64 104 132 4 12 95 105 6 
46 83 24 9 35 -24 83 128 85 105 45 17 16 80 70 44 
47 83 23 9 25 3 36 214 36 114 202 66 108 189 184 64 
48 83 23 9 27 5 26 160 27 110 173 13 40 148 111 37 
49 83 23 9 30 7 26 171 27 108 225 41 53 126 141 52 
50 83 23 9 34 22 36 142 36 108 123 0 9 108 79 12 
51 106 103 4 56 19 85 210 90 136 124 70 73 123 63 82 
52 83 24 9 31 15 27 138 27 104 105 31 49 103 115 20 
53 83 23 9 33 20 53 150 54 112 20 -2 -2 107 98 15 
 
Table 31: Significance test (t-Test) of uncertainty estimates (scenarios F and FQ). 
Intercept F FQ 
Precip 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 997.19 24.48 40.74 0.000 974.934 31.405 31.044 0.000 
year 3.16 0.54 5.88 0.000 4.011 0.688 5.831 0.000 
future d. -35.38 45.42 -0.78 0.437 385.486 58.278 6.615 0.000 
                  
Snowmelt 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 237.795 9.925 23.958 0.000 241.898 13.111 18.451 0.000 
year -0.518 0.217 -2.382 0.019 -0.676 0.287 -2.353 0.020 
future d. 38.428 18.419 2.086 0.039 113.743 24.330 4.675 0.000 
                  
Pet 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 936.007 5.229 179.018 0.000 925.065 6.523 141.822 0.000 
year 0.627 0.115 5.475 0.000 1.048 0.143 7.334 0.000 
future d. -15.479 9.703 -1.595 0.113 -2.549 12.104 -0.211 0.834 
                  
Et 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 348.051 3.887 89.539 0.000 345.094 5.218 66.137 0.000 
year 0.694 0.085 8.153 0.000 0.808 0.114 7.069 0.000 
future d. 21.075 7.213 2.922 0.004 20.744 9.683 2.142 0.034 
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Sw 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 25.3188 0.772 32.780 0.000 25.368 0.793 31.974 0.000 
year 0.05306 0.017 3.136 0.002 0.051 0.017 2.944 0.004 
future d. -0.68714 1.433 -0.479 0.632 -0.671 1.472 -0.456 0.649 
                  
Perc 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 330.487 9.968 33.154 0.000 326.556 11.477 28.453 0.000 
year 1.095 0.218 5.016 0.000 1.247 0.251 4.958 0.000 
future d. -61.336 18.498 -3.316 0.001 75.912 21.298 3.564 0.001 
                  
Surq 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 302.653 14.259 21.226 0.000 287.943 19.877 14.486 0.000 
year 1.310 0.312 4.194 0.000 1.876 0.435 4.308 0.000 
future d. 4.704 26.460 0.178 0.859 279.955 36.887 7.590 0.000 
                  
Gw_q 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 302.145 8.997 33.585 0.000 298.482 10.443 28.582 0.000 
year 1.054 0.197 5.346 0.000 1.195 0.229 5.221 0.000 
future d. -58.317 16.695 -3.493 0.001 71.067 19.380 3.667 0.000 
                  
Wyld 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 617.179 21.632 28.531 0.000 598.453 28.226 21.202 0.000 
year 2.445 0.474 5.159 0.000 3.165 0.618 5.118 0.000 
future d. -55.569 40.143 -1.384 0.169 357.325 52.379 6.822 0.000 
                  
Syld 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 2.748 0.595 4.620 0.000 2.832 0.748 3.789 0.000 
year -0.016 0.013 -1.201 0.232 -0.019 0.016 -1.153 0.251 
future d. 1.449 1.104 1.313 0.191 3.930 1.387 2.833 0.005 
                  
Orgn 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 2.651 0.757 3.501 0.001 2.790 0.830 3.362 0.001 
year -0.041 0.017 -2.447 0.016 -0.046 0.018 -2.527 0.013 
future d. 2.551 1.405 1.815 0.072 3.293 1.540 2.138 0.034 
                  
Orgp 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 0.434 0.094 4.640 0.000 0.446 0.102 4.362 0.000 
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year -0.005 0.002 -2.534 0.012 -0.006 0.002 -2.519 0.013 
future d. 0.301 0.174 1.731 0.086 0.390 0.190 2.054 0.042 
                  
Nsurq 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 2.680 0.123 21.831 0.000 2.597 0.150 17.331 0.000 
year 0.005 0.003 1.957 0.052 0.008 0.003 2.574 0.011 
future d. 0.242 0.228 1.061 0.290 1.689 0.278 6.073 0.000 
                  
Solp 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 0.061 0.003 22.132 0.000 0.061 0.003 18.935 0.000 
year 0.000 0.000 2.550 0.012 0.000 0.000 2.300 0.023 
future d. -0.001 0.005 -0.148 0.882 0.036 0.006 6.054 0.000 
                  
Sedp 
  Coeff. Stand. Error t Stat P-value Coeff. Stand. Error t Stat P-value 
Intercept 0.100 0.024 4.089 0.000 0.106 0.027 3.893 0.000 
year -0.001 0.001 -2.395 0.018 -0.002 0.001 -2.572 0.011 
future d. 0.081 0.045 1.781 0.077 0.116 0.051 2.289 0.024 
 
Table 32: Significance test (t-Test) of uncertainty estimates (scenarios M and FQM). 
Intercept M FQM 
Precip 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 982.858 25.223 38.967 0.000 966.153 31.267 30.900 0.000 
year 3.707 0.553 6.708 0.000 4.349 0.685 6.349 0.000 
future d. 204.060 46.806 4.360 0.000 607.820 58.024 10.475 0.000 
                  
Snowmelt 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 242.490 10.618 22.838 0.000 246.906 13.914 17.745 0.000 
year -0.699 0.233 -3.003 0.003 -0.868 0.305 -2.849 0.005 
future d. 102.027 19.704 5.178 0.000 170.816 25.821 6.615 0.000 
                  
Pet 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 932.172 5.660 164.695 0.000 921.221 6.991 131.774 0.000 
year 0.775 0.124 6.247 0.000 1.196 0.153 7.808 0.000 
future d. -9.326 10.503 -0.888 0.376 3.325 12.973 0.256 0.798 
                  
Et 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
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Intercept 349.788 4.012 87.185 0.000 345.349 4.073 84.790 0.000 
year 0.628 0.088 7.140 0.000 0.798 0.089 8.946 0.000 
future d. 71.964 7.445 9.666 0.000 64.156 7.558 8.488 0.000 
                  
Sw 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 25.493 0.776 32.835 0.000 25.854 0.767 33.721 0.000 
year 0.046 0.017 2.725 0.007 0.032 0.017 1.935 0.055 
future d. 0.608 1.441 0.422 0.674 1.483 1.423 1.042 0.299 
                  
Perc 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 323.221 10.335 31.275 0.000 320.384 11.268 28.432 0.000 
year 1.375 0.226 6.073 0.000 1.484 0.247 6.012 0.000 
future d. 22.969 19.178 1.198 0.233 121.454 20.911 5.808 0.000 
                  
Surq 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 294.349 15.276 19.268 0.000 284.906 20.940 13.606 0.000 
year 1.629 0.335 4.869 0.000 1.993 0.459 4.344 0.000 
future d. 104.632 28.348 3.691 0.000 409.382 38.858 10.535 0.000 
                  
Gw_q 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 295.112 9.368 31.504 0.000 292.515 10.368 28.214 0.000 
year 1.324 0.205 6.452 0.000 1.424 0.227 6.270 0.000 
future d. 20.442 17.384 1.176 0.242 113.979 19.240 5.924 0.000 
                  
Wyld 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 601.336 22.644 26.557 0.000 589.247 28.957 20.349 0.000 
year 3.054 0.496 6.156 0.000 3.519 0.634 5.547 0.000 
future d. 126.924 42.020 3.021 0.003 532.147 53.737 9.903 0.000 
                  
Syld 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 2.720 0.640 4.249 0.000 2.890 0.814 3.549 0.001 
year -0.015 0.014 -1.039 0.301 -0.021 0.018 -1.183 0.239 
future d. 2.036 1.188 1.713 0.089 4.923 1.511 3.257 0.001 
                  
Orgn 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 2.697 0.780 3.458 0.001 2.826 0.851 3.321 0.001 
year -0.042 0.017 -2.479 0.014 -0.047 0.019 -2.538 0.012 
future d. 2.783 1.447 1.923 0.057 3.482 1.579 2.205 0.029 
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Orgp 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 0.439 0.096 4.563 0.000 0.443 0.105 4.227 0.000 
year -0.005 0.002 -2.554 0.012 -0.006 0.002 -2.412 0.017 
future d. 0.334 0.179 1.869 0.064 0.393 0.195 2.018 0.046 
                  
Nsurq 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 2.613 0.132 19.830 0.000 2.554 0.160 15.938 0.000 
year 0.008 0.003 2.727 0.007 0.010 0.004 2.889 0.004 
future d. 1.010 0.244 4.130 0.000 2.708 0.297 9.108 0.000 
                  
Solp 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 0.062 0.003 21.514 0.000 0.061 0.003 18.069 0.000 
year 0.000 0.000 2.324 0.022 0.000 0.000 2.528 0.013 
future d. 0.013 0.005 2.480 0.014 0.052 0.006 8.418 0.000 
                  
Sedp 
  Coeff. Stand. Er. t Stat P-value Coeff. Stand. Er. t Stat P-value 
Intercept 0.102 0.025 4.021 0.000 0.108 0.028 3.823 0.000 
year -0.001 0.001 -2.468 0.015 -0.002 0.001 -2.602 0.010 
future d. 0.092 0.047 1.956 0.052 0.127 0.053 2.407 0.017 
 
Table 33: Python script 2 
# 
# ----------------------------------------------------------------------------------  
# Functions 
       
# usage: "file.nc", "tasmax", "sumsT", 366, 53 
def ProcessNetCDFFile(ncFile, var, sumsparam, times, projs): # Creates raster files from NetCDF files 
and calculates sums, sumsqs, mean, and variance 
 
    # Print some statistics about parameters passed to the function 
    print "\n" + "---------------------------------" 
    print "Processing NetCDF files..." 
    print "File name is " + ncFile 
 
    sums = "" 
    mean = "" 
 
    if sumsparam == "sumsT": 
        sums = arcpy.env.workspace + os.sep + sumsparam + ".img" 
 
    if sumsparam == "sumsqsT": 
        sums = arcpy.env.workspace + os.sep + sumsparam + ".img" 
        mean = arcpy.env.workspace + os.sep  + "Mean.img" 
  
    firstRun = True  # when true the sumsT raster will be a copy of the first slice 
 380 
     
    for t in range(0, times): 
 
        for p in projs: 
 
            try: 
                     
                layerName = var + "_T" + str(t) + "P" + str(p) 
                print "layer name : " + layerName 
                 
                # Process: Make NetCDF Raster Layer... 
                arcpy.MakeNetCDFRasterLayer_md(ncFile, var, "lon", "lat", layerName, "", "projection " + 
str(p) + "; time " + str(t), "BY_INDEX") 
 
                tempRaster = arcpy.env.workspace + os.sep + "temp_T" + str(t) + "_P" + str(p) + 
"_CopyRaster.img"  
                print "I am going to make " + tempRaster 
                     
                 
                if sumsparam == "sumsT": 
                     
                    # Calculating sums...             
                    print "Calculating sums..." 
                    if ((t == 0) and (firstRun == True)): 
                        rast = Raster(layerName) 
                        if (arcpy.Exists(sums)): 
                            arcpy.Delete_management(sums) 
                    else: 
                        arcpy.CopyRaster_management(sums, tempRaster) 
                        rast = Raster(layerName) + Raster(tempRaster) 
                     
                    rast.save(sums)                    
                 
                     
                if sumsparam == "sumsqsT": 
 
                    print "Calculating squared sums..." 
                    if ((t == 0) and (firstRun == True)): 
                        rast2 = (Raster(layerName) - Raster(mean)) * (Raster(layerName) - Raster(mean)) 
                        if (arcpy.Exists(sums)): 
                            arcpy.Delete_management(sums) 
                    else: 
                        arcpy.CopyRaster_management(sums, tempRaster) 
                        rast2 = (Raster(layerName) - Raster(mean)) * (Raster(layerName) - Raster(mean)) + 
Raster(tempRaster) 
                         
                    rast2.save(sums) 
 
            except Exception, e: 
 
                print e 
                continue 
 
            finally: 
                 
                firstRun = False 
 
                # Do cleanup 
                DeleteSingleFile(layerName) 
                DeleteSingleFile(tempRaster) 
 381 
                 
 
def CalculateMean(Times, Projs): 
                     
………… 
The rest of the script is available upon request after publication. 
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APPENDIX C 
SPATIO-TEMPORAL UNCERTAINTY ANALYSIS 
 
Table 34: Equations of the spatial temporal dynamic model. 
CC SWD List of equations:  
Variable   A_Total : A_Total = sum([A])  
 Where: 
  [A] = Value(s) of PATCH/A 
 Variable   F_Total : F_Total = sum([F])  
 Where: 
  [F] = Value(s) of PATCH/F 
 Variable   O_Total : O_Total =  sum([O])  
 Where: 
  [O] = Value(s) of PATCH/O  
Variable   P_A to A : P_A to A = 0.735  
Variable   P_A to F : P_A to F = 0.08   
Variable   P_A to U : P_A to U = 0.183  
Variable   P_F to A : P_F to A = 0.011   
Variable   P_F to F : P_F to F = 0.928   
Variable   P_F to U : P_F to U = 0.059  
Variable   P_U to A : P_U to A = 0.010   
Variable   P_U to F : P_U to F = 0.004   
Variable   P_U to U : P_U to U = 0.985   
Variable   Runoff per Ha : Runoff per Ha = (Total_Runoff/Watershed_Area)/1.44  
 Where: 
  Watershed_Area = Value(s) of Watershed Area 
  Total_Runoff = Value(s) of Total Runoff   
Variable   SAver AET : SAver AET = sum([AET])/3025  
 Where: 
  [AET] = Value(s) of PATCH/AET   
Variable   SAver ET : SAver ET = sum([ET])/3025  
 Where: 
  [ET] = Value(s) of PATCH/ET  
Variable   SRunoff : SRunoff = sum([Runoff])/3025  
 Where: 
  [Runoff] = Value(s) of PATCH/Runoff  
Variable   SSoilLoss : SSoilLoss = sum([Soil_Loss])/3025  
 Where: 
  [Soil_Loss] = Value(s) of PATCH/Soil Loss 
Variable   Soil Loss per Ha : Soil Loss per Ha = (Total_Soil_Loss/Watershed_Area)/1.44  
 Where: 
  Watershed_Area = Value(s) of Watershed Area 
  Total_Soil_Loss = Value(s) of Total Soil Loss 
Variable   Total Runoff : Total Runoff = sum([Watershed_Runoff])  
 Where: 
  [Watershed_Runoff] = Value(s) of PATCH/Watershed Runoff  
Variable   Total Soil Loss : Total Soil Loss = sum([Watershed_Soil_Loss])  
 Where: 
  [Watershed_Soil_Loss] = Value(s) of PATCH/Watershed Soil Loss  
Variable   U_Total : U_Total = sum([U])  
 Where: 
  [U] = Value(s) of PATCH/U   
Variable   Watershed Area : Watershed Area = sum([Watershed])  
 Where: 
  [Watershed] = Value(s) of PATCH/Watershed   
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Variable   r_P : r_P = rand_var(0,1)   
Variable   r_T : r_T = rand_var(0,1)  
 
………… 
The rest of the script is available upon request after publication. 
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APPENDIX D 
WATER SUSTEAINABILITY GRADIENT ANALYSIS 
 
Table 35: Zonal statistics of temperature (
0
C) and evapotranspiration (mm) by 
subbasin. 
  T (0C) AET (mm) 
S.B. MIN  MAX   RANGE   MEAN  STD   MIN  MAX  RANGE  MEAN  STD  
1 -7 1 8 0 1 338 460 121 411 27 
2 -8 1 9 0 2 368 465 96 429 23 
3 2 3 1 3 0 412 454 42 435 10 
4 3 4 1 3 0 442 487 46 459 10 
5 2 3 1 2 0 411 464 52 443 9 
6 3 3 0 3 0 454 455 2 454 0 
7 2 3 1 3 0 447 489 41 464 8 
8 1 3 2 2 0 445 481 35 463 7 
9 3 3 0 3 0 446 475 30 459 8 
10 3 3 0 3 0 444 474 30 455 9 
11 3 4 1 3 0 456 489 34 476 6 
12 3 4 1 4 0 461 507 46 481 13 
13 3 3 1 3 0 444 552 108 465 17 
14 3 4 1 3 0 431 556 126 485 16 
15 1 2 2 1 0 446 478 32 466 8 
16 1 3 2 2 1 448 476 28 467 6 
17 1 3 2 2 0 416 487 72 454 16 
18 2 3 1 2 0 440 483 43 474 6 
19 2 4 2 3 0 417 557 140 471 24 
20 2 3 1 3 0 428 478 49 462 11 
21 3 5 2 4 0 452 548 96 499 24 
22 3 5 2 4 0 462 516 54 494 12 
23 -1 3 4 1 0 423 489 66 449 13 
24 -3 3 6 1 1 445 504 60 474 15 
25 2 4 2 3 0 441 483 42 467 9 
26 2 4 2 3 0 396 466 70 440 15 
27 3 5 2 4 0 382 482 99 441 21 
28 5 8 3 6 1 288 441 153 369 38 
29 7 10 2 8 1 173 324 151 225 42 
MIDDLE 0 3 3 2 1 420 499 78 459 15 
UPPER 3 4 1 3 0 444 487 42 465 10 
LOWER 4 6 2 5 0 336 439 103 388 25 
 
Table 36: Zonal statistics of temperature (
0
C) for each CC scenario by subbasin. 
  T B1 (0C) T A2 (0C) 
S.B. MIN  MAX   RANGE   MEAN   STD   MIN  MAX  RANGE  MEAN   STD   
1 0 5 5 4 1 1 7 6 6 1 
2 2 5 3 4 1 4 7 3 6 1 
3 5 7 2 6 0 7 8 1 8 0 
4 6 8 2 7 0 8 9 1 8 0 
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5 5 6 1 5 0 6 8 2 7 0 
6 6 6 0 6 0 8 8 0 8 0 
7 5 7 2 6 0 7 8 2 8 0 
8 5 7 2 5 1 7 8 2 7 0 
9 6 7 1 7 0 8 9 1 8 0 
10 7 7 0 7 0 9 9 0 9 0 
11 6 7 1 7 0 8 9 1 9 0 
12 7 7 0 7 0 9 9 1 9 0 
13 6 7 1 7 0 8 9 1 9 0 
14 7 8 1 7 0 8 10 2 9 0 
15 5 6 1 5 0 7 8 1 7 0 
16 5 6 1 6 0 7 9 2 8 0 
17 4 6 3 6 0 6 8 2 7 1 
18 5 6 1 6 0 7 9 2 8 0 
19 6 7 1 7 0 7 9 2 8 0 
20 6 7 1 6 0 8 9 1 8 0 
21 7 8 1 7 0 8 10 2 9 0 
22 7 8 2 7 0 9 10 1 9 0 
23 2 6 4 4 1 4 8 4 6 1 
24 2 6 4 5 1 4 8 4 7 1 
25 6 7 2 7 0 8 9 2 9 0 
26 6 7 2 7 0 8 9 2 9 0 
27 7 9 2 8 1 9 11 2 10 1 
28 9 11 2 10 1 10 12 2 11 0 
29 10 12 2 11 0 12 14 2 13 0 
MIDDLE 4 6 2 5 1 6 9 3 7 1 
UPPER 6 7 1 7 0 8 9 1 8 0 
LOWER 8 9 2 9 1 9 11 2 10 0 
 
Table 37: Zonal statistics of evapotranspiration (mm) for each CC scenario by subbasin. 
  AET B1 (mm) AET A2 (mm) 
S.B. MIN  MAX   RANGE   MEAN  STD   MIN  MAX  RANGE  MEAN  STD  
1 398 574 176 522 36 435 632 201 579 39 
2 470 570 100 536 19 527 630 103 592 17 
3 494 583 89 534 15 547 631 84 593 18 
4 526 648 122 589 30 582 727 145 651 35 
5 494 535 41 515 12 539 593 54 561 13 
6 530 535 5 531 1 580 584 4 582 1 
7 514 585 70 532 10 548 633 85 568 11 
8 515 541 26 525 5 548 586 39 561 9 
9 522 534 13 530 2 546 557 10 551 3 
10 522 528 7 526 1 543 555 12 553 2 
11 523 602 79 551 19 548 676 128 584 31 
12 474 537 63 517 11 470 572 102 539 18 
13 498 532 34 520 7 510 562 52 543 11 
14 272 513 241 415 54 181 530 349 380 84 
15 460 569 109 529 25 461 636 175 569 42 
16 292 538 246 422 63 175 584 410 402 98 
17 441 556 115 515 20 432 609 177 546 32 
18 311 520 209 421 54 192 544 353 398 85 
19 349 536 188 492 42 280 562 282 501 62 
20 353 476 124 437 29 291 484 194 425 45 
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21 483 670 187 575 39 481 725 244 615 58 
22 393 517 123 458 27 338 538 199 445 43 
23 403 541 138 487 32 364 595 231 512 54 
24 296 476 180 390 41 209 498 289 350 64 
25 305 455 150 370 34 225 452 227 322 52 
26 213 344 130 269 32 105 276 171 170 37 
27 182 357 174 249 42 76 292 215 159 51 
28 144 254 110 206 24 76 211 135 128 26 
29 115 272 157 162 38 48 246 198 113 36 
MIDDLE 379 534 155 474 35 338 572 235 483 53 
UPPER 499 568 69 532 14 523 615 92 567 20 
LOWER 192 336 144 251 34 106 295 189 178 41 
Chi-
square    <0.001 <0.001    <0.001 <0.001 
 
Table 38: Zonal statistics of precipitation (mm) and runoff (mm) for each subbasin. 
  PCP (mm) Q (mm) 
S.B. MIN  MAX   RANGE   MEAN   STD   MIN  MAX  RANGE  MEAN   STD   
1 549 813 265 662 70 539 812 273 654 70 
2 542 802 260 675 60 532 799 267 668 59 
3 658 819 160 717 36 649 818 169 712 36 
4 629 781 152 711 31 620 778 158 707 31 
5 594 768 174 665 49 585 768 183 662 50 
6 762 764 2 764 1 754 765 11 761 2 
7 614 767 153 656 39 605 765 160 653 39 
8 554 656 102 612 28 545 653 109 606 29 
9 568 620 53 596 13 564 618 54 593 13 
10 565 592 27 572 6 562 591 29 570 6 
11 591 731 139 675 38 582 729 147 673 38 
12 557 669 112 620 29 554 667 113 618 28 
13 564 634 70 592 17 558 632 74 590 17 
14 527 615 88 564 12 523 615 92 563 12 
15 583 661 78 619 22 574 659 86 615 21 
16 502 670 167 560 26 497 668 170 559 26 
17 529 641 112 563 17 520 640 120 557 18 
18 501 600 99 566 22 499 598 98 564 21 
19 515 639 124 576 26 511 638 127 573 27 
20 528 593 65 569 13 519 592 73 568 13 
21 537 754 217 671 42 535 752 217 668 42 
22 522 664 142 595 32 513 663 150 592 31 
23 543 690 148 623 29 535 689 154 620 29 
24 516 731 215 632 61 510 731 220 630 61 
25 495 583 88 544 21 486 583 97 543 21 
26 402 530 128 472 31 399 528 129 470 30 
27 384 556 172 470 38 382 554 172 468 38 
28 292 451 159 373 38 289 450 161 372 38 
29 179 329 150 231 42 154 329 174 228 43 
MIDDLE 533 674 141 600 31 527 673 146 597 31 
UPPER 596 716 119 654 29 589 714 125 651 29 
LOWER 350 490 139 418 34 342 489 147 416 34 
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Table 39: Zonal statistics of precipitation for each CC scenario by subbasin.  
  PCP B1 (mm) PCP A2  (mm) 
S.B. MIN  MAX   RANGE   MEAN   STD   MIN  MAX  RANGE  MEAN   STD   
1 657 966 309 787 64 720 1044 325 856 70 
2 581 942 361 747 87 629 1053 424 818 104 
3 681 851 170 779 38 718 908 189 827 44 
4 665 803 139 729 23 682 845 164 759 25 
5 701 818 117 755 28 748 882 134 808 30 
6 791 801 11 796 2 832 843 11 837 2 
7 701 803 102 737 17 743 845 102 779 17 
8 646 791 145 761 22 702 844 142 812 21 
9 710 753 44 730 10 742 795 53 765 11 
10 711 748 37 732 11 744 782 38 765 11 
11 681 758 77 727 19 718 797 79 763 18 
12 697 749 53 733 7 721 787 66 766 9 
13 677 756 79 723 19 713 800 87 759 19 
14 614 768 154 697 33 643 805 162 724 34 
15 654 795 141 694 22 715 871 156 756 25 
16 520 756 235 674 58 538 819 281 724 67 
17 636 824 188 754 34 693 884 191 809 35 
18 572 764 191 682 44 604 820 216 734 50 
19 581 833 252 716 56 604 895 291 757 63 
20 645 747 102 718 21 689 804 115 768 23 
21 589 843 254 706 54 596 879 283 735 57 
22 591 753 162 654 36 599 782 183 667 41 
23 554 859 305 725 55 592 917 325 778 57 
24 456 750 294 593 75 489 807 318 630 84 
25 569 724 155 645 34 588 779 191 677 42 
26 469 685 216 576 54 476 707 231 596 62 
27 472 1129 658 670 111 482 1147 666 685 113 
28 396 581 186 489 35 393 594 201 484 38 
29 233 489 256 309 60 221 477 256 294 60 
MIDDLE 596 813 218 709 47 636 877 241 759 53 
UPPER 680 789 109 737 22 712 832 120 774 24 
LOWER 428 722 294 538 59 432 741 309 547 63 
 
Table 40: Zonal statistics of runoff (mm) for each CC scenario by subbasin. 
  Q B1 (mm) Q A2 (mm) 
S.B. MIN  MAX   RANGE   MEAN   STD   MIN  MAX  RANGE  MEAN   STD   
1 648 964 316 778 65 710 1042 331 848 70 
2 571 933 361 740 86 619 1043 424 811 103 
3 672 849 177 775 38 709 907 198 822 44 
4 659 803 143 726 23 677 845 168 756 25 
5 693 817 124 752 28 741 881 140 805 30 
6 781 799 17 793 3 822 840 18 834 3 
7 693 801 108 735 17 738 843 105 776 17 
8 637 789 152 756 23 692 842 149 807 22 
9 702 751 49 727 10 734 792 58 762 11 
10 709 746 37 729 10 742 780 38 763 11 
11 679 757 78 725 18 716 795 79 761 18 
12 694 748 54 731 8 718 785 67 764 9 
 388 
13 671 753 82 720 19 706 796 90 756 20 
14 612 768 156 696 33 641 805 164 723 34 
15 644 792 148 690 22 705 870 164 752 25 
16 515 756 241 673 57 534 819 285 722 67 
17 627 821 194 748 34 683 881 197 803 35 
18 568 762 195 680 43 600 819 219 732 50 
19 578 830 253 713 55 601 892 291 754 63 
20 642 746 104 716 21 687 803 116 767 23 
21 587 840 253 704 54 595 876 281 733 57 
22 583 753 171 652 36 594 783 189 665 41 
23 544 857 313 721 56 583 916 333 775 58 
24 446 750 304 590 75 478 805 327 628 84 
25 565 724 160 643 34 583 779 195 676 42 
26 467 684 217 574 54 474 707 233 593 62 
27 469 1129 660 668 111 479 1147 668 683 114 
28 396 578 183 487 35 389 591 201 483 39 
29 209 488 279 306 61 196 476 280 291 61 
MIDDLE 589 811 222 705 47 629 874 245 756 53 
UPPER 674 788 114 734 22 707 831 124 771 24 
LOWER 421 721 300 536 59 424 740 315 545 63 
Chi-
square    <0.001 <0.001    <0.001 <0.001 
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Figure 124: Uncertainty statistics in evapotranspiration (mm) by subbasins. 
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Figure 125: Uncertainty statistics in precipitation (mm) by subbasins. 
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Figure 126: Uncertainty statistics in temperature (
0
C) by subbasins. 
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Figure 127: Uncertainty statistics in runoff (mm) by subbasins. 
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Figure 128: Uncertainty statistics in net runoff (mm) by subbasins. 
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