Recent work [2] [5] [ l l ] [12] [14] has illustrated the promise of multilevel approaches for partitioning large circuits. Multilevel partitioning recursively clusters the instance until its size is smaller than a given threshold, then unclusters the instance while applying a partitioning refinement algorithm. Our multilevel partitioner uses a new technique to control the number of levels in the matchingbased clustering phase and also exploits recent innovations in classic iterative partitioning 171 [IO]. Our heuristic outperforms numerous existing bipartitioning heuristics, with improvements ranging from 6.9 to 27.9% for 100 runs and 3.0 to 20.6% for just 10 runs (while also using less CPU time).
Introduction
A netlist hypergraph H ( V , E ) has n modules V = { V I , v2, . . . v,,}; a net e E E is defined to be a subset of V with size greater than one.
A bipartitioning P = { X , Y } is a pair of disjoint clusters (i.e., subsets of V) X and Y such that X U Y = V . The cut of a bipartitioning P = { X , Y } is the number of nets which contain modules in both X and Y , i.e., cut(P) = / { e I e n X # 0,enY # S}l. LetA(v) denote the area of v E V and letA(S) = CvcsA(v) denote the area of a subset S C V . Given a balance tolerance r, the min-cut bipartitioning problem seeks a solution P = { X , Y } that minimizes cut(P) subject to " 9 < A ( X ) , A ( Y ) 5 w.
The standard bipartitioning approach is iterative improvement based on the Kernighan-Lin algorithm, which was later improved by Fiduccia-Mattheyses (FM) [8] . The FM algorithm begins with some initial solution { X , Y } and proceeds in a series ofpasses. During a pass, modules are successively moved between X and Y until each module has been moved exactly once. Given a current solution {X',Y'}, the previously unmoved module v E X' (or Y') with highest gain (= cut({X' -v,Y'+v) ) -c u t ( { X , Y } ) ) moved from X' to Y'. After each pass, the best solution {X',Y'} observed during the pass becomes the initial solution for a new pass, and the passes terminate when a pass does not improve the initial solution. FM has been widely adopted due to its short runtimes and ease of implementation.
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Request permissions from Publications Dept, ACM Inc., fax + I (212) itive (the obvious way to improve a given solution is to repeatedly make it better via small changes), easy to describe and implement, and relatively fast. Hence, much work has sought to improve upon the classic FM algorithm [7] [lo] [15] . Other works attempt to use iterative improvement as an engine inside other algorithmic approaches such as large-scale Markov chains [9] , two-phase clustering [4] or multilevel clustering [5] [12] [ I l l [14] (see [3] for a survey on partitioning and clustering techniques).
This paper proposes a new multilevel circuit partitioning algorithm that is motivated by the success of multilevel partitioners [12] [14] in the scientific computing community. We have added two key ingredients to the functionality of our partitioner, which significantly improve performance: (i) we use the CLIP algorithm of [7] within our FM implementation, and (ii) we use a matching based clustering that halts prematurely so that more than 5 clusters are generated. This causes the multilevel coarsening to proceed more slowly, a major source of our superior solution quality.
The Multilevel Partitioning Paradigm
As problem sizes grow larger, the performance of iterative improvement approaches such as FM tend to degrade. The technique of clustering or coarsening is commonly used to deal with increasing problem sizes. The netlist modules are divided into many small clusters, and these clusters form the new nodes of a smaller, coarser netlist. Iterative improvement can then be run on this coarsened netlist. Since multilevel partitioning is based on this concept, we now present some definitions to make these ideas more rigorous. 
A New Multilevel Algorithm
Figure 1 describes ML, our multilevel algorithm for partitioning netlist hypergraphs. The algorithm accepts a netlist Ho as input along with two user parameters T and R. T sets a threshold that bounds the number of modules in the smallest netlist Hm, and R is a parameter used by the Match coarsening algorithm explained below. The variable m denotes the number of levels used during coarsening, and the variables P ' and P i denote intermediate clustering and bipartitioning solutions respectively.
The first four steps in Figure 1 form 
3.
Hi+] ( x + l , E i + l ) = Induce(Hi,pk). 4. S e t i = i + l .
.
Let m = i. Pm = FMPartition(H,,NlJLL).
6. fori=m-1 downtoOdo 7. Pi = Project(Hi+l,Pi+l).
8. P i = FMPartition(Hi,Pi).
9. returnPo. new netlist Hi+l induced by pk (while preserving module areas).
Step 5 The term ft emphasizes nets with fewer modules, and the term gives preference to matching modules with smaller areas to help prevent cluster sizes from becoming too unbalanced. If such a w can be found then v and w are matched together, i.e., they form a new cluster. If no unmatched w exists (i.e., all of the neighbors of v are matched), then v is assigned to its own cluster. When computing the conn function, we ignore nets with more than ten modules to reduce runtimes.
The matching algorithms of [4] [ 121 [ 141 seek maximal matchings, which generally forces the ratio of IVt+l I to IVll to be $. .
We believe that maximal matching can result in too few levels; a slower coarsening gives the refinement algorithm more opportunities to construct better solutions. Further, slower coarsening reduces the differences between successively coarser netlists Hl and H,+1 which implies that iterative refinement of Hi will take fewer passes to converge. To control the speed of coarsening, Match takes a parameter 0 5 R 5 I, called the matching ratio, specifying the fraction of modules to be matched. For example, when R = 1 a maximal matching is sought, but when R = 0.5 the matching continues only until half of the modules are matched (each remaining unmatched module is assigned to its own cluster). Figure 2 shows the Match coarsening procedure. The while loop in Step 2 continues as long as the ratio of matched modules to the total number of modules is less than R or until all the modules have been examined.
Step 3 adds the current module v,qJ) to
Procedure Match Input:
H, (V,,E,) S e t j = j + l .
7. while J < IV,l do 8.
9
. S e t j = j + l .
10. return pk = {C, ,~2 , .
. . ,ck}.
< R and j < IV,l do Set k = k+ 1. Add vn(I) to cluster ck. Figure 1 , then a random starting solution is constructed. Our partitioner uses FM with a LIFO bucket scheme [lo] and may also use CLIP [7] if desired. CLIP uses the idea of infinite weight tie-breaking, e.g., suppose that moving module v, increases the gain of v, by one. Instead of increasing the gain by just one, it could be increased by two, five, ten, etc. The authors of [7] actually propose to increase the gain by an infinite factor and accomplish this by initializing all cells to the zero gain bucket in order of their true gains. Experiments in [7] show that CLIP averages 18% improvement over FM (both using a LIFO bucket scheme). 
Experimental Results
We ran our partitioner on 23 of the standard benchmarks from the CAD Benchmarking Laboratory (ftp.cbl.ncsu.edu or visit our web site at http://vlsicad.cs.ucla.edu/). The characteristics for these test cases can be found in e.g., [2] [7]. We report bipartitioning results for unit module areas with r = 0.1. The FM-and CLIP-based implementations for our ML algorithm are denoted by MLF and MLc respectively. For all experiments, the coarsening threshold was set to T = 35 modules.
Our first ekperiments study the effects of varying the matching ratio parameter R: we ran ML 100 times for each test case with R values 1.0, 0.5 and 0.33. Due to space limitations, Table l includes only the data for the 12 largest test cases (see [I] , or our website http://vlsicad.cs.ucla.edu/ , for the entire data set).
For all the benchmarks, the difference among minimum cuts for various values of R is less than 2%, except for the largest benchmarks. However, the minimum cuts significantly improve for the very largest benchmarks (particularly golem3) for smaller values of R. Over all 23 benchmarks, ML,c yielded 7.9% and 9.5% respective reduction of average cut size for R = 0.5 and R = 0.33 over R = 1.0, while MLc yielded 6.9% and 7.6% lower average cuts. For R = 1 .O, the average cuts of MLc were 5.5% lower than those of MLF. We choose to use MLc with R = 0.5 for comparing with other algorithms since the gains of CLIP over FM and R = 0.5 over R = 1.0 are significant, while reducing R to 0.33 does not seem worth the extra runtime [l] . Ale Many works which present bipartitioning results for unit module areas and size constraints corresponding to r = 0.1. Table 2 compares the cuts and obtained by MLc with R = 0.5 for 100 and I O runs to seven such algorithms in the literature. GM [2] and HB [l I] [7] are three modifications to the FM engine. More complete comparisons with other algorithms whose results are subsumed by these works can be found in [ 11 or our website. The last two rows of the table respectively give the percent improvements of MLc with 100 runs, and MLc with 10 runs, over the other algorithms in terms of cut size. MLc with 100 runs averages between 6.9% and 27.9% improvement in cut sizes. Even when limiting MLc to just 10 runs, we still obtain between 3.0% and 20.6% improvement over the other algorithms.'
From Table I we see that the average cut obtained for golem3 was 1465, which is still significantly better than the best known result. The table also reports the total time required for 10 runs of 'For 10 and 100 runs of M k , we respectively averaged 19.1% and 21.9% improvement over our implementation of LSMC 191 (22 test cases), 6.5% and 11.1% improvement over GFM 1161 (13 test cases), and -1.7% and 2.4% improvement over PANZA 1171 (9 test cases). Note that PANZA does not report results some of the largest benchmarks (e.g., industry2, nvqsmall, avqlarge, and golem3) for which our approach has been particularly successful. As the golem3 data shows, multilevel partitioning is best suited for very large instances: however, the lack of public test cases with more than 25,000 modules makes this difficult to illustrate. Indeed, the algorithms have begun to converge to the same cut size for most of the smaller benchmarks; without newer, larger test cases, it will be difficult to recognize improvement or innovation from any new parti tioner.
Our current efforts seek to speed up our approach (e.g., via boundary refinement schemes and propagation of gain data down the hierarchy [ 121 [ 141) while maintaining high solution quality.
We have also integrated a 4-way partitioning version of MLc to yield an excellent quadrisection-based placement tool [ 131.
