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Abstract
The entropy is a measure of uncertainty that plays a central role in information theory.
When the distribution of the data is unknown, an estimate of the entropy needs be obtained
from the data sample itself. We propose a semi-parametric estimate, based on a mixture
model approximation of the distribution of interest. The estimate can rely on any type of
mixture, but we focus on Gaussian mixture model to demonstrate its accuracy and versatil-
ity. Performance of the proposed approach is assessed through a series of simulation studies.
We also illustrate its use on two real-life data examples.
Keywords: entropy, estimation, Gaussian mixtures, mixture models, mutual
1 Introduction
Differential entropy for continuous random variables, also called simply the entropy, is an
extension of the concept of entropy introduced by Shannon (1948). Consider a multivariate
continuous random variable Y ∈ Rp with probability density function f(y). The entropy of
Y is defined as
H(Y ) = −
∫
Y
f(y) log f(y)dy = −E[log f(Y )], (1)
where Y = {y : f(y) > 0} is the support set of the random variable. The entropy is a measure
of the average uncertainty or information content in a random variable, and forms one of
the core ideas in Information Theory (Shannon, 1948). For a comprehensive introduction
see Cover & Thomas (2006).
Estimation of the entropy in (1) can be pursued in different ways. A general approach
that can always be applied, either in the univariate and multivariate case, being the random
variable discrete or continuous, is Monte Carlo (MC) integration. This technique directly
approximates equation (1) by drawing iid samples {y˜i}si=1 from f(y) and then compute:
HMC(Y ) = −1
s
s∑
i=1
log f(y˜i).
By the law of large numbers, HMC(Y ) → H(Y ) as s → ∞, thus MC approximation guar-
antees convergence to the true value of the entropy, although a very large MC sample size
is required to reasonably approximate the expected value.
A more efficient approach is available if we are willing to assume a specific distributional
form f(y) = f(y;θ), which depends on the unknown (possibly a vector) parameter θ. Closed-
form expressions for the differential entropy of several univariate distributions are readily
available in the literature. For a review see Michalowicz et al. (2014). However, only few
multivariate distributions admit an analytical solution, most of them being linked to the
multivariate Gaussian distribution: see Michalowicz et al. (2014, pp. 172–173) for the
multivariate Gaussian, and Muniz et al. (2014) or De Queiroz et al. (2016) for related
distributions. In particular, if Y is a multivariate Gaussian random variable, i.e. Y ∼
N (y;µ,Σ), where µ is the mean vector and Σ the covariance matrix, then the entropy can
be shown to be given by
H(Y ) =
1
2
log((2pie)p|Σ|). (2)
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In the univariate case the above formula simplifies to H(Y ) =
1
2
log(2pieσ2). Thus, when
a closed-form expression is available the problem becomes that of estimating the unknown
parameter θ. If θ̂ is the maximum likelihood estimate of θ, then the estimate of the entropy
is guaranteed to be both asymptotically unbiased and efficient (see Kay, 1993, Theorem 7.3,
p. 183).
If we cannot assume a particular known distribution, we need to estimate f(y). Simple
nonparametric estimators are the histogram, where the range of observed values are divided
into discrete “bins”, and kernel density estimation. Both estimators depend on the size of
the dataset and on the choice of tuning parameters, such as the bin width or the kernel band-
width. The R package infotheo (Meyer, 2014) provides estimates of Information-Theory
measures, including the entropy, for both univariate and multivariate variables based on his-
togram estimators. Two nonparametric procedures for estimating the Mutual Information
(see 4.4), and so the entropy as by-product, are provided by the R package mpmi (Pardy,
2019), using a kernel density estimator with and without bias-correction (Pardy et al. ,
2018), and by the R package rmi (Michaud, 2018), using a local nearest neighbor estimator
based on Gaussian kernel and kNN selected bandwidth (Gao et al. , 2017).
A semiparametric estimate of f(y) can also be obtained using mixture models, where the
unknown density is approximated by a convex linear combination of one or more probability
density functions. According to Fru¨hwirth-Schnatter (2006, p. 237), ”[f]inite mixture distri-
butions can be used to derive arbitrarily accurate approximations to practically any given
probability distribution, provided that the number of components is not limited”. Following
this line of thought, we propose a generic approach to estimate the entropy of an arbitrary
(multivariate) distribution f using a finite mixture as an approximation for f . We show
that a natural estimate can be derived as a side product of the celebrated EM algorithm
(Dempster et al. , 1977). Because of their popularity, we focus here on Gaussian mixture
models (GMM), but the approach can be extended to any mixture.
In this contribution we propose a method for estimating the entropy of a (possibly
multivariate) distribution, using a finite mixture as an approximation of the distribution of
interest f . The paper is organized as follows. Section 2 derives the entropy for a general
mixture, while Section 3 contains the proposed estimation method. Section 4 presents some
simulation studies to evaluate the performance of the proposed entropy estimation procedure
and compares it with some of the estimation methods mentioned above. Section 5 provides
examples of real data applications, namely image quantization and segmentation (5.1), and
structure identification of tree-shaped graphical models (5.2). The final section provides
some concluding remarks.
2
2 Entropy of finite mixture distributions
Suppose that the density of Y can be expressed as a finite mixture of the form
f(y) =
K∑
k=1
pikψk(y), (3)
where pi1, . . . , piK are the mixing weights, which satisfy pik > 0 and
∑K
k=1 pik = 1, and ψk()
for k = 1, . . . ,K are the component densities of the mixture. Usually, ψk(y) = ψ(y;θk), i.e.
component densities share the same distribution, but with different parameter θk. In the
sequel, we use ψ(·;θ) as a notation for a generic (parametric) distribution, and use φ(·;µ,Σ)
specifically for the Gaussian distribution.
The mixture distribution in (3) can be equivalently described by the following hierarchical
generative model:
Z ∼M(1;pi), Y | (Z = k) ∼ ψk(y), (4)
where M(1;pi) is the multinomial distribution with pi = (pi1, pi2, . . . , piK). From the defini-
tion of entropy in (1), and considering the hierarchical model in (4), we have that
H(Y ) = −EZ
[
EY |Z [log f(Y )]
]
= −
K∑
k=1
pikE [log f(Y ) | Z = k]
= −
K∑
k=1
pik
∫
Y
ψk(y) log f(y)dy. (5)
Then, the decomposition of log f(y) that inspires the EM algorithm states that
log f(y) = E [log p(Z, Y ) | Y = y]− E [log p(Z | Y ) | Y = y]
=
K∑
k=1
τk(y) (log pik + logψk(y)− log τk(y)) ,
where τk(y) indicates the conditional probability, that is
τk(y) = Pr (Z = k | Y = y) = pikψk(y)∑K
g=1 pigψg(y)
.
A regular EM algorithm provides estimates of the quantities pik, ψk(y), and thus τk(y).
However, according to equation (5), we still need to evaluate the integral
Ak =
∫
Y
ψk(y) log f(y)dy. (6)
Case of Gaussian mixtures. GMM corresponds to the case where the general mixture
in (3) can be written as
f(y) =
K∑
k=1
pikφ(y;µk,Σk), (7)
where {pi1, pi2, . . . , piK−1,µ1, . . . ,µK ,Σ1, . . . ,ΣK} are the parameters of the mixture model,
with (pi1, pi2, . . . , piK) the mixing weights, and φ(y;µk,Σk) the underlying multivariate Gaus-
sian density function of kth component with mean vector µk and covariance matrix Σk. No
closed-form expression exist for the entropy of such a mixture, but several approximations of
it have been proposed in the literature (Julier & Uhlmann, 1996; Goldberger & Aronowitz,
2005; Hershey & Olsen, 2007; Huber et al. , 2008), which are recalled in Appendix A.
3
3 Estimation
We now describe how to use the formulas derived in the previous section to get a mixture-
based estimate the entropy of a distribution f . We then turn to the specific use of Gaussian
mixture models and discuss how the proposed estimate can be implemented in practice.
3.1 Estimating the entropy
Suppose we have observed an iid sample {yi}ni=1 from the distribution f . An EM algorithm
can be used to fit a finite mixture model to the sample {yi}ni=1, yielding estimates for the
mixing weights pik, the component densities ψ̂k(yi), the conditional probabilities τ̂k(yi), and
a plug-in estimate of the density for each data point
f̂(yi) :=
K∑
k=1
pikψ̂k(yi).
An estimate of Ak, defined in (6), is still needed, and this can be obtained by a change
of measure. Indeed, one may observe that
Ak =
∫
f(y)
ψk(y)
f(y)
log f(y)dy,
which is well defined because, from the definition of the mixture in (3), f dominates each
ψk. Now because the yi are iid from f(y), we may define
Âk =
n∑
i=1
wk(yi) log f̂(yi),
where the weights are defined as
wk(yi) =
ψ̂k(yi)
f̂(yi)
∝ τ̂k(yi)
npik
, with
n∑
i=1
wk(yi) = 1.
Finally, we end up with the following mixture-based estimate of the entropy :
Ĥ(Y ) = −
K∑
k=1
pikÂk = −
K∑
k=1
pik
(
n∑
i=1
τ̂k(yi)
npik
log f̂(yi)
)
= − 1
n
n∑
i=1
K∑
k=1
τ̂k(yi) log f̂(yi) = − 1
n
∑
i
log f̂(yi), (8)
where the last equality comes from noting that
∑K
k=1 τ̂k(yi) = 1 for any yi. A remarkable
advantage of this estimator is that does not require any Monte Carlo sampling, apart from
the data themselves.
The estimator in (8) can also be obtained from a different perspective following a plug-in
principle. Since our goal is to estimate H(Y ) = −E[log f(Y )] based on an iid sample, we
could replace the theoretical expectation with its empirical counterpart, that is Ê [g(Y )] =
n−1
∑n
i=1 g(yi), and use the mixture-based estimate f̂ of the density. Then, the estimator
in (8) simply writes Ĥ(Y ) = −Ê[log f̂(Y )]. Therefore, the proposed estimator is semi-
parametric in the sense that the density f̂ is estimated parametrically, whereas the estimate
of the expectation Ê is nonparametric.
3.2 GMM-based entropy estimate
The estimator we propose is based on a GMM approximation of the true density f . In-
deed, GMMs can approximate any continuous density with arbitrary accuracy provided the
model has a sufficient number of components and the parameters of the model are correctly
estimated (Escobar & West, 1995; Roeder & Wasserman, 1997).
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A first way to estimate H(Y ) would consist in fitting a GMM – as defined in equation
(7) – to the observed sample {yi}ni=1 and then to plug the estimates {pik}Kk=1, {µ̂k}Kk=1, and
{Σ̂k}Kk=1 into one of the approximation of H(Y ) given in Appendix A. Such an estimate
would suffer from both the possibly poor accuracy of the approximation of the theoretical
entropy of a Gaussian mixture and from the uncertainty of the parameter estimates.
We rather opt for the semi-parametric estimator Ĥ(Y ) defined in equation (8), setting
f̂(y) :=
K∑
k=1
pikφ(y; µ̂k, Σ̂k).
To our knowledge, our estimate is the only one that is directly connected to the estimation
procedure.
3.3 Practical implementation
The estimation procedure we propose relies on a mixture-based density estimate, which needs
to be precisely defined. In case of GMMs both the number of components K and the form of
the covariance matrix within each component must be selected. Parsimonious parametriza-
tions of covariance matrices for GMMs can be obtained by adopting the eigen-decomposition
Σk = λkV kDkV
>
k (Banfield & Raftery, 1993; Celeux & Govaert, 1995), where λk is a scalar
controlling the volume of the ellipsoid, Dk is a diagonal matrix controlling its shape, and
V k is an orthogonal matrix controlling the orientation of the ellipsoid.
Unlike many applications, such those involving clustering of data, the analysis of these
features is not our main interest here, since we do not aim to obtain a precise description
of the components distribution. Still, a wide variety of models can be considered and a
classical option consists in choosing the ’best one’. The Bayesian information criterion (BIC;
Schwarz, 1978) is likely the most popular for GMMs. For a given model m, it is defined as
BIC(m) = 2̂`m − νm log(n), where ̂`m stands for the maximized log-likelihood of the data
sample of size n under model m, and νm for the number of independent parameters to be
estimated. For GMMs the latter depends on the number of mixture components and the
assumed within-component covariance matrices. Among the set of M models considered,
the one chosen is then
m̂ = argmax
m=1,...M
BIC(m).
Some results about the consistency of BIC are available under the assumption that the
likelihood is bounded (Keribin, 2000) and for selecting the number of mixture components
in the case of univariate density estimation (Roeder & Wasserman, 1997).
Finally, we should mention that, because entropy estimation can be considered for many
different purposes, the GMM that is actually used for this estimation can be selected in a
completely problem-specific manner, as discussed in Sections 4.3–4.4, and illustrated in the
applications in Section (5.2).
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4 Simulation studies
In this section we present a series of simulation studies conducted to assess the accuracy
of the proposed entropy estimate for several distributions with closed-form expression for
the entropy. Furthermore, we provide a comparison with some common estimation methods
implemented in R packages available on CRAN (https://cran.r-project.org). In the
following list, the methods under comparison and the corresponding labels used in Figures 1–
7 are described. Further details are provided in Section 1.
• Entropy[MLE]: entropy computed from closed-form expression with MLEs plugged-in
for unknown parameters;
• EntropyGMM: entropy estimator based on our proposal in equation (8) for GMMs;
• UT, VAR, SOTE: approximated entropy estimators for GMMs described in Appendix
A and available in the package ppgmmga (Serafini & Scrucca, 2019);
• infotheo|*|**: histogram-based estimation of the entropy using discretization method *
(eqfreq = equal frequencies for each variable; eqwidth = equal width binning algorithm
for each variable; gleqwidth = global equal width over the range of all the variables)
and estimation method ** (emp = estimator based on the empirical probability distri-
bution; mm = Miller-Madow asymptotic bias corrected empirical estimator; shrink =
shrinkage estimator based on the entropy of the Dirichlet probability distribution; sg
= Schurmann-Grassberger estimator based on the entropy of a Dirichlet probability
distribution). These estimators are available in the package infotheo (Meyer, 2014);
• mpmi|*: kernel density-based estimator with * indicating without (mi) or with (bcmi)
bias correction, and available in the package mpmi (Pardy, 2019);
• lnn: local nearest neighbour-based estimator available in the package rmi (Michaud,
2018).
4.1 Gaussian distribution
Assume a single-component multivariate Gaussian mixture, i.e. f(y) = N (y;µ,Σ). In this
simple case, the MLE of the entropy is obtained by substituting the usual MLE estimates
of µ and Σ in equation (2):
Ĥ(Y ) =
1
2
log
(
(2pie)p|Σ̂|
)
.
To investigate the sampling behaviour of our estimator, we conducted a simulation exper-
iment where we generated data from a bivariate Gaussian distribution with mean µ = (0, 0)>
and covariance matrix Σ = [ 1.0 0.80.8 2.0 ]. For each simulated dataset we compare the true en-
tropy of the multivariate Gaussian with the estimates obtained by (i) plug-in the MLE of
the covariance matrix, and (ii) using equation (8) with estimates of unknown quantities
obtained from the“best” GMM as selected by BIC. The box-plots in Figure 1 show the
results for 1000 replications. Our mixture-based estimator for the entropy is producing es-
timates almost identical to the MLEs obtained under the assumption of knowing the true
data generating mechanism. There is a slight difference for sample size n = 100, where the
mixture-based estimator incorporates also the uncertainty due to the model selection step.
However, the proposed estimator appears to be asymptotically unbiased and efficient.
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Figure 1: Simulation results for correlated bivariate Gaussian distribution. The top panel shows
dotcharts of entropy estimates for increasing sample sizes; each facet contains for each method un-
der comparison the average entropy (square symbol) and the (2.5%, 97.5%)-percentiles (horizontal lines)
from 1000 simulation runs; blue vertical lines represent the theoretical entropy value. Bottom panels
show the simulation results for the mixture-based entropy estimator. The bottom-left panel reports the
box-plots for increasing sample sizes, with horizontal blue line representing the theoretical value of the
entropy. The bottom-right panel reports the mean squared error (MSE) as function of the inverse-square
root of sample sizes for checking
√
n-consistency.
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4.2 Mixed-Gaussian distribution
The mixed-Gaussian distribution is often considered as a noise model in a number of signal
processing applications (Wang & Wu, 2007). It can be defined by splitting a Gaussian
distribution N (0, σ2) into two parts, centring one half at +µ, and the other at −µ and
summing the resultants. The density function is thus given by
f(y) =
1
2
√
2piσ
(
exp{−(x− µ)2/2σ2}+ exp{−(x+ µ)2/2σ2}) −∞ < y <∞,
and has mean zero and variance equal to µ2 + σ2. Clearly, the mixed-Gaussian distribution
is a particular form of Gaussian mixture with K = 2 components having equal proportions,
means (−µ, µ) and common variance σ2. Figure 2 shows some shapes obtained by changing
the parameter µ. As µ increases from 0, in which case is equivalent to the standard Gaussian
distribution, the distribution increasingly shows a bimodal structure.
Michalowicz et al. (2008) derived the entropy for the mixed-Gaussian distribution, which
can be computed as
H(Y ) =
1
2
log(2pieσ2) + (α2 − I),
where (α2 − I) is a function of α = µ/σ and it is tabulated in Michalowicz et al. (2008,
Table 1). The fact that a closed-form solution is available warranties its inclusion in the
simulation study.
0.0
0.1
0.2
0.3
0.4
−6 −3 0 3 6
y
D
en
si
ty
MixedGaussian(µ = 0, σ = 1)
0.00
0.05
0.10
0.15
0.20
0.25
−6 −3 0 3 6
y
D
en
si
ty
MixedGaussian(µ = 1, σ = 1)
0.00
0.05
0.10
0.15
0.20
−6 −3 0 3 6
y
D
en
si
ty
MixedGaussian(µ = 2, σ = 1)
0.00
0.05
0.10
0.15
0.20
−6 −3 0 3 6
y
D
en
si
ty
MixedGaussian(µ = 3, σ = 1)
Figure 2: Density plots of selected mixed-Gaussian distributions.
In the simulation experiment we generated data from a set of mixed-Gaussian distri-
butions with mean µ = {0, 1, 2, 3} and σ = 1. Figures 3–5 show the results based on
1000 replications for increasing sample sizes. Our estimator appears slightly biased for the
smaller sample size, but it becomes quickly unbiased as n grows and with decreasing vari-
ance, so there is a clear evidence of asymptotic efficiency (see the graphs at the bottom of
Figures 3–5). On the contrary, most nonparametric estimators appear to be highly biased,
often underestimating for small sample sizes and overestimating for higher sample sizes,
with the exception of the local nearest neighbour-based estimator (lnn) which is always un-
derestimating the true value of the entropy. Finally, note that for the larger sample size
both the kernel-based and the nearest neighbour-based estimators could not be computed.
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Figure 3: Simulation results for univariate data generated from MixedGaussian(µ = 0, σ = 1). The
top panel shows dotcharts of entropy estimates for increasing sample sizes; each facet contains for each
method under comparison the average entropy (square symbol) and the (2.5%, 97.5%)-percentiles (hor-
izontal lines) from 1000 simulation runs; blue vertical lines represent the theoretical entropy value.
Bottom panels show the simulation results for the mixture-based entropy estimator. The bottom-left
panel reports the box-plots for increasing sample sizes, with horizontal blue line representing the theo-
retical value of the entropy. The bottom-right panel reports the mean squared error (MSE) as function
of the inverse-square root of sample sizes for checking
√
n-consistency.
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Figure 4: Simulation results for univariate data generated from MixedGaussian(µ = 1, σ = 1). For a
description of each graph see Figure 3.
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Figure 5: Simulation results for univariate data generated from MixedGaussian(µ = 2, σ = 1). For a
description of each graph see Figure 3.
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Figure 6: Simulation results for univariate data generated from MixedGaussian(µ = 3, σ = 1). For a
description of each graph see Figure 3.
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4.3 Multivariate independent Chi-squared distribution
Assume a 10-dimensional independent χ2 distribution with 5 degrees of freedom each. Recall
that for a d-dimensional independent random variable the entropy of the joint distribution
is equal to the sum of the marginal entropies, i.e.
H(Y ) =
d∑
j=1
H(Yj).
If Yj ∼ χ2(ν), then the entropy is equal to
H(Yj) = log(2) + log Γ(ν/2) + ν/2 + (1− ν/2)ψ(ν/2),
where Γ(x) is the gamma function, and ψ(x) = d log Γ(x)/dx the logarithmic derivative of
the gamma function. Thus, in our simulation setting the theoretical value of the entropy is
equal to H(Y ) = 10× 2.423095 = 24.23095.
Figure 7 summarizes the results of the simulation experiments. In the multivariate case
all the histogram-based and kernel-based estimators appear to be highly biased, and the
same also happens, although to a lesser extent, for the nearest neighbour-based estimator.
Compared to these, the entropy estimators based on GMMs are much closer on average to
the true value, but they show a slight degrees of bias which does not vanish as the sample
size increases. This seems to be related to the fact that we are approximating a multivariate
distribution whose support is bounded at zero with an unbounded density arising from
GMMs. To support this intuition we apply the proposed procedure for entropy estimation
using the GMM-transformation approach for bounded data proposed by Scrucca (2019). As
can be clearly seen, the improvement coming from the density estimation step yields an
unbiased and efficient estimator of the true entropy.
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Figure 7: Simulation results for 10-dimensional independent Chi-squared distribution. For a description
of each graph see Figure 3.
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4.4 Estimating mutual information from multivariate log-normal
distribution
Mutual information (MI) is another important concept in information theory that is espe-
cially useful when trying to decipher the dependency structure that exists between a set
of variables. The mutual information between two variables Y1 and Y2 relates to their
marginal and joint entropies as MI(Y1, Y2) = H(Y1)+H(Y2)−H(Y1, Y2). A straightforward
plugging-in estimate is M̂I(Y1, H2) = Ĥ(Y1) + Ĥ(Y2)− Ĥ(Y1, Y2).
The multivariate log-normal distribution is among the few multivariate distributions for
which a closed-form expression of the entropy is available. Indeed, if Y is a p-dimensional
random log-normal vector with parameter (µ,Σ), De Queiroz et al. (2016) showed that
H(Y ) =
p
2
(1 + log 2pi) +
1
2
log |Σ|+
p∑
j=1
µj .
To use the multivariate log-normal as a benchmark for assessing the accuracy of our estimate,
we need to account for the fact that its support is restricted to R+p. To this aim, we resort
to the adaptation of GMM to bounded distributions proposed by Scrucca (2019).
To assess the accuracy of the GMM and bounded GMM estimates of the mutual infor-
mation, we sampled B = 500 bivariate random variables with mean (µ1, µ2), variances
(σ21 , σ
2
2) and correlation ρ. We considered two configurations with low means, so that
the boundedness clearly affects the distribution: (µ1 = µ2 = 0, σ
2
1 = 1, σ
2
2 = 1/4) and
(µ1 = µ2 = 1, σ
2
1 = 1, σ
2
2 = 2). We consider three levels of correlation ρ = 0.1, 0.5, and 0.9
for both configurations, to control the mutual information to be estimated.
Figure 8 clearly shows that the use of a standard GMM induces a systematic bias in the
estimation, which does not vanish when the sample size increases. It also shows that resorting
to the bounded GMM corrects this bias, which is negligible, whatever the correlation level.
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Figure 8: Distribution of estimates of the mutual information of a bivariate log-normal variables with
GMM and bounded GMM (bGMM) over 500 replicates for two configurations of means and variances,
different correlation coefficients, and varying sample size. Horizontal blue lines refer to the true theoretical
value.
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5 Applications
5.1 Image quantization and segmentation
In image processing the term quantization refers to the process of compressing a range
of values to a single intensity value. The resulting image can then be partitioned into
homogeneous areas, a process called image segmentation. For instance, consider the black
and white image of a baboon in the left panel of Figure 9. This is often used as benchmark
in digital image processing and it is available on the USC-SIPI image database at http:
//sipi.usc.edu/database. The histogram in the right panel of Figure 9 represents the
distribution of grey level intensity values for each pixel of the image.
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Figure 9: Baboon black and white image (left panel) and corresponding histogram of grey levels (right
panel).
The main goal of digital image segmentation is to find a reduced version of the original
image that captures the main characteristics. A density-based approach can be adopted
by fitting a GMM with unconstrained variances to approximate the distribution of grey
levels. The entropy of an estimated GMM provides a measure of the uncertainty associated
with the segmented image, which can then be compared with the entropy of the empirical
distribution of intensity levels.
Figure 10 shows the values of the GMM entropy as a function of the number of mixture
components. As the number of components increases, the segmented image approaches
the original image and, consequently, the entropy decreases. Thus, the main objective
becomes to select a segmented image that, simultaneously, uses a reduced number of mixture
components and attains a small entropy value.
We may consider the 6-component mixture model corresponding to the first local min-
imum, or the 16-component mixture model corresponding to the global minimum of the
entropy. The histograms of intensity values with the estimated densities for the selected
GMMs are shown in the left panels of Figure 11, with the associated segmented images on
the right. The solution with 6 mixture components is able to capture the main characteris-
tics and shapes of the image. By selecting the 16-component GMM the segmented image is
virtually indistinguishable from the original.
These findings can be corroborated by computing the structural similarity (SSIM) index,
which is a widely adopted index for measuring the similarity between two images and eval-
uating the perceived change in structural information (Wang et al. , 2004). Table 1 reports
the values of the SSIM index for the two solutions, showing that both segmented images
have very high perceived quality. Finally, we note that by applying GMMs for quantization
we can achieve a significant image compression. In fact, the original image is an 8-bit image
of dimension 512×512, so 2048 Kb are needed to store the image. The size of the segmented
images shown in the right panels of Figure 11 and the corresponding compression rates are
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Figure 10: Graph of entropy values for GMMs fitted to the grey levels of black and white baboon image
with increasing number of mixture components. Vertical dashed lines represent the first local minimum
and the global minimum of entropy, while the horizontal dotted line corresponds to the entropy of the
empirical distribution of grey levels in the original image.
also reported in Table 1. Replacing the original image with the segmented image using 16
Gaussian components halves the size (CR = 2) with essentially the same visual perception
(SSIM = 0.9939). By using the segmented image obtained with 6 Gaussian components the
size is further reduced to about one third (CR = 3) with a slight loss in visual perception
(SSIM = 0.9713).
Table 1: Comparison of original baboon image and segmented images obtained by fitting GMMs with 16
and 6 mixture components. Reported values are the entropy (smaller is better), the SSIM index (larger
is better), the size and compression rate (CR) of images.
Image Entropy SSIM Size (kb) CR
Original 5.104336 1.0000 2048.00 1.00
Segmented GMM-16 5.105943 0.9939 1024.00 2.00
Segmented GMM-6 5.106022 0.9713 661.75 3.09
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Figure 11: Histograms with density estimates (left panels) obtained from GMMs with 6 (top) and
16 (bottom) mixture components, corresponding to the first local minimum and the global minimum,
respectively, of the entropy. The images on the right panel show the associated segmented images.
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5.2 Inference of tree-shaped graphical models
Graphical models (Lauritzen, 1996) provide a generic framework to analyse the dependency
structure within a set of variables. Graphical models are most often assumed to be sparse,
meaning that most pairs of variables are supposed to be independent conditionally on all the
others. Assuming that the graphical model is tree-shaped, Chow & Liu (1968) showed that
the determination of the tree with maximum likelihood can be formulated as a maximum
spanning tree (MST) problem, using the mutual information between each pair of variables
as the edge weight.
Gaussian graphical models are among the most popular because all quantities relevant
to infer a graphical model can be easily estimated. Still, in many applications, either the
observed variables are not marginally Gaussian or their joint distribution is far from being
normal (see Figure 12). We illustrate here how the entropy estimates we propose can be
used to infer tree-shaped graphical models when dealing with continuous but non Gaussian
data.
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Figure 12: Histograms of the six climate indices (left) and ten telescope components (right).
We consider two datasets. The first one was first introduced by Chu & Glymour (2008)
and further analyzed by Tillman (2009); it consists of six climate indices describing the
behaviour of the main oceans at a global scale. The second one is the MAGIC Gamma
Telescope dataset analysed by Kirshner (2007), which consists of ten real-valued components
corresponding to high energy gamma rays (see Dua & Graff, 2017, for a precise description).
The variables included in both datasets display either non Gaussian marginal (see Figure
12) or non Gaussian joint distributions (not shown). For the telescope dataset, we used
the bounded GMM proposed by Scrucca (2019) for all variables except the sixth, seventh,
eighth and tenth.
For both datasets, understanding the dependency structure that relates all variables
provides insights about the behavior of the global systems (i.e. ocean climate or gamma
rays spectrum). To this aim, we determined the maximum-likelihood (tree-shaped) graphical
model using Chow & Liu (1968)’s algorithm. More specifically, we estimated the mutual
information between each pair of variables of each dataset either (a) doing as if all variables
were Gaussian or (b) using the estimate we propose.
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Figure 13: Maximum likelihood trees (top panels) and estimated mutual informations (bottom panels)
for the climate and telescope datasets.
Figure 13 (top) shows that, for both datasets, the inferred graphical models are con-
siderably modified when using a naive Gaussian model, as compared to the estimation we
propose, which accounts for the non-normality of the data. For the climate dataset, only
2 edges (among 5) are common to the Gaussian and the GMM trees. The effect is less
drastic for the telescope data, where 6 edges (among 9) are common to the Gaussian and
the (bounded) GMM trees. Not accounting for the boundedness of the variables also has a
strong impact as only 5 edges are common to the regular GMM and to the bounded GMM
trees (not shown). Indeed, no ground truth is available for either of theses examples. Still,
Figure 13 (bottom) shows that the normality assumption yields in strong smoothing of the
estimated mutual information, making the graphical model inference harder, and therefore
less reliable.
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6 Conclusion
In this paper, we proposed a versatile estimate of the entropy and related quantities for
a large class of multivariate distributions. We illustrated the role this estimate can have
in various problems, including image processing and network inference. The accuracy and
efficiency of the proposal are demonstrated through extensive simulation results. Impor-
tantly, this estimate is easy to implement using any computationally efficient package fitting
mixtures of multivariate distributions, such as mclust (Scrucca et al. , 2016) or flexmix
(Leisch, 2004), to name a few.
The proposed methodology opens a series of interesting questions. For example, rather
than using only the entropy estimate provided by the the mixture model with best BIC
criterion, the estimates provided by mixtures with different number of components could be
combined using Bayesian model averaging (BMA: Hoeting et al. , 1999), with no additional
computational cost. Finally, although we showed that the proposed estimator compares
well with alternative proposals from an empirical view-point, its sampling behaviour and
properties should be investigated from a theoretical point of view to evaluate its consistency
and to derive its (asymptotic) variance.
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A Approximations for the entropy of a GMM
Several approximations to the entropy of a random variable Y with Gaussian mixture distri-
bution f(y) =
∑K
k=1 pikφ(y;µk,Σk) have been proposed in the literature. In the following,
we briefly describe some approximations that have been used in the simulation studies in
Section 4.
Unscented Transformation (UT): A first approximation can be obtained using the Un-
scented Transformation approach (Julier & Uhlmann, 1996; Goldberger & Aronowitz,
2005), where the required integral in (1) is approximated by computing an average of
the log-density evaluated over the set of 2p so-called sigma-points. Differently from MC
integration, such points are chosen deterministically. Let the sigma-points be defined
as 
y˜k,j = µk +
[√
pΣk
]
j
j = 1, . . . , p
y˜k,(p+j) = µk −
[√
pΣk
]
j
j = 1, . . . , p
where
[√
pΣk
]
j
is the jth column of the square root matrix of pΣk, so
[√
pΣk
]
j
=√
pλjuj with λj and uj being, respectively, the jth eigenvalue and eigenvector of Σk.
Then, the UT entropy approximation is computed as
HUT(Y ) = − 1
2p
K∑
k=1
pik
2p∑
j=1
log f(y˜k,j).
Variational approximation (VAR): A variational approximation for the entropy can
also be obtained (Hershey & Olsen, 2007) by computing
HVAR(Y ) =
K∑
k=1
pik log
K∑
`=1
pi` exp{KL (N (µk,Σk)||N (µ`,Σ`))}
−
K∑
k=1
pikH (N (µk,Σk)) ,
where KL (N (µk,Σk)||N (µ`,Σ`)) is the Kullback-Leibler divergence between two
Gaussian random variables with respective parameters (µk,Σk) and (µ`,Σ`), and
H (N (µk,Σk)) is the entropy of the kth Gaussian component of the mixture. Note
that the KL-divergence between two multivariate Gaussian distributions also admits
a closed-form expression (see for example Contreras-Reyes & Arellano-Valle, 2012).
Second order Taylor expansion (SOTE): Huber et al. (2008) proposed a second order
Taylor expansion to approximate the entropy of GMMs by writing
HSOTE(Y ) = H0(Y )−
k∑
k=1
pik
2
F (µk)Σk,
where H0(Y ) = −
∑K
k=1 pik log φ(µk;µk,Σk) is the first order expansion of the entropy
around the mean vector µk,  is the so-called matrix contradiction operator, so that
for the two matrices A ∈ Rn×m and B ∈ Rn×m, AB = ∑ni=1∑mj=1 aijbij , and
F (x) =
1
f(x)
K∑
k=1
pikΣ
−1
k
(
1
f(x)
(µk − x)(∇f(x))> + (µk − x)
(
Σ−1k (x− µk)
)> − I)
× φ(x;µk,Σk),
for a generic vector x, where ∇f(x) is the gradient of the mixture model with respect
to the data.
Methods UT, VAR, and SOTE, have been recently used by Scrucca & Serafini (2019) for
deriving a projection pursuit method aimed at maximizing the negentropy for Gaussian
mixtures. Moreover, they are implemented in the ppgmmga R package (Serafini & Scrucca,
2019).
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