Machine learning for bounce calculation by Jinno, Ryusuke
CTPU-PTC-18-14
Machine learning for bounce calculation
Ryusuke Jinno1
1Center for Theoretical Physics of the Universe,
Institute for Basic Science (IBS), Daejeon 34126, Korea
We study the possibility of using machine learning for the calculation of the bounce action in
quantum tunneling. Adopting supervised learning, we train neural network to give the bounce
action from a given potential. It is found that, for one-dimensional tunneling, even a simple neural
network performs at a percent level.
I. INTRODUCTION
Machine learning is one of the most active fields in
computer science. It is producing remarkable advances
in image and speech recognition, natural language pro-
cessing, game playing, robot control and many other
domains [1–3]. Its application to physics now ranges,
for example, over collider physics [4–14], detection of
phase transition or phase classification of matter [15–37],
gravitational-wave data analysis [38–42], cosmic struc-
ture formation [43–47], string landscape [48–54], and
holography [55–57], just to name a few.
In the present letter we apply machine learning to the
calculation of the bounce action, which appears in tun-
neling phenomena in quantum field theory. From phe-
nomenological or cosmological viewpoint, such tunneling
often accompanies first-order phase transition in the early
Universe, which is interesting because of its possible con-
nection to the baryon asymmetry of the Universe [58] and
the production of gravitational waves [59, 60].
In phenomenological studies on such first-order phase
transitions, we often have to calculate the tunneling rate
of the scalar field φ. The tunneling rate is dominantly
determined by a configuration called “bounce,” and the
resulting tunneling rate is derived from an integration of
this configuration called bounce action. Since the tradi-
tional method to calculate this quantity can sometimes
be numerically costly, as explained in Sec. II, we inves-
tigate the possibility of using machine learning for the
calculation of this quantity in the present letter.
The organization of the letter is as follows. We first
make our idea clear in Sec. II. We next explain the
dataset, setup of the neural network, and the obtained
results in Sec. III. Finally we summarize in Sec. IV.
II. BOUNCE CALCULATION AS IMAGE
RECOGNITION
The calculation of the tunneling rate from the false to
true vacua was formulated in Refs. [61, 62]. The rate
is estimated by the saddle-point configuration in the Eu-
clidean path integral called “bounce.” Let us consider the
tunneling of a scalar field φ from the false vacuum φ+ to
the true vacuum φ− (see also Fig. 2, in which φ+ = 0
and φ− = 1). After taking the O(d) symmetry of the
relevant configuration into account [63–66], where d de-
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FIG. 1. The main point in the present letter. The standard
procedure to calculate the bounce action is to first solve the
bounce equation of motion and then integrate the obtained
configuration (upper path). However, a good machine may
be able to learn the relation between the potential and the
bounce action without knowing the bounce equation of mo-
tion (lower path).
notes the number of relevant spacetime dimensions in the
Euclidean space, the equation of motion becomes
φ′′ +
d− 1
r
φ′ − dV
dφ
= 0, (1)
with the boundary condition φ′(r = 0) = 0 and φ(r =
∞) = φ+. Here the prime denotes the derivative with
respect to the Euclidean radial coordinate r. In order to
get the bounce action, we integrate the obtained config-
uration
Sd =
∫
dr sd−1rd−1
[
1
2
φ′2 + V (φ)− V (φ+)
]
, (2)
where sd−1 is the surface area of d− 1 dimensional unit
hypersphere. The tunneling rate Γ is dominantly deter-
mined by this bounce action since the former is exponen-
tially dependent on the latter: Γ ∝ e−Sd . This procedure
is denoted by the upper path of Fig. 1.
As long as one is interested in calculating the bounce
action once and for all, iterating the above procedure
changing the initial condition for φ (so-called over-
shoot/undershoot method) may be enough. However, in
many practical situations, one is often required to per-
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2form such calculations many times and the resulting com-
putational cost sometimes becomes huge.ab
In this letter we approach this problem with machine
learning. The main point is summarized in the lower
path of Fig. 1. If one would like to know only the bounce
action, and is not interested in the intermediate process,
the calculation can be regarded as a procedure to asso-
ciate the potential with a number (bounce action). For
a good machine, this procedure may not have to be done
via the bounce equation of motion, just as a good dis-
criminator of pictures of cats and dogs does not (proba-
bly) recognize them in the same way as humans do. In
this sense the problem can be regarded as a usual image
recognition problem.c
In the following sections we investigate this possibility
by training neural network with supervised learning. We
restrict ourselves to d = 4, but generalization to other di-
mensions is straightforward. Also, we consider only one-
dimensional scalar field potential V (φ), and leave gener-
alizations to multi-dimensional cases for future work.
III. ANALYSIS
A. Data set
We first explain the data making process. We can
safely set V = 0 at the false vacuum φ = 0 without losing
generality. Also, since we can factor out the horizontal
and vertical scaling dependence, we impose V = −1 at
the true vacuum φ = 1.
In the analysis below we use three different classes of
potentials, each of which consists of the following poly-
nomials:
Class 1 (C1) : V (φ) =
7∑
n=1
a(1)n φ
n+1, (3)
Class 2 (C2) : V (φ) =
7∑
n=1
a(2)n φ
2n, (4)
Class 3 (C3) : V (φ) = a
(3)
1 φ
2 +
7∑
n=2
a(3)n φ
2n−1. (5)
a There are a number of approaches to this problem: for example,
piecewise-linear (or polygonal) approximation [67–69]; improved
action [70, 71]; path deformation [72, 73]; dampling injection [74];
multiple shooting [75]; auxiliary potential [76]. It is also possible
to give lower or upper bounds on the bounce action [77–81].
b One example is when we estimate the cosmological implications
of thermal first-order phase transitions, in which case we have
to estimate the bounce action for various values of the cosmic
temperature in order to know the typical transition time.
c Such a bypassing has already been discussed in the literature.
For example, in Ref. [82] the authors developed a machine which
calculates the ground state energies of two-dimensional systems
without referring to the Schro¨dinger equation.
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FIG. 2. Randomly generated 30 potentials V (φ) in Class C1–
C3 from left to right.
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FIG. 3. Distribution of the bounce action S4 in Class C1–C3.
Here the coefficients
{
a
(1)
n
}
,
{
a
(2)
n
}
, and
{
a
(3)
n
}
are gen-
erated from random seeds (Vmax, φ0, φ1−, φ1+, φ2). Also,
we impose the following for 0 ≤ φ ≤ 1:
• V takes a local maximum only at φ = φ0.
• V takes local minima only at φ = 0 and φ = 1.
We generate 10, 000 potentials for each class from this
generating rule, and calculate the bounce action S4 with
the overshoot/undershoot method. We explain the gen-
erating process in detail in Appendix A, but the most
important point is that the potentials in these classes are
made from different generating rules. This helps us to
check the performance of the machine later.
In Fig. 2 we plot some of the potentials generated ran-
domly for each class. Also, in Fig. 3 we show the distri-
bution of the bounce action S4.
In the following analysis, we use combinations of these
data as “training & test” dataset and “application”
dataset (see Sec. III C). The former is further divided into
training and test datasets with a constant ratio 0.8 : 0.2.
The neural network is trained on the training dataset,
and monitored with the test dataset to avoid possible
overfitting. After training, the neural network is applied
to the application dataset.
B. Setup of the neural network
Now we turn to the setup of the neural network. We
use a simple network schematically described in Fig. 4.
The input data xin consists of the values of the potential
V and its derivatives
xin =
{
V (φsample)
∣∣∣∣ φsample = 116 , 216 , · · · , 1516
}
⊕
{
dV
dφ
(φsample)
∣∣∣∣ φsample = 116 , 216 , · · · , 1516
}
⊕
{
d2V
dφ2
(φsample)
∣∣∣∣ φsample = 016 , 116 , · · · , 1616
}
.
(6)
3Here we do not include φsample = 0/16 and 16/16 for V
and dV/dφ because the values are the same among all
the potentials realized in C1–C3. Also, when we actually
input xin in the network, we normalize it to make the
learning more efficient (i.e. each element in xin is nor-
malized as (xin)i → ((xin)i − 〈(xin)i〉)/σ(xin)i , where the
mean 〈(xin)i〉 and the variance σ2(xin)i are calculated over
the training & test dataset).
For the hidden layers, we use only N = 2. The num-
bers of neurons are 20 and 10 for the first and second
hidden layers, respectively. The connection among the
layers is the same as the typical neural network system:
x1 = f1(W1xin + b1), (7)
xn = fn(Wnxn−1 + bn) (2 ≤ n ≤ N), (8)
xout = WoutxN + bout, (9)
where W ’s and b’s are the weight matrices and biases,
respectively. Note that these equations should be un-
derstood in a matrix sense: for example, W1 is a (20, 47)
dimensional matrix while xin and b1 are 47 and 20 dimen-
sional vectors, respectively. Also, f ’s are nonlinear func-
tions known as activation functions, which operate com-
ponentwise, e.g. (xm)i = fm((Wm)ij(xm−1)j + (bm)i).
We adopt ReLU (rectified linear unit) for f ’s.
In this letter we use supervised machine learning. We
train the neural network so that it makes the output value
xout as close as possible to the true value x
(true)
out , which
is taken to be the logarithmic bounce action lnS4 nor-
malized over the training & test dataset (i.e. x
(true)
out =
(lnS4 − 〈lnS4〉)/σlnS4). The weights and biases are ini-
tialized randomly at the beginning, and the training pro-
ceeds with the update of these quantities. We use an
optimization method Adam [83] for this updating pro-
cess with the L1-norm as the error function E:
E =
1
(# of data)
∑
data
∣∣∣xout − x(true)out ∣∣∣ . (10)
Here we do not include any regularization term in the er-
ror function (and also we do not use any dropout [84, 85]
in the training process) because we observed no signif-
icant overfitting with the above simple setup (see also
Appendix C).
In the training process, the neural network is fed with
1/10 of the training dataset, and one epoch consists of 10
times of this feeding process. The loss function is moni-
tored with the test dataset to avoid possible overfitting.
We stop training after 10, 000 epochs.
The above setup is implemented with TensorFlow
(r1.17) [86].
C. Results
We first train the neural network taking each class C1–
C3 as the training & test dataset and the application
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FIG. 4. Schematic diagram of the neural network used in the
present letter.
dataset. For each case, we make 10 neural networks fol-
lowing the procedure described in Sec. III B, and compute
the resulting distribution of the predictions for S4 and the
error ∆S4/S4 ≡ (S4(prediction)−S4(true))/S4(true) for
the application dataset. Fig. 5 shows the predicted val-
ues of S4 (left panels) and the fractional error ∆S4/S4
(right panels) calculated by one of the 10 neural net-
works selected randomly. Also, we calculate the average
〈|∆S4/S4|〉 over the application dataset for each network
and then compute its mean 〈〈|∆S4/S4|〉〉 and variance
σ〈|∆S4/S4|〉 over the 10 networks. The result is summa-
rized in Table I. It is seen that the neural networks consis-
tently perform at a sub-percent level for each of C1–C3.
Next we train the network with the dataset consist-
ing of C1 and C2 and C3 (30,000 data in total, of which
24, 000 are used for training and 6, 000 are used to mon-
itor possible overfitting), in order to see how the perfor-
mance becomes when the network is trained with a mix-
ture of potentials made from different generating rules
(see also Appendix B). The result is shown in Fig. 6 and
Table I. It is seen that the neural networks still perform
at a sub-percent level.
Finally we train the network with the dataset C2 +C3,
C3 +C1, and C1 +C2, and apply it to the dataset C1, C2,
and C3, respectively. This is in order to check how well
the neural network performs when they are given poten-
tials made from a generating rule they have never seen
before. The result is summarized in Fig. 7 and Table I. It
is seen that, when the network is trained with C3 +C1 or
C1 +C2, it still performs at a 1% level, while for C2 +C3
case the performance drops to a 2% level. One possible
reason is as follows: As seen from Eqs. (3)–(5), the classes
C2 and C3 are “close” in that they use much higher poly-
nomials than C1. This tendency can also be observed in
Fig. 2, where the φ values at the zero-crossing point of V
tend to be smaller (larger) for C1 (C2 and C3). There-
fore, for the neural networks trained with C2 and C3,
the potentials in C1 are too “far” from what they have
learned. However, it should be noted that these networks
still perform at a percent level.
In practical situations, the generating rules of the po-
tentials in typical particle physics setups may not be that
many. Therefore, if we train the neural network with the
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FIG. 5. Scatter plot of the true value and the predicted
value of S4 (left), and the distribution of the fractional er-
ror ∆S4/S4 ≡ (S4(prediction) − S4(true))/S4(true) (right)
for each of C1–C3 from top to bottom.
Training & Test : C1+C2+C3 / Applied to : C1+C2+C3
-0.04 -0.02 0.00 0.02 0.040
1000
2000
3000
4000
5000
ΔS4/S4
FIG. 6. Same as Fig. 5, except that C1 + C2 + C3 is used.
potentials generated from such rules, the situation will
correspond to C1 + C2 + C3 case in Table I.
IV. DISCUSSION AND CONCLUSIONS
In this letter, we studied the calculation of the bounce
action with neural network. Our main point is summa-
rized in Fig. 1: the standard procedure to calculate the
bounce action is first to solve the bounce equation of
motion and then integrate the solution. However, by re-
garding the whole process as a number (i.e. the bounce
action) generating process associated with the potential,
we may be able to train the machine to learn the relation
without telling the bounce equation of motion.
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FIG. 7. Same as Fig. 5, except that C2 + C3, C3 + C1, and
C1 + C2 are used.
TABLE I. Summary of the obtained precision of the neural
network. The quantities 〈〈|∆S4/S4|〉〉 and σ〈|∆S4/S4|〉 are the
mean and variance of 〈|∆S4/S4|〉 calculated from the 10 net-
works, as explained in Sec. III C.
Training & Test Applied to 〈〈|∆S4/S4|〉〉 σ〈|∆S4/S4|〉
C1 C1 0.00607 0.00075
C2 C2 0.00423 0.00055
C3 C3 0.00418 0.00033
C1 + C2 + C3 C1 + C2 + C3 0.00503 0.00035
C2 + C3 C1 0.0248 0.0064
C3 + C1 C2 0.0128 0.0029
C1 + C2 C3 0.00903 0.0018
We illustrated this point by using a simple neural net-
work trained with one-dimensional potentials generated
randomly. It was found that the neural network actu-
ally performs at a percent level (or better) in calculating
the bounce action for one-dimensional tunneling problem
(see Table I).
In this letter we considered only one-dimensional po-
tentials. In generalizing to multi-dimensional potentials,
state-of-the-art techniques such as convolutional neural
network (CNN) [87] might be helpful. Ultimately, it is
an interesting possibility to share a well-trained machine
among the community, which makes it much easier for
5many researchers to study the implications of first-order
phase transitions.
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Appendix A: Data generating process
In this appendix we explain the generating process of
the data used in the analysis.
As mentioned in Sec. III A, we use different types of po-
tentials (3)–(5) in the analysis. The coefficients
{
a
(1)
n
}
,{
a
(2)
n
}
, and
{
a
(3)
n
}
are calculated from randomly gener-
ated seeds (Vmax, φ0, φ1−, φ1+, φ2). Here the latter quan-
tities mean
• V takes a local maximum Vmax at φ = φ0.
• V takes local minima 0 and −1 at φ = 0 and φ = 1,
respectively.
• dV/dφ takes a local maximum at φ = φ1+.
• dV/dφ takes a local minimum at φ = φ1−.
• d2V/dφ2 takes a local minimum at φ = φ2.
These requirements uniquely determine the coefficients
{an} for each of C1–C3. Here note that V auto-
matically takes a local minimum 0 at φ = 0 with
the parametrization (3)–(5). We randomly generate
(Vmax, φ0, φ1−, φ1+, φ2) under the following conditions:
• log10 Vmax is sampled uniformly from [−2,−0.5].
• Four numbers are generated randomly in [0, 1], and
they are identified with φ1+ < φ0 < φ2 < φ1−
with probability 0.5, while they are identified with
φ1+ < φ2 < φ0 < φ1− with probability 0.5.
From the potentials generated from these rules, we keep
those which satisfy the following conditions:
• V takes a local maximum only at φ = φ0 for 0 ≤
φ ≤ 1.
• V takes local minima only at φ = 0 and φ = 1 for
0 ≤ φ ≤ 1.
The bounce action S4 is calculated from these potentials
by using the overshoot/undershoot method.
0.2 0.4 0.6 0.8 1.0
ϕ
-1.0-0.8
-0.6-0.4
-0.2
0.2
V
5 6 7 8 9 10 11 12
λ
-0.02
-0.01
0.01
0.02
ΔS4/S4
FIG. 8. Potential (B1) for λ = 5, 6, . . . , 12 from bottom to
top (left). The fractional error ∆S4/S4 is calculated over the
10 neural networks trained with C1 +C2 +C3 dataset (right).
Different colors correspond to different neural networks.
Appendix B: Machine precision on logarithmic
potential
In this appendix we check the precision of our neural
network with the following potential:
V (φ) =
m2
2
φ2 +
λ
4
log(φ/µ)φ4. (B1)
In order for this potential to have a local minimum V =
−1 at φ = 1, m and µ are related to λ through
m2 =
λ
4
− 4, lnµ = 1
2
− 4
λ
. (B2)
The left panel of Fig. 8 shows the potential for vari-
ous values of λ. We calculate the bounce action S4 for
this potential with the 10 neural networks trained with
C1 +C2 +C3 dataset, and compare it with the true value
calculated from the overshoot/undershoot method. The
resulting values of ∆S4/S4 are shown in the right panel
of Fig. 8. It is seen that the neural networks also perform
at a (sub-)percent level for this potential.
Appendix C: Evolution of the loss function
In this appendix we show the evolution of the loss func-
tion as a function of the epoch elapsed. Fig. 9 is the
evolution for the case with C1, C2, and C3 used for the
training & test dataset from top to bottom. This figure
corresponds to the setup of Fig. 5. It is seen that the loss
function more or less converges at epoch 10, 000, and also
that there is no significant overfitting.
We also show the evolution of the loss function for
the cases corresponding to Figs. 6 and 7 in Figs. 10 and
11, respectively. It is again seen that the loss function
converges and also that there is no significant overfitting.
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FIG. 9. Evolution of the loss function. The different panels
correspond to C1, C2, and C3 used as the training & test
dataset from top to bottom. The left panels show the loss
function for the training dataset, while the right panels show
for the test dataset. Different colors show the 10 machines
mentioned in Sec. III B. This figure corresponds to the setup
in Fig. 5.
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FIG. 10. Same as Fig. 9, except that C1 +C2 +C3 is used for
the training & test dataset. This figure corresponds to the
setup in Fig. 6.
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FIG. 11. Same as Fig. 9, except that C2 + C3, C3 + C1, and
C1 + C2 are used for the training & test dataset. This figure
corresponds to the setup in Fig. 7.
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