We consider the control problem of reflected diffusion prm operator on a bounded subset of IRd) when the functional to be minimized is a long run average criterion. The dynamic programming condition is obtained from the limit behaviour zero. 
where the process zt is, roughiy speaking, the solution of a
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-v(y&))dC(t), with values in U.
In order to defise the process associated to a control U , we proceed as follows. Let
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For v E V, let P" be the probability measure defined by
With q ( S ) = rT-19(?4z(6)1 U(8)).
Defining P," as the image by y,(t) of the probability P" on D(R+,(7), then, V4 E D ( g ) , the process is a 1: martingale, where
We refer to A. Bensoussan -J.L. Lions', for details on such properties.
Now let f(z, U) be defined on 0 x U such that
(2.9) 'l'hen the control problem is to minimize the "ergodic" cost (or average cost per unit of time) ?'he control pro1)lerri for the cost (2.10) will be studied as the limit case of a discounted cost problem when the discount factor goes to zero. The following section summarizes the results we will need in the sequel on the discounted cost problem, that is for : 
ERGODIC CONTROL
In this section we sill study only the ergodic problem corresponding to Theorem 2.2. Other methods can be used for simpler problems, see14. The right hand side of (3.2) goes to zero as a -+ 0, and we have the W2S estimates
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Eith u(r) -0 , r(r) 1 +oo as r --+ +m.
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&7=0
which implies that z is constant.
But since I , + I uniformly, minz = 0, maxz = 1 which contradicts the result z = constant. Now since w, is bounded, aw, -t 0 and therefore limcuu, = constant .
Moreover, since f(u,) -umin U, is bounded, we gets Wa*P estimates for U, -min U, = wa as for io and therefore, one can go to the limit in the equation for w, and we obtain (3.1).
The uniqueness of X relies on the probabilistic interpretation. Actually, the fact that we succeed in showing the convergence of (YU,, U, -min U, is not independent of the ergodic behaviour of the underlying process (or semi group). We are going to show that in fact the following lemma is valid. 
V f bounded measurable.
(Indeed, if M(z,dy) = C(z,y)m(dy) and Jly(m(dy) < +m, we know that this Lemma holds thanks to Garronf Men aldi5).
Let I' a Bore1 subset in 6 and define ~( t , t ) = f(t)xr(z) for U E VM.
As usual, t is solution of the Cauchy problem 
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L" being defined as previously including -= 0.
The proof of the lemma will be a consequence of the following result as in A. Bensoussana. 
& ( I ' )
5 1 -6 for some 6 > 0.
(6 is independent of I').
Proof : We follow the scheme of A. Bensoussan2 : assume that (3.5) does not hold, then there exists r k , zk, yk such that z t ( z k , 1) --+ 1, zh(yt, 1) + 0. (wl,X), ( w 2 , X ) are two solutions of (3.1) and if Cl (resp. fz gives the minimum in H(wl) (resp. H(w2)), then where is the unique invariant probability measure for @ l ( t ) (resp. @(t)). Proof : Thanks to the existence and uniqueness of the invariant probability measure for v(t) Vu E VM, if w1 is solution of (3.1), one gets and the same equality for 62. Now one has therefore L"(w2 -w1) 2 0 which implies that w2-w1 is an excessive function for @ ( t ) . But the ergodic property we have obtained for @ ( t ) implies that the corresponding process is Harris-recurrent for p" (see Azema et a1.I) and therefore that the excessive functions are constant p" a.e.
