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Abstract
The paper discusses the pth moment exponential stability for a general class of neutral stochastic func-
tional differential equations of the Ito type. This investigation can be very complicated, even in many special
cases, by using usual methods based on Lyapunov functionals. In this paper we present criteria which are
relatively easy to verify the pth moment exponential stability of the solutions of such equations.
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1. Introduction and preliminary results
Deterministic neutral differential equations were introduced by Hale and Meyer [1], and dis-
cussed in Hale et al. [2,3], Kolmanovskii and Nosov (for details see references in [5]) and
many other. Motivated by the chemical engineering systems in which the physical and chem-
ical processes are distinguished by their complexity, and also in the theory of aeroelasticity in
which aeroelastic efforts present an interaction between aerodynamic, elastic and inertial forces,
Kolmanovskii and Nosov [5,6] incorporated a Gaussian white noise excitation in deterministic
cases by describing stochastic versions of deterministic neutral functional differential equations.
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ematically described as a formal derivative of a Brownian motion process, mathematical models
of such phenomena are represented by various types of neutral stochastic differential equations
of the Ito type. It is evident that investigations of such stochastic equations are of great interest,
but they are most complex and cannot be effectively solved in all possible cases. Because of that,
the main interest has been focused on the existence and uniqueness of solutions of these equa-
tions, with a special emphasis on the analysis of stability problems. We refer the reader to some
papers and books by Mao [7,10–13], and [6,9,15] among others.
It is well known that the classical and powerful technique applied in the study of stability
is based on a stochastic version of the Lyapunov direct method. However, as finding Lyapunov
functionals can be difficult when applying the above method, it is important to find some other
more applicable criteria to verify the required type of stability. In this paper we present some
of them referring to the pth moment exponential stability, p  2. In fact, we extend the results
from paper [9] by Liu and Xia referring to the exponential stability in main square. It should
be pointed out that this generalization is made possible by applying an elementary inequality
basically different from the one in [9,11] and other papers treating a similar subject. Likewise, at
the basis of the present paper, as well as [4,9], is paper [11] by Mao.
The paper is organized as follows: In the remainder of this section we introduce some basic
notions and notations, mainly from [9,11], and we present the neutral stochastic functional dif-
ferential equation which will be the topic of our analysis. We also give an auxiliary result, which
will be basically used in the sequel. In the next section we present the main results, the conditions
under which the trivial solution is the pth moment exponentially stable. We conclude the paper
with some remarks and with an example to illustrate the previous theory.
In general, we require that all random variables and processes are defined on a complete
probability space (Ω,F , {Ft }t0,P ) with a natural filtration {Ft }t0 generated by a standard
m-dimensional Brownian motion w = {w(t), t  0}, w(t) = (w1(t),w2(t), . . . ,wm(t)), i.e.
Ft = σ {w(s), 0 s  t}. Let the Euclidean norm be denoted by | · |. For a matrix A let ‖A‖ be
the operator norm of A, where ‖A‖ = sup{|Ax|: |x| = 1, x ∈ Rn}, and AT the transpose of a
vector or matrix A.
For a given τ > 0, let Lp([−τ,0];Rn) be the family of Borel measurable Rn-valued functions
ϕ(s), −τ  s  0, with the norm
‖ϕ‖Lp =
( 0∫
−τ
∣∣ϕ(s)∣∣p ds
)1/p
< ∞.
Let also W([−τ,0];R+) be the family of Borel measurable bounded non-negative functions
η(s),−τ  s  0, such that ∫ 0−τ η(s) ds = 1 (the weighting functions), and GBF0([−τ,0];Rn)
be the family of continuous bounded Rn-valued stochastic processes ξ = {ξ(s), −τ  s  0},
such that ξ(s) is F0-measurable for every s (we require that Fs =F0 for −τ  s  0).
Consider the following n-dimensional neutral stochastic functional differential equation:
d
[
x(t) − G(xt )
]= [f (t, x(t))+ g(t, xt )]dt + σ(t, xt ) dw(t), t  0, (1)
with initial data x0 = ξ = {ξ(s), −τ  s  0} ∈ GBF0([−τ,0];Rn). The coefficients of this
equation are
G :Lp
([−τ,0];Rn)→ Rn, f :R+ × Rn → Rn,
g :R+ × Lp
([−τ,0];Rn)→ Rn, σ :R+ × Lp([−τ,0];Rn)→ Rn × Rm,
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An Ft -adapted process x = {x(t), −τ  t < ∞} is said to be the solution of Eq. (1) if it
satisfies the initial condition and the corresponding integral equation holds a.s., i.e.
x(t) − G(xt ) = ξ(0) − G(x0) +
t∫
0
[
f
(
s, x(s)
)+ g(s, xs)]ds
+
t∫
0
σ(s, xs) dw(s) a.s., t  0. (2)
Note that in [6] Kolmanovskii and Nosov proved the basic existence-and-uniqueness theo-
rem under the following conditions: For a constant k ∈ (0,1), η(·) ∈W([−τ,0;R+), |G(ϕ) −
G(φ)|2  k ∫ 0−τ η(s)|ϕ(s)−φ(s)|2 ds for all ϕ,φ ∈ L2([−τ,0];Rn); the linear growth condition
and usual global, or in a weakened version, local Lipschitz condition in the second argument hold
for f,g and σ . Moreover, if there exists the pth moment for ξ , then sup−τt<T E|x(t; ξ)|p < ∞
for all T > 0 (for more details see [6,12,15]). Since our study is focused on stability problems,
we will highlight some requirements with no special emphasis on conditions under which they
are valid. First of all, we assume that Eq. (1) has a unique solution x(t; ξ) for arbitrary initial data
ξ ∈ GBF0([−τ,0];Rn), satisfying sup−τt<T E|x(t; ξ)|p < ∞ for all T > 0, as well as that all
Lebesgue’s and Ito’s integrals employed further are well defined.
We first give an auxiliary result which is of independent interest, but which will be impor-
tant in the description of the conditions under which the solution of Eq. (1) is the pth moment
exponentially stable. As we mentioned above, we will use the following inequality in our inves-
tigation: For p  1, x, y ∈ Rn and θ ∈ (0,1),
|x + y|p  |x|
p
(1 − θ)p−1 +
|y|p
θp−1
. (3)
The proof immediately holds by putting α = 1−θ
θ
in the inequality (Mao [14, Lemma 4.1]): If
p  1, x, y ∈ Rn and α > 0, then |x + y|p  (1 + α)p−1(|x|p + α−(p−1)|y|p).
Lemma 1. Let there exist a constant k ∈ (0,1) and a function η ∈W([−τ,0];R+) such that the
functional G :Lp([−τ,0];Rn) → Rn satisfies the condition
∣∣G(ϕ)∣∣p  k
0∫
−τ
η(s)
∣∣ϕ(s)∣∣p ds (4)
for all ϕ ∈ Lp([−τ,0];Rn). Let also {x(t), −τ  t < ∞} be an n-dimensional stochastic
process satisfying sup−τt<T E|x(t)|p < ∞ for all T > 0, and for some constants α > 0,
δ ∈ [0,1) and c > 0,
E
∣∣x(t) − G(xt )∣∣p  ce−αu(t) + δ sup
t−τst
E
∣∣x(s)∣∣p (5)
for all t  0 and for a strictly increasing, differential function u : [0,∞) → R satisfying
u′(t) 1, u(0) = 0, u(t + s) u(t) + u(s) for arbitrary t, s  0. If δ1/p + k1/p < 1, then
lim sup
t→∞
lnE|x(t)|p
u(t)
−(α ∧ β), (6)
where β = −p ln(δ1/p + k1/p) > 0.
τ
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E
∣∣x(t)∣∣p  1
(1 − θ)p−1 E
∣∣x(t) − G(xt )∣∣p + 1
θp−1
E
∣∣G(xt )∣∣p
 1
(1 − θ)p−1
[
ce−αu(t) + δ sup
t−τst
E
∣∣x(s)∣∣p]+ k
θp−1
E
0∫
−τ
η(s)
∣∣x(s + t)∣∣p ds
 c
(1 − θ)p−1 e
−αu(t) +
[
δ
(1 − θ)p−1 +
k
θp−1
]
sup
t−τst
E
∣∣x(s)∣∣p. (7)
For δ > 0 let us specify θ , θ = k1/p
δ1/p+k1/p . Then,
E
∣∣x(t)∣∣p  c(δ
1
p + k 1p )p−1
δ
p−1
p
e−αu(t) + (δ 1p + k 1p )p sup
t−τst
E
∣∣x(s)∣∣p
= c1e−αu(t) +
(
δ
1
p + k 1p )p sup
t−τst
E
∣∣x(s)∣∣p,
where c1 > 0 is a generic constant.
Let us denote that
ψk = sup
(k−1)τtkτ
E
∣∣x(t)∣∣p
for all k = 0,1,2, . . . . Then, for k  1
ψk  c1e−αu((k−1)τ ) +
(
δ
1
p + k 1p )p(ψk−1 ∨ ψk).
Now, let 0 < ε < α ∧ β be arbitrary. Then,
eεu(kτ)ψk < c1e
αu(τ)−(α−ε)u(kτ) + (δ 1p + k 1p )peεu(τ)(eεu((k−1)τ )ψk−1 ∨ eεu(kτ)ψk).
Hence
max
1ik
(
eεu(iτ )ψi
)
 c1eαu(τ) +
(
δ
1
p + k 1p )peεu(τ)[ψ0 + max
1ik
(
eεu(iτ )ψi
)]
,
and since (δ1/p + k1/p)peεu(τ) < (δ1/p + k1/p)peβu(τ) < (δ1/p + k1/p)peετ = 1, then
max
1ik
(
eεu(iτ )ψi
)
 C,
where C = [c1eαu(τ) + (δ1/p + k1/p)peεu(τ)ψ0]/[1 − (δ1/p + k1/p)peεu(τ)] > 0. Thus,
ψk Ce−εu(kτ)
for all k  1, which implies
lim sup
k→∞
lnψk
u(kτ)
−ε.
Therefore,
lim sup
t→∞
lnE|x(t)|p
u(t)
−ε.
Clearly, from here relation (6) immediately holds letting ε → α ∧ β .
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pletes the proof. 
2. Main results
In this section we present the main results, sufficient conditions under which the solutions of
Eq. (1) are the pth moment exponentially stable. As usual, we assume that G(0) = 0, f (t,0) ≡ 0,
g(t,0) ≡ 0 and σ(t,0) ≡ 0, so that Eq. (1) admits a trivial solution x(t;0) ≡ 0. For simplicity,
we denote that trace [BT B] = |B|2 for any matrix B .
Theorem 1. Let there exist a strictly increasing, differentiable function λ(t) ↑ ∞ as t → ∞,
satisfying λ′(t)  λ(t), λ(0) = 1 and λ(s + t)  λ(s) + λ(t) for arbitrary s, t  0, and a non-
negative function θ(t), t  0, satisfying, for an arbitrary δ > 0, θ(t) = o((λ(t))δ) as t → ∞. Let
there also exist a function η1(·) ∈W([−τ,0];R+) and constants μ > 0, 0 λ2 < λ1, such that
p
∣∣ϕ(0) − G(ϕ)∣∣p−2[[ϕ(0) − G(ϕ)]T [f (t, ϕ(0))+ g(t, ϕ)]+ 1
2
∣∣σ(t, ϕ)∣∣2]
+ p(p − 2)
2
∣∣ϕ(0) − G(ϕ)∣∣p−4∣∣[ϕ(0) − G(ϕ)]T σ (t, ϕ)∣∣2
−λ1
∣∣ϕ(0)∣∣p + λ2
0∫
−τ
η1(s)
∣∣ϕ(s)∣∣p ds + θ(t) · (λ(t))−μ (8)
for all t  0 and ϕ ∈ Lp([−τ,0];Rn). If condition (4) holds with k ∈ (0,1) and η ∈
W([−τ,0];R+), then the trivial solution of Eq. (1) is the pth moment exponentially stable,
in the sense that
lim sup
t→∞
lnE|x(t; ξ)|p
lnλ(t)
−(μ ∧ α∗ ∧ β), (9)
where β = − 1
τ
lnk > 0 and α∗ ∈ (0, λ1 − λ2) is the unique root of the equation 2p−1α +
(2p−1αk + λ2) · (λ(τ ))α − λ1 = 0.
Note that condition (8) contains the coercivity term θ(t) · (λ(t))−μ, analogously to the one
from paper [9]. In fact, in paper [9], and before that in [8], one illustrative example was given,
justifying the investigation of mean square and almost sure exponential stability with respect
to decay rate λ(t). Clearly, replacing the decay rate λ(t) with e−t and P(t), where P(t) is a
polynomial, leads to exponential and polynomial decay, respectively.
Proof of Theorem 1. For given initial data ξ ∈ GBF0([−τ,0];Rn) we use x(t) instead of x(t, ξ)
to denote the solution of Eq. (1). Likewise, if we put u(t) = lnλ(t), then u′(t)  1, u(0) = 0,
u(s + t) u(s) + u(t).
It is easy to verify that the function
h(α) = 2p−1α + (λ2 + 2p−1αk)(λ(τ))α − λ1, α  0,
is increasing and has the unique root α∗ ∈ (0, λ1 − λ2), because h(0) < 0, h(λ1 − λ2) > 0,
h′(α) > 0.
Let μ  α∗. For arbitrary ε small enough, 0 < ε < μ, if we apply the Ito formula to
e(μ−ε)u(t)|x(t) − G(xt )|p , we obtain
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∣∣x(t) − G(xt )∣∣p
= E∣∣ξ(0) − G(ξ)∣∣p + E
t∫
0
e(μ−ε)u(t)(μ − ε)u′(s)∣∣x(s) − G(xs)∣∣p ds
+ pE
t∫
0
e(μ−ε)u(s)
∣∣x(s) − G(xs)∣∣p−2
[[
x(s) − G(xs)
]T (
f
(
s, x(s)
)+ g(s, xs))
+ 1
2
∣∣σ(s, xs)∣∣2
]
ds
+ p(p − 2)
2
E
t∫
0
e(μ−ε)u(s)
∣∣x(s) − G(xs)∣∣p−4∣∣[x(s) − G(xs)]T σ (s, xs)∣∣2 ds
+ pE
t∫
0
e(μ−ε)u(s)
∣∣x(s) − G(xs)∣∣p−2[x(s) − G(xs)]T σ (s, x(s))dw(s).
Since the last integral is equal to zero and u′(t) 1, by using (4) and (8) it follows that
Ee(μ−ε)u(t)
∣∣x(t) − G(xt )∣∣p
E
∣∣ξ(0) − G(ξ)∣∣p + E
t∫
0
e(μ−ε)u(t)
{
(μ − ε)∣∣x(s) − G(xs)∣∣p − λ1∣∣x(s)∣∣p
+ λ2
0∫
−τ
η1(v)
∣∣x(s + v)∣∣p dv
}
ds +
t∫
0
θ(s)e−εu(s) ds
E
∣∣ξ(0) − G(ξ)∣∣p + E
t∫
0
e(μ−ε)u(t)
{
−[λ1 − (μ − ε)2p−1]∣∣x(s)∣∣p
+ (μ − ε)2p−1k
0∫
−τ
η(v)
∣∣x(s + v)∣∣p dv + λ2
0∫
−τ
η1(v)
∣∣x(s + v)∣∣p dv
}
ds
+
t∫
0
θ(s)e−εu(s) ds.
Let us estimate the previous integrals. Since
t∫
0
e(μ−ε)u(s)
0∫
−τ
η1(v)
∣∣x(s + v)∣∣p dv ds
=
t∫
e(μ−ε)u(s)
s∫
η1(v − s)
∣∣x(v)∣∣p dv ds
0 s−τ
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−τ
( (v+τ)∧t∫
v∨0
e(μ−ε)u(s)η1(v − s) ds
)∣∣x(v)∣∣p dv

t∫
−τ
e(μ−ε)u(v+τ)
∣∣x(v)∣∣p dv

(
λ(τ)
)μ−ε t∫
−τ
e(μ−ε)u(v)
∣∣x(v)∣∣p dv,
and similarly
t∫
0
e(μ−ε)u(s)
0∫
−τ
η(v)
∣∣x(s + v)∣∣p dv ds  (λ(τ))μ−ε
t∫
−τ
e(μ−ε)u(v)
∣∣x(v)∣∣p dv,
it follows that
Ee(μ−ε)u(t)
∣∣x(t) − G(xt )∣∣p
 c1(ε) −
{
λ1 − 2p−1(μ − ε) −
[
λ2 + 2p−1(μ − ε)k
](
λ(τ)
)μ−ε}
× E
t∫
0
e(μ−ε)u(s)
∣∣x(s)∣∣p ds,
where
c1(ε) = E
∣∣ξ(0) − G(ξ)∣∣p + [λ2 + 2p−1(μ − ε)k](λ(τ))μ−εE
0∫
−τ
∣∣ξ(s)∣∣p ds
+
∞∫
0
θ(s)e−εu(s) ds > 0.
But,
λ1 − 2p−1(μ − ε) −
[
λ2 + 2p−1(μ − ε)k
](
λ(τ)
)μ−ε = −h(μ − ε) > −h(α∗) = 0,
so that
E
∣∣x(t) − G(xt )∣∣p  c1(ε) · e−(μ−ε)u(t).
Since condition (5) is satisfied for δ = 0, the application of Lemma 1 implies that
lim sup
t→∞
lnE|x(t)|p
u(t)
−[(μ − ε) ∧ β].
Thus, the first assertion in (9) follows letting ε → 0.
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p
∣∣φ(0) − G(φ)∣∣p−2[[φ(0) − G(φ)]T (f (t, φ(0)))+ g(t, φ) + 1
2
∣∣σ(t,φ)∣∣2]
+ p(p − 2)
2
∣∣φ(0) − G(φ)∣∣p−4∣∣[φ(0) − G(φ)]T σ (t, φ)∣∣2
−λ1
∣∣φ(0)∣∣p + λ2
0∫
−τ
η1(s)
∣∣φ(s)∣∣p ds + θ(t) · (λ(t))−μ
−λ1
∣∣φ(0)∣∣p + λ2
0∫
−τ
η1(s)
∣∣φ(s)∣∣p ds + θ(t) · (λ(t))−α∗ ,
so that we can apply the previous procedure and conclude immediately that the second assertion
in (9) is also valid, i.e.
lim sup
t→∞
lnE|x(t)|p
u(t)
−(α∗ ∧ β).
Thus, the proof is complete. 
Especially, if λ(t) = et Theorem 1 gives the conditions under which the solution of Eq. (1) is,
as usual, the pth moment exponentially stable, that is
lim sup
t→∞
lnE|x(t; ξ)|p
t
−(μ ∧ α∗ ∧ β).
Theorem 2. Let there exist functions λ(t) and θ(t) satisfying the conditions of Theorem 1 for an
arbitrary δ > 0, and let condition (4) holds with k ∈ (0,1) and η ∈W([−τ,0];R+). Let there
also exist a function η1(·) ∈W([−τ,0];R+) and constants μ > 0, λ1, λ2  0, such that
p
∣∣ϕ(0) − G(ϕ)∣∣p−2[[ϕ(0) − G(ϕ)]T [f (t, ϕ(0))+ g(t, ϕ)]+ 1
2
∣∣σ(t, ϕ)∣∣2]
+ p(p − 2)
2
∣∣ϕ(0) − G(ϕ)∣∣p−4∣∣[ϕ(0) − G(ϕ)]T σ (t, ϕ)∣∣2
 λ1
∣∣ϕ(0)∣∣p − λ2
0∫
−τ
η1(s)
∣∣ϕ(s)∣∣p ds + θ(t) · (λ(t))−μ (10)
for all t  0 and ϕ ∈ Lp([−τ,0];Rn). Then the following assertions are valid:
(i) If 0 λ1 < λ2  (1 − k1/p)p/τ , then the trivial solution of Eq. (1) is the pth moment expo-
nentially stable, that is
lim sup
t→∞
lnE|x(t; ξ)|p
lnλ(t)
−(μ ∧ α∗ ∧ β), (11)
where β = −p
τ
ln[(λ1τ)1/p + k1/p] > 0 and α∗ ∈ (0, λ2 − λ1) is the unique root of the
equation 2p−1α[1 + k(λ(τ))α] − (λ2 − λ1) = 0.
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ponentially stable in the sense of (11), where β = −p
τ
ln[(λ1τ)1/p + k1/p] > 0 and α∗ ∈
(0, λ2 − λ1) is the unique root of the equation 2p−1α[1 + k(λ(τ))α] − (1 − k1/p)p/τ = 0.
Proof. For an arbitrary δ, 0 < δ < λ2 − λ1, let us define the function
hδ(α) = 2p−1α
[
1 + k(λ(τ))α]− δ, α  0.
Since hδ(0) = −δ < 0, hδ(δ) > 0, h′δ(α) > 0, then there exists the unique root α∗δ ∈ (0, δ) of the
equation hδ(α) = 0.
First, let us prove the first assertion in (i).
Let μ  α∗δ and 0  λ1 < λ2  (1 − k1/p)p/τ . As above, let u(t) = lnλ(t). Then, for small
enough ε, 0 < ε < μ, if we apply the Ito formula and use (4) and (10), we find that
Ee(μ−ε)u(t)
∣∣x(t) − G(xt )∣∣p
E
∣∣ξ(0) − G(ξ)∣∣p + E
t∫
0
e(μ−ε)u(t)
{[
λ1 + (μ − ε)2p−1
]∣∣x(s)∣∣p
+ (μ − ε)2p−1k
0∫
−τ
η(v)
∣∣x(s + v)∣∣p dv − λ2
0∫
−τ
η1(v)
∣∣x(s + v)∣∣p dv
}
ds
+
t∫
0
θ(s)e−εu(s) ds.
But,
t∫
0
e(μ−ε)u(s)
0∫
−τ
η1(v)
∣∣x(s + v)∣∣p dv ds
=
t∫
−τ
( (v+τ)∧t∫
v∨0
e(μ−ε)u(s)η1(v − s) ds
)∣∣x(v)∣∣p dv

(t−τ)∨0∫
0
( v+τ∫
v
e(μ−ε)u(s)η1(v − s) ds
)∣∣x(v)∣∣p dv 
(t−τ)∨0∫
0
e(μ−ε)u(v)
∣∣x(v)∣∣p dv,
so that
Ee(μ−ε)t
∣∣x(t) − G(xt )∣∣p
 c2(ε) +
[
λ1 + (μ − ε)2p−1
(
1 + ke(μ−ε)u(τ))]E
t∫
0
e(μ−ε)u(s)
∣∣x(s)∣∣p ds
− λ2E
(t−τ)∨0∫
e(μ−ε)u(s)
∣∣x(s)∣∣p ds0
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[
λ1 + (μ − ε)2p−1
(
1 + ke(μ−ε)u(τ))]E
t∫
0
e(μ−ε)u(s)
∣∣x(s)∣∣p ds
− (λ1 + δ)E
(t−τ)∨0∫
0
e(μ−ε)u(s)
∣∣x(s)∣∣p ds,
where
c2(ε) = E
∣∣ξ(0) − G(ξ)∣∣p + 2p−1(μ − ε)ke(μ−ε)u(τ)E
0∫
−τ
∣∣ξ(s)∣∣p ds
+
∞∫
0
θ(s)e−εu(s) ds > 0.
Since μ − ε < α∗(δ) implies that hδ(μ − ε) < 0, it follows that
Ee(μ−ε)u(t)
∣∣x(t) − G(xt )∣∣p  c2(ε) + (λ1 + δ)E
t∫
(t−τ)∨0
e(μ−ε)u(s)
∣∣x(s)∣∣p ds,
and, therefore,
E
∣∣x(t) − G(xt )∣∣p  c2(ε)e−(μ−ε)u(t) + (λ1 + δ)τ sup
t−τst
E
∣∣x(s)∣∣p.
By virtue of Lemma 1 we conclude that
lim sup
t→∞
lnE|x(t)|p
u(t)
−[(μ − ε) ∧ β].
From here we obtain the required result letting ε → 0, which is δ → λ2 − λ1 and α∗δ → α∗.
Let us now prove, for example, the second assertion in (ii), i.e. if 0 λ1 < (1−k1/p)p/τ < λ2
and μ > α∗.
For an arbitrary δ > 0, let μ > α∗δ . Then from (11) we have
p
∣∣φ(0) − G(φ)∣∣p−2[[φ(0) − G(φ)]T (f (t, φ(0))+ g(t, φ))+ 1
2
∣∣σ(t,φ)∣∣2]
+ p(p − 2)
2
∣∣φ(0) − G(φ)∣∣p−4∣∣[φ(0) − G(φ)]T σ (t, φ)∣∣2
 λ1
∣∣φ(0)∣∣p − λ2
0∫
−τ
η1(s)
∣∣φ(s)∣∣p ds + θ(t) · (λ(t))−μ
 λ1
∣∣φ(0)∣∣p − (1 − k
1
p )p
τ
0∫
−τ
η1(s)
∣∣φ(s)∣∣p ds + θ(t) · (λ(t))−α∗δ .
By comparing this relation with the above and letting δ → λ2 − λ1, which implies α∗δ → α∗ and
μ → α∗, we immediately obtain the required result, i.e.
lim sup
lnE|x(t)|p −(α ∧ β).t→∞ u(t)
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provided previously. 
By using the following assertion, it is easier to verify the conditions for the pth moment
exponential stability of the solution of Eq. (1), than the ones from Theorem 1. The proof is
mostly the same as the one from paper [4] and we present it here because of its constructiv-
ity.
Corollary 1. Let there exist functions λ(t) and θ(t) satisfying the conditions of Theorem 1 for
an arbitrary δ > 0, and let condition (4) holds with k ∈ (0,1) and η ∈ W([−τ,0];R+). Let
also there exist positive constants l1, l2, l3, l4 and functions η1(·), η2(·) ∈W([−τ,0];R+) such
that
xT f (t, x)−l1|x|2,
∣∣f (t, x)∣∣2  l2|x|2, (12)
∣∣g(t, ϕ)∣∣p  l3
0∫
−τ
η1(s)
∣∣ϕ(s)∣∣p ds, (13)
∣∣σ(t, ϕ)∣∣p  l4
0∫
−τ
η2(s)
∣∣ϕ(s)∣∣p ds + θ(t) · (λ(t))−μ (14)
for all t  0, x ∈ Rn and ϕ ∈ Lp([−τ,0];Rn). If the following condition is valid:
0 (p + 2)(√kl2 +√kl3 )+ 4[√kl3 +√l3 + (p − 1)l4]
+ k(p − 2)
(
−2l1 +
√
kl2 +
√
l3 + 1 +
√
k√
l3
+ p − 1
)
< (p + 2)(2l1 −√kl2 −√l3 )− (p − 2)
(√
l2 + √l3√
k
+ 1 +
√
k√
l3
+ p − 1
)
(15)
then the trivial solution of Eq. (1) is the pth moment exponentially stable.
Proof. Since
I1(t) ≡
[
ϕ(0) − G(ϕ)]T [f (t, ϕ(0))+ g(t, ϕ)]
 ϕT (0) · f (t, ϕ(0))+ ∣∣G(ϕ)∣∣ · ∣∣f (t, ϕ(0))∣∣+ ∣∣ϕ(0)∣∣ · ∣∣g(t, ϕ)∣∣+ ∣∣G(ϕ)∣∣ · ∣∣g(t, ϕ)∣∣,
I2(t) ≡
∣∣σ(t, ϕ)∣∣2,
I3(t) ≡
∣∣[ϕ(0) − G(ϕ)]T σ (t, ϕ)∣∣2  ∣∣ϕ(0) − G(ϕ)∣∣2 · ∣∣σ(t, ϕ)∣∣2,
the left-hand side in (8) becomes
I (t) ≡ p
2
∣∣ϕ(0) − G(ϕ)∣∣p−4[∣∣ϕ(0) − G(ϕ)∣∣2(2I1(t) + I2(t))+ (p − 2)I3(t)]
 p
∣∣ϕ(0) − G(ϕ)∣∣p−2[ϕT (0) · f (t, ϕ(0))+ ∣∣G(ϕ)∣∣ · ∣∣f (t, ϕ(0))∣∣
+ ∣∣ϕ(0)∣∣ · ∣∣g(t, ϕ)∣∣+ ∣∣G(ϕ)∣∣ · ∣∣g(t, ϕ)∣∣+ 2(p − 1)∣∣σ(t, ϕ)∣∣2].
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we find that
I (t) p2p−4
[∣∣ϕ(0)∣∣p−2 + ∣∣G(ϕ)∣∣p−2][−2l1∣∣ϕ(0)∣∣2 +
√
l2
k
∣∣G(ϕ)∣∣2
+
√
k
l2
∣∣f (t, ϕ(0))∣∣2 +√l3∣∣ϕ(0)∣∣2 + 1√
l3
∣∣g(t, ϕ)∣∣2 +
√
l3
k
∣∣G(ϕ)∣∣2
+
√
k
l3
∣∣g(t, ϕ)∣∣2 + (p − 1)∣∣σ(t, ϕ)∣∣2].
Now, we apply Young inequality (|a|p)2/p(|b|p)(p−2)/p  2
p
|a|p + p−2
p
|b|p to estimate the terms
of the form |a|2|b|p−2. Then, on the basis of (12)–(14) we finally obtain
I (t) 2p−4
{[
(p + 2)(− 2l1 + (√kl2 +√l3 ))
+ (p − 2)
(√
l2 + √l3√
k
+ 1 +
√
k√
l3
+ p − 1
)]∣∣ϕ(0)∣∣p
+
[
k(p − 2)
(
−2l1 +
√
kl2 +
√
l3 + 1 +
√
k√
l3
+ p − 1
)
+ (p + 2)(√kl2 +√kl3 )
] 0∫
−τ
η(s)
∣∣ϕ(s)∣∣p ds + 4(√kl3 +√l3 )
0∫
−τ
η1(s)
∣∣ϕ(s)∣∣p ds
+ 4(p − 1)λ4
( 0∫
−τ
η2(s)
∣∣ϕ(s)∣∣p ds + θ(t) · (λ(t))−μ
)}
≡ d1
∣∣ϕ(0)∣∣p +
0∫
−τ
[
d2η(s) + d3η1(s) + d4η2(s)
]∣∣ϕ(s)∣∣p ds,
where d1, d2, d3, d4 are some generic constants. But, we can write
I (t) d1
∣∣ϕ(0)∣∣p + (d2 + d3 + d4)
0∫
−τ
η3(s)
∣∣ϕ(s)∣∣p ds + d4θ(t) · (λ(t))−μ,
where η3(s) = d2η(s)+d3η1(s)+d4η2(s)d2+d3+d4 and η3(·) ∈W([−τ,0];R+).
Condition (15) implies that d1 < 0 and d2 + d3 + d4 > 0. If we put λ1 = −d1, λ2 = d2 +
d3 + d4, we also deduce that 0 λ2 < λ1. Thus, all the conditions of Theorem 1 are valid and,
therefore, the trivial solution of Eq. (1) is the pth moment exponentially stable in the sense of (9).
This completes the proof. 
Note that for p = 2 condition (15) is reduced to 2l1 > 2√kl2 + 2√kl3 + 2√l3 + l4, i.e. to the
one from paper [11]. For p  2 and λ(t) ≡ et Corollary 1 is reduced to the one from paper [4].
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by applying Corollary 1 to an example of Eq. (1) in which w(t) is a one-dimensional Brownian
motion and
G(xt ) = 1√
3τ
0∫
−τ
(
x1t (s)
x2t (s)
)
ds,
f
(
t, x(t)
)=
( −ax1(t)
−ax2(t) + e−|x2(t)+t |x1(t)
)
,
g(t, xt ) =
0∫
−τ
(
sin(x1t (s) + t)x1t (s)
cos(x2t (s))x
2
t (s)
)
ds,
σ (t, xt ) = 12
0∫
−τ
(
t sinx1t (s)e−2t + x2t (s)
t2(1 − e−|x2t (s)|)e−3t
)
ds,
where a = const > 0, x(t) = (x1(t), x2(t))T , xt (s) = (x1t (s), x2t (s))T . It is easy to check that(
x(t)
)T
f
(
t, x(t)
)
−(a − 1/2)∣∣x(t)∣∣2,∣∣f (t, x(t))∣∣2  (a + 1)2∣∣x(t)∣∣2,
and by applying Hölder inequality,
∣∣G(xt )∣∣p  1
3
p
2 τp
τp−1
0∫
−τ
∣∣xt (s)∣∣p ds = 1
3
p
2
0∫
−τ
1
τ
∣∣xt (s)∣∣p ds,
∣∣g(t, xt )∣∣p  τp
0∫
−τ
1
τ
∣∣xt (s)∣∣p ds,
∣∣σ(t, xt )∣∣p  12p τp−1
0∫
−τ
[(
t sinx1t (s)e−2t + x2t (s)
)2 + t4(1 − e−|x2t (s)|)2e−6t ] p2 ds
 τ
p−1
2p
0∫
−τ
(
2t2e−4t + 2∣∣xt (s)∣∣2 + t4e−6t) p2 ds
 τ
p−1
2p
0∫
−τ
2
p
2 −1[(2t2 + t4) p2 e−2pt + ∣∣xt (s)∣∣p]ds
= τ
p
2
(
t2 + t4/2) p2 e−2pt + τp
2
0∫ 1
τ
∣∣xt (s)∣∣p ds.
−τ
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Then, k = 1/3p/2, l1 = a − 1/2, l2 = (a + 1)2, l3 = τp , l4 = τp/2, η(s) = η1(s) = η2(s) ≡ 1/τ ,
so that condition (15) becomes
0 (p + 2)
[
1
3
p
4
(a + 1) + 1
3
p
4
τ
p
2
]
+ 4
[
1
3
p
4
τ
p
2 + τ p2 + (p − 1)τ
p
2
]
+ 1
3
p
2
(p − 2)
[
− 2
(
a − 1
2
)
+ 1
3
p
4
(a + 1) + τ p2 +
1 + 1
3
p
4
τ
p
2
+ p − 1
]
< (p + 2)
[
2
(
a − 1
2
)
− 1
3
p
4
(a + 1) − τ p4
]
− (p − 2)
[
a + 1 + τ p2
1
3
p
4
+
1 + 1
3
p
4
τ
p
2
+ p − 1
]
.
Let us specify p = 4, for example. Then,
0 44
27
a + 6τ 4 + 68
9
τ 2 + 8
27τ 2
+ 26
9
< 4a − 12τ 2 − 8
3τ 2
− 20,
i.e.
a >
81
32
τ 4 + 33
4
τ 2 + 5
4τ 2
+ 309
32
.
In Fig. 1 the graph of the function a = h(τ) = 8132τ 4 + 334 τ 2 + 54τ 2 + 30932 is represented.
The shaded area gives the values for a and τ , for which the trivial solution of Eq. (1) is the
fourth moment exponentially stable. For example, τ = 1/2, a > 16.9; τ = 1, a > 21.7; τ = 3/2,
a > 41.6; τ = 2, a > 83.5.
Note that, because of the coercivity term in the estimation of |σ(t, xt )|p , this example cannot
be treated by using the results from paper [4].
Note also that a corollary of Theorem 2, analogous to Corollary 1, cannot be formulated
because it is impossible to obtain d1 + d2 + d3 < 0 by using the previous procedure.
280 J. Randjelovic´, S. Jankovic´ / J. Math. Anal. Appl. 326 (2007) 266–280Acknowledgments
The authors thank the anonymous referee for his very helpful remarks and suggestions.
References
[1] J.K. Hale, K.R. Meyer, A class of functional equations of neutral type, Mem. Amer. Math. Soc. 76 (1967) 1–65.
[2] J.K. Hale, A.F. Ize, On the uniform asymptotic stability of functional differential equations of the neutral type, Proc.
Amer. Math. Soc. 28 (1) (1971) 100–106.
[3] J.K. Hale, S.M.V. Lunel, Introduction to Functional Differential Equations, Springer, Berlin, 1993.
[4] S. Jankovic´, M. Jovanovic´, The pth moment exponential stability of neutral stochastic functional differential equa-
tions, submitted for publication.
[5] V.B. Kolmanovskii, V.R. Nosov, Stability and Periodic Modes of Control Systems with Aftereffect, Nauka, Moscow,
1981.
[6] V.B. Kolmanovskii, V.R. Nosov, Stability of Functional Differential Equations, Academic Press, New York, 1986.
[7] X.X. Liao, X. Mao, Almost sure exponential stability of neutral differential difference equations with damped
stochastic perturbations, Electron. J. Probab. 1 (8) (1986) 1–16.
[8] K. Liu, X. Mao, Exponential stability of non-linear stochastic evolution equations, Stoch. Process. Appl. 78 (1998)
173–193.
[9] K. Liu, X. Xia, On the exponential stability in mean square of neutral stochastic functional differential equations,
Systems Control Lett. 37 (1999) 207–215.
[10] X. Mao, Exponential Stability of Stochastic Differential Equations, Marcel Dekker, New York, 1994.
[11] X. Mao, Exponential stability in mean square of neutral stochastic differential functional equations, Systems Control
Lett. 26 (1995) 245–251.
[12] X. Mao, Stochastic Differential Equations and Applications, Ellis Horwood, Chichester, UK, 1997.
[13] X. Mao, Razumikhin type theorems on exponential stability of neutral stochastic functional differential equations,
SIAM J. Math. Anal. 28 (2) (1997) 389–401.
[14] X. Mao, Asymptotic properties of neutral stochastic differential delay equations, Stoch. Stoch. Rep. 68 (2000) 273–
295.
[15] S.E.A. Mohammed, Stochastic Functional Differential Equations, Longman Scientific and Technical, Harlow, UK,
1986.
