For more than 50 years the Mean Measure of Divergence (MMD) has been one of the most prominent tools used in anthropology for the study of non-metric traits. However, one of the problems, in anthropology including palaeoanthropology (more often there), is the lack of big enough samples or the existence of samples without sufficiently measured traits. Since 1969, with the advent of bootstrapping techniques, this issue has been tackled successfully in many different ways. Here, we present a parametric bootstrap technique based on the fact that the transformed θ, obtained from the Anscombe transformation to stabilize the variance, nearly follows a normal distribution with zero mean and variance σ 2 = 1/(N + 1/2), where N is the size of the measured trait. When the probabilistic distribution is known, parametric procedures offer more powerful results than non-parametric ones. We profit from knowing the probabilistic distribution of θ to develop a parametric bootstrapping method. We explain it carefully with mathematical support. We give examples, both with artificial data and with real ones. Our results show that this parametric bootstrap procedure is a powerful tool to study samples with scarcity of data.
Introduction
In the anthropological literature, cranial non-metric traits are which is called categorical binary variables in the mathematical literature. They are usually recorded as present or absent. Around 200 variables have been described for the skull (Le Double, 1903; Ossenberg, 1976; Hauser, & De Stefano, 1989; Pink, Maier, Pilloud, & Hefner, 2016) , and a similar number have been identified for the post-cranial skeleton (Finnegan, 1978; Donlon, 2000; Voisin, 2012; Verna, et al. 2013) . These traits should not be confused with the macromorphoscopic traits, such as bone shape, bone feature shape, or sutural shape (Hefner, & Linde, 2018) . Several researches have studied the reliability of using non-metric traits in studies of biological affinity. Their results have shown that there is a strong genetic component linked to the presence and transmission of these traits at the phenotypic level (Sjøvold, 1977; McGrath, Cheverud, & Buikstra, 1984; Pink, et al., 2016) .
For more than 50 years, since its introduction by C.A.B. Smith for use by Grewal (1962) to establish genetics distances between different strains of mice, the Mean Measure of Divergence (MMD) has been widely used after its introduction in the field of anthropology as a way to study the separation between populations through non-metric traits by Berry, & Berry, (1967) .
After some improvements over the years, the MMD turns out to be of wide use in anthropology when non-metric traits are used (Green, & Suchey, 1976; Rothhammer, Quevedo, Cocilovo, & Llop, 1984; Hanihara, Ishida, & Dodo, 2003; Sutter, & Mertz, 2004; Schillaci, Irish, & Wood, 2009; Williams, & Cofran, 2016) . Furthermore, the use of non-metric traits and the MMD has been spread to other scientific field such as biology to study fauna (Sikorski,1982; Ansorge, 2001; Ansorge, Ranyuk, Kauhala, Kowalczyk & Stier, 2009) , and even in informatics (Suryakan, & Mahara, 2016) . All of these issues turn the MMD a preponderant measure of separation between populations (Hartman,1980; Kryštufek,1990; Trimble & Praderi 2008; Markov et al. 2018) .
Among other things, the MMD biodistance has good statistical properties: it is a statistical unbiased estimator of its real value, and its statistical significance level α can be easily evaluated (de Souza, & Houghton, 1977) .
Let M denote the number of non-metric traits under consideration, which we enumerate by the Latin subindex i (1 ≤ i ≤ M). Also, let P denote the number of populations that we are dealing with. We denote them by the Greek subindexes µ, ν = 1, 2, . . . , P . Let N µ be the size of the µ-population.
Non-metric traits are categorical variables that we denote by '0' (absent) and '1' (present). When the trait was unable be measured we add a '?' in the data base and no count is done. For each µ-population and each i-trait, let K µi be the number of times the i-trait is present. We denote the number of measures of the i-trait by N µi . Due to these definitions, K µi ≤ N µi ≤ N µ , because it could happen that it was not possible to measure all of the traits.
Under the null hypothesis of no causation, each non-metric trait should follow a binomial distribution with N µi events, mean p µi = K µi /N µi , and (Wackerly, Mendenhall, & Scheaffer, 2008) .
The idea first introduced by Bartlett (1947) , later improved by Anscombe (1948) , and Freeman, Tukey (1950) was to stabilize the variance through an inverse trigonometric transformation. Both Anscombe and Freeman-Tukey transformations give almost the same results even for small samples with the best performance (Nikita 2015) . In what follows we are going to use Anscombe's transformation which is given by:
where θ µi is measured in radians (−π/2 < θ µi < π/2). Under the null hypothesis θ µi follows nearly a normal distribution with zero mean and standard
(1) (de Souza, & Houghton, 1977) . For short, we are going to denote this by
The MMD biodistance between two populations µ and ν is given by (de Souza, & Houghton, 1977; Nikita, 2015) MMD
Its variance under the null hypothesis was also calculated by de Souza, & Houghton (1977) , who obtained
If MMD (µ, ν) ≤ 0, the MMD (µ, ν) should be set to zero, meaning that the two populations are indistinguishable. A big note of caution: This could happen because they are really close populations or because there are few samples in one or both populations. Is is important to note that even if MMD (µ, ν) > 0, this may not imply a representative biodistance. A representative MMD biodistance should be bigger than the statistical fluctuations. To address this situation, it is better to work with the standardized MMS biodistance defined by:
The stMMD biodistance has the great advantage that, under the null hypothesis, it nearly follows an N (0, 1) distribution (de Souza, & Houghton, 1977) . This may be used to test statistical representativeness. In this case, if stMMD(µ, ν) > 2, its significance level will be better than α = 0.05. In the rest of this work, all biodistances will be expressed by (2). If the reader wants a more accurate statistical test of representability, the quantity
follows by construction a χ 2 M probabilistic distribution under the null hypothesis.
A parametric bootstrap procedure
With the advent of fast computers, bootstrapping procedures have grown (Efron 1979) . The basic idea is to re-sample populations with replacement, allowing for a better representability of the small ones. These methods are widely used by anthropologists and paleoanthropologists when samples are scarce (Irish, Guatelli-Steinberg, Legge, de Ruiter, Berger, 2013; Movsesian, 2013; Carter, Worthington, & Smith, 2014; Movsesian, Bakholdina, & Pezhemsky, 2014; Villmoare, 2005; Schillaci, et al., 2009) .
When the collected data follow a known probabilistic distribution, parametric procedures are more accurate. Nevertheless, one must be sure about the probabilistic distribution involved, or have a good guess of it, in order for them to work properly. Fortunately, this is our case, since θ µi follows an N (0, σ µi ) with σ µi given by (1). Our parametric bootstrap procedure consists in re-sampling the standard deviation σ µi through N (0, σ µi ). It is important to note that, if the bootstrap procedure is going to be applied, it
should be done in all populations and each non-metric trait, regardless their degree of representativeness.
Let us be specific about this parametric bootstrap procedure: For each µ-population and i-trait, N µi samplesθ
from a normal distribution with zero mean and standard deviation (1), i.e.
N (0, σ µi ). Through the set θ (s) µi , we calculate a new standard deviation σ * µi in the standard way i.e.
is the average.
We repeat this procedure B times by doing new extractions from N (0, σ µi ) and calculating σ * µi , once again through (4) and (5). Let us add a (b)-superindex to each of these procedures. At the end, we obtain the set
using (4) and (5) in all the calculations. The bootstrapped value S µi of σ µi is then given by
µi .
Since B ≫ 1, the denominator B − 1 inside the square root of (7) Now, a bootstrapped MMD B biodistance may be calculated through
with its corresponding standard deviation
and the standardized MMD B
Practical considerations
All programs were implemented by programming in C, the use of GNUPLOT 5.0 graphics program and PAST 3.21. The algorithm may be implemented directly in PAST, R, or other statistical packages using their script programming by easy extensions of our approach.
It is important to have a good uniform pseudo-random number generator on the open interval (0, 1): which is the base for constructing a Gaussian generator by means of the Box-Muller method (Box, & Muller, 1958) . The one we used has a period > 2×10 18 (Press, Teukolsky, Vetterling, & Flannery, 1996) . With these measures, the reader would be able to have Gaussian pseudo-random deviates so good to pass the Shapiro-Wilk test of normality with p ∼ 0.9 . . . (Shapiro, & Wilk, 1965) .
How it works
For simplicity, let us focus in just one variable N, being the measured size of a population's non-metric trait. We will eliminate all the subindexes in the rest of this section. Because of (1) we have
In Fig. 1 , the behavior of σ and the bootstrapped S obtained from (7) are shown vs. N. The reader can see that as the sample's size N increases, the value of σ decreases following (8), and the parametric bootstrap always gives a smaller S. We did a least squares fit of S vs. N by previously doing a log-log transformation. The resulting S ls is shown in Fig. 2 , and it is given by
where A = 0.389797, β = 1.0028, and a correlation r = −0.99532 with a confidence level of α ∼ 10 −99 . It is not surprising that β ∼ 1 due to the Central Limit Theorem (Bulmer, 1979; Wackerly, et al. 2008) . To show this, let big O (f (x)) represents the asymptotic behavior of a function f (x) where only the biggest term without constant factors is taken into account as x ≫ 1. In the asymptotic regime N ≫ 1, σ * behaves like
. This is the order of magnitude for all the elements in (6) 
. Since all of them are uncorrelated, from (7) follows that
This is the general view for one variable. Nevertheless, when all the M non-metric traits are taken into consideration, this behavior becomes milder and more complex, since each i-trait for each µ-population has a different N µi . This becomes specially apparent when there is a lack of statistical representability.
How it should be applied and interpreted
On the basis of the foregoing section, it is clear that small populations are the ones with more correction in σ µi , and so their stMMD biodistance with respect to other populations will grow more. This is a nice thing, since small populations have less statistical representation. However, it can happen that a µ-population with a big N µ does not have a big N µi for every i. In that instance, it will not have a good statistical representability, and the parametric bootstrap will greatly correct σ µi , as is the case with small populations. The quantity
measures the percentage of information of the µ-population. When T µ < 0.5, one might expect the µ-population not to have a good statistical representability.
The big picture is as follows:
When all the populations have good statistical representation, the bootstrapping procedure will change the stMMD distances matrix by almost a re-scaling factor λ. By almost, we understand that, while the factor may be different for each entry of the distances matrix, the ranking order of the distances is preserved. In this way, if we applied ordering algorithms like non-metric multidimensional scaling (nMDS) or clustering algorithms like
Unweighted Pair Group Method with Arithmetic mean (UPGMA), results
will not change. A way to see this is the following: Let D * and D be the distances matrices of the P populations with and without bootstrap, respectively. In the ideal case of a re-scaling, we should have
In general, this is not the case, but the quotients Since the number of distances N d between P populations is N d = P (P − 1)/2, the mean and the standard deviation of λ −1 are given
respectively. The relative error (in percentage) of λ −1 is given by
When E 10%, there is a confidence that the populations have statistical representability. Instead, if E > 10%, the rank order in the distances matrix may have already changed. This will happen when one, or some, of the populations lack statistical representability. Therefore, since the rank order in the distances matrix has changed, this would be reflected in the nMDS and UPGMA algorithms.
To illustrate these points, in the next sections we will apply the parametric bootstrap algorithm first to populations obtained from artificial data, and then to real populations.
Artificial data
We generate artificial data for 10 populations with M = 13 non-metric traits. A random generator of uniform numbers creates each population with a maximum size of N = 100. We include two thresholds Λ 1 and Λ 2 . Λ 1 establishes the minimum size of the populations and Λ 2 the maximum tolerance of non-measured traits. In this way, we have control of the populations' statistical representativeness.
The first artificial data correspond to populations with a good statistical representativeness. In this case, we set Λ 1 = 50 and Λ 2 = 45. The details of the populations are shown in Table S1 (supplementary material). Also the distances matrices, without bootstrap and with bootstrap, are shown in Tables S2 and S3 respectively. From them we calculate the relative error (12), obtaining the value E = 5.9881%. This result indicates that the populations have a good statistical representativeness. This fact can also be corroborated in Table 1 . There, we see that the net size of all populations is big, and also that all T µ > 0.5. In Fig. 3 , a dendrogram with UPGMA is shown for the distances matrix S2, where no bootstrap was done. In   Fig. 4 , the corresponding dendrogram for the distances matrix S3, where the parametric bootstrap algorithm was applied, is shown. We see that, up to almost a re-scaling factor, the two dendrograms are the same as expected. The second artificial data correspond to populations with a bad statistical representativeness. For that scope, we set Λ 1 = Λ 2 = 2. The details of the populations are shown in Table S4 (supplementary material). The distances matrices, without bootstrap and with bootstrap, are shown in Tables S5 and   S6 , respectively. In contraposition to the first artificial data, the relative error (12) has the value E = 39.26%, which is an indication that the populations have bad statistical representativeness. In Table 2 , we see that the net size of all populations varies from just 4 samples to 99. Also, some populations have T µ < 0.5 values, even though their net size is big: see for example the case of the first population. Table 2 . The ten populations of the second artificial data with their sizes and percentages of information as given by (10).
In Fig. 5 , a dendrogram with UPGMA is shown for the distances matrix S5, where no bootstrap was done. In Fig. 6 , the corresponding dendrogram for the distances matrix S6, where the parametric bootstrap was applied, is shown. We can now observe that the two dendrograms are completely different, as was expected. In this case, the parametric bootstrap procedure should be taken as the accurate case for solving the lack of statistical representativeness.
Real data
In Meza-Peñaloza, & Zertuche, (2019), we presented a work in which this parametric bootstrap procedure was developed and used. The seven populations studied were: Tlatilco (µ = 1), Teotihuacan (µ = 2), Epiclassic Xico (µ = 3), Toluca valley (µ = 4), Xaltocan (µ = 5), Mogotes (µ = 6),
and Postclassic Xico (µ = 7). The have been ordered almost chronologically.
In Table S7 (supplementary material), the data base of the populations may by consulted. In Table 3 the statistical data of the populations are shown. Table 3 . The seven populations extracted from real data with their sizes and percentages of information as given by (10). Tlatilco (µ = 1), Teotihuacan (µ = 2), Epiclassic Xico (µ = 3), Toluca valley (µ = 4), Xaltocan (µ = 5), Mogotes (µ = 6), and Postclassic Xico (µ = 7).
As can be seen, one of the populations (Epiclassic Xico) have just 5 individuals. On the other hand, Teotihuacan, with 66 individuals, has a low percentage of information (T 3 = 0.31). Therefore, we would expect that the parametric bootstrap procedure can be applied. The distances matrix for the stMMD without bootstrap may be found in Table S8 , and the distances matrix with parametric bootstrap in Table S9 . From them we calculate the relative error (12), obtaining the value E = 95.29%. So, no doubt that things will change with the parametric bootstrap. The dendrogram obtained without bootstrap is shown in Fig. 7 , whereas the one with the parametric bootstrap appears in Fig. 8 . In the latter case, note that the smallest distance between Epiclassic Xico and Postclassic Xico is statistically representative since stMMD = 14.23, and from (3) χ 2 13 = 101.1234, giving a level of significance α < 10 −17 .
Conclusion
We have developed a parametric bootstrap procedure for the MMD biodistance. It is described in detail in Sec. 2. It can be applied with confidence in any set of populations. When they have a good statistical representativeness, all the distances will be almost re-scaled by a λ factor defined in (11), and a relative error (12) of the order E 10%. Thus, the ranking order of the distances is going to be preserved, and nor will the results with the UPGMA cluster analysis change, nor those with the nMDS ordination method. On the contrary, when E > 10%, we have an indication of a bad statistical representativeness, therefore the distances ranking order begins to change. In this case, the parametric bootstrap is advisable. A lack of statistical representativeness may be detected when some of the populations have less than 10 individuals. It may also happen that N µ is big, but the percentage of information (10) Classic, red to Epiclassic, and black to Postclassic.
Supplementary Material
Population µ ↓ \ i − trait → 1 2 3 4 5 6 7 8 9 10 11 12 13 Table S3 . The distances matrix for the ten populations in Table S1 after a parametric bootstrap with B = 500 iterations. Table S9 . The distances matrix for the seven populations in Table S7 . A parametric bootstrap was applied with B = 500 iterations. All the distances are statistically representative at the α ≤ 10 −17 level.
