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In a complex interconrwctcd network syst{'m, the basic problem is to eff<'ctively 
manage the stability of communication channel shared by many users, who need 
high quality and efficiency of services. In order to comply with these demands, var-
ious multiple access communication protocols and management mechanisms have 
been proposrd, developed aLnd standardized. In a typical network system consisting 
of a large number of networking machines and equipments. contention-based pro-
tocols have been well known and commonly utilized as the cffecti\'e multiple access 
protocol. However, using contention-based protocols, it happens that two or more 
users attempt to transmit their transmitting packets or messages on a sharrd com-
munication channel in the :short period. At that time, most of packets or messages 
usually have been destroyed and lost in the 'collision· or 'conflict' period, and most 
of them should be retransmitted. Some of very frequent retransmissions may cause 
the instability of the network. and this phenomena is well known as the bistability 
problem. 
Therefore, in order to owrcome this instability problem of the contention-based 
protocols, Tsybakov and Capetanakis proposed an excellrnt protocols indepen-
dently. Their protocols are based on tree algorithms or tree-basrd collision resolution 
algorithms, they use a tree structure in resolving a collision based on the feedback 
information on the physicaL} level of network layers. It is notable that tree-based 
collision resolution algorithms stabilize a contention-based communication system 
and guarantee the maximum throughput of the channel. 
However, these kinds o:f protocols only utilize the feedback information in the 
lowest le\'el of communicatiton layers, it is too difficult to perform the global stability 
of the interconnected network systems. Especially, in the environment of networks 
using various protocols, many equipments in the networks exchange the monitoring 
information of their own status. It is very important to gathrr and collect high level 
information in order to analyze and perform the global network systems. 
Therefore, the major objective of this dissrrtation is to propose and evaluate 
several new protocols in order to stabilize nrtworks using multi level protocols. In 
order to transmit various kinds of messages such as data, voice, or graphic images 
with differrnt requirements for transmission, we focus on the stability control in 
both of local and wide area~ networks based on the lower and higher level feedback 
information. 
First , in chapter 2, we propose a CS~IA/CD protocol employing the blocked 
access tree collision resolution algorithm a.<> its back-off algorithm. and evaluate 
its performance. In chaptrr 3, we propose DTA-~IR protocol and investigatr the 
priority mrchanisms using the information from the sequence of transmitting time 
and the delay of transmitting time. 
Second, in chapter 4, in order to derive rules for the traffic distribution and 
patterns in the interconnect cd networks. we <•xtcnd attribute-oriented induction al-
gorithm for knowledge disCO\'NY in dynamic environments. \\'c can disco\'cr three 
kinds of intelligent rules, such as characteristic rule, stablr rul<' and evolution rule, 
it is possible to manage and stabilize network systems globally by derived rules. 
In chapter 5, we use the technology of active database to automatically control the 
network systems using high levd protocol information, and W<' also propose the sam-
pling techniqu<' based on th<' occurrences of composite events in the managrm<'nt 
information bas<'. \Ye also <•valuat<' the memory cost performance of the sampling 
method ba~rd on composite c\·cnts detection in srveral cont<'xb. 
Finally, the author would lik<' to hope that the research in this thesis will be 





I wish to express my sincere appreciation to Professor Toshiharu HASEGA\\"A 
of Kyoto Vniversity. His constant encouragement and inn\luable comments have 
greatly hrlp<'d to make this research a succ<•ss. 
~ly great thanks ar<' due to Professor Toshihide IBARAKI and Professor Masanori 
KA AZA\VA of Kyoto University for their helpful suggestions and invaluable com-
ments in r<'ading the manuscript. 
I am ,·cry grateful to Professor Shojiro :\ISHIO of Osaka Cniversitv for his 
guidance and <'ncouragem<>nt throughout thr course of this research. . 
I am also highly indebted to Professor Yuji OlE of ~ara Institute of Science 
and Technology and for his encouragcm<'nt and invaluabl<> advice, in particular, 
concerning the work in chapter 2. 
I have to record here my grateful thanks to Professors Tiko KA~lEDA and 
Jiawei HA:\ of Simon Fraser University for their invaluable advice, in particular, 
concerning the work in chapter 4. This chapter was done during my visit to Simon 
Fraser Univ<'rsity in 1993. 
And I gratefully thank Associate Professor Yutaka TAKAHASHI of Kyoto Uni-
versity for his encouragement. 
Thanks arc in order to Associate Professor Tetsuya TAKI:\E of Osaka Univer-
sity, Doctor Yutaka ~lATSU).lOTO, Assistant Professor ).linoru KAWAHARA of 
Kyoto University, Assistant Professor Shoji KASAHARA of Kyoto University, As-
sistant Professor Naoto MIYOSHI of Kyoto University, Assistant Professor Fumio 
ISHIZAKI of Tokushima University. 
And I gratefully acknowlrdge helpful discussions with my friends, colleagues and 
many students in Hasegawa's Laboratory on several points in this thesis. 
Finally I would like to rxpress my greatest gratitude to my parents, Hirofumi 
and Tomiko KAWANO, who are always willing to hear about my work for their 




1.1 Communication System . . . . . . . . 
1.2 Protocols in Communication ~etworks 
1.2.1 Protocol hierarchies .... . 
1.2.2 Controlled-access protocol .. . 
1.2.3 Contention-based protocols .. 
1.3 Management Information in Communication i'\etworks 
1.3.1 Network management .............. . 
1.3.2 High level information in management database 
1.3.3 Techniques of knowledge discovery in databases 
1.3.4 Technique of composite events detection 
1.4 Overview of the Dissertation . . . . . . . . . . . 
2 CSMA/CD with Tree Algorithms 
2. 1 Introduction ...................... . 
2.2 TREE-CSMA/CD Algorithms . . . . . . . . . . . . . 
2.3 Performance Analysis of TREE-CSMA/CD Protocol 
2.3.1 First and second moment of collision resolution time 
2.3.2 Throughput vs. mean transmission delay time 
2.4 Performance of TREE-CSt\1A/CD . 
2.4.1 Simulation models ... 
2.4.2 Performance evaluation . 
2.5 . rumerical Results ..... . 
2.6 Robustness of the Protocol . 
2. 7 Priority Function 
2.8 Conclusion ......... . 
3 Tree Algorithms with Reservation Mechanisms 
3.1 Introduction . . . . . . . . . . . . . . . . . 
3.2 Procedures of DTA and DTA-MR ..... 
3.2.1 Procedure of DTA using tree graph 
3.2.2 Procedure of DTA-~lR ..... 
3.3 Performance Analysis of the DTA-MR 
3.3.1 Model . . . . . . . . . . . . . 
3.3.2 ~lean length of a session time 




































3.3.4 ~lean delay . . . . . . . . . . . . . . . . . . . . 
3.3.5 The maximum mrssage transmission delay time 
3.3.6 :\umerical results ................ . 
3.-t Several Tran~mission Protocols with Priority :\lechanism 
3.4.1 Internal prionty in DTA-?\.1R .... 
3.4.2 DTA-:\IR with priority mrchanism 








4 Control of Dynamic Environment by Knowledge Discovery and Ac-
tive Database Techniques 59 
::;.g 4.1 Introduction . . . . . . . v 
4.2 Knowledge Discovery in Dynamic Environment 61 
4.2.1 Data sampling in dynamic environment . 61 
4.2.2 Primith·es for generalization specification . 62 
4.3 Attribute-Oriented Induction in Dynamic EnYironment 64 
4.3.1 Basic strategies for periodical attribute-oriented induction 65 
4.3.2 Attribute-oriented induction algorithm with data sampling 67 
4.3.3 Intelligent reactions to dynamic environments 69 
4.4 Management of Communication I\etworks by Knowledge Discovery 72 
4.5 Conclusion . . . . . . . . 77 
5 Data Mining with Composite Events Based Sampling in a Dynamic 
Environment 79 
5.1 Introduction . . . . . 
5.2 Data :\lining . . . 
5.2.1 Knowledge discovery in databases 
5.2.2 Attribute oriented induction method with periodical sampling 
5.3 Knowledge Discovery in :\1anagement Information Base 
5.4 Composite Events in Active Databases 
5.4.1 Active database system . 
5.4.2 Composite events in contexts . . . . . 
5.4.3 Attribute oriented induction algorithm with composite events 
based sampling 
5.5 Simulation Study ... 
5.6 Example of :\1ining Application Areas . 
5.7 Conclusion . 
6 Conclusion 
6.1 Summary of this Thesis 
6.2 Issues for Future Research 
A Upper and Lower Bounds of eq.(2.7 ) 



















List of Figures 
1.1 Topology of networks and equipmcnts. . ............. . 
1.2 The nrtwork architecture based 011 the ISO OSI reference model. . 
1.3 Example of a collision resolution graph for tree protocol. . 
1.4 Example of collision resolution for Fig.l.3 ......... . 
1.5 ~Ianagement information base in interconnected networks. 
1.6 Periodicity of an attribute. . . . . . . . . 
1.7 Triggering by a value of single attribute. . 
1.8 Characteristics of multiple attributes .... 
1.9 Triggering by values of multiple attributes. 
2.1 Example of a tree graph for parallel search .. 
2.2 Example of collision resolution for Fig.2.1 .. 
2.3 Example of a tree graph for binary depth first search. 
2.4 Example of collision resolution for Fig.2.3 ...... . 
2.5 Snapshot of collision resolution of TREE-CS:\lA/CD. 
2.6 Slotted approximation of resolution periods for TREE-CSJ\1A/CD 
protocol. ............ . 
2. 7 Relation of X, and Yt. . ......... . 
2.8 :\lean delay versus throughput. . .... . 
2.9 Coefficient of variation versus throughput. 
2.10 Comparison between analyses and simulation study. 
2.11 Comparison of different packet length. . ..... . 
3.1 Example of a tree graph in the DTA (Q = 2, m = 3). 
3.2 Example of collision resolution for fig.3.1 . . ..... 
3.3 Example of collision resolution tree graph in the DTA-~IR. 
3.4 A snapshot of collision resolution in the DTA-J..lR. .. 
3.5 Two components of mean delay t ime ......... . 
3.6 :\lean message transmission time versus throughput. . 
3. 7 Transmission time for priority levrl. . . . . . . . . . 
3.8 Several transmission protocols of Multiple-packets. 
4.1 \'etwork hierarchy pro\'ided by network resources. 
4.2 Hierarchical information in network resources. . 
4.3 Monitoring tuples from interconnecting network .. 
4.4 Sampling period and sampling length ....... . 
4.5 Architecture of actiYe knowledge database in dynamic environment. 





































4. 7 Query for characteristic rule .. 
4.8 Sampled data in a period. . . 















R\10:\' data collected by S~f.lP equipments. . 86 
Periodicity of attribute (5.4) in a week. . . . . 86 
Prriodicity of attribute (5.4). . . . . . . . . . 87 
Architecture of active knowledge database in dynamic environment. 89 
Pseudo ECA rule definition in active database. . 89 
Example of composite events in four contexts. 91 
.Mrmory requirement in four contexts. . . . . . . 95 
Average memory requirement in four contexts. . 96 
\1emory requirement with many participating primitive events. . 97 
Average memory requirement with many participating primitive events. 98 
Vlll 
List of Tables 
2.1 Mean resolution time for multiplicity k . ........ 25 
2.2 Upper and lower bounds for the first moment AI(k) . . 25 
2.3 Variance V(k) and second moment S(k). 27 
2.4 Upper and lower bounds for {3 . ...... 27 
2.5 Basic parameters for numerical analysis. 34 
4.1 Rules for current status of communication network. 74 
4.2 Rules in other sampling period. 75 
4.3 Stable rule with periodicity. 0 0 75 
4.4 Evolution rule with unstability. 75 
4.5 Stable rule with stability .. 76 




1.1 Communication Syst em 
WC' will consider the communication networks which consists of many distributed 
terminals to communicate complex and multifarious packets over a shared commu-
nication medium. vVhen we focus on one network which is separated by bridge~, 
routers or other network equipments, \\'<' hav<> several types of multiple access pro-
tocols to send only a single packet over one channel at one transmission time. It 
is pos~ible to share the capacity of th<> channel efficiently by these multiple access 
protocols, such as controlled-access protocols or contention-based protocols[Toba77J. 
However, there are many problems and difficulties to implement these protocols 
over communication channels which have quite different characteristics in several 
view points. For example, when we design the network systems, we have to consider 
the number of server/client stations, the volume of traffic for point to point or 
multicast/broadcast communication, or the length of propagation delay time and 
others. In order to resolve these problems, many protocols have been proposed and 
evaluated by many researchers, and they provide high throughput and low message 
delay in one networks[Toba80]. 
In this thesis, we will direct our atl<'ntion to the intelligent management of 
stability in interconnected networks, which is shown in Fig. 1.1, based on several 
communication protocols [Kawa88a, Kawa92a. Kawa92b, Kawa95b, Kawa96b]. 
1.2 Protocols in Communication Networks 
\\'hen we design the interconnected communication system including multiple net-
works, we have to use many equipments which adopt various protocols in the view 
point of local stability. :\Ioreover, the current information systems tend to utilize 
C'ach communication medium for transmitting multifarious messages such as text, 
vo~ce, or graphic images. In these complex situations, the types of packetized mes-
sages would vary in length and generation int<>rval, and the requirements for trans-
mission of each kind of messages would bC' diffC'rent. Thus, in addition to realizing 
the stability of communication channels, it is important to develop transmission 
protocols which can reflect the requirements as well as features of the packetized 
1 
---- A,B,C,D,E,F Local Area Network 
C=:> a, b, c, d : One of Logical Domains (Labs., Floors, Administrators etc.) 
: Physical Connection (Gateway, Bridge etc.) 
®® : Bridge, Router and other equipments 
Figure 1.1: Topology of networks and equipments. 
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messages of multifarious information media. 
In this section, we explain the structures or hierarchy of various types of com-
munication protocols in interconnected networks. 
1.2.1 Protocol hierarchies 
First, in order to reduce the complexity of network design, communication networks 
should be organized as a series of layers[Tane81]. For example. the reference model 
of Open System Interconnection (OSI) model is designed by International standards 
organization(ISO) in a highly sophisticated way. The reference model consists of the 
following seven layers, specifying particular network functions such as addressing, 
flow control, error control, encapsulation, message transfer, and others in Fig. 1.2. 
1. Physical layer is defined by the electrical, mechanical, and other specifica-
tions in order to activate and deactivate the physical channel between network 
equipments. 
2. Data Link Layer provides reliable transmission of data, which is concerned 
with physical addressing, network topology, line discipline, error notification 
of frames and flow control. 
3. Network Layer offers a complex routing mechanism in order to choose and 
connect the path between two equipments, that may be in geographically 
different segments. 
4. Transport layer provides reliable service for virtual circuits, transport fault 
detection and recovery, and information flow control. 
5. Session layer provides sessions between applications, class of service and ex-
ception reporting, data exchange is based on dialogue between two or more 
presentation entities. 
6. Presentation Layer has the ability of translation between several data represen-
tation formats, it guarantees that information transmitted by the application 
layer will be readable by the application layer of other system. 
7. Application Layer is the closest layer to the individual user, network resources 
for the intended communication of two programs on different machines are 
identified and established. 
According to the basic principles of OSI, it is easy to implement various pro-
tocols independently on each layer, thus there exists many protocols to transmit 
raw bits, packets or messages over a communication channel. At present, many re-
searcher have been developing various protocols to transmit packets over one shared 
communication channel effectively. 
T here are many authors who have proposed and extended the mechanism of vari-
ous multiple access protocols, and evaluated the characteristics of the protocols[Tane81, 
Oie86] . According to several researches, we are able to classify these protocols into 
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Figure 1.2: The network architecture based on the ISO OSI reference model. 
1.2.2 Controlled-access protocol 
Generally speaking, controlled-access protocols have the following classes, distributed 
terminals have to wait for their transmission time under the control of the central 
station or server. 
• Fixed channel a llocation protocols 
The resource of common channel is divided into the several width by the s<'veral 
measures, most famous protocols are Time division multiplE> access (TDl\IA) 
and Frequency division multiple access (FDMA)[Toba80J. 
TOl\lA assigns fixed channel time slot to each station, and it is possible to 
transmit one packet in one time segment without overlapping with other sta-
tions. On the other hand, FD\IA assigns frequency slot and bandwidth to 
<'ach station. 
• D e mand-adaptive protocols 
By demand-adaptive protocols, it is possible to allocate the resource of the 
channel flexibly. Distributed stations are controlled by the central controller 
in polling or probing schemes, the mechanism of token passiug scheme is also 
one of polling schemes[Toba76]. 
In reservation schemes, a user have to reserve the channel in order to transmit 
messages, the reservation are procc<>ded on the two types of channels; I.e., 
commonly used communication channel and rcqu<>st channel. 
1.2.3 Contention-based protocols 
For constructing decentralized systems, the de\·elopment of fully-distributed and 
cffrctive communication protocols is one of most important research issues. Random 
multiple-access communication systems with th<' contention type channel have the 
feature to casilv implement distributed protocols. The contmtion-based protocols 
arc divided into the following two classes, ALOHA type and tree-based protocols. 
• ALOHA type protocols 
The basic idea is very simple, just let their user::. transmit whenever they have 
packets to be sent[..-\bra70, Klei75b]. The mechanism of CS:\IA/CD is the 
standard and commonly used protocols in the lowest communication layer of 
local area networks (LANs)[A:"JSI802.3]. 
However, several well-known papers including [Fayo77J and [Haye78J demon-
strated the inherent channel instability of the typical ALOHA type random access 
scheme in thr absence of external control when the number of transmitters is large . 
It has been pointed out in many pap<'fs that the channel stability of CS~lA/CD 
scheme with back-off algorithms inherently suffers, if the channel traffic become!> 
too heavy. (See, e.g., refs. [?\1edi83, Good88]) ) Collisions reduce the syRtcm per-
formance remarkably and often make the channel state very instable. Therefore, 
the most important issue in the conventional research and developments in this field 
has been the rc!>olution of conflicts for efficient usc of the common communication 
medium. 
• Tree-based protocols 
A highly effective innovation in random access !>chemes for slotted communica-
tion channel systems was introduced independently by Capetanakis [Cape79b, 
Cape79a] and, Tsybakov and Mikhailov [Tsyb78] with the concept of a col-
lision resolution algorithm. Their proposed protocols have been shown to 
excel in channel stability (see, e.g .. [Cape79a, Cape79b, ~1uro85J), and many 
algorithms have been investigated by numerous authors under various dis-
tributed environments of communication systems (sec, e.g., [Haye78, Tsyb80a, 
Tsyb80b, Pipp81, Tsyb82, Moll83, Mera83, Oic86, Tsyb87, Tows87, Kawa88a, 
Poly93J). 
Their proposed algorithm is often called tree type algorithm, and as the basic 
property thr group of tNminals with collided packets is divided into subgroups 
algorithmically, which guarantees the channel stability. It has been shmvn that tree 
type collision resolution algorithms excel in the channel stability, and many tree 
type algorithms have bern investigated aiming at the improvrmcnt of thr system 
performance such as throughput and delay characteristics. 
Since thrn, many tree type algorithms have brcn investigated aiming at the im-
provement of the system performance with/without additional feedback information. 
(sre ref. [\Iuro86a, Kawa88aJ) Typical tree type algorithms employ one of two types 
of access protocols, i.e., blocked access protocol [Cape79bJ and free access protocol 
[Math85J. In the blockf'd access protocol[Hofr84], new packets are transmitted in 
5 
the first slot after all previous conflicts are resolved, i.e., new packets remain blocked 
at their respective transmitters until the current collision resolution interval termi-
nates. On the other hand, the free access protocol permits new packets to transmit 
during the collision resolution interval[~1ose85, Huan85]. The procedure of blocked 
access protocol is easier than that of free access protocol. 
/ root node @ :success 
0 : empty 
2 A,B,C 3 @ : collision 
c 
A B 
Figure 1.3: Example of a collision resolution graph for tree protocol. 
A,B,C A,B,C A,B c A B 
1 2 3 4 5 6 7 slot 
Figure 1.4: Example of collision resolution for Fig.l.3. 
Moreover, several CSMA/CD schemes with tree type collision resolution algo-
rithms have been proposed, and at least two organizations have already implemented 
these types of CS.:VlA/CD protocols. The performance of these protocols has been 
evaluated by some authors for the case of free access scheme [Geor86, Moll83] . How-
ever, as for the CSMA/CD scheme with blocked access protocol, its detailed access 
protocol and performance analysis have not yet been presented. 
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1.3 Management Information in Communication 
Networks 
Many networking environment including repeaters, bridges and switches has been 
developed to provide sufficient band width for many applications by employing the 
protocols in the previous section. Some of networking equipments have been de-
signed to connect several clusters which includes different communication protocols, 
therefore it is very difficult to unify the features of communication protocols. How-
ever, using different protocols makes other types of instability problems in the in-
terconnecting networks, we need much more higher level protocols to manage the 
stability of complex networks. In order to achieve such difficult as well as important 
network management, basically we have to continuously monitor the system status of 
different ports (stations) and layers using certain network protocols [RFC1067]. Es-
pecially, by using technique of database systems[Ullm88, McCa89], some attributes 
are collected by RMON (Remote network MONitoring), and then stored into Man-
agement Information Base (MIB) in Fig. 1.5, which are defined in SNMP (Simple 
Network Management Protocol)[Stal93]. 
---- A,B,C,D,E,F- Local Area Network 
~ a, b, c, d : One of Logical Domains (Labs., Floors, Administrators etc.) 
: Physical Connection (Gateway, Bridge etc.) 
®® 
EJ 
: Bridge, Router and other equipments 
:Management Information Base (MIB) 
Figure 1.5: Management information base in interconnected networks. 
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1.3.1 Network management 
In an int~rconn<>ct ing network. various technique:; have been proposed for network 
management !Covo 9. GC'rl91. Kawa92b, ~Iorr91. Pan91]. sincr there arc seYeral 
following categorH'S of network management problc>tm;!Stal93]. 
• Perfonrwnce. management 
The nrtworks are composed of various equipments which must share the re-
sourt<'s, it is important to improve network performance by the characteristics 
of s<'vrral attributes values. 
• Fault management 
When a fault happens in the network, it is important to detect the location of 
<>quipm<>nts, to r<>configure or modify the topology of networks, and to repair 
thr fail<'d components or to send the urgent message to administrators. 
• A ccountmg management 
Thr network administrators have to charge or track the usage of network 
resourcr~ by each user or a group of users. 
• Configumlton and name management 
:\c>twork:-; arc composed of individual equipments which have been named log-
ically, wlH'll we have initializing or shutting down the network, it is important 
to drcidr and control the appropriate hardware by thr logical name. 
• Securtty management 
Information of passwords, authorization or access-control must be maintained, 
and the system examine the security logs by some tools. 
In previous srrtion, we explain two classes of communication protocols which use 
several scheduling algorithms to transmit packets or messages, we mentioned that 
th<' stability of networks is most important problem to provide effective communi-
cation channels. Therefore, we have to focus on two types of managements from 
above items, "Performance management" and "Fault managrment". The R~10N 
protocoi!Stal93] provides the data collecting mechanism, those main attributes are 
divided into the following nine groups: 
1. sta.ttstlcs: low-l<~\·el utilization and error statistics monitored by the agent of 
nrtworking equipments. 
2. htsfory: prriodical sampling values from several attributrs in statistics group. 
3. alann: srnd the message to the console, if there arr morr or less than specified 
values of attributes in any sampling interval. 
4. host: various types of traffic to and from hosts. 
5. hostTopN: top of N hosts are reported by sorted statistics attributes. 
8 
6. matrix: error and utilization information are r<'corded in matrix form. 
7. filter-. monitor analyze& the information of packets which match a condition of 
filter and stores statistics into attributes 
8. packet capture: buffering scheme for capturing packets from one of the channels 
in the filter group. 
9. event: a table of all events gcnNated by thr agent. 
We have to analyze the characteristics of th<' above nine attributes and must 
ddine some conditions to trigger actions for network management in alarm. For 
example, we observed the channel and stored some statistics attribute values into 
MIB in Fig. 1.6, and if the abnormal values arc drtected bv some tools we will have 
- , 
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Figure 1.6: Periodicity of an attribute. 
Thus, we can partially usc data as information in high level layers to manage 
communication systems, and it is possible to control nrtworking equipments undrr 







Figure 1.7: Triggering by a value of single attribute. 
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However, these triggers are defined by rules of events conditions, the quality of 
these rules strongly depends on the knO\\·ledge and experiments of network admin-
istrators. It is truly difficult to describe fiexibl<' and adaptable rules for various 
features and conditions of interconnecting networks. 
1.3.2 High level information in management database 
In such a complicated communication network, huge volume of data is generated 
rapidly and continuously, and stored into management databaM'. It contains a huge 
amount of information, changing with time, which i::; a valuable resource for under-
standing the global and general behavior of the networking environment. However, 
the data generated in a dynamic networking environment are often expressed in low 
level primitives and in huge volumes. Therefore, the status of the network changes 
over time, and the difficulty of effective and stahl<' operating of the global network 
system is evident. It is important to discover the useful rules and meaningful knowl-
edge from the primitive data in the MIBs. 
For example, multiple attributes may be tightly related the unstable problems 
in Fig. 1.8, but it is too difficult to describe sophisticated conditions with multiple 
attributes in alarm, as we shown in the previous subsection. \\-'hen we try to describe 
the much more sophisticated conditions in order to manage interconnecting networks 
globally, we have to derive suitable rules or valid knowledge derived from collected 
or stored data into ~liB. 
1.3.3 Techniques of knowledge discovery in databases 
It is challenging but truly necessary to analyze the general behavior of the informa-
tion flow in such dynamic networking environments in order to understand and/or 
control the status[Kawa95a]. It is quite effective to use the new techniques, such as 
data mining and knowledge discovery in databases, which arc the excellent methods 
to discover regularity and anomaly in the various kinds of databases[Piat9la, Han93, 
Ston93, :\ish93, Hols94, Han94, \'LOB95]. 
By most of discovering algorithms, rules can be derived as the following ex-
pression: If left hand side then right hand side. There are several categories of 
rules, exact rule allows no exceptions, strong rule allows some exceptions, and prob-
abtltstic rule relates the conditional probability. When we would like to grasp the 
higher level knowledge. it is very effective to adopt attribute oriented induction 
algorithm[Cai91, Han92] with concept generalization as background knowledge. It 
is most important to discover the following two kinds of int<>rcsting rules: charac-
teristic rules and classificatwn rules. 
1. charactenstic rule: 
Objects that belong to the concept named in the left hand side, contain prop-
erties named in thr right hand side. 
2. classtficatwn rule: 
The left band side is a sufficient condition to classify objects as belonging to 
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Figure 1.8: Characteristics of multiple' attributes. 
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tvlor<>over, the attribute oriented induction algorithm also decrease thr computa-
tional complexity of a database l<'arniug process. The cluster of actual data with dy-
namics is collected during the obs<'rvation time using data sampling technique[Kawa91J, 
and knowledge rules regarding to the status of dynamic <'n,·iroom<'nt are derived ef-
f<>ctivcly at real time. Discoverrd knowledge by this induction algorithm can be 
also associated with statistical information. Obviously, it is often desirabl<> to derive 
rules expressed at bigh<'l' abstract level than the primitive ones. 
~loreover, in order to manage thE' communication network intelligently, it is 
<'Ssential to fiud the real time characteristics for Load balancmg or the connectmg 
status between several network resources. Because of the dynamic. continuous and 
rapid changes of the information flow, it is difficult to catch the regularities and 
anomali('S in a dynamic environment and react promptly for real-time applications. 
The condition evaluator evaluates the current condition, compares it with that 
of the stored rules, discovers irregularities of the current status, if there exist, and 
executes actions to control the system. 
1.3.4 Technique of composite events detection 
If we would like to derive more concise knowledg<' from the several clustrrs of sam-
pled values of multiple attributes in a network system, it is effective to change the 
sampling length depending on the sequences including specific <>vents/data and so 
on. Then, it is also necessary to develop the biased sampling technique in order to 
observe sequences of events/data in a dynamic system. 
\Ve focus on the technique of composite events detection in active database(Geha92, 
Chak94], it offers the prompt, rral-time, and intelligent reactions to the complicated 
sequences of events in F ig. 1.9. When we focus on the specific sequences or occur-
rences of composite events/data, it should be possible to increase the correctness of 
rules derived from the same number of tuples in data. It is possible to adopt the 
sampling technique based on the occurrences of composite evC'nts detection instC'ad 
of periodical sampling method. 
In order to develop biased sampling technique based on composite events/data 
detection, we examine the four semantics of compositE' events using the notion of a 
global event history[Chak94]. 
In recent, chronicle, continuous and cumulative contexts, several combinations 
of the initiating events and terminating e\'ents arc detcct<'d. 
• Il<'cent; In this context, only the most recent occurrence of the initiator for 
e\'<'nt that has started the detection of that event is used. 
• Chronicle; In this context, for au event occurrence, the initiator, terminator 
pair is unique, the oldest initiator is paired with the oldest t<>rminator for each 
event. 
• Continuous; In this context, each initiator of an <'''cot starts the detection of 
that event. A terminator event occurrence may detect one or more occurrences 
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F igure· 1.9: Triggering by values of multiple attributes. 
• Cumulative; In this context, for each constituent event, all occurr<'nces of the 
event are accumulated until the composite cvrnt is detected. 
It should be noted that, it is often unrealistic.: to analyze a complete srt of prim-
itive data even in the limited amount of memory in a database system. 
Using several contexts, intelligent management for computer communication net-
works is presented as an example of applications for data mining. 
1.4 Overview of the Dissertation 
Iu this thesis, we have considered the intclligrnt management of the stable informa-
tion networks by using the feedback information and derived knowledge from various 
protocols of scvrral <"ommunication layers. 
In many papers. t h<' basic problems of ius! ability or sensitivity phenomenon in 
contention type protocols has been pointed out under bursty or high load in the even 
one local network. Th<'rrforc, in the lower layers of communication protocols, various 
multiple access protocob have been proposed. d<'\'elopcd and standardized in order 
to achieve the stablr communication channel among many networking <'quipments. 
Especially, in order to ovrrcome this instability problem of the network, Tsybakov 
and Capetanakis indeprudcntly proposed au excellen t protocols as collision rrsolu-
tion algorithms. Their protocols arc based on tr<'C algorithms or t rce-basrd collision 
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resolution algorithms, they eff<'ctively use the feedback information on the phys-
ical level. It is notable that tree-based collision rrsolution algorithms stabilize a 
contention-based communication system and guarantee the maximum throughput 
of the chann<'l. 
How<'V<'r, these kinds of protocols only utilize the feedback information in the 
lowest l<'vel communication layer, it is too difficult to perform the global stability of 
the interconnected network systems. Therefore. in order to transmit various kinds of 
messag<'s such as data, voice, or graphic images with different requirements for stable 
transmission, we focus on the intrlligent management for both of local and wide area 
networks based on the lower and higher level feedback information. Especially, in 
the environment of multifarious protocols, it is important to gather and analyze 
high level data or information in order to exchange thr status of the local and wide 
area networks. Thus, the major objective of this dissertation is to propose and 
evaluate several new protocols in order to stabilize interconnected networks using 
several types of intelligent protocols. 
In chapter 2, we extend a CS~lA/CD protocol employing the blocked access tree 
collision resolution algorithm as its back-off algorithm, and evaluate its performance. 
Especially, no bistable behavior of the mean delay versus throughput performance 
is shown in the TREE-CSMA/CD and the FCFS dbcipline is realized bccausr of 
the blocked access scheme. 
In chapter 3, we propose the deterministic tree algorithms with reservation mech-
anisms (DTA-MR) using the information from the sequence of transmitting time and 
the delay of transmitting time. In addition to the internal priority functions of our 
proposed protocol, the external priority mechanism is rasily realized by adjusting 
the starting slot of conflict sub-sessions in the DTA-;\IR. By such a property, our 
proposed scheme is effective to transmit various kinds of messages such as data, 
votce, or graphic images with different requirements for transmission. 
In chapter 4, we consider the intelligent computer network management by ap-
plication of the technology of knowledge discovery and active databases. A cluster 
of network data is collected by a data sampling technique, and stored into manage-
ment information bases (~liB). By applying our proposed techniques of knowledge 
discovery in a dynamic environment, the general rule~ which describe the traffic 
distribution and patterns can be summarized by an attribute-oriented induction 
technique. Moreover, using the technology of actiYe database, generalized condi-
tions can be evaluated and compared with the generalized rules for the control of 
the dynamic environment. 
In cha pter 5, we use the technology of active database to control the nrtwork 
systems in high level protocollayN, and we propose the sampling technique based on 
the occurrences of composite events in the management information base. We also 
evaluate the memory cost performance of the sampling method based on composite 
events drtcction in several contexts. \\'hen we have typ1cal data mining queri<'s 
in a dynamic environment, our simulation study showf'. that we should adopt the 
sampling methods based on the occurrences of events/data except chronicle context. 
In chapter 6, some concluding remarks and suggrstions for future research a rc 
given . 
T he results d iscussed in chapter 2 is mainly taken from (Muro86b, Kawa88a], 
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chapter 3 from [Kawa87, Kawa 8b. Kawa92aJ. chapter 4 from [Kawa94b, Kawa96bJ, 
and chapter 5 from Kawa95c. Kawa96cJ. 
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Chapter 2 
CSMA/CD with Tree Algorithms 
2 .1 Introduction 
For local area networks (LANs) with bus topology, the CS~1A/CD protocol has 
been commonly used and standardized [A rSI802.3J. However, it has been pointed 
out in many papers that the channel stability of CS:\lA/CD scheme with back-off 
algorithms inherently suffers if the channel traffic becomes too heavy. (Sec, e.g., 
refs. [Medi83, Good88J) ) 
A highly effective innovation in random access schemes for slotted communication 
channel systems was introduced independently by Capetanakis [Cape79b, Cape79aJ 
and, Tsybakov and .Mikhailov [Tsyb78] with the new concept of a collision resolution 
algorithm. Their proposed algorithm is often called tre<' type algorithm, and as the 
basic property the group of terminals with collided packets is divided into subgroups 
algorithmically, which guarantees the channel stability. Since then, many tree type 
algorithms have been investigated aiming at the improvement of the system perfor-
mance. (see ref. [Muro86aJ) Tree type algorithms employ one of two types of access 
protocols, i.e., blocked access protocol [CapC'79b] and free access protocol [Math85]. 
In the blocked access protocol, new packets are transmitted in the first slot after all 
previous conflicts are resolved, i.e., new packets rC'main blocked at their respective 
transmitters until the current collision resolution interval terminates. On the other 
hand, the free access protocol permits new packets to transmit during the collision 
resolution interval. The procedure of blocked access protocol is easier than that of 
free access protocol. 
Several CS~IA/CD schemes with tree type collision resolution algorithms have 
been proposed, and at least two organizations have already implemented these types 
of CS:\IA/CD protocols. The performance of these protocols has been evaluated by 
some authors for the case of free access scheme [GC'or86, ~1oll83J. However, as for 
the CSMA/CD scheme with blocked access protocol, its detailed access protocol and 
pNformance analysis have not yet been prescnt<'d. 
In this chapter, for local area networks with bus topology, we propose a random 
access algorithm, TREE-CS~lA/CD, which rmploys the tree algorithm with blocked 
access protocol as the back-off algorithm of the CSMA/CD scheme. For the pro-
posed algorithm, the throughput-delay performance is theoretically analyzed, and 
the channel stability and the robustness arc discussed. Further, we show that the 
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proposed algorithm realizes an optimal back-off algorithm [~omu84] under an envi-
ronment of distributed channel access control. Some of the results of this chapter 
have already been reported in [~1uro86b]. 
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2.2 TREE-CSMA/CD Algorithms 
The tree collision resolution algorithms usually employ one of two types of search 
algorithms, i.e., the parallel search algorithm and the depth first search algorithm 
[Cape79a]. In the TREE-CSMA/CD protocol, the binary parallel search algorithm 
is used and its outline is given as follows for the slotted communication channel. 
Figure 2.1 gives the procedure of collision resolution according to the binary 
parallel search tree algorithm when three terminals A, Band C transmit their packets 
in the first slot. The root node of the Fig.2.1 corresponds to the first collision slot. 
Then three terminals are divided into two groups according to uniform distribution 
random binary numbers, 0 or 1. In Fig.2.1 no terminal generates value 0, then 
second slot becomes the empty slot. In the third slot, all terminals transmitted 
their packets, which results in a collision slot again. And in the next time, A and B 
generate value 0 and C generates value 1. Since we are employing the parallel search 
tree algorithm, the fourth slot becomes a collision slot and the fifth one becomes 
a success slot of C. Furthermore, A and B must generate the random value for 
resolving collision. In Fig.2.1 terminal A generates value 0 and terminal B generates 
value 1, respectively. Thus the next two slots are the success slots of A and B. In 
this case, the length of the collision resolution interval is 7 slots, which was shown 
in Fig.2.2. 
If the binary depth first search algorithm is applied to the above example, termi-
nal C refrains from its packet transmission (in the fifth slot) and waits for the collision 
resolution of packets transmitted from terminal A and B. This binary depth first 
search algorithm also requires 7 slots for collision resolution in Fig.2.3 and Fig.2.4. 
Now, we can easily show the following important property of binary parallel 
search algorithm, which gives us the reason to use this algorithm instead of the 
binary depth first tree algorithm. 
Property: In the collision resolution process of the binary parallel search algorithm, 
no more than two slots become consecutive empty slots. 0 
An example that two empty slots come in succession in the binary parallel search 
algorithm is illustrated in Fig.2.1. 
For applying the above mentioned collision resolution algorithm to the back 
off algorithm of CSMA/CD protocol, we have to take care of the following two 
remarkable properties of the access mechanism of CSMA/CD. 
• Asynchronous Access Mechanism 
The CSMA/CD protocol operates in the non-slotted (asynchronous) commu-
nication channel, though the above mentioned algorithm assumes the slotted 
communication channel. This mismatch can be resolved as follows. 
In the CSMA/CD scheme,since all terminals with transmitting packets (such 
terminals are called active terminals) sense the channel, they can recognize 
the end of carrier of packets successfully transmitted as well as the end of 
carrier of jam signals which are transmitted for letting all active terminals 
know that collisions are occurred in the channel. For realizing asynchronous 
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@ :success @ :success 
0 :empty 0 :empty 
2 ® :collision 2 ® :collision 
A B A B 
Figure 2.1: Example of a tree graph for parallel search. Figure 2.3: Example of a tree graph for binary depth first search. 
A,8 ,C A,8,C A,8 c A 8 A,8,C A,8,C A,8 A 8 c 
1 2 3 4 5 6 7 slot 1 2 3 4 5 6 7 slot 
Figure 2.2: Example of collision resolution for Fig.2.1. Figure 2.4: Example of collision resolution for Fig.2.3. 
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access mechanism in the TREE-CS~lA/CD scheme. the <'nd of a success slot 
(the <>nd of a collision slot correspond~ to the <>nd of a packet successfully 
transmitt<>d (the <>nd of a jam signal). respccti\"('ly. and by these <'nds of carriers 
t h<' channel tinw is ::,ynchronized. 
:\ow lc·t us d<'notP the largest propagation df'lay tim<' iu the giv<'n bus system 
by r, ancl a~sumc that the l<'ngth of a jam signal is 2r. Sine<' the time span of an 
cmpt~· slot of tlw above ~lotted sy~tem becomes at most 2r in the asynchronous 
bus syst<'m, <'arh active terminal can recogniz<' th<' end of an <>mpty slot when 
tlw tim<' intc•rval of non-carrier becom<>s I (> 2r) in a collision resolution 
iuterval. I3v th<'s<' ways. we can construct an a.syn('hronous channel access 
sdH'lll<' which is comparable to the access protocol in the slotted system. 
• Limited Channel Sensing Mechanism 
For r<'ali;ing tr<'<' collision resolution algonthms in the slotted communication 
channel. it is usually assumed that all terminals in t h<' slotted communication 
chann<'L it is usually assumed that all terminals in the system sense the chan-
nel ewry moment. However, this mechanism is not suitable for the CS~IA/CD 
scheme. because its channel sensing of a terminal is operating only when the 
terminal has pack<'ts to be transmitted. Such limited channel sensing mecha-
nism ran be introduced to the TREE-CS~IA/CD protocol using the previous 
prop<'rty of the binarv parallel search algorithm .. \rcording to the property, 
the bmarv parallrl search tree algorithm has successive two empty slot at most 
in one collision resolution interval. 
Therrfore, each active terminal can recognize the end of collision resolution in-
terval when C'mpty slots are continued for three slots. In the TREE-CS~IA/CD, 
rach act ivc trrminal considers that a new collision resolution interval starts if 
the time int<'rval of non-carrier becomes \V (> 21 + 2r). In such a way, each 
active terminal is not required to sense the carrier after it becomes inactive. 
We will !>how a snapshot of the TREE-CSMA/CD channel in Figurr 2.5, which 
corresponds to that of the slotted tree algorithm in Figure 2.2. In Figure 2.5, 
terminal A and terminal C are located at the different ends of communica-
tion channel. and terminal B is located at its center. As the m<'chanism for 
<•ach terminal to recognize the slot for transmitting its packet in the TREE-
CS~IA/CD. a stack mechanism which used by usual trer collision resolution 
algorithms is employed.[~luro86bj. 
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2.3 Performance Analysis of TREE-CSMA/CD 
Protocol 
~1assey [~Iass80J has proposed a analysis method of the throughput and mean trans-
mission delay time of the tree collision resolution algorithm in the slotted commu-
nication system, where the channel tim<' is slotted by the time interval to transmit 
a packet. In this section, this analysis method will be extended to approximately 
analyze the performance of TREE-CS~IA/CD protocol. 
2.3 .1 First and second moment of collision resolution time 
For a collision with the multiplicity (i.e., the number of packets collided in a slot) 
of k, its collision resolution time (slots) has the following relations: 
V(k) = S(k)- [A1(k)J 2 , (2.1) 
where !lf(k) is the first moment of the length of the collision resolution interval, and 
S(k) (\ '(k)) means its second moment (variation), respectively. 
In our analysis, it is assumed that th<' channel time is slotted by a multiple of 
the maximum propagation delay time r. (see Ftg. 2.6) In particular, for simplicity 
of analysis, let us assume that the length of a collision slot as well as an empty slot 
is equal to one slot. Further, assume that the length of a success slot is equal to L 
slots. 
First, let us obtain the first moment J/(k). If k is rqual to 0 or 1. then the channel 
state corresponds to an empty slot or an success slot, respectively. T herefore, M(k) 
obviously satisfies the following equations: 
!11(0) = 1, .M(l) = L. (2.2) 
If the multiplicity of k is larger than 1, the collision occurs in the slot, and in our 
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Figure 2.6: Slotted approximation of resolution periods for TREE-CS.\1A/CD pro-
tocol. 
distributing binary random numbers (i.e., flipping an unbiased "two-sided coin, 
with valurs 0,1 ). :\ow assume that i terminals out of k terminals involved in the 
collision g('ll<'fated value 0 (i.e., (k- i)terminals generated value 1) and k terminals 
arc dividrd into two groups. Let P(k, i) denote the probability that such event 
occurs. Thrn P(k, i) is given by 
(2.3) 
and this P(k, i) obviously satisfies the relation P (k, k - i) = P (k, i). Considering 
that the collision with multiplicity k will be resolved by resolving two collisions with 
multiplicity i and (k- i), M(k) satisfies the following equation under the condition 
that the above event is occurred. 
J/(k) = 1 + Af(i) + M(k- i), (2.4) 
where 1 corrrsponds to the initial collision with multiplicity k using eq.(2.3) and 
eq.(2.4), we obtain the following equation of AJ(k). 
k 
Af(k) = 1 + L:IM(i) + .U(k - i)]· P(k, i) 
k 
- 1 + 2 L J!(i)P(k, i) (2.5) 
t-O 
Further, from eq.(2.5), .\f(k) is provided by the following recursive equation: 
M(k) = [1 + 2 ~ M(i)P(k,i)l /(1- 2 k+'). {2.6) 
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Using eq.(2.2), we calculated Af(k) for k = 0, 1, · · ·, 6 and illustrated the obtained 
numerical results in Table 2.1. From Table 2.1, we can approximately evaluate 1\f(k) 
as follows: 
.M(k)::::::: {1.9 + L)k- 1. 
l k 1 .\f(k) 
0 1 
1 L 
2 3 +2L 
3 14/3 + 3L = 4.667 + 3L 
4 137/21 + 4L = 6.524 + 4L 
5 8.419 + 5L 
6 10.31. + 6L 
Table 2.1: Mean resolution time for multiplicity k. 
Here, introducing coefficients Ot(m) and au(m), let us prrsrnt in the following 
inequality upper and lower bounds of .\f(k) which are effective in case that 1.· ~ m. 
a:e(m)k- 1 ~ M(k) ~ au(m)k- 1 (k ~ m) (2.7) 
The derivation process of aAm) and a:u(m) are shown in Appendix A and values of 
at(m) and au(m) are given in Table 2.2 form = 2, 3, 4. 5. Rcfrrring to the obtained 
results in Table 2.1, we can verify that the following lowrr and upper bounds are 
provided for A! ( k). 
j m I au(m) I k II ar(m) 
2 2+L 2 1+L 00 
3 2+L 00 1.8750 + L 4 
4 1.8965 + L 14 1.8810 + L 4 
5 1.8867 + L 8 1.8810 + L 00 
Table 2.2: Upper and lower bounds for the first momrnt .\!(k). 
{1.8810 + L)k- 1 ~ ;,\f(k) ~ {1.8867 + L)k - 1 (k ~ 4) (2.8) 
Next, let us consider the conditional second moment S(k) as well as the conditional 
variance V'(k) of the collision resolution interval (denoted by Y) for the collision 
with multiplicity X(= k). Let X0 denote the number of terminals generating value 
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0 for resolving the collision with multiplicity X ( = k ), and E(A) represent the mean 
value of A. Then, S(k) is given by t he following equation: 
k 
S(k) = 2: E(1'2 IX = k, X 0 = i)P(k, i) 
i= O 
k 
l:WP'IX = k, Xo = i) + E 2(YIX = k, X 0 = i)]P (k, i) 
k 
= l: IV(i) + V(k- i) + {1 + Af(i) + .U(k- i)}2]P (k,i) 
k 
2:121/(i) + {1 + AJ(i) + iv!(k- i)}2]P(k, i) (k 2: 2) (2.9) 
i= O 
Applying eq.(2.1) to eq.(2.9), V(k) is provided by the following recursive equation: 
V(k) 
[ 2 ~ V(i)P(k, i) + t, {1 + lvf(i) + M(k- i)}2 P(k, i)- {M(k)}2] 
(1 - 2-k+1) 
(2.10) 
where in the case that k is equal to 0 or 1, the following equations are obviously 
satisfied. 
V(O) = 0, V(1) = 0 (2.11) 
Using eq.(2.9), eq(2.10) and eq.(2.11), we calculated values of V(k) and S(k) for 
k = 0, 1, · · · , 6, and gave them in Table 2.3. 
Furthermore, applying Jensen's inequality jVite79] to a part of eq.(2.10), we can 
obtain the following inequality: 
k 
2:(1 + lvf(i) + M(k- i))2 P(k, i) 
> [t,(l+ M(i) + M(k- i)) P(k,i)r = {{M(k)}'). (2.12) 
Substituting eq.(2.12) into eq.(2.10), we can give a lower bound of V(k) as follows: 
k- 1 
V(k) 2: 2 2: V(i)P(k, i)/(1- 2-k+1). 
t=O 
By the same manner as that of the evaluation of 1'vf(k), we can get the following 
equation fJe(m) which gives the lower bound of V(k), i.e., V (k) 2: fJe(m) (k 2: m). 
. [m - 1 (k) m - 1 (k) l fJe(m) = 1~~ t; i V(i)/ ~ i -i (2.13) 
Similarly, the upper bound of V (k), i. e., V(k) ~ f3u(m) (k 2: m), can be obtained 
and is given by 
f3u(m) =sup 2: . V(i) + au(m)k-- / 2: . i . [{m -
1 (k) 1} m-1 (k) l 
k2:m t=O t 2 i=O t 
(2.14) 
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I k I S(k) 
0 1 
1 £2 
2 8 + (3 + 2L)2 
3 8/9 + (14/3 + 3L )2 
4 13.53 + (137 /21 + 4L )2 
5 16.94 + (8.419 + 5£)2 
6 20.32 + (10.31. + 6£)2 
Table 2.3: Variance V(k) and second moment S(k). 
In Table 2.4, we provide values of fJ~.(m) and f3u(m) form = 3, 4, · · · , 7. According 
to the obtained results, we can provide the following lower and upper bounds for 
the value V(k). 
I m I f3u(m) I k II fJe(m) I k I 
3 4 00 2.666 3 
4 3.363 + L/7 4 3.111 4 
5 3.391 + L/15 5 3.272 5 
6 3.391 + L/31 6 3.333 6 
7 3.3884 + L/63 7 3.359 7 
Table 2.4: Upper and lower bounds for {J . 
3.359k ~ V(k) ~ ( 3.388 + ~) k (k 2: 4) (2.15) 
In the above performance evaluation of TREE-CSl'viA/CD, we only considered a 
single collision resolution interval independent from other collision resolution in-
tervals. Here let us look into a chain of successive collision resolution intervals in 
the TREE-CSMA/CD protocol. For realizing the limited channel sensing mecha-
nism, between two successive collision resolution interval, there exists a time interval 
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with length':\ as de:;r.ribed 111 section 2.2. Thus, .\f(k) obtained above must be in-
creased by 3(slots), and then S(k) must br also updated according to the change 
of Af(k), though we nrecl not update \'(k). From cq.(2.1), eq.(2.8), and eq.(2 .15), 
the first moment and th0 second moment of the collision resolution tinH' of the 
TREE-CS).lA/CD protocol are evaluated as follows: 
(1.8810 + L)k + 2 5 .H(k) ~ (1.8867 + L)k + 2 
S(k) ~ {(1.8 67 + L)k + 2}2 + ( 3.388 + ~) k 
S(k) ~ {(1.8810 + L)k + 2}2 + 3.359k (k ~ 3) 
(k ~ 4) 
(k ~ 3) 




Assume that a new packet arrives according to the independent Poisson process. Let 
A (packets/slot) denote the total average packet arri\'al rate in a slot. Furthermore, 
assume that the system consists of infinite number of terminals and all newly arriving 
packets are transmitted according to the TREE-CSMA/CD protocol. Here, let Yi 
dmote the length of the 1-th collision resolution interval, and Xi denote the number 
of the packets transmitted in the first slot of the i-th collision resolution interval. 
Please refer to Fig. 2.7 for the notation of Yt and Xi. As the initial conditions, we 





i-th collision resolution interval 
t t t t t t 
X. 1 I+ 
t t t 
Figure 2.7: Relation of Xi and }i. 
(i+l)st 
time 
According to th<> assumption of packet arrival, we can obtain the following equa-
tion: 
_ , (A.\f )k 
P(Xt ... J = kll, = ;\!) = k! exp( -A.\1) (k = 0, 1, 2, 3, ... ). (2.19) 




:\loreoVPr, multiplying both sides of 0q.(2.20) by P(}; = .\!) and summing over all 
AI, we can obtain the following 0quation: 
E(Xi+I) = AE(Yt). (2.21) 
Herr, note that the equation E(}:IXi = k) = .\J(k) holds. Using this equation 
and thr in0quality giving the upprr bound of .U(k) in cq.(2.16). we can show the 
following inequality: 
E(}~IXt = k) ~ (2 + L)k + 2- bok- 61k (k ~ 0), (2.22) 
where 6ij (Kronecker's delta) is defined by bij = 1 (i = J), 6,1 = 0 (i =1 j). :\Iulti-
plying eq.(2.22) by P(X. = k) and summing over k. wr obtain 
E(}~) ~ (2 + L)E(Xl) + 2- P(Xt = 0)- P(.'(- 1). 
':\ow, using eq.(2.21) and the lower bound value 1 of P(X, = 0) and P(X. = 1), we 
can show the inequality given by 
Unfolding the above recursive inequality and substituting the initial condition to 
the obtained inequality, we can get the following inequality: 
2 
E(X.) ~ 1 _ (2 + L)A [1- {(2 + L)A}t] (i ~ 0). (2.23) 
Eq.(2.23) shows that if A < 1/(2 + L), E(Xi) has a finite limit \'alue as i-+ oo. On 
the other hand, using the inequality giving the lower bound of A!(k) in eq.(2.16). 
we can give the following inequality: 
1 . 
E(Xi) ~ 1 _ (1 + L)A [1- {(1 + L)A}'] (i ~ 0). (2.24) 
Eq.(2.24) shows that if A > 1/(1 + L), E(Xi) docs not have any finite value as 
~-+ 00. 
Here. let E( .. '()O) denote the value defined by limt-oo E(Xi)· Replacing the 
bounding values employed above by tighter ones :;hown in eq.(2.16), we can ob-
tain the following results: 
E(X00 ) is finite if 
1 
A < 1.8867 + L (packets/ slot), 
and 
E(X00 ) is infinite if 
1 
A > 1.8810 + L (packets/ slot). 
By the above discussion, it becomes clear that thr stability condition of TREE-
CSMA/CD is given by A < 1/(1.8867 + L), and an upper bound of the system is 
given by L/(1.8867 + L). In our analysis, L compares to the packet length and its 
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valu<' is equal to tens undC'r the ANSI/IEEE standard [A '81802.3]. Therefore, the 
diffPrenc<' between two crucial values (i.<'., one giYes an upper bound for thr channel 
stability and the other do<>:-. a lower bound for the channrl instability) becomes Yery 
small. This gives a proof that our anal~·sis is sufficiently sound technically. 
Gnd<'r the condition that the system has the steady state. i.e., .A < 1/(1.8867+£), 
we dcfiiH' 'Irk and P(} ~ - Jf) by 7rk P(Xoo = k) d<'f limt -.00 P(Xi = k) ( k = 
0, 1. 2. ···)and P(}~ = .H)~ lim,_')() P(}i =A!). 
:\ow, among the first ll collision n•sol u tion intNvals. let nk ( n~\1) denote the 
number of collision resolution inten·als for the collision with multiplicity k (the 
numbC'r of collision resolution intervals with length :\1), respectively. Then, above 
1fk and P(Xoo = .U) arc given as follows: 
. nk 
1fk = hm -
n-oo n 
P(}~=.\1) = 
(k = 0, 1, 2, .. ·) 
n' lim --.M... 
n-oo n 
(2.25) 
Here', l<'l variable Ya denote the length of collision resolution interval in progress 
when a packet arrives at a terminal. Th<'n, P(Ya = /'.;!) satisfies the following 
equation: 
AI P(Yoo =.H) 
E(Yoo) 
).loreovcr, multiplying both sides of the above equation by A/ and summing over 
Jf, we obtain 
E(Y) = E(Y~) 
a E(Yoo)' 
where E(Y~) d.!f lim,_00 E(~2 ). :\ext let variable Yd denote the length of collision 
resolution interval in which the same randomly chosen packet departs from the 
system, and let variable X.d denote the total number of packets transmitted in this 
collision r<'solution interval. t-.lultiplying both sides of E(XdiYa = !vf) = .AA! by 
P(Ya = M) and summing over M, the following equation will be given. 
(2.26) 
Furthermore, using eq.(2.16), eq.(2.17) and eq.(2.18), we can obtain the following 
four inequalities: 
E(YdiXd = k) = 1'vf(k) ~ (1.89 + L)k + 2- 8ok- 0.8961k + 0.2262b (2.27) 
E(Yd!Xd = k) = .\!(k) ~ (1.88 + L)k + 2- bok- 0.88~1k + 0.2462ko (2.28) 
( ) ( 
2 2 253 S k ~ 1.89+£) k +(10.948+ 
63 
L)k+4-3bok 
-(1.796£ + 9.52)8tk + (0.8483£ + 3.82)82k, (2.29) 
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S(k) > (1.88 + L)2k2 + (10.883 + 4L)k + 4- 38ok 
-(1.76£ + 9.42)8tk + (0.96L + 4.1)82k· (2.30) 
For simplicity of description, let us rewrite the above inequalities as follows: 
S(k) ~ Pe + Qk + R- 36ok- Solk + T82k, (2.33) 
(2.34) 
According to the derivation process shown in Appendix B, E(}'d) can be evaluated 
as follows: 
E(Yd) ~ A.AE(Ya) + B + D 
-(C.A + D + D.A + 1) exp( -.AE(Ya)), (2.35) 
E.AE(Ya) + F- G- (1 -G) exp( -.A) 
(
,A2 ,A2 ) 
+ 2G + 2H exp( -.AE(Ya)). (2.36) 
Moreover, according to the derivation process shown in Appendix B, E(Ya) can be 
evaluated as follows:. 
(U + V).A- X-1-
E(Y.) > L + 3 
a- 1-U,A2 (2.37) 
E(l ') < (P+Q)-A+R 
a - 1- p,A2 . (2.38) 
Let us denote the right hand side of eq.(2.35), eq.(2.36), cq.(2.37), and eq.(2.38) by 
U E(Yd), LE(Yd), LE(Ya), and U E(Ya), respectively. 
Now the following three properties arc important for obtaining the throughput 
\'ersus packet transmission delay time characteristics of the TREE-CS.\tlA/CD pro-
tocol. 
1. On th<' average, the randomly-chosen packet is considered to arrive at a ter-
minal at the midpoint of a collision resolution interval in progress. 
2. At th<' latest, a newly arriving packet is transmitted successfully in the last 
slot of the next collision resolution interval. 
3. On the average, a n<'wly arriving packet is transmitted successfully at the 
midpoint of the next collision resolution interval. 
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For evaluating the upper bound (lower bound) of mean transmission delay time 
versus throughput, we shall respectively employ value of 5T (3T) for one slot time 
in Fig. 2.6. 
Furthermore, depending on which property of (2) or (3) is applied to the evalu-
ation, we will have the following four upper or lower bound values. 
Dpper Bound (1 slot is approximately estimated as 5T.): 
(2.39) 
(2.40) 
Lower Bound (1 slot is approximately estimated as 3T. ): 
(2.41) 
(2.42) 
As the results, we can obtain the upper bound as well as the lower bound of mean 
transmission delay time normalized by one packet transmission time. 
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2.4 P erformance of TREE-CSMA/ CD 
In this section, by means of simulation studies, the performance of the TREE-
CSMA/CD protocol will be evaluated under the comparison with that of CSMA/CD 
which employs conventional back-off algorithms. 
2.4.1 Simulation m odels 
Let us assume the following simulation model. 
1. There exists 100 terminals in the local area network system with bus topology, 
and these terminals are uniformly distributed along the bus. The propagation 
delay time between any two terminals is taken into account. 
2. When a terminal detects the collision in the channel, it transmits the jam 
signal for a constant time. The propagation delay time of jam signal is also 
taken into account. 
3. The source model that will be used here is the Poisson source model, which 
assumes the existence of a finite number of independent identical sources. 
Moreover, reflecting the actual system environment, assume that each terminal 
has a buffer with the capacity of 6 packets. 
4. In the TREE-CSl\IA/CD protocol, I (time interval of idle state) is equal to 
3T, and N (time interval between two successive collision resolution intervals) 
is equal to 9T. 
5. As the conventional back-off algorithms, we consider the LIB (linear incre-
mental back-off), the BEB (Binary exponential back-off), and the FMB (fixed 
mean back-off) (see, e.g., [Nomu84]). Also we employ the !-persistent model 
as the channel access mechanism. 
6. The other fundamental parameters are given in Table 2.5. These parameter 
values are due to the ANSI/IEEE standard of CSMA/CD protocol for the 
bus type LA [ANSI802.3j. To validate that the TREE-CSMA/CD has fa-
vorable performance characteristics, though it operates under the distributed 
control, we introduce another CSMA/CD scheme, i.e., CSMA/CD protocol 
with an optimal back-off algorithm. In usual distributed systems, it is hard 
for each terminal to estimate the number of active terminals (let A denote 
this number). However, if each terminal can recognize this value A just before 
its packet retransmission, the protocol in which each ready terminal transmits 
its packet with probability 1/ A becomes one of optimal back-off algorithms. 
This protocol is called OPA [Nomu84], and it is also involved in our simulation 
studies. 
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I Basic parameters 
~umber of terminals 
:\laximum propagation delay time 
Capacity 
Length of packet 
Length of JAM signal 
I value 
100 stations 




Table 2.5: Basic parameters for numerical analysis. 
2.4.2 Performance evaluation 
Fig. 2.8 and Fig. 2.9 show the performance of throughput versus mean transmis-
sion delay time and that of throughput versus coefficient of variation of transmission 
delay time of each packet, respectively. In these figures, only mean values are illus-
trated since the confidence interval of 95(%) of numerical results is too narrow in 
each case. From these two figures we can see several interesting points. Concerning 
the mean transmission delay time, the TREE-CSMA/CD protocol has almost sim-
ilar performance to that of the CSMA/CD with conventional back-off algorithms. 
On the other hand, as for the coefficient of variation of transmission delay time, 
the TREE-CSMA/CD has much smaller value than that of the other CSMA/CD 
with conventional back-off algorithms. This supports the fact that in the TREE-
CSMA/CD protocol the packet transmission is serviced according to the First-Come 
First-Served (FCFS) discipline and the packet transmission delay time becomes al-
most a constant value. Next, comparing the performance of the TREE-CSMA/CD 
with that of the OPA for the above two performance measures, these two protocols 
have almost the same performance. This shows that the TREE-CSMA/CD protocol 
realizes a very good back-off algorithm instead of the distributed control. 
In the above performance evaluation study, we did not compare our blocked 
access TREE-CSMA/CD protocol with that of the CSMA/CD protocol with free 
access scheme. This is due to the consideration that these two protocols have not a 
significant difference in practical application. The most effective factor that makes 
these two protocols different in the mean delay versus throughput performance is the 
redundant time interval N which is required to realize the limited channel sensing 
mechanism in the blocked access TREE-CSMA/CD. However, this time interval N 
is too small as compared with the packet transmission time and is required only 
once for a collision resolution interval. Especially in the heavy traffic environment, 
a collision resolution interval becomes very long, and therefore the time interval N 
is relatively very small and is possible to be neglected. Furthermore, due to the 
property of tree collision resolution algorithm, the collision resolution time is not so 
different between the above two access schemes, it is conclusive that these two pro-
tocols have almost similar mean transmission delay versus throughput performance. 
By such observation as well as the good properties of the blocked access TREE-
CSMA/CD which will be discussed in sections 2.6 and 2.7, we have focused on the 
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Figure 2.8: Mean delay versus throughput. 
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Figure 2.9: Coefficient of variation versus throughput. 
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2.5 Numerical Results 
In this section, the accuracy of our approximate performance analysis of the TREE-
CSMA/CD is examined under the comparison with the numerical results obtained 
by simulation experiments in section 2.4. Figure 2.10 illustrates the numerical results 
obtained from our approximation analysis as well as simulation experiments. This 
figure shows that approximate analysis is well agree with simulation results. In 
particular, it becomes clear that the upper bound given by eq.(2.40) and the lower 
bound given by cq.(2.41) provide very effective evaluation values. This means that 
our analysis method in section 2.4 is technically sound. 
!\ow let us consider the effect of the length of a packet to the system performance, 
referring to Fig. 2.11 which illustrates the mean transmission delay time calculated 
from eq.(2.40). In this figure, it is observed that the mean transmission delay time 
increases monotonically as the packet length becomes smaller. This means that 
the function of collision detection doesn't work effectively in case that the packet 
transmission time is not sufficiently large as compared to the channel propagation 
delay time. 
Furthermore, in the mean delay versus throughput performance of the TREE-
CSMA/CD, the undesirable property of bistability behavior (see e.g., ref.[Muro86a]), 
which leads to the instability of random access protocols such as the CSMA/CD with 
conventional back-off algorithms is not conspicuous. This guarantees the channel 
stability of the TREE-CSMA/CD. 
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2.6 Robustness of the Protocol 
It has been pointed out that the tre<' collision resolution algorithm employing the 
blocked access scheme is more sensitive to the system error comparing with that 
using the free access scheme [Geor86, ~lath85]. If the system fails to detect the 
channel status (i.e., empty, collision. success). the continuing execution of blocked 
access scheme may be involved in troubles. As was shown in ~ection 2.4, the blocked 
access TREE-CSMA/CD realizes th<' very good property like the FCFS discipline, 
from the system performance point of view, and its algorithmic manipulation in the 
practical LA:\ system is easier than the free access TREE-CS~IA/CD. 
However, its sensitivity to the system error is a disadvantage, and it is very 
important to guarantee the robustness of the protocol. The probabilistic tr<'e algo-
rithm, that we have introduced in section 2.2, uses binary random numbers and the 
colliding terminals are divided into two subgroups. 
Now let us consider the following scheme for the TREE-CSMA/CD to equip 
with the robustness; that is the deterministic tree algorithm, which uses the address 
values of terminals for executing the collision resolution process. In this algorithm, 
we can estimate the longest collision resolution interval for a given system. If any 
terminal can not transmit its packet successfully within the longest collision resolu-
tion interval, that the system failure has occurred. Then the terminal noticing such 
abnormal situation broadcasts a signal different from the jam signal to all other ter-
minals (let us call this signal the failure signal). If any terminal receives this failure 
signal, all of its stack values are updated to the initial values, and the the system 
will operate normally. 
Furthermore, the terminals which were not able to transmit their packets in the 
previous collision resolution interval because of the system failure can retransmit 
them without the waiting time of N immediately after the system recovery, and these 
packets constitute a new collision resolution interval. After that, every terminal will 
transmit its packet according to the deterministic TREE-CSMA/CD protocol. By 
such an access mechanism, the terminals which were interrupted to transmit their 
packets due to the system errors are provided \vith transmission priority over the 
other terminals. The above is an outline how to make the TREE-CSMA/CD a more 
robust access scheme. 
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2.7 Priority Function 
Our proposed blocked ac<·css TREE-CS:\lA/CD protocol can easily tak<• in a packet 
based prioritized transmission mechanism. As stated in section 2.2. the TREE-
CS).IA/CD protocol rrquire-; an idle time mterval S for recognizing the brginning 
of a new collision resolution mterval. 
For realizing a pack<'t based priority function, we cau efficiently utilize this idle 
time interval .\. That is, the terminal with the highest prioritized packrt uses this 
idle rime interval .Y. and the terminal with the second highest prioritized packet 
emplovs an idle time intNvallonger than .Y, i.e.,.\'+ 2r. and further this idle t1me 
intrrval increases by 2r as thf' priority level of packet becomes lower b:v one, respec-
tively. Csing such vanahle idle time intervals, if a terminal with lower prioritized 
packet drt<'<.:ts the carrier in the channrl within the idlr time interval defined for its 
priori tv. then the terminal is prohibited to transmit its packet in the next collision 
resolution inten·al and it waits for the next idle time interval by sensing the channel. 
The terminal's waitmg stat<' is continued until it can transmit its packet in a certain 
idlr tm1e interval whosr time length is for the priority level of its packet. 
Using variable channel sensing time in the idle time interval between two suc-
cessi\·e collision resolution intervals, we can easily realizr a packet based prioritized 
TREE CSMA/CD protocol as explained abO\'e. In the blocked access scheme, the 
above prioritized access scheme forces lower prioritizrd packets to have longer ac-
cess waiting time, and it results in smaller multiplicit! of the initial collision of a 
collision resolution interval as compared with the protocol without thr prioritized 
mechanism. This make!) the system more stable and valida.te the soundness of pro-
posed prioritized mechanism of the TREE-CS:\IA/CD. 
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2.8 Conclusion 
\Ye propo!::>cd a CS:\IA/CD protocol employing the blocked access tree collision res-
olution algorithm a!:> its back-off algorithm. and evaluated its performance. \\'e have 
demonstrated the following good properties of TREE-CS:\IA/CD. 
1. Very high !)tability oft he TREE-CS~IA/CD as compared with the CSl\1.\jCD 
emploving conventional back-off algorithms. In particular. no bistable behav-
ior of til<' mean delay versus throughput pf'rforrnance is shown in the TREE-
CS~L\jCD and the FCFS discipline is realized because of the blocked access 
scheme. 
2. The TREE-CSJ\1A/CD realizes a similar system performance as that of the 
CS:-.IA/CD with an optimal back-off algorithm (OP:\) which ideally has the 
capability to recognize the number of terminals with transmitting packets. 
This gives a proof that the TREE-CS).lA/CD employs a very efficient f<'edback 
mechanism of the channel information. 
3. A robust scheme and a prioritized mechanism can be easily implement<'d uti-
lizing the access mechanism of the TREE-CS~IA/CD protocol. 
To improve the system performance of the TREE-CS).IA/CD protocol, it is pos-
sible to employ, e.g., the ITA (Improved Tree Algorithm) [:'viuro86a] as its collision 
resolution algorithm for deleting redundant empty slots. However, in LAN syst<•ms, 
we can not expect a remarkable performance improvement by such techniques since 
the length of empty slot is very small as compared with that of successful packet 
transmission slot. though such improving techniques make the protocol very com-
plex. Our proposed TREE-CSJ\IA/CD scheme, and only back-off algorithm is dif-
ferent from the standard one. Thus, considering its practicality, high performance, 
and desirable stability, the T REE-CSMA/CD is a recommendable variety of the 
CSMA/CD scheme in the bus type LAN. 
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Chapter 3 
Tree Algorithms with Reservation 
Mechanisms 
3.1 Introduction 
For constructing autonomous decentralized information systems, the development of 
fully-distributed and effective communication protocols is one of most important re-
search issues. Random multiple-access communication systems with the contention 
type channel have the feature to easily implement distributed protocols. However, 
collisions reduce the system performance remarkably and often make the channel 
state very instable by the saturation. Therefore, the most important issue in the 
conventional research and developments in this field has been the resolution of con-
flicts for efficient use of the common communication medium. Several well-known 
papers including [Fayo77] and [Haye78] demonstrated the inherent channel instabil-
ity of the typical ALOHA type random access scheme in the absence of external 
control when the number of transmitters is large. 
A highly effective innovation in random access schemes was introduced by Capetanakis 
[Cape79a, Cape79b] and Tsybakov and Mikhailov [Tsyb78] with the tree type col-
lision resolution algorithm. Their proposed protocols have been shown to excel in 
channel stability (see, e.g., [Cape79a], [Cape79b], [Muro85]), and many algorithms 
have been investigated by numerous authors under various distributed environ-
ments of communication systems (see, e.g., [Haye78], [Kawa88a], [Moll83], [Oie86], 
[Tsyb82]). 
Moreover, the prototypes of current information systems tend to utilize each 
communication medium for transmitting multifarious messages such as text, voice, 
or graphic images. In this situation, the types of packetized messages would vary 
in length and generation interval, and the requirements for transmission of each 
kind of messages would be different. Thus, in addition to realizing the stability of 
communication channels, it is important to develop transmission protocols which can 
reflect the requirements as well as features of the packetized messages of multifarious 
information media. 
In this chapter, for developing the communication protocols which ensure the 
channel stability and are effective to transmit multifarious information media, we 
will discuss the tree algorithms with reservation function. Especially, based on our 
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resNvation schemr proposed in [Kawa87. Kawa92a). we '"ill propose the tree type 
protocols with priority mrclmnisms. As the bal'itC collision re::.olution algorithm of 
our proposing protocols, a drterministic tre<' algorithm (DTA) [ShimSG) is emploved, 
and our deterministic t ret' algorithm with mcssagr reservation will hr referred to as 
DTA-~IR. 
The exact description of the DTA and the DTA-:\IR is presentrcl in section 3.2. 
In srction 3.3. after making srwral ::.ystem assumptions for performancr analysis. we 
show the channel throughput and approximately obtain the mean mrssage transmis-
sion delay timr. :\lorcover. system performance obtained by our proposed scheme 
is illustrated according to the numerical results. In section 3.4, wr propose tree 
algorithms with prioritv mechanism based on DTA-~IR. Then wr discuss various 
properties of our proposrd protocol with priority mechanism. 
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3.2 Procedures of DTA and DTA-MR 
In this srction, we will describe thr usual packet transmission based tree algorithms 
(sec, e.g., [Cape79a), [Capr79b), [:VIassSO), [Tsyb78)). Thr time span from the slot 
where an initial collision occurs to the slot from which all transmitters recognizr 
that all packets involved in the above initial collision have been successfully receivrd 
is called a collision resolutwn mterval (or cycle). The collision resolution process of 
each cycle can be expressed by a tree graph. 
3.2.1 Procedure of DTA using tree graph 
In the DTA, each leaf corresponds to a terminal in a system and has an address 
with the form a,a2 ···am (0 < ai < Q -1, i = 1, 2, ... , m). For instance, in Fig. 3.1, 
the addresses of the terminals arc given by 000,001,010, · · ·, 110 and 111. We t;hall 
now introduce two more definitions concerning tree graphs. 
• n,1 : an address of the j-th node (from the left) at depth 1 in a tree graph, 
where i > 1 (i .e. ,nij is not drfined for the root node of a tree graph). 
• Tn,1 : a subtree with the root node which has the address nij· 
Using Fig. 3.1, we shall give an example of the execution of the DTA. A slot in 
which a packet has been successfully transmitted is called a success slot, a slot in 
which a collision has occurred is called a collision slot, and a slot in which no packet 
has been t__ransmitted is called an empty slot. And we shall denote collision slot by 
the term C-SLOT. A subtree with more than one packet corresponds to a collision 
slot, while a subtree \Yith only one packet and a subtree with no packets correspond 
to a success slot and an empty slot, respectively. Let us consider the case that thrre 
terminals having the addresses 000, 001 and 100 are involved in a collision which 
occurred in the slot C-SLOT. Since the tree graph of Fig. 3.1 is a binary tree, the 
three terminals are divided into two subtrees, T0 and T1 • First, the terminals which 
arc included in subtree T0 retransmit their packets in the slot next to C-SLOT. 
However, in this case, two terminals are included in subtree T0 ; thus, a collision 
occurs again. Therefore, subtree T0 is further divided into subtrees T00 and T01 . 
Subtree Too still contains two terminals; therefore, the next slot becomes a collision 
slot again. According to the DTA, subtree T00 is further divided into two subtrees, 
T000 and Tool· These two subtrees respectively contain at most one terminal which 
is involvrd in the collision in C-SLOT. Therefore, the next two slots are the success 
slots. After transmitting these two packets, the terminals belonging to subtree T01 
transmit their packets. However, since subtree T01 docs not contain a terminal which 
was involved in the collision in C-SLOT, the following slot becomes an empty slot. 
After this empty slot, the terminals belonging to subtree T1 retransmit their packets. 
In this example, only one terminal, that with address 100, transmits its packet and 
succeeds in transmitting it. Consequently it takes 7 slots to resolve the collision in 
Fig. 3.1 (i.e., the cycle length is 7 in this case). Fig. 3.2 illustrates the transmission 
process of the packets on the communication channel corresponding to the collision 
resolution process in Fig. 3.1. 
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In tree algorithms. in order for each terminal to recognizr the slot for transmitting 
its packrt, two types of parameters are pr<'pared: global stack and local stack. 
The global stack is used to recognize a channel statr. i.r .. contention or collision 
rrsolution, and the other parameter. local stark. is for rrcognizing the slot in which 
a packet is to be transmitted (or retransmitted). Th<' detailed stack mechanism is 
given in [~1uro 5J. 
000 001 010 01 1 100 101 110 111 
Figure 3.1: Example of a tree graph in the DTA (Q = 2, m = 3). 
root 
1 2 3 
T 000 
000 
4 5 6 7 
Figure 3.2: Example of collision resolution for fig.3.1. 
3.2.2 Procedure of DTA-MR 
slot 
Here. we consider the traffic load changing of practical communication systems. It 
is usual that each terminal has different traffic load and Ntch message does not in-
dep<'nd<'ntly arriw at (•arh terminal. Further, it is considNNl that most of messages 
construct supcr-mrssages (i.e., several messag<'s arriv<' at each terminal consecu-
tively without memorylcss property). For example, voice/video packets arrive at 
each terminal successively during the holding time of a virtual circuit, and very long 
messag<' will be divided into several short messages, and furthermore the clusters 
of data for process control are transmitted at the time when the system control 
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parameters change drastically in a short time. Thus, if we intend to develop the 
random multiple-access schemes useful to the practical communication systems, it is 
necessary to consider the algorithms applicable to the SV5tems with super message 
based traffic arrival. 
\Ye can fully utilize the information obtainrd from the successful packets for 
reducing the redundant collisions in the message basr.d transmission. In order to 
rralize such scheme. we proposed the trrc algorithms with message reservation in 
[Kawa87). 
In our scheme, a message arriving at a tNminal which transmits a message in 
the i-th session has the possibility to be transmitted in the resen·ation sub-session 
of the (i+l)-st session. The slots for transmitting this message in the reservation 
sub-session of the (i+l)-st session is rcsrrved by the tail (or last) successful packrt 
of the message transmitted from the same terminal in the reservation sub-su:.. ion or 
conflict sub-session of the i-th session. Fig. 3.3 shows th<' collision resolution tree 
graph of the DTA-MR, and Fig. 3.4 shows the transmission process of mcssagrs 
on the communication channel corresponding to t hr collision resolution tree graph 
shown in Fig. 3.3. 
3.3 Performance Analysis of the DTA-MR 
In this section, we will simply show the anal) tical model and characteristics of 
our proposed protocol DTA-.\1R. In detail, our previous work (Kawa92aJ shows the 
equations except of the maximum m<'ssage transmit;sion delay time. 
3.3.1 Model 
Let us make the following assumptions on the system model used for our performance 
analysis of the DTA-MR. 
1. There exist Qm (Q ~ 2, m ~ 1) terminals in the system. 
2. One message consists of multiple packets. \V<' assume for simplicity of analysis 
that every message consists of avC'rage p (~ 1) packets. This pis the parameter 
in the geometric distribution. 
3. All terminals are synchronized and forced to start the transmission of a packet 
at the beginning of a slot. 
l. All terminals collectively form an ind<'prnd<'nt Poisson source. and the mes-
sages are assumed to be generated according to the mutually independent 
Poisson process [Klei75]. \\'c usc (mcssag(•s/slot) to denote the total average 
message arri\·al rate in a slot (i.<'., 'A/Qm (nwssages/slot) is the average mes-
sage arrival rate at a terminal in a slot): this is the parameter in the Poisson 
process. 
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Figure 3.3: Example of collision resolution tree graph in the DTA-MR. 
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49 
6. Extending the modified one packet buffer model of Capetanakis [Cape79a, 
Cape79b], we use the modified one message buffer system [Kawa92a] for real-
izing the blocked access scheme. 
3.3.2 M ean length of a session t ime 
One session is composed of a reservation sub-session and a conflict sub-session. We 
assume that r terminals are allowed to transmit messages in the reservation sub-
session in a session, which were reserved in the previous session. Moreover, we 
assume that k terminals except for the above r terminals are transmitted success-
fully in the conflict sub-session. Then, we shall denote the mean session time (i.e., 
mean time for all length of a reservation sub-session and a conflict sub-session) by 
t(r, k, m, Q). 
From our conflict resolution scheme, the first packet of a message is transmitted 
by the Q-ary DTA and the rest of packets are transmitted without collision. If we 
use the result of analysis for the mean collision resolution time of DTA (denoted 
by torA(k, m, Q)), we can easily estimate the session time t(r, k, m, Q) satisfies the 
following equation: 
t(r, k, m, Q) = r + 1 + torA(k, m, Q). 
Next, we will give tvrA(k, m, Q) for the DTA with serial tree search algorithm 
[Shim86J. If n, terminals out of k terminals are involved in the initial collision of a 
conflict sub-session are in subtree Ti, torA(k, m, Q) is given by 
torA(O, m, Q) 
tvrA(j.l, Q) 
torA(l, m, Q) = 0 
Q (2 ~ j ~ Q) 
(m 2:. 1) 
where I'\ denotes the number of terminals in the system (i.e., Qm), and L means 
u 
the sum over all Q-tuples (n1 , n 2 , • • ·, nQ) satisfying n 1 + n 2 + · · · + nQ = k, 0 ~ 
n, ~ Qm- 1(1 ~ i ~ Q). 
3.3.3 Analysis of throughput 
From the above-mentioned assumption of our system model, we can define the 
imbeddE'd Markov chain [Klei75] as the number of new messages at the time when 
a session terminates (or a session starts). ~ow we shall introduce the following 
probability for the system withQm terminals: 
P(s, T, k, m, Q): the probability that the length of session time iss (slots) in the 
case that the number of reservation messages is r in the reservation sub-session and 
the multiplicity of the initial collision is k in conflict sub-session. 
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Furthermore, we introduce the following probability: 
P((r', k'), (r, k)): the probability that the sum of newly arriving messages in a 
session is r' +k' at the time when the session generated by the r reservation terminals 
and the conflict transmission of multiplicity k (terminates). 
Next, we define the limiting probability of P((1·',k'),(r,k)) as follows: 
P(r, k): the limiting probability that there exist r reservation messages newly 
reserved in a session and k conflict messages newly arrived in a session at the time 
when the session terminates. 
Now, let us define P and W by 
P = (P(O, 0), P(1, 0), · · ·, P(N, 0), · · ·, P(O, i), P(1, i), 
· · ·, P(N- i, i), · · · , P(O, N)) 
W {P((r', k'), (r, k))ir = 0, 1, · · ·, N, k = 0, 1, · · ·, N, 
N 2:. r + k 2:. 0, r' = 0, 1, · · ·, N, k' = 0, 1, · · ·, N, 
N 2:. r' + k' 2:. 0} 
Then it can be given by solving the next equation: 
WP = P 
Solving the vector P, the throughput S of the system is given by the following 
equation: 
l:)r + k)P(r, k) 
s r,k L [P(r, k) · t(r, k, m, Q)] 
r,k 
where L means the sum over r and k satisfying 0 < r + k < N, 0 < k < N, 
r,k 
0 ~ k ~ N. 
3.3.4 Mean delay 
Next, we shall approximately evaluate the mean delay time D for a message trans-
mission in a system with Qm terminals. The transmission delay time of any message 
A is divided into two basic components (see Fig. 3.5). The first component D1 is the 
time between the arrival point of the message A and the end of the session in which 
message A arrives. The second component D2 is the time between the beginning of 
the next session and the beginning of slot in which the first packet of message A is 
transmitted successfully. 
vVe shall approximately obtain the mean value of the first component of the 
message transmission delay (denoted by D 1) by the following equation: 
LMAX L (r' + k')P(r, k)P((r', k'), (r, k)) · L d(L)P(L, r, k, m, Q) 
L=l 
L (T' + k')P(r, k)P((T', k'), (r, k)) 
r',k',r,k 
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d(L) L 1 ---
1 - r.xp( >.L/N) >./X 
\\'hrre L nH'ans t hr sum over r, k, r, k' satisfying 0 ~ r + k < 'V, 0 ~ r' ~ 
r' ,k' .r,k 
r + k, 0 ~ k' ~ Y r' for th<· upper-bound (note that the last condition becomes 
0 < k' < .Y r k for tlw lower-bound) and LMA..\ is definrd as L.\!.4.X = 
(Qm+l _ 1)/(Q _ 1) + qrra. 
:\ext. we shall estimate the second comJ><HH'nt of the mean message transmission 
dC'lay time D2 in t hr :>a me way. Finally wc> can approximately evaluate the second 
component of the mran drlay D ( denotrd by D2 ) as follows: 
In addition to thr throughput and the mran delay, the mean rejection rate Rn 
is given by the following equation without approximation: 
Rn = 1- throughput/(>..· p). 
Rn is one of the most important parameters :,;ince we assume a finite buffer 
syst<>m describ£'d in assumption of the system model. 
message A 
Figure 3.5: Two components of mean delay time. 
3 .3.5 The maximum message transmission delay time 
In the practical communication systems, besides the throughput and the mean trans-
mission delay time, it is important to guarantee the finite maximum message trans-
mission delay timr. In most of ALOHA type collision resolution algorithms, it is 
possible that PTAs and nou-blocked TAs have infinite maximum message transmis-
sion delay time. The most desirable property of the DTA-MR is that its maximum 
transmission delay time is guaranteed to be finite, and this property is provided by 
the DTA scheme as well as the blocked access scheme. In the following, we shall 
evaluate the maximum message transmission delay time. 
In our model for analysis, we assume the worst case of transmission delay. If all 
of terminals N transmit in the first slot of the conflict sub-session simultaneously, 
the session with this sub-session will have only the conflict sub-session. In this case, 
the length of the session M(N) is given by the next equation: 
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Jf(.V) = t(O, X, m, Q) = 1 + t DT t(N, m, Q) + Y · (Lma.r- 1), 
when' Lma."C denotes the maximum length of mes::;ages in practical communica-
tion sy::;trms. Analytically we can estimate that Lma.r is <'qual top. Since no mrssagc 
needs to continue to wait during two successive sessions according to blocked trrr 
algorithms, the maximum mrssage transmission drlay time is lrss than 2 .• \f(.V). 
This evaluation parameter 2 · .\f(.V) gives very usrful suggestion for designing tht' 
actual communication ::;ystem::;, for instance, for deciding the reasonable buffer size 
of each trrminal. 
3 .3.6 N umerical r esults 
In this subsrction, the performance of our proposed schemr DTA-MR is cvalnatrd 
by the num£'rical results obtainrd from the analysis. Thr numerical results from 
the simulation experiments and those from our analysis of throughput and m£'an 
message delay are given for the cru;c X = 8, 16 and p = 2. These numencal re-
sults arc illustrated in Fig. 3.6. According to the delav-throughput performance 
charact<'rif>tics of the DTA-}.lR illu!')trated in the above figures, we do not find the 
undesirable property of bistability behavior (see, e.g., [Oie8G]) which leads to t h<' 
instability of random access protocols. This guarantees thr high channel stability of 
our proposed scheme. 
3.4 Several Transmission Protocols with Prior-
ity Mechanism 
3.4.1 Internal priority in DTA-MR 
In the DTA the process of resolving an collision resolution time depends completely 
on the address values of the terminals involved in the collision. Since each terminal 
has its own address, the original DTA has a priority function. If we consider the 
following three protocols as transmission protocols of multiple-packets in the DTA-
MR, the transmission delay time of each terminal is very much influenced by the 
above priority function. 
Typ e 1 (see Fig. 3.7(i)): As the most naive transmission protocol, we can 
employ the guard time for protecting collisions between the packets transmitted 
from different terminals. This algorithm is simple and realizes a very efficient use of 
the communication channel. 
Type 2 (see Fig. 3.7(ii)): This algorithm assign is all the reserved slots period-
ically to the terminals which will transmit the rest of the messages. Let us refer to 
one round of slot assignments among the terminals as a pen.od. This scheme is the 
most difficult to implement among the three algorithms. Especially, if every message 
has variable number of packets. th<.>n the manipulation of stack parameters becomes 
very complex. On the other hand, this scheme can pro\'ide fauness of transmission 
regarding the message transmission delay and also ensure the high probability for 

































upper bound (N=8) 
lower bound (N=8) 
simulation (N=8) o 
upper bound (N= 16) 
lower bound (N= 16) 





























0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
throughput 
Figur<' 3.6: \lean message transmission tim<' V<'rsus throughput. 
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Type 3 (see Fig. 3.7(iii)): This algorithm corresponds to an extreme case of 
the type 1 and has no guard time. If the head packet of a message is transmitted 
successfully, the whole rest packets of the message is transmitted just after the head 
packet. This scheme is applicable to the TREE-CS:\lA/CD !Kawa88a] with message 
reservation. 
From the above figures of Fig. 3. 7, we can obviously recognize that each ter-
minal has the different transmission delay time according to their own addresses 
and transmitting sequences. Thus there E>xists the internal priority mechanism in 
thE> original DTA-MR. Furthermore, th<' integration of the above three schemes can 
be considered, and priority mechanisms can also be introduced with respect to the 
transmission slots . 
!• reservation sub-session conflict sub-session ~I 
(i) Type I 
I• reservation sub-session conflict sub-session 
(ii) Type II 
!• reservation sub-session conflict sub-session 
(iii) Type Ill 
F igure 3.7: Transmission time for priority level. 
3.4.2 DTA-MR with priority mechanism 
In the above sections, it has been shown that the communication system employ-
ing the DTA-i\IR has a desirable prop<'fty of channel stability even if the traffic 
load in the systems is very high, while the well-known ALOHA scheme provides 
an unstable channel state in such a channel load. However, if we use our proposed 
protocol DTA-MR in integrated voic<>/data networks, we must consider the priority 
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function. Bccaus<> the prop<>rties of voice and data messages arc different regarding 
the transmission drlay tinw. For <>xamplr, transmission of \"OiC<' packet demands a 
real time property mor<' than reliability of transmissions, and thr transmission of 
data demands a r<>liability rather than a real timr property. 
~ow we propos<' t h<> tr<'<' algorithms with priority mechanism which is based on 
the DTA-:\IR. In our sdH'me, at the starting slot of one conflict sub-srssion, which 
is r<>cognized by the global stack mechanism, the messages with the highest priority 
can be transmitted immediately and the transmission of the rest of messages with 
lower priority is prohibited. If the first slot of conflict sub-session becomes empty. 
then at the second slot. tlw messages with secoud priority can be transmitted. Thus, 
according to tlw priori t~· l<'\·el, the starting slot of conflict sub-session is decided to 
realize a priority fuurtion (seC' Fig. 3.8). 
Reservation Sub-sessiOn New Conflict Sub-session 
I I I I I I I I I ... 
Highest Priority 8 
Priority 




In this chapter, we propos<>d a random multiple-accrss rommunication systPm which 
employs the detrrministic trN' algorithm with message r<>servation (DTA-~IR). An 
approximat<' analysis method of the throughput-delay prrformance and the max1-
mum length of session time of th<> DT \-:\lR was pr<'sent<•d The obtained numerical 
results drmonstrated that our proposed DTA-}.IR realizes a fully-distributed. stahl<' 
and efficient multiple-packets transmission protocol using th<' information from suc-
cessful packets. This stability property of the communication channel is considcr<>d 
to be very important in rE-alizing of autonomous decrntrali1cd systems. 
\Ve extended our proposed DTA-~IR and inwstigatrd the priority mechanisms 
using the information from the sequence of transmitting time as well as the delay 
of transmitting time. As a r<>sult, it brcame clear that the DTA-~1R is very flexibl<' 
for employing priority mechanisms. That is, in addition to the internal priority 
functions of the original DTA-~1R. the external priority mechanism is easily realizNI 
by adjusting the starting slot of conflict sub-sessions in thr DTA-:\IR. By such a 
property, our proposed schem<> is <>ffectiYe to transmit \'arious kinds of messag<'s 
such as data, voice, or graphic images with different requirements for transmission. 
Finally, we would like to discuss the following int<'festing future research topic 
regarding the DTA-MR. In this chapter, we assumed that all terminals have the 
homogeneous traffic load according to the mutually indeprndent Poisson process. 
In practical systems, however, the traffic load may be non-homogeneous[Poly85] 
and it changes dynamically every moment. T hus, the study on the applicability 
of the DTA-:\IR to the system with non-homogeneous and dynamical traffic load 




Control of Dynamic Environment 
by Knowledge Discovery and 
Active Database Techniques 
4.1 Introduction 
;.Jatural or human-controlled processes generate huge amount of information in var-
ious kinds of large, dynamic environments. It is challenging but truly necessary to 
analyze the general behavior of the information flow in such dynamic environments 
in order to understand and/or control the environments in scientific, business and 
indus try applications. 
~1odeling and management of large, dynamic environments pose new challenges 
and interesting research problems for data and information management systems. 
First, in such a dynamic environment, data arc generated rapidly, continuously, 
dynamically and in huge volumes. It is often unrealistic to store a complete set of 
raw data in the limited amount of memory of a database system and dynamically 
analyze and manage the data. This forces people either to abandon the dynamically 
generated, huge amount of data or to dump the generated data to tapes without 
timely analysis. By doing so, it is difficult to grasp the current status of a dynamic 
environment and react promptly to changes. 
Second, most of the data/information in a dynamic environment are presented 
at lo\v, primitive levels. There may not exist clear and concise relationships or 
regularities expressible by lov .. · level primiti,·e~. ~1oreover, human operators and 
programmers may like to analyze system conditions and express the control primi-
ti,·es at a relatively high le,·el. comprehensible by human operators. There is a gap 
between the low-level processing data and high level control primitives. 
Third, process control and system management in a dynamic environment often 
require prompt, real-time, and mtelltgent reactions in response to situation changes 
in the environment. The off-line data/pattern analysis is often too slow to meet the 
real time requirement. Furthermore, even if the correct patterns or regularities can 
be discovered, real-time decision must be made promptly and automatically in order 
to react correctly and timely to the changing environment. 
These challenges motivate the integration of knowledge discovery and active 
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database technologies in t lw following aspects. 
1. The collC'cfum of a lray;e amount of datn grnemted mpldly, contwuously, and 
dynamzrally m an f'n vironment can b<' handl<'d by a data sampling technique 
which sampl<'s int(•n•sting pieces of information dynamic.:ally and syst<'matically[Sono91]. 
2. Th e dt,~covcr·y of clear· and concz.~c relalion~lnps or regularzties among the col-
lected data, <'an he handled by a knowledge discovery technique which performs 
efficient and eff<'ctiv£' data generalization to discover useful knowledge or reg-
ularity from th<' coll<•ctrd information [Fraw91, Piat91a, Silb91]. 
3. The prompt, 1'eal-tzme, and intelligent reactions to the changes of the en-
vzronment, can b£' dealt with by application of active database technology 
[Beer91, G<>ha92, ~IcCa89] for automatic and prompt reaction and control 
of the environment. 
In this chapter, a technique is developed for knowledge discovery in dynamic 
environment by extension of the attribute-oriented induction technique from rela-
tional databases[Cai91]. In order to discover the dynamic status of those systems, 
the cluster of actual data with dynamics is collected during the observation time us-
ing data sampling technique, and knowledge rules regarding to the status of dynamic 
environment are derived effectively at real time. Those discovered rules are stored 
in the rule base. Our proposed technique also makes new rules from the rules in the 
rule base during several sampling periods. The derived rules can be stored in the 
acti,·e database. The condition evaluator evaluates the current condition, compares 
it with that of the stored rules. discovers irregularities of the current status, if there 
exist, and executes actions to control the system. 
As an examplr to our study, the management of interconnecting communication 
network using data sampling[Kawa92b], knowledge discovery[Han92], and active 
database techniqucs[\Vido92] is an'alyzed. The status of the network changes over 
time, and the difficulty of effective and stable operating of the complex system is 
evident. In order to operate the communication network, it is essential to find 
the real time characteristics for Load balancmg or the connecting status between 
several network rcsourcrs. \ \ 'e show that the machine learning technology extracts 
such characteristics in th<' network effectively, and the active database technology 
provides a way to control the status of the communication network. 
This chapter is organized as follows. In Section 4.2, the ideas for knowledge dis-
covery in dynamic environment are introduced, including a data sampling technique 
and the primitives for specification of generalization/learning tasks. In Section 4.3, 
an attribute-oriented induction algorithm with sampling is present<>d for learning 
several kinds of rules from a huge amount of data in a dynamic environment. The 
integration of knowledge discovery with active database technology is also discussed 
in this section. In S<'ction 4.4, the application of knowledge discovery and active 
database techniqurs in network management is examined, and the study is summa-
rized in Section 4.5. 
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4.2 Knowledge Discovery in Dynamic Environ-
ment 
Bcfor<' applying knowledge acquisition algorithms to tlw ciHta which is generated 
incessantly in a dynamic ennronment, we should notc the important difference be-
tween sriPntific d1scovery and dz~covery m busmess database<; [Piat91cj. Generally, 
data for scientific discover} arc ohjectin' and show the characteristics of natural 
phcnonH•na; whereas discowry in business database reflect the real world and show 
the behaviors of human-artifacts. The latter one is well known as challenging and 
difficult problems. The volume of data in a dynamic environment could be err 
ated by artificial systems, which is similar to other business information systems. 
However, th<• huge volume of data arc generated rapidly, continuously and possibly 
redundantly without a break in a dynamic environment. Such features are also sim-
ilar to those in scientific discovery. Therefore, in order to develop the knowledge 
discovery in dynamic environment, it is necessary to fu~e the two discovery domains. 
The technique of data sampling is based on the former one; whereas the tech01que 
of induction algorithm is based on the latter one. 
4.2.1 Data sampling in dynamic environment 
It should be noted that, even if effective algorithms arc applied for knowledge dis-
covery, it is hard to derive exact rules from all of the data via exhaustzve searches 
because of the huge computation time. ~loreoYer, in many cases only a part of data 
generated in a dynamic environment are actually collected. Therefore, as an approx-
imate solution, randomly sampled data should be used in rule/knowledge discovery. 
To simplify our discussion, we consider several assumptions regarding to the data 
and learning tasks for knowledge discovery. 
Assumption 1 A set of data for a Learning task zs collected by random samplmg 
from a dynamic information system or a dynamic env1ronment. 
A set of data relevant to the learning task is collected as a subset of all the possible 
data generated in a dynamic environment. The following evaluation determines the 
suitable length of the sampling time. 
For the attribute-oriented induction algorithm, our previous study in [Sono91] 
convinced us the accuracy of the discovered rules, including both charactenstzc 
rules and classification rules, using data sampling technique based on a statistical 
estimation theory. It shows the validity and credibility of knowledge discovery in 
database by data sampling. 
The number of sampled tuples for obtaining meaningful rules in the practical 
sense bv the attributed-oriented method is surprisingly small as compared with 
the number of tuples that could be generated in information system or dynamic 
environm<'nt. Therefore, meaningful rules satisfying the conditions can be derived 
within a short sampling periods. 
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4.2.2 Primit ives for gen er a lizatio n sp ecificatio n 
\\"1thout concept gcm'ralization. discowred knowledge is cxprcsscd in terms of prim-
itive data (data stored in the databases). often in the form of functional or multi-
valued dcpcndcncy rules or primitive level integrity const raiuts. On the other hand, 
with conccpt generalization. discovered knowledge can hc c·xprel->scd in terms of 
concisc, <'Xprcssive and high level abstraction. in the form of generalized rules or 
gcn<'ralizcd constraints. and be associated with statistical information. Obviously, 
it is oft<>n dcsirahle for large databases to have rule::; exprc::;sed at concept levels 
highN than thc primitivE:' ones. Therefore we have, 
Assumption 2 Grneml~zed rules are expressed m ter-ms of lttgh level concepts. 
Ordinary unstructured numerical and non-numerical attributes arc the most 
popularly and commonly encountered attributes in data. Generalization on non-
numcrical values may rely on the avail a blc concept hiC'rarchics specified by infor-
mation systcm dcsigners. domain experts or users. Concept hierarchies represent 
necc·ssar) background knowledge which directs the gcneralization process. Different 
lcvcls of conccpts are often organized into a taxonomv of concepts. The concept 
taxonomv can be• partially ordered according to a general-to specific ordering. The 
most gcn.cral concept (corresponding to level 0) is the null description (described by 
a resen·NI word ··. L\ }~· ), and the most specific concepts correspond to the specific 
vahws of attributes in the database [Haus87]. Using a concept hierarchy, the rules 
IeanH'd can he rcpn•sented in terms of generalizcd concepts aud stated in a simple 
and explicit form. which is desirable to most users. 
For <'xamplc. the description of network domains '·kuamp. kuamp. kyoto-u. ac. jp 
" can bc gc•ncralized hy specifying a partial order of the gcncralization scquence, such 
as "kuamp.kyoto-u.ac.jp => kyoto-u.ac.jp => ac.jp => jp" in Fig. 4.1. 
Such a g<'IlC'ralization sequence is obtained from a nctwork rcsource illustrated in 
Fig. 1.2, which provides the user-/expert- specified hierarchical information. More-
over, om• may specify a general rule on how to transform an internet address, such 
as "134.87.61.4". into "deneb.cs.sfu . ca'', which is in turn transformed into a 
snbdomain name. such as "cs. sfu. ca" or a departmcnt name, such as "comput-
ing scil'IIC<'". Also, one may indicate that the removal of a machine name or a 
clepartnH•nt name from a detail address is a step of generalization, etc. 
Generalization on numerical attributes can be pcrformed similarly but in a more 
automatic way by the examination of data distribution characteristics [Fish87]. It 
may uot require anv predefined concept hierarchies. 
For example. we can collect the information from real intrrconnectiug communi-
cation network bv data sampling. A portion of monitoring data is shown in Fig. 4.3, 
where a lnlh is a packet lcngth, proto is a type of communication protocols, source is 
a source address. d('simatwn is a destination addn•ss, srr por-t is a source port, and 
dst por·t is a destination port. In this example, the packet length can be generalized 
according to relativcly uniform data distribution into ~rveral groups, such as {below 
50, 51-80, 81-100, over 100}. Appropriate names can be assignrd to the generalized 
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Figure 4.1: Network hierarchy provided by network resources. 





















Figure 4.2: Hierarchical information in network resources. 
llnth I proto I source I dest inatiou I 5rc port I dst port I 
98 udp 130.54.20.65 130.54.20.69 983 111 
60 tcp 130.54.31.98 130.54.31.97 4206 6000 
60 tcp 130.54.20.192 130.54.42.1 4453 119 
60 tcp 130.54.42.1 130.54.20.192 119 4453 
90 udp 130.54.254.1 130.5-l.O.O 123 123 
102 udp 130.54.28.160 130.51.0.0 513 513 
88 udp 130.54.43.1 130.54.43.30 1028 53 
60 tcp 130.54.28.1 130.54.31.80 4009 25 
526 udp 130.54.4.2 130.54.0.0 520 520 
60 tcp 130.54.43.1 134.87.61.-l 23 1041 
60 tcp 130.54.8.43 130.54.9.11 1023 515 
... . . . . . . . . . . . . . . . 
F igure 4.3: Monitoring tuples from iutrrconnecting network. 
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The above two generalizations may be performed with the assistance of relatively 
strong background knowledge (such as conceptual hierarchy information, etc.) or 
with little support of background knowledge. Obviously, the discovery of conceptual 
hierarchy information itself can be treated as a part of knowledge discovery process. 
However, the availability of relatively strong background knowledge not only im-
proves the efficiency of the discovery process but also expresses user's preference 
for guided generalization, which may lead to efficient and desirable generalization 
process. Thus we have, 
Assu m p t ion 3 Background knowledge is generally available for knowledge discov-
ery process. 
After the generalization process, the generalized relation can be transformed into 
a logical expression. From a logical point of view [Ullm88], each tuple in a relation 
is a logic formula in conjunctive normal form, and a generalized relation is a set of 
disjunctions of such conjunctive forms. 
Following these assumptions, our mechanism for knowledge discovery in dynamic 
environment can be outlined as follows. First, a knowledge discovery process is 
initiated by a learning request, which is usually in relevance to only a subset of 
generating data. A data retrieval process is initiated to collect the set of relevant 
data using a data sampling technique. Second, generalization is performed on the 
set of retrieved data using the background knowledge and a set of generalization 
operators. Third, the generalized data is simplified and transformed into one of the 
following kinds of generalized rules, which may faci litate query answering and other 
applications. 
1. curre nt stat us rules. 
A current status rule summarizes the general characteristics of a set of sampled 
data at the present time which satisfies certain criteria, such as, the charac-
teristics of the traffic flow on a network at the present time. 
2. st a ble rules. 
A stable rule describes the general characteristics which remain stable over a 
period of t ime, such as, the rule that helps find out the heavy traffic on a 
network constantly or periodically. 
3. evolution rules. 
An evolution rule describes the general characteristic of a set of patterns which 
evolve over several periods of sampling time, such as, how a network flow 
changes drastically over the past several sampling times. 
4 .3 Attribute-Oriented Induction in Dynamic En-
vironment 
A knowledge discovery process applies generalization operators to a large volume of 
sampling data and generates a set of generalized ru les. 
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4.3.1 Basic stra t egies for p eriodical attrib ute-oriented in-
duction 
In general, we have the following basic techniques for attribute-oriented induction 
[Han92]. 
Technique 1 (Data focusing) Generalization should be performed only on the set 
of data which are relevant to the learning request. 
Techniq ue 2 (Attribute rem oval) If there are a large set of distinct values in 
an attribute in the working relation, but there is no generaltzation operator on the 
attribute, the attribute should be removed from the working relation. 
Technique 3 (Attribute generalization ) If there are a large set of dzstinct val-
ues in an attribute in the working relation, and there exists a set of generalization 
operators on the attribute, a generalization operator should be selected and applied 
to the attribute at every step of generalization. 
As a result of generalization, different tuples may be generalized to equivalent 
ones where two (generalized) tuples are equivalent, if they have the same correspond-
ing attribute values without considering a special internal attribute vote, which reg-
isters the number of tuples in the initial working relation that are generalized to 
the tuple in the current resu lting relation. The vote accumulated in the generalized 
relation incorporates quantitative information in the learning process. 
Te chnique 4 (Vote propagation ) The value of the vote of a tuple should be car-
ried to its corresponding generalized tuple, and the vote should be accumulated when 
merging equivalent tuples in generalization. 
Technique 5 (Attribute gen eralization control) Generalization on an attribute 
ai is performed until the concepts in ai has been generalized to a desired level, or 
the number of distinct values in ai in the resulting relation is no greater than a 
prespecified (attribute generalization) threshold. 
l otice that the threshold which controls the attribute generalization is called 
attribute threshold which is usually an appropriate small number (often between 
2 to 10) that can be specified explicitly by a user/expert or be built in the system 
as a default. 
)l"ext, a stable rule shows the constant and periodical stable pattern of charac-
teristic rules derived from different sampled data. The vote counts in characteristic 
rules can be used to find the stable pattern among a set of rules. Let rk(t) be the 
k-th characteristic rules in the rule set derived from the sampling data at time t, 
and vk(t) be the vote count of rk(t), normalized by the total number of sampling 
tuples. The numerical sequence of vk(t) is examined in a way similar to a scientific 
discovery process. Since the volume of rules is also accumulated as the sampling 
period becomes large, it is usually assumed that the vote count is similar to the nat-
ural phenomena. Therefore, attribute-oriented induction with data sampling will be 
effective for rule acquisition in a dynamic environment. 
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Discoven· of functional rE-lationships in numNical data has be<'n studied in the 
programs such as Ba<"ou[Lang 7). Generalization (or abslmctwn) i~ also an essential 
technique in such program::. to grasp the knowledge about the statu:; of a complex 
svstem. For numerical values. aggregation of variables is hast•d on the eigem·alues of 
tile system matrix [Iwas l. On the other hand, Ill our proposcd induction algorithm, 
aggr<>gation of variables is done by climbing up th<.' conceptual hierarchy. The vote 
counts in the dcrivNl rule describe the characteristics of a dynamic system. Based 
011 such wtlnrs. on<' can dNive \'arious functional r<'lation:-,hips depending on the 
abst ra<'t ion l<'v<'l of hierarchical concepts. 
To dNive the functions which describe the stabilit~ or variance of a dynamic 
system, it is important to examine the set 
Vk {uk(t,)itt --: t + L · i, (i ~ 0)}, 
whrrr vk is the• vote count regarding to the k-th rule>, It is the starting time of the 
i th sampling oprration, and L is the sampling period. 
Gen<>rally. ~cientific discovery applies beuri~tic search in an infinite space of po-
tential n•lat ions or, equivalently. the combination of possible functional forms, in 
orclc>r to find an appropriate functional property of h. This strategy of infinite 
sc>arching causes difficulties for function finding in the real time. However, in the 
most casc•s of finding characteristics of information flow in a dynamic environment. 
search 1s limit<'d to se\·eral typical functions. In order to keep the system stable, 
the system with the characteristics of the stable functions in the long range of time 
must b<' construct<'d. Therefore, constant values or periodical functions play an 
important rolr in thosr stable systems. The dynamics of the environment must be 
examined according to the following four patterns. 
• stab!(• status during short periods 
• cvolutioual status during short periods 
• stahl<> status during long periods 
• evolutional status during long periods 
\\'<' first <'xamin<' the vote counts of a specific N-th rul(• only. Consider the 
relationship, l'k(t) =a· tn +b. By determining suitable candidate values for n and 
the short/long range of timet. one may discowr the increasing/dc>creasing property 
in a set of .\' t h rules. Periodical property can be discO\'NNl from those values using 
periodical functions. Such periodic properties will b<' stored as stable rules in a 
rule ba~e. \loreovN, if the same rules are discovered during different periods, the 
weight of those stable rules will increase. On the other hand, if anomalous Yalues 
arr ob~erved in short/long periods, e\·olution rulrs in short/long periods can be 
extract<'<! based on quantitative measurements of such anomaly. 
Further. s<'veral vote counts can be examined in order to d<'rive the complex 
stable/evolution rules in short/long periods. A sequence of vote counts of several 
rules may satisfy the following equation, y = f(v 1(t), u2(t), ... , V1 (f), ... , vM(t)), the 
way to deriv<' rule's is similar to the above method. However, the srarcb space will 
become hug<' depending on the abstraction level wh('ll the number of rules increases. 
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Technique 6 (Stability Criterion) If the sequence of vote counts vk(t) sattsfy 
ihe stable condztion, the rule rk(t) should be st01·ed into the set of stable rules. 
On the other hand. an C\'Olution rule pr<'scnts the variance of the different sets 
of characteristic rules. \Ye can derive thos<' rules from the rule set by the following 
technique. 
Technique 7 (Variant Criterion) If the sequence of vote counts vk(t) saitsfy the 
evoluttonal conditzon, the rule rk(t) should be stored znto the set of evoluiton rules. 
Furthermore, some mathematical functions, such as weighted average, mean, 
sum, etc. can be applied to the sequence of vk(t), in the judgment of the above 
two criteria. Such mathematical functions can be considered as another kind of 
generalization operators. 
Theorem 1 The above seven generahzation techmques are correct and necessary 
for the extraction of generalized rules from one or several porttons of sampled data. 
Proof sketch. Technique 1 is obvious since only the task-relevant set of data need to 
be studied. An attribute-value pair represents a conjunct in a generalized rule, the 
removal of a conjunct eliminates a constraint and thus generalizes the rule. If there 1s 
a large set of distinct values in an attribute but there is no generalization operator for 
it, the attribute should be removed. Thus, we have Technique 2 which corresponds 
to the generalization rule, droppmg condtttons, in learmng-from-examples IDiet83, 
.\1ich83]. The generalization of an attribute value using a selected generalization 
operator makes the object cover more cases than the original one and thus generalizes 
the concept. Thus, we have Technique 3 which corresponds to the generalization 
rule, climbmg generalizatwn trees, in lcarnmg-from-examples [~1ich83]. Technique 4 
is based on the merge of identical tuples. Technique 5 is based on the desirability of 
rrpres<'ntation of each attribute at its d<'sircd l<'vel. Technique 6 is based on finding 
functions in the area of scientific discovery. Technique 7 is based on finding singular 
points in the area of scientific discovery. Thus, we have the theorem. 0 
4.3.2 Attribute-oriented induction algorithm with data sam-
pling 
The basic learning strategies di~cussed in the last :mbsection can be summarized 
into the following generalization algorithm which extracts generalized characteristic, 
stable and evolution rules from a large volume of data using sampling technique. 
The algorithm is an extension of the basic attribute-oriented induction algorithm 
[Cai91, Han91. Han92. Han93, :\ish93] for learning rules in dynamic environment. 
Before the description of the attribute-ori<'nted induction algorithm with random 
sampling, we define se,·eral sampling parameters and illustrate a set of sampling 
data in Fig. 4.4. 
• D: a large volume of data in a dynamic environment 
• t : the starting time of sampling operation 
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• e : the length of sampling time 
• L : sampling period 
• d : sampling density 
• T : sampl<'d data from a large volume of data in dynamic environment with 
t, e and d 
• at : the i-th attribute in relational data 
• vk : vote counts regarding to the k-th rules 
Raw Data 
II II 1111 1 111 1 1 1 Ill 1 II 1 1 II 1 1 Ill IT 1 111 1>- Time 
r:--sampling period~ Next sampling period 
I sampling length I I 
t t+l t' t' +I' ::. Time 
f f f ll f f f f f ffl ~ff 
Figure 4.4: Sampling period and sampling length. 
Algorit hm 1 Attribute-oriented induction with random sampling m a dy-
namic environment 
Discovery of a set of generalized characteristic, stable and evolution rules in a 
dynamic environment based on a user's learning request. 
Input: {i) A large volume of data in dynamic environment TJ, {ii) a set of concept 
hierarchies or generalization operators on attributes ai, and {iii) T, a relation 
threshold, and Tt, a set of attribute thresholds for attributes ai. 
Output: A characteristic rule, stable rule and evolution rule based on the learning 
request. 
M ethod: Attribute-oriented induction with random sampled data with density d 
from the time t to ( t + e) consists of the following steps: 
Step 1. Collect a set of task-relevant sampling data T into an initial relation r 0 
(possibly by a relational query). 
Step 2. Perform basic attribute-oriented induction on r 0 as shown below. 
b egin 
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for each attribute at {1 ::;: i ::;: n) in r0 do % n: the number of attributes in 
ro. 
if a1 has not reached the desired concept level T1 t hen 
threshold control 
begin 
if at cannot be further generalized 
% attribute 
then remove ai % attribute removal 
else generalize ai to the {minimal) desired level; % concept tree 
ascenszon 
merge identical tuples 
end 
end. (Basic attribute-oriented induction) 
% vote propagation 
Output characteristic rules and store them into the rule base. 
Step 3. Based on the stability criterion, derive the stable rules by the evaluation of 
stored vk regarding to characteristic rules. 
Step 4. Based on the variant criterion, derive the evolution rules by the evaluation 
of stored Vk regarding to characteristic rules. 
Step 5. Repeat the induction algorithm periodically based on the new set of sam-
pling data in the new period. 0 
4 .3.3 Intelligent reactions to dynamic environments 
Active database [McCa89, Beer91, Daya88, Geha92, Mich91, Ston91, Wido92] is 
one of the interesting subfields in database research. Since a dynamic environment 
requires prompt, real-time reaction to the changes of the environment, it is impor-
tant to explore the integration of active database technology with machine learning 
techniques. 
Fig. 4.5 illustrates an architecture of active database in a dynamic environment, 
which is conceptually divided into rule base, knowledge base and conditional evalu-
ator. Our proposed algorithm derives characteristic rules, stable rules and evolution 
rules. Those derived rules should be stored in the active database selectively and 
be applied in the control of the environment. 
To react intelligently to dynamic environments, the active database techniques 
and knowledge discovery processes can be integrated in the following five aspects: 
1. r egularity extraction. 
2. r egularity updates. 
3. knowledge-assisted active rule specification. 
4. dedicate d knowledge discovery. 
5. generalized triggering. 
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Figure 4.5: Architecture of active knowledge database in dynamic environment. 
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These aspects are further analyzed below. 
First, regularity extraction needs the integration of both techniques. A large 
number of rules which summarize the current status or the stable and evolving 
regularities of a system can be extracted by a knowledge discovery process. However, 
some of these discovered regularities could be less interesting or redundant to the 
system. An active database method may act as knowledge discovery initiator which 
triggers a knowledge discovery process based on the importance or freshness of the 
knowledge to the system. The importance is related to some critical or sensitive 
aspects of an environment, such as the potential crisis of a production process, the 
critical condition of a chemical reaction, etc.; whereas the freshness is related to 
whether similar knowledge is already in the system. Furthermore, if the dynamic 
data is too large to be stored in a database but constantly monitoring is more 
preferable than data sampling, the database may store data summaries (extracted 
by knowledge discovery) at a level slightly higher (thus less voluminous) than the 
primitive data. 
Second, it is important to verify, modify or invalidate the existing generalized 
rules stored in the rule base in a dynamic environment. Such a regularity updat-
ing task can also be performed by integration of knowledge discovery and active 
database technology. When a rule is discovered by a knowledge discovery process, 
the rule could be in one of the following cases: (1) it may enrich an existing rule 
by consolidating it in an extended period, or extending its condition or conclusion, 
(2) it may invalidate an existing rule because of the changed condition or conclu-
sion, (3) it may not be interesting or fresh enough for inclusion in the rule base, or 
( 4) it may violate certain integrity constraints, thus need to invoke some warning 
messages or perform appropriate actions. Knowledge rule verification, modification, 
invalidation or other appropriate actions can be specified as actions of triggers in an 
active database, which can be invoked when certain conditions are detected in the 
knowledge discovery process . 
Third, the integration of the both techniques may facilitate knowledge-assisted 
active rule specification. It is often necessary to express active rules at the concept 
level higher than the primitive data in dynamic environments for comprehension and 
debugging by human programmers/operators. Such specification needs the help of 
knowledge discovery process. Moreover, the specification of appropriate conditions 
and actions should be based on the analysis of general characteristics in the current 
system, the stable and evolving regularities, and the execution history of the active 
rules. Obviously, such specification, refinement , and assessment of the appropriate 
conditions and actions of active rules need the application of knowledge discovery 
tools. 
Fourth, dedicated knowledge discovery need the use of both knowledge discovery 
and active database mechanisms. In general, data sampling and knowledge discov-
ery can be classified into general and dedicated processes. The former is adopted for 
regular environment checking and knowledge discovery; whereas the latter need to 
be invoked for a dedicated, detailed, frequent , and specialized data sampling knowl-
edge discovery when certain condition happens. For example, when a production 
environment reaches a critical condition, an emergency data collection and knowl-
edge discovery process should be invoked for close observation. Such an invocation 
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of a dedicated sampling and discovery process can be performed by specifying con-
ditions and actions for a dedicated process using t.he active database technology. 
\Vhen some unusual situation was detected by a knowledge discovery process, more 
focused and refined knowledge discovery can be initiated, and such a process can 
be refined progressively based on the discovered results. Such progressively refined 
proces&es can be specified by active database rules. 
Finally, the integration may facilitate generalized triggering. Since the general 
status and evolution regularities of a system can be discovered by a knowledge 
discovery process and summarized at a high concept level, the conditions and ap-
propriatf' actions of an active rule can be specified at a high level to communicate 
with both human and the system. Moreover, the actions of an active rule can also 
be specified at a high concept level. Appropriate mappings can be performed to 
transform high level actions into low level primitives to trigger the detailed actions 
and update the environment. 
4.4 Management of Communication Networks by 
Knowledge Discovery 
In this section, we examine the application of our discussed method to the man-
agement of an interconnecting communication network which is a typical case of 
dynamic environments. In an interconnecting network, there are several categories 
of network management problems such as performance management, error recov-
ery management, and topology reconfiguration, etc. Various techniques have been 
proposed for network management [Covo89, Gerl91, Kawa92b, Morr91, Pan91J. 
In Fig. 4.6, a set of local area networks are connected via gateways, bridges, 
or other facilities, and these networks make one topology of physical connections. 
Suppose that three departments, computing, information, and mathematics, share 
these networks logically. Moreover, each network is controlled by different policies, 
such ac; machine types, network address assignment, operating system versions, ad-
ministrators, and so on. Therefore, the physical connections of those networks are 
divided into several logical areas, as shown in Fig. 4.6, which make another logical 
topology. Fig. 4.6 shows both logical as well as physical topologies of networks, and 
these topologies act as hierarchical information. The types of multifarious messages, 
such as data, voice, or graphic images, have similar hierarchies according to their 
demands. For example, the transmission of voice packets demands more of the real 
time property than reliability (i.e., no message lost) of transmissions; whereas the 
transmission of control packets (e.g., acknowledging messages) demands both real 
time and reliability. Accordingly, in interconnecting communication networks, there 
exist several topologies such as physical, logical and transmission topologies. 
Under this situation, the types of packetized messages transmitted through a 
common communication medium would vary in length and generation interval, and 
the requirements for transmission of each kind of messages would be different. In 
order to achieve such difficult as well as important network management, we have to 
continuously monitor the system status of different ports (stations) and layers using 
certain network protocols [RFC1067J. It is, however, very difficult to discover traffic 
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patterns or troubles occurred in the system from a large volume of data by human 
operators, since the raw information of the network are at low abstraction levels 
and are changing dynamically. Our proposed algorithm shows the effectiveness and 
flexibility at rule derivation and at the control of network status. 




Department of Mathematics 
---- A,B,C,D,E : Local Area Network 
············••·· : Physical Connection (Gateway, Bridge etc.) c==:> a,b,c : One of Logical Domains (Labs., Floors, Administrators etc.) 
Figure 4.6: Physical and logical topology of networks. 
Example 1 Suppose that a portion of the sampled data is shown in Fig. 4.3. Let the 
learning task be to discover a characteristic rule in relevance to So~1.rce, Destination, 
Size, Type and Port for those with sources in "kuamp. kyoto-u. ac. j p", associated 
with destinations out of "kuamp.kyoto-u.ac.jp", 300 (size) or less. The learning 
task can be represented in a pseudo query language in Fig. 4. 7. 
According to Algorithm 1, the learning request is processed as follows. 
Step 1. Collect data in relevance to the learning task by data sampling and by 
using the information about network resources. A set of so collected information is 
shown in Fig. 4.8. 
Step 2 . Perform the basic attribute-oriented induction which derives a generalized 
relation, as shown in Table 4.1. The relation can also be viewed as a logic formula 
since both the data for learning and the rules discovered can be represented in either 
relational form or first-order logic rules. These rules can be stored into the rule base 
in Fig. 4.5. 
Steps 3 & 4 & 5. After several sampling periods in Fig. 4.4, similar rules can be 
obtained as shown in Table 4.2. These rules can also be stored in the rule base. 
At Step 3 and Step 4, using the stability criterion and the variant criterion, 
dynamic traffic patterns can be extracted. In this example, several interesting rules 
are extracted based on the difference of the feature rules: Table 4.3 is extracted by 
the query for a stable rule shown in Fig. 4.9, and Table 4.4 is the result for the query 
of a evolution rule. 
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LEARN Characteristic rule 
FROM Sampling data P 
WHERE P.SourceAddress in Domain("kuamp.kyoto-u.ac.jp") and 
P.DestinationAddress not in Domain("kuamp.kyoto-u.ac.jp") 
and P.Size <= 300 
IN RELEVANCE TO P.SourceAddress, P.DestinationAddress, P.Size, 
P.Type, P.Port 
Figure 4. 7: Query for characteristic rule. 
I Time I Source I Destination I Size I Type I Port 
0.00 k uam p. k uam p. kyoto-u .ac.jp kuis.kuis.kyoto-u.ac.jp 400 co 
0.01 ronsi.kuamp.kyoto-u.ac.jp asahi.cs.sfu.ca 100 co 
0.02 kuamp.kuamp.kyoto-u.ac.jp broadcast 90 CL 
0.04 asahi .cs.sfu.ca kuamp.kuamp.kyoto-u.ac.jp 80 co 
0.05 kuamp.kuamp.kyoto-u.ac.jp kuis.kuis.kyoto-u.ac.jp 600 co 
0.07 asahi.cs.sfu.ca dencb.cs.sfu.ca 250 co 
0.09 ronsi.kuamp.kyoto-u.ac.jp ronsi.kuamp.kyoto-u.ac.jp 120 co 
0.10 kuis.kuis.kyoto-u.ac.jp deneb.cs.sfu.ca 150 co 
0.11 kuamp.kuamp.kyoto-u.ac.jp kuis.kuis.kyoto-u.ac.jp 30 co 
0.12 ronsi.kuamp.kyoto-u.ac.jp broadcast 100 CL 
0.15 kuis.kuis.kyoto-u.ac.jp kuamp.kuamp.kyoto-u.ac.jp 140 co 
0.18 asahi.cs.sfu.ca deneb.cs.sfu.ca 
. . . ... . .. 
Time: Time from starting point 
Source: Source address of the packet 
Destination: Destination address of the packet 
Size: Packet length 
Type: Connection-less or connection-oriented, etc. 
Port: Purpose of communication service 
Figure 4.8: Sampled data in a period. 
300 co 
. . . . . . 
Table 4.1: Rules for current status of communication network. 
I Source I Destination I Size I Type I Port 
kuamp.kyoto-u.ac.jp kuis.kyoto-u.ac.jp Small co Non-RealTime 
kuamp.kyoto-u.ac.jp cs.sfu.ca Medium co RealTime 
... . .. . .. . .. . .. 




















Table 4.2: Rules in other sampling period. 
I Source I Destination I Size I Type I Port I Vote I 
kuamp.kyoto-u.ac.jp kuis.kyoto-u.ac.jp Small co Non-RealTime 
kuamp.kyoto-u.ac.jp cs.sfu.ca Medium co RealTime 
... . .. . .. . .. . .. 
kuamp.kyoto-u.ac.jp Broadcast ~ledium CL Non-RealTime 
LEARN Stable rule 
FROM Sampling period from 1 to 100 
WHERE P.SourceAddress in Domain(''kuamp.kyoto-u.ac.jp'') and 
P.DestinationAddress not in Domain(''kuamp.kyoto-u.ac.jp'') 
and P.Size <= 300 
IN RELEVANCE TO P.SourceAddress, P.DestinationAddress, P.Size, 
P.Type, P.Port 
Figure 4.9: Query for stable rule. 
Table 4.3: Stable rule with periodicity. 





kuamp.kyoto-u .ac.jp kuis.kyoto-u.ac.jp Small co Non- Periodically 
RealTime 15 minutes 
Table 4.4: Evolution rule with unstability. 
I Source I Destination I Size I Type I Port I Vote I 
I kuamp.kyoto-u.ac.jp I cs.sfu.ca I Medium I CO I RealTime I Unstable I 
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At StC'p 5. the attribute-oriented induction proce:-;s (with sampling) repeats pe-
riodically. D 
Acti\'<' databru-.e trchniques can bC' applied to the system management based on 
the rule!> disco,·rrC'Cl in the abo,·e example. Suppose that thC' follo\\'ing definition 
of actions by pseudo drscription language. as shown in Fig. 4.10, is in the acti\'e 
databasr. The rule states that if the periodical length between different domains is 
less than 5 minutes, the system displays an alert nwssagc on the console, initiates 
the terminal iou of connection-less packets. and chrcks thr processes in the both 
domains. ThC' drscriptions of actions for evolution rule's can be defined in a similar 
way. 
~forcovrr, since there exist different hierarchies between physical connections 
and logical domains according to Fig. 4.1, differrnt rules can be dNived from the 
samr srt of raw data based on the algorithm, as shown in Table 4.5 and 4.6. 
Event: Update Stable Rules in Rule Base 
Cond1tion: Period(P.Vote) < 5 
Query: 
SELECT P.Vote 
FROM P Stable Rules 
WHERE P.SourceAddress != P.DestinationAddress and P.Type=CO 
Action: 
Operation: begin 
Display_Console(''code red'' ,Stable Rules P) 
Activate(Kill_CL in Code_Red_Rules) 
Signal(Check_Processes_in (P .SourceAddress, 
P.DestinationAddress) 
end 
Figure 4.10: Pseudo definition in active database. 
Table 4.5: Stable rule with stability. 
I Source I Destination I Size I Type I Port I \'ote 
I ~1r. Ler I A~Y I Large I CO I l\1ail I Stable J 
Thus, if a network protocol provides additional information regarding to the net-
work topology, we can derive the rules about the connectivity and traffic loading 
among different logical domains. Moreover, these ru les arc also helpful for reconfig-
uration of the network topology by active databasr techniques. 
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Table• 4.6: Stable• rule. 
I Source : Destination I Size I Tq>c I Port 
I 
Dept. of 1 Dept. of Large• co RealTime Constantly 
Computing I Information 1 Large I 
Typical examples of rules and actions arc a:-; follows: 
• The connectivity between certain devices, which are administrated by ~fr. Lee 
in network is good. If the same devices have some trouble, you should contact 
Mr. Lee. 
• Two machines in "Dept. of Computtn[/' and "Dept. of Information" share the 
same facility in the domain "Dept. of Mathemattcs" tightly. If the physical 
distance is short, we must connect two domains directly. 
This example shows that by integration of a knowledge discovery method with 
an active database technology, the interconnecting network can be managed int<'lli-
gcntly and dynamically at a high level, which may effectively control the information 
network across remote distance. 
4.5 Conclusion 
In this chapter, we studied knowledge discovrry in dynamic environments. First, 
a cluster of data is collected by a data sampling technique. An attribute-oriented 
induction technique is then applied which integrates the learning-from-examples 
methodology with set-oriented database operations and extracts generalized data 
from actual data in databases. Attribute-oriented induction and data sampling sub-
stantially reduce the computational cornplrxity of a database learning process. The 
attribute-oriented induction algorithm with data sampling discovers three kinds of 
rules: characteristic rule, stable rule and evolution rule. Moreover, using the technol-
ogy of acti,·e database, generalized conditions can be evaluated and compared with 
the generalized rules for the control of thr dynamic environment. Our study shows 
that the integration of attribute-oriented induction algorithm with data sampling 
technique and active database technology will sub&tantially enhance the power and 
increase the flexibility of data and knowledgr discovery and utilization in dynamic 
environments. 
As an illustrative example, we studied the int<'iligent computer network manage-
ment by application of the technology of knowledge discovery and active databases. 
By applying the proposed technique regarding to the data in a dynamic environ-
ment, the general rules which describe the traffic distribution and patterns can be 
summarized. l\1oreover, it facilitates topology reconfiguration of networks as well as 
the checking of the status of the machines and devices in the network. 
There arc many issues which should be studied further. Both data sampling 
and knowledge discovery processes can be triggered by active database rules. I t is 
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not clear how close interaction~ should be maintained between active database rules 
and knowledge di~CO\"C'r)' algorithms with data sampling. A tight control by active 
rules may restrict the po::;sibilities of discovery of some unexpected events; however, 
a loose interaction may results in the discovery of a large number of uninteresting 
rules. The balance of different mechanisms needs much study and exprriment work. 
\\'e have to exam in<' the effectiveness of the tN·hniqurs developed in this chapter and 
implement such m£'chanisms in a dynamic network environment for thr management. 
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Chapter 5 
Data Mining with Composite 
Events Based Sampling in a 
Dynamic Environment 
5.1 Introduction 
Data mining, or knowledge discovery in databases, is the effective method to discover 
regularity and anomaly in the various kinds of databascs[Piat9la, Han93, Ston93, 
Hols94, Han94, Nish93J. Especially, in scientific and business applications, such as a 
communication network, a production process, etc., huge volume of data is generated 
rapidly and continuously, and stored into management database in those complex 
systems. In order to control a complex system, it is important to discover the 
useful rules and meaningful knowledge from the primitive data in the management 
database. 
In order to grasp the higher level knowledge, it is very effective to adopt at-
tribute oriented induction algorithm[Cai91, Han92] with concept generalization as 
background knowledge. Discovered knowledge by this induction algorithm can be 
also associated with statistical information. Obviously, it is often desirable to dcriv<' 
rules expressed at higher abstract level than the primitive ones. The attribute ori-
ented induction algorithm also decrease the computational complexity of a database 
learning process. 
:r\ext, it should be noted that, it is often unrealistic to analyze a complete set of 
primitive data even in the limited amount of memory in a database system. Then, 
in our prrvious studies[Kawa91, Kawa94b], we proposed that the integration of at-
tributr oriented induction algorithm with data periodical sampling technique. And 
our pr<'vious proposed algorithm discovers three kinds of intcrrsting rules: character-
isti<' rule, stahl<> rule and evolution rule(Kawa94b]. Howcvrr, if effective algorithms 
are applied to data mining, it is impossible to derive <>xa<'t rules from all of the 
sampled data. It is difficult to cl<'tect the relationship of continuous events in dif-
ferent samples, when we adopt simplr periodical sampling algorithm. Our proposrd 
a lgorithm with intermittent sampling periods decr<>ase the correctness of dcriv<'d 
knowledge. 
If we would like to derive more concisE' knowledge from the several clusters of 
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sampled data in a dynamic s~·stem. it is effective to change the sampling length 
depending on thC' sequ<'nres including specific events/data aud so on. Then, it is 
also ll<'<'Cssary to dcvc>lop the biased sampling technique in order to obsen·e sequences 
of C\'Cuts/dat a in a dynamJ< system. 
In this chapter. we focus on the technique of composite cwnts detection in acti\·e 
databasc!G<>haD2. ChakD 1]. it offers the prompt. r<'al-tirn<'. and intelligent reactions 
to the compliratE•d s<'qU<'nces of events. \\.<'propose the• sampling technique based on 
tbr occurrrncc:-. of composite events detection inst<'ad of prriodical sampling method. 
\\' hrll wr focus on the ::.p<'cific sC'quences or occurrencrs of composite event::;/ data, it 
should lw possi hi<' to increa.<;r the correctness of rules drrivrd from the same number 
of tnpks i11 data. ln order to develop biast>d sampling trchnique basC'd on composite 
C'V<'nts/data detertion, we examine the four semantics of composite events using 
the notiou of a global <'vent history!Chak94]. In recent, chronicle, continuous and 
nunulativr contC'xts, several combinations of the initiating events and terminating 
rvc·nts arr d<'l<'dC'd. 
l sing :-.rveral cont<'xts, we evaluated the performance' of the sampling method 
based on com posit<' evrnts detection. \\'e had simulation studies on the character-
istics of compositr events based sampling technique in the point of required size of 
mPnwry area during the execution times in mining qurrics. Finall~·, as an example of 
applications for data mining, intelligent management for computer communication 
networks is presented. 
Th1s chaptrr is organized a::. follows. In Scctiou 5.2, the data mining technique 
and our prrvious rr::.ults for knowledge discovery with data sampling are introduced. 
In Section :>.3. we discuss the management of an interconnecting communication net-
work which is a typical case of dynamic environments. In Section 5.4, composite 
<'Vents dC'tC'ction for several kinds of contexts is presentC'd. The integration of data 
mining with activr database technology is also discussed in this section. In Sec-
tiou 5.4.1, the effectiveness of data sampling based on composite events is presented 
by simulation studies. In Section 5.5, one of applications in data mining and ac-
tivr database techniques for network management is explained, and the study is 
summanzrd in Section 5.6. 
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5.2 Data Mining 
5.2 .1 Knowledge discovery in databases 
Knowledge discovery technologies for mimng rules or patterns in \'ery Large Databases 
(\'LOB) arc very important for developing the next generation intelligent database 
systems!Pars89]. The number of stored tuples or in::;tanc<·s in \'LOB becomes several 
millions or billions. As the size of primitivr instance's bec.omes large. the number of 
rulC's or regularities embedded in such instancrs potC'ntially increases. 
In order to discover rules, techniqurs of machinE> l<'arningi:\Iich83J are applica-
blr to data mining, but we have to considC'f other constraints which have not bt>en 
employed in the area of knowledge acquisition in machine learning. This is due to 
the reason that the database usually store's facts of only positive set, though we 
derive rules from the positive as W<'ll as ucgal ivc srt in almost cases of learning-
from-examples. Thus, we have to avoid the ovrr-grneralization for deriving rules 
certainly from the facts of positive set, moreover it is required to discover the fol-
lowing valuable and useful constraints at the data mining phase. 
• Dependencies among attributes. 
• Hierarchical structure among attribute-values. 
• Inclusion relationship among attribute-values. 
There are two types of data mining algorithms utilizing constraint::; described at 
thr stage of constructing databases. One is th<' tuple oriented method which makes 
use of the dependencies of each attribute in relational databases(Piat89, Piat9lb]. 
\Vithout concept generalization, discoven'd knowledge is expressed in terms of prim-
itive data (data stored in the databases), often in the form of functional or multi-
valued dependency rules or primitive level integrity constraints. T he other is the 
attribute oriented induction method which utilize's the conceptual hierarchy of at-
tribute values!Cai91, Han93] . 
In this chapter, we will adopt attribute oriented induction method with con-
cept generalization. D iscovered knowledge can b<> expressed in terms of concise, 
expressive and high level abstraction, in the form of generalized rules or generalized 
constraints, and be associated with statistical information. Obvioush·, it is often 
desirable for large databases to have rules expressed at concept levels higher than 
the primitive ones. 
Furthermore, after the generalization procrss, the generalized relation can be 
transformed into a logical expression. From a logical point of vie\\", each tuple in a 
relation is a logic formula in conjunctive normal form, and a generalized relation is 
a srt of disjunctions of such conjunctive forms. The derived rul('s can be representE>d 
in terms of generalized concepts and statc>d in a simple and explicit form, which is 
desirable to most users. 
Moreover, we have to note that, even if we apply very effective methods in mining 
stage', it is very hard to derive exact rules from all stored data via exhaustive searches 
because of computation time. T herefore, as an approximate solu tion, a set of data 
relevant to the learning task is collected as a subset of all the possible data. 
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The number of sampled tuples for obtaining meaningful rules in the practical 
sense by th<' attribut<>d oriented induction method is surprisingly small as compared 
with the number of tuples that could be generated in information system or dynamic 
ein-ironnH'nt. Thl'fefore. meaningful rules satisfying the conditions can be derived 
within a short sampling prriods. 
5.2.2 Attribute orien ted induction meth od wit h periodical 
sampling 
G<'n<'rally. W<' hav<' the following basic techniques for attribute oriented induction 
nl<'thod[IIan93, Kawa94b]. 
1. Data focwnng; Generalization should be performed only on the set of data 
which an' relevant to the learning request with (or without) sampling tech-
niqur. 
2. A ttrzbuiP rPrnoval; If there are a large set of distinct values in an attribute in 
the working r<>lation, but there is no generalization operator on the attribute, 
the attribute should be removed from the working relation. 
3. Attnbute gc•nemlizatwn; If there arc a large set of distinct values in an attribute 
in the working relation. and there exists a set of generalization operators on 
the attributr. a generalization operator should be selected and applied to the 
attribute at every step of generalization. 
4. Attrzbutc generaltzatwn control; Generalization on an attribute a1 is performed 
until the concepts in a 1 has been generalized to a desired level, or the number 
of distinct values in a 1 in the resulting relation is no greater than a prespecified 
(attribute generalization) threshold. 
5. Vote pmrJagatwn; 
Th<' value of the vote of a tuple should be carrif'd to its corresponding gen-
eralized tupl<', and the vote should be accumulated when merging equivalent 
t 11 pl<•s in generalization. 
6. Stabtltty cntrnon; 
If the sequence of vote counts vk(t) satisfies the stable condition, the rule rk(t) 
should be stored into the set of stable rules. 
7. Vanant criterion; 
If til<' s<>quencc of vote counts vk(t) satisfi<'s the evolutional condition, the rule 
r~.; ( t) should be stored into the set of evolution rules. 
Sin<·e th<' volume of rules is also accumulated as tlw sampling period becomes 
larg<', it is mmally assumed that the vote count is similar to tlH' natural phenomena. 
Therefor<', it is possible to use scientific discovery approachcs[Lang87], attribute 
oriented induction method with data sampling will be effective for rule acquisition 
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in a dynamic environment. The vote counts in characteristic rules can be used to 
find the stable/evolutional pattern among a set of rules. 
Some mathematical functions. such as weighted average. mean. sum, etc. can be 
applied to the sequence of vote counts, in the judgment of the above two criteria. 
Such mathematical functions can be considered as another kind of generalization 
operators. we can derive the following three types of different rules. 
1. Current status rules; 
A current status rule summarizes the general characteristics of a set of sam-
pled data at the present time which satisfies certain criteria, such as, the 
characteristics of the traffic flow on a network at the present time. 
2. Stable r ules; 
A stable rule describes the general characteristics which remain stable over 
a period of time, such as, the rule that helps find out the heavy traffic on a 
network constantly or periodically. 
3. Evolut ion rules; 
An evolution rule describes the general characteristic of a set of patterns which 
evolve over several periods of sampling time, such as, how a network flow 
changes drastically over the past several sampling length. 
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5.3 Knowledge Discovery in Management Infor-
mation Base 
In this s<'rtion. we examine the application of our discus::;cd method to the man-
ag<'nwnt of an int<'I-conn<'cting communication network which is a typical case of 
dynamic cnvironm<'nts. 
. In an int<>rronrH'Cting network. various techniqu<'s ha\e been proposed for net-
work management [CoYo89. Gerl91, Kawa92b. ~lorr91. Pan91], since there are sev-
ered following cat<'gori<'s of nC'twork management problems. 
• PrrformancC' management 
• Fault management 
• Accounting management 
• Configuration and name management 
• Security management 
In ordC'r to achieve such difficult as well as important network management. basi-
cally W<' have to continuously monitor the system status of different ports (stations) 
and lay<'r:-. using CC'rtain network protocols [RFC1067). Especially, in this chapter, 
by using tcchuiquc of knowledge discovery in the following some of actual attributes 
which arc first collected by R~10:\ (Remote network ~10::\itoring), and then stored 
into ~lanagemC'nt Information Base (~UB), which arc defined in SN~IP (Simple 
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Fig. 5.1 shows some attributes in R~10:\ ~liB, and attributes (5.3), (5.10), (5.12) 
havC' not been observed during a sampling prriod. 
It is, however, very difficult to discover traffic patterns or troubles occurred in 
the system from a large volume of data in Fig. 5.1 by human operators, since thC' 
raw information of the network arc at low abstraction levels and are changing dy-
namically. Our proposed algorithm shows the effectiveness and flexibility at rule 
dcrivation and at the control of network status. 
First, in order to find out useful diagnosis for condition of communication sys-
tems, we demonstrate that the query ba~ed on scientific discovery is one of effectivE> 
methods to disco,·er periodical or functional rules among certain attributes and their 
values by the methods of scientific discovcry[Lang87]. \\'e plot statistical attribute 
values of total number of transmitted packets in Fig. 5.2, then it becomes possi-
ble by this illustrated graph to find periodical characteristics regarding time axis in 
Fig. 5.3. 
t.Ioreover, employing intelligent database queries, we can derive more accurate 
and sophisticated rules from several sampled clusters in the same periodical duration. 
\\'e can also deriYe useful functional rules regarding the characteristics of throughput 
versus number of collisions. Using this functional rule, if we observe any attribute 
value in its unstable region, it is conclusive that the current situation of the network 
is unstable, and we need to reduce the collisions in the network. 
Furthermore, if the data collected by RMON arc generalized using conceptual 
clustering technique, then we show that, for managing the performance of network, 
it is easy to provide more accurate performance evaluation by analytical knowledge 
for the network in [Ori96]. 
Finally, in case that the network management is based on alarms for error recov-
eries, we also show that it is very effective for the alarm function in R:VlOl\ protocol 
to employ the composite events detection technique, which has been proposed in 
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Figure 5.3: Periodicity of attribute (5.4). 
87 
5.4 Composite Events in Active Databases 
Active database[~lcCa89, Daya88, Geha92, \Yido92] is one of the interesting sub-
fields in database research. Since a dynamic environment requires prompt, real-time 
reaction to th<' changes of the environment, it is important to explore the integration 
of active database technology with machine learning techniques. 
5.4.1 Active database system 
Fig. 5.4 illustrates an architecture of active database in a dynamic environment, 
which is conceptually divided into rule base, knowledge base and conditional evalu-
ator. Attribute oriented induction method derives characteristic rules, stable rules 
and evolution rules. Those derived rules should be stored in the active database 
selectively and be applied in the control of the environment. 
In Fig. 5.5, an ECA (Event/Condition/ Action) rule, which is defined by pseudo 
description language, states that if the periodical length between different domains 
is less than 5 minutes, t he system displays an a lert message on the console, initiates 
the termination of connection-less packets, and checks the processes in the both 
domains. 
To react intelligently to dynamic environments, the active database techniques 
and data mining processes can be integrated in the following aspects, regularity 
extraction, regularity updates, knowledge-assisted active rule specification, dedicated 
knowledge discovery and generalized triggering. 
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Figure 5.4: Architecture of active knowledge database in dynamic environment. 
Event: Update Stable Rules in Rule Base 
Condition: Period(P.Vote) < 5 
Query: 
SELECT P.Vote 
FROM P Stable Rules 
WHERE P.SourceAddress I= P.DestinationAddress and P.Type=CO 
Action: 
Operation: begin 
Display_Console(''code red'' ,Stable Rules P) 




Figure 5.5: Pseudo ECA rule defini tion in active da tabase. 
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5.4.2 Composite events in contexts 
If we would like to derive more concise knowlrdge from the several clusters including 
samplrd data in a dynamic system. it may be effective to change the sampling trends 
depending on thr knowledge deri,·ed from previous detections. It should be also 
nC'CC'ssary to dewlop the biased sampling technique in order to observe sequences of 
ewnts/data iu a dynamic system. ~loreover, it is difficult to detect the relationship 
of continuous events in different samples, when we adopt simple periodical sampling 
algorithm. 
In orciN to develop biased sampling techniqur based on composite events/data, 
wr comparr the following four semantics of composite events using the notion of 
a global event history[Chak94]. In recent, chronicle, continuous and cumulative 
contexts, several combinations of the initiators and terminators arc detected. 
These four contexts are explained using the notion of initiator and terminator 
events. 
Examples: 
Let ru:;sumc that we have three types of events in mmmg query, initiator A, 
participating primitive events B, terminator C. and a following sequence of primitive 
events {.4 1, A2, B 1, B2. Ct, A3, C2, C3}. 
If we don't have any restriction for event detection, we could find the following 
detections (A; B; C) in the abo,·e sequence. 
A,B,C, A,B,C2 AtBtC3 A1B2Ct 
A 1B2C2 A1B2C3 A2BtC1 A 2B1C2 
A2B1 C3 A2B2C1 A2B2C2 A2B2C3 
It is evidrntly difficult to detect these composite events without any restrictions, 
we need rational and reasonable contexts. The restrictions by contexts are explained 
by the following sequence, and those contexts are shown in Fig. 5.6 
• Recent; In this context, only the most recent occurrence of the initiator for 
event that has started the detection of that event is used. 
A3B3C3, A3B4C4, A3BsC4, A4B6Cs, A5B1C6 
• Chronicle; In this context, for an event occurrence, the initiator, terminator 
pair is unique, the oldest initiator is paired with the oldest terminator for each 
event. 
• Continuous; In this context, each initiator of an event starts the detection of 
that <'vrnt. A terminator event occurrence may detect one or more occurrences 
of the same event. 
AtBtC2, A2B1C2, A3B3C3, A4B5C5 , A 5 B1C6 , A6B1C6 
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Events sequence ( t Initiator I Participating pr imitive event • Terminator ) 
A1A2C 1B 1B2A3C2B3C3B4B5C4A4B6C5A5A6B7C6C7A7 
tt+llt+ltllitl+ttl++t~ 
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Figure 5.6: Example of composite events in four contexts. 
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• Cumulat ivc: In this context. for each const it ucn t event. all occurrences of the 
ewnt arr accumulated until the composite en~nt is drte\t<•d. 
TlH•sc four types of contexts haw meaningful and helpful rrstriction in data min-
ing. csJ><'cially \\'hen we han• to abandon or dump the obsrrvrd data without analysis 
hy sornet bing rc•strict ions during mining process. These contexts also decrease cost 
of rrquired memory in order to to activate ECA rulrs. :\Ioreovcr, in the point of 
frrshncss of knowlrdge. recent context is often mraningful to control dynamic sys-
tC'ms. Iu addition to thesr contexts, it may he usrful to detrct composite events 
over non-overlapping timr intervals as periodical sampling. 
Thus, in ordrr to detect important and fresh rvents/data, we can usc an ex-
pressiv<' <'Vrnt specification language with well-defined semantics in active database 
systrms, this trchniqur ha<; effectiveness to decrease the number of randomly sam-
pled data including meaningless sequences. 
5 .4.3 Attribute oriented induction a lgorithm with com-
posite events based sampling 
It should h<' notrd again that. even if effective algorithms are applied to data mining, 
it is hard to drrive exact rules from all of the sampled data. Furthermore. intermit-
tent sampling p<'riods of our previous proposed algorithm also reduce the correctness 
of deriv<'d knowl<'dge, though relatively accurate rules can be derived within a short 
sampling periods. However, when we focus on the specific scqurnces or occurrences 
of compositr rvrnts/data, it should be possible to increa<;e thr correctness of rules 
deri,•ed from the same number of tuples in data. 
In this subsection, we propose attribute oriented induction algorithm with sam-
pling t<'chnique bac;cd on the occurrences of composite events, instead of periodical 
sampling method. The basic learning strategies discussrd can be summarized into 
the following generalization algorithm which extracts generalized characteristic, sta-
ble and evolution rules from a large volume of data using sampling technique. This 
algorithm is also an extension of the basic attribute oriented induction algorithm 
(Cai91, Han92, Han93, Nish93]. 
Before the description of the attribute oriented induction algorithm with sam-
pling bas<'d on composite events detection, we define several parameters in our al-
gorithm. 
• D: a large volume of data in a dynamic environment 
• t : the starting time of sampling operation by detecting of initiator 
• e : the length of sampling time determined by terminator 
• L : sampling period by one pair of initiator and terminator 
• d : sam piing density 
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• T : sampled data from a large volume of data in dynamic environment with 
t. f and d 
• a, : the i-th attribute in relational data 
• 1'1.: : votr counts regarding to the k-th rule:-. 
A lgorithm 2 Attnbute oriented mduc:tzon wzth r.ompositc events based samplzng m 
a dy11amic enmmnment 
Dzscove1·y of a set of generaltzed clwrur.teristic, stable and evolution rules m a 
dyuamzc cnvzronment based on a user'.<; learning request. 
Inp u t: {t} A large volume of data in dynamtc envzmnment 'D, {it} a set of concept 
hiemrchtes or generalization operators on att.nbutes at, and {tti} T, a relation 
thrrshold, and~' a set of attribute> thrrsholds for attnbutes at. 
O u tput: A charactenstic rule, stable rule and ('Volulwn rule based on the learning 
request. 
Meth o d: A ttnbute-oriented mduction wzth sampled data wzth density d from the 
ttme t to ( t + e) consists of the followmg steps: 
Step 1. Collect a set of task-relevant samplmg data T into an initial relation r0 
(possibly by a relational qu<'ry). 
Step 2. Perform basic attribute-oriented induction on r 0 as shown below. 
b egin 
for each attribute ai ( 1 ~ i ~ n) in r0 d o % n: the number of attributes in 
ro. 
if at has not reached the desu·ed concept level ~ then 
threshold control 
b egin 
if ai cannot be further· generalized 
% attnbute 
the n remove a, % attribute removal 
e lse generalize a 1 to the (rmmmal} desired level; % concept tree 
ascenslon 
merge identical tuples 
end 
end. {Basic attribute-oriented induction) 
% vote propagatton 
Output characteristic rules and store them into the rule base. 
Step 3. Based on the stability criterion, drrivc the stable rules by the evaluation of 
stored vk regarding to characteristic rules . 
Step 4. Ba5ed on the variant criterion, drrivc the evolution rules by the evaluation 
of stored vk regarding to characteristic rulrs. 
Step 5. Repeat the induction algorithm based on the new set of sampled data 0 
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5.5 Simulation St udy 
Using several context~, we evaluated the perforrnance of the sampling method based 
on composite events detection in a dynamic environment. V\'e had simulation studies 
on the characteristics of composite events sampling technique in the point of required 
memon· area during the executing time for typical mining queries based on those 
contexts. 
The first experim('ltt considered mining for C\'ents, which have three different 
types of e\·ents, .4. B. and C, we assume that each e\·ent requires same size of 
memory area per one detection of an event. The number of each event in this 
simulation is all the same. And we had the most basic detection of composite events, 
(A; B; C). This detection is executed in four types contexts definrd in previous 
section. 
\Ve ran 10,000 events. Fig. 5.7 shows peak values of required size of memory area 
for all contexts. 
In Fig. 5.8. we estimated the average cost during the execution time at mining 
process. Fig. 5.8 shows that the average size of required memory area becomes stable 
quickly except chronicle context. 
).loreover, in Fig. 5.9 and Fig. 5.10, we had other simulation experiments under 
th<' different condition of event B, we increase participating primitive events, which 
happened eighteen times in the previous simulation in Figs. 5. 7 and 5.8. 
These figures also shown the same kinds of characteristics in four contexts. But, 
t h<' peak values arc slightly different as increasing the number of participating prim-
itive' events. 
\Vhen we have typical data mining queries in a dynamic environment, our sim-
ulation study shows that we should adopt the sampling methods based on the oc-
currences of events/data in recent context. 
Our study shows that the integration of attribute-oriented induction algorithm 
with data sampling techn ique and active database technology will substantially en-
hance the power and increase the flexibility of data and knowledge discovery and 
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Figure 5.10: Average memory requirement with many participating primitive events. 
98 
5.6 Example of Mining Application Areas 
In this section, we show one example from data mining application areas, such 
as a communication network, a production process, etc. In these systems, huge 
volume of data is generated rapidly and continuously, and complex observed tuples 
or instances will be stored into management database in dynamic environment. It 
is very difficult to discover by human operators traffic patterns or troubles occurred 
in those systems from large volume of the management database, since the current 
status of the system are dynamically and quickly changing. 
For example, in the interconnecting networks, lower abstract data stored in 
those databases may include source address, destination address, packet length, and 
protocol type, it is too difficult to discover rules by human operators. Moreover, 
there are several categories of complicated problems for network management, such 
as performance management, error recovery management, topology recon.figuration, 
congestion control, flow control, and routing. Conventional network management 
techniques are insufficient to resolve the above hard problem, advanced artificial in-
telligence technology is an attractive solution to the above problems[Covo89, Gerl91, 
Kawa92b, Morr91, Pan91]. 
We have continuously monitoring system status of different stations and layers 
using certain network protocols[RFC1067] and other monitoring programs. Huge 
observed tuples and instances are stored into the distributed or extended Manage-
ment Information Base (MIBs), many events may be detected to activate systems. 
Therefore, we can apply data mining algorithms for MIBs and composite events 
detection mechanism to control the network. 
In order to recognize the status of networks, our proposed attribute oriented 
induction method derives effective and flexible rules at mining phase. Applying data 
mining algorithms, we can find out the traffic pattern which is varying dynamically, 
and discover the other type of rules, such as the connectivity and the traffic volume 
between source and destination devices. 
The typical examples of mining rules are as follows: 
• The pattern of daily traffic is cyclic in our network. 
• As the traffic load between your administrative network and mine becomes 
large, the traffic load of their network also increases. 
• The connectivity between certain devices in their networks is good (or bad). 
• Two domains share the same facility in outside domain. 
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5 . 7 Conclusion 
In this chapter, \\'<' proposr the sampling techniqur based on thr occurrences of 
composite events instrad of prriodical sampling method. In order Lo drvelop bi-
as<'d sampling techniqur based on composite evrntsjdata. we comparrd the four 
srmantics of composite cvrnts. Csing srvcral contexts, we evaluated the memory 
cost performance of thr sampling method bru><'d on composite events detection in 
a dvnamic environment. \\"e had simulation studv on the characteristics of com-
~ . 
posite events sampling tC'chnique in the point of required memory area during the 
rxrcution time for mining queries. \\'hen \\'<' have typical data mining queries in a 
dynamic environment, our simulation study shows that we should adopt the sam-
pling methods basrd on thr occurrences of events/data except chronicle context. In 
t hr point of freshness of knowl<>dge, recent context may be often meaningful. 
Our study also shows that thr integration of attribute oriented induction method 
with data sampling based on composite e\·ents and active database technology will 
substantially enhanc<> t h<' power and increase thr flexibility of data and knowledge 
discovery and utilization in dynamic environm<'nts. As an illustrative example, we 
pres<'nted the ba<;ic id<>a to achieve the intelligrnt computer network management 




6.1 Summary of this Thesis 
In this thesis, we have considered the intelligent management for stable information 
networks by using the feedback data gathered by various protocols on several com-
munication layers[Stal93]. In many papers, the basic problems of instability or sen-
sitivity phenomenon in contention type protocols has b<>en pointed out under bursty 
or high load in the even one local network. Therefore, in the lower layers of commu 
nication protocols, various multiple access protocols have been proposed, developrd 
and standardized in order to achieve the stable communication channel among many 
network equipments. Especially, in order to overcome this instability problem of the 
network, Tsybakov[Tsyb78J and Capetanakis[Cape79aJ independently proposed an 
excellent protocols as collision resolution algorithms. Their protocols are based on 
tree algorithms or tree-based collision resolution algorithms, they effectively use the 
feedback information on the physical level. It is notable that tree-based collision 
resolution algorithms stabilize a contention-based communication system and guar-
antee the maximum throughput of the channel. 
However, these kinds of protocols only utilize the feedback information in the 
lower level communication layer, it is too difficult to perform the global stability of 
the interconnected network systems. Especially, in the environment of multifarious 
protocols, it is important to gather and collect high level information in order to 
exchange the condition of the networks. 
Therefore, the major objective of this dissertation is to propose and evaluat<> 
several new protocols in order to stabilize networks using multi protocols. In or-
der to transmit various kinds of messages such as data, voice, or graphic images 
with differenl requirements for transmission, we focus on the stability control in 
both of local and wide area networks based on the lower and higher level feedback 
information. 
First, we propose a CS~lA/CD protocol employing th<' blocked access tree col-
lision resolution algorithm as its back-off algorithm, and evaluate its performance. 
Our proposed TREE-CSMA/CD protocols is very effective for local area network 
environments, and also extended tree protocols as DTA-MR to utilize the feedback 
information to reserve transmission slots or frames effectively. However, the scale 
of interconnected networks bas increased rapidly, and the specifications of commu-
101 
nication equipments are quite various in the different networks. If it is possible 
to control the stability of network by lower protocols effectively, we could not unify 
and adopt same protocols in the standing points of several different network policies. 
Therefore we have to get much more informative feedback from the global network 
environment, such kinds of statistical information have been collected and stored 
into management information base. ,,.e ha\·e to derive high quality of rules, charac-
teristics or knowledge from chaotic information storages as MIB in order to control 
and manage multifarious networks with various equipments. This problem is most 
important to construct and dewlop interconnected networks with various network 
equipments based on different protocols or strategies. In this thesis, we mentioned 
tbe techniques to control stability of networks by the feedback information from 
lower communication layers to higher ones. 
First, we would like to review this thesis based on the chapter organization. In 
chapter 2, we proposed a CSt\IA/CD protocol employing the blocked access tree col-
lision resolution algorithm as its back-off algorithm, and evaluated its performance. 
\Vc have demonstrated the following three good properties of TREE-CSMA/CD. 
First. TREE-CSMA/CD protocol offers very high stability as compared with the 
CS:.IA/CD employing conventional back-off algorithms. In particular, no bistable 
behavior of the mean delay versus throughput performance is shown in the TREE-
CS{I..1A/CD and the FCFS discipline is realized because of the blocked access scheme. 
Second, the TREE-CSNIA/CD realizes a similar system performance as that of the 
CS:.1A/CD with an optimal back-off algorithm (OPA) which ideally has the capa-
bility to recognize the number of terminals with transmitting packets. This gives 
a proof that the TREE-CS\1A/CD employs a very efficient feedback mechanism 
of the channel information. Third, a robust scheme and a prioritized mechanism 
can be easily implemented utilizing the access mechanism of the TREE-CSMA/CD 
protocol. 
Iu chapter 3, we proposed DTA-MR and investigated the priority mechanisms 
using the information from the sequence of transmitting time as well as the delay 
of transmitting time. As a result, it became clear that the DTA-MR is very flexible 
for employing priority mechanisms. That is, in addition to the internal priority 
functions of the original DTA-MR, the external priority mechanism is easily realized 
by adjusting the starting slot of conflict sub-sessions in the DTA-MR. By such a 
property, our proposed scheme is effective to transmit various kinds of messages 
such as data, voice, or graphic images with different requirements for transmission. 
In chapter 4, we extended attribute-oriented induction algorithm for knowledge 
discovery in dynamic environments, in order to derive rules for the traffic distribu-
tion and patterns in the interconnected networks. First, a cluster of network data 
is collected by a data sampling technique, and stored into management information 
bases. An attribute-oriented induction technique is then applied which integrates the 
learning-from-examples methodology with set-oriented database operations and ex-
tracts generalized data from actual data in databases. Attribute-oriented induction 
and data sampling substantially reduce the computational complexity of a database 
learning process. The attribute-oriented induction algorithm with data sampling 
discovers three kinds of rules: characteristic rule, stable rule and evolution rule. 
Our study shows that the integration of attribute-oriented induction algorithm 
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with data sampling technique and acti\·e database technology will substantially en-
hance the power and increase the flexibility of data and knowledge discovery and 
utilization in dynamic environments. As an illustrative example, we studied the in-
telligent computer network management by application of the technology of knowl-
edge discovery and active databases. By applying the proposed technique regarding 
to the data in a dynamic environment, the general rules which describe the traffic 
distribution and patterns can be summarized. ?\1oreoYer, it facilitates topology re-
configuration of networks as well as the checking of the status of the machines and 
devices in the network. ~oreover, using the technology of active database, gener-
alized conditions can be evaluated and compared with the generalized rules for the 
control of the dynamic environment. 
In chapter 5, we adopted the technology of active database to control the network 
systems in high level protocol layer, and we proposed the sampling technique based 
on the occurrences of composite events in the management information base. We also 
evaluated the memory cost performance of the sampling method based on composite 
events detection in several contexts. 
First, we proposed the sampling technique based on the occurrences of composite 
events instead of periodical sampling method. In order to develop biased sampling 
technique based on composite events/data, we compared the four semantics of com-
posite events. Using several contexts, we evaluated the memory cost performance 
of the sampling method based on composite events detection in a dynamic environ-
ment. We had simulation study on the characteristics of composite events sampling 
technique in the point of required memory area during the execution time for mining 
queries. 
When we have typical data mining queries in a dynamic environment, our sim-
ulation study shows that we should adopt the sampling methods based on the 
occurrences of events/data except chronicle context. In the point of freshness of 
knowledge, recent context may be often meaningful. 
Our study also shows that the integration of attribute oriented induction method 
with data sampling based on composite events and active database technology will 
substantially enhance the power and increase the flexibility of data and knowledge 
discovery and utilization in dynamic environments. As an illustrative example, we 
presented the basic idea to achieve the intelligent computer network management 
by application of active database systems and the technology of data mining. 
Finally, the author would like to hope that the research in this thesis will be 
helpful for further study in this field. 
6.2 Issues for Future Research 
There are many issues which should be studied further. 
To improve the system performance of the TREE-CSP.1A/CD protocol in chapter 
2, it is possible to employ, e.g., the Improved Tree Algorithm (ITA) as its collision 
resolution algorithm for deleting redundant empty slots. However, in LAN systems, 
we can not expect a remarkable performance improvement by such techniques since 
the length of empty slot is very small as compared with that of successful packet 
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transmission slot, though such improving techniques may make the protocol very 
complex. Considering its practicality, high performance, and desirable stability, the 
TREE-CSMA/CD is one of recommendable protocols in the CSMA/CD protocol 
family of the bus type LA!\. 
We have to discuss the following interesting future research topic regarding the 
DTA-MR in chapter 3. \Ve assumed that all terminals have the homogeneous traffic 
load according to the mutually independent Poisson process. In practical systems, 
however, the traffic load may be non-homogeneous[Poly85] and it changes dynam-
ically <'Very moment. Thus, the study on the applicability of the DTA-MR to the 
system with non-homogeneous and dynamical traffic load changing will be a very 
important work for constructing autonomous decentralized systems. 
In chapter 4 and 5, both data sampling and knowledge discovery processes can 
be triggered by active database rules. It is not clear how close interactions should be 
maintained between active database rules and knowledge discovery algorithms with 
data sampling. A tight management by active rules may restrict the possibilities of 
discovery of some unexpected events; however, a loose interaction may results in the 
discovery of a large number of uninteresting rules. 
Furthermore, we are developing a prototype of integrated software environment 
for performance evaluation, which incorporates both the knowledge of queueing 
theory and simulation techniques[Kawa93]. In our present environment, we can 
analytically evaluate queueing networks with product form solutions to get average 
queue length and waiting time, and other performance measures. In order to make 
harmony of the different techniques of performance evaluation, we have to much 
more studies and experimental worksf0ri96J. These researches include all areas of 
data visualization, data processing, knowledge filtering, sampling, data engineering, 
database mining techniques, machine learning, statistical pattern recognition, tools 
and applications. However, intelligent management will provide technical rich issues 
related to the research and applications of Artificial Intelligence techniques in data 
analysis across a variety of disciplines[Miur88, Kawa94a, Kawa96a]. We will have 
to try to examine the effectiveness of the techniques developed in this thesis and 
implement such intelligent mechanisms in a real network management systems. 
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Appendix A 
Upper and Lower Bounds of 
eq.(2.7) 
By using the Kronecker's delta OiJ defined by 1 if i = j and 0, otherwise, we can give 
the following inequality concerning the upper bound of eq.(2.7) which is satisfied for 
k(~ 0). 
m - 1 
M(k) $ au(m)k- 1 + L oik(M(k)- au(m)k + 1) (A.1) 
i=O 
Obviously, if k ~ m, olk = 0 fori= 0, 1, · · ·, m -1, and thus eq.(A.1) coincides with 
eq.(2.7) . If k < m, the right hand side is equal to M(k). Furthermore, we have the 
following equation. 
k- 1 k L iP(k,i) L iP (k, i)- kP(k, k) 
i = O t=O 
(A.2) 
Substituting eq.(A.1) and eq.(A.2) into M(i) of the right hand side of eq.(2.6), we 
can get 
M(k) $ au(m)k- 1 + 
2 {11~ (M(i)- au(m)i + 1) · P(k, i) } 
(1- 2-k+l) (A.3) 
Vve can easily show the following inequality concerning a part of the right hand side 
of eq.(A.3). 
m - 1 L (M(i)- au(m)i + 1)P(k, i) $ 0 (k ~ m), 
i = O 
and we can get the following inequality. 
m - 1 m-1 
a11(m) L iP(k , i) ~ L (lv!(i) + 1)P(k, i) (k ~ m) 
i=O i=O 
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Consequently. we can obtain the following nu(m) which gi\'Cl:; the upper bound of 
.\J(k)o 
[
m I (k) m-1 (k) l 
nu(m) =sup L . (.\!(i) + 1)/ L l 
k~m I 0 l •=0 l 
(A.4) 
In a manner similar to th<' deri\·ation of nu(m)o we can pro\'idc the following G't(m) 
which gives the }owN bound of .\!(k)o 
(Ao5) 
[
m I (k) m - 1 (k) l 
n-1(m) = inf L (1\f(i) + 1)/ L 0 i 0 
k ">m I 0 l i=O 1, 
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Appendix B 
Evaluation of E(Yd) and E(Ya) 
We can obtain the following inequality from eq.(2.20). 
P(Xd = 1JYa = M) - >.Mexp(->.M) 
= >.A1 P(Xd = OJYa = AI) 
~ >.P(Xd =OJ}~ = A!), 
this means P(Xd = 1) ~ >.P(Xd = 0)0 :\ext, multiplying both sides of equation 
P(Xd = OJYa = Af) = exp( ->.Af) by P(Ya =,\!),and summing over .\!,and further 
applying the Jensen's inequality to the obtained equation, we can get P(Xd = 0) 2:: 
exp(>.£(}~))0 Furthermore, we can easily ~how the following inequality, P(Xd = 
2) ~ 1 - P(Xd = 0) - P(Xd = 1). By applying these three relations as well as 
eqo(2026) to the equation v·:hich is obtained by multiplying both sides of eq.(2031) 
by P(Xd = k) and summing over k, we can get eq.(2.35) and eq.(2.36). 
Next, since E(Y~,) satisfies the following equation: 
00 00 
E(Y~) = L E(Y2 IX = k)P(X = k) = L Sk1rk, 
k=O k-0 
we can obtain the following inequality by multiplying both sides of eq.(2034) by 1fk 
and summing over k. 
E(Y~) 2:: U E(X!,) + V E(Xoo) + ~V 31ro- X 1ft + Y 1r2 
Moreover, applying the above equation to the next equation: 
we can get 
Further, by the equation: 
00 
E(Yoo) = L JJ(k)1rk, 
k=O 
we can give the following inequality: 
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From the relations obtained above, we can provide the following lower bound of 
E(Ya). 
(U + V).A + l--l"- 3rto- Xn1 + Yn2 
E(Y:) > E(Yoo) 
a- 1-U,A2 
Finally, using rt0 = 1 and n 2 = 0, we can obtain eq.(2.37) which gives the lower 
bound of E(Ya)· In a manner similar to the above process, we can get eq.(2.38) 
which gives the upper bound of E(Ya)· 
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