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We propose a novel mechanism for a nonequilibrium phase transition in a U(1)-broken phase of
an electron-hole-photon system, from a Bose-Einstein condensate of polaritons to a photon laser,
induced by the non-Hermitian nature of the condensate. We show that a (uniform) steady state of
the condensate can always be classified into two types, namely, arising either from lower or upper-
branch polaritons. We prove (for a general model) and demonstrate (for a particular model of
polaritons) that an exceptional point where the two types coalesce marks the endpoint of a first-
order-like phase boundary between the two types, similar to a critical point in a liquid-gas phase
transition. Since the phase transition found in this paper is not in general triggered by population
inversion, our result implies that the second threshold observed in experiments is not necessarily
a strong-to-weak-coupling transition, contrary to the widely-believed understanding. Although our
calculation mainly aims to clarify polariton physics, our discussion is applicable to general driven-
dissipative condensates composed of two complex fields.
PACS numbers:
The phenomenon of macroscopic condensation has
been one of the principal topics in modern condensed
matter physics and optics [1]. The central example
is, of course, Bose-Einstein condensation (BEC), which
has been observed in various systems, ranging from
atomic gases [2, 3], liquid 4He [4], exciton-polaritons [5–
8], magnons [9–11], photons [12], to plasmonic-lattice-
polaritons [13]. In these systems, thermalization plays a
crucial role in achieving macroscopic occupation of the
lowest energy level. A photon laser [14, 15], in contrast,
is a nonequilibrium condensate, where the population in-
version in an optical gain medium induces macroscopic
coherence.
The semiconductor microcavity system [5–8] provides
a unique opportunity to study similarities and differences
of these two classes of condensation phenomena [16],
since it can exhibit both [17], by tuning the pump power.
At low pump power, where the strong light-matter cou-
pling enables hybrid light-matter quasiparticles called
polaritons to form, their thermalization is efficient due to
relaxation processes such as stimulated scattering. This
makes it possible, once the pump power exceeds a certain
threshold, for the system to exhibit macroscopic coher-
ence among polaritons to turn into a polariton-BEC [5].
At even higher power, in contrast, the system operates in
the weak light-matter coupling regime as a vertical-cavity
surface-emitting laser (VCSEL), a type of a photon laser,
with electrons and holes acting as a gain medium. Inter-
estingly, a number of experiments [18–29] have observed a
second threshold between the former and latter regimes,
which has been traditionally interpreted as a strong-to-
weak coupling phase transition.
This two-threshold-behavior presents a theoretical
FIG. 1: (Color online) Proposed phase diagram of a driven-
dissipative electron-hole-photon gas, in terms the photon de-
cay rate κ and the pump power P . (a) Blue detuning. (b) On
resonance. (c) Red detuning. “−(+)” represents the “−(+)”-
solution phase, “N” represents the normal phase, “EP” is the
exceptional point, and gR is the Rabi splitting. The thick
(thin) solid line represents the phase boundary in the con-
densed phase (between the normal and the condensed phase).
challenge, however. The normal-to-lasing transition is
associated with breaking a U(1) symmetry, but the
polariton-BEC is already in a U(1)-broken phase. Thus,
there seems to be no good reason to expect a second
phase transition. Indeed, to our knowledge, all theories
to date predict a crossover [30–34].
In this Letter, we propose a novel mechanism for a
phase transition in the U(1)-broken phase, triggered by
the non-Hermitian nature of the out-of-equilibrium con-
densate. Starting from the equation of motion of a mi-
croscopic model, we show that the steady states of a two-
component condensate of electron-hole pairs and photons
can formally be classified into two types of solutions, cor-
responding to condensation into different branches of the
polariton spectrum. We find that an exceptional point
(EP), where the two solutions coalesce [35–42], may ap-
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2FIG. 2: (Color online) Model driven-dissipative electron-hole-
photon gas. The system is attached to an electron-hole bath
and a photon vacuum. Electrons (holes) are incoherently
supplied to the system with the rate γe(h). In the system,
the injected electrons (“e”) and holes (“h”) repulsively (e-e,
h-h) and attractively (e-h) interact with the Coulomb po-
tential Vk−k′ = e
2/(2|k − k′|). The electrons and holes
pair-annihilate (create) to create (annihilate) cavity-photons
(“ph”) via the dipole coupling g. The created photons in the
cavity leak out to the vacuum with the decay rate κ.
pear due to the non-Hermiticity of the equation of mo-
tion. We prove and demonstrate that this is the end-
point of a first-order-like phase transition line between
the two solutions, analogous to a critical point in a liquid-
gas phase diagram. Based on these results, we propose
a phase diagram of an electron-hole-photon system de-
picted in Fig. 1. Our theory points out the possibility of
both the crossover and phase transition from polariton-
BEC to VCSEL depending on the experimental settings
such as detuning and the pump power, and provides a
possible new interpretation to the second threshold as
a signal of a lower to upper branch transition. These
physics, although derived mainly with microcavity po-
laritons in mind, should be applicable to other driven-
dissipative many-body systems with coupled order pa-
rameters, e.g. atoms in a double-well potential [43–
45], a supersolid realized in two-crossed cavity [46], or
a plasmonic-lattice-polariton BEC [13].
We use a microscopic model schematically shown in
Fig. 2 [32–34, 47], which has been shown to capture
both the essential physics of the BEC state and the VC-
SEL [48], as well as to give a semiquantitative agree-
ment [47] with photoluminescence experiments [21, 49–
51]. The system is composed of electrons, holes, and
cavity photons, which are coupled to an electron-hole
bath and a photon vacuum. Electrons (holes) are in-
coherently pumped to the system from the bath at a
rate γe(h). The injected electrons and holes Coulomb-
interact with each other and create (annihilate) photons
by pair-annihilation (creation). The photons leak out to
the vacuum with the decay rate κ, driving the system
into a non-equilibrium steady state. The explicit expres-
sion for the Hamiltonian H is given in the Supplemental
Material (SM) [52].
We apply the Keldysh Green’s function method [53]
to the model. As shown in SM [52], the dynamics of the
electron-hole dipole polarization pk(r, t) and the electron
(hole) density nk,σ=e(h)(r, t) obeys the generalized Boltz-
mann equation [54],
i~∂tpk(r, t) =
[
εk,e + εk,h − ~
2∇2
4meh
− 2iγ
]
pk(r, t)
−
∑
k′
Lk,k′(r, t)∆k′(r, t), (1)
∂tnk,σ(r, t) + vk,σ · ∇nk,σ(r, t)
= −2γσ
~
nk,σ(r, t) + Ik,σ(r, t). (2)
Here, εk,e(h) = ~2k2/(2me(h)) + Eg/2 is the dispersion
of the electron (hole) in the conduction (valence) band,
where me(h) is the effective mass of electrons (holes).
Eg is the energy gap of the semiconductor material.
meh = 2memh/(me + mh) is twice the reduced mass
of an electron and a hole, and vk,e(h) = ~k/me(h).
We have introduced the order parameter ∆k(r, t) =∑
k′ Vk−k′pk′(r, t)−gλcav(r, t) describing the condensed
phase, where λcav(r, t) =
〈
a(r, t)
〉
is the coherent cavity-
photon amplitude (where a(r, t) is the annihilation op-
erator of a cavity-photon), Vk = e
2/(2|k|) is the two-
dimensional Coulomb interaction ( is the dielectric con-
stant), and g is a dipole coupling between carriers (elec-
trons and holes) and photons. The coupling of the sys-
tem to the bath causes the dephasing/decay of pk(r, t)
(nk,σ(r, t)) with the rate 2γ (2γσ), where γ = (γe+γh)/2.
Lk,k′(r, t) and Ik,σ(r, t) in Eqs. (1) and (2), determined
microscopically from the self-energy Σˆ and the Green’s
function Gˆ in the Nambu-Keldysh formalism (see SM [52]
for their explicit form), describe many-body interaction
effects such as exciton formation, collision, phase-filling,
etc., as well as the electron-hole pumping and its ther-
malization.
The electron-hole dynamics is coupled to the dynamics
of the coherent cavity-photon amplitude, given by the
Heisenberg equation [52],
i~∂tλcav(r, t) =
〈
[a(r, t), H]
〉
=
[
~ωcav − ~
2∇2
2mcav
− iκ
]
× λcav(r, t) + g
∑
k
pk(r, t), (3)
where ~ωcav is the cavity-photon energy, and mcav is
a cavity-photon mass. In analogy to λcav(r, t), we de-
fine for later use a complex electron-hole pair amplitude
λeh(r, t) by pk(r, t) = λeh(r, t)φk(r, t),
∑
k |φk(r, t)|2 =
1, Arg[
∑
k φk(r, t)] = 0 [55].
Our main assumption in what follows is that the sys-
tem supports spatially uniform, steady-state solutions
given by the ansatz [30–34, 47, 56, 57] λcav(eh)(t) =
λ0cav(eh)e
−iEt/~, where E is the (real) condensate emis-
sion energy. Although, in real systems, there is always a
chance that such uniform steady state destabilizes, e.g.
3due to the dynamical instability that leads to pattern
formation [58–60] or the occurence of many-body local-
ization [61], we ignore such possibilities in this Letter.
In this formulation, λ0cav(eh) corresponds to the photonic
(excitonic) component of the macroscopic many-body
wave function.
With this ansatz, Eqs. (1) and (3) satisfies a non-
Hermitian eigenvalue equation,
Aˆ
(
λ0cav
λ0eh
)
=
(
hcav g0
g˜∗0 heh
)(
λ0cav
λ0eh
)
= E
(
λ0cav
λ0eh
)
, (4)
where hcav = ~ωcav − iκ, g0 = g
∑
k φk, g˜
∗
0 =
g
∑
k,k′ φ
∗
kLk,k′ , and heh =
∑
k[(εk,e + εk,h− 2iγ)|φk|2−∑
p,k′ Vk−pφ
∗
kφpLk,k′ ]. We emphasize that Eq. (4) is a
steady state condition that determines the macroscopic
variables λ0cav(eh) and is analogous to a gap equation, not
to be confused [62] with the equations for determining the
polariton spectra in the normal state [6]. For instance,
the trivial solution λ0cav = λ
0
eh = 0 describes the normal
state.
Eqs. (1)-(3) must be solved self-consistently for a given
set of microscopic parameters to determine the quantities
that enter Eq. (4) [66]. However, we can draw a num-
ber of strong conclusions by analyzing the structure of
the latter alone. The matrix Aˆ can be diagonalized with
eigenvectors u− = (−ϕ+Ω2 ,−g˜∗0)T, u+ = (g0, −ϕ+Ω2 )T,
and corresponding eigenvalues E± = [hcav + heh ± Ω]/2.
Here, Ω =
√
ϕ2 + 4g˜∗0g0, ϕ = hcav − heh, and we take
ReΩ ≥ 0 (i.e. ReE+ ≥ ReE−) without loss of general-
ity. In the diagonal basis, Eq. (4) reads (E− − E)λ0− =
(E+ − E)λ0+ = 0, where (λ0−, λ0+)T = Uˆ(λ0cav, λ0eh)T with
Uˆ−1 = (u−,u+). From this relation, we see that λ0−
and λ0+ cannot be non-zero simultaneously as long as
E− 6= E+, allowing us to classify the non-trivial solu-
tions into two types: (λ0− 6= 0, λ0+ = 0, E = E−) and
(λ0+ 6= 0, λ0− = 0, E = E+), which we label “−” and
“+”, respectively. This property is essentially different
from similar time-dependent coupled-damped oscillators
equations, i∂t(ψ1, ψ2)
T = Hˆcdo(ψ1, ψ2)
T (where ψ1 and
ψ2 are complex numbers and Hˆcdo is a non-Hermitian
2 × 2 matrix), which are often discussed in the field of
non-Hermitian quantum mechanics [36–42], where the
transient dynamics generally allows for a superposition
of eigenmodes.
Now we show our main result of this Letter: A first-
order-like phase transition between the two solutions can
occur and the exceptional point (EP) Ω = 0, where u±
coalesce such that Aˆ only has a single eigenvector, marks
the endpoint of the phase boundary. The proof is pre-
sented in SM [52] and we sketch the argument here. In-
troducing the complex splitting between E− and E+,
Λ ≡ Ω2 = ϕ2 + 4g˜∗0g0, (5)
we divide the complex Λ-plane into the regions I-IV,
according to the strong-coupling condition [67] δ˜2 +
FIG. 3: (Color online) (a) Definition of regions I-IV. In region
II (III) in the weak-coupling regime, only the “+(−)”-solution
is allowed. On the dotted line, the solution type switches
without being accompanied by discontinuity. (b) Schematic
description of how a polariton-BEC evolves to a VCSEL, in
terms of Λ. The system exhibits a phase transition (crossover)
from a polariton-BEC to a VCSEL when Λ changes counter-
clockwise (clockwise) around EP.
4Re[g˜∗0g0] ≥ 4κ2 (where δ˜ = Reϕ) and the sign of ImΛ,
as shown in Fig. 3(a) [68]. Due to the restriction of real
E, only one solution type can exist in the weak-coupling
regime (regions II and III), which switches label with no
physical discontinuity between regions II and III. On the
other hand, both (distinct) solution types may coexist
in the strong-coupling regions I and IV. Thus, starting
from the “−”-solution in region III, while no disconti-
nuity would be seen when entering region II directly,
changing parameters in a route that encircles the EP
(III→IV→I→II) requires a phase transition in order to
end up in the required “+”-solution in region II, proving
the result [69].
To make contact between the above general arguments
and real physical systems, we explicitly solve for the
polariton-BEC and VCSEL. In the dilute equilibrium
limit (κ = 0, γ → 0+, nk,σ  1) where the polariton-
BEC is realized, Eq. (4) reduces to [52]
AˆBEC =
(
~ωcav gR
g∗R ~ωX
)
, (6)
in the Hartree-Fock-Bogoliubov approximation (HFBA)
[32–34, 47], which is justified in this limit [70]. Here,
~ωX = Eg − EbindX is the exciton energy (EbindX is
the exciton binding energy) and gR = gφX(r = 0)
is the Rabi splitting, where φX(r) is an exciton wave
function obeying the Schro¨dinger equation
∫
dr′[−δ(r −
r′)~2∇′2/meh − V (r − r′)]φX(r′) = −EbindX φX(r) [70].
The eigenvalues, given by EBEC± = [~ωcav + ~ωX ±√
δ2 + 4|gR|2]/2, are just the lower and upper polariton
energies [6] (where δ = ~ωcav − ~ωX is the conventional
detuning parameter). Comparison of the free energies of
the two solutions tells us that the “−”-solution always
emerges.
When the photon decay rate κ is turned on, a phase
transition can occur. In the so-called polariton laser
regime, where the gas is dilute enough to maintain the
4FIG. 4: (Color online) Calculated emission energy E in the
case Aˆ = AˆGP as a function of the photon decay rate κ/gR
and the (coherent) photon number n0ph = |λ0cav|2. The solid
line projected onto the n0ph-κ/gR plane is a phase boundary.
The star represents the EP. We set δ/gR = 0.1, ~ωX/gR =
−2, UX/gR = 0.1.
polariton picture, the equation of motion is governed by
the driven-dissipative Gross-Pitaevskii (ddGP) equation
[71] generalized to the two-component case, given by [52],
AˆGP =
(
~ωcav − iκ gR
g∗R ~ωX + UX|λ0eh|2 + iRX
)
, (7)
where UX is an exciton-exciton interaction strength and
RX > 0 describes the net gain of exciton coherence
that feeds the condensate [72], arising microscopically
from processes such as stimulated scattering. This gives
EGP± = [~ωcav +~ωX+UX|λ0eh|2−i(κ−RX)±ΩGP]/2 with
ΩGP =
√
δ˜2 + 4|gR|2 − (κ+RX)2 − 2iδ˜(κ+RX), where
δ˜ = ~ωcav − (~ωX + UX|λ0eh|2) is an effective detuning
that takes into account the Hartree shift of the exciton
component. One finds an EP (ΩGP = 0) at δ˜ = 0 and
gR = RX = κ, giving rise to a phase transition in its
vicinity.
We demonstrate this by explicitly solving Eq. (4)
when Aˆ = AˆGP. Figure 4 shows the calculated emis-
sion energy E as a function of the decay rate κ and the
coherent photon number n0ph = |λ0cav|2 (which roughly
corresponds to the pump power), in the blue detuning
case δ/gR = 0.1. At κ < gR, we find that the “−”-
solution disappears at a critical value of the pump power,
resulting in a phase transition signaled by the disconti-
nuity in E. In constructing the phase diagram, we have
assumed that we always realize the lowest-energy solu-
tion. Relaxing this assumption would shift the position
of the phase boundary in detail but not its endpoint.
As expected, the phase boundary ends at the EP (where
κ = gR). When κ > gR, the “−”-solution crosses over
to the “+”-solution. The fact that a phase transition
arises within the ddGP (where the polariton picture still
holds) suggests that the second threshold observed in ex-
periments does not necessarily imply a strong-to-weak-
coupling transition to a photon laser. More discussion
on this aspect can be found in the SM [52].
At high pump power where the system operates as a
VCSEL, it has been shown within the HFBA [32–34] that
Eqs. (1)-(3) reduce to the semiconductor Maxwell-Bloch
equations [15], with Lk,k′ = δk,k′Nk = δk,k′(1 − nk,e −
nk,h) and
AˆVL =
(
~ωcav − iκ g0
g˜VL∗0 ~ωVLeh − 2iγ
)
, (8)
where ~ωVLeh =
∑
k[(εk,e + εk,h)|φk|2−
∑
p Vk−pφ
∗
kφpNk]
and g˜VL∗0 = g
∑
k φ
∗
kNk. A crucial difference compared
to the polariton laser case, Eq. (7), is the condensate
feeding mechanism. The electron-hole gain RX(> 0)
present in the polariton laser is absent in the VCSEL,
since the thermalization process does not work efficiently.
Instead, the condensate is fed by stimulated emission
arising from the population inversion Nk < 0. As a re-
sult, it is straightforward to show [52] that ReΛVL < 0
holds when ImΛVL = 0 in the weak-coupling regime [73],
allowing both the solution types to appear and smoothly
switch labels with one another.
Figure 3(b) summarizes the above discussion in terms
of the complex splitting Λ. Here, the polariton-BEC
regime lies on the real axis ΛBEC = δ
2 + |gR|2 > 0. Thus,
starting from the polariton-BEC with “−”-solution, by
changing parameters such that Λ evolves clockwise or
counter-clockwise around the EP, the system exhibits a
crossover or phase transition, respectively, into a VCSEL.
We connect our discussion in Λ-space to the physical
phase diagram in Fig. 1. Starting from the polariton-
BEC (κ = 0), as the decay rate κ is turned on such that
the system turns into a polariton laser (Eq. (7)), one
sees from the expression of ΛGP = Ω
2
GP that ImΛ in-
creases (decreases) from zero in the case of an effective
red (blue) detuning δ˜ < 0 (> 0), where Λ evolves counter-
clockwise (clockwise). Since the increasing pump power
P usually shifts the effective detuning to red (note that
δ˜ = δ − UX|λ0eh|2), we predict that there always exists a
phase boundary between the polariton-BEC and VCSEL
in red detuning, δ < 0 [panel (c)]. On the other hand, in
blue detuning, δ > 0, δ˜ may switch its sign to negative
when P increases. Whether this sign change occurs at
a positive or negative ReΛ determines whether the evo-
lution of Λ may reverse to counter-clockwise. Thus, we
conjecture that, in the blue detuning case, there exists
a phase boundary with an endpoint, as shown in panel
(a). On resonance, δ = 0, since we know from Eq. (7)
that the EP is at κ = gR in the dilute limit |λ0eh| → 0
(δ˜ = δ = 0), the EP lies on the boundary between the
normal and the condensed phase [panel (b)].
Physically, when the effective detuning becomes more
red, the lower branch becomes more photonic [6], hinder-
ing condensation to the lower branch as photonic losses
increase and gain from the excitonic component becomes
small. Meanwhile, the upper branch becomes more exci-
tonic, which makes the system favor the latter and even-
tually driving the phase transition. In contrast, as long
as the system stays in effective blue detuning, it remains
5in the “−”-solution, exhibiting a crossover.
We close our Letter by commenting on the connection
to experiments. Most reported experiments exhibiting
the two-threshold-behavior are done on resonance or in
red detuning with a small decay rate κ < gR [18–28],
while a single-threshold-behavior to a photon laser has
been observed at a large blue detuning [17]. These results
are consistent with our proposal (more detailed discus-
sion is provided in SM [52]) which makes us hopeful that
an experimental encirclement of the EP is within reach.
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1Supplemental Material for “Non-Hermitian phase transition from a polariton
Bose-Einstein condensate to a photon laser”
MODEL
We provide here the explicit form of the Hamiltonian
H of our model, depicted schematically in Fig. 2 in the
main text [1–4]. The Hamiltonian is given by the sum of
three parts H = Hs +Henv +Ht. Here,
Hs =
∑
k,σ=e,h
εk,σc
†
k,σck,σ +
∑
q
εcavq a
†
qaq +
∑
k,k′,q
Vk−k′
×
[ ∑
σ=e,h
c†k+q/2,σc
†
−k+q/2,σc−k′+q/2,σck′+q/2,σ
−c†k+q/2,ec†−k+q/2,hc−k′+q/2,hck′+q/2,e
]
+
∑
k,q
[gc†p+q/2,ec
†
−k+q/2,haq + h.c.], (S1)
is the system Hamiltonian composed of electrons, holes,
and photons. cp,e(h) is an annihilation operator of an
electron (hole) and εp,e(h) = ~2p2/(2me(h)) +Eg/2 is the
kinetic energy of an electron (hole), where me(h) is the
effective mass of an electron (hole) in the conduction (va-
lence) band and Eg is the energy gap of the material. aq
is an annihilation operator of a photon in the cavity, and
εcavq = ~ωcav +~2q2/(2mcav) is the kinetic energy of pho-
tons, where ~ωcav = (c/nc)~(2pi/λ) can be controlled by
varying the microcavity length λ (nc is the refractive in-
dex of the microcavity). The second term describes the
pair-annihilation (creation) of electrons and holes accom-
panied by creation (annihilation) of photons, where g is
the dipole coupling constant. The last term describes the
repulsive and attractive Coulomb interactions between
the electrons and holes, where Vk−k′ = e2/(2|k−k′|) (
is the dielectric constant).
Incoherent pumping of electrons and holes is modeled
as a coupling to a (free) bath via the tunneling coefficient
Γb,e(h). Similarly, we model the photon decay as a cou-
pling to a (free) vacuum via Γv. These are described by
the Hamiltonian,
Ht =
∑
k,K,σ=e,h,i
[Γb,σc
†
k,σbK,σe
ik·rie−iK·Ri + h.c.]
+
∑
q,Q,i
[Γva
†
qψQe
iq·rie−iQ·Ri + h.c.], (S2)
Henv =
∑
P ,σ=e,h
εbP ,σb
†
P ,σbP ,σ +
∑
Q
εph,vQ ψ
†
QψQ. (S3)
Here, bP ,e(h) and ψQ are annihilation operators of the
bath electrons (holes) and the vacuum photons, respec-
tively, and εbP ,e(h) and ε
v
Q are the kinetic energy of the
bath electrons (holes) and the vacuum photons, respec-
tively. We have assumed that the carriers tunnel from
position ri in the system to Ri in the bath or vacuum
(i = 1, 2, ..., Nt). The positions ri and Ri are assumed to
be randomly distributed, in order to model homogeneous
pumping and decay of carriers [1]. As shown soon later,
this results in a decay rate of photons given by
κ = piNt|Γv|2ρv, (S4)
and an incoherent pumping rate of the electrons (holes)
γe(h) = piNt|Γb,e(h)|2ρb,e(h). (S5)
Here, the bath electron (hole) density of states ρb,e(h) and
the vacuum photon density of states ρv are both assumed
to be white (i.e., ρv = const., ρb,σ=e,h = const.).
For the system to converge into a steady state, we as-
sume that the bath and the vacuum are large compared
to the system such that they stay in equilibrium. The
bath electron and hole distribution is given by the Fermi
distribution function,
fb,σ=e,h(ω) =
1
e(~ω−µb,σ)/Tb + 1
, (S6)
characterized by the bath temperature Tb and the elec-
tron and hole chemical potential µb,σ=e,h. The vacuum
photon distribution is given by, fv(ω) = 0.
DERIVATION OF THE EQUATION OF MOTION
We now derive the general form of the equation of mo-
tion of the above model, which turns out to be given by
the generalized Boltzmann equations [Eqs. (1) and (2) in
the main text] and the Heisenberg equation of the photon
amplitude [Eq. (3) in the main text].
Let us first derive the former. To study the dynam-
ics of an interacting many-body system, it is convenient
to consider the Nambu-Keldysh single-particle Green’s
function of electrons and holes, defined by [5],
Gˆ(r1, t1; r2, t2) =
(
GˆR(r1, t1; r2, t2) Gˆ
K(r1, t1; r2, t2)
0 GˆA(r1, t1; r2, t2)
)
2= − i
~
(
θ(t1 − t2)
〈{Ψˆ(r1, t1) , Ψˆ†(r2, t2)}〉 〈Ψˆ(r1, t1)  Ψˆ†(r2, t2)− Ψˆ†(r2, t2)  Ψˆ(r1, t1)〉
0 −θ(t2 − t1)
〈{Ψˆ(r1, t1) , Ψˆ†(r2, t2)}〉
)
, (S7)
where θ(x) is a step funtion. Here, we have introduced a Nambu operator
Ψˆ(r, t) =
(
ce(r, t)
c†h(r, t)
)
≡
(
Ψ1(r, t)
Ψ2(r, t)
)
, (S8)
and the product
(
Ψˆ(r1, t1)  Ψˆ†(r2, t2)
)
s,s′ ≡ Ψs(r1, t1)Ψ
†
s′(r2, t2) =
(
ce(r1, t1)c
†
e(r2, t2) ce(r1, t1)ch(r2, t2)
c†h(r1, t1)c
†
e(r2, t2) c
†
h(r1, t1)ch(r2, t2)
)
s,s′
, (S9)
(
Ψˆ†(r2, t2)  Ψˆ(r1, t1)
)
s,s′ ≡ Ψ
†
s′(r2, t2)Ψs(r1, t1) =
(
c†e(r2, t2)ce(r1, t1) ch(r2, t2)ce(r1, t1)
c†e(r2, t2)c
†
h(r1, t1) ch(r2, t2)c
†
h(r1, t1)
)
s,s′
. (S10)
An especially important quantity of interest is the lesser Green’s function,
Gˆ<(r1, t1; r2, t2) =
1
2
[−GˆR + GˆA + GˆK](r1, t1; r2, t2) = i~
〈
Ψˆ†(r2, t2)  Ψˆ(r1, t1)
〉
=
i
~
( 〈
c†e(r2, t2)ce(r1, t1)
〉 〈
ch(r2, t2)ce(r1, t1)
〉〈
c†e(r2, t2)c
†
h(r1, t1)
〉 〈
ch(r2, t2)c
†
h(r1, t1)
〉 ) , (S11)
which directly relates to the electron (hole) density nk,e(h)(r, t) and the polarization pk(r, t). By transforming this
quantity to the so-called Wigner representation, where the coordinates (r1, t1) and (r2, t2) are rewritten in terms of
the relative coordinate rr = r1 − r2, tr = t1 − t2 and the center of motion coordinate r = (r1 + r2)/2, t = (t1 + t2)/2,
the electron (hole) density nk,σ=e(h)(r, t) and the electron-hole dipole polarization pk(r, t) are obtained as,(
nk,e(r, t) pk(r, t)
p∗k(r, t) 1− nk,h(r, t)
)
= −i~
∫
drre
−ik·rrGˆ<(rr, tr = 0; r, t) = −i~
∫ ∞
−∞
dω
2pi
Gˆ<(k, ω; r, t). (S12)
Below, we show that the equation of motion of these valuables are given by the generalized Boltzmann equations (1)
and (2).
The dynamics of the single-particle Green’s function Gˆ is determined by the Dyson’s equation [5],
Gˆ = Gˆ0 + Gˆ0 ⊗ Σˆ⊗ Gˆ, (S13)
where we have introduced a short-hand notation,
[Aˆ⊗ Bˆ](r1, t1; r2, t2) =
∫ ∞
−∞
dt′1
∫
dr′1Aˆ(r1, t1; r
′
1, t
′
1)Bˆ(r
′
1, t
′
1; r2, t2), (S14)
and have omitted the space-time index in Eq. (S13). The (Fourier transformed) free electron-hole Green’s function
is given by,
Gˆ0(k, ω) =
(
GˆR0 (k, ω) Gˆ
K
0 (k, ω)
0 GˆA0 (k, ω)
)
(S15)
with
GR0 (k, ω) =
(
~ω + iδ − εk,e 0
0 ~ω + iδ + εk,h
)−1
, (S16)
GA0 (k, ω) =
(
~ω − iδ − εk,e 0
0 ~ω − iδ + εk,h
)−1
, (S17)
GK0 (k, ω) =
( −2pii[1− 2f(ω)]δ(~ω − εk,e) 0
0 2pii[1− 2f(−ω)]δ(~ω + εk,h)
)
, (S18)
3where τi=1,2,3 are Pauli matrices acting on the Nambu space. Here, f(ω) in the Keldysh component is the initial
distribution of the relevant system, which, as shown below, does not affect the final form of the equation of motion.
The effects of the many-body interaction and the coupling to the bath are described by the self-energy,
Σˆ(r1, t1; r2, t2) =
(
ΣˆR(r1, t1; r2, t2) Σˆ
K(r1, t1; r2, t2)
0 ΣˆA(r1, t1; r2, t2)
)
. (S19)
We can proceed by formally solving the Dyson’s equation (S13) as,
GˆR =
[
[GR0 ]
−1 − ΣˆR]−1, (S20)
GˆA =
[
[GA0 ]
−1 − ΣˆA]−1 = [GˆR]†, (S21)
GˆK = GˆR ⊗ ΣˆK ⊗ GˆA + (1 + GˆR ⊗ ΣˆR)GˆK0 (1 + ΣˆA ⊗ GˆA)
= GˆR ⊗ ΣˆK ⊗ GˆA + GˆR ⊗ [GˆR0 ]−1 ⊗ GˆK0 ⊗ [GˆA0 ]−1 ⊗ GˆA
= GˆR ⊗ ΣˆK ⊗ GˆA. (S22)
In deriving Eq. (S22), we have used Eqs. (S20) and (S21) in the second equality and have used the relation,[
[GˆR0 ]
−1 ⊗ GˆK0 ⊗ [GˆA0 ]−1
]
(k, ω) = [GˆR0 ]
−1(k, ω)GˆK0 (k, ω)[Gˆ
A
0 ]
−1(k, ω) = 0, (S23)
in the third. From Eq. (S22), the lesser Green’s function Gˆ< satisfies,
0 = [GˆR − GˆA + Gˆ<]− GˆR ⊗ [ΣˆR − ΣˆA + Σˆ<]⊗ GˆA
= GˆR ⊗ [1 + ΣˆA ⊗GA]− [1 + GˆR ⊗ ΣˆR]⊗ GˆA + Gˆ< − GˆR ⊗ Σˆ< ⊗GA
=
[
GˆR ⊗ [GˆA0 ]−1 ⊗ GˆA − GˆR ⊗ [GˆR0 ]−1 ⊗ GˆA
]
+
[
Gˆ< − GˆR ⊗ Σ< ⊗ GˆA
]
= Gˆ< − GˆR ⊗ Σˆ< ⊗ GˆA, (S24)
or
Gˆ< = GˆR ⊗ Σˆ< ⊗ GˆA, (S25)
where
Σˆ< =
1
2
[−ΣˆR + ΣˆA + ΣˆK], (S26)
is the lesser component of the self-energy. We have used Eqs. (S20) and (S21) in obtaining the third equality of Eq.
(S24) and [GˆR0 ]
−1 = [GˆA0 ]
−1 in the last. This yields,
[GˆR0 ]
−1 ⊗ Gˆ< = ΣˆR ⊗ Gˆ< + Σˆ< ⊗ GˆA, (S27)
Gˆ< ⊗ [GˆA0 ]−1 = Gˆ< ⊗ ΣˆA + GˆR ⊗ Σˆ<, (S28)
giving,
−[GˆR0 ]−1 ⊗ Gˆ< + Gˆ< ⊗ [GˆA0 ]−1 = −ΣˆR ⊗ Gˆ< + Gˆ< ⊗ ΣˆA − Σˆ< ⊗ GˆA + GˆR ⊗ Σˆ<. (S29)
Let us obtain the explicit form of the left-hand side of Eq. (S29). The two terms on the left-hand side is written as,
[
[GˆR0 ]
−1 ⊗ Gˆ<](r1, t1; r2, t2) =
 i~−→∂∂t1 − (− ~2−→∇212me + Eg2 ) 0
0 i~
−→
∂
∂t1
+
(− ~2−→∇212mh + Eg2 )
 Gˆ<(r1, t1; r2, t2), (S30)
[
Gˆ< ⊗ [GˆA0 ]−1
]
(r1, t1; r2, t2) = Gˆ
<(r1, t1; r2, t2)
 i~←−∂∂t2 − (− ~2←−∇222me + Eg2 ) 0
0 i~
←−
∂
∂t2
+
(− ~2←−∇222mh + Eg2 )
 , (S31)
where the partial derivatives with arrows pointing to the right (left) operates to the quantity on the right (left). In
the Wigner representation, Eqs. (S30) and (S31) are expressed as,[
[GˆR0 ]
−1 ⊗ Gˆ<](k, ω; r, t)
4FIG. S1: (Color online) Diagramatic expression Σˆenv. The dashed line represents the bath Green’s function Bˆb and the cross
represents Γˆb.
=
 i~2
−→
∂
∂t + ~ω −
[
− ~22me
(−→∇
2 + ik
)2
+
Eg
2
]
0
0 i~2
−→
∂
∂t + ~ω +
[
− ~22mh
(−→∇
2 + ik
)2
+
Eg
2
]
 Gˆ<(k, ω; r, t), (S32)
[
Gˆ< ⊗ [GˆA0 ]−1
]
(k, ω; r, t)
= Gˆ<(k, ω; r, t)
 − i~2
←−
∂
∂t + ~ω −
[
− ~22me
(←−∇
2 − ik
)2
+
Eg
2
]
0
0 − i~2
←−
∂
∂t + ~ω +
[− ~22mh(←−∇2 − ik)2 + Eg2 ]
 .(S33)
Integrating both sides of Eq. (S29) over ω, we obtain the generalized Boltzmann equation,(
∂
∂tnk,e(r, t) + vk,e · ∇nk,e(r, t) ∂∂tpk(r, t) + i~
(
εk,e + εk,h − ~2∇24meh
)
pk(r, t)
∂
∂tp
∗
k(r, t)− i~
(
εk,e + εk,h − ~2∇24meh
)
p∗k(r, t) − ∂∂tnk,h(r, t)− vk,h · ∇nk,h(r, t)
)
=
∫ ∞
−∞
dω
2pi
[− ΣˆR ⊗ Gˆ< + Gˆ< ⊗ ΣˆA − Σˆ< ⊗ GˆA + GˆR ⊗ Σˆ<](k, ω; r, t), (S34)
where 2m−1eh = m
−1
e + m
−1
h is twice the reduced mass. The right-hand side can be interpreted as the collision term.
Note that, unlike in the conventional Boltzmann equation, the collision term depends explicitly on time and space.
To show that the coupling to the bath induces dephasing and decay, we separate the self-energy into two terms,
Σˆ = Σˆenv + Σˆint, (S35)
where the first term (Σˆenv) describes the effects from the system-bath coupling and the second term (Σˆint) describes
the many-body interaction effects. We note that the cross-term Σˆenv−int is absent since we have assumed that the
bath is large compared to the system. The diagrammatic expression of Σˆenv is shown in Fig. S1, where its explicit
form is given by,
ΣˆRenv(k, ω; r, t) = Σˆ
R
env = Nt
∑
P
Γˆ†bBˆ
R
b (P , ω)Γˆb =
( −iγe 0
0 −iγh
)
, (S36)
ΣˆAenv(k, ω; r, t) = Σˆ
A
env = Nt
∑
P
Γˆ†bBˆ
A
b (P , ω)Γˆb =
(
iγe 0
0 iγh
)
, (S37)
ΣˆKenv(k, ω; r, t) = Σˆ
K
env(ω) = Nt
∑
P
Γˆ†bBˆ
K
b (P , ω)Γˆb =
(
2iγe[1− 2fb,e(ω)] 0
0 −2iγh[1− 2fb,h(−ω)]
)
, (S38)
and the lesser component is given by,
Σˆ<env(ω) = 2i
(
γefb,e(ω) 0
0 γhfb,h(−ω)
)
. (S39)
Here, Γˆb = diag(Γb,e,Γb,h) and
BˆRb (k, ω) =
(
~ω + iδ − εbk,e 0
0 ~ω + iδ + εbk,h
)−1
, (S40)
BˆAb (k, ω) =
(
~ω − iδ − εbk,e 0
0 ~ω − iδ + εbk,h
)−1
, (S41)
BˆKb (k, ω) =
( −2pii[1− 2fb,e(ω)]δ(~ω − εbk,e) 0
0 2pii[1− 2fb,h(−ω)]δ(~ω + εbk,h)
)
, (S42)
5is the electron-hole single-particle Green’s function in the bath. In the derivation, we have assumed that the bath
is white (ρb,e(h) = i
∑
P [B
R
b ]11(22)(P , ω) = const.) and used the definition of γσ given by Eq. (S5). Since we have
assumed that the bath is large compared to the system, the bath Green’s function is unaffected by the system
dynamics. From Eqs. (S36)-(S39),∫ ∞
−∞
dω
2pi
[−ΣˆRenv ⊗ Gˆ< + Gˆ< ⊗ ΣˆAenv − Σˆ<env ⊗ GˆA + GˆR ⊗ Σˆ<env](k, ω; r, t)
= −1
~
(
2γe[nk,e(r, t)− nenvk,e (r, t)] 2γ[pk(r, t)− penvk (r, t)]
2γ[p∗k(r, t)− penv∗k (r, t)] −2γh[nk,h(r, t)− nenvk,h(r, t)]
)
, (S43)
where γ = (γe + γh)/2 and
nenvk,e (r, t) =
~
2γe
∫ ∞
−∞
dω
2pi
[−Σˆ<env ⊗ GˆA + GˆR ⊗ Σˆ<env]11(k, ω; r, t), (S44)
1− nenvk,h(r, t) =
~
2γh
∫ ∞
−∞
dω
2pi
[−Σˆ<env ⊗ GˆA + GˆR ⊗ Σˆ<env]22(k, ω; r, t), (S45)
penvk (r, t) =
~
2γ
∫ ∞
−∞
dω
2pi
[−Σˆ<env ⊗ GˆA + GˆR ⊗ Σˆ<env]12(k, ω; r, t). (S46)
This gives
∂tpk(r, t) = − i~
(
εk,e + εk,h − ~
2∇2
4meh
− 2iγ
)
pk(r, t) + I
pol
k (r, t), (S47)
∂tnk,σ=e,h(r, t) + vk,σ=e,h · ∇nk,σ=e,h(r, t) = −2γσ~ nk,σ=e,h(r, t) + Ik,σ=e,h(r, t), (S48)
where vk,σ = ~k/mσ, and
Ik,e(r, t) =
2γe
~
nenvk,e (r, t) +
∫ ∞
−∞
dω
2pi
[− ΣˆRint ⊗ Gˆ< + Gˆ< ⊗ ΣˆAint − Σˆ<int ⊗ GˆA + GˆR ⊗ Σˆ<int]11(k, ω; r, t), (S49)
Ik,h(r, t) =
2γh
~
nenvk,h(r, t)−
∫ ∞
−∞
dω
2pi
[− ΣˆRint ⊗ Gˆ< + Gˆ< ⊗ ΣˆAint − Σˆ<int ⊗ GˆA + GˆR ⊗ Σˆ<int]22(k, ω; r, t), (S50)
Ipolk (r, t) =
2γ
~
penvk (r, t) +
∫ ∞
−∞
dω
2pi
[− ΣˆRint ⊗ Gˆ< + Gˆ< ⊗ ΣˆAint − Σˆ<int ⊗ GˆA + GˆR ⊗ Σˆ<int]12(k, ω; r, t). (S51)
Equation (S48) is the desired Boltzmann equation (2) for nk,σ(r, t).
Note that, the term Ipolk (r, t) in Eq. (S47) should vanish in the normal phase, since pk(r, t) = λcav(r, t) = 0 in this
phase, while the condensed phase is characterized by the order parameter (See Refs. [1–4] and the later discussion
for the analysis within the Hartree-Fock-Bogoliubov approximation as an example.),
∆k(r, t) =
∑
k′
Vk−k′pk′(r, t)− gλcav(r, t). (S52)
Since ∆k(r, t) = 0 in the normal phase, I
pol
k (r, t) can be written in the form,
Ipolk (r, t) =
i
~
∑
k′
Lk,k′(r, t)∆k′(r, t), (S53)
which gives our final form of the Boltzmann equation for pk(r, t) [Eq. (2) in the main text].
The other piece of interest is the dynamics of the photon amplitude λcav(r, t) =
〈
a(r, t)
〉
, given by Eq. (3) in the
main text. The Heisenberg equation of the photon annihilation operator a(r, t) is given by,
i~∂ta(r, t) = [a(r, t), H] =
(
~ωcav − ~
2∇2
2mcav
)
a(r, t) + g
∑
k,q
eiq·rc−k+q/2,h(t)ck+q/2,e(t)
+
∑
q,Q,i
ΓvψQ(t)e
iq·(r−ri)e−iQ·Ri . (S54)
6FIG. S2: (Color online) Diagramatic expression Eq. (S56). The dotted curved line represents the vacuum photon Green’s
function BRv and the solid square represents the tunneling Γv.
Taking the statistical average of Eq. (S54), we get,
i~∂tλcav(r, t) =
(
~ωcav − ~
2∇2
2mcav
)
λcav(r, t) + g
∑
k
pk(r, t) +
〈 ∑
q,Q,i
ΓvψQ(t)e
iq·(r−ri)e−iQ·Ri
〉
. (S55)
By applying the Wick’s theorem, as diagramatically described in Fig. S2, we obtain
〈 ∑
q,Q,i
ΓvψQ(t)e
iq·(r−ri)e−iQ·Ri
〉
= Nt|Γv|2
∫ ∞
−∞
dt′
∑
Q
BRv (Q, t− t′)
∑
q
eiq·r
〈
aq(t
′)
〉
= Nt|Γv|2
∫ ∞
−∞
dt′
∫ ∞
−∞
dω
2pi
e−iω(t−t
′)
∑
Q
BˆRv (Q, ω)
∑
q
eiq·r
〈
aq(t
′)
〉
= −iκ
∫ ∞
−∞
dt′
∫ ∞
−∞
dω
2pi
e−iω(t−t
′)
∑
q
eiq·r
〈
aq(t
′)
〉
= −iκλcav(r, t), (S56)
where BRv (Q, ω) = [~ω − εvQ + iδ]−1 is the vacuum photon Green’s function, and a white noise vacuum is assumed,
i.e., ρv ≡ i
∑
Q Bˆ
R
v (Q, ω)/pi = const. and the photon decay rate κ is defined in Eq. (S4). This yields the desired
Heisenberg equation [Eq. (3) in the main text],
i~∂tλcav(r, t) =
[
~ωcav − ~
2∇2
2mcav
− iκ
]
λcav(r, t) + g
∑
k
pk(r, t). (S57)
PROOF OF THE EXISTENCE OF A PHASE
BOUNDARY WITH AN END POINT
In the main text, we have shown from Eqs. (1) and (3)
that, Eq. (4) in the main text,
Aˆ
(
λ0cav
λ0eh
)
=
(
hcav g0
g˜∗0 heh
)(
λ0cav
λ0eh
)
= E
(
λ0cav
λ0eh
)
,
(S58)
is satisfied in the steady state, where E is the (real) con-
densate emission energy.
Here, we prove our claim in the main text: Whenever
an exceptional point (EP) Ω = 0 of the matrix Aˆ, where
the two eigenvectors u± and eigenvalues E± coalsce, is
found, there exists a phase boundary in its vicinity that
ends at that point. In the proof below, it is assumed that
the matrix Aˆ is a smooth function of the input parame-
ters and has maximum of one solution per solution type.
We emphasize that the existence of EP is crucially due to
the non-Hermitian nature of matrix Aˆ, since a Hermitian
matrix always has orthogonal eigenvectors, two of which
may never coalesce.
The central quantity for the proof is a complex split-
ting,
Λ = Ω2 = ϕ2 + 4g˜∗0g0 (S59)
which is directly related to the difference between the two
eigenvalues E± (ReE+ ≥ ReE−) given by,
E± =
1
2
[hcav + heh ± Ω], (S60)
with ReΩ ≥ 0. As depicted in Fig. S3(a), we divide
Λ into regions I-IV in terms of the sign of the imaginary
part of Λ and whether the system is in the weak- (strong-
) coupling regime, i.e., δ˜2 + 4Re[g˜∗0g0] < 4κ
2(≥ 4κ2),
where δ˜ = Reϕ. As shown soon below, EP satisfies δ˜2 +
4Re[g˜∗0g0] = 4κ
2 and at least in the vicinity of ImΛ = 0,
the strong-couping regime lies at ReΛ ≥ 0.
We prove the above by showing that the matrix Aˆ sat-
isfies the following three properties:
1. Only the “+(−)”-solution can arise in region II
(III).
2. Sweeping Λ from region III to II across the dotted
line in Fig. S3(a) (ReΛ < 0 and ImΛ = 0) changes
the solution type from “−” to “+” without dis-
continuity in the emission energy E, resulting in a
smooth crossover.
7FIG. S3: (Color online) (a) Definition of regions I-IV. In region II (III), only “+(−)”-solution can be realized (property 1). (b)
Plot of the real part of
√
Λ. The blue solid and the red dashed line represent different Riemann sheets, where the branch cut
lies at ReΛ < 0 and ImΛ = 0 (the dotted line in panel (a)). The Riemann surface depicted in thin green lines is the sheet we
do not use, due to the restriction from the property 1.
3. In contrast, when sweeping parameters in a route
where Λ encircles the EP as III→IV→I→II, there
must exist a point where the solution type switches
discontinuously, resulting in a phase transition.
From the assumption that Aˆ is a smooth function of
the input parameters, these properties result in a phase
boundary that ends at the EP, proving our claim.
Let us first prove the property 1. The “−” and “+”-solutions satisfy
0 = E− − E = 1
2
[
2ξ − i(κ−Reh)− Ω
]
, (S61)
0 = E+ − E = 1
2
[
2ξ − i(κ−Reh) + Ω
]
, (S62)
respectively, where
ξ =
1
2
[
Re[hcav] + Re[heh]
]− E, (S63)
Reh = Imheh, (S64)
and
Ω =
√
Λ =
√
δ˜2 − (κ+Reh)2 + 4Re[g˜∗0g0]− 2i
[
δ˜(κ+Reh)− 2Im[g˜∗0g0]
]
. (S65)
Since we have taken ReΩ ≥ 0 among the two quantities that √Λ takes, from the real part of Eqs. (S61) and (S62),
the “−(+)”-solution has ξ > 0(≤ 0) since we have defined ReΩ ≥ 0.
Equations (S61) and (S62) both satisfy,[
4ξ2 − (κ−Reh)2
]− 4i(κ−Reh)ξ = Λ, (S66)
or
ξ2 =
1
4
[(κ−Reh)2 + ReΛ] = 1
4
[
− 4κReh + δ˜2 + 4Re[g˜∗0g0]
]
, (S67)
4(κ−Reh)ξ = −ImΛ, (S68)
where we have used,
ReΛ = δ˜2 + 4Re[g˜∗0g0]− (κ+Reh)2, (S69)
in the second equality of Eq. (S67). Equation (S68)
gives,
sgn[κ−Reh]sgn[ξ] = −sgn[ImΛ], (S70)
telling us that the sign of ImΛ affects either the magni-
tude relation of κ and Reh, or the solution type deter-
8mined by the sign of ξ.
In the weak-coupling regime (regions II and III) δ˜2 +
4Re[g˜∗0g0] < 4κ
2, from Eq. (S67),
Reh =
1
4κ
[
δ˜2 + 4Re[g˜∗0g0]− 4ξ2
]
≤ 1
4κ
[
δ˜2 + 4Re[g˜∗0g0]
]
< κ, (S71)
where we have used κ > 0. As a result, we get
sgn[ξ] = −sgn[ImΛ], (S72)
proving that only the “−(+)”-solution given by ξ > 0(≤
0) can be realized in region III (II).
We can now show that the EP satisfies,
δ˜2 + 4Re[g˜∗0g0] = 4κ
2, (S73)
as schematically drawn in Fig. S3(a). This follows from
the properties that we get ξ = 0 at ReΩ = 0 and κ = Reh
at ImΩ = 0 (which may readily be seen from Eqs. (S61)
and (S62)), as well as the property that ReΛ vanishes at
the EP (Ω = 0). In addition, we can also show that when
ImΛ = 0 with ReΛ ≥ 0 giving ImΩ = 0, the state is in
the strong-coupling regime, because it satisfies κ = Reh,
and thus from Eq. (S69),
0 ≤ ReΛ = δ˜2 + 4Re[g˜∗0g0]− 4κ2, (S74)
which is our definition of the strong-coupling regime (I
and IV).
We next show the properties 2 and 3. These proper-
ties can be understood from the plot of
√
Λ, depicted in
Fig. S3(b). As seen in the figure,
√
Λ is in general a two-
valued quantity, consisting of two Riemann sheets (i.e.,
the sheets drawn with blue solid lines and red dashed
lines). Noting our definition that ReE+ ≥ ReE−, or
ReΩ ≥ 0, it can be seen from Eq. (S60) that the Rie-
mann sheet with Re[
√
Λ] < 0(≥ 0), depicted with blue
solid lines (red dashed lines) in Fig. S3(b), is used in com-
puting the emission energy E of the “−(+)”-solution.
From the restriction of the solution types in regions II
and III (property 1), we can ignore the Riemann sheet de-
picted with thin green lines in Fig. S3(b). Since the two
Riemann sheets that are used for “−” and “+”-solutions
are connected at the boundary between regions II and III
(i.e., the dotted line in Fig. S3(a)), the solution types can
switch continuously by passing through that boundary,
proving the property 2. Conversely, since that boundary
is the only place that connects the two Riemann sheets,
it is otherwise associated with exhibiting a discontinuity
in physical quantities. This proves the property 3, and
therefore the theorem.
HARTREE-FOCK-BOGOLIUBOV
APPROXIMATION
Here, we show that the dilute equilibrium limit re-
duces to the conventional polariton condensate picture,
by showing within the Hartree-Fock-Bogoliubov approx-
imation (HFBA) [1–4] that the matrix Aˆ (Eq. (S58)) is
given by [Eq. (6) in the main text],
AˆBEC =
(
~ωcav gR
g∗R ~ωX
)
, (S75)
in this limit (κ = 0, γ → 0+, nk,σ  1). We briefly note
that the matrix AˆBEC is Hermitian in this limit.
The interaction part of the self-energy Σˆint within
HFBA is given by,
ΣˆRHFB(k, ω; r, t) = −
(
0 ∆k(r, t)
∆∗k(r, t) 0
)
, (S76)
ΣˆAHFB(k, ω; r, t) = −
(
0 ∆k(r, t)
∆∗k(r, t) 0
)
, (S77)
ΣˆKHFB(k, ω; r, t) = Σˆ
<
HFB(k, ω; r, t) = 0. (S78)
We refer to Refs. [1–4] for the derivation. This yields,
Ik,e(r, t) =
2γe
~
nenvk,e (r, t)− 2Im[∆kp∗k], (S79)
Ik,h(r, t) =
2γh
~
nenvk,h(r, t)− 2Im[∆kp∗k], (S80)
Ipolk (r, t) =
1
~
[
2γpenvk (r, t) + i∆k(r, t)Nk(r, t)
]
,
(S81)
where Nk(r, t) = 1−nk,e(r, t)−nk,h(r, t) is the popula-
tion inversion.
In the dilute equilibrium limit (κ = 0, γ → 0+, Nk ' 1)
in the steady state, the term Ipolk (r, t) simplifies to,
Ipolk (r, t) =
i
~
∆k(r, t)
=
i
~
[∑
k′
Vk−k′p0k′ − gλ0cav
]
e−iEt/~, (S82)
which gives Leq,dilk,k′ = δk,k′ . In this case, from Eq. (S47),(~2k2
meh
+ (Eg − E)
)
λ0ehφk =
∑
k′
Vk−k′φk′λ0eh − gλ0cav.
(S83)
For simplicity, let us assume that∑
k′
Vk−k′λ0ehφk′  gλ0cav. (S84)
This assumption implies gR  EbindX (where gR and
EbindX are the Rabi splitting and the exciton binding en-
ergy, respectively), as shown soon later. In this situation,
Eq. (S83) reduces to the Schro¨dinger equation of an ex-
citon,
~2k2
meh
φXk −
∑
p
Vk−k′φXk′ = −EbindX φXk , (S85)
9or ∫
dr′
[
δ(r − r′)−~
2∇′2
meh
− V (r − r′)
]
φX(r
′)
= −EbindX φX(r), (S86)
where φk = φ
X
k is the exciton wave function. Here, note
that
|Eg − E| − EbindX  EbindX , (S87)
needs to be satisfied for Eqs. (S83) and (S85) to be com-
patible under the assumption (S84). As a result, the
off-diagonal components in the matrix Aˆ reduces to the
Rabi splitting gR,
g0 ' g˜0 ' gφX(r = 0) = gR, (S88)
and
heq,dileh '
∑
k
[(~2k2
meh
+ Eg
)
|φXk |2 −
∑
k′
Vk−k′φXk′φ
X∗
k
]
=
∑
k
[~2k2
meh
φXk −
∑
k′
Vk−k′φXk′
]
φX∗k + Eg
= −EbindX
∑
k
|φXk |2 + Eg = Eg − EbindX = ~ωX, (S89)
which yields the desired Eq. (6). Since |Eg−E|−EbindX =
|Eg − ELP/UP| − EbindX ∼ gR unless the system is not in
an extreme red or blue detuning (where ELP(UP) is the
lower (upper) polariton energy), from Eq. (S87), our
assumption (S84) is satisfied at gR  EbindX .
DRIVEN-DISSIPATIVE GROSS-PITAEVSKII
EQUATION (7)
Let us turn to the polariton laser regime, where the
nonequilibrium condensate is dilute enough such that the
polariton picture still holds, and show that the matrix Aˆ
in this regime is given by the driven-dissipative Gross-
Pitaevskii (ddGP) equation [6] (Eq. (7) in the main
text),
AˆGP =
(
~ωcav − iκ gR
g∗R ~ωX + UX|λ0eh|2 + iRX
)
. (S90)
In this regime, ∆Lk,k′ ≡ Lk,k′−Leq,dilk,k′ that characterizes
the derivation from the dilute equilibrium limit is small
(|∆Lk,k′ |  1). In this case, under the assumption (S84),
we may approximate φk as φk ' φXk giving g0 ' gR and
Eλ0eh = g˜
∗
0λ
0
cav + hehλ
0
eh
' gRλ0cav +
(
~ωX −
∑
k,k′,p
Vk−pφ∗kφp∆Lk,k′
)
λ0eh
≡ gRλ0cav +
(
~ωX + ∆U + iRX
)
λ0eh. (S91)
Here, ∆U and RX physically describe the blue shift of
the exciton spectrum and the exciton gain, respectively.
Expanding ∆U in terms of |λ0eh|2 and neglecting the blue
shift from the non-coherent part,
∆U ' UX|λ0eh|2, (S92)
we obtain the desired matrix AˆGP of the driven-
dissipative Gross-Pitaevskii equation (7).
VERTICAL-CAVITY SURFACE-EMITTING
LASER (VCSEL) REGIME
We show here some properties of the solution types
realized in the high density region, where the system
operates as a vertical-cavity surface-emitting laser (VC-
SEL). The VCSEL regime schematically depicted in Fig.
3(b) in the main text is based on the properties analyzed
here. In this regime, as mentioned in the main text, the
dynamics of this system is given by the semiconductor
Maxwell-Bloch equations and the matrix Aˆ is given by
Eq. (8),
AˆVL =
(
~ωcav − iκ g0
g˜VL∗0 ~ωVLeh − 2iγ
)
, (S93)
where ~ωVLeh =
∑
k[(εk,e + εk,h)|φk|2−
∑
p Vk−pφ
∗
kφpNk]
and g˜VL∗0 = g
∑
k φ
∗
kNk. In this case, the eigenvalues are
given by,
EVL± =
1
2
[(~ωcav + ~ωVLeh )− i(κ+ 2γ)± ΩVL], (S94)
with
ΩVL '
√
δ2VL − 4|g0|2 − 2iδVL(κ− 2γ). (S95)
Here, we have assumed that the system is in an extremely
strong pumping regime such that a large population in-
version Nk ' −1 exists at a predominant momentum
window, which makes ~ωVLeh '
∑
k[(εk,e + εk,h)|φk|2 +∑
p Vk−pφ
∗
kφp a real number and g˜
VL∗
0 = −g∗0 .
In this regime, since E needs to be real,
κ+ 2γ ' ImΩVL(−ImΩVL), (S96)
for the “+(−)”-solution. From this relation, we can con-
clude that the “+(−)”-solution is realized when ImΛVL >
0(< 0) (where ΛVL = Ω
2
VL), which implies that the solu-
tion type depends strongly on the details of the experi-
mental setup.
In addition, again from Eq. (S96), ReΛVL < 0 is sat-
isfied when ImΛVL = 0, stating that the VCSEL is in
the weak-coupling regime when δVL ' 0 or κ ' 2γ. This
can be shown as follows: Let us assume that ReΛVL ≥ 0
when ImΛVL = 0. Then, ΩVL is real and non-negative,
i.e., ImΩVL = 0 because ReΩVL ≥ 0 according to our
definition. This, however, contradicts with Eq. (S96).
On the other hand, ReΛVL < 0 gives a pure imaginary
ΩVL as it is supposed to, proving the above claim.
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FIG. S4: (Color online) Proposed phase diagram of a driven-dissipative electron-hole-photon gas (a1)-(a4) and the expected
(schematic) pump power P dependence with fixed photon decay rate κ(< gR) (i.e., the dashed arrows in (a1)-(a4)) of the
condensate emission E (b1)-(b4) from our theory. Here, each column of panels represent our prediction at different detuning
δ, where we put the bluer (reder) detuning on the left (right). Panels (a2) and (b2) are at a critical detuning δ = δ∗ where the
state passes through the EP at a fixed κ (dashed arrow). In panels (a1)-(a4), the blue (red) shaded region labeled by “−(+)” is
the condensed “−(+)”-solution phase in the strong-coupling regime. The gray shaded area represents the condensed phase in
the weak-coupling regime, where “−” and “+”-solution phase crosses over to each other (for this reason, we omit the “−” and
“+” labeling in this regime). The solid line represents the first-order-like phase boundary between the “−” and “+”-solution
phase, and the star represents the exceptional point. “N” is the normal phase and the thin line represents the phase boundary
between the normal and the condensed phase. In panels (b1)-(b4), Pth1 and Pth2 are the critical pump power P at the first
and the second threshold, respectively, and P = P∗ is the pump power at the EP.
IMPLICATIONS FOR EXPERIMENTS
We address here, in detail, the experimental conse-
quences of our scenario, which we find in qualitative
agreement with the existing data. We also propose a
possible experiment that may be employed to test our
theory more directly.
Comparison to Experiments
Figure S4 summarizes our expectation from our the-
ory. As we argue in detail below, we predict a single-
threshold-behavior to a photon laser at a large blue de-
tuning δ  0 (Fig. S4 (b1)), as a function of the pump
power P , up to the detuning δ = δ∗(> 0) where the sys-
tem passes through the EP (Fig. S4 (b2)). Beyond this
point, i.e., at more red detuning δ < δ∗, we expect a
two-threshold-behavior (Figs. S4 (b3), (b4)). Here, the
first threshold P = Pth1 is attributed to the normal-to-
condensate transition, while the second threshold P =
Pth2 is attributed to the first-order-like phase transition
from the “−” to “+”-solution phase transition associated
with a discontinuity in the condensate emission energy E.
These predictions are consistent with experiments, where
most experiments that reports the existence of the second
threshold are in red detuning or on resonance [7–17], and
a single-threshold-behavior to a photon laser is reported
at a large blue detuning [18].
The second threshold has traditionally been inter-
preted as a signal of a strong-to-weak-coupling transi-
tion, i.e., a polariton laser to a photon laser transition.
However, our theory provides a possible new interpreta-
tion to this phenomenon, i.e., a lower-to-upper-branch
condensate transition (strong-to-strong-coupling transi-
tion). This scenario is supported by several experiments
showing a small but relevant blue shift of the conden-
sate emission energy E from the cavity mode ~ωcav (i.e.,
E > ~ωcav) [10, 11, 15, 17], just above the second thresh-
old P >∼ Pth2. These observations are consistent with
our picture of upper-branch condensation that may arise
above the second threshold P > Pth2 (Figs. S4(b3),
(b4)) which can have an emission energy above the cavity
mode energy, E = E+ > ~ωcav, due to the Rabi splitting
(which, in the high density region, would be substantially
reduced from the bare Rabi splitting gR due to the phase
filling effect). In contrast, they do not agree with a con-
ventional photon laser picture, where a red shift from the
cavity mode ~ωcav (i.e., E < ~ωcav) is usually obtained
due to the mode-pulling effect [19]. These observations,
combined with our theory, strongly imply that the obser-
vation of the second threshold alone cannot be identified
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as a signal of a polariton to photon laser transition.
We briefly note that our theory does not exclude the
conventional strong-to-weak-coupling transition scenario.
The “−”-solution in the strong-coupling regime may ex-
hibit a phase transition to the “+”-solution in the weak -
coupling regime, as depicted in Fig. S5. Indeed, many
experiments show condensate emission energy E below
~ωcav at P ≈ Pth2 [7–9, 13, 14, 16] consistent with the
conventional photon laser picture. Furthermore, our the-
ory does not exclude the possibility of a weak-to-weak-
coupling transition scenario. Unfortunately, our general
framework cannot determine which scenario actually oc-
curs for a given experimental setup and requires a con-
crete computation based on approximations [1, 19–21],
which remains as our future work.
Below, we provide a more detailed discussion of these
claims. Let us start by considering the situation where
the EP is found in the dilute (polariton laser) regime,
which turns out to be the case at detunings close to res-
onance. As shown earlier in this Supplemental Material,
the equation of motion in this regime is determined by
the ddGP equation (S90) (Eq. (7) in the main text). In
this case, we find the EP at
δ˜ = δ − UX|λ0eh|2 = 0, (S97)
κ = RX = gR. (S98)
In the red detuning δ < 0, from Eq. (S97), no EP exists.
As discussed in the main text, the effective detuning δ˜
decreases as the pump power P increases, so that the
complex splitting,
Λ ' ΛGP = δ˜2 + 4|gR|2 − (κ+RX)2 − 2iδ˜(κ+RX),
(S99)
varies counter-clockwise around the EP in Λ-space as a
function of P , giving rise to a phase transition from the
“−” to the “+”-solution phase. (See Fig. S4(a4).) On
resonance, δ = 0, the EP is found at the zero condensate
fraction limit |λ0eh|2, |λ0cav|2 → 0 with κ = gR, meaning
that the EP is found on the phase boundary between
the condensed and the normal phase (as depicted in Fig.
1(b) in the main text). At blue detuning δ > 0, the EP is
found at a finite condensate fraction |λ0eh|2 = δ/UX > 0,
giving rise to an endpoint to the first-order-like phase
boundary (Fig. S4(a1)-(a3)).
As derived in Eqs. (S97) and (S98), according to the
ddGP equation (S90), the EP always lies at κ = gR at
arbitrarily blue detuning. However, the ddGP equation
(S90) is only valid in the dilute limit, which can only
be true at detuning not very far away from resonance
with low enough bulk temperature. As one moves the
detuning deeper into the blue detuning regime δ  0,
the EP shifts to higher density, until the the phase filling
effect starts to come into play and the ddGP equation
(S90) becomes invalid. In this case, we argue below that
the phase filling effect shifts the EP to a smaller photon
decay rate κ(< gR). (See Fig. S4(a1)-(a3).)
The phase filling effect can be taken into account by
considering a slightly modified version of the ddGP equa-
tion (S90),
AˆpfeGP =
(
~ωcav − iκ gR
g˜∗0 ~ωX + UX|λ0eh|2 + iRX
)
,(S100)
where one of the off-diagonal components is replaced by
an effective Rabi splitting suppressed by the phase filling
effect,
g˜∗0 = g
∑
k
φX∗k Nk. (S101)
Here, the finite electron-hole density that results in Nk =
1−nk,e−nk,h < 1 suppresses the effective Rabi splitting
|g˜∗0 | < gR. This modifies the EP to lie at
κ ' RX '
√
[Reg˜∗0 ]gR < gR, (S102)
and δ˜ = δ − UX|λ0eh|2 = 0, where we have neglected the
imaginary part of g˜∗0 for simplicity. From this argument,
we predict the EP to be found at smaller κ(< gR) at bluer
detunings, as depicted schematically in Figs. S4(a1) and
(a2).
This leads us to our prediction above: a single-
threshold-behavior at δ > δ∗ and a two-threshold-
behavior at δ < δ∗. This can be seen by noting that,
typically, experiments study the pump power P depen-
dence in a cavity with a fixed photon decay rate (typ-
ically κ = 0.01meV − 1meV) which is smaller than the
Rabi splitting (gR ∼ 5meV−10meV in GaAs). Thus, the
parameter changes along the dashed line in Figs. S4(a1)-
(a4).
As seen in the figure, at all detunings, the normal-to-
condensate transition takes place at P = Pth1, where the
dashed line intersects with the thin line (the first thresh-
old). In addition, we find another intersection between
the dashed and the solid line at δ < δ∗, which is nothing
but the second threshold, P = Pth2 (Figs. S4(a3), (a4)).
Our result suggests a possibility of interpreting the sec-
ond threshold Pth2 as a signal of a lower-to-upper branch
condensate transition. The fact the ddGP equation (S90)
gives rise to the second threhold despite the property that
polariton picture still holds (as demonstrated in Fig. 4 in
the main text) supports this scenario. On the other hand,
our scenario may also lead to the (traditional) strong-
to-weak-coupling transition at the second threshold as
well. In fact, we believe that some of the observed sec-
ond thresholds [10, 11, 15, 17] can be interpreted as the
former type of transition, while others [7–9, 13, 14, 16]
are interpreted as the latter, as we discuss below.
At high pump power P or large photon decay rate κ,
the weak-coupling regime, which we have defined as the
region that satisfies
δ˜2 + 4Re[g˜∗0g0] < 4κ
2, (S103)
12
FIG. S5: (Color online) Possible phase diagram for red de-
tuning δ < 0 (a) and the condensate emission energy E (b).
In this case, a strong-to-weak-coupling transition takes place
at the second threshold P = Pth2. The meaning of “N”, “−”,
“+”, and “weak” are the same as in Fig. S4.
is expected to arise, again due to the strong phase fill-
ing effect. The VCSEL typically lies in this regime. As
proved earlier, the EP lies on the boundary between
the weak- and strong-coupling regimes, since the equal-
ity δ˜2 + 4Re[g˜∗0g0] = 4κ
2 holds at the EP. Keeping in
mind that the complex splitting Λ may discontinuously
change in between the first-order phase transition, we
may consider several possible scenarios on where the
weak-coupling regime appears, which can lead to differ-
ent properties at the second threshold.
One candidate is depicted in Figs. S4(a3), (b3), (a4),
and (b4). Here, the gray shaded area represents the
weak-coupling regime. (We have omitted the “−” and
“+” labeling of the solution type in this regime, since the
two types cross over to one another smoothly without dis-
continuity and thus the labeling is not very important.)
In this phase diagram, a first-order-like transition occurs
at P = Pth2 within the strong-coupling regime, i.e., the
lower-to-upper branch condensate transition. This sce-
nario is consistent with the experiments that report a
blue shift of the condensate emission energy E from the
cavity mode ~ωcav [10, 11, 15, 17], as mentioned above.
Another possibility is depicted in Fig. S5, where the
“−”-solution phase in the strong-coupling regime ex-
hibist a phase transition to the weak-coupling regime
(“+” solution). This follows the traditional strong-to-
weak-coupling transition interpretation.
In addition to the above, in principle, a transition
from the weak-to-weak-coupling transition is also possi-
ble. The type of transition that actually occurs depends
on microscopic details, which its determination needs fur-
ther analysis [1, 19–21]. This remains as our future work.
FIG. S6: (Color online) Proposed experiment to test our the-
ory. Here, by tuning the detuning δ and the pump power
P with a fixed photon decay rate κ(< gR) in the route
A→B→C→D, the state encircles the EP. According to our
theory, a first-order-like phase transition should take place an
odd number of times during the sweep.
Experimental Proposal
The main result of our theory is that the phase bound-
ary that gives rise to the second threshold has an end-
point in the blue detuning δ > 0. Here, we propose that
our claim can be tested by tracking the emission energy
E and observing that a jump associated with the phase
transition occurs an odd number of times when encircling
the EP.
To be concrete, we consider a fixed photon decay rate
κ(< gR) as in most experiments. At a large blue detun-
ing δ > δ∗, as we have claimed above, we expect a single-
threshold-behavior as a function of the pump power P
(Fig. S4(a1)), which corresponds to sweeping parame-
ters from the point A to B in Fig. S6. On the other
hand, a two-threshold-behavior is found at δ < δ∗ (Fig.
S4(a3),(a4)), corresponding to the sweep from point D to
C in Fig. S6. Since, according to our theory, there exists
an EP that gives an endpoint to the phase boundary in
between the two detunings, by tuning both the detun-
ing δ and the pump power P to move along the arrow
in Fig. S6 in the parameter space to encircle the EP, an
odd number of first-order-like phase transitions should
be observed. This should work as an experimental test
to our theory.
Since the proposed scheme only requires encirclement
the EP, rather than approaching it, it should not require
fine-tuning of parameters. Given that both single- [18]
and two-threshold-behavior [7–17], have been observed,
we believe that encircling the EP is possible within cur-
rent experimental techniques, for instance using wedge
cavities in which the detuning varies spatially.
We finally note that, while the EP appears typically in
pairs in conventional non-Hermitian dynamics (See e.g.,
Ref. [22].), only a single EP is present in our phase di-
agram, which is crucial for our proposed test. This is
due to the physical restriction on the matrix Aˆ that the
decay rate of photons κ is always positive. If we expand
our phase diagram to negative κ, the partner EP would
be found in the unphysical region κ < 0.
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