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Abstract
Following the general principles of the logical analysis of data methodology, originally developed for the case of binary
data, we deﬁne a similar approach for the analysis of numerical data. The central concepts of this methodology are those of
homogeneous boxes and of saturated systems of homogeneous boxes. The box-clustering heuristic described in this paper is
efﬁcient and was applied successfully for the analysis of datasets concerning breast tumors, oil exploration and diabetes.
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1. Logical analysis of data
It is hard to overemphasize the increasing importance of data analysis, at a time when the widespread use of computers allows
the creation of large datasets, which become accessible through the Internet both to users and to researchers. Problems of data
analysis occur in practically every area of science and technology, as well as in industry, management, business, government,
and many other areas of human activity.
From amathematical point of view, the methods used for data analysis range from regression, discriminant analysis, clustering
and classiﬁcation, to machine learning, data mining, decision trees, neural networks, and the logical analysis of data (LAD). The
reader can consult to Mitchell [5].
In LAD, it is assumed that a number of observations are given in the form of n-vectors of real or Boolean components, and
with each of these vectors an “outcome” is associated. The outcome is assumed in most cases to be binary, and according to its
values the observations are usually termed “positive” (or “true”), and “negative” (or “false”).
The LAD approach originates with Crama et al. and Hammer [2,3] and was substantially developed since then both from
a theoretical and from an applied point of view. An overview of the implementation of LAD and of its applications is
presented in [1].
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Table 1
Attributes
x1 x2 x3 x4 x5
Positive observations
A 0 1 0 1 0
B 1 1 0 0 0
C 1 0 1 1 1
Negative observations
D 0 0 0 1 1
E 1 0 1 1 0
F 0 1 1 0 1
Originally, the LAD approach was developed for the Boolean case, i.e. for the case when all the observations are described in
terms of binary (0, 1) attributes. In LAD, a dataset is interpreted as a partially deﬁned Boolean function (pdBf), i.e. it is assumed
that the “outcomes” are the values which an unknown Boolean function takes in a certain subset of vertices of the unit cube. The
determination of such a Boolean function—one of the “extensions” of the pdBf represented by the dataset—is the main object
of LAD. In order to ﬁnd the most appropriate extension of the dataset, various assumptions are made on the type of the unknown
Boolean function (monotonicity, convexity, etc.).
Two of the major tools used in LAD are the so-called positive and negative patterns, and the positive and negative theories.
Patterns in the positive theory of pdBf used by LAD correspond to implicants of the extensions of the given pdBf. A positive
pattern is a product of Boolean variables and of complemented Boolean variables, which takes the value 0 in every negative
point in the dataset, and takes the value 1 in at least some of the true points in the dataset. The number of positive points where
a pattern is “triggered”, i.e. where it takes the value 1, is called the coverage of the pattern. The “predictive value” of a pattern
is clearly linked to its coverage. Patterns which trigger many true (or positive) points are much more reliable than those which
trigger only a few. A negative pattern is deﬁned in a symmetrical way as a product of variables and complemented variables,
which takes the value 0 in every true point, and which is triggered in at least some of the false points. A positive theory consists
of a set of positive patterns with the property that in every positive point of the given dataset, at least one of them is triggered.
Obviously, every pattern in a positive theory takes the value 0 in every negative point. A negative theory consists—in a similar
way—in a set of negative patterns with the property that in every negative point of the given dataset, atleast one of them is
triggered. Clearly, all the patterns of a negative theory take the value 0 in every positive point.
For illustration, let us consider the dataset consisting of the three positive and three negative observations, involving ﬁve
attributes, presented in Table 1.
Example. In this example x1x2 is a positive pattern, while x3x4 is not. Similarly, x¯1x¯2 is a negative pattern, while x4x5 is not.
Also, {x2x¯3, x1x5}(or, the Boolean function + = x2x¯3 ∨ x1x5) is clearly a positive theory (since in every true point of the
dataset, at least one of the patterns in this set takes the value 1, and in every negative point of it both patterns take the value 0),
while {x¯1x5, x¯2x¯5} (or, the Boolean function − = x¯1x5 ∨ x¯2x¯5) is a negative theory (since in every false point of the dataset
at least one of the patterns in this set takes the value 1, and in every true point of it both patterns take the value 0).
Positive and negative theories can be used as predictors for the classiﬁcation of unknown points, and were shown on numerous
examples and case studies (see [1]) to be extremely useful. A speciﬁc feature of LAD allows the “explanation” or “justiﬁcation”
of the resulting classiﬁcation, in terms of the speciﬁc patterns which are triggered in the new observation point. Whenever a
positive pattern is triggered in the new point, one can point to the observations in the original dataset which triggered the same
pattern, and can remark that: (a) since all of these observations are positive, and (b) since no negative observation triggered that
pattern, it can be assumed that the new observation is also positive. A similar reasoning can be used for classifying new points
as negative ones, by pointing out the negative patterns it triggers. For example, based on the above considerations, the point
X∗ = (1, 1, 1, 1, 1) will be classiﬁed as positive, since x∗1x∗5 = 1 and x¯∗1x∗5 = x¯∗2 x¯∗5 = 0.
Since the vast majority of real-life problems involve not only binary variables, but also numerical ones, an extension of LAD
was proposed in [3] to include the “binarization” of numerical data. The technique used in [3] and also in [1] consisted in
replacing each numerical variable by a set of binary ones.
The purpose of this paper is to propose a method of handling numerical data directly, i.e. without the need of ﬁrst binarizing
them. In order to achieve this goal, we shall use a new type of clustering of the data into homogeneous boxes containing only
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positive, or only negative points. The boxes obtained here resemble the “spanned” patterns introduced in [4]. An earlier version
of this paper was presented at the 24th Annual Conference of the German Society for Classiﬁcation, Passau 2000.
2. Box-closure
In analogy with the concept of (positive or negative) patterns which play a central role in the logical analysis of binary data,
we shall introduce here the concept of boxes for the logical analysis of numerical data. We deﬁne a box (or interval I) as
I (A,B)= {X = (x1, . . . , xn) ∈ Rn | ai xi bi i = 1, . . . , n},
where A= (a1, . . . , an), B = (b1, . . . , bn) are two ﬁxed points in Rn, such that ai bi (i = 1, . . . , n).
A box is called positive (or negative) if it includes some positive (respectively, negative) observation points, but does not
include any negative (respectively, positive) observation points. Positive and negative boxes will also be called homogeneous
boxes.
For any ﬁnite set S of points, we shall deﬁne its box-closure[S] as the intersection of all boxes containing S.
For example, for the dataset of Table 2, the box-closure [S] of the set S = {G,H, I, J } of negative points given in R2 is the
rectangle shown on the top right part of Fig. 1.
Let S = (S1, . . . , Sk), with Sj = (s1j , . . . , snj ), and let us deﬁne
mi(S)=min
j
sij , Mi(S)=max
j
sij ,
and
m(S)= (m1(S), . . . , mn(S)), M(S)= (M1(S), . . . ,Mn(S)).
It is clear that [S] = I (m(S),M(S)), i.e. every box-closure is an interval, and this interval [S] is deﬁned by the pointsm(S) and
M(S).
Returning to the dataset of Table 2, if S={G,H, I, J } thenm(S)= (50, 36) andM(S)= (73, 91). Therefore, the box-closure
is [S] = I ((50, 36), (73, 91)).
Given two boxesA=[S] andB=[T ], we shall deﬁne their joinA∨B to be the box [S∪T ].An interesting Caratheodory-type
result holds:
Theorem. If T is any ﬁnite set of points in Rn, then one can ﬁnd a collectionT of subsets of T, all having cardinality at most
n, such that for any subset S of T with |S| n, there are subsets S1, . . . , Sk ∈ T with the property that
[S] = [S1] ∪ · · · ∪ [Sk].
Table 2
A dataset
Attributes
x y
Positive observations
A 22 73
B 95 53
C 4 32
D 55 31
E 20 28
F 36 5
Negative observations
G 73 91
H 71 77
I 50 50
J 70 36
K 11 14
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Fig. 1. Saturated systems of boxes.
3. Saturated systems of boxes
A system of positive boxes will be called saturated if the join of any two of them contains a negative point. Saturated systems
of negative boxes are deﬁned similarly.
For example, the system of positive boxes I ((4, 28), (22, 73)), I ((36, 5),(55, 31)), I ((95, 53), (95, 53)) shown in Fig. 1 is
saturated. Similarly, the system of negative boxes I ((11, 14), (11, 14)), I ((50, 36), (73, 91)) is also saturated.
The agglomerative method which we implemented for ﬁnding saturated systems of large positive (negative) boxes consists in
the following steps:
1. At each stage of the process deﬁne a system of boxes. In the initial stage, assuming that the given positive (negative) points
of the dataset are X1, . . . , Xk , initialize the process by considering the system of boxes [Xi ](i = 1, . . . , k).
2. At each stage of the process, ﬁnd two boxes [S] and [T ], such that their join does not include any negative (positive) point.
If there are no boxes with this property then stop.
3. If S and T are found, add the join [S] ∨ [T ] to the system, and remove from the system any box contained in this join.
The process clearly ends with a saturated system of positive (negative) boxes.
4. Case studies
In order to test the applicability of box-clustering, we have considered three real-life datasets, two of which (“breast cancer”
and “oil exploration”) are known to have yielded very good results when analyzed by various other methods, and one (“diabetes”)
which is notorious for its difﬁculty; we are not aware of any explanation for the difﬁculty of this problem but suspect that it may
be related to the lack of precision of the data. For simplicity, we shall call the ﬁrst two datasets clean, and shall call the diabetes
dataset blurred.
The characteristics of the datasets are described below, along with the best results found in the literature for classifying
observations in these datasets.
Breast cancer: The dataset, compiled by O. Mangasarian and K.P. Bennett, is widely used in the machine learning community
for comparing learning algorithms. Each observation describes a cytological test speciﬁed by nine numerical attributes with
integer values between 1 and 10. A binary output variable indicates the benign or malignant nature of the tumor. Currently, the
dataset consists of 699 observations. A comparison of ﬁve different algorithms applied to this dataset is reported in [6] with
correct prediction rates ranging from 94.5% to 96.2%, based on training sets consisting of 80% of the data.
Diabetes: This dataset was compiled by the National Institute of Diabetes and Digestive and Kidney Diseases and consists of
768 complete observations, about 23 of which correspond to patients showing signs of diabetes, and the rest exhibiting no such
signs. Each patient is described by 8 numerical attributes. Using training sets of 80%, in [7] Smith et al. report correct prediction
rates ranging from 71.4 to 74.4%.
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Table 3
Averages for 10 samples with 50% of observations in each
Number of observations in training set Average number of boxes
Breast tumour
Positive 120 18.2
Negative 229 7.9
Total 349 26.1
Oil exploration
Positive 440 46.5
Negative 377 51.0
Total 817 97.5
Diabetes
Positive 250 57.2
Negative 134 38.8
Total 384 96.0
Table 4
Domain and homogeneity of boxes
Domain of boxes(%) Test sets’ homogeneity
Training Testing Change(%)
Breast tumor
Positive 5.49 4.90 −10.8 94.6
Negative 12.66 12.43 −1.8 97.7
Average 7.66 7.18 −6.3 95.5
Oil exploration
Positive 2.15 2.08 −3.3 94.8
Negative 1.96 1.85 −5.6 91.5
Average 2.05 1.96 −4.4 93.1
Diabetes
Positive 1.75 1.18 −32.6 80.9
Negative 2.58 1.06 −58.9 58.0
Average 2.09 1.13 −45.9 71.6
Oil exploration: The data were provided by the Chevron Corporation. The dataset consisted of 1634 observations, each
observation contained seven measurements, and the observations were classiﬁed for oil content by experts as “effective” or
“defective”. The logical analysis of this dataset provided a 97% precise classiﬁcation.
The procedures we used for analyzing the usefulness of boxes in the logical analysis of numerical data were the following.
We extracted randomly 50% of the observations, and used this “training set” to determine a saturated system of positive boxes,
as well as a saturated system of negative boxes (see Table 3). These boxes were then used for classifying the observation points
in the “test set”, i.e. the set of those 50% of the observations which were not included in the training set. This experiment was
repeated 10 times for each of the three datasets. The average results for each of the ten experiments are presented in Tables 3
and 4.
The aim of the analysis consisted in understanding the usefulness of saturated systems of homogeneous boxes for the analysis
of numerical data.
Boxes were analyzed from two points of view: their domain and their homogeneity. By the domain of a positive (or negative)
box we mean the proportion of the positive (or negative) points of the entire dataset contained in that box. By the homogeneity
of a positive (or negative) box we mean the proportion of the subset of positive (negative) points within a positive (negative)
box, relative to the set of all the positive and negative points contained in that box.
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Table 5
Characteristics of saturated families of boxes
Overlap (%) Coverage (%) Accuracy (%)
Breast tumor
Positive 1.3 86.2 94.7
Negative 0.4 97.5 97.7
Average 0.7 93.5 96.7
Oil exploration
Positive 3.3 94.5 94.8
Negative 2.2 90.3 91.5
Average 2.8 92.6 93.3
Diabetes
Positive 6.3 61.5 80.9
Negative 14.9 41.6 58.1
Average 8.4 55.0 75.3
Clearly, homogeneity is the major indicator of the predictive quality of a box. The most important conclusion from the above
experiments is the excellent homogeneity of the boxes in both the breast tumor and the oil exploration datasets, and their better-
than-expected levels even in the notoriously difﬁcult diabetes dataset. Therefore, the probability that a new observation point
contained in a positive (negative) box is indeed positive (negative) seems reasonably high even in a blurred dataset, and it is
extremely high in a clean dataset.
As it appears from Table 4, the reliability of the conclusions of the logical analysis of data can be expected to depend strongly
on the proportion of domain changes from training to testing, which is in fact an easy to measure indicator.
The saturated families of homogeneous boxes were analyzed from three points of view.
First, we wanted to know what percentage of the observation points in the test set will belong both to a positive and to a
negative box. This measurement, called the “overlap” of the families of homogeneous boxes, can be seen to be extremely small
in the clean datasets, but to become signiﬁcant in the blurred one.
Second, we wanted to know what percentage of the observation points in the test set will belong to at least one of the
homogeneous boxes in the two saturated families. It turns out again that there is a substantial difference between the clean
datasets, where this “coverage” averages about 93%, and the blurred dataset where the coverage is much smaller.
Perhaps, the most important characteristic of the saturated families of homogeneous boxes is their “accuracy”. We deﬁne
accuracy for the points occurring in the test set in the following way. Let pT be the number of those positive points which are
contained only in positive boxes and nT be the number of those negative points which are contained only in negative boxes,
furthermore, let pC denote the number of all positive points covered by any, positive or negative, boxes and let nC denote the
number of all negative points covered by any, positive or negative, boxes. The positive accuracy is deﬁned by pT/pC and the
negative accuracy is deﬁned in similar way by nT/nC. The average accuracy is computed by the formula (pT+pN)/(pC+nC).
Clearly, the reliability of classiﬁcations provided by these families is captured in this parameter. Table 5 shows clearly that the
accuracy of the box families used for the clean datasets is excellent, and that even the accuracy obtained for the blurred dataset
is encouraging, especially in comparison with the results obtained with other methods.
Finally, we must add that the results reported in this section are very preliminary. Two of the most obvious improvements
which will have to be added to the system were missing at the time when this paper was written. First of all, no attempt was
made yet to ﬁnd “good” positive (or negative) boxes, e.g. boxes with maximal content of, say, positive points, or for ﬁnding
boxes maximizing the average distance to the negative (or positive) set, etc. The boxes were simply generated sequentially by
joining always the ﬁrst feasible pair of listed boxes, without any special consideration to the quality of boxes obtained in this way.
Furthermore, the saturated families of boxes resulted simply from the order in which boxes were generated and/or absorbed. It
is very likely that a much better way of generating saturated systems of boxes would consist in ﬁrst generating a large number of
high-quality boxes, and selecting then from this collection an optimal saturated system, obtained e.g. by solving an associated
set covering problem.
5. Conclusions
In conclusion, it appears that the observed classifying power of the saturated-families-of-boxes approach to the logical analysis
of data deﬁnitely motivates an extensive study of this methodology.
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Of a most special interest is the fact that the classiﬁcations provided by this approach come with ample “justiﬁcation”: one
can always explain to the users that the reason for which a particular observation is classiﬁed as, say, positive, is that it falls into
a positive box, i.e. it satisﬁes conditions which have been satisﬁed in all past observed cases only by positive points.
Besides having a strong classifying power, and besides being able to justify its conclusions, one can expect that in further
studies, this approach will allow the determination of a reliability measure of classiﬁcation based on the number and quality of
saturated boxes containing the point to be classiﬁed.
The highly encouraging conclusions of this preliminary study, show clearly that box-clustering can contribute substantially
to the theory and practice of data analysis.
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