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Abstract
In this paper a fluid-structure interaction problem for the incom-
pressible Newtonian fluid is studied. We prove the convergence of
an iterative process with respect to the computational domain geom-
etry. In our previous works on numerical approximation of similar
problems we refer this approach as the global iterative method [1, 2].
This iterative approach can be understood as a linearization of the so-
called geometric nonlinearity of the underlying model. The proof of
the convergence is based on the Banach fixed point argument, where
the contractivity of the corresponding mapping is shown due to the
continuous dependence of the weak solution on the given domain de-
formation. This estimate is obtained by remapping the problem onto
a fixed domain and using appropriate divergence-free test functions
involving the difference of two solutions.
keywords: fluid-structure interaction, fixed point method, continuous
dependence on data, uniqueness, Banach fixed point theorem, hemodynam-
ics, incompressible Newtonian fluid
1 Introduction
Mathematical analysis and numerical simulation of fluid-structure interaction
(FSI) problems is an intensively studied part of the computational fluid dy-
namics. In FSI problems the computational domain deforms under the fluid
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forces. Thus, the domain deformation, governed by a structure equation,
depends on the solution of the fluid equation. In the literature this depen-
dence is referred to as the geometric nonlinearity. One possible strategy to
find a solution to such coupled problem is a linearization of the problem with
respect to the geometric nonlinearity. The problem is solved at first for a
known domain, deformed according to a given, sufficiently smooth deforma-
tion function. The second step is to prove the existence of a fixed point for
the mapping between the domain deformation and the solution.
In our previous joined works on this topic we proved the existence and
uniqueness of the weak solution for an approximation of the fully coupled
fluid-structure interaction problem for the Navier-Stokes equations and a
parabolic (viscoelastic) equation for the boundary deformation, see [3, 4].
In these works a construction of the unknown domain through the iterative
process with respect to the domain geometry has been proposed. For a
semi-pervious approximation of the coupling condition, the convergence of
this iterative process has been shown in [3] using the Banach fixed point
argument. However, it was not possible to prove the convergence of this
iterative process for the fully coupled original problem due to the lack of
regularity of the domain deformation.
Further results on the existence of a weak solution to the fully coupled
FSI problem for the Newtonian fluid and a viscoelastic/elastic plate in 2D
and 3D have been obtained by Grandmont et al. [5, 6]. In the case of a two-
dimensional fluid flow and one-dimensional structure the authors obtained in
[5, 6] the existence of a weak solution for the same regularity of the domain
deformation as in [3] using the Schauder fixed point argument, without giving
any details on the construction of the domain deformation and without pro-
viding the uniqueness of the solution. Using a similar fixed point procedure
for the geometry the existence of weak solution for a fluid-structure interac-
tion problem for a generalized power-law shear-dependent fluid including the
Newtonian case has been shown in our recent joint works [7, 8], see also [9].
The continuous dependence of the weak solution on the initial data and
the uniqueness have been shown for the incompressible Newtonian fluid by
Padula et al. in [10]. They considered a transformation of the solution be-
tween two domains with different deformations that preserves the solenoidal
property of the solution. For further works on the mathematical analysis of
similar FSI problems for Newtonian as well as non-Newtonian fluids we refer
also to [9, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20] and the references therein.
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In this work we will deal with the geometric nonlinearity and study the
iterative process with respect to the domain geometry for the fully coupled
FSI problem presented in the following section.
1.1 Mathematical model
We consider a fluid flow problem in a two-dimensional channel representing
a longitudinal cut of a vessel. The fluid flow is governed by the momentum
and the continuity equation, written in Cartesian coordinates for the sake of
simplicity,
ρ∂tv + ρ (v · ∇)v − div
[
2µ e(v)
]
+∇p = 0, (1)
divv = 0.
Here ρ denotes the constant density of the fluid, v = (v1, v2)
T the velocity
vector, p the pressure and e(v) = 1
2
(∇v +∇vT ) the symmetric deformation
tensor. We consider the fluid viscosity µ to be constant.
The radial vessel wall deformation η is modelled using the one-dimensional
viscoelastic string model. The deformation η is a function of longitudinal
variable x1 and time t governed by the following structure equation
Eρ
[
∂2η
∂t2
− a∂
2η
∂x21
+ bη + c
∂5η
∂t∂x41
− a∂
2R0
∂x21
]
(x1, t) = (2)[
−Tfn · e2 − Pw
]
(x1, R0(x1) + η(x1, t), t),
x1 ∈ (0, L), t ∈ (0, T ). Here E = ρw~
√
1 + (∂x1R0)
2, where ρw is the density
of the wall tissue and ~ its thickness. We assume that E is bounded and a, b, c
are positive constants describing the mechanical properties of the vessel wall
tissue. Further, R0(x1) stands for the reference radius of the cylinder (vessel),
Pw the external pressure acting on the deformable vessel wall, n the normal
vector to the moving vessel wall and Tf = 2µe(v) − pI the Cauchy stress
tensor. Similar models for the wall deformation have been considered in
[5, 20], see also [21, 22, 23].
The moving wall deforms under the fluid action, thus the computational
domain for the fluid is determined by the unknown deformation η, i.e.,
Ω(η(t)) ≡ {(x1, x2); 0 < x1 < L, 0 < x2 < R0(x1) + η(x1, t)} , 0 < t < T,
3
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Figure 1: Deformable computational domain
where R0(x1) describes the reference position of the deformable wall. The
boundary of Ω(η(t)) consists of one moving part Γw(t),
Γw(t) ≡ {(x1, x2); x2 = R0(x1) + η(x1, t), x1 ∈ (0, L)},
and three fixed boundaries Γin, Γout and Γc denoting the inflow, the outflow
and the bottom boundary, respectively, see Fig. 1.1.
The fluid problem (1) and the structure equation (2) are coupled through
the natural kinematic condition describing the continuity of the velocities on
the moving interface Γw(t),
v
(
x1, R0(x1) + η(x1, t), t
)
=
(
0, ∂tη(x1, t)
)
. (3)
Moreover, the external force causing the wall deformation arises due to the
fluid stress. Thus, the second coupling condition, expressed by the right-hand
side of (2), has dynamical character and can be understood as the continuity
of stresses.
We complete the system (1)–(3) with Neumann-type boundary conditions
with kinematic pressure at the inflow Γin and outflow boundary Γout,(
2µ
∂v1
∂x1
− p+ Pin − ρ
2
|v1|2
)
(0, x2, t) = 0, v2(0, x2, t) = 0, (4)(
2µ
∂v1
∂x1
− p+ Pout − ρ
2
|v1|2
)
(L, x2, t) = 0, v2(L, x2, t) = 0. (5)
Here Pin, Pout are some given pressures and 0 < x2 < R0(x˜1) + η(x˜1, t) with
x˜1 = 0, L. On the bottom boundary Γc the flow symmetry is considered,
v2(x1, 0, t) = 0 , µ
∂v1
∂x2
(x1, 0, t) = 0, 0 < x1 < L, 0 < t < T. (6)
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We equip equation (2) with the following clamped boundary conditions,
η(0, t) = η(L, t) = 0, ηx1(0, t) = ηx1(L, t) = 0. (7)
The initial conditions for the fluid (1) and structure (2) equations read as
follows,
v(x1, x2, 0) = 0 for any 0 < x1 < L, (8)
0 < x2 < R0(x1),
η(x1, 0) = ηx1(x1, 0) =ηt(x1, 0) = 0 for any 0 < x1 < L.
The problem (1)–(8) represents a mathematical model for the flow of an in-
compressible Newtonian fluid in a deformable domain, where the deformation
of the upper wall obeys the viscoelastic string model. Such a fully coupled
fluid-structure interaction problem can be used in hemodynamics to model
the blood flow in (large) elastic vessels. The geometry of computational
domain Ω(η) depends on unknown solution η.
As already mentioned, one possible and commonly used way to show
the existence result for such fully coupled FSI problems is to linearize the
problem with respect to the geometric nonlinearity and consequently to find
a fixed point of this nonlinearity. At the beginning, a smooth enough do-
main deformation function δ is given. The computational domain is then
approximated by this function, Ω(η) ≈ Ω(δ). Next, existence of a weak so-
lution (v, η) defined on Ω(δ) is proven. Finally, a fixed point of the mapping
F(δ) = η defined by the weak formulation on Ω(δ) is found. By applying
the Schauder fixed point theorem for the mapping F it can be shown that at
least one η⋆ s.t. η⋆ = F(η⋆) exists. Furthermore, if the assumptions of the
Banach fixed point theorem are satisfied, the uniqueness of the fixed point
and the convergence of the iterative process F(ηk−1) = ηk can be obtained
additionally. The Banach fixed point theorem is based on the contractivity
of the mapping F , which in our case follows from the continuous dependence
of the weak solution (v, η) on the given domain deformation function δ.
Let us note that in [3] the convergence of the iterative process described
above and the uniqueness of the fixed point have been obtained only for a
semi-pervious and pseudo-compressible approximation of the original fluid-
structure interaction problem. The right-hand side of structure equation (2)
has been replaced by κ(v2−ηt) for a fixed κ ∈ R. This implies more regularity
for η than in the original case (2). The continuous dependence on data and
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consequently the contractivity of the fixed point mapping has been shown in
[3] only for non-solenoidal solutions and fixed κ. We would like to point out
here, that by letting κ → ∞ the original coupled problem with conditions
(2), (3) can be obtained. However, existence of the weak solution for this
case has been studied in [3] only for the known domain Ω(δ).
A significant difficulty in the proof of the continuous dependence on data
for incompressible fluids lies in the requirement of divergence-free test func-
tions involving the difference of two solutions defined in two different do-
mains. One has to test with transformed solutions, as in [10]. As a conse-
quence, the matrix of the transformation between two domains is reflected
in the terms to be estimated. This leads to technical difficulties when fluid is
considered to be non-Newtonian, e.g., with shear-dependent viscosity obey-
ing the power-law µ(|e(v)|) = µ(1 + |e(v)|2) p−22 , p > 1. The application of
the Banach fixed point argument for FSI problems for power-law fluids is up
to authors knowledge an open problem.
The main goal of this paper is to show the convergence of the above de-
scribed iterative process for the Newtonian fluid. Here we prove the essential
estimate for the continuous dependence on data and then we apply the Ba-
nach fixed point theorem to show the convergence of this iterative method,
which has not yet been done for the fully coupled FSI problems up to our
knowledge. As a consequence we also get uniqueness of the weak solution.
We refer to this iterative process as the global iterative method with respect
to the domain deformation and use it in our numerical approximation of
the proposed problem, see, e.g., [1, 2]. In these numerical studies the con-
vergence of these iterations has been observed experimentally. The present
paper provides the first theoretical proof of this convergence for incompress-
ible Newtonian fluids.
The paper is organized as follows. In Section 2 we introduce the lineariza-
tion of the problem (1)–(8) with respect to the so-called geometric nonlinear-
ity and present known results on the existence of weak solutions on a given
deformable domain Ω(δ). In Section 3 we derive the estimate on continuous
dependence of the weak solution on the boundary pressure and the given
deformation. This estimate is formulated in Theorem 3.1. Finally, in Section
4 we apply the Banach fixed point theorem and prove the convergence of the
global iterative method.
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2 Linearization with respect to domain ge-
ometry Ω(h)
In order to linearize the problem with respect to the geometric nonlinear-
ity we assume to have a given deformation function δ(x1, t) in the space
H1(0, T ;H20(0, L)) ∩W 1,∞(0, T ;L2(0, L)). We denote h := R0 + δ, R0(x1) ∈
C2[0, L], and assume
0 < α ≤ h(x1, t) ≤ α−1,
∣∣∣∣∂h(x1, t)∂x1
∣∣∣∣+
∫ T
0
∣∣∣∣∂h(x1, t)∂t
∣∣∣∣2 dt ≤ K (9)
for given constants α > 0, K > 0. We consider a time dependent domain,
which deforms according to the given function δ, i.e. we approximate Ω(η) ≈
Ω(δ) =: Ω(h). Due to this approximation the geometric coupling in the
original fluid-structure interaction problem (1)–(8) has been decoupled.
2.1 Existence of a weak solution
The existence of a weak solution of the problem (1)–(8) defined on the given
domain with deformation δ, i.e. on Ω(h) has been shown in [7, Theorem 5.1]
using so called (κ, ε) - approximation, see also A.
More precisely, for boundary pressures1 qin, qout ∈ L2(0, T ;L2(0, 1)) and
qw ∈ L2(0, T ;L2(0, L)) there exists a weak solution (u, η), where u denotes
the transformed fluid velocity v into the rectangular domain D ≡ (0, L) ×
(0, 1), i.e.,
u(y1, y2, t)
def
= v(y1, h(y1, t)y2, t), y1 = x1, y2 =
x2
h(x1,t)
, y ∈ D, x ∈ Ω(h),
with the following properties:
i) (u, η) ∈ [L2(0, T ;Vdiv)×H1(0, T ;H20(0, L))] ∩ [L∞(0, T ;L2(D))×
W 1,∞(0, T ;L2(0, L))],
ii) the distributive (transformed) time derivative ∂¯t(hu)
def
= ∂(hu)
∂t
− 1
h
∂h
∂t
∂(y2hu)
∂y2
belongs to L2(0, T ;X∗)⊕ L4/3((0, T )×D) and∫ T
0
∫
D
{
hu · ∂ψ
∂t
+
∂h
∂t
∂(y2u)
∂y2
·ψ
}
dy dt = −
∫ T
0
〈
∂¯t(hu),ψ
〉
X
dt,
1 In view of the transformation onto D we have qin(0, y2, t) = Pin(0, x2, t)/ρ,
qout(L, y2, t) = Pout(L, x2, t)/ρ, qw(y1, 1, t) = Pw(x1, h(x1, t), t)/ρ.
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where
X = {ψ ∈ Vdiv ; ψ2
∣∣
Sw
∈ H20 (0, L)}, (10)
Vdiv ≡
{
w ∈ W 1,2(D) : divhw = 0 a.e. on D, (11)
w1 = 0 on Sw and w2 = 0 on Sin ∪ Sout ∪ Sc} ,
Sw = {(y1, 1) : 0 < y1 < L}, Sin = {(0, y2) : 0 < y2 < 1},
Sout = {(L, y2) : 0 < y2 < 1}, Sc = {(y1, 0) : 0 < y1 < L},
iii) u satisfies the transformed divergence-free condition
divhu
def
=
∂u1
∂y1
− y2
h
∂h
∂y1
∂u1
∂y2
+
1
h
∂u2
∂y2
= 0 a.e. on D, (12)
iv) u2(y1, 1, t) = ∂tη(y1, t) for a.e. y1 ∈ (0, L), t ∈ (0, T ),
and the following integral identity holds:
0 =
∫ T
0
〈
∂¯t(hu),ψ
〉
X
+
〈
∂tηt, ξ
〉
dt+
∫ T
0
{
((u,ψ))h + bh(u,u,ψ) (13)
+
∫ 1
0
h(L)qout(y2)ψ1 (L, y2)− h(0)qin(y2, t)ψ1 (0, y2) dy2
+
∫ L
0
(
qw +
1
2
∂h
∂t
u2
)
ψ2 (y1, 1)
+c
∂3η
∂t∂y21
∂2ξ
∂y21
+ a
∂η
∂y1
∂ξ
∂y1
− a∂
2R0
∂y21
ξ + bηξ dy1
}
dt
for every test function
ψ ∈ H1(0, T ;Vdiv), ψ2
∣∣
Sw
∈ H1(0, T ;H20(0, L)), ψ(y, 0) = 0, (14)
ξ(x1, t) = E ψ2(y1, 1, t), E := Eρ.
In (13) the following notations for the transformed viscous and convective
terms have been used:
((u,ψ))h :=
µ
ρ
∫
D
heˆh(u) : eˆh(ψ)dy, (eˆh(u))ij =
1
2
(∂ˆi(uj) + ∂ˆj(ui)), (15)
where ∂ˆ1 =
(
∂
∂y1
− y2
h
∂h
∂y1
∂
∂y2
)
, ∂ˆ2 =
1
h
∂
∂y2
,
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bh(u, z,ψ) :=
∫
D
(
hu1
(
∂z
∂y1
− y2
h
∂h
∂y1
∂z
∂y2
)
+ u2
∂z
∂y2
)
·ψ dy (16)
−1
2
∫ 1
0
R0u1z1ψ1 (L, y2) dy2 +
1
2
∫ 1
0
R0u1z1ψ1 (0, y2) dy2
−1
2
∫ L
0
u2z2ψ2 (y1, 1) dy1.
Using integration by parts the following property of the trilinear form can
be proven, see [7, Lemma 3.7],
bh(u, z,ψ) =
∫
D
1
2
Bh(u, z,ψ)− 1
2
Bh(u,ψ, z)dy (17)
where Bh(u, z,ψ) :=
(
hu1
(
∂z
∂y1
− y2
h
∂h
∂y1
∂z
∂y2
)
+ u2
∂z
∂y2
)
·ψ.
Moreover, for the distributive time derivative of our weak solution u de-
scribed above holds:∫ T
0
〈
∂¯t(hu),u
〉
X
dt =
1
2
∫
D
|u|2(T )h(T )− 1
2
∫ T
0
∫ L
0
∂th|u2|2dy1dt, (18)
see [7, Section 4.2.1 and Appendix A], compare the analogous property in [5,
p. 381].
3 Continuous dependence on the domain de-
formation
In this section we prove, that the weak solution is continuously dependent on
the boundary pressure data qin/out/w as well as on the domain deformation h.
The last dependence will be very useful to show the contractivity of the fixed
point mapping defined by the iterative process with respect to the domain,
that will be studied in Section 4.
To obtain the continuous dependence estimate we use test functions in-
volving the difference of two solutions u1, u2. Unfortunately, due to the
dependency of the divergence operator on h, cf. (12), the difference u1 − u2
is not divergence-free. More precisely, neither divh1(u
1 − u2) = 0, nor
divh2(u
1 − u2) = 0 in general. This is related to the deformability of the
9
domain and the fact that v1 is divergence-free in Ω(h1) and v2 is divergence-
free in Ω(h2), i.e., with respect to another coordinates. In order to design
admissible test functions, see Section 3.1, the first solution is transformed
into the definition domain of the second solution. A similar technique has
been previously used in [10] to prove the continuous dependence of the weak
solution on the initial data for similar problems in two dimensions using the
Eulerian coordinates. In comparison to [10], our problem is also remapped
to the fixed reference domain D. After rewriting the weak formulation by
means of the admissible test functions, see Section 3.1, multiple error terms
arise. Their estimates can be found in Section 3.3. In Section 3.4 we present
the final estimate, which yields the main result of Section 3, the continuous
dependence of the weak solution on the domain deformation h and boundary
pressures qin, qout, qw formulated in the following theorem:
Theorem (Continuous dependence on data).
Let (u1, η1), (u2, η2) be two weak solutions of the initial boundary value prob-
lem (1)–(8) transformed to the fixed rectangular domain D satisfying (13).
Let the corresponding domain deformation be given by some functions h1, h2
satisfying (9). Let the transformed boundary pressures q1in/out/w and q
2
in/out/w
belong to L2(0, T ;L2(Sin/out/s)), respectively. Then for almost all t ∈ (0, T )
it holds:
α
2
‖Ru1 − u2‖2L2(D)(t) +
αµ
2ρ
c˜Ko
∫ t
0
‖Ru1 − u2‖2W 1,2(D)ds
+
E
2
‖η1t − η2t ‖2L2(0,L)(t) +
bE
2
‖η1 − η2‖2L2(0,L)(t) +
aE
2
‖η1y1 − η2y1‖2L2(0,L)(t)
+cE
∫ t
0
‖η1t − η2t ‖2H2(0,L)ds
≤ C7
(∫ t
0
‖q1in − q2in‖2L2(0,L) + ‖q1out − q2out‖2L2(0,L) + ‖q1w − q2w‖2L2(0,1)ds
+ω(t)
[
‖h1 − h2‖2W 1,∞(0,t;L2(0,L)) + ‖h1 − h2‖2L∞(0,t;H2(0,L))
])
,
where
ω(t) =
∫ t
0
‖u1‖W 1,2(D)+ ‖u1‖2W 1,2(D)+ ‖h1t‖2W 1,∞(0,L)+ ‖h2t‖2L∞(0,L)+ ‖q1w‖2L2(Sw)ds
and ω(t) ↓ 0 for t ↓ 0.
10
Here c˜Ko is the coercivity constant of the viscous form coming from the Korn
inequality, α, K are given by (9), µ, ρ, E, a, b, c are given by the physical
model and C7 is a constant depending on α, α
−1, K, c˜−1Ko and on the norms
‖hi‖L∞(0,T ;H2(0,L)), ‖ui‖L∞(0,T ;L2(D)), i = 1, 2. The matrix R in the above
estimate arises due to the transformation of weak solution from Ω(h1) to
Ω(h2).
3.1 Admissible test functions
To prove the above theorem let us assume (u1, η1), (u2, η2) are two weak
solutions of our problem transformed onto a fixed reference domain D, both
satisfying the weak formulation (13) with h1, h2, respectively.
Now we provide some preliminaries concerning admissible test functions
(14), involving a difference of the two weak solutions. Let us denote the
matrix of the transformation of variables between Ω(h1) and Ω(h2) by J = dX
dx
,
X ∈ Ω(h1), x ∈ Ω(h2) and the inverse matrix by J−1. In the reference
coordinates y ∈ D they read,
J =
[
1 0
y2h
2∂y1(
h1
h2
) h
1
h2
]
, J−1 =
[
1 0
y2h
1∂y1(
h2
h1
) h
2
h1
]
.
Let R := JJ−1, where J = |J| is the determinant of the transformation
matrix J. We have J = h1/h2 and
R = JJ−1 =
[
h1
h2
0
−y2h2∂y1(h
1
h2
) 1
]
, R−1 =
[ h2
h1
0
−y2h1∂y1(h
2
h1
) 1
]
. (19)
Next step is to design admissible divergence-free test function according to
(14), that contain a difference of the two weak solutions. To this end we
consider two sets of test functions for the fluid velocity
ψ1 = u1 − R−1u2, ψ2 = Ru1 − u2, (20)
i.e., ψ1 = R−1ψ2, ψ2 = Rψ1.
It holds that divh2Ru
1 = 0. Indeed, since Ru1 =
[
h1
h2
u11,−y2h2∂y1(h
1
h2
)u11 +
11
u12
]T
, we have
divh2Ru
1 =
∂
∂y1
(
h1
h2
u11
)
− y2
h2
∂y1h
2 ∂
∂y2
(
h1
h2
u11
)
+
1
h2
∂
∂y2
(
u12 − y2h2∂y1
(
h1
h2
)
u11
)
= h
1
h2
∂y1u
1
1 −
y2
h2
∂y1h
2 h1
h2
∂y2u
1
1 +
1
h2
∂y2u
1
2 − y2∂y1
(
h1
h2
)
∂y2u
1
1
= h
1
h2
∂y1u
1
1 +
1
h2
∂y2u
1
2 −
y2
h2
∂y2u
1
1∂y1h
1 = h
1
h2
divh1u
1,
cf. (12). Thus we get divh2Ru
1 = Jdivh1u
1 ≡ 0. Analogously one can show
divh1R
−1u2 = J−1divh2u2 = 0. Thus
divh1ψ
1 = divh2ψ
2 = 0,
i.e., ψi is solenoidal with respect to Ω(hi) for i = 1, 2.Moreover, since the first
component of the velocity ui1|Sw = 0 we have Ru1|Sw = [0, u12]T . Similarly
R−1u2|Sw = [0, u22]T . Thus the trace of ψi on Sw is equal to [0, u12 − u22]T
for both i = 1, 2, and due to ui2|Sw = ηit a.e., we obtain ψi2|Sw = η1t − η2t .
Consequently, the test functions (ψ1, ξ), (ψ2, ξ) from (20) with ξ = Eη1t−Eη2t
are admissible.
3.2 Subtraction of weak formulations
In order to obtain the final estimate let us first pay attention to the time
derivative terms in the weak formulation (13). Since ψ2 = Ru1−u2 and due
to the linearity of ∂¯ht we can write:〈
∂¯h
2
t (h
2ψ2),ψ2
〉
X
=
〈
∂¯h
2
t (h
2
Ru1),ψ2
〉
X
−
〈
∂¯h
2
t (h
2u2),ψ2
〉
X
. (21)
The term on the left-hand side can rewritten using the property (18) of
the distributive time derivative. Note that due to the coupling between the
velocity u1 and the domain deformation h1 the first functional on the right-
hand side of (21) is not yet defined through (13) as it is the case of the second
term. Indeed, we cannot assert that Ru1 is a weak solution associated with
h2. Therefore, we have to investigate the object ∂¯h
2
t (h
2Ru1). To this end
we derive the following equality
∂¯h
2
t (h
2
Ru1) = J−1∂¯h
1
t (h
1u1) + E1, (22)
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where the additional error term E1 reads
E1 =
[
[
h1t
h1
− h2t
h2
]∂y2(y2h
1u11)
[
h1t
h1
− h2t
h2
]y2h
2
(
∂u12
∂y2
− y2E ∂u
1
1
∂y2
)
+ y2u
1
1[∂th
2E − h2∂tE]
]
(23)
with E :=
h1y1h
2−h1h2y1
h2
= h2∂y1(
h1
h2
). To show (22), (23) tedious but straight-
forward manipulations have been performed as follows.
For the first component of h2Ru1 we have
∂¯h
2
t (h
2
Ru1)1 = ∂t(h
1u11)−
1
h2
h2t∂y2(y2h
1u11)
= ∂¯t
h1
(h1u11) + ∂y2(y2h
1u11)
[
h1t
h1
− h
2
t
h2
]
,
compare the definition of the distributive time derivative in Section 2.1.
Since (Ru1)2 = u
1
2 − y2Eu11, we can write for the second component
∂¯h
2
t (h
2
Ru1)2 = ∂¯t
h2
(h2u12)− ∂¯th
2
(h2y2Eu
1
1)
= ∂¯t
h2
(h2u12)− ∂t(y2h2Eu11) +
1
h2
∂h2
∂t
∂(y22h
2Eu11)
∂y2
= ∂¯t
h2
(h2u12)− y2E∂¯th
2
(h2u11)− y2u11(h2∂tE −E∂th2).
Using the fact that ∂¯t
h2
(h2u1i ) =
h2
h1
∂¯t
h1
(h1u1i ) + y2h
2∂y2u
1
i [
h1t
h1
− h2t
h2
], i = 1, 2,
and replacing −y2E by y2 h1h2h1∂y1(h
2
h1
) in the second term on the right-hand
side of last equation, we finally arrive at
∂¯h
2
t (h
2
Ru1)2 =
h2
h1
∂¯t
h1
(h1u12) + y2h
1∂y1
(
h2
h1
)
∂¯t
h1
(h1u11)
+
[
h1t
h1
− h
2
t
h2
]
y2h
2
(
∂u12
∂y2
− y2E∂u
1
1
∂y2
)
+ y2u
1
1[∂th
2E − h2∂tE].
Thus (22), (23) hold true, see also the definition of the matrix J−1 above.
Finally, using (18) and (22), (23) and Rψ1 = ψ2 we obtain from (21)∫ T
0
〈
J
−1∂¯h
1
t (h
1u1),Rψ1
〉
X
−
〈
∂¯h
2
t (h
2u2),ψ2
〉
X
+
∫
D
E1 ·ψ2dy dt
=
1
2
∫
D
|ψ2|2(T )h2(T )dy − 1
2
∫ T
0
∫ L
0
∂th
2|ψ22|2dy1dt.
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Replacing
〈
J−1∂¯h
1
t (h
1u1),Rψ1
〉
X
by
〈
RTJ−1∂¯h
1
t (h
1u1),ψ1
〉
X
we obtain
1
2
∫
D
|ψ2|2(T )h2(T )dydt =
∫ T
0
〈
R
T
J
−1∂¯h
1
t (h
1u1),ψ1
〉
X
−
〈
∂¯h
2
t (h
2u2),ψ2
〉
X
dt (24)
+
1
2
∫ T
0
∫ L
0
∂th
2|ψ22|2dy1 +
∫
D
E1 ·ψ2dy dt.
In order to obtain the continuous dependence estimate, one needs to re-
place the pairings on the right-hand side of (24) according to the associated
weak formulations. However, concerning the first pairing, the weak formu-
lation for u1, η1 has to be multiplied with the matrix RTJ−1 = h
1
h2
J−TJ−1.
Note that ‖RTJ−1‖∞ is bounded from above by some constant dependent
on α,K, cf. (9). Moreover this matrix is symmetric and positive definite
with (strongly) positive eigenvalues. Thus the existence of a weak solu-
tion u1, η1 for the transformed weak formulation associated with pairing〈
RTJ−1∂¯h
1
t (h
1u1),ψ1
〉
X
can be derived using the same technique as for the
original weak formulation associated with
〈
∂¯h
1
t (h
1u1),ψ1
〉
X
. Indeed, for
the sake of brevity we point out here only the coercivity of the transformed
viscous form
∫
D
h1RTJ−1eˆh1(u1) : eˆh1(u1)dy ≡
∫
D
h1eˆh1(u
1)RTJ−1eˆh1(u1)dy.
After the orthogonal diagonalization of RTJ−1 with eigenvalues λ1,2 > 0, this
viscous form can be bounded from below with
∫
D
αλmin|eˆh1(u1)|2dy, conse-
quently the generalized Korn inequality, cf. [24], can be applied, see also
lines following (38).
Now we pay attention about the viscous, convective and boundary terms
coming from the replacement of the first pairing on the right-hand side of
(24) according the associated transformed weak formulation. In analogy to
(22) we rewrite them by means of the deformation function h2.
Viscous terms:
The following lemma will be useful to handle the viscous terms.
Lemma 3.1. For the deformation tensor eˆh, see (15), it holds
eˆh1(v) = eˆh2(Rv)− [E(v) + E(v)T ], (25)
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where E(v) = E2(v)Fh1 + E2(v)E3 +∇vE3 (26)
and E2(v) =
[
v1
E
h2
+ h
1−h2
h2
∂y1v1
h1−h2
h2
∂y2v1
−y2∂y1(Ev1) −E∂y2(y2v1)
]
, E = h2∂y1(
h1
h2
), (27)
E3 =
1
2
[
0 0
y2
E
h1
[ 1
h1
− 1
h2
]
]
, Fh1 =
1
2
[
1 0
− y2
h1
∂y1h
1 1
h1
]
. (28)
Proof. Taking into account the definition (19) of the transformation matrix
R, one can easily obtain
∇(Rv) = ∇v +
[
∂y1(
h1
h2
)v1 +
h1−h2
h2
∂v1
∂y1
h1−h2
h2
∂v1
∂y2
−y2∂y1(h2∂y1(h
1
h2
))v1 −h2∂y1(h
1
h2
)∂(y2v1)
∂y2
]
= ∇v + E2(v). (29)
Moreover, it is easy to show that
eˆh(v) = ∇vFh + (∇vFh)T , (30)
see, e.g., [7, Proof of Lemma 3.4]. Therefore we can write
eˆh2(Rv) = ∇(Rv)Fh2 + (∇RvFh2)T = (∇v + E2(v))Fh2 + F Th2(∇vT + E2(v)T ).
One can verify that Fh2 = Fh1 + E3. Inserting this into above equality we
obtain
eˆh2(Rv) = eˆh1(v) + E2(v)Fh1 + F
T
h1E2(v)
T + E2(v)E3 + E
T
3 E2(v)
T
+∇vE3 + ET3∇vT ,
which proves (25).
Now, for the difference of the viscous terms on the right-hand side of (24)
using R = (I + ER) where (ER)11 =
h1−h2
h2
, (ER)21 = −y2h2∂y1(h
1
h2
), (ER)12 =
15
(ER)22 = 0 (see (19)) and Lemma 3.1, one has
µ
ρ
∫ T
0
∫
D
h1RTJ−1eˆh1(u
1) : eˆh1(ψ
1)− h2eˆh2(u2) : eˆh2(ψ2)dy dt (31)
=
µ
ρ
∫ T
0
∫
D
h2Reˆh1(u
1) : Reˆh1(ψ
1)− h2eˆh2(u2) : eˆh2(ψ2)dy dt
=
µ
ρ
∫ T
0
∫
D
h2
[
eˆh1(u
1) : eˆh1(ψ
1) + EReˆh1(u
1) : Reˆh1(ψ
1) + eˆh1(u
1) : EReˆh1(ψ
1)
− eˆh2(u2) : eˆh2(ψ2)
]
dydt
(25)
=
µ
ρ
∫ T
0
∫
D
h2
[ (
eˆh2(Ru
1)− E(u1)− E(u1)T ):(eˆh2(Rψ1)− E(ψ1)− E(ψ1)T )
+ (RTER + E
T
R)eˆh1(u
1) : eˆh1(ψ
1)− eˆh2(u2) : eˆh2(ψ2)
]
dy dt
=
µ
ρ
∫ T
0
∫
D
h2
[
eˆh2(ψ
2) : eˆh2(ψ
2)− (E(u1) + E(u1)T ) : eˆh2(ψ2)︸ ︷︷ ︸
:=I1
− eˆh1(u1) : (E(ψ1) + E(ψ1)T )︸ ︷︷ ︸
:=I2
+ (RTER + E
T
R)eˆh1(u
1) : eˆh1(ψ
1)︸ ︷︷ ︸
:=I3
]
dy dt.
Convective terms:
Recalling (17), we first rewrite the trilinear term using matrix the Fh in (28)
as
Bh(u, z,ψ) = h(u · F Th ∇)z ·ψ.
Thus for the corresponding convective term from the first pairing on the
right-hand side of (24) holds due to the fact that Rψ1 = ψ2, h1J−1 = h2R
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and F−1h2 Fh1 =
h2
h1
R:∫
D
R
T
J
−1Bh1(u
1,u1,ψ1)dy =
∫
D
h1RTJ−1(u1 · F Th1∇)u1 ·ψ1dy
=
∫
D
h2R(u1 · F Th1∇)u1 ·ψ2dy =
∫
D
h2R(u1 · h2
h1
R
TF Th2∇)u1 ·ψ2dy
=
∫
D
h2 h
2
h1
R
(
Ru1 · F Th2∇
)
u1 ·ψ2dy
=
∫
D
J−1 h2
(
Ru1 · F Th2∇
)
(Ru1) ·ψ2︸ ︷︷ ︸−J−1 h2 (Ru1 · F Th2∇) (R)u1 ·ψ2︸ ︷︷ ︸dy,
=
∫
D
J−1 Bh2(Ru
1,Ru1,ψ2) − J−1Th2(Ru1,u1,ψ2)dy,
where we recall J = h
1
h2
, see (19), and Th(Ru, v,ψ) := h
(
Ru · F Th ∇
)
(R)v ·ψ.
Analogously for the second part of the convective term one can obtain∫
D
R
T
J
−1Bh1(u
1,ψ1,u1) =
∫
D
J−1Bh2(Ru
1,ψ2,Ru1)− J−1Th2(Ru1,ψ1,Ru1)dy.
Using the equalities above and the trilinearity of Bh2 , one gets for the differ-
ence ∫
D
R
T
J
−1Bh1(u
1,u1,ψ1)− Bh2(u2,u2,ψ2)dy (32)
=
∫
D
Bh2(Ru
1,Ru1,ψ2)− Bh2(u2,u2,ψ2) + h2−h1h1 Bh2(Ru1,Ru1,ψ2)
−h2
h1
Th2(Ru
1,u1,ψ2)dy
=
∫
D
Bh2(ψ
2,Ru1,ψ2) +Bh2(u
2,ψ2,ψ2) + h
2−h1
h1
Bh2(Ru
1,Ru1,ψ2)
−h2
h1
Th2(Ru
1,u1,ψ2)dy,
Analogously one can obtain for the difference of the second part of convective
term ∫
D
R
T
J
−1Bh1(u
1,ψ1,u1)−Bh2(u2,ψ2,u2)dy (33)
=
∫
D
Bh2(ψ
2,ψ2,Ru1) +Bh2(u
2,ψ2,ψ2) + h
2−h1
h1
Bh2(Ru
1,ψ2,Ru1)
−h2
h1
Th2(Ru
1,ψ1,Ru1)dy.
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The difference of the convective terms on the right-hand side of (24) can
be obtain by subtracting (32) and (33). Using (17) we can finally write∫ T
0
1
2
∫
D
R
T
J
−1[Bh1(u
1,u1,ψ1)−Bh1(u1,ψ1,u1)]dy − bh2(u2,u2,ψ2)dt (34)
=
∫ T
0
bh2(ψ
2,Ru1,ψ2) + h
2−h1
h1
bh2(Ru
1,Ru1,ψ2)
− 1
2
∫
D
h2
h1
[Th2(Ru
1,u1,ψ2)− Th2(Ru1,ψ1,Ru1)]dydt.
Boundary terms:
Note that due to the boundary conditions on Sw, the first component (ψ
i(y1, 1, t))1 =
(ui(y1, 1, t))1 = 0, i = 1, 2. Recalling (20), i.e., (ψ
2)2 = (Rψ
1)2 = R22ψ
1
2 and
R22 = 1, J
−1
22 =
h2
h1
, for the difference of boundary terms we can write
1
2
∫ T
0
∫ L
0
(∂th
1
R
T
22J
−1
22 u
1
2ψ
1
2 − ∂th2u22ψ22)(y1, 1, t)dy1dt (35)
=
1
2
∫ T
0
∫ L
0
∂th
2[J−122 u
1
2R22ψ
1
2 − u22ψ22] + J−122 u12R22ψ12[∂th1 − ∂th2](y1, 1, t)dy1dt
=
1
2
∫ T
0
∫ L
0
∂th
2
[
(h
2
h1
u12 − u22)ψ22
]
+ h
2
h1
u12ψ
2
2∂t[h
1 − h2](y1, 1, t)dy1dt
=
1
2
∫ T
0
∫ L
0
∂th
2|ψ22|2 +
(
h2
h1
∂t[h
1 − h2] + h2−h1
h1
h2t
)
u12ψ
2
2(y1, 1, t)dy1dt.
Let us mention that the first term on the right-hand side of (35) vanishes
in the sum with the boundary term arising on the right-hand side of (24).
Moreover, the pressure terms on Sw can be simplified to∫ T
0
∫ L
0
(RT22J
−1
22 q
1
wψ
1
2 − q2wψ22)(y1, 1, t)dy1dt (36)
=
∫ T
0
∫ L
0
(h
2
h1
q1w − q2w)ψ22(y1, 1, t)dy1dt =
∫ T
0
∫ L
0
(q1w − q2w)ψ22 + h
2−h1
h1
q1wψ
2
2(y1, 1, t).
Concerning the boundary pressure terms on Sin/out note that the second
component of the velocity is zero, thus (ψ2)1 = (Rψ
1)1 = R11ψ
1
1, and J
−1
11 =
18
1. Thus∫ T
0
∫ 1
0
(q1inh
1
R
T
11J
−1
11 ψ
1
1 − q2inh2ψ21)(0, y2, t)dy2dt = (37)∫ T
0
∫ 1
0
(q1inh
1 − q2inh2)ψ21 =
∫ T
0
∫ 1
0
[h1(q1in − q2in) + (h1 − h2)q2in]ψ21(0, y2, t)dy2dt.
In the same way the corresponding difference involving qout can be obtained.
Finally, after replacing the difference of pairings on the right-hand side
of (24) with differences of viscous terms, convective and boundary terms
according to (31), (34) and (35)–(37), respectively, the resulting equation
reads
1
2
∫
D
|ψ2|2(T )h2(T )dy + µ
ρ
∫ T
0
∫
D
h2eˆh2(ψ
2) : eˆh2(ψ
2)dydt (38)
+
1
2E
∫ L
0
|ξ|2(T ) + aE
2
|∂y1 η¯|2 (T ) +
bE
2
|η¯|2(T ) + c
E
∫ T
0
∫ L
0
|∂2y1ξ|2dy1dt
=
∫ T
0
∫
D
E1 ·ψ2 + µ
ρ
h2(I1 + I2)− I3 dy dt
−
∫ T
0
bh2(ψ
2,Ru1,ψ2) + h
2−h1
h1
bh2(Ru
1,Ru1,ψ2) dt
+
∫ T
0
1
2
∫
D
h2
h1
[Th2(Ru
1,u1,ψ2)− Th2(Ru1,ψ1,Ru1)]dy dt.∫ T
0
∫ 1
0
−(q1in − q2in)h1ψ21(0, y2, t) + (q1out − q2out)h1ψ21(L, y2, t)dy2
−
∫ L
0
[
(q1w − q2w) + h
2−h1
h1
q1w +
1
2
(
h2
h1
∂t[h
1 − h2] + h2−h1
h1
h2t
)
u12
]
ψ22(y1, 1, t)dy1dt,
where the error terms E1, I1, I2, I3 are defined in (23), (26), (27), (28), (31),
respectively, and Th(u, v,ψ) := h(u · F Th ∇)(R)v ·ψ.
To derive an appropriate estimate we apply Korn’s first inequality with
variable coefficients, see, e.g., [25], [24] in the second term on the left-hand
side of the above equality. Indeed, using (30) we can write
µ
ρ
∫ T
0
∫
D
h2|eˆh2(ψ2)|2dydt = µ
ρ
∫ T
0
∫
D
h2|∇ψ2Fh2 + (∇ψ2Fh2)T |2,
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where Fh2 = Fh2(y) : Ω¯ → R2×2 is a continuous mapping with det(F 2h ) =
1
h2
> α > 0, cf. (28). Consequently, Corollary 4.1 in [24] implies the existence
of a positive constant cKo such that
µ
ρ
∫
D
h2|eˆh2(ψ2)|2dy ≥ cKoµ
ρ
α
∫
D
|∇ψ2|2dy, ∀ψ2 ∈ Vdiv.
Next we will estimate the terms on the right-hand side of (38) in an
appropriate way to apply the Gronwall lemma.
3.3 Estimate of the right-hand side of (38)
In what follows we use the notation h¯ = h1 − h2. We also express the terms
with E = h2∂y1(
h1
h2
) by means of the differences h¯,
h2E = h2∂y1h
1 − h1∂y1h2 = h1∂y1 h¯− ∂y1h1h¯. (39)
Before we start presenting the estimates, we introduce the following useful
lemma.
Lemma 3.2. For all v in the space Vdiv (defined in (11)), it holds
ess sup
0≤y1≤L
∫ 1
0
|v|2dy2 ≤ c‖v‖L2(D)‖∇v‖L2(D).
Proof. We can write∫ 1
0
|v(y1, y2, t)|2dy2 =
∫ 1
0
|v(0, y2, t)|2dy2 +
∫ y1
0
∂
∂θ
(∫ 1
0
|v(θ, y2, t)|2dy2
)
dθ
=
∫ 1
0
|v(0, y2, t)|2dy2 + 2
∫ y1
0
∫ 1
0
|v(θ, y2, t)|
∣∣∣∣ ∂v∂y1 (θ, y2, t)
∣∣∣∣ dy2 dθ
≤ ‖v‖2L2(Sw) + 2
∫
D
|v||∇v|dy.
Applying the Ho¨lder inequality and using a trace estimate in the first term on
the right-hand side of the last inequality, i.e. ‖v‖L2(∂D) ≤ c‖v‖
1
2
L2(D)‖∇v‖
1
2
L2(D),
cf., e.g., [7, Lemma 3.2], we get from above∫ 1
0
|v(y1, y2, t)|2dy2 ≤ c‖v‖L2(D)‖∇v‖L2(D),
which is valid for each y1 ∈ [0, L]. Taking the essential supremum of
∫ 1
0
|v|2dy2
over all 0 ≤ y1 ≤ L yields the statement of this lemma.
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From now on we use following abbreviations for norms of functions defined
on (0, L): ‖ · ‖∞ := ‖ · ‖L∞(0,L), ‖ · ‖1,∞ := ‖ · ‖W 1,∞(0,L). Moreover, CK,α :=
C(K,α, α−1) denotes a constant depending on the given constants K,α from
(9).
Time derivative error term
Let us first estimate the error term
∫ T
0
∫
D
E1 ·ψ2dydt on the right-hand side
of (38). We first rewrite the components of E1 given by (23) in terms of the
differences of h¯, h¯t, h¯t y1, see also (39),
h1t
h1
− h
2
t
h2
=
h¯t
h1
− h
2
t
h1h2
h¯,
h2∂tE = −h¯
(
h1ty1 +
h2t
h2
h1y1
)
+ h¯y1
(
h1t +
h2t
h2
h1
)
− h¯th1y1 + h¯ty1h1.
We first concentrate on those terms from E1, which do not involve h¯ty1 (see
the last term of h2∂tE). We rewrite E1 = E˜1 − y2u11h¯ty1h1 and estimate the
term
∫ T
0
∫
D
E˜1 ·ψ2dydt first. We have
|E˜1| ≤ CK,α
(
|u1 +∇u1||h¯t|︸ ︷︷ ︸
E˜a1
+ |u1 +∇u1|[|h¯|+ |h¯y1|][|h1t |+ |h1ty1 |+ |h2t |]︸ ︷︷ ︸
E˜b1
)
.
The term containing E˜a1 is now estimated by Lemma 3.2 applied to |ψ2| as
follows:∫ T
0
∫
D
E˜
a
1 ·ψ2dydt ≤ CK,α
∫ T
0
∫ L
0
|h¯t|
∫ 1
0
|u1 +∇u1||ψ2|dy2dy1dt
≤ CK,α
∫ T
0
(
ess sup
0≤y1≤L
∫ 1
0
|ψ2|2
) 1
2
∫ L
0
|h¯t|
(∫ 1
0
|u1 +∇u1|2dy2
) 1
2
dy1dt
≤ CK,α
∫ T
0
‖ψ2‖
1
2
L2(D)‖∇ψ2‖
1
2
L2(D)‖h¯t‖L2(0,L)‖u1‖W 1,2(D)dt.
Employing ‖ψ2‖
1
2
L2(D)‖∇ψ2‖
1
2
L2(D) ≤ c‖ψ2‖W 1,2(D) and using the Ho¨lder and
Young inequalities we get∫ T
0
∫
D
E˜
a
1 ·ψ2dydt
≤ ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+ CεC2K,α‖h¯t‖2L∞(0,T ;L2(0,L))
∫ T
0
‖u1‖2W 1,2(D)dt.
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Using the Ho¨lder and the Young inequalities it follows for the second term,∫ T
0
∫
D
E˜
b
1 ·ψ2dydt
≤ CK,α
∫ T
0
‖u1‖W 1,2(D)‖ψ2‖L2(D)‖h¯‖1,∞
(‖h1t‖1,∞ + ‖h2t‖∞)dt
≤ C
2
K,α
2
‖h¯‖2L∞(0,T ;W 1,∞(0,L))ωh(T ) +
1
2
∫ T
0
‖u1‖2W 1,2(D)‖ψ2‖2L2(D)dt,
where
∫ T
0
‖h1t‖21,∞ + ‖h2t‖2∞dt =: ωh(T ).2 Hence we can summarize that∫ T
0
∫
D
E˜1 ·ψ2dydt (40)
≤ ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+
1
2
∫ T
0
‖u1‖2W 1,2(D)‖ψ2‖2L2(D)dt
+C2K,α
(
Cε‖h¯‖2W 1,∞(0,T ;L2(0,L))
∫ T
0
‖u1‖2W 1,2(D)dt+ ‖h¯‖2L∞(0,T ;W 1,∞(0,L))ωh(T )
)
.
It remains to show the estimate of the term − ∫ T
0
∫
D
y2u
1
1h¯ty1h
1ψ22dydt.
By integration by parts with respect to y1 and due to the zero boundary
conditions for ψ22 on Sin ∪ Sout we can rewrite this term as
−
∫ T
0
∫
D
y2u
1
1h¯ty1h
1ψ22dydt =
∫ T
0
∫
D
y2h¯t(h
1
y1
ψ22u
1
1 + h
1∂y1ψ
2
2u
1
1 + h
1ψ22∂y1u
1
1)dydt.
Thus, by (9) we get,
−
∫ T
0
∫
D
y2u
1
1h¯ty1h
1ψ22dydt ≤ CK,α
∫ T
0
∫
D
|h¯t||∇ψ2||u1|+ |h¯t||ψ2||u1 +∇u1|dydt.
Analogously as in term E˜a1 above, we apply now Lemma 3.2 to |u1| in the first
term and to |ψ2| in the second term on the right-hand side. Consequently
applying the Ho¨lder and Young inequalities we get
−
∫ T
0
∫
D
y2u
1
1h¯ty1h
1ψ22dydt ≤ 2CK,α
∫ T
0
‖h¯t‖L2(D)‖u1‖W 1,2(D)‖ψ2‖W 1,2(D)dt (41)
≤ ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+ CεC2K,α‖h¯t‖L∞(0,T ;L2(0,L))
∫ T
0
‖u1‖2W 1,2(D)dt.
2Let us point out that ωh(T ) ↓ 0 as T ↓ 0. This will be essential in Section 4 in order
to show the contractivity.
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Taking into account estimates (40), (41), we can conclude that∫ T
0
∫
D
E1 ·ψ2dydt (42)
≤ 2ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+
1
2
∫ T
0
‖u1‖2W 1,2(D)‖ψ2‖2L2(D)dt
+C2K,α
(
2Cε‖h¯‖2W 1,∞(0,T ;L2(0,L))
∫ T
0
‖u1‖2W 1,2(D)dt+ ‖h¯‖2L∞(0,T ;W 1,∞(0,L))ωh(T )
)
,
where ωh(T ) :=
∫ T
0
‖h1t‖21,∞ + ‖h2t‖2∞dt and Cε = C(ε−1).
Viscous terms
Let us start with the estimate of term containing I1, cf. (31). We have
µ
ρ
∫ T
0
∫
D
h2I1dydt ≤ µα
−1
ρ
∫ T
0
‖E(u1)‖L2(D)‖Fh2‖∞‖∇ψ2‖L2(D)dt.
Note that by (9) one has ‖Fhi‖∞ ≤ CK,α, i = 1, 2.
Next, we estimate E(u1) = E2(u
1)(Fh1 + E3) + ∇u1E3, cf. (26). The term
E3 given by (28) can be bounded in view of (39) by ‖E3‖∞ ≤ CK,α‖h¯‖1,∞ .
Hence,
‖E(u1)‖L2(D) ≤ CK,α
(‖E2(u1)‖L2(D)(‖h¯‖1,∞+1)+‖∇u1‖L2(D)‖h¯‖1,∞). (43)
In the next step we concentrate on the estimate of ‖E2(u1)‖L2(D). Using (39)
one can easily verify that ∂y1E =
1
h2
(
h1h¯y1y1 − h1y1y1 h¯−
h2y1
h2
(h1h¯y1 − h1y1 h¯)
)
.
Therefore, for the matrix E2(u
1) in (27) it holds
|E2(u1)| ≤ CK,α
[
(|h¯|+ |h¯y1 |)(|u1|+ |∇u1|) (44)
+(|h¯||h1y1y1 |+ |h¯y1y1||h1|)|u1|
]
.
Let us point out that the second derivatives ∂2y1 h¯, ∂
2
y1h
1 only belong to
L2(0, L). Therefore we use Lemma 3.2 to estimate the corresponding terms
in the expression for ‖E2(u1)‖2L2(D) in the follwing way∫
D
|h¯|2|h1y1y1 |2|u1|2 ≤ ‖h¯‖2∞
∫ L
0
|h1y1y1 |2dy1 ess sup
0≤y1≤L
∫ 1
0
|u1|2dy2,
≤ c1‖h¯‖2∞‖h1‖2H2(0,L)‖∇u1‖2L2(D).
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Analogously,∫
D
|h¯y1y1 |2|h1|2|u1|2dy ≤ c2α−1‖h¯‖2H2(0,L)‖∇u1‖2L2(D).
Consequently, taking into account (44) and estimates above we obtain
‖E2(u1)‖L2(D) ≤ CK,α
[‖h¯‖1,∞ + ‖h¯‖∞‖h1‖H2(0,L) + ‖h¯‖H2(0,L)]‖∇u1‖L2(D).(45)
Finally, using (43),(45), Young’s inequality and the fact that ‖h¯‖1,∞ ≤ K,
see (9), we obtain
µ
ρ
∫ T
0
∫
D
h2I1dydt ≤ CK,αµ
ρ
∫ T
0
[‖h¯‖1,∞(1 + ‖h1‖H2(0,L)) (46)
+‖h¯‖H2(0,L)
]‖u1‖W 1,2(D)‖∇ψ2‖L2(D)dt
≤ ε
∫ T
0
‖∇ψ2‖2L2(D)dt+ CεC2K,α‖u1‖2L2(0,T ;W 1,2(D))
.
(
‖h¯‖2L∞(0,T ;W 1,∞(0,L))C2h + ‖h¯‖2L∞(0,T ;H2(0,L))
)
,
where Cε = C
(
ε−1, µ
ρ
)
and
Ch := 1 + ‖h1‖L∞(0,T ;H2(0,L)) + ‖h2‖L∞(0,T ;H2(0,L)) (47)
is bounded.
Now we proceed with the estimate of term containing I2 in (31),
µ
ρ
∫ T
0
∫
D
h2I2dydt ≤ µα
−1
ρ
∫ T
0
‖Fh1‖∞‖∇u1‖L2(D)‖E(ψ1)‖L2(D)dt.
We recall that E(ψ1) = E2(ψ
1)(Fh1 + E3) +∇ψ1E3. Analogously as in (43)
we can bound
‖E(ψ1)‖L2(D) ≤ CK,α
(‖E2(ψ1)‖L2(D)(‖h¯‖1,∞+1)+‖∇ψ1‖L2(D)‖h¯‖1,∞). (48)
Repeating similar estimates as in (44), (45) we obtain
‖E2(ψ1)‖L2(D) ≤ CK,α
[‖h¯‖1,∞(1 + ‖h1‖H2(0,L)) + ‖h¯‖H2(0,L)]‖∇ψ1‖L2(D).(49)
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Consequently, using (48), (49) we arrive at
µ
ρ
∫ T
0
∫
D
h2I2dydt ≤ CK,αµ
ρ
∫ T
0
[‖h¯‖1,∞(1 + ‖h1‖H2(0,L)) (50)
+‖h¯‖H2(0,L)
]‖u1‖W 1,2(D)‖∇ψ1‖L2(D)dt.
In order to replace the norm of ∇ψ1 by the norm of ∇ψ2 we now use the
relation ψ1 = R−1ψ2 cf. (20). One can verify that
|∇(R−1ψ2)| ≤ CK,α|∇ψ2|+
∣∣∂y1(h2h1 )(1− y2h1y1 − h1)− y2h1∂2y1(h2h1 )∣∣|ψ21|
≤ CK,α
(
|∇ψ2|+ |ψ2|(1 + |∂2y1h1|+ |∂2y1h2|)
)
, thus
‖∇ψ1‖L2(D) ≤ CK,α
(
‖ψ2‖W 1,2(D)(1 + ‖h1‖H2(0,L) + ‖h2‖H2(0,L))
)
. (51)
Inserting (51) into (50) we finally obtain an analogous estimate to (46), i.e.,
µ
ρ
∫ T
0
∫
D
h2I2dydt ≤ ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+ C¯εC2K,αC2h‖u1‖2L2(0,T ;W 1,2(D)) (52)
.
(
‖h¯‖2L∞(0,T ;W 1,∞(0,L))C2h + ‖h¯‖2L∞(0,T ;H2(0,L))
)
with C¯ε = C¯
(
ε−1, µ
ρ
)
.
It remains to show the estimate of the term containing I3, cf. (31). Since
ER =
[
h¯
h2
0
−y2E 0
]
and RTER + E
T
R =
[
h¯
h2
h2+h1
h2
+ y22E
2 −y2E
−y2E 0
]
,
with (39) we have ‖RTER + ETR‖∞ ≤ CK,α‖h¯‖1,∞. Thus
µ
ρ
∫ T
0
∫
D
h2I3dydt ≤ µ
ρ
∫ T
0
CK,α‖h¯‖1,∞‖Fh1‖2∞‖∇u1‖L2(D)‖∇ψ1‖L2(D)dt.
Using (51), (47), and by applying Young’s inequality, we get
µ
ρ
∫ T
0
∫
D
h2I3dydt ≤ µ
ρ
∫ T
0
C4K,αCh‖h¯‖1,∞‖∇u1‖L2(D)‖ψ2‖W 1,2(D)dt (53)
≤ ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+ C˜εC8K,αC2h‖u1‖2L2(0,T ;W 1,2(D))‖h¯‖2L∞(0,T ;W 1,∞(0,L)),
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where C˜ε = C¯
(
ε−1, µ
ρ
)
. Summarizing the above estimates of viscous error
terms (46), (52), (53) we finally get
µ
ρ
∫ T
0
∫
D
h2I1 + h
2I2 − h2I3dydt (54)
≤ 3ε
∫ T
0
‖ψ2‖W 1,2(D)dt+ Cε(C2K,α + C8K,α)C2h
.
(
‖h¯‖2L∞(0,T ;W 1,∞(0,L)) + ‖h¯‖2L∞(0,T ;H2(0,L))
)
‖u1‖2L2(0,T ;W 1,2(D)),
where Cε = C
(
ε−1, µ
ρ
) and Ch is given by (47).
Convective terms
We follow with the estimate terms coming from the difference of convective
terms, see (34).
I) Recalling (17), (9) and using ‖R‖∞ ≤ CK,α, cf. (19), for the first term
on the right-hand side of (34) it holds∫ T
0
|bh2(ψ2,Ru1,ψ2)|dt ≤ 1
2
∫ T
0
|Bh2(ψ2,Ru1,ψ2)|+ |Bh2(ψ2,ψ2,Ru1)|dt
≤ CK,α
∫ T
0
∫ D
0
|ψ2|2|∇u1|+ |ψ2||∇ψ2||u1|dy dt.
Further, applying the Ho¨lder inequality, the Sobolev interpolation inequality
in two dimensions: ‖ϕ‖L4(D) ≤ c‖∇ϕ‖1/2L2(D)‖ϕ‖1/2L2(D), and Young’s inequality
ab ≤ εap + Cεb
p
p−1 , Cε = C(ε
−1), 1 < p <∞ (55)
for p = 2, 4 we finally get∫ T
0
|bh2(ψ2,Ru1,ψ2)|dt ≤ CK,α
∫ T
0
‖ψ2‖L2‖∇ψ2‖L2‖∇u1‖L2 (56)
+‖ψ2‖1/2L2 ‖∇ψ2‖3/2L2 ‖u1‖1/2L2 ‖∇u1‖1/2L2 dt
≤ 2ε
∫ T
0
‖∇ψ‖2L2dt+ CI.ε C2K,α
∫ T
0
‖∇u1‖2L2‖ψ2‖2L2dt.
Here we have used the abbreviation ‖ · ‖L2 := ‖ · ‖L2(D). Note that CI.ε is a
constant depending on ε−1 and on the norm ‖u1‖2L∞(0,T ;L2(D)).
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II) With the assistance of (17), (9) and recalling ‖R‖∞ ≤ CK,α we can
write for the second term on the right-hand side of (34)∫ T
0
∣∣∣h2−h1h1 bh2(Ru1,Ru1,ψ2)∣∣∣ dt ≤ CK,α
∫ T
0
‖h¯‖∞
∫
D
|u1||∇u1||ψ2|+ |u1|2|∇ψ2|dydt. (57)
Now, using Ho¨lder and Sobolev inequalities as above we obtain∫ T
0
∣∣∣h2−h1h1 bh2(Ru1,Ru1,ψ2)∣∣∣ dt ≤ (58)
CK,α
∫ T
0
‖h¯‖∞
(
‖∇u1‖
3
2
L2‖u1‖
1
2
L2‖ψ2‖
1
2
L2‖∇ψ2‖
1
2
L2 + ‖u1‖L2‖∇u1‖L2‖∇ψ2‖L2
)
dt.
With additional use of Young’s inequality ab ≤ 1
p
ap + p−1
p
b
p
p−1 , 1 < p < ∞
with p = 4 the first term on the right-hand side of (58) can be bounded from
above by
1
4
∫ T
0
‖ψ2‖2L2‖∇u1‖2L2dt
+
3
4
C
4/3
K,α‖h¯‖4/3L∞((0,T )×(0,L))‖u1‖2/3L∞(0,T ;L2(D))
∫ T
0
‖∇ψ2‖2/3L2 ‖∇u1‖4/3L2 dt.
Consequently, by applying Young’s inequality (55) with p = 3 we get for this
term
1
4
∫ T
0
‖ψ2‖2L2‖∇u1‖2L2dt+ ε
∫ T
0
‖∇ψ2‖2L2dt
+
3
4
CεC
2
K,α‖h¯‖2L∞((0,T )×(0,L))‖u1‖L∞(0,T ;(L2(D))
∫ T
0
‖∇u1‖2L2dt.
The second right-hand side term in (58) can be bounded using Young’s in-
equality (55) with p = 2 by
ε
∫ T
0
‖∇ψ2‖2L2dt+ CεC2K,α‖h¯‖2L∞((0,T×(0,L))‖u1‖2L∞(0,T ;L2(D))
∫ T
0
‖∇u1‖2L2dt.
We finally have∫ T
0
∣∣∣h2−h1h1 bh2(Ru1,Ru1,ψ2)∣∣∣ dt ≤ 14
∫ T
0
‖ψ2‖2L2‖∇u1‖2L2dt (59)
+2ε
∫ T
0
‖∇ψ2‖2L2dt+ CII.ε C2K,α‖h¯‖2L∞((0,T )×(0,L))
∫ T
0
‖∇u1‖2L2dt,
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where CII.ε is a constant depending on ε
−1 and on the norm ‖u1‖L∞(0,T ;L2(D)).
III) Now we estimate the third term on the right-hand side of (34).
Let us remark that with the assistance of (39) one can easily show that
|(∇R)i,j| ≤ CK,α(|h¯|(1 + |h1y1y1 |) + |h¯y1 | + |h¯y1y1 |), compare e.g. the lines
above (44). Thus∫ T
0
∣∣∣h2h1Th2(Ru1,u1,ψ2)∣∣∣ dt ≤ CK,α
∫ T
0
∫
D
|u1|2|ψ2|(‖h¯‖1,∞(1 + |h1y1y1 |) + |h¯y1y1|).
We firstly apply the Ho¨lder inequality with respect to the integral
∫ 1
0
dy2 on
the right-hand side,∫ T
0
∣∣∣h2h1Th2(Ru1,u1,ψ2)∣∣∣ dt ≤
CK,α
∫ T
0
∫ L
0
(‖h¯‖1,∞(1 + |h1y1y1 |) + |h¯y1y1 |)‖u1‖L2(0,1)‖u1‖L4(0,1)‖ψ2‖L4(0,1)dy1dt,
next we apply Lemma 3.2 to ‖u1‖L2(0,1) and the Ho¨lder inequality with re-
spect to the integral
∫ L
0
dy1,∫ T
0
∣∣∣h2h1Th2(Ru1,u1,ψ2)∣∣∣ dt ≤
CK,α
∫ T
0
(‖h¯‖1,∞(1 + ‖h1‖H2(0,L)) + ‖h¯‖H2(0,L))‖∇u1‖ 12L2‖u1‖ 12L2‖u1‖L4‖ψ2‖L4 ,
where ‖ · ‖Lr := ‖ · ‖Lr(D), r = 2, 4. Finally, using the Sobolev interpolations
as in the first item I), Young’s inequalities with p = 4 and (55) with p = 3,
we obtain∫ T
0
∣∣∣h2h1Th2(Ru1,u1,ψ2)∣∣∣ dt (60)
≤ CK,α‖u1‖L∞(0,T ;L2(D))(‖h¯‖L∞(0,T ;W 1,∞(0,L))(1 + ‖h1‖L∞(0,T ;H2(0,L))) + ‖h¯‖L∞(0,T ;H2(0,L))).∫ T
0
‖∇u1‖L2(D)‖ψ2‖1/2L2(D)‖∇ψ2‖1/2L2(D)dt
≤ 1
4
∫ T
0
‖ψ2‖2L2(D)‖∇u1‖2L2(D)dt+ ε
∫ T
0
‖∇ψ2‖2L2(D)dt+
CIII.ε C
2
K,α
(
C2h‖h¯‖2L∞(0,T ;W 1,∞(0,L)) + ‖h¯‖2L∞(0,T ;H2(0,L))
) ∫ T
0
‖∇u1‖L2(D)dt,
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where CIII.ε is a constant depending on ε
−1 and on the norm of u1 in
L∞(0, T ;L2(D)). We recall 1 + ‖h1‖2L∞(0,T ;H2(0,L)) ≤ Ch given by (47).
Thus, since Ch ≥ 1 we can summarize the estimate of the third term on
the right-hand side of (34),∫ T
0
|h2
h1
Th2(Ru
1,u1,ψ2)|dt ≤ 1
4
∫ T
0
‖ψ2‖2L2‖∇u1‖2L2dt+ ε
∫ T
0
‖∇ψ2‖2L2dt (61)
+CIII.ε C
2
K,αC
2
h
[‖h¯‖2L∞(0,T ;W 1,∞(0,L)) + ‖h¯‖2L∞(0,T ;H2(0,L))] ∫ T
0
‖∇u1‖L2(D)dt.
IV) To the estimate the fourth term on the right-hand side of (34) we
proceed analogously as in item III) to come to∫ T
0
∣∣∣h2h1Th2(Ru1,ψ1,Ru1)∣∣∣ dt ≤ CK,α‖u1‖L∞(0,T ;L2(D)). (62)(‖h¯‖L∞(0,T ;W 1,∞(0,L))(1 + ‖h1‖L∞(0,T ;H2(0,L))) + ‖h¯‖L∞(0,T ;H2(0,L))).∫ T
0
‖∇u1‖L2(D)‖ψ1‖1/2L2(D)‖∇ψ1‖1/2L2(D)dt,
cf. (60). Now replacing the norms of ψ1 by norms of ψ2 cf. (20) and (51)
we get constant C2K,α on the right-hand side of (62), however we for the sake
of simplicity we denote it again as CK,α. Moreover additional factor (1 +
‖h1‖L∞(0,T ;H2(0,L)) + ‖h2‖L∞(0,T ;H2(0,L)))1/2 bounded by C
1
2
h , cf. (47), appears.
Thus using Young’s inequalities as above we finally come to∫ T
0
|h2
h1
Th2(Ru
1,ψ1,Ru1)|dt ≤ 1
4
∫ T
0
‖ψ2‖2L2‖∇u1‖2L2dt+ ε
∫ T
0
‖ψ2‖2W 1,2dt (63)
+CIV.ε C
2
K,αC
3
h
[‖h¯‖2L∞(0,T ;W 1,∞(0,L)) + ‖h¯‖2L∞(0,T ;H2(0,L))] ∫ T
0
‖∇u1‖L2(D)dt.
where CIV.ε is a constant depending on ε
−1 and on the norm of u1 in L∞(0, T ;L2(D)),
Ch ≥ 1 is given by (47).
Summarizing the above estimates of convective error terms (56), (59),
(61) and (63) we finally get for the difference of convective terms (34)
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∫ T
0
bh2(ψ
2,Ru1,ψ2) + h
2−h1
h1
bh2(Ru
1,Ru1,ψ2) (64)
− 1
2
∫
D
h2
h1
[Th2(Ru
1,u1,ψ2)− Th2(Ru1,ψ1,Ru1)]dydt.
≤
(
3
4
+ CI.ε C
2
K,α
)∫ T
0
‖ψ2‖2L2‖∇u1‖2L2dt + 6ε
∫ T
0
‖ψ2‖2W 1,2dt
+C2K,α(C
II.
ε + C
III.
ε C
2
h + C
IV.
ε C
3
h)
[‖h¯‖2L∞(0,T ;W 1,∞(0,L)) + ‖h¯‖2L∞(0,T ;H2(0,L))].∫ T
0
‖∇u1‖L2(D) + ‖∇u1‖2L2(D)dt.
Boundary terms
It remains to estimate the boundary terms in (38), cf. (35), (36), (37). This
can be done with the use of the following trace inequality for v ∈ Vdiv,
‖v‖Lr(∂D) ≤ c‖v‖
1
r
L2(D)‖∇v‖
1− 1
r
L2(D), 0 < r <∞,
cf. [7, Lemma 3.2]. As first we demonstrate the estimate of pressure terms
containing qin. The pressure terms on the outflow Sout and the bottom bound-
ary Sw can be bounded analogously. We denote q
1
in − q2in =: q¯in. We have∫ T
0
∫ 1
0
|q1in − q2in||h1|ψ21(0, y2, t)|dy2dt ≤
∫ T
0
α−1‖q¯in‖L2(Sin)‖ψ2‖W 1,2(D)dt
≤ ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+ Cεα−2
∫ T
0
‖q¯in‖2L2(Sin)dt.
The remaining boundary terms on Sw containing h
1− h2 and h1t −h2t can be
estimated as follows. By the Ho¨lder inequality we have∫ T
0
∫ L
0
1
2
∣∣∣∣h2h1
∣∣∣∣ |h1t − h2t ||u12ψ22 |(y1, 1, t) +
∣∣∣∣h2 − h1h1
∣∣∣∣
∣∣∣∣q1w + h2t2 u12
∣∣∣∣ |ψ22(y1, 1, t)|dy1dt
≤
∫ T
0
α−2
2
‖h¯t‖L2(0,L)‖u1‖L4(Sw)‖ψ2‖L4(Sw) + α−1‖q1w‖L2(0,L)‖h¯‖L∞(0,L)‖ψ2‖L2(Sw)
+
α−1
2
‖h¯‖L∞(0,L)‖h2t‖L2(0,L)‖u1‖L4(Sw)‖ψ2‖L4(Sw)dt
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Using the trace argument mentioned above, ‖v‖Lr(Sw) ≤ c‖∇v‖L2(D), r =
2, 4 and applying the Young inequality (55) with p = 2 we obtain for the
remaining boundary terms on Sw
≤ 3ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+ CεC2K,α‖h¯t‖2L∞(0,T ;L2(0,L))
∫ T
0
‖∇u1‖2L2(D)dt,
+CεC
2
K,α‖h¯‖2L∞(0,T ;L∞(0,L))(1 + c2h)
∫ T
0
‖∇u1‖2L2(D) + ‖q1w‖2L2(0,L)dt.
where ch := ‖h2t‖L∞(0,T ;L2(0,L)).
Thus, collecting all estimates of the boundary terms we obtain∫ T
0
∫ 1
0
−(q1in − q2in)h1ψ21(0, y2, t) + (q1out − q2out)h1ψ21(L, y2, t)dy2dt (65)
−
∫ T
0
∫ L
0
(q1w − q2w)ψ22(y1, 1, t) +
h2
2h1
∂t(h
1 − h2)u12ψ22(y1, 1, t)
+ h
2−h1
h1
(
q1w +
h2t
2
u12
)
ψ22(y1, 1, t)dy1dt
≤ 6ε
∫ T
0
‖ψ2‖2W 1,2(D)dt+ C˜εC2K,α
∫ T
0
‖q¯in‖2L2(Sin)+ ‖q¯out‖2L2(Sout)+ ‖q¯w‖2L2(Sw)dt
+C˜εC
2
K,αc˜h(‖h¯‖2W 1,∞(0,T ;L2(0,L)) + ‖h¯‖2L∞(Q))
∫ T
0
‖∇u1‖2L2(D) + ‖q1w‖2L2(0,L)dt,
where Q := (0, T )×(0, L), C˜ε depends on ε−1 and c˜h := 1+‖h2t‖2L∞(0,T ;L2(0,L))
is bounded.
3.4 Final estimate
Let us summarize the above estimates of the right-hand side of (38). Note
that the constants CI.−IV.ε , Ch and c˜h in the estimates (42), (54), (64), (65) de-
pend on the positive powers of the norms ‖ui‖L∞(0,T ;L2(D)), ‖hi‖L∞(0,T ;H2(0,L)), i =
1, 2, cf. (47) and ‖h2‖W 1,∞(0,T ;L2(0,L)), respectively.
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Applying the Korn inequality we finally get from (38):
g(T ) +
αµ
ρ
c˜Ko
∫ T
0
‖ψ2‖2W 1,2(D) +
c
E
‖∂2y1ξ‖2L2(0,L)dt (66)
≤ 17ε
∫ T
0
‖ψ2‖2W 1,2(D) + C1
∫ T
0
‖u1‖2W 1,2(D)‖ψ2‖2L2(D)dt+ ϑ(T ),
where
g(t) :=
α
2
‖ψ2‖2L2(D)(t) +
1
2E
‖ξ‖2L2(0,L)(t)
+
bE
2
‖η¯‖2L2(0,L)(t) +
aE
2
‖∂y1 η¯‖2L2(0,L)(t),
ϑ(t) := C2
∫ t
0
‖q¯in‖2L2(Sin) + ‖q¯out‖2L2(Sout) + ‖q¯w‖2L2(Sw)ds
+ C3ω(t)
[
‖h¯‖2L∞(0,t;W 1,∞(0,L)) + ‖h¯‖2L∞(0,t;H2(0,L)) + ‖h¯‖2W 1,∞(0,T ;L2(0,L))
]
,
ω(t) :=
∫ t
0
‖u1‖W 1,2(D) + ‖u1‖2W 1,2(D) + ‖h1t‖21,∞ + ‖h2t‖2∞ + ‖q1w‖2L2(Sw)ds,
ω(t) ↓ 0 as t ↓ 0, and
C1 = 2 + C
I.
ε C
2
K,α, C2 = CεC
2
K,α,
C3 = C
2
K,α[1 + Cε + CεC
2
h(1 + C
6
K,α) + C
II.
ε + C
2
hC
III.
ε + C
3
hC
IV.
ε + Cεc˜h],
here Cε denotes a constant depending on ε−1 and CK,α.
Now, we chose an ε small enough such that αµ
ρ
c˜Ko − 17ε ≥ αµ2ρ c˜Ko, i.e.
ε ≤ αµ
34ρ
c˜Ko. Thus, the constants of type Cε (and consequently the constants
C1, C1, C3) depend on (
αµ
ρ
c˜Ko)
−1. By this choice of ε, the inequality (66)
yields
g(T ) +
αµ
2ρ
c˜Ko
∫ T
0
‖ψ2‖2W 1,2(D) +
c
E
‖∂2y1ξ‖2L2(0,L)dt (67)
≤ C1
∫ T
0
‖u1‖2W 1,2(D)‖ψ2‖2L2(D)dt+ ϑ(T ).
Moreover, (66), (67) are also valid for all fixed t, 0 ≤ t ≤ T . Therefore after
replacing T by t and omitting positive terms in (67) we obtain
g(t) ≤ ϑ(t) + C4
∫ t
0
‖u1‖2W 1,2(D)(s)g(s)ds, C4 = 2C1α−1.
Since ‖u1‖2W 1,2(D) ≥ 0 is an integrable in time and ϑ ≥ 0 is a continuous
non-decreasing function of time, the Gronwall lemma, see e.g., [26, Lemma
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8.2.29], yields,
g(t) ≤ ϑ(t) + C4
∫ t
0
‖u1‖2W 1,2(D)(s)ϑ(s)eC4
∫ t
s
‖u1‖2
W1,2(D)
(τ)dτ
ds, (68)
≤ ϑ(t)
(
1 + C4e
C4
∫ t
0
‖u1‖2
W1,2(D)
(s)ds
∫ t
0
‖u1‖2W 1,2(D)(s)ds
)
≤ C5ϑ(t).
Here C5 depends on α, α
−1, K, (µ/ρ)−1c˜−1Ko and on the norms ‖ui‖L∞(0,t;L2(D)),
‖hi‖L∞(0,t;H2(0,L)), i = 1, 2, ‖h2‖W 1,∞(0,t;L2(0,L)), specified above.
Since ‖ψ2‖2L2(D)(t) ≤ 2α−1g(t), and g(t) ≤ C5ϑ(t), see (68), the right-
hand side of (67) can now be bounded by
C1
∫ t
0
‖u1‖2W 1,2(D)‖ψ2‖2L2(D)ds+ ϑ(t) ≤
C12α
−1C5
∫ t
0
‖u1‖2W 1,2(D)ϑ(s)ds+ ϑ(t) ≤
ϑ(t)(1 + C12α
−1C5)
∫ t
0
‖u1‖2W 1,2(D)(s)ds ≤ C6ϑ(t),
and we finally get, cf. (67),
g(t) +
∫ t
0
αµ
2ρ
c˜Ko‖ψ2‖2W 1,2(D) +
c
E
‖∂2y1ξ‖2L2(0,L)dt ≤ C6ϑ(t), (69)
where the constant C6 depends on α, α
−1, K, (αµ
2ρ
c˜Ko)
−1 and on the norms
of the weak solution ‖ui‖L∞(0,T ;L2(D)) and the data hi in L∞(0, T ;H2(0, L))∩
W 1,∞(0, T ;L2(0, L)), i = 1, 2. Here g(t), ϑ(t) are defined in (66). Thus,
with notations from (20) and ξ := E(η1t − η2t ), η¯ := η1 − η1, we proved the
following theorem.
Theorem 3.1 (Continuous dependence on data).
Let (u1, η1), (u2, η2) be two weak solutions of the initial boundary value prob-
lem (1)–(8) transformed to the rectangular fixed rectangular domain D satis-
fying (13). Let the corresponding domain deformation be given by some func-
tions h1, h2 satisfying (9). Let the transformed boundary pressures q1in/out/w
and q2in/out/w belong to L
2(0, T ;L2(Sin/out/s)), respectively. Then for almost
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all t ∈ (0, T ) it holds:
α
2
‖Ru1 − u2‖2L2(D)(t) +
αµ
2ρ
c˜Ko
∫ t
0
‖Ru1 − u2‖2W 1,2(D)ds (70)
+
E
2
‖η1t − η2t ‖2L2(0,L)(t) +
bE
2
‖η1 − η2‖2L2(0,L)(t) +
aE
2
‖η1y1 − η2y1‖2L2(0,L)(t)
+cE
∫ t
0
‖η1t − η2t ‖2H2(0,L)ds
≤ C7
(∫ t
0
‖q1in − q2in‖2L2(0,L) + ‖q1out − q2out‖2L2(0,L) + ‖q1w − q2w‖2L2(0,1)ds
+ω(t)
[
‖h1 − h2‖2W 1,∞(0,t;L2(0,L)) + ‖h1 − h2‖2L∞(0,t;H2(0,L))
])
,
where
ω(t) =
∫ t
0
‖u1‖W 1,2(D)+ ‖u1‖2W 1,2(D)+ ‖h1t‖2W 1,∞(0,L)+ ‖h2t‖2L∞(0,L)+ ‖q1w‖2L2(Sw)ds
and ω(t) ↓ 0 for t ↓ 0.
Here c˜Ko is the coercivity constant of the viscous form coming from the Korn
inequality, α, K are given by (9), µ, ρ, E, a, b, c are given by the physical
model and C7 ≡ (C2 + C3)C6 (see the proof above) is a constant depending
on α, α−1, K, c˜−1Ko and on the norms ‖hi‖L∞(0,T ;H2(0,L)), ‖hi‖W 1,∞(0,T ;L2(0,L)),
‖ui‖L∞(0,T ;L2(D)), i = 1, 2.
Let us note that the reason for presence of matrix R = JJ−1, cf. (19), in
the above estimate lies in the fact that the domain of definition for solutions
v1 and v2 differs due to the coupling with the domain deformation. We recall
that
∫
Ω(h1)
v1(X, t)dX =
∫
Ω(h2)
v1(Φ(x), t)Jdx =
∫
Ω(h2)
v˜1(x, t)Jdx, where Φ :
Ω(h2)→ Ω(h1) and J = det J, J = dX
dx
.
Remark 3.1.
Since u1 − u2 = Ru1 − u2 + ERu1, see the lines before (31), we can write
‖u1 − u2‖W 1,2(D) ≤ ‖Ru1 − u2‖W 1,2(D) + ‖ERu1‖W 1,2(D).
Since the components of the matrix ER contain h¯ and E, see (39), with the
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assistance of (9) and Lemma 3.2 we finally get3
‖u1 − u2‖L2(D) ≤ ‖Ru1 − u2‖L2(D) + CK,α‖h¯‖W 1,∞(0,L)‖u1‖L2(D)‖h1‖W 1,∞(0,L),
‖u1 − u2‖W 1,2(D) ≤ ‖Ru1 − u2‖W 1,2(D) + CK,α‖h¯‖W 1,∞(0,L)‖u1‖W 1,2(D)
+CK,α(‖h¯‖H2(0,L) + ‖h¯‖L∞(0,L)‖h1‖H2(0,L))‖u1‖W 1,2(D).
Hence for h1 → h2 inW 1,∞(0, T ;L2(0, L))∩H1(0, T ;H20(0, L)) and g1in/out/w →
g2in/out/w in L
2(0, T ;L2(∂D)) the above estimates and (70) imply that
‖u1 − u2‖L2(0,T ;W 1,2(D))∩L∞(0,T ;L2(D)) → 0. Thus the weak solution is contin-
uously dependent on the domain deformation and the boundary pressure.
⋄
Corollary 3.1 (Uniqueness of the weak solution).
If the boundary conditions for the pressure as well as the boundary deforma-
tion coincide for both solutions, i.e., q1in = q
2
in, q
1
out = q
2
out, q
1
w = q
2
w, h
1 =
h2 := h, then there exists a unique weak solution to the problem (1)–(8) on
Ω(h), i.e., to the problem linearized with respect to the geometry in the sense
of (9)–(18).
Proof. The proof is a consequence of Theorem 3.1. Note that for h1 = h2 we
have R = I in (70).
4 Fixed point procedure
with respect to the geometry
In the previous section we have proven uniqueness of the weak solution (u, η)
defined on Ω(h) given by some sufficiently smooth functions δ, R0, h := R0+δ
satisfying (9). This allows us to consider the following fixed point procedure
with respect to the geometry of the computational domain. We consider a
mapping F that is well defined through the weak formulation on Ω(h) (or
its transformed form (13)). It maps the given function δ to the unique weak
solution η, F(δ) = η. Once there exists a fixed point of this mapping, the
original fluid-structure interaction problem (1)–(8) is solved. Let us point
out that the Schauder fixed point argument yields the existence (but not
uniqueness) of the weak solution to similar problems, see [5, 6, 16, 7, 8].
Uniqueness for similar problems for Newtonian fluids has been shown e.g. in
3with analogous consideration as estimates in (44), (45).
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[10] by deriving an additional estimate on the continuous dependence on the
initial data.
In the following procedure we apply the Banach fixed point theorem and
obtain a unique fixed point η⋆ = F(η⋆). Using this fixed point argument we
prove at the same time the convergence of the iterative process ηk = F(ηk−1),
i.e. the convergence of the global iterative method with respect to the domain
geometry. Additionally, Theorem 3.1 implies uniqueness of u, thus we finally
obtain uniqueness of the (complete) weak solution (u, η) obtained by this
iterative procedure.
We consider following iterative process with respect to η;
Let δ = ηk−1, k = 1, 2, . . . , with given η0, e.g., η0 = 0. Let (uk, ηk) be the
weak solution obtained on Ω(h) = Ω(R0 + η
k−1), i.e., (uk, ηk) satisfies (13)
for h = R0 + η
k−1.
We define the space Z := H1(0, T ;H20(0, L))∩W 1,∞(0, T ;L2(D)) and the
mapping
F : Bα ⊂ Z → Z, F(ηk−1) = ηk. (71)
Here Bα is a ball in space Z chosen such that the necessary properties of
the domain deformation from (9), avoiding the contact of the deforming wall
with the fixed bottom boundary 4, are guaranteed. Let us specify Bα in
more details. Let 0 < α < 1, R0 ∈ C2[0, L], 0 < Rmin ≤ R0 ≤ Rmax,
{Rmin, Rmax} ∈ R+ be given. Moreover let α be such that
α < min{Rmin, (Rmin +Rmax)−1}. (72)
We define
Bα = {η ∈ Z s.t. η(y1, 0) = ηt(y1, 0) = ηy1(y1, 0) = 0, ‖η‖Z ≤ Rmin − α}. (73)
In what follows we show that each η ∈ Bα satisfies properties (9) for suf-
ficiently small time T and small boundary pressures. Indeed, due to Z ⊂
C(0, T ;C1[0, L]) and the zero initial conditions there exists a time Tα such
that it holds for each η ∈ Bα:
max
0≤t≤Tα, 0≤y1≤L
|η(y1, t)| = ‖η‖C([0,Tα]×[0,L]) ≤ Rmin − α.
4The condition α ≤ R0 + η ≤ α−1 in (9) avoids the contact of the moving wall with
the fixed bottom boundary for α > 0.
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Then the condition α ≤ R0 + η ≤ α−1 is satisfied for each η ∈ Bα and for all
t ≤ Tα, where α is given by property (72).
Moreover since ηt(y1, 0) = ηy1(y1, 0) = 0 ∀y1 ∈ [0, L], there exists a maximal
time TK such that∫ TK
0
|ηt(y1, s)|2ds+ |ηy1(y1, t)|2 ≤ K ∀y1 ∈ [0, L], ∀t ∈ [0, TK ].
Thus, each function from Bα fulfills both properties (9) for all y1 ∈ [0, L] and
sufficiently small time T˜ = min{Tα, TK} and it is an admissible function for
the domain deformation in view of our approximation.
In order to apply the Banach fixed point theorem to our mapping F we
have to verify that this mapping is “onto”, i.e., F(Bα) ⊆ Bα. Indeed for
ηk−1 ∈ Bα the weak solution obtained using h = R0 + ηk−1 satisfies the
following a priori estimate shown in [7, Section 5, cf. (5.1) and (4.7)],
‖uk‖2L∞(0,T ;L2(D)) + ‖uk‖2L2(0,T ;W 1,2(D))
+‖ηk‖2L∞(0,T ;H1(0,L)) + ‖ηkt ‖2L∞(0,T ;L2(0,L)) + ‖ηkt ‖2L2(0,T ;H2(0,L))
≤ C(α, α−1)(1 +HeH)
(
T‖R0‖2C2[0,L] +
∫ T
0
‖q∂D‖2L2(∂D)dt
)
, (74)
where H ≤ ∫ T
0
|ηk−1t | + |ηk−1t |2dt for all y1 ∈ [0, L] and ‖q∂D‖2L2(∂D) repre-
sents the sum of the norms of the boundary pressures, i.e., ‖q∂D‖2L2(∂D) :=
‖qin‖2L2(Sin)+‖qout‖2L2(Sout)+‖qw‖2L2(Sw). Note, that due to (9) which is fulfilled
by all ηk, k = 1, 2, . . . , for T˜ specified above, H is also uniformly bounded
with H ≤ √TK + K for a final time T ≤ T˜ . Thus the right-hand side of
(74) can be bounded uniformly in k. Moreover, (74) implies that
‖ηk‖2Z ≤ C(α, α−1)(1+(
√
TK+K)e(
√
TK+K))
(
T‖R0‖2C2[0,L] +
∫ T
0
‖q∂D‖2L2(∂D)
)
for T ≤ T˜ . Therefore, for given α, K and sufficiently small time T =: Tmax ≤
T˜ we get ‖ηk‖Z ≤ Rmin − α. Consequently, F(Bα) ⊆ Bα for small enough
final time Tmax.
The next step is to verify the contractivity of the mapping F , i.e., to
show for δ1 6= δ2, δ1 := η1, k−1, δ2 := η2, k−1 and F(δ1) = η1, k, F(δ2) = η2, k
that
‖F(δ1)− F(δ2)‖Z ≤ q‖δ1 − δ2‖Z , where q < 1. (75)
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Theorem 3.1 from the previous section provides the essential estimate to
prove the contractivity. Indeed, (70) implies for q1in = q
2
in, q
1
out = q
2
out, q
1
w = q
2
w
that
‖η1, k − η2, k‖2W 1,∞(0,t;L2(D))∩H1(0,t;H2(D))
≤ C(E, a, b, c)C7 ω(t)‖η1, k−1 − η2, k−1‖2W 1,∞(0,t;L2(D))∩H1(0,t;H2(D)),
where ω(t) ↓ 0 as t ↓ 0. The constant C(E, a, b, c) depends only on physical
data, whereas the constant C7 depends onK,α, α
−1, on Ch, cf. (47), on c˜h, cf.
(65) and onCI.−IV.ε , thus C7 contains positive powers of ‖ηi, k−1‖L∞(0,T ;H2(0,L)),
‖ηi, k−1‖W 1,∞(0,T ;L2(0,L)), ‖ui, k‖L∞(0,T ;L2(D)), i = 1, 2. Estimate (74) and
analogous consideration as above imply ‖ui, k‖L∞(0,T ;L2(D)) ≤ Rmin − α for
sufficiently small T ≤ Tmax as well as Ch ≤ 1 + 2(Rmin − α) and c˜h ≤
(1 + (Rmin − α). Thus C7 can be bounded from above with some constant
independent of k.
In view of this considerations (75) holds with q = C(E, a, b, c)C7ω(t) for
sufficiently small t ≤ Tmax such that ω(t) < 1C(E,a,b,c)C7 . We have shown, that
the mapping F is a contraction.
Finally, the Banach fixed point theorem, see, e.g., [27, Theorem 1.5],
implies that for sufficiently small time and 0 < α < 1 satisfying (72) there
exists one and only one fixed point η⋆ of the mapping F defined in (71), η⋆ =
F(η⋆). Moreover, the iterative process ηk = F(ηk−1) converges, i.e., ηk → η⋆
in Z. The continuous dependence of the fluid velocity u on the domain
deformation (Theorem 3.1) and Corollary 3.1 applied for h1 = R0 + η
⋆, h2 =
R0 + η
k imply moreover the convergence of uk → u⋆ in L2(0, T ;W 1,2(D)) ∩
L∞(0, T ;L2(D)) and the uniqueness of the weak solution (u⋆, η⋆) defined on
Ω(η⋆).
Thus, we have proven that the global iterative method with respect to
the domain deformation, used in our numerical approximation of the problem
(1)–(8), see [1, 2, 28], converges at least for sufficiently small time. In this
construction of the solution the contact of the moving wall with the fixed
bottom boundary is avoided.
Concluding remarks
In [7], [8] we have studied the existence of weak solution to the similar fluid-
structure interaction problem for shear-dependent fluids with viscosity obey-
ing the power-law µ(|e(v)|) = µ(1 + |e(v)|2) p−22 for p ≥ 2. In that case the
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corresponding space of weak velocities is Lp(0, T ;W 1,p(D)). Therefore, the
norms ‖h1 − h2‖ on the right-hand side of estimate (70) would appear with
powers 2 and p′ < 2, where 1
p
+ 1
p′
= 1. This leads to a difficult problem, since
such an estimate would only imply ‖F(δ1)−F(δ2)‖Z ≤ q‖δ1−δ2‖p
′/2
Z , q < 1,
compare (75). This estimate does not imply the Cauchy-property of the se-
quence ηk, that is essential for the limiting process k → ∞ in the proof the
Banach fixed point theorem and consequently for the existence of a fixed
point.
Another challenge is to show the continuous dependence of the weak so-
lution on initial data for a shear-dependent power-law fluid and to generalize
the result for Newtonian fluids from [10]. In this case, again, due to the Lp-
structure of the fluid velocity, the estimate of the viscous term may cause a
difficulty, since except of the p-th power of the gradients of the weak solution
it also contains the term ∂2y1(
h1
h2
), cf. (27), that is only bounded in L2(0, L).
Thus, more regularity of the weak solution would be necessary for the corre-
sponding estimates. In this case the so called weak - strong uniqueness would
be an interesting tool to study such fluid-structure interaction problems for
power-law fluids. This may be a goal of our future work.
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A Compactness argument for the (κ, ε)-approximate
weak solution
The existence of a weak solution to the problem (1)–(8) on the deformable do-
main Ω(h) moving according to the a priori given function h(y1, t), cf. (9), for
power-law fluids has been studied in our previous work [7] by transformation
to the fixed rectangle domain D. See also [3] for similar result for Newtonian
fluid. We have applied the artificial compressibility method in order to handle
the divergence-free condition and regularized it using the parabolic equation
for pressure ε∂tp − ε∆p + divv = 0. Moreover, the fluid-structure coupling
condition on the moving boundary (2), (3) has been approximated by intro-
duction of the semi-pervious boundary, see [7, (2.6)–(2.7)] for more details.
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Condition (3) has been replaced by κ(∂tη− v2|Γw), where κ is a penalization
parameter; the original coupling condition is satisfied for κ =∞.
Taking κ = ε−1, the passage to the limit in the (κ, ε)-approximate weak
solution (uκ, qκ, σκ), uκ := uκ,ε, qκ := qκ,ε, σκ := ∂tηκ,ε for ε → 0, κ → ∞
has been performed at once. Here qκ,ε(y, t) = pκ,ε(x, t)/ρ denotes the pres-
sure transformed to fixed domain D. For the limiting process in our (κ, ε)-
approximate weak formulation the strong convergence uκ → u is necessary.
Since the a priori estimates for ∂tuκ depend on ε, κ, the classical Lions-Aubin
compactness argument cannot be applied. The strong convergence for simi-
lar artificial compressibility approximation on fixed domains has been shown
in [29, Ch. III., Th. 8.1] by the compactness argument involving fractional
time derivatives [29, Ch. III., Th. 2.2] and the Fourier transform. However,
due to difficulties related to the moving domain and transformed differential
operators depending on time, this approach seems to be inappropriate for
deformable domains.
In our approach we used a compactness criterion based on integral equicon-
tinuity in time [30, Lemma 1.9]. The integral equicontinuity estimates have
been shown in our previous works, see [7, (5.4)], [3, (8.4)]. However, some
terms containing the velocity divergence has not been treated carefully in the
mention works, the dependence of equicontinuity estimates on ε has been ig-
nored.
In the following lines we present a corrected proof of those integral equicon-
tinuity estimate for uκ, which is independent on ε. To this end we however
shall simplify our artificial compressibility condition and consider only elliptic
equation for pressure,
−ε∆pκ + divvκ = 0 in Ω(h), ∇pκ · n = 0 on ∂Ω(h),
∫
Ω(h)
pκ = 0
in our (κ, ε)-approximation of (1)–(8). Note, that the proof of existence of
weak solution for fixed ε, κ with only the elliptic (instead of parabolic) com-
pressibility approximation can be obtained analogously as the proof in [7,
Section 4], compare also [3], using the same techniques. Here the coerciv-
ity of the bilinear form arising in the pressure equation is now guaranteed
due to the average condition
∫
Ω(h)
pκ = 0 (Poincare´-Wirtinger inequality).
Repeating the estimation process from [7] we obtain the first a priori esti-
mates for uκ(y, t) = vκ(x, t) and ηκ(x1, t). For the pressure one gets now
pκ(x, t) = qκ(y, t) ∈ L2(0, T ;H1(D)). These estimates are, similarly as in
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[7, 3] independent on κ, ε. Using the pressure equation (i.e. considering zero
test function for uκ, ηκ) we obtain by letting κ→∞, that the weak limit of
uκ is divergence free almost everywhere, compare [7, Section 5] .
Now we concentrate on the proof of the compactness of uκ. In what
follows we show the integral equicontinuity for uκ, which is independent on ε.
Note, that terms coming from the divergence of the velocity and the pressure
gradient are bounded by a priori estimates with c/
√
ε for some constant c,
i.e., not uniformly in ε. The crucial idea in our new proof is to eliminate
these terms by choosing appropriate test functions involving the so called
Piola transformation of the solution.
The corresponding (κ, ε)-approximate weak formulation of the coupled
problem with elliptic compressibility approximation reads as follows:∫ T
0
−
〈
∂t(huκ),ψ
〉
dt = (76)∫ T
0
{∫
D
−∂h
∂t
∂(y2uκ)
∂y2
·ψ − hqκdivhψ + hdivhuκφ dy
+ ((uκ,ψ))h + bh(uκ,uκ,ψ) + εa1(qκ, φ)
+
∫ 1
0
h(L)qout(y2, t)ψ1 (L, y2, t)− h(0)qin(y2, t)ψ1 (0, y2, t) dy2
+
∫ L
0
(
qw +
1
2
∂h
∂t
u2,κ + κ(u2,κ − σκ)
)
ψ2 (y1, 1, t)dy1
+
∫ L
0
∂σκ
∂t
ξ + c
∂2σκ
∂y21
∂2ξ
∂y21
+ a
∂
∂y1
(∫ t
0
σκ(y1, s)ds
)
∂ξ
∂y1
(y1, t)
− a∂
2R0
∂y21
ξ + b
∫ t
0
σκ(y1, s)ds ξ(y1, t) +
κ
E
(σκ − u2,κ)ξ dy1
}
dt
for every (ψ, φ, ξ) ∈ H10 (0, T ;V ) × L2(0, T ;H1(D)) × L2(0, T ;H20(0, L)),
where V ≡ {W 1,2(D); w1 = 0 on Sw, w2 = 0 on Sin ∪ Sout ∪ Sc}, cf.
(15), (16) and the definition of the form a1(·, ·) in [7, (2.10)].
Let us first specify appropriate test functions in order to obtain the inte-
gral equicontinuity estimate. By similar procedure as in [7, p. 221-222], i.e.
considering test functions χδ(s)(ψ, φ, ξ), where χδ(s) is a smooth approxima-
tion of the characteristic function of the interval (t, t+τ), ψ = ψ(y, s) is now
a time-dependent function, φ(y), ξ(y1) are time-independent, and letting the
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smoothness parameter δ → 0 we obtain from (76)
−
∫ T−τ
0
∫
D
[(huκψ)(y, t+ τ)− (huκψ)(y, t)]dy (77)
+
∫ L
0
[σκ(y1, t+ τ)− σκ(y1, t)]ξ(y1)dy1 dt
=
∫ T−τ
0
∫ t+τ
t
∫
D
{
h(y1, s)divh(s)uκ(y, s)φ(y)− (hqκ)(y, s)divh(s)ψ(y, s)
−huκ(y, s) · ∂tψ(y, s) + . . .} dy ds dt.
Note that in our case the operator of divergence depends on h(y1, t), thus
on time. In order to commute the integral
∫ t+τ
t
ds with the divh - operator
and to eliminate the divergence terms on the right-hand side of (77) we
rewrite them in terms of the time independent div - operator using the Piola
transformation.
We consider the Piola transformation vP (y, t) : D × [0, T ] → R2 of our
velocity field v : Ω(h)× [0, T ]→ R2, compare e.g., [31, Chapter II]
vP (y, t) := det(∇L(y, t))∇L−1(y, t)v(x, t),
where the mapping L(y, t) def= (y1, y2h(y1, t)) = x(t) ∈ Ω(h) describes the
transformation of variables between Ω(h) and D,
∇L = dx
dy
=
[
1 0
y2∂y1h h
]
=: J, ∇L−1 =
[
1 0
−y2
h
∂y1h
1
h
]
=: J−1, (78)
compare also (19) for h1 ≡ h, h2 ≡ 1. Replacing v(x, t) by u(y, t) we rewrite
the Piola transformation as
vP (y, t) = JJ
−1(y, t)u(y, t) = R(y, t)u(y, t),
where R := JJ−1 and J := det(∇L) = h. Note that since J−1 = J−1cofJT
we have R = cofJT . Now let us denote the divergence operators with respect
to fixed and moving coordinates as divu(y, t) := ∂y1u1+∂y2u2, divxv(x, t) :=
∂x1v1 + ∂x2v2, respectively. From the Piola identity: div (cof∇L) = 0 and
the transformation of the differential operator 5 it follows that
div vP (y, t) = J(y, t)divx v(x, t),
5div vP (y, t) = div(Ru(y, t)) = 0 + (R
T∇y) · u(y, t) = (RT∇LT∇x) · v(x, t) =
J(y, t)divxv(x, t).
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i.e., divergence of the velocity with respect to time dependent coordinates x(t)
can be expressed by means of the divergence in time-independent coordinates
y of its Piola transformation. Thus,
J(y, t)divx v(x, t)
[
≡ h(y1, t)divh(y1,t)u(y, t)
]
= div (R(y, t)u(y, t)). (79)
With the assistance of (79) we obtain for the divergence terms on the right-
hand side of (77),∫ T−τ
0
∫
D
[
div
(∫ t+τ
t
(Ruκ)(y, s)ds
)
φ(y)−
∫ t+τ
t
qκ(s)div (Rψ)(y, s)ds
]
dy dt.
(80)
Now, let us consider the following test functions
ψ(y, s) = R−1(y, s) [(Ruκ)(y, t+ τ)− (Ruκ)(y, t)] , (81)
φ(y; t) = qκ(y, t)− qκ(y, t+ τ),
ξ(y1; t) = σκ(y1, t+ τ)− σκ(y1, t),
where s ∈ [t, t+ τ ] and t ∈ [0, T − τ ] is fixed. Let us insert the test functions
(81) into (80). Using the following notations
U(t) :=
∫ t+τ
t
R(s)uκ(s)ds, V (t) :=
∫ t+τ
t
qκ(s)ds,
(80) can be rewritten as
−
∫ T−τ
0
∫
D
[
V ′(t)divU(t) + V (t)divU ′(t)
]
dydt
=
∫
D
V (0)divU(0)− V (T − τ)divU(T − τ) dy
=
∫
D
∫ τ
0
qκds
∫ τ
0
div(Ruκ)ds−
∫ T
T−τ
qκds
∫ T
T−τ
div(Ruκ)ds dy.
According to the above considerations using the test functions (81) we finally
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obtain from (77),∫ T−τ
0
∫
D
[
(huκ)(t+ τ) ·R−1(t+ τ)− (huκ)(t) · R−1(t)
][
(Ru)(t+ τ)− (Ru)(t)]dy
+
∫ L
0
[σκ(t+ τ)− σκ(t)]2 dy1 dt =
−
∫
D
∫ τ
0
qκ(s) ds
∫ τ
0
h(s)divh(s)uκ(s) ds︸ ︷︷ ︸
I
+
∫ T
T−τ
qκ(s) ds
∫ T
T−τ
h(s)divh(s)uκ(s) ds dy︸ ︷︷ ︸
II
+
∫ T−τ
0
∫ t+τ
t
∫
D
hu(s) · (∂tR−1(s))
[
(Ru)(t + τ)− (Ru)(t)] dy ds︸ ︷︷ ︸
III
dt+ . . . (82)
In what follows we show, that the terms I, II on the right-hand side of
(82) can be estimated with τCK,α independently on ε, where CK,α is some
constant dependent on α,K, cf. (9). We will demonstrate this estimate
for term I, term II can be estimated analogously. Using the equation for
pressure, i.e., inserting test functions (0, φ, 0) into (76), integrating it over∫ τ
0
ds instead of
∫ T
0
dt, where τ < T is fixed, and using time-independent test
function φ(y ; τ) =
∫ τ
0
qκ(y, s)ds we obtain
I = ε
∫ τ
0
a1(qκ(y, s), φ(y; τ))ds.
From the definition of a1(·, ·), see [7, (2.10)] and (9) it follows
I ≤ CK,α
∫ τ
0
‖√ε∇qκ(s)‖L2(D)ds
∥∥∥ ∫ τ
0
√
ε∇qκ(s)ds
∥∥∥
L2(D)
.
Since by the Ho¨lder inequality we have∫ τ
0
‖√ε∇qκ‖L2(D)ds ≤ τ 12‖
√
εqκ‖L2(0,T ;H1(D)),
∥∥∥ ∫ τ
0
√
ε∇qκ(s)ds
∥∥∥2
L2(D)
≤ τ
∫
D
∫ τ
0
|√ε∇qκ|2(y, s)ds dy ≤ τ‖
√
εqκ‖2L2(0,T ;H1(D)),
we finally obtain
I ≤ τCK,α‖
√
εqκ‖2L2(0,T ;H1(D)) ≤ cτ. (83)
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Now we rewrite the first term on the left-hand side of (82) by means of square
of time differences. To this end we first rewrite it as∫ T−τ
0
∫
D
[
(R−Thuκ)(t+ τ)− (R−Thuκ)(t)
] · [(Ruκ)(t+ τ)− (Ruκ)(t)]dy dt (84)
=
∫ T−τ
0
∫
D
[
(JTuκ)(t+ τ)− (JTuκ)(t)
] · [(Ruκ)(t + τ)− (Ruκ)(t)]dy dt,
here we have used R−T = h−1JT .
Further, since JTuκ · Ruκ = RTJTuκ · uκ = h|uκ|2, we can rewrite equality
(84) in terms of square of the time difference of
√
huκ and an additional term
IV as follows.∫ T−τ
0
∫
D
[
(JTuκ)(t+ τ)− (JTuκ)(t)
] · [(Ruκ)(t+ τ)− (Ruκ)(t)] dy dt (85)
=
∫ T−τ
0
∫
D
[
(
√
huκ)(t+ τ)− (
√
huκ)(t)
]2
dy dt+ IV, where
IV :=
∫ T−τ
0
∫
D
2(
√
huκ)(t+ τ) · (
√
huκ)(t)
−(JTuκ)(t) · (Ruκ)(t + τ)− (JTuκ)(t + τ) · (Ruκ)(t)dy dt.
Due to Ruκ = (
√
hJ−1)(
√
huκ) , the term IV can be rewritten as
IV =
∫ T−τ
0
∫
D
(JTuκ)(t+ τ) ·
[
(
√
hJ−1)(t+ τ)− (
√
hJ−1)(t)
]
(
√
huκ)(t)
+ (JTuκ)(t) ·
[
(
√
hJ−1)(t)− (
√
hJ−1)(t + τ)
]
(
√
huκ)(t+ τ)dy dt
=
∫ T−τ
0
∫
D
(JTuκ)(t+ τ) · ∂tM(
√
huκ)(t)− (JTuκ)(t) · ∂tM(
√
huκ)(t+ τ)dy dt,
where M :=
∫ t+τ
t
√
h(s)J−1(s)ds.
Finally, taking into account (84) and (85) we obtain from (82),∫ T−τ
0
∫
D
[
(
√
huκ)(t+ τ)− (
√
huκ)(t)
]2
dy +
∫ L
0
[σκ(t + τ)− σκ(t)]2dy1 dt
= I + II + III + IV + . . . (86)
In previous lines we have already shown that I + II ≤ cτ independently
on ε, cf. (83). Now we estimate the additional terms III, IV arising from
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the (weak) time derivative of (huκ), cf. (82), (85) with cτ (independently
on ε) as well. Indeed, due to the assumptions on h, (9), it is obvious that
|JT | ≤ CK,α, moreover
|∂tM| ≤
∫ t+τ
t
|∂t(
√
hJ−1(s))|ds ≤ CK,α
∫ t+τ
t
|ht(s)|+ |hty1(s)|ds,
cf. (78). Therefore
IV ≤ CK,α
∫ T−τ
0
∫ t+τ
t
‖ht(s)‖W 1,∞(0,L)ds‖uκ(t)‖L2(D)‖uκ(t+ τ)‖L2(D)dt (87)
≤ CK,α‖uκ‖2L∞(0,T ;L2(D))τ
∫ T−τ
0
[‖ht‖W 1,∞(0,L)]τ
≤ τCK,α‖uκ‖2L∞(0,T ;L2(D))‖ht‖L2(0,T ;W 1,∞(0,L)) ≤ cτ.
Here we have used the fact that ‖[ϕ]τ‖L2(0,T−τ) ≤ ‖ϕ‖L2(0,T ), [ϕ]τ (t) :=
1
τ
∫ t+τ
t
ϕ(s)ds, which can be proven by the Ho¨lder inequality and the Fu-
bini theorem as follows.
‖[ϕ]τ‖2L2(0,T−τ) ≤
1
τ
∫ T−τ
0
∫ t+τ
t
ϕ2(s)ds dt =
1
τ
∫ T−τ
0
∫ T−τ
0
1(t,t+τ)(s)ϕ
2(s)ds dt
=
1
τ
∫ T−τ
0
ϕ2(s)
∫ T−τ
0
1(s−τ,s)(t)dt ds ≤ ‖ϕ‖2L2(0,T ). (88)
Analogously we can estimate term III using |R−T | ≤ CK,α and
|∂tR−T | ≤ CK,α‖ht(s)‖W 1,∞(0,L) as follows.
III ≤
∫ T−τ
0
∫
D
∫ t+τ
t
|(∂tR−Thuκ)(s)| ·
(
|Ruκ(t + τ)|+ |Ruκ(t)|
)
ds dy dt (89)
≤ CK,α
∫ T−τ
0
∫ t+τ
t
‖ht(s)‖W 1,∞(0,L)‖uκ(s)‖L2(D)ds‖|uκ(t + τ)|+ |u(t)|‖L2(D)dt
≤ τCK,α‖uκ‖2L∞(0,T ;L2(D))
∫ T−τ
0
[‖ht‖W 1,∞(0,L)]τdt
≤ τCK,α‖uκ‖2L∞(0,T ;L2(D))‖ht‖L2(0,T ;W 1,∞(0,L)) ≤ cτ.
Estimates of remaining terms on the right-hand side of (86) can be done
analogously as in [7, Section 5.1], cf. also [3, Section 8], however some further
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estimates has to be done due to new test functions containing R, cf. (81)1. In
the viscous term (15), taking into account (9), we additionally obtain terms
of type
µ
ρ
CK,α
∫ T−τ
0
∫ t+τ
t
∫
D
|∇uκ(y, s)||∂2y1h(y1, θ1)||uκ(y, θ2)| dy ds dt, (90)
where θ1 := t, t + τ, or s, and θ2 := t, or t + τ . Rewriting the integral∫
D
dy =
∫ L
0
∫ 1
0
dy2 dy1, applying the Ho¨lder inequality and Lemma 3.2
6 we
can bound the above terms by
≤ µ
ρ
CK,α
∫ T−τ
0
∫ t+τ
t
‖∇uκ(θ2)‖L2(D)‖h(θ1)‖H2(0,L)‖∇uκ(s)‖L2(D).
Applying the Ho¨lder inequality for time integrals and the property (88)
we finally get for (90)
≤ τ µ
ρ
CK,α‖h(θ1)‖L∞(0,T ;H2(0,L))‖uκ‖2L2(0,T ;W 1,2(D)) ≤ cτ.
The convective term (16) can be estimated using the property (17) by
cτ applying similar technique using Lemma 3.2. Let us also recall, that
the boundary term containing κ is bounded by cτ as well, where c is some
constant independent on κ, for more details see [7, Section 5.1], [3, Section
8].
Finally, due to estimates (83), (87), (89) and above described estimates
of remaining terms on the right-hand side of (86), we can conclude that∫ T−τ
0
∫
D
[
(
√
huκ)(t + τ)− (
√
huκ)(t)
]2
dy+
∫ L
0
[σκ(t+τ)−σκ(t)]2 dy1 dt ≤ cτ
(91)
with some constant c dependent on α,K, T , but independent on ε and κ.
The integral equicontinuity estimate (91) together with the compactness ar-
gument [30, Lemma 1.9] provide us the strong convergences uκ → u in
Lr((0, T )×D), 1 ≤ r < 4 and σκ = ∂tηκ → σ = ∂tη in L2((0, T )×(0, L)), 1 ≤
s < 6, see [7, p. 223] or [3, p. 36] for more details. Finally, the limiting
process for κ → ∞ in (76) with the test function ξ(y1, t) = Eψ2(y1, 1, t) ∈
H20 (0, L) completes the proof of Theorem 5.1 [7]. 
6valid for non-solenoidal functions uκ ∈ V as well
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