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Using dynamical mean-field theory and exact diagonalization we study the phase diagram of the
repulsive Haldane-Hubbard model, varying the interaction strength and the sublattice potential
difference. In addition to the quantum Hall phase with Chern number C = 2 and the band insulator
with C = 0 present already in the noninteracting model, the system also exhibits a C = 0 Mott
insulating phase, and a C = 1 quantum Hall phase. We explain the latter phase by a spontaneous
symmetry breaking where one of the spin-components is in the Hall state and the other in the band
insulating state.
When a quantum system has two or more compet-
ing phases, exotic states can emerge in the crossover
region between these. Especially interesting phenom-
ena can be expected between topologically trivial and
non-trivial phases. Three paradigm models that offer a
generic platform to explore such intermediate phases are
the Haldane-Hubbard, Kane-Mele-Hubbard and the ionic
Hubbard models. The existence and nature of exotic in-
termediate states of matter between such phases, showing
spectral features and responses of a mixed character, is
a subtle and largely open question.
In the ionic Hubbard models an energy offset (stag-
gering) ∆AB between the two sites (A and B) of a bi-
partite lattice is combined with an on-site repulsive in-
teraction U . Starting from ∆AB = U = 0, the models
show a band insulator for large ∆AB and a Mott insu-
lator for strong interactions U . Predictions of possible
intermediate states between the the two insulators range
from semimetals [1] and half-metals [2] to metallic [3–
5] and insulating [5, 6] ones, depending on the kinetic
part of the Hamiltonian. Dimerized bond-ordered insu-
lators have been shown to exist for 1D systems [7–9], but
predictions for e.g. the 2D square lattice are contradic-
tory [3, 6]. The band and Mott insulators in the ionic
Hubbard model have been recently observed in ultracold
quantum gases [10], but no information about a possible
intermediate state was obtained.
In the Haldane model [11], a staggered magnetic flux
threads a hexagonal lattice, endowing the noninteracting
electronic bands with a finite Chern number and quan-
tized Hall conductivity. Large staggering ∆AB drives the
system from this topological insulator into a trivial band
insulator. The model was recently realized in ultracold
gas implementations [12, 13]. Large U leads to a topo-
logically trivial Mott insulator phase, but little is known
about possible intermediate states. Mean-field studies
[14–18] suggest existence of an interesting insulator phase
with C = 1, but whether this phase survives the inclusion
of correlations is so far unknown. The existence of inter-
mediate states is an open question [19–23] also in the sim-
ilar but time-reversal-symmetric Kane-Mele model [24],
A B
A
BA
B
FIG. 1. A patch of the Haldane model. The model consists of
a hexagonal lattice with nearest- and next-nearest-neighbour
(nnn) hoppings. The arrows show the direction of positive
phase winding for the complex nnn hoppings, which are re-
sponsible for the topological properties of the model. In this
Letter we study the interplay of a potential difference be-
tween sublattices A and B and a local Hubbard interaction.
The blue rectangle shows the finite size exact diagonalization
cluster.
despite the fact that sign problem free quantum Monte
Carlo (QMC) methods exist for that model.
In this Letter, we ask whether intermediate phases are
possible in the Haldane-Hubbard model when the stag-
gering ∆AB and interaction U are varied from zero to
large values. We aim to investigate the nature of such
states as well as their spectral properties, and to sug-
gest feasible experimental realizations of the predicted
phases. Importantly, mean-field theory is expected to be
highly unreliable for the intermediate phases, not only
due to strong interactions and low dimensionality (2D),
but also because they are by definition states where or-
ders of the surrounding phases compete. Therefore, a
crucial ingredient of our study is that we apply two com-
plementary, state-of-the-art beyond-mean-field methods.
First, we perform exact diagonalization of finite-size clus-
ters (FS-ED). Exact diagonalization gives reliable infor-
mation about the nature of the ground state, without any
bias from an ansatz, and proves its stability against quan-
tum fluctuations over the system size, but suffers from
finite size effects. Therefore we also apply dynamical
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2mean-field theory (DMFT) to prove that the predicted
phase survives at the thermodynamic limit. DMFT goes
beyond static mean-field (MF) theory by treating local
quantum fluctuations exactly. Non-local quantum fluc-
tuations are not included and the method might be bi-
ased by the choice of the order parameters. In our case,
however, these weaknesses are controlled by the exact di-
agonalization results. For comparison, we also present
MF results.
We write the Hamiltonian of the Haldane-Hubbard
model (Fig. 1) as H = Hk + Hl, where Hl is a local,
on-site part and the kinetic term Hk is given by
Hk = t
∑
〈i,j〉,σ
c†iσcjσ + t
′ ∑
〈〈i,j〉〉,σ
exp(iφij)c
†
iσcjσ (1)
where 〈i, j〉 and 〈〈i, j〉〉 denote summation over nearest
and next-nearest neighbours on a hexagonal lattice, and
σ runs over the two spin components. The phase φij has
a constant absolute value and a sign that depends on the
direction of the bond, φij = ±φ. The on-site part can be
written as
Hl = U
∑
i
(
ni↑ − 1
2
)(
ni↓ − 1
2
)
+ ∆AB
∑
i,σ
sgn(i)niσ,
(2)
where sgn(i) is +1 for sites i on sublattice A and −1 for
sublattice B. In the following we take t = 1 and set t′ =
0.2. A particle-hole transformation c′iσ = sgn(i)c
†
iσ keeps
the Hamiltonian otherwise invariant, but takes ∆′AB =
−∆AB and φ′ = pi − φ. A further rotation of the lattice
by pi radians around a center of a hexagon only changes
the sign of ∆AB . We study the model at half-filling and
set the phase φ = pi/2. The above symmetries then imply
that the phase diagram is symmetric under the reflection
∆AB → −∆AB and that the chemical potential is zero.
We do not consider large values of t′ for which chiral
spin liquid phases, topological Mott insulators and exotic
kinds of magnetic order have been proposed to appear
[14, 25–30], or attractive interactions which may support
topological superfluids [17, 31].
We study the phase diagram of this model as a func-
tion of the interaction strength U and the sublattice po-
tential difference ∆AB . We use an exact diagonalization
impurity solver [32, 33] to obtain results within single-site
and two-site cellular DMFT [32, 34, 35], always allowing
for a symmetry breaking between the A and B sublat-
tices. We find that using 5 or 6 bath sites already gives
a good representation of the bath Green’s function. For
selected parameters we have confirmed the results using
the CT-INT algorithm [36, 37] as the impurity solver. In
the mean-field and DMFT solutions antiferromagnetism
is measured by an order parameter m defined as
m =
1
Ns
∣∣∣∣∣∑
i
sgn(i)(〈ni↑〉 − 〈ni↓〉)
∣∣∣∣∣ , (3)
where Ns is the number of sites, and the degree to which
the particles are localized to the low-energy sublattice is
measured by the staggered density
ns =
1
Ns
∣∣∣∣∣∑
i
sgn(i)(〈ni↑〉+ 〈ni↓〉)
∣∣∣∣∣ . (4)
Another important quantity is the Chern number. In
[38] it was shown, that knowledge of the zero-frequency
Green’s function is sufficient to determine topological in-
variants for interacting systems. The result can be formu-
lated [39, 40] by defining the so-called topological hamil-
tonian as
ht(~k) ≡ −G(iω = 0,~k)−1 = h0(~k) + Σ(iω = 0,~k), (5)
where G and Σ are the interacting single-particle Green’s
function and self energy of the problem, and h0 is
the noninteracting single-particle hamiltonian (the Bloch
hamiltonian). In our case G, Σ and h0 are matrices in
spin and sublattice space. Accoring to the theory, the
Chern number calculated for a noninteracting problem
defined by ht is the same as the Chern number for the
original interacting problem. In DMFT we obtain an ap-
proximation for the zero-frequency self-energy by a lin-
ear interpolation between the smallest-in-absolute-value
Matsubara frequencies at a very low temperature. We
take care that the Matsubara frequency grid is dense
enough to give an essentially smooth self energy near
zero frequency and then use the topological Hamiltonian
to calculate the Chern number using the method pre-
sented in [41].
The Chern number can also be calculated from FS-ED
using twisted boundary conditions [42],
ψ(xj + Lj) = e
iθjψ(xj), (6)
where j indexes the space dimensions and Lj is the length
of the system along direction j. The Chern number can
then be calculated by dividing the (θ1, θ2) plane into a
discrete lattice and computing the flux of the Berry cur-
vature from the Berry phase acquired by the state around
each cell [43]. Our results have been obtained for the 16-
site cluster shown in Fig. 1.
Our main result, the topological phase diagram of the
model, is presented in Fig. 2. For small U the main
effect of the interaction is to push the transition from
the quantum Hall phase to the band insulating phase to
higher values of ∆AB than in the noninteracting case.
This effect can be explained in a mean-field picture: The
sublattice potential difference causes a density difference
between the sublattices, which in turn causes a Hartree
potential that opposes this effect. The QH phase has
Chern number C = 2, which is the sum of the Chern
numbers of the two (equivalent) spin channels.
For high interaction strengths, on the other hand, the
main features of the phase diagram are the antiferromag-
netic Mott insulator and the band insulator phase whose
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FIG. 2. The phase diagram of the model from mean-field
theory (MF), finite size exact diagonalization (FS-ED) and
single-site dynamical mean-field theory (DMFT). The lines
indicate the topological transitions where the Chern number
C changes. The most interesting feature is the C = 1 phase
found by all methods between the Mott insulating and band
insulating regions.
boundary roughly follows the line ∆AB = U/2. Below
this line U dominates and the ground state of the local
HamiltonianHl has no doubly occupied sites, while above
the line ∆AB drives all of the particles to the lower energy
sublattice. Nontrivial competition between the hopping,
U and ∆AB occurs close to the line ∆AB = U/2 where
the large energy scales U and ∆AB mostly cancel each
other. Indeed, we find that this boundary region between
the two topologically trivial insulators exhibits a phase
with Chern number C = 1.
In the mean-field solution [14–18] for the C = 1 phase
the staggered potential drives one of the components
mostly to the low-energy sublattice. Thus, this compo-
nent is effectively in the topologically trivial region of
the phase diagram of the Haldane model. However, the
larger density of one component on the lower sublattice
creates a Hartree potential that mostly cancels the sub-
lattice potential difference ∆AB for the other component,
which then carries the Chern number C = 1. Because of
this symmetry breaking, the C = 1 phase has a nonzero
m, while the C = 2 phase and the band insulator are
paramagnetic, although the mean-field solution also has
a very narrow antiferromagnetic region with C = 2 near
the C = 2 to C = 1 transition line.
We have confirmed this picture in the FS-ED calcula-
tions by comparing the obtained ground state with an
ansatz that is a symmetric linear combination |ψ〉 =
1√
2
(
|QH〉↑ |BI〉↓ + |BI〉↑ |QH〉↓
)
, where |QH〉 and |BI〉
are the single-component ground states of the noninter-
acting model for vanishing and large ∆AB , respectively.
In Fig. 3b we present the overlap between this state and
the ground state, which reaches values as high as 0.5 in
U
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FIG. 3. a) The single-site DMFT and FS-ED phase dia-
grams for a finite mass imbalance. The hoppings for the
up-component were scaled by a factor of 0.8, while the hop-
pings for the down-component were scaled by 1.2 compared
to the balanced situation in Fig. 2. b) The overlap between
the ground state and the trial state |ψ〉 obtained from the
FS-ED calculations (see text) for the same parameters as in
Fig. 2.
the C = 1 region of the phase diagram. This shows that
the above qualitative picture of the C = 1 state is cor-
rect. In the FS-ED results the C = 1 phase is present
already for weak interactions. However, this is a finite
size effect: A mean field calculation for the FS-ED clus-
ter produces the same result for weak U , while the C = 1
phase is absent in the infinite-lattice mean-field in this re-
gion. This is expected, as finite size effects are known to
be important when the band gap of the noninteracting
Hamiltonian is small [44].
To further understand the nature of the C = 1 phase
we have calculated the quasiparticle gap (see Fig. 4),
which in ultracold gas experiments can be studied using
for instance RF or lattice modulation spectroscopy [45].
For U  2∆AB the system is in the band insulating state
and we find a gap that gets smaller as U is increased. The
gap has a minimum at the point where the system enters
the C = 1 state. When U is increased furter, the gap for
the component that carries Chern number C = 1 again
reaches a minimum, and the system moves to the C = 0
Mott insulator phase, where we see a gap that grows as
a function of U . In the FS-ED calculation we do not see
a gap closing at the boundary of the C = 1 phase and
the Mott phase because the finite size ground state is
symmetric with respect to spin rotations.
We have also done DMFT calculations for different val-
ues of t′. When t′ is increased, the intermediate band
between the band insulator and the Mott insulator gets
wider, as the Mott insulator is pushed to larger values of
U . At the same time the C = 2 phase extends into higher
values of U within the intermediate band: for t′ = 0.3 it
is already present at values of U > 20. However, we stress
that our DMFT results for t′ >∼ 0.3 are not necessarily
physical, as we have not considered e.g. the exotic mag-
netic orders predicted for this parameter region [26, 27].
For ∆AB = 0 we have performed six-site cluster DMFT
calculations [46] using the CT-INT impurity solver, as
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FIG. 4. a) The quasiparticle gap ∆ for the up and down com-
ponents obtained from two-site DMFT and the spin-rotation-
invariant result from FS-ED at ∆AB = 20. b) The Chern
number, staggered density and the antiferromagnetic order
parameter m from two-site DMFT and FS-ED for the same
∆AB .
there is only a minor sign problem in this region. All
DMFT results show a first order transition, which ex-
plains why FS-ED results differ from DMFT close to
∆AB = 0: The finite cluster cannot exhibit sharp phase
transitions where long range order suddenly develops.
We note that for vanishing t′ the transition is indicated
by large scale QMC to be of the second order [47], while
cluster DMFT finds a first order transition [48]. Extrap-
olating to zero temperature, we find that the existence
of the AF solution in DCA starts at Uc = 6.21 ± 0.01,
which is in good agreement with the single-site DMFT
result Uc = 6.27 ± 0.01, while cellular DMFT gives a
slightly higher value Uc = 6.6 ± 0.1. Wu et al. [30] find
a much lower value Uc ≈ 3.7 at t′ = 0.2 in a two-site
DMFT scheme. However, our results for Uc agree well
with the FS-ED transition point and are consistent with
the t′ = 0 cellular DMFT result Uc ≈ 4.6 [48], as t′ > 0
is expected to increase Uc.
Finally, we note that by the Mermin-Wagner theorem
the continuous SU(2) symmetry of the model can only
be broken at zero temperature. However, the critical
temperatures can be made finite by adding contributions
to the Hamiltonian that break the SU(2) symmetry [49,
50]. A mass imbalance (i.e. different hopping strengths
for the two components) would even explicitly break the
whole SU(2) symmetry away from the ∆AB = 0 line. As
this enables the observation of a C = 1 phase already
for vanishing interactions, it would provide a way to test
detection techniques in the noninteracting limit. Fig. 3a
presents the DMFT phase diagram of the model for a
finite mass imbalance, showing that the essential features
of the balanced case are preserved.
In summary, we found firm evidence, by two comple-
mentary beyond-mean-field methods, for a C = 1 insula-
tor in the Haldane-Hubbard model which spontaneously
breaks the SU(2) spin-rotation symmetry of the model.
Our results differ from the mean-field result [14–18] which
sets the ∆AB = 0 boundary between the C = 2 and
Mott insulators at U = 4t, and predicts the C = 1 phase
to be present for small ∆AB . In contrast, we find the
boundary at U = 6t and that the C = 1 phase is more
likely to occur only for ∆AB >∼ 2 as predicted by DMFT
(the prediction of this phase by FS-ED for small ∆AB is
likely a finite-size effect). It is also not clear if the slave-
spin theory of [18] is an improvement over the mean-field
treatment as it finds that the critical U for antiferromag-
netism at the ∆AB = 0 line is decreased compared to the
mean-field result, and there is an unphysical first order
transition to the Mott phase with ns as the order pa-
rameter. Furthermore, we do not see signs of spin liquid
phases predicted to occur [15, 51] already for small t′.
In comparison to the ionic Hubbard models, the in-
termediate state we found is more robust and occupies
a larger part of the phase diagram. For instance the in-
termediate insulator state in [6] vanishes around U = 11
while ours continues. In [1, 4], large ∆AB suppresses the
intermediate phase while in our case it helps to stabi-
lize it. The half-metal found in [2], which resembles our
C = 1 state since only one spin component is gapped,
exists in a tiny parameter regime compared to the large
stability area we find. Thus it seems evident that the
intermediate phase in the Haldane-Hubbard model, com-
pared to the ionic Hubbard one, is stabilized by topological
effects. In contrast to the semi-metal of ionic Hubbard
model, the phase diagram starts from ∆AB = U = 0
as a topological insulator with C = 2. Characteritics of
such an insulator, for one component, are inherited in
the C = 1 phase. From the comparison to the mean-field
studies of the Haldane-Hubbard model and to the ionic
Hubbard model results we conclude that while correla-
tion effects tend to destroy the C = 1 phase for small
∆AB , it survives as an exceptionally stable intermediate
state close to the ∆AB = U/2 line in the very strongly
interacting region.
Experimental observation of the predicted phases
would be of fundamental importance for understanding
not only the Haldane-Hubbard model but also the inter-
mediate states in its cousin models. We calculate the
quasiparticle gap, and suggest that it could be used for
probing the phase diagam experimentally. Finally, con-
sidering the difficulty of achieving very low temperatures
experimentally, we propose that a finite mass imbalance
would make it easier to experimentally access the inter-
esting features of the phase diagram.
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