Cartesian Genetic Programming is often used with a point mutation as the sole genetic operator. In this paper, we propose two phenotypic mutation techniques and take a step towards advanced phenotypic mutations in Cartesian Genetic Programming. The functionality of the proposed mutations is inspired by biological evolution which mutates DNA sequences by inserting and deleting nucleotides. Experiments with boolean functions problem show a better search performance when the proposed mutations are used. The results of our experiments indicate that the proposed mutations are beneficial for the use of Cartesian Genetic Programming.
INTRODUCTION
Genetic programming (GP) can be described as a paradigm which opens the automatic derivation of programs for problem-solving. First work on GP has been done by Forsyth (1981) , Cramer (1985) and Hicklin (1986) . Later work by Koza (1990 Koza ( , 1992 Koza ( , 1994 significantly popularized the field of GP. GP traditionally uses trees as program representation. Just over two decades ago Miller, Thompson, Kalganova, and Fogarty presented first publications on Cartesian Genetic Programming (CGP) -an encoding model inspired by the two-dimensional array of functional nodes connected by feed-forward wires of an FPGA device Kalganova and Miller, 1997; Miller, 1999) . CGP offers a graphbased representation which in addition to standard GP problem domains, makes it easy to be applied to many graph-based applications such as electronic circuits, image processing, and neural networks. CGP has multiple pivotal advantages:
• CGP comprises an inherent mechanism for the design of simple hierarchical functions. While in many optimization systems such a mechanism has to be implemented explicitly, in CGP multiple feed-forward wires may originate from the same output of a functional node. This property can be very useful for the evolution of goal functions that may benefit from repetitive inner structures.
• The maximal size of encoded solutions is bound, saving CGP to some extent from "bloat" that is characteristic to Genetic Programming (GP).
• CGP offers an implicit way of propagating redundant information throughout the generations. This mechanism can be used as a source of randomness and memory for evolutionary artifacts.
Propagation and reuse of redundant information have been shown beneficial for the convergence of CGP. (Kaufmann and Platzner, 2008) • CGP encodes a directed acyclic graph. This allows to evolve topologies. In contrast to tree-based GP for which a broad range of advanced crossover and mutation techniques have been introduced and investigated, the state of knowledge of advanced mutation techniques in CGP appears to be relatively poor. This significant lack of knowledge in CGP has been the major motivation for our work. Another motivation for our work has been the introduction of a phenotypic subgraph crossover technique for CGP by Kalkreuth et al. (2017) . The experiments of Kalkreuth et al. showed that the use of the phenotypic subgraph crossover technique can be beneficial for the search performance of CGP. In standard tree-based GP, the simultaneous use of multiple types of mutation has been found beneficial by Kraft et al. (1994) and Angeline (1996) . In this paper, we propose two phenotypic mutations for CGP and take a step towards advanced phenotypic mutations in CGP. Furthermore, we present comprehensive experiments with boolean function problems and demonstrate that our proposed mutation can be beneficial for the use of CGP. The structure of the paper is as follows: Section 2 describes CGP briefly and surveys previous work on advanced mutation techniques in CGP. In Section 3 we propose our new mutation techniques. Section 4 2 RELATED WORK
Cartesian Genetic Programming
Cartesian Genetic Programming is a form of Genetic Programming which offers a novel graph-based representation. In contrast to tree-based GP, CGP represents a genetic program via genotype-phenotype mapping as an indexed, acyclic, and directed graph. Originally the structure of the graphs was a rectangular grid of N r rows and N c columns, but later work also focused on a representation with one row. The genes in the genotype are grouped, and each group refers to a node of the graph, except the last one which represents the outputs of the phenotype. Each node is represented by two types of genes which index the function number in the GP function set and the node inputs. These nodes are called function nodes and execute functions on the input values. The number of input genes depends on the maximum arity N a of the function set. The last group in the genotype represents the indexes of the nodes which lead to the outputs. A backward search is used to decode the corresponding phenotype. The backward search starts from the outputs and processes the linked nodes in the genotype. In this way, only active nodes are processed during the evaluation procedure. The number of inputs N i , outputs N o , and the length of the genotype is fixed. Every candidate program is represented with N r * N c * (N a + 1) + N o integers. Even when the length of the genotype is fixed for every candidate program, the length of the corresponding phenotype in CGP is variable which can be considered as a significant advantage of the CGP representation. CGP is traditionally used with a (1+λ) evolutionary algorithm. The new population in each generation consists of the best individual of the previous population and the λ created offspring. The breeding procedure is mostly done by a point mutation which swaps genes in the genotype of an individual in the valid range by chance. An example of the decoding from genotype to phenotype is illustrated in Figure 1 .
Advanced Mutation Techniques in Standard CGP
For an investigation of the length bias and the search limitation of CGP, a modified version of the point mu- Figure 1 : Exemplification of the decoding procedure of a CGP genotype to its corresponding phenotype for a mathematical function. The nodes are represented by two types of numbers which index the number in the function lookup table (underlined) and the inputs (non-underlined) for the node. Inactive function nodes are shown in gray color. tation has been introduced by Goldman and Punch (2013) . The modified point mutation exactly mutates one active gene. This so-called single active-gene mutation strategy (SAGMS) has been found beneficial for the search performance of CGP. The SAGMS can be seen as a form of phenotypic genetic operator since it respects only active function genes in the genotype which are an active part of the corresponding phenotype.
Later work by Manfrini et al. (2016) extended SAGMS to the so-called Biased Single Active Mutation which is based on the idea of analyzing the behavior of the genotype during the evolutionary process for a given set of problems. With the help of this analysis, a bias is created in order to help the direct gene mutation when applied to other problems. The mutation operator was proposed for digital combinational logic circuit design. The experiments of Manfrini et al. (2016) showed that the proposed mutation performed better or equivalent as the traditional point mutation. In order to reduce the stalling effect in CGP and to improve the efficiency of the CGP algorithm, Ni et al. (2014) introduced an Orthogonal Neighbourhood Mutation (ONM) operator. According to Ni et al., the ONN selects four loci as alleles of gene strings by chance. Afterward, a Four-factorthree-level orthogonal experiment with local search is performed. The results of the experiments demonstrated that the ONM operator is able to reduce the stalling effect in CGP and to converge the algorithm more quickly. 
THE PROPOSED METHODS
The proposed mutations for CGP are inspired by biological evolution in which extra base pairs are inserted into a new place in the DNA or in which a section of DNA is deleted. Figure 2 exemplifies the insertion and deletion mutation on the DNA sequence. Related to CGP we adopt these so-called frameshift mutations by activating and deactivating randomly chosen function nodes. The activation and deactivation of the nodes are done by adjusting the connection genes of neighborhood nodes. Both mutation techniques work similarly as the single active-gene mutation strategy. The state of exactly one function node in the genome is changed. Since these forms of mutation can elicit strong changes in the behavior of the individuals, we apply an insertion rate and a deletion rate for every offspring. On the basis of these mutation rates, the decision is made as to whether the mutations are performed on the genome of an individual. The insertion and deletion mutation technique work independently from each other which means that both mutations can be performed on the genome of the individual in the breeding procedure of one generation. If the consideration of a minimum or a maximum number of function nodes is necessary for all individuals in the population, the algorithms can be parameterized with maximum and minimum numbers. We will explain both mutation techniques in detail in the following two subsections. For both mutation techniques, we determine the active and passive function nodes of the respective individual before the mutation procedure.
The Insertion Mutation Technique
When a genome is selected for the insertion mutation, one inactive function node becomes active. If all function nodes are already active or the number of active function nodes excels a defined maximum, the mutation is rejected. If an individual is suitable for the insertion mutation, we randomly select one inactive function node. After the selection we have to distinguish three cases:
1. The Selected Inactive Node has a following Active Function Node.
In this context, the term following function node means that the node number of an active function node is greater than the function number of the randomly selected node. If the selected node has a following active function node, we copy the connection genes of the following active node to the selected inactive node. Afterward, we adjust one randomly selected connection gene of the following active node to the selected inactive node. In this way, the selected inactive node will be respected by the backward search and consequently becomes active. No further steps are required for the previous active function node since all other active function nodes remain active due to the copying of the connection genes.
The Selected Inactive Node has a Previous
Active Function Node and no following Active Function Node.
In this context, the term previous active function node means that the node number of an active function node is smaller than the function number of the randomly selected node. If the selected node has a previous active function node and no following active node, at least one output node is connected with the previous active function node.
In this case, we adjust all output nodes which are connected with the previous active function node to the selected inactive node. Afterward, we adjust one connection gene of the selected node to the previous active function node. The other connection genes are randomly connected to previous active function or input nodes. In this way, the selected inactive node becomes active and the other inactive function nodes remain inactive.
3. The Selected Inactive Node has no Previous or following Active Function Node.
If the selected inactive node has no previous or following active function node, the individual has no active function nodes. Consequently, the output nodes are directly connected with an input node. If this is the case, we adjust at least one output node to the selected inactive node. Afterward, we randomly connect the connection genes of the selected inactive node to input nodes. In this way, the selected node becomes active and other function nodes remain inactive.
The Deletion Mutation Technique
In contrast to the insertion mutation technique, when a genome is selected for deletion mutation, one active node becomes inactive. If all function nodes are inactive or the number of active function nodes is smaller than a defined minimum, the mutation is rejected. If an individual is suitable for the deletion mutation, we select the first active function node of the individual. The deletion mutation procedure is then done by performing the following steps:
a. Adjust the Connection Genes of All following Active Function Nodes.
The connection genes of all following active function nodes which are connected with the selected active function node are randomly adjusted to other active function or input nodes.
b. Adjust the Outputs Nodes.
All output nodes which are connected with the selected active function nodes are randomly adjusted to other active function or input nodes.
After performing the adjustment of connection genes and output nodes, the selected active function node becomes inactive. Figure 3 exemplifies the insertion technique. As visible, one inactive node is selected for activation. The connection genes in the genotype are adjusted to activate the selection function node in the phenotype. In contrast, Figure 4 illustrates an example of a deletion mutation in one active node becomes inactive by adjusting the respective connection genes. In both figures, the genotype is grouped into a number of genes which represent the function and output nodes. Moreover, active function nodes are highlighted in solid boxes and inactive nodes are shown in dashed boxes. The selected active or inactive nodes are highlighted in red.
EXPERIMENTS

Experimental Setup
We performed experiments with boolean function problems. To evaluate the search performance of the insertion and deletion mutation techniques, we measured the number of fitness evaluations until the CGP algorithm terminated (evaluations-to-termination). In addition to the mean values of the measurements, we calculated the standard deviation (SD) and the standard error of the mean (SEM). We also calculated the median and the first and second quartile. We performed 100 independent runs with different random seeds. We used the well known (1 + 4)-CGP algorithm for all experiments. Moreover, we used the standard CGP point mutation operator in combination with the insertion and deletion mutations. We used minimizing fitness functions in all experiments which are explained in the respective subsection. To classify the significance of our results, we used the Mann-Whitney-U-Test. The mean values are denoted a † if the p-value is less than the significance level 0.05 and a ‡ if the p-value is less than the significance level 0.01 compared to the use of the point mutation as the sole genetic operator.
Search Performance Evaluation
To evaluate the search performance of the insertion and deletion mutation techniques, we chose the five Even-Parity problems with n = 3, 4, 5, 6 and 7 boolean inputs. The goal was to find a program that produces the value of the boolean even parity depending on the n independent inputs. The fitness was represented by the number of fitness cases for which the candidate solution failed to generate the correct value of the even parity function.
Since former work by White et al. (2013) outlined that this problem type was excessively used and inves- tigated in the past, we also evaluated multiple output problems as the digital adder, multiplier, and demultiplexer. These types of problems differ markedly from the parity problems, and the 3-Bit digital multiplier has been proposed as a suitable alternative. As a result, we receive a diverse set of problems in this problem domain. The set of benchmark problems with the corresponding number of inputs and outputs is shown in Table 1 . To evaluate the fitness of the individuals on the multiple output problems, we defined the fitness value of an individual as the number of different bits to the corresponding truth table. In order to find performant configurations for the insertion and deletion mutation rates, we used automated parameter tuning. The evolved configurations are shown in Table 3 .
We compared the (1 + 4)-CGP algorithm to our modified (1+4)-CGP algorithm equipped with the insertion and deletion mutation techniques. Our modified (1 + 4)-CGP is denoted as (1 + 4)-CGP-ID. The number of function nodes was set to 100 for all tested problems. Following conventional wisdom for CGP, we use a point mutation rate of 4% for the traditional (1 + 4)-CGP algorithm. The algorithm configuration of the (1 + 4)-CGP algorithm is shown in Table 2 . We performed the runtime measurement on a computer with a Intel(R) Core(TM) i7 CPU 930 with 2.80 GHz and 24 GB of RAM. Table 4 presents the results of our search performance evaluation which shows a reduced number of generations until the termination criterion triggers for the (1 + 4)-CGP-ID algorithm. The results also show that when the (1 + 4)-CGP-ID is used on more complex boolean function problems, the mean runtime of the algorithm is also clearly reduced. Figure 5 provides boxplots for all tested problems of the search performance evaluation.
Comparison to EGGP
We compared three advanced CGP algorithms to a recently introduced method for evolving graphs called Evolving Graphs by Graph Programming (EGGP). EGGP has been introduced by Atkinson et al. (2018) .
In their experiments, Atkinson et al. compared EGGP to standard CGP and showed that EGGP performs significantly better on the majority of the tested boolean function problems. Consequently, we chose EGGP as the baseline for our algorithm comparison. Furthermore, since we evaluated the same set of boolean function problems as Atkinson et al. we directly compared the results of our experiments with the results in Atkinson et al. For our algorithm comparison, we chose the (1 + 4)-CGP-ID algorithm and also compared EGGP to a (2 + 2)-CGP algorithm with µ = 2 and λ = 2. The (2 + 2)-CGP algorithm was equipped with the subgraph crossover technique Kalkreuth et al. (2017) . Moreover, we evaluated the (2 + 2)-CGP algorithm with and without the use of the insertion and deletion technique. In the presented results, the (2 + 2)-CGP equipped with insertion and deletion mutation is denoted as (2 + 2)-CGP-ID. We evaluated important parameters like the crossover and mutation rates empirically. Moreover, we empirically tuned the parameters µ and λ and found that a configuration of µ = λ = 2 performs best on our benchmark problems. The parameter settings for the crossover and mutation rates of the (2 + 2)-CGP and (2 + 2)-CGP-ID algorithm are shown in Table 5. We measured the number of fitness evalua- tions until a correct solution was found, similar to our search performance evaluation. In order to compare our results directly, we utilized the same evaluation method as Atkinson et al. by calculating the median value, the median absolute deviation (MAD) and the interquartile range (IQR). Table 6 shows the results of the algorithm comparison for all tested boolean function problems. It is visible that the median values of the (2 + 2)-CGP-ID and EGGP are on the same level. Moreover, it is also visible that we achieved a lower median value of fitness evaluations for the (2 + 2)-CGP-ID algorithm on some of the tested problems. Please note that the results for EGGP have been directly taken from the work of Atkinson et al.
Fitness Range Analysis
In order to investigate the effects of the insertion and deletion mutation techniques, we measured the range of the fitness values for the individuals in the population. For the measurement, we defined a budget of 1000 generations for each problem and algorithm. We measured the range of fitness values in each generation. At the end of each run, we averaged the measured range values. Furthermore, we performed 100 runs for each algorithm and problem and averaged the mean values of each run. With the intention to ensure generalization in our analysis the (1 + 4)-CGP-ID algorithm was parameterized with a point mutation rate of 1% and both the insertion and deletion mutation have been parameterized with a rate of 5%. Table 7 shows the results of the fitness range analysis for all tested boolean function problems. As visible the range of the fitness values of the (1 + 4)-CGP-ID is much smaller compared to the (1 + 4)-CGP. Please note, that we used a minimizing fitness function for our experiments. 
Active Function Node Range Analysis
With the intention to measure the exploration with and without our proposed mutation in phenotype space, we analyzed the range of the active function nodes. We measured the number of active function nodes of the best individual in each generation and calculated the range at the end of each run. The best individual has a high fitness value and we assume that the exploration of phenotypes which have a high fitness values is important in order to find the global op-timum. We performed 100 runs for each algorithm and allowed a budget of 10000 fitness evaluations. Afterward, we performed the statistical evaluation on the range values for the (1+4)-CGP and (1+4)-CGP-ID algorithm. Table 8 shows the results of the function node range analysis for all tested boolean function problems. It is clearly seen that the range of active function nodes of the (1 + 4)-CGP-ID is greater compared to the (1 + 4)-CGP for the majority of our tested problems. 
DISCUSSION
The primary concern of our experiments was to find significant contributions of the insertion and deletion mutation technique to the search performance of CGP. The results of our experiments showed beneficial effects on a diverse set of boolean function problems. One point which should be discussed is the runtime measurement of our experiments. On one hand, we observed a reduced amount of fitness evaluations when the insertion and deletion mutation techniques were in use for all tested problems. Our runtime measurement revealed that the beneficial effects were only significant when the complexity of the problem is high or when an expensive fitness function is used. Moreover, the use of the insertion and deletion mutation techniques obviously needs a certain amount of computational time. However, it is clearly visible that the use of our proposed mutations showed good runtime results on the more complex boolean function problems such as the Parity-7, Adder 3-Bit, and Multiplier 3-Bit problems. We have to report that we performed our experiments with a naive Java implementation of both mutation techniques. A more efficient implementation is left for future work. Our experiments also addressed the question in which way the insertion and deletion mutation techniques improve the search performance of CGP. Our experiments showed that the sole use of the standard CGP point mutation leads to a wide range of fitness values. However, when our proposed mutations are in use, the range of the fitness values is smaller. In the first place, our results indicate that the sole use of the point mutation operator is comparatively more disruptive and can influence the search performance in a negative way. Moreover, our experiment showed that the breeding of new individuals is comparatively less disruptive when our proposed mutations are in use.
Another part of our experiments was devoted to a range analysis of the active function node of the best individual in the population. The results of this experiment indicate that our proposed mutations can lead to more exploration of the phenotype space. Furthermore, since the best individual is of high fitness, we assume that the discovery of phenotypes with a high fitness value is an imporant aspect for the search performance of the CGP algorithm. However, for more meaningful statements, more detailed analyzes have to be performed in future work. Our comparison with EGGP showed that the use of our proposed mutations in combination with the subgraph crossover indicate that these advanced techniques are beneficial for the use of CGP. Furthermore, on some of our tested problems, we achieved a lower median value for the (2 + 2)-CGP-ID algorithm when compared to EGGP. However, for more significant and meaningful statements about the current state of EGGP and CGP, a more comprehensive study is needed and should include different problem domains. For the field of graph-based Genetic Programming, this point is of high importance because there is comparatively only a little knowledge about the search performance of CGP and EGGP in other problems domains. Moreover, EGGP and CGP have been mostly evaluated with boolean function problems in the past which resulted in a one-sided state of knowledge. Therefore, we think that comprehensive comparative studies are needed to expand the current state of knowledge. Addressing the reasons of the effectiveness of the (2 + 2)-CGP-ID algorithm, we have to acknowledge that we don't have any results and answers to the question in which way the combination of subgraph crossover and our proposed mutations contribute to the search performance of CGP. The results of our experiments open two questions which have to be tackled with our future work: In the first place we have to find answers in which way the (2 + 2)-CGP-ID algorithm contributes to the search performance of CGP. In order to achieve insight into the detailed functional mechanism of the (2 + 2)-CGP and (2 + 2)-CGP-ID algorithm, we have to understand the proposed methods in detail. As a first step forward, we think a separate investigation of exploitation and exploration effects of the (2 + 2)-CGP and (2 + 2)-CGP-ID algorithm would be helpful. We also have to tackle the question of why small population sizes are generally successful in the Boolean domain. Since the effectiveness of the (1 + 4)-CGP in the boolean domain is well known in the field of CGP (Miller, 1999; Miller and Smith, 2006) , our experiments with the (2 + 2)-CGP-ID algorithm underline the effectiveness of small population sizes in the boolean problem domain. Consequently, there is a need for more insight into the observed conditions of our experiments.
CONCLUSION AND FUTURE WORK
Within this paper, we proposed two new phenotypic mutation techniques and took a step towards advanced phenotypic mutations in CGP. The results of our experiments clearly show that our proposed methods can be beneficial for the use of CGP. Our experiments also clearly show that the insertion and deletion mutation techniques can significantly improve the search performance of CGP. We also compared CGP to another state-of-the-art method for evolving graphs and showed that advanced methods of crossover and mutation allow CGP to perform well. The analytic part of our experiments showed on one hand that the sole use of the point mutation operator in CGP can cause more disruptive effects compared to the use of our proposed mutations in combination with the point mutation operator. Moreover, our experiments indicate that our proposed mutations enable a wider search in high fitness regions within the search space. For more significant statements about the beneficial effects of the proposed mutations, a rigorous and comprehensive study on a larger set of problems is needed and should include the investigation of different problem domains. Consequently, we will mainly focus on more detailed and comprehensive experiments in the future including other GP problem domains. These experiments will also include an analysis of the exploration abilities of CGP when the proposed mutations are in use. Another part of our future work is devoted to a detailed investigation of the (2 + 2)-CGP-ID algorithm with subgraph crossover and our mutations. This will also include an investigation in which way the subgraph crossover and our proposed mutations work together and if there are similar functional behaviors between different problems. This part of our future work has to address the question of the effectiveness of small population sizes in the boolean domain. The last point for our future work is the application of our proposed mutation techniques to other GP representations.
