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Abstract
The distributions underlying complex datasets, such as images, text or tabular
data, are often difficult to visualize in terms of summary statistics such as the
mean or the marginal standard deviations. Instead, a small set of exemplars or
prototypes—real or synthetic data points that are in some sense representative of the
entire distribution—can be used to provide a human-interpretable summary of the
distribution. In many situations, we are interested in understanding the difference
between two distributions. For example, we may be interested in identifying and
characterizing data drift over time, or the difference between two related datasets.
While exemplars are often more easily understood than high-dimensional summary
statistics, they are harder to compare. To solve this problem, we introduce ANOVA
exemplars. Rather than independently find exemplars SX and SY for two datasets
X and Y , we aim to find exemplars that are both representative of X and Y , and
that maximize the overlap |SX ∩ SY | between the two sets of exemplars. We
can then use the differences between the two sets of exemplars to describe the
difference between the distributions of X and Y , in a concise, interpretable manner.
1 Introduction
Data drift—the phenomenon where the distribution underlying our data changes over time—can lead
to deterioration in performance of machine learning algorithms. A number of methods have been
proposed to measure data drift [1–8], and to describe its nature in broad terms: gradual vs rapid,
affecting P (X) or P (Y |X) [9]. However, more specific, user-interpretable ways of conveying the
nature of data drift have been under-explored.
Consider a data practitioner faced with a stream of data. It is useful to her to know that the data’s
distribution has changed, as this may spur model modifications or retraining [10–12]. Two-sample
tests and distributional distances can be used to identify whether a distribution has changed, and
assess the magnitude or rate of change [8, 13]. However, it is also important that she understands how
the data has changed. This allows her to ascertain whether the data drift is due to population changes
or changes in the sampling mechanism, and determine whether the drift is likely to cause problems
in future predictive tasks. If the drift is due to changes in the sampling mechanism, it allows her to
identify which sub-populations are being under- or over-represented.
A naïve way of reporting the nature of data drift is to describe differences in the mean and standard
deviation of the one-dimensional marginals of the data, or compare histograms [14, 15]. This allows
us to see that the number of male observations has increased, or that the variance of users’ heights
has increased. However, not all forms of data drift can be captured in this way, since we can change
a distribution by changing the correlation structure, without changing the marginals. Comparing
higher-dimensional statistics, such as the covariance matrix, can avoid such problems, but the
resulting summaries are much harder to interpret. Further, in many contexts both the one-dimensional
marginals and higher-order statistics may not be interpretable: Consider distributions over images,
where the per-pixel marginals carry little interpretable information, and where the mean image is
outside of the data domain.
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When describing a single data distribution, one alternative to classical summary statistics is to describe
the distribution in terms of a small number of representative points—either exemplars [16, 17], which
are subsets of the original data, or prototypes [18], which need not exist in the original dataset. Such
representative points can be used to summarize a dataset in an easily digestible form. Looking at
a small number of data points can allow the user to visualize the nature of the data distribution,
even in cases such as images or documents where classical summary statistics are not particularly
interpretable.
Intuitively, if two datasets are similar, they can be described using similar exemplars. That similarity
can be hard to assess visually, however: even if X and Y have the same underlying distribution, their
optimal exemplars typically won’t overlap. In this paper, we consider an ANOVA-style decomposition
of related datsets into a set of shared exemplars that characterize their similarities, and a set of local
exemplars that characterize their differences. We refer to the resulting representative points as
ANOVA exemplars.
This leads to a very interpretable method of describing the difference between two datasets. We can
directly provide exemplars of the type of data point that have increased, and decreased, in prevalence.
Concurrently, we can provide an interpretable summary of both the individual data sets, and their
commonalities.
After reviewing existing approaches to data set summarization and comparison, we introduce the
idea of ANOVA exemplars in Section 3, and describe an algorithm to learn locally optimal ANOVA
exemplars. In Section 4 we give quantitative and qualitative assessments of the exemplars found on
both image and document datasets.
(a) Synthetic datasets, with
marginal histograms. Comparing
marginal distributions and
statistics can ignore changes in
correlation structure
(b) Top left: yearbook photos from the 1950s. Bottom left: yearbook
photos from the 1970s. Top right: mean image of yearbook photos from
the 1950s. Bottom right: mean image of yearbook photos from the 1970s.
While the distribution has shifted (see Section 4), it is hard to tell how
from the mean.
Figure 1: Looking at summary statistics often obscures differences between two datasets.
2 Related work
Our work falls in the tradition of measuring and characterizing differences between two distributions,
based on samples from those distribution. Consider a set of samples X ∼ P, and Y ∼ Q, for some
unknown distributions P and Q. We wish to provide low-dimensional, interpretable representations
of both the distributions P and Q, and of the difference between these distributions. We begin by
discussing existing ways of characterizing individual distributions, before looking at existing methods
for tracking the difference between those distributions.
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2.1 Characterizing distributions
Classical approaches to characterizing an unknown distribution P in terms of samples X ∼ P rely on
calculating summary statistics for X . For example, we can measure the empirical moments of X ,
which serve as estimators for the moments of P. However, in high dimensional or highly structured
data, such summary statistics can be hard to interpret, and can exclude important information about
the distribution [19, 20]. Consider for example a distribution over images (Figure 1b). The per-pixel
mean and standard deviation give some information about the distribution, but lack nuance. While
the covariance matrix contains more information, it is hard to visualize and interpret.
An alternative method of characterizing a distribution is in terms of representative points, SX , that
are chosen to minimize some loss between X and SX . We say SX are exemplars if SX ⊂ X , and
prototypes if SX 6⊂ X . For example, support points [18] are a finite set S of prototypes that minimize
the energy distance between X and S; projected support points [21] extend this idea to minimize
maximum mean discrepancy [13]. The K-means algorithm can be interpreted as finding a set SX
of prototypes that minimizes the Wasserstein-2 distance between X and S [22]. The K-medoids
algorithm [17] behaves similarly, with the added constraint that the representative points SX be
exemplars, i.e. belong to X . Set cover approaches [23] aim to find a set of exemplars SX so that
every x ∈ X is within some distance  of an exemplar. Such sets of representative points can be
augmented with examples representing the extrema of a distribution: for example the MMD-critic
algorithm of [16] first selects exemplars that minimize the estimated MMD between X and SX , and
then selects “critics” of these exemplars, which are points in X that are poorly explained by SX .
Such an approach is particularly helpful if we wish to use the representative points to contrast two
classes.
In addition to the general-purpose summarizations described above, there are a number of model-based
summarization methods appropriate for specific domains. For example, topic models [24] represent
documents as admixtures of distributions over words, that are often semantically interpretable.
Document summarization methods [25] aim to provide human-readable summaries of documents,
and movie summarization methods [26] reduce videos to a set of summary scenes. In this paper,
we focus on general-purpose summarization, however extension of the concept to domain-specific
algorithms is an interesting avenue for future research.
2.2 Measuring distributional distances and data drift
The idea of measuring and quantizing the difference between two distributions, based on samples
from those distributions, dates back to the earliest days of hypothesis testing [27]. Two-sample tests
measure the difference between some statistic s evaluated on X and Y (for example, the mean or
the empirical CDF), and consider it’s magnitude with respect to the null distribution. As a recent
example, consider the kernel two-sample test, which estimates the maximum mean discrepency
(MMD) between two distributions [13]. The MMD between P and Q is given by
MMD(P,Q) = sup
f∈F
[EPf(X)− EQf(Y )]2
where F is the space of all functions in the unit-ball of a universal RKHS. MMD(P,Q) ≥ 0, with
the equality holding only if P = Q. We can estimate MMD(P,Q) from samples X ∼ P, Y ∼ Q as
M̂MD(X,Y ) =
1
N(N − 1)
N∑
i=1
N∑
j=1
k(xi, xj)+
1
M(M − 1)
M∑
i=1
M∑
j=1
k(yi, yj)− 2
NM
N∑
i=1
M∑
j=1
l(xi, yj)
We can estimate distribution of M̂MD(X,Y ) under the null distribution that P = Q either via
sampling or parametric approximations, and use this null distribution to determine whether the
distance between the two distributions is statistically significant.
We can extend the idea of a two-sample test to the more general setting, where we are interested in
knowing whether a distribution is changing over time. This is known as data drift or concept drift.
Detecting data drift is an important task when using machine learning algorithms in production: if the
model learned at time t does not capture relationships present at time t′, or if it lacks training examples
typical of the distribution at time t′, its performance at time t′ will be suboptimal. Distributional
distances such as MMD [28], total variation [9] and Hellinger distance [9] have been used to measure
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the drift magnitude. Looking at such metrics, or at deterioration in model performance [1, 29], can
allow us to test whether drift has occurred and to describe its rate [9]. However, such one-dimensional
metrics do not always offer much insight into how the distributions differ. In a low-dimensional
setting, looking at differences in the marginal distributions, either by plotting histograms or comparing
summary statistics, can offer insights into the drift—for example, telling us that the proportion of
men has increased, but the average age has decreased. Such naive visualizations ignore higher-order
correlations, however: If the average age of men increased, but the average age of women decreased,
we may not see any difference in the marginal distributions. Scatter plots allow us to look at pairwise
correlations, but the number of such plots may be large. Further, as we discussed in Section 2.1, such
marginal distributions may not be easily interpretable.
A number of authors have sought to provide more interpretable representations of data drift. [14]
provide a visualization method based on sequences of histograms; however this is only appropriate
for relatively low-dimensional data. [14] provide a visualization method based on sequences of
histograms; however this is only appropriate for relatively low-dimensional data. [15] provide a
more flexible collection of visualization methods, that includes histograms and low-dimensional
embeddings. [8] introduce the idea of a "concept drift map", which plots the both the overall drift
magnitude, and the marginal drift magnitude. This allows some insight into which variables are
responsible for the drift, but as before it will suffer when the drift is mostly apparent in the correlation
structure. Further, it only conveys the magnitude, rather than the direction of the drift. Taking a
different tack, [30] and [31] aim to detect changes to the conditional distribution P (Y |X), using
the Interactions-based Method for Explanations [32] to estimate the contribution of each example’s
attribute values to the example’s class label. Differences in explanations suggest a difference in the
conditional class probability.
3 Characterizing related data sets using ANOVA exemplars
As described in Section 2.1, we can generate representative points SX for a dataset X by minimizing
dome distance d between X and SX ,
SX = arg min
S∈SK
d(X,S). (1)
Here, SK is the space of all size-K sets of either exemplars or prototypes. In this paper, we focus on
the exemplar setting, where SX is constrained to be a subset of some set of real examplers (which
could be X , or a super-set of X). We can use any distance d that can be estimated between two sets of
observvations. For example, k-mediods exemplars minimize the sum of within-cluster variances [17];
support points minimize energy distance [18]; the exemplar component of MMD-critic minimizes
MMD [16].
Our goal is to jointly find exemplars SX and SY for two datasets X and Y , in a manner that allows
us to directly compare SX and SY (and by extension, X and Y ). Directly applying Equation 1 to
find exemplars separately for both X and Y will ensure that the exemplars are representative, but
they will not necessarily be easy to compare: in general, SX and SY will have no points in common
(even if they are selecting from the same set of candidate exemplars S).
To aid the user in interpreting the difference between SX and SY , we add a penalty term to our
optimization problem, so that
SX , SY = arg min
R,S
Lλ(X,Y,R, S) := d(X,R) + d(Y, S)− λ|R ∩ S| . (2)
Here, we are encouraging SX and SY to overlap. The result is three sets of exemplars, S`X , S
`
Y and
SsXY , such that
SX =S
`
X ∪ SsXY
SY =S
`
Y ∪ SsXY
This decomposition of exemplars into a shared component SsXY and local components S
`
X , S
`
Y is
reminiscent of the classical ANOVA decomposition, motivating the name ANOVA exemplars. The
shared exemplars SsXY represent commonalities between the distributions, or examples of data points
that are representative of either data set. The local exemplars S`X , S
`
Y represent examples of data sets
that are only representative of one of the two data sets.
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Such a representation provides a clear way of characterizing the difference between the two distribu-
tions. S`X provides direct examples of the type of data points that are over-represented in X , and S
`
Y
provides direct examples of the type of data points that are over-represented in Y .
3.1 A greedy algorithm for finding ANOVA exemplars
To find a local minimum of Equation 2, we iterate through a series of local swaps, selected randomly
from the following options:
• local replacement: Replace an exemplar s ∈ S`X (or equivalently S`Y ) with s∗ =
arg mins∗∈(S\SX)∪{s} Lλ(X,Y, (SX \ s) ∪ s∗, SY ).
• shared replacement: Replace an exemplar s ∈ SsXY with s∗ =
arg mins∗∈(S\(SX∪SY )∪{s} Lλ(X,Y, (SX \ s) ∪ s∗, (SY \ s) ∪ s∗).
• merge: Replace an exemplar s ∈ S`X (or equivalently S`Y ) with s∗ =
arg mins∗∈(SY\SX)∪{s} Lλ(X,Y, (SX \ s) ∪ s∗, SY ).
• split: Replace an exemplar s ∈ SsXY with two exemplars r∗, s∗ =
arg minr∗∈(S\SX)∪ss∗∈(S\SY )∪s Lλ(X,Y, (SX \ s) ∪ r∗, (SY \ s) ∪ s∗).
Each step scales quadratically with the larger of the two datasets. While the lack of convexity
means that this procedure is not guaranteed to find a global optimum, in practice we find it obtains
good-quality local optima. If desired, the procedure can be repeated to give multiple candidate local
optima.
4 Evaluation
4.1 Qualitative analysis on synthetic data
We begin by showing examples of ANOVA exemplars on synthetic data, to visualize the behavior
of our algorithm. We generated five cluster means µi ∼ Normal(0, I), and two probability vectors
piX , piY according to a standard Dirichlet distribution. We used these to generate two datasets X and
Y , each of 1000 points, from Gaussian mixture models with cluster centers µi, covariances 0.1I and
cluster probabilities piX and piY resepectively. We show the two datasets in Figure 2a.
(a) Synthetic data, with kernel
density estimate
(b) Exemplars found separately
for each dataset
(c) ANOVA exemplars, learned
jointly
Figure 2: MMD exemplars, and ANOVA exemplars, on two related synthetic datasets.
In Figure 2b we show the exemplars found according to Equation 1, using the greedy algorithm
described by [16]. In Figure 2c we show the ANOVA exemplars found using our algorithm, with
λ = 0.01. While both sets of exemplars are good fits for the data, the ANOVA exemplars capture the
commonality between the two distributions.
4.2 Analysis on real-world datasets with data drift
Next, we consider two real-world datasets.
Yearbook: A collection of images of faces taken from yearbooks between 1900 and 1982 [33]. We
generated 512-dimensional embeddings of the 15367 female, front-facing photographs using the
torchvision pre-trained implementation of ResNet [34]. We reduced the dimension using PCA to
capture 95% of the original variance, resulting in 201-dimensional representations. We partitioned
the data into decades, and created ANOVA exemplars for each pair of decades.
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NeurIPS: a collection of abstracts taken from NeurIPS papers from 1987 to 1917.1 We generated
768-dimensional embeddings using the uncased, pre-trained version of SciBERT [35]. We reduced
the dimension using PCA, as before, resulting in 198-dimensional representations. We partitioned
the data by year, and created ANOVA exemplars for each pair of decades.
In each case, we collected M = 10 exemplars, used a sum of squared exponential kernels, k =∑
i exp{||x − x′||2/2σ2i }, with σ = (1, 2, 4, 8, 16), as suggested by [36]. We ran our algorithm
for ten iterations, with five random restarts. To set λ, we first found M exemplars for each dataset
using the greedy algorithm of [16], and looked at the average MMD between exemplars for different
datasets, d¯. We set λ = d¯/2M .
(a) Yearbook: MMD
between pairs of decades
(b) Yearbook: Number
of shared exemplars
(c) NeurIPS: MMD
between pairs of years
(d) NeurIPS: Number
of shared exemplars
Figure 3: Comparing MMD between different time points (a, c) with the number of shared exemplars
between different time points (b, d).
Figures 3a and 3c quantify the magnitude of data drift in each dataset, by looking at the estimated
MMD between time periods. We see that the yearbook photos vary gradually across time, while the
NeurIPS abstracts show a dramatic change around 2007, coinciding with the birth of Deep Learning.
Compare these estimates with the number of |SsXY | of shared support points, shown in Figures 3b
and 3d. We see pairs of time points with low MMD have a large number of exemplars in common,
and pairs with higher MMD have fewer shared exemplars.
(a) Exemplars for photos from the 1910s and 1930s.
Top: Local to 1910s. Middle: Shared. Bottom:
Local to 1930s.
(b) Exemplars for photos from the 1950s and 1970s.
Top: Local to 1950s. Middle: Shared. Bottom:
Local to 1970s.
(c) Exemplars for photos from the 1920s and 1980s. Top: Local to 1920s.
Middle: Shared. Bottom: Local to 1980s.
Figure 4: ANOVA exemplars for yearbook photos.
A subset of the exemplars for the yearbook dataset are shown in Figure 4, with the full collection
included in the appendix. We see that the earlier decades tend to have exemplars with shorter, curlier
hair. In Table 1 we show the titles of papers selected as ANOVA exemplars for the years 2005 and
1https://www.kaggle.com/benhamner/nips-papers
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Table 1: ANOVA exemplars for NeurIPS papers
Local to
2005
Generalization in Clustering with Unobserved Features (2005)
Evidence Optimization Techniques for Estimating Stimulus-Response Func-
tions (2002)
Robust design of biological experiments (2005)
Efficient Unsupervised Learning for Localization and Detection in Object Cate-
gories (2005)
Sequence and Tree Kernels with Statistical Feature Mining (2005)
Walk-Sum Interpretation and Analysis of Gaussian Belief Propagation (2005)
Shared
Learning on graphs using Orthonormal Representation is Statistically Consistent
(2014)
Ordered Classes and Incomplete Examples in Classification (1996)
Sparse Gaussian Processes using Pseudo-inputs (2005)
Discriminative State Space Models (2017)
Local to
2017
Population Matching Discrepancy and Applications in Deep Learning (2017)
Partial Hard Thresholding: Towards A Principled Analysis of Support Recovery
(2017)
Prototypical Networks for Few-shot Learning (2017)
Self-Supervised Intrinsic Image Decomposition (2017)
Equilibrated adaptive learning rates for non-convex optimization (2015)
Probabilistic Rule Realization and Selection (2017)
Figure 5: Years of exemplars in S`t , S
`
t′ and S
s
tt′ for yearbook photos from different decades.
2017. The exemplars local to 2017 cover modern research techniques such as deep learning; the
exemplars local to 2005 cover topics such as message passing algorithms and unsupervised learning.
In the shared space, we haave some theory-focused papers that are less tied to a specific time period,
and topics such as sparse Gaussian processes that span both eras.
To get a more quantitative impression of the quality of the shared and local exemplars, we can look
at the dates associated with them. As we saw in Figure 3, both datasets exhibit temporal drift. We
would expect that, for when looking at exemplars S`t , S
s
tt′ and S
`
t′ representing data Xt and Xt′ , that
exemplars S`t and S
`
t′ would tend to contain data points from times t and t
′, respectively, and that
exemplars Sstt′ would tend to contain data points from in between these time periods. In Figure 5
we plot the years of the exemplars for each pair of decades. We see that, as expected, the local
exemplars tend to belong to the decade in question, while the shared exemplars span a range of
decades. Similarly, in Figure 6 we plot the years of the exemplars for the NeurIPS data, for all
possible year-year pairs.Again, we see that the local exemplars tend to belong to years close to the
target years, while the shared exemplars span a range of years.
Finally, in Table 2 we look at the MMD between a data point and various exemplars or subsets of
exemplars. We first consider MMD exemplars [16] SMMDt trained separately on each time period.
The first two columns show the average value of d(Xt, SMMDt ) (i.e. the difference (in terms of MMD)
between the data at time point t, and the exemplars for that time point) and the average value of
d(Xt, S
MMD
t′ 6=t ) (i.e. the average difference between the data at time point t, and exemplars from time
point t′ 6= t). The next two columns show the average distances between the full set (St = S`t ∪ Sstt′ )
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Figure 6: Years of exemplars in S`t , S
`
t′ and S
s
tt′ for NeurIPS from different years.
of ANOVA exemplars obtained by jointly learning d(Xt, St) and d(Xt, St′ 6=t) on two different time
steps. We see that the distances are comparable to those obtained without encouraging overlap,
indicating that the ANOVA exemplars are of similar quality.
Next, we see the decomposition of those ANOVA exemplars into d(Xt, S`t ), d(Xt, S
s
tt′), and
d(Xt, S
`
t′). We see that, on average, the shared exemplars are close to both datasets, while the
local exemplars are close to their local dataset, but far from the contrasting dataset.
Table 2: Average distances (in terms of MMD) between data at each time point, and exemplars at the
same and different time points.
d(Xt, S
MMD
t ) d(Xt, S
MMD
t′ 6=t ) d(Xt, St) d(Xt, St′ 6=t)
Yearbook -0.06364 (0.005599) 0.1095 (0.09008) -0.06263 (0.005643) 0.06993 (0.08732)
NeurIPS -0.1882 (0.02271) 0.02724 (0.1903) -0.1653 (0.02467) -0.04599 (0.1424)
dataset d(Xt, S`t ) d(Xt, S
s
tt′) d(Xt, S
`
t′)
Yearbook -0.03848 (0.05848) -0.04366 (0.02199) 0.2865 (0.1255)
NeurIPS -0.1366 (0.3035) -0.1492 (0.07110) 0.6800 (0.4703)
5 Conclusion
ANOVA exemplars offer a new method for summarizing related datasets. By identifying areas of
shared and local support, these exemplars can be used to understand differences and similarities
between datasets, making them well-suited to analysing data in the presence of potential data drift, or
comparing two similar datasets.
In this paper, we used MMD as the distance between distributions and exemplars; however a number
of choices could be made. The development of ANOVA-type variants of other summary algorithms
is an interesting avenue for future work.
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Broader Impact
There is an increasing push for greater understanding and explainability of both algorithms and
datasets [37, 38], and exemplars have been proposed as a way of increasing understanding of datasets
[16]. Our work extends this idea, using exemplars to aid in understanding of data drift. We hope
that it will prove useful in ensuring practitioners understand their data and how it evolves, leading to
better performance of ensuing algorithms.
A concern with the exemplar framework is that it returns real data points. This could be problematic
if the individual data contain sensitive explanations. Moving to a prototype framework would help
mitigate this risk, albeit at a greater computational cost. We hope to see exploration of this direction
in future work.
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A Additional exemplars
In this section, we include additional examples of ANOVA exemplars from the yearbook dataset.
Additional examples from the NeurIPS dataset can be found in the accompanying notebooks, which
will be published on github upon publication.
(a) 1900s vs 1910s (b) 1900s vs 1920s
(c) 1900s vs 1930s (d) 1900s vs 1940s
(e) 1900s vs 1950s (f) 1900s vs 1960s
(g) 1900s vs 1970s (h) 1900s vs 1980s
(i) 1910s vs 1920s (j) 1910s vs 1930s
(k) 1910s vs 1940s (l) 1910s vs 1950s
Figure 7: ANOVA exemplars for yearbook photos. In each case: Top row = local to earlier year,
middle row = shared, bottom row = local to later year.
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(a) 1910s vs 1960s (b) 1910s vs 1970s
(c) 1910s vs 1980s (d) 1920s vs 1930s
(e) 1920s vs 1940s (f) 1920s vs 1950s
(g) 1920s vs 1960s (h) 1920s vs 1970s
(i) 1920s vs 1980s (j) 1930s vs 1940s
(k) 1930s vs 1950s (l) 1930s vs 1960s
(m) 1930s vs 1970s (n) 1930s vs 1980s
Figure 8: ANOVA exemplars for yearbook photos. In each case: Top row = local to earlier year,
middle row = shared, bottom row = local to later year.
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(a) 1940s vs 1950s (b) 1940s vs 1960s
(c) 1940s vs 1970s (d) 1940s vs 1980s
(e) 1950s vs 1960s (f) 1950s vs 1970s
(g) 1950s vs 1980s (h) 1960s vs 1970s
(i) 1960s vs 1980s (j) 1970s vs 1980s
Figure 9: ANOVA exemplars for yearbook photos. In each case: Top row = local to earlier year,
middle row = shared, bottom row = local to later year.
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