Understanding and modeling the mechanisms by which directed social networks evolve are active areas of research. One related emerging topic is to understand and predict the formation of reciprocal edges, which has many potential applications such as directed social network modeling, friend recommendation, information propagation and targeted spamming.
INTRODUCTION
Online social networks (e.g., Facebook, Google+, Flickr) have become increasingly important platforms for interacting with people, processing information and diffusing social influence. Understanding and modeling the mechanisms by which these networks evolve are therefore fundamental issues and active areas of research.
One related emerging topic is to understand and predict the formation of reciprocal edges [5, 11] , the growing interest of which is highlighted by its importance in applications such as directed social network modeling, friend recommendation, information propagation, network compression [6] and targeted spamming, etc.
In spite of the importance of reciprocity in social networks, there have been few studies on it with two recent exceptions. One is the work done by Cheng et al. [5] . They treated the reciprocity prediction as a supervised learning problem. With a network constructed from the directed @-messages sent between users on Twitter, they identified a set of predictive features such as common neighbors and two-step paths extracted from network structure. The other nice work was done by Hopcroft et al. [11] , who constructed a semi-supervised learning model for reciprocity prediction. With a directed Twitter follower network, they identified more predictive features such as status homophily, interactions (e.g., retweeting and replying tweets) and structural balance [4] .
However, treating reciprocity prediction as a supervised or a semi-supervised learning problem could incur a serious issue. Specifically, given a network snapshot, these approaches treat reciprocal edges as positive examples and sample some unreciprocal edges as negative examples to train the models. Unfortunately, these sampled unreciprocal edges are also test examples in the next snapshot. Moreover, some of them might have turned to be positive (i.e., reciprocally linked back). As a result, the better the trained models are, the worse generalization performances they possibly achieve. In fact, in the reciprocity prediction setting, we can only observe positive examples. Furthermore, the structure and evolution of reciprocal and unreciprocal edges are largely unexplored. It's also unclear that how user behaviors (e.g., tendencies of reciprocally linking back), node attributes (e.g., school, employer and major derived from users' profiles) and edge attributes (e.g., edge age) influence the formation of reciprocal edges.
In this paper, we first study the structure and evolution of reciprocal and unreciprocal edges in Google+ and Flickr social networks. Specifically, we find that reciprocal edges mainly link users with similar degrees while unreciprocal edges mainly connect ordinary users (i.e., users with low degrees) and popular users (e.g., celebrities). However, the impacts of reciprocal edges linking ordinary and popular users on the network structures become increasingly significant as the social networks evolve. Second, we observe that user behaviors, node attributes and edge attributes all have significant influences on the formation of reciprocal edges. For example, sharing common schools triples the probability of reciprocally linking back to an unreciprocal edge. These measurement results inform us the designs of reciprocity prediction features. Third, in contrast to previous studies that treat reciprocity prediction as either a supervised or a semi-supervised learning problem, we model reciprocity prediction as an outlier detection problem. Finally, we perform extensive evaluations with the Google+ and Flickr datasets, and demonstrate that our proposal outperforms previous reciprocity prediction approaches.
NOTATIONS AND DATASETS
In this section, we begin with the introduction of a few notations. Then, we describe our novel Google+ dataset and the publicly available Flickr dataset.
Notations
We denote a directed social network as G = (V, E), where V and E are respectively the set of nodes and edges. We will elaborate how the nodes and edges are constructed when describing the datasets. Moreover, the snapshot of G at time t is denoted as G (t) . A directed edge (u, v) is called as a friend request if the reverse directed edge (v, u) does not exist yet or appears after (u, v), otherwise it's called as a friend acceptance. Moreover, following the terminology in social science [12] , we also classify edges be to parasocial and reciprocal. Specifically, a directed edge (u, v) is called parasocial if the reverse directed edge (v, u) does not exist yet, otherwise it's called reciprocal. According to the definitions, parasocial edges are friend requests that haven't been accepted yet. Figure 1 illustrates these concepts. For instance, in G (t) , (w, u), (w, v) and (v, u) are friend requests, (u, w) is a friend acceptance, (w, u) and (u, w) are reciprocal edges and (w, v) and (v, u) are parasocial edges.
We can undirect a directed social network G = (V, E) to two undirected versions, i.e., parasocial version Gp = (Vp, Ep) and reciprocal version Gr = (Vr, Er), which satisfy that Vp = Vr = V , Ep = {(u, v)|(u, v) ∈ E or (v, u) ∈ E} and Er = {(u, v)|(u, v) ∈ E and (v, u) ∈ E}. Intuitively, the reciprocal version consists of undirected reciprocal edges while the parasocial version includes both undirected reciprocal and parasocial edges.
For a node u, we denote its incoming neighbors as Γi(u) = {v|(v, u) ∈ E} and indegree as di(u) = |Γi(u)|, outgoing neighbors as Γo(u) = {v|(u, v) ∈ E} and outdegree as do(u) = |Γo(u)|, parasocial neighbors as Γp(u) = Γi(u) ∪ Γo(u) and parasocial degree as dp(u) = |Γp(u)|, and reciprocal neighbors as Γr(u) = Γi(u) ∩ Γo(u) and reciprocal degree as dr(u) = |Γr(u)|.
Assume nodes also have binary attributes (e.g., Google Inc., Computer Science, etc.). For each binary attribute a, we denote its social neighbors Γs(a) as the set of nodes in V that have the attribute a, and social degree as ds(a) = |Γs(a)|. Furthermore, we denote the set of attributes of a node u as Γa(u) and attribute degree as da(u) = |Γa(u)|.
Datasets
Google+: Google+ was launched with an invitation-only test phase on June 28, 2011, and opened to everyone 18 years of age or older on September 20, 2011. Google+ provides each user with an incoming friend list (i.e., "have you in circles"), an outgoing friend list (i.e., "in your circles") and a profile page. We began to crawl daily snapshots of public Google+ social network structures and user profiles shortly after it was launched; our dataset consists of 79 snapshots crawled from July 6 to October 11, 2011 (i.e., 98 days). The first snapshot was crawled by breadth-first search (without early stopping). On subsequent days, we expanded the social structure from the previous snapshot. For most snapshots, our crawl finished within one day as Google did not limit the crawling rate during that time. The 79 snapshots are denoted as
, where superscripts are the normalized crawling dates of the snapshots. Note that 19 snapshots are missing in our dataset.
We take each user u in Google+ as a node, and connect it to her outgoing friends via outgoing edges and incoming friends via incoming edges. Apart from the social structure, nodes also have attributes derived from users' profiles. We adopt four attribute types, i.e., School, Major, Employer and City. Specifically, we find all distinct schools, majors, employers and cities that appear in at least one crawled user profile and use them as binary attributes. Around 22% of users have nonempty profiles and thus have observed node attributes in the last snapshot.
Gong et al. [10] roughly divided the evolution of Google+ into three phases: Phase I from day 1 to day 20, which corresponds to the early days of Google+ whose size increased dramatically; Phase II from day 21 to day 75, during which Google+ went into a stabilized increasing phase; and Phase III from day 76 to day 98, when Google+ was opened to public (i.e., without requiring an invitation), resulting in a dramatic growth again. We point out the three phases because we will show in Section 3 that reciprocal edges also evolve differently in them.
Flickr: Flickr is a photo-sharing site based on a social network, and it provides each user a friend list. This Flickr dataset, obtained from Mislove et al. [18] , consists of two parts. One has 32 snapshots crawled daily between November 2nd, 2006 and December 3rd, 2006, and the other has 102 snapshots crawled daily between February 3rd, 2007 and May 18th, 2007. Since there is a two-month gap between the two parts, we adopt the second one in our study to avoid the influence of the missing data. Moreover, we denote these snapshots as
. We take each user as a node and connect it to her friends via outgoing edges. Note that this Flickr dataset doesn't have node attributes information.
Dataset summary: Table 1 shows the statistics of a few basic network metrics of the largest snapshots of the Google+ and Flickr datasets. Reciprocity in the table is the fraction of friend requests that are already accepted.
STRUCTURE AND EVOLUTION
In this section, we study both global and local structures and evolutions of reciprocal and parasocial edges. Specifically, we explore the global one via studying degree homophily of the parasocial and reciprocal versions of the directed online social networks; we probe the local one via looking into the corresponding clustering coeffients.
Global structure and evolution
To this end, we look into degree homophily of the parasocial and reciprocal versions of the directed social networks. Degree homophily characterizes if two linked nodes tend to have similar degrees. Furthermore, assortativity coefficient [21] ranging from -1 to 1 is used to quantify degree homophily. Intuitively, we can roughly classify users in online social networks into two groups, i.e., ordinary users (e.g., low-degree users) and popular users (e.g., celebrities). Positive assortativity indicates that edges tend to link users within the same group; negative assortativity represents that edges prefer to connect users across the two groups; neutral assortativity means edges link two users without considering which groups they belong to.
In directed social networks, each node has 4 types of degrees, i.e., outdegree, indegree, parasocial degree and reciprocal degree. So there are 16 types of degree homophily (e.g., outdegree-indegree homophily, indegree-indegree homophily). Previous work [19, 10] explored the outdegreeindegree homophily and found that Flickr has positive assortativity and Google+ has neutral assortativity. However, the outdegree-indegree homophily doesn't inform us the structure of reciprocal nor parasocial edges. Differently, we study the parasocial-parasocial and reciprocal-reciprocal degree homophily. Table 1 shows the assortativity coefficients of parasocial and reciprocal versions of the two online social networks. We observe that they both have qualitatively different parasocial and reciprocal assortativities, i.e., parasocial assortativity is neutral while reciprocal assortativity is high positive. This phenomena implies that reciprocal edges are mainly intra-group ones (i.e., linking users within the same group) while parasocial edges are more likely to be inter-group ones (i.e., linking users across the two groups). The dominating intra-group reciprocal edges make the reciprocal assortativity high positive. Recall that the parasocial version consists of both the undirected parasocial and reciprocal edges, thus the dominating inter-group parasocial edges neutralize the dominating intra-group reciprocal edges, resulting in a neutral parasocial assortativity. Figure 2 further illustrates the evolution of the assortativity coefficients in Google+ 2 and Flickr. Again, we observe that parasocial and reciprocal assortativity coefficients evolve qualitatively differently. Note that reciprocally linking back to a parasocial edge only influences the recipro-2 The x-axis of the Google+ evolution figure spans over around 100 days although this Google+ dataset only has 79 daily snapshots because we use the actual crawling date of each snapshot. cal assortativity while parasocial edges only influence the parasocial assortativity.
Recall that the evolution of Google+ is divided into three phases which is described in Section 2.2. Parasocial assortativity keeps stable in Phase I and Phase II and slightly decreases in Phase III. However, reciprocal assortativity increases dramatically in Phase I and decreases in Phase II and Phase III. This implies that new inter-group and intra-group parasocial edges neutralize each other in Phase I and Phase II; after opening to the public (i.e., in Phase III), new intergroup parasocial edges slightly dominate the intra-group ones. Furthermore, new intra-group reciprocal edges significantly dominate inter-group ones in Phase I; new inter-group reciprocal edges slightly dominate the intra-group ones in Phase II and Phase III.
In Flickr, parasocial assortativity slightly increases while reciprocal assortativity slightly decreases. Different from Google+, this implies that new intra-group parasocial edges dominate new inter-group ones in Flickr. Similar to Google+, the decreasing reciprocal assortativity could imply that new inter-group reciprocal edges dominate intra-group ones.
Both online social networks imply that the impacts of inter-group reciprocal edges on the network structures become more and more significant as time evolves.
Local structure and evolution
We study the local structure and evolution of reciprocal and parasocial edges via looking into the clustering coefficients, which characterize how the neighbors of a node are connected. Given an undirected social network G = (V, E) and a node u, u's clustering coefficient is defined as c(u) =
, where L(u) is the number of edges among u's neighbors Γ(u). The average clustering coefficient is defined [25] . Intuitively, this is the average probability that a random pair of neighbors of a random node is connected.
Previous work [21, 19, 10] found directed social networks have high clustering coefficients. However, these studies cannot demonstrate the local structure of reciprocal and parasocial edges. To this end, we study clustering coefficients of the parasocial and reciprocal versions of social networks.
To determine the clustering coefficient of u, we need its degree and the number of edges among its neighbors. On one hand, parasocial edges increase u's parasocial degree. On the other hand, parasocial edges also increase the number of edges among u's parasocial neighbors. So one natural question is which one plays a more important role in determining the clustering coefficient. Table 1 shows the average clustering coefficients of the parasocial and reciprocal versions of the two social networks. We find that parasocial clustering coefficient is larger than the reciprocal one in both networks. Our observation indicates that parasocial edges, although making nodes' parasocial neighbors more than their reciprocal neighbors, connect the parasocial neighbors more tightly. Note that Cheng et al. [5] observed that the reciprocal clustering coefficient is much higher than the parasocial one in a Twitter interaction network, where nodes are Twitter users and a directed edge (u, v) means u has sent some @-messages to v. This implies that friendship networks which are our cases are different from the interaction network in terms of the local structure of reciprocal and parasocial edges. Figure 3 illustrates evolutions of the clustering coefficients in Google+ and Flickr. We observe that parasocial and reciprocal clustering coefficients evolve in similar patterns. In Google+, both of them decrease dramatically in Phase I and Phase III and increase stably in Phase II. This implies that both of users' parasocial and reciprocal neighbors become more and more loosely connected in Phase I and Phase III while turning to be increasingly tightly connected in Phase II. In Flickr, both parasocial and reciprocal clustering coefficients decrease over time, which indicates that users in Flickr have increasing number of neighbors and these neighbors are more and more loosely connected.
Summary and implications
In summary, we find that reciprocal edges mainly connect users with similar degrees while parasocial edges mainly link ordinary users and popular ones. However, the impacts of reciprocal edges linking ordinary and popular users on the network structures become increasingly significant as the social networks evolve. Moreover, parasocial edges, although making nodes' parasocial neighbors more than their reciprocal neighbors, connect the parasocial neighbors more tightly.
Our findings have significant implications for directed social network modeling. Existing directed social network models only try to match directed network metrics, thus possibly cannot match network metrics of the corresponding parasocial and reciprocal versions. For instance, we observe that the parasocial and reciprocal versions of directed social networks behave qualitatively differently with respect to assortativity coefficients. Unfortunately, we find that existing directed social network models (e.g., [14, 10] ) cannot capture such assortativity behavior. Our observations of the global and local structures of the reciprocal and parasocial edges could give us insights on the designs of better directed social network models.
WHAT IMPACTS RECIPROCITY
The previous section explores the structure and evolution of reciprocal and parasocial edges. These studies concern about the quantities of reciprocal and parasocial edges. Orthogonally, we study what factors impact the probability of linking back to a parasocial edge in this section. Hopcroft et al. [11] found that such probability is influenced by the network structure, users' social status and interactions (e.g., retweeting and replying tweets in Twitter) between users, etc. In the following, we study the impacts of user behaviors, node attributes and edge attributes on the linking-back probability. These studies give us insights on how to extract features when predicting reciprocity.
User behavior
Intuitively, users in online social networks could behave very differently in terms of issuing and accepting friend requests. For instance, one speculation is that users having higher tendencies to accept friend requests in the past are also more likely to accept new friend requests in the future; users whose friend requests were more likely to be accepted in the past will have higher probabilities of their friend requests being accepted in the future. To quantify these intuitions, we define respectively request and acceptance local reciprocity as Rr(u) = dr(u)/do(u) and Ra(u) = dr(u)/di(u). Please refer to Section 2 for the definitions of do, di and dr. Rr(u) characterizes the likelihood that u's friend requests are accepted; Ra(u) characterizes the probability with which u accepts a friend request.
To demonstrate the impact of local reciprocities on the formation of reciprocal edges, we calculate the probability of linking back to a parasocial edge as a function of local reciprocities. Specifically, we first discretize the local reciprocity ranging from 0 to 1 to 20 bins. For each bin b, we collect all parasocial edges in G (20) whose tail points have Rr(u) in b or head points have Ra(u) in b, and compute the corresponding linking-back probability as the fraction of them that turn to be reciprocal in the last snapshot of Google+ or Flickr. Figure 4a shows the linking-back probability as a function of acceptance local reciprocity. We conclude that the linking-back probability increases as acceptance local reciprocity increases. For instance, in Flickr, users that always reciprocally linked back to friend requests (i.e., users with acceptance local reciprocity 1) in the past also always do so in the future. The results of request local reciprocity are similar, but are not shown here due to the limited space. These findings support our speculations and the predictiveness of the local reciprocity for reciprocity prediction. We have node attributes in only Google+ dataset, on which we will focus in this section. Note that 78% of the Google+ nodes have no available attributes. In order to avoid the influences of these missing attributes, we use nodes with at least one attribute and edges between them.
Node attributes
Recall that each node in the Google+ dataset could have four attribute types (i.e., School, Major, Employer and City). Figure 4b shows their impacts on the formation of reciprocal edges. The figure was computed as follows: we find all parasocial edges whose end points have at least 1 attribute and share 0 or at least 1 attribute of some attribute type in G (20) , then the corresponding linking-back probability is the fraction of such edges that are reciprocal in the last snapshot. We observe that the four attribute types have different impacts on the formation of reciprocal edges. For instance, sharing the attribute type School triples the linking-back probability while sharing City just increases the probability by one third. On one hand, these findings indicate the node attributes are useful for predicting reciprocity. On the other hand, they inform us to consider the four attribute types seperately. Note that Hopcroft et al. [11] found that sharing the same time zone doesn't increase the linking-back probability in Twitter. However, we observe that sharing cities which are more fine-grained location information does increase the linking-back probability.
Edge attributes
In general, edge attributes could be messages sent from u to v, comments/likes u writes to v's posts/pictures and replying tweets, etc. For instance, Hopcroft et al. [11] found that retweeting or replying users' tweets increases the probability of linking back to a parasocial edge in Twitter.
Here, in the Google+ and Flickr datasets, we treat the age of an edge (u, v) as its edge attribute. Similar to the measurement studies on local reciprocity and common attributes, we ensemble all parasocial edges in G (20) whose ages are a, then we compute the linking-back probability with respect to a as the fraction of these edges that become reciprocal in the last Google+ or Flickr snapshot. Since the time resolution of both datasets is a day, we compute the edge ages with respect to days. For instance, edges with age 0 are the new edges in G (20) . Figure 4c shows the linkingback probability decreases dramatically as the edge age increases from 0 to 3 and decreases relatively slowly when the edge age ranges from 4 to 20. For instance, linkingback probability of parasocial edges with age 0 is around 100 times higher than that of the parasocial edges with age 20 in Flickr. These results imply that edge age is useful for predicting reciprocity.
PREDICTING RECIPROCITY
In this section, we study the prediction of reciprocal edges. First, we formally define the reciprocity prediction problem. Second, we discuss the extraction of features. Each of the features is supported by either previous work or our measurement studies in Section 4. Third, we map the reciprocity prediction to an outlier detection problem.
Reciprocity prediction definition
We denote the social network snapshot at time t as G (t) .
Furthermore, let y (t) uv = 0 if the directed edge (u, v) is parasocial at time t, otherwise y (t) uv = 1. The following statement formally defines the reciprocity prediction problem.
reciprocity prediction is to predcit y (t+1) uv ∈ {0, 1} for all parasocial edges at time t.
Features
We extract two categories of features for each directed edge. The two categories are single-node features and nodepair features. Table 2 summarizes these features. Our new features are indicated by the star marker * in the table. In the following, we will elaborate them one by one.
Single-node features
These features are extracted for each node individually. For an edge (u, v), the single-node features of both u and v are concatenated.
Degrees [5] : Cheng et al. has shown that indegree and outdegree and their ratio are useful features for reciprocity prediction. Moreover, Hopcroft et al. [11] also found that high-degree users link back to high-degree users with a higher probability. Following Cheng et al., we extract di(u), do(u), do(u)/di(u) for each node u as features.
Local reciprocity:
We have shown in Section 4.1 that local reciprocities impact the formation of reciprocal edges significantly. So we extract both acceptance and request local reciprocities as features.
Node-pair features
We extract three categories of node-pair features for each edge (u, v). They are structural features, node-attribute and edge-attribute features. 
Node-pair
Structures
Common neighbors (CN)
Node attributes* 
Structural features:
We extract a few classical link prediction features [16, 9] such as common neighbors, jaccard coefficients, Adamic-Adar scores and preferential attachment as structural features.
• Common neighbors (CN) In directed social networks, there are four types of neighbors for a node, i.e., incoming, outgoing, parasocial and reciprocal neighbors. Thus, two nodes u and v could have 4 × 4 = 16 types of common neighbors. We denote by CNxy(u, v) these 16 types of common neighbors, where x, y ∈ {i, o, p, r}. Note that CNoi(u, v) is equivalent to the number of two-step directed paths from u to v, which was shown to be useful for reciprocity prediction [5] . • Jaccard's coefficients (JC) [22] Jaccard's coefficient is a commonly used similarity metric in information retrieval. The intuition behind the Jaccard's coefficient is to penalize the common social neighbors by the total number of social neighbors the two users have. Formally,
, where x, y ∈ {i, o, p, r}. Since each node has 4 kinds of social neighbors, we have 16 types of Jaccard's coefficients.
• Adamic-Adar (AA) [1] Intuitively, we want to downweight the importance of neighbors that are social hubs. AA score quantifies this intuition as
, where x, y, z ∈ {i, o, p, r}. Totally, we have 64 AA features.
• Preferential attachment (PA) PA is empirically observed to be a basic mechanism that edge formation follows in various networks [10, 20, 3, 13] . As was proposed by Cheng et al. [5] , we calculate P A(u, v) = do(u) · di(v) and P A(v, u) = di(u) · do(v) as features. Note that Cheng et al. [5] only extracted CNii, CNoo, JCii, JCoo, AAiii and PA as structural features. Hopcroft et al. [11] used CNrr as features.
Node-attribute features:
We have node attributes in only Google+ dataset, on which we will focus in this section. However, we want to stress that our ways of extracting node attributes features can be naturally generalized to other social networks.
• Common attribute neighbors (CN-A) Recall that we have shown in Figure 4b that the four attribute types (i.e., School, Major, Employer and City) have different impacts on the formation of reciprocal edges. So we consider them seperately. Specifically, we extract the number of common attribute neighbors for each attribute type as features. . Again, we extract these features for the four attribute types seperately. Edge-attribute features: We have shown in Figure 4c that edge age impacts the formation of reciprocal edges significantly. So we extract a feature from the edge age. For a parasocial edge, this feature is simply its age. However, it's trickier to extract this feature for a reciprocal edge. Note that most of the reciprocal edges could have large ages since they might appear a long time ago, making them indistinguishable with large-age parasocial edges. However, a reciprocal edge might have a small age at the time when it became reciprocal. So we extract this age as the feature.
Modeling reciprocity prediction as outlier detection
Previous studies treat reciprocity prediction as either a supervised [5] or a semi-supervised learning problem [11] . With snapshot G (t) , their approaches treat reciprocal edges as positive examples and sample some parasocial edges as negative examples when training the models. However, the parasocial edges in G (t) are also test examples in G (t+1) and some of the sampled ones might have become positive in G (t+1) . Figure 1 demonstrates such an issue. In G (t) , edge (w, u) is a positive example, and edge (v, u) is sampled as a negative example. However, (v, u) turns to be positive in the test snapshot G (t+1) . As a result, the better their trained models are, the worse generalization performances they possibly achieve.
Actually, in the setting of reciprocity prediction, we can only observe positive examples (i.e., reciprocal edges). So we propose to model reciprocity prediction as an outlier detection problem with known positive examples. We'll use one-class Support Vector Machine [17] as an outlier detector.
EVALUATIONS
In this section, we show our experimental results of reciprocity prediction. First, we introduce our experimental setup. Then we compare our proposal with previous approaches.
Experimental setup
In the following, we will cover the construction of the training and test datasets, approaches we compare our proposal with, data normalization techniques we apply to the feature matrix, and metrics adopted.
Training and test:
According to the definition, reciprocal edges exist as pairs of edges. For instance, both (w, u) and (u, w) in Figure 1 are reciprocal edges. However, to make our description more clear, for a pair of reciprocal edges, we only call the one that appeared earlier as a reciprocal edge in the entire Section 6. To continue the above example, only (w, u) is called reciprocal since it appeared earlier than (u, w). Intuitively, these newly defined reciprocal edges are friend requests that are already accepted. However, we keep the original definition of parasocial edges.
Around 78% of users have no available node attributes in the Google+ dataset. Thus, in order to avoid the influences of the missing attributes, we further preprocess Google+ via only keeping nodes with at least one attribute and edges between them. However, we should point out that the features of an edge are still extracted from the original Google+.
We use G (20) of Flickr and the preprocessed Google+ as the training and validation data. Note that the parasocial edges in G (20) are also the test dataset. We choose G (20) to construct the training and test data because we can extract edge age features for the edges in it and the parasocial edges (i.e., test data) have enough time to be reciprocal in the last snapshots if they would be.
In the training phase, we treat the reciprocal edges in G (20) as positive training examples. These positive examples are enough to train the outlier detection model. However, supervised and semi-supervised learning models also require negative examples. So, as was done in [5, 11] , we sample αP parasocial edges in G (20) and treat them as negative examples, where P is the number of positive training examples. Note that some of the sampled training negative examples are also test positive examples, possibly resulting in bad generalization performances. So we design two sampling strategies, i.e., random and edge-age sampling. Random sampling means we sample the αP negative examples uniformly at random. Recall that Figure 4c shows parasocial edges with larger edge ages are less likely to be reciprocal in the future. So, in order to reduce the number of sampled training negative examples that are also test positive examples, we design edge-age sampling, which samples the αP negative examples with the largest edge ages. We use 2-fold cross validation and grid search to learn the model hyperparameters. Since this procesure is time-consuming, we perform it with 10% of the training examples sampled uniformly at random. Then we retrain the models on the full training data with the learned hyperparameters. In the test phase, a parasocial edge in G (20) is a test positive example if it's reciprocal in the last snapshot of Google+ or Flickr, otherwise it's a test negative example. Table 3 shows the statistics of the training and test datasets. 7.3% and 1.4% of the training parasocial edges turn to be test reciprocal ones in Google+ and Flickr respectively. These edges make the supervised and semi-supervised learning approaches achieve bad test performances. We note that 9.9% of the parasocial edges in G (20) turn to be test reciprocal ones in the original Google+ dataset.
Comparisons:
We compare the following approaches.
• SVM-R Binary SVM [7] with the random sampling strategy to sample the negative examples.
• SVM-A Binary SVM with the edge-age sampling strategy.
• TriFG-R TriFG [11] is a semi-supervised learning framework based on a factor graphical model. Apart from all the features discussed in Section 5.2, TriFG also incorporates structural balance [4] by modeling it as a factor in the factor graphical model. So we also extract structural balance features as was done in Hopcroft [11] when testing TriFG. TriFG-R samples the negative examples with the random sampling strategy.
• TriFG-A TriFG with the edge-age sampling strategy.
• OC-SVM One-class Support Vector Machine [17] is an outlier detector with known positive examples. Note that we don't need to sample negative examples for OC-SVM. We only consider linear kernels for SVM and OC-SVM due to scalability issues. We use LIBSVM 3 for OC-SVM implementation and LIBLINEAR 4 for SVM implement. LI-BLINEAR's linear SVM implementation is much faster than LIBSVM's. However, LIBLINEAR doesn't have OC-SVM implementation for now. TriFG implementation was obtained from the authors [11] . All these algorithms were run on a machine with 500GB main memory and 32 cores.
Data normalization:
We ensemble all the feature vectors into a feature matrix, rows of which correspond to edges and columns of which correspond to features. It's well known that the performances of many machine learning algorithms are sensitive to data normalizations. So we apply three normalization techniques to this feature matrix. They are i) column normalization, which normalizes each column of the feature matrix to have mean 0 and variance 1, ii) row normaliztion, which normalizes each row to have L2 norm 1, and iii) column-row normaliztion, which sequentially applies column and row normalizations to the feature matrix.
We find that algorithms tested in the following perform the best with different normalization techniques. However, we will only show the results with the best normalization due to the limited space. Metric: The number of reciprocal and parasocial edges are highly imbalanced in the test phase. Thus accuracy is not an appropriate metric. For instance, a naive model which always outputs negative can already achieve test accuracy 0.986 in Flickr and 0.927 in Google+. So, as was done in Hopcroft et al. [11] , we adopt Precision, Recall and F1 as the metrics. Precision is the portion of predicted positive examples that are true reciprocal edges. Recall is the portion of true reciprocal edges that are predicted as positive. F1 score is the harmonic mean of Precision and Recall. Figure 5 shows the test performances of the approaches as functions of the sampling ratio α. α ≥ 1.5 corresponds to the scenario in which all parasocial edges are sampled as negative examples. We have the following observations. OC-SVM v.s. SVM and TriFG: OC-SVM achieves better F1 scores than SVM and TriFG approaches in both Google+ and Flickr datasets. On one hand, SVM and TriFG approaches sample some parasocial edges as negative examples in the training phase. However, around 7.3% and 1.4% of them are also test positive examples in Google+ and Flickr respectively, which cause bad test performances. On the other hand, OC-SVM doesn't use the parasocial edges in the training phase, thus avoids this issue. Random sampling v.s. edge-age sampling: Edge-age sampling achieves better Recall than random sampling for both SVM and TriFG approaches. We take SVM with the sampling ratio α = 1.0 and Google+ as an example to illustrate the reason. Specifically, 875,989 sampled negative examples are actually test positive examples with random sampling and 580,726 of them are classified as negative in the training and test phases. However, the number of such examples decreases to 567,620 with edge-age sampling and 440,346 of them are classified as negative. The behavior of Precision is more complicated. Specifically, edge-age sampling slightly helps TriFG but makes SVM perform worse. The reason might be that edge-age sampling samples a biased subset of the parasocial edges, which decreases SVM-A's Precision.
Comparison results
Impacts of the sampling ratio: For SVM approaches, Precision increases and Recall decreases as the sampling ratio α increases. On one hand, a larger α treats more parasocial edges as training negative examples and thus classifies more test reciprocal edges as negative, which explains the decreasing Recall. On the other hand, a larger α also correctly classifies more test parasocial edges as negative and thus decreases the number of test parasocial edges among the predicted reciprocal edges, which increases the Precision. However, the behavior of the F1 score depends on datasets. Specifically, SVM's performances increase in Google+ but decrease in Flickr when α goes to 0. Interestingly, TriFG approaches are relatively robust to the selection of α with respect to all the three metrics. We speculate the reason is that TriFG incorporates structural balance information.
RELATED WORK
Measuring reciprocity: Garlaschelli and Loffredo [8] measured reciprocity in various networks (e.g., WWW, email networks, etc.). Akoglu et al. [2] quantified reciprocity in weighted communication networks (e.g., phone call network). Cheng et al. [5] found that reciprocal version has a higher average clustering coefficient than parasocial version in their Twitter interaction network, which implies that friendship networks (e.g., Google+ and Flickr) and the interaction network have different local structures of reciprocal and parasocial edges. Hopcroft et al. [11] found that, in a Twitter follower network, network structure, users' social status and interactions influence the formation of reciprocal edges.
Predicting reciprocity: Cheng et al. [5] treated reciprocity prediction as a supervised learning problem. Hopcroft et al. [11] constructed a semi-supervised learning framework for reciprocity prediction. These approaches require negative training examples, which are sampled from parasocial edges. Unfortunately, these sampled negative examples are also test examples, and some of them will turn to be positive in the test phase, which possibly decreases the generalization performances. On the contrary, we identify the reciprocity prediction is better modeled as an outlier detection problem.
Differences with other link mining tasks: Reciprocity prediction is related to a few other link mining tasks such as link prediction and link sign prediction, and link type prediction, but they are essentially different.
The classical link prediction problem aims to identify links that are missing in the current social network snapshot but are possible to appear in the near future [16, 9] . Reciprocity prediction and link prediction differ in several important aspects. First, previous work [5] has shown that features working well for link prediction are not the most effective ones for reciprocity prediction. Second, in the setting of reciprocity prediction, a parasocial edge (u, v) already exists between u and v, from which we can extract features (e.g., edge age).
The link sign prediction [15] classifies social relationships to be either positive (e.g., friendship) or negative (e.g., opposition or antagonism). This forms interesting contrasts with reciprocity prediction in the sense that reciprocal and parasocial links can easily exhibit either type of sign.
The link type prediction [23, 24] assigns relationship categories (e.g., advisor-advisee, classmate) to a pair of users. This problem implicitly treats the relationships between people as symmetric, i.e., (u, v) and (v, u) should belong to the same category, which makes it fundamentally different from reciprocity prediction.
CONCLUSION AND FUTURE WORK
In this paper, we first study the structure and evolution of reciprocal and parasocial edges in Google+ and Flickr. We find that reciprocal edges mainly connect users with similar degrees while parasocial edges mainly link ordinary users (e.g., low-degree users) and popular users (e.g., celebrities). However, the impacts of reciprocal edges linking ordinary and popular users on the network structures become increasingly significant as the social networks evolve. Moreover, parasocial edges, although making nodes' parasocial neighbors more than their reciprocal neighbors, connect the parasocial neighbors more tightly. Second, we find that user behaviors, node and edge attributes all have significant influences on the formation of reciprocal edges. Third, in contrast to previous studies that treat reciprocity prediction as either a supervised or a semi-supervised learning problem, we identify that reciprocity prediction is better modeled as an outlier detection problem. Finally, we perform extensive evaluations with the Google+ and Flickr datasets, and demonstrate that our proposal outperforms previous ones.
One interesting future work could be to design a directed network model that matches real networks with respect to not only directed network metrics but also undirected ones of the corresponding parasocial and reciprocal versions. It's also interesting to design an outlier detecter incorporating the structural balance features. 
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