The problem of geometrical partitioning the multiple connected orthogonal polygon is considered in the given paper. The problem refers to the NP-hard class of problems because it is necessary to fulfill exhaustive search for assured finding the optimal solution. It stipulates the interest for developing efficient heuristic methods for solving the above problem. Some multiply-connected orthogonal polygon is supposed to be parted into a set of rectangles avoiding their intersecting and their crossing the polygon borders.
I. PREFACE
The partition problems refer to the class of discrete optimization problems. Actually, there are many problems based on the similar models, for example, scheduling cuttingpacking problems, nesting and many others. The solving of such problems is aimed at resource saving. The problems of orthogonal packing into a quadrant [7, 8] , on sheets [8, 10] and into a semi-endless strip [9, 14, 15, 17] are of special importance. No less important is determining of the lower and upper boundaries in cutting-packing problems [8] .
Besides, there are classes of regular and non-regular packing problems [11] . All the above mentioned problems are considered for 2D and 3D space [12, 13, 16] . The researchers in this field have been developing new approaches to solving different specific problems that arise in practice.
The partitioning problems have been known and are being researched to present day [1, 2] . In these problems it is required to divide some object into parts to reach definite aim. The partitioning problems are considered to be problems of rational use of resources, therefore the solving of the above problems results in real economic effect for business. The efficient solution to such problems is urgent from both theoretical and practical points of view. The partitioning problem can be considered as a separate problem as well as a sub-problem of some technological process [3, 4] .
Technological processes in different applied branches of industry are known to use the stage of cutting or the stage of element placement taking into account their geometrical properties [3] . The process is very important for resource saving but it is difficult for decision making. The classification of the basic models for geometrical placement problems is given in papers [2, 5] .
The process of creating a card for geometrical partitioning the multiple connected orthogonal polygon into rectangular domains is considered in the given paper.
II. THE PROBLEM OF GEOMETRICAL PARTITIONING THE

MULTIPLE CONNECTED ORTHOGONAL POLYGON
Let us consider in greater detail the problem of geometrical partitioning the multiple connected orthogonal polygon (MOP), where it is required to divide some domain into minimum number of elements (rectangles). At that, the total length of boundary junctions of the elements can be considered as an important criterion of partitioning. When solving such problems, the existence of the so-called prohibited zones in the area to be divided is of great importance because the search for the algorithm depends on it. The proposed mathematical model of the problem of geometrical partitioning MOP is a modification of the subproblem to the complex problem of geometrical covering and orthogonal cutting [3, 6] . OF THE PROBLEM OF   PARTITIONING THE MULTIPLE CONNECTED ORTHOGONAL  POLYGON INTO RECTANGULAR ELEMENTS. Given: a MOP P presented by < W, H, B >, where W is the width of the ambient rectangle, and H is its height, B = {Bν}, m , 1 =  denotes the set of prohibited rectangular zones, Bν = {χν, ην, ων, λν}, where χν, ην are the bottom left corner coordinates in the MOP P coordinate system, ων is the width and λν is the height of the prohibited zone. It is required to find a rectangular partitioning R, that is a set of rectangles R = {ri }, |R| = n, ri = {xi, yi, wi, hi}, where xi, yi are the bottom left corner coordinates in the MOP P coordinate system, wi, hi are the width and the height of the rectangle ri correspondingly, so that :
III. MATHEMATICAL MODEL
The set of conditions (1) implies that the rectangle ri ∈ R must not overstep the bounds of the MOP P.
The set of conditions (2) denotes that the rectangle ri ∈ R must not intersect with any other rectangle ri ∈ R.
The set of conditions (3) means that the rectangle ri ∈ R must not intersect with any prohibited zone Bν ∈ B.
The set of conditions (4) means that the rectangles from the set R must cover the whole inner area of the MOP excluding the prohibited zones. It is worth considering that the objective function aimed at minimizing the summarized boundary junction length generally is not equivalent to the function of minimizing the number of rectangles in partitioning. But having modified the objective function, it is possible to gain the minimum boundary junction length for minimum number of the elements composing the partition.
IV. ALGORITHM FOR SEQUENTIAL IMPROVING THE SIZE
COEFFICIENT (SISC) For solving the problem of MOP geometrical partition we offer a two-step algorithm based on evaluation of the size coefficient for rectangular partition. The SISC algorithm creates a limited sorting out of the MOP partition.
First step implies the search for the initial partition of the MOP. To describe the procedure of initial partition it is necessary to define some additional mathematical notations.
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We scrutinize some rectangle F = {xf, yf, wf, hf}. It is chosen to limit the searching area. We will describe its usage below.
Besides, we introduce a set of rectangles Step-by-step description of the initial MOP partition
Find a rectangle ri: The second step of the SISC algorithm is a procedure of the initial partition reorganization taking into account the size coefficient. The size coefficient makes it possible to evaluate the ratio of the sides of a partition element.
The initial partition obtained as the result, most probably will not satisfy the objective function, therefore it is required to introduce some changes, reorganization, transformations into the MOP partition chart.
We introduce several mathematical notations.
of adjacent rectangular elements for the rectangle ri is a set of such rectangles ∈ R, that one of the following conditions is fulfilled:
The above conditions allow us to find rectangles which are candidates to be joined to the rectangle ri. Condition (5) takes account of the situation when some candidate i l a is located above the rectangle ri or under it; condition (6) does the same when i l a is on the left or right of the rectangle ri.
We know that ,
changes too. We also say that the rectangle i l a is adjacent to the rectangle ri. Then we introduce the size coefficient to define the ratio of the sides of partition elements γ(ri):
The size coefficient value is in the interval from 0 to 1.
Then we introduce another value ψ: it is defined by an expert, default value ψ = 2. This value is bound to the ratio of the sides and it allows us to neglect certain elements.
We introduce an operation of joining rectangular elements ri and the rectangle i l a , ) , ( i l i a r  :
• If i l a is located above ri. that is
Besides, if the corresponding left or right sides of rectangles ri and i l a are on the same line, then the following is fulfilled:
, , Otherwise i l a is divided into two parts.
• If i l a is located to the right of ri, that is It is worth noting that the partition which goes after fulfillment of the current step of the algorithm is denoted as R'.
The chart in Fig. 4 shows the procedure of the initial partition transformation.
V. FORMAL PRESENTATION OF THE ALGORITHM
1. For ∀ ri ∈ R find the set Ai;
2. If γ(ri) < ψ and  Ai: Ai ≠ Ø and
are such as Fig. 4 . The procedure of the initial partition transformation Hence, the SISC algorithm is based on improving the size coefficient and sequential examining of vertexes of the initial MOP in one of the possible directions: horizontal or vertical. Thus, the offered solution to the problem of partitioning MOP consists of the following procedures:
1. Find the initial partition; 2. Transform the initial partition on the basis of the size coefficient:
• taking into account the adjacent elements;
• taking into account the compound adjacent elements. To evaluate the algorithm we need to carry out a computing experiment that can help to analyze the initial partition procedure efficiency. It can also help to analyze the transformation procedure taking into account adjacent elements and compound adjacent elements as well. The software has been developed for this purpose. It is written in Advances in Intelligent Systems Research, volume 166 a high-level programming language C# in Microsoft Visual Studio 2010 development framework.
VI. COMPUTING EXPERIMENT
The computing experiment was carried out on different initial data sets, including those generated at random and those given by an expert. The described below classification of the initial data was introduced. The following notions were used in the process: 1-connected orthogonal polygon; multiple connected orthogonal polygon; prohibited zone quota. The prohibited zone quota is the ratio of their summarized area to the covering rectangle square of 1connected orthogonal polygon or multiply connected orthogonal polygon, OOP or MOP correspondingly.
The following classes of input data have been singled out as a result in Table 1 .
The computing experiment has been carried out on the PC with Intel® Core™ i5-4670K@3,40 GHz, RAM memory space 16 GB and OS Microsoft Windows 7 x64. The given below tables show the results of the solving of mentioned examples with interim steps. Here are the names of all steps:
Type of problem
Type of polygon
Prohibited zone ratio Number of examples
• PP (primary partition);
• CU (composite united );
• MJLP (minimization of joints length partition).
To evaluate the efficiency we use two notions:
• the number of elements to be partitioned;
• the summarized boundary junction length.
These notions are calculated as follows: a certain standard is created for the current output data. It is some partition that designedly does not satisfy the criterion of the boundary junction length minimization. For PP, CU, MJLP the notion of partition element number is equal to the ratio of the corresponding partition element number to the standard partition elements number. And the summarized boundary junction length equals the ratio of the corresponding summarized boundary junction length to the standard summarized boundary junction length. The more efficient is partitioning the less the notions become. Experiment 1. In the given group of problems, 1connected orthogonal polygons compose the area to be partitioned. Table 2 shows the information about the ratio of the number of elements to be partitioned. Based on the above data (Table 2) we come to the conclusion that the CU step shows the best value of index but it gets worse when the prohibited zone ratio grows. Table 3 shows the information about the summarized boundary junction length.
Based on the above data (Table 3) we come to the conclusion that the MJLP step shows the best value of index but it gets worse when the prohibited zone ratio grows. Experiment 2. In the given group of problems multiple connected polygons are used as the area to be partitioned. Table 4 shows the information about the number of elements to be partitioned. Based on the above data (Table 4 ) we come to the conclusion that the CURP step shows the best value of index but it gets worse when the prohibited zone ratio grows. Table 5 shows the information about the ratio of summarized boundary junction length.
Based on the above data (Table5) we come to the conclusion that the MJLP step shows the best value of index but it gets worse when the prohibited zone ratio grows. On average, one set of data has been calculated for no longer than one minute. It is worth noting that the growth of problem dimension brings about the growth of working time.
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VII. SUMMARY AND CONCLUSION
With regard to the computing experiment results we have drawn several conclusions about the efficiency of the offered way to solve the problem of geometrical partitioning MOP.
Firstly, when the quota of prohibited zones grows, the indexes of the number of elements to be partitioned and those of the summarized boundary junction length grow too. At the same time, for the steps PP, CU and MJLP the gap between their coefficients shrinks as well. It is explained by the fact that the more is the prohibited zone ratio the less freely the partitioning can go on.
Secondly, minimization of the summarized boundary junction length is not equal to minimization of the partition element number. Thus, trying to minimize the summarized boundary junction length we have to sacrifice the partition element number. Though certain compromise can be achieved, when necessary, and the experiment results show it as well.
On the whole, taking into account the results of the experiment we can recommend the MJLP modification to minimize the summarized boundary junction length. The procedure of CU can be the best choice when some compromise is needed between the summarized boundary junction length and the partition element number.
Besides, the described above algorithm can be modified. In particular, MOP can undergo some orthogonal rotation (90°, 180°, 270°) before the algorithm for the primary partitioning is applied. Another variant of modification is as follows: introduce such changes into the algorithm that the rectangle elongates to the right and upward simultaneously, that is, diagonally. Hence, the partitioning may consist of four-squares only. But they can outnumber the rectangles for the same area to be partitioned.
In summary the computing experiment proves that the algorithm SISC is quite advantageous to be used. And it is worth noting, there is much prospect in modification of the algorithm to gain an improved plan of MOP partition with regard to real usefulness of one of the efficiency index.
