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ABSTRACT
The time irreversibility and fast relaxation of collapsing N -body gravitating systems (as opposed to the time re-
versibility of the equations of motion for individual stars or particles) are traditionally attributed to information loss
due to coarse-graining in the observation. We show that this subjective element is not necessary once one takes into
consideration the fundamental fact that these systems are discrete, i.e. composed of a finite number N of stars or parti-
cles. We show that a connection can be made between entropy estimates for discrete systems and the Nyquist-Shannon
sampling criterion. Specifically, given a sample with N points in a space of d dimensions, the Nyquist-Shannon criterion
constrains the size of the smallest structures defined by a function in the continuum that can be uniquely associated
with the discrete sample. When applied to an N -body system, this theorem sets a lower limit to the size of phase-space
structures (in the continuum) that can be resolved in the discrete data. As a consequence, the finite N system tends to
a uniform distribution after a relaxation time that typically scales as N1/d. This provides an explanation for the fast
achievement of a stationary state in collapsing N -body gravitating systems such as galaxies and star clusters, without
the need to advocate for the subjective effect of coarse-graining.
lbs@usp.br
21. INTRODUCTION
An important question in the study of collisionless N -
body gravitating systems is how to reconcile the time
irreversibility of the fast relaxation of a collapsing struc-
ture with the reversible character of the equations of
motion for the individual stars or particles. In other
words, how to reconcile this irreversible relaxation with
the time reversibility of the Vlasov equation (assumed
to describe the kinetic evolution). The most common
solution to this apparent paradox (“the fundamental
paradox of stellar dynamics”, according to Ogorodnikov
1965) is to attribute this time irreversibility to informa-
tion loss in a “coarse-grained” observation (Lynden-Bell
1967; Levin et al. 2014). According to this view, during
the dynamical evolution of the system, the distribution
of particles in phase-space progressively develops finer
and finer structures (i.e., filaments) that after some time
can no longer be detected by the observing device, which
only measures averaged (“coarse-grained”) quantities.
A fundamental problem with this solution, however,
is that it introduces a subjective element, making the
relaxation phenomenon dependent on the observational
precision (Jaynes 1965). In this paper, we provide
an alternative scenario without this subjective element.
We use rigorous recipes to estimate the entropy of
a discrete sample (see Joe 1989; Beirlant et al. 1997;
Leonenko et al. 2008; Biau & Devroye 2015) and show
that its evolution is connected to the celebrated Nyquist-
Shannon sampling theorem of signal theory and image
processing.
For systems with N particles evolving in a phase-space
of dimension d, we derive a relaxation time that scales
typically as N1/d. Once one recognizes as a funda-
mental fact that gravitational systems such as galaxies
and star clusters are finite-N systems, as opposed to
the theoretical limit to the continuum (N →∞), this
time scale is naturally seen as a real relaxation time.
Our analysis provides a theoretical explanation for the
power law N -dependencies of the relaxation time ob-
tained by Pakter & Levin (2017) for long-range inter-
acting systems in d = 2 and by Beraldo e Silva et al.
(2018 submitted) for ensembles of orbits integrated
in triaxial gravitational potentials (d = 6). Finally,
together with the analysis of Beraldo e Silva et al.
(2017) (hereafter Paper I) and Beraldo e Silva et al.
(2018 submitted) (hereafter Paper II), this discrete-
ness effect is shown to be the main mechanism for the
fast (in a few dynamical time scales) collisionless relax-
ation of non-equilibrium N -body gravitating systems.
In § 2 we show analytically that the finest phase-space
structures of an ensemble of free particles are expected
to develop linearly in time. In § 3 we briefly introduce
the Nyquist-Shannon theorem, relating the inverse size
of these finest phase-space structures (bandwidth) with
the size N of a discrete sample. In § 4 we develop
a non-dynamical toy model with known values of the
bandwidth and in § 5 we introduce the entropy estima-
tor, showing that the estimates applied to the toy model
agree with the Nyquist-Shannon criterion. In § 6 we ap-
ply the entropy estimator to the study of the relaxation
of orbit ensembles integrated in a Plummer potential,
deriving the typical relaxation time. Finally, § 7 sum-
marizes our results.
2. THE SIMPLEST DYNAMICAL MODEL
In this section we consider the simple example of an
ensemble of free particles to show how the phase-space
structures are expected to evolve in time. In particular,
in order to make contact with the Nyquist-Shannon the-
orem in the next sections, we are interested in the time
evolution of the finest phase-space structures, i.e. of the
largest structures (the bandwidth K) in Fourier space
of the distribution function.
Consider an ensemble of particles initially distributed
according to a Gaussian in a d-dimensional phase-space:
f0(~x,~v) =
1
(2π)
d/2
exp
(
−
~x2 + ~v2
2
)
, (1)
where ~x and ~v are conveniently normalized dimension-
less position and velocity. If no forces act on the parti-
cles, at a time t this distribution evolves to
ft(~x,~v) =
1
(2π)
d/2
exp
[
−
(~x− ~vt)
2
+ ~v2
2
]
. (2)
Note that if Eq. (2) is seen as characterizing the macro-
scopic state, i.e. considering the system as a whole, as is
normally the case when referring to a (probability) dis-
tribution function, it associates a number to each point
(~x,~v) in a continuous d-dimensional domain for every
time t. In this way, when describing the evolution of a
finite-N system, it necessarily extrapolates the informa-
tion available in a discrete sample, implicitly assuming
that this extrapolation is always physically meaningful.
Taking the Fourier transform of Eq. (2), one gets (see
the appendix for more general and detailed calculation)
fˆt(xˆ, vˆ) ≡
1
(2π)d/2
∫
d~x
∫
d~v e
[
−
(~x−~vt)2+~v2
2
]
e−i(xˆ·~x+vˆ·~v)
= exp
[
−
(t2 + 1)xˆ2 + 2txˆ · vˆ + vˆ2
2
]
,
where (xˆ, vˆ) are the respective wavevectors, or frequen-
cies, in Fourier space. We are interested in determining
3the largest characteristic scales, i.e. the bandwidth K,
in Fourier space and a rough estimate can be made as
K2(t)≈〈xˆ2 + vˆ2〉 =
∫
dxˆ
∫
dvˆ(xˆ2 + vˆ2)fˆt(xˆ, vˆ)∫
dxˆ
∫
dvˆfˆt(xˆ, vˆ)
= (2 + t2) .
This already shows that at large times the bandwidth
K is expected to grow linearly with time for this simple
model. A different estimate takes into accout that the
characteristic scales of fˆt(xˆ, vˆ) can be associated with
the dispersions in two orthogonal directions obtained by
some rotation of the (xˆ, vˆ) axes. Since we are interested
in the largest characteristic scales, we make a rotation
such that one of the new axis points in the direction of
the largest dispersion. This is similar to the so-called
principal component analysis and is made in the ap-
pendix, where we similarly conclude that K(t) ∝ t for
large times.
3. NYQUIST-SHANNON THEOREM
According to the Nyquist-Shannon (hereafter N-S)
theorem, a function in the continuum can be recovered
from its discrete sampling whenever the sampling rate
is at least twice the bandwidth K in Fourier space of
the function (N-S criterion). In the original proofs of
Nyquist (1928) and Shannon (1949), the sampling was
assumed to be uniform, but their result was extended,
later on, to the case of nonuniform samplings, in which
the sampling rate is to be understood as the average
sampling rate (Landau 1967). This sufficient condition
to recover a function in the continuum from some dis-
crete sampling of it is also known to be necessary, in
general. According to this theorem, in order to exactly
reconstruct a function in a d-dimensional continuum (i.e.
in a continuous domain) from a discrete sample, the
number of sampling points must be N & Kd, where K
is the largest characteristic frequency of the function i.e.
its bandwidth in frequency/Fourier space. Conversely,
given an arbitrary discrete sample with N points, the
theorem states that only functions with bandwidth
K . N1/d, (3)
i.e. with structures not finer than given by Eq. (3), can
be uniquely associated to the sample. Functions with
a larger bandwidth, i.e. with finer structures, contain
extra information not equivalent to that in the sample.
4. TOY MODEL
In this section we introduce a (non-dynamical) toy
model based on a simple probability distribution func-
tion for d independent variables
f(x1, ..., xd) = F (x1)...F (xd), (4)
with
F (x) =
1
A
{
1 +
n∑
m=1
[am cos(2πmkx) + bm sin(2πmkx)]
}
(5)
for −1/2 ≤ x ≤ 1/2 and F (x) = 0 otherwise. Here
k,m, n are natural numbers and A is a normalization
constant. A = 2 if k = 0 and A = 1 when k > 0.
Note that the case k = 0 corresponds to a uniform
distribution. In order to ensure that F (x) is non-
negative, the coefficients am, bm are real numbers such
that
∑
n
√
a2n + b
2
n ≤ 1.
In the examples discussed below, for fixed n > 0 we
set bm = 0 for all m and am = n
−1 for m ≤ n, with
am = 0 for m > n. We denote by f
(n) the distributions
corresponding to these choices of am, bm. There is noth-
ing special about this choice, except that the coefficients
vanish for m > n. Other choices with this property lead
to essentially the same results. For this model the band-
width is K = n× k. Note that this toy model has no a
priori dynamical interpretation or time evolution. How-
ever, the parameter k can be seen as analogous to time
t, with larger values introducing finer structures in the
“phase space” and a linear growth of the bandwidth K.
It is important to emphasize that, on the one hand,
the imposition of a function in the continuum restricts
the number of sampling points necessary to correctly
recover the function. On the other hand, in N -body
gravitating systems what we are given a priori is an ar-
bitrary sample of size N . In this case, the N-S theorem
imposes restrictions on the distribution function in the
continuum that can be used to describe the N -body sys-
tem and the equation driving its kinetic evolution. This
point is discussed in § 6.
Fig. 1 shows samples of this model, Eqs. (4)-(5), with
n = 1 in d = 2 with N = 104 points generated with the
acceptance-rejection method for different k values. For
small K values, the structure of the distribution func-
tion is well captured by the sample. Larger values of K
are associated with finer structures in the “phase-space”.
Beyond a critical value, these fine structures cannot be
any longer resolved by the sample, which looks like the
one for a uniform distribution. This qualitatively illus-
trates the content of the N-S theorem.
5. ENTROPY ESTIMATES
For a quantitative analysis, we generate samples of
the distribution given by Eqs. (4)-(5) for different values
of parameters k and n, in different dimensions d and
for different numbers N of points. We then estimate
the entropy associated with each one of these samples
as follows: recall first that the Shannon entropy of the
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Figure 1. Discrete samples of the toy model f(x1, x2) = F (x1)F (x2), with F (x) defined by Eq. (5) with n = 1, using N = 10
4
points in each panel. In agreement with the N-S criterion, Eq. (3), for K .
√
N the sample is able to qualitatively reproduce
the features of the generating function, while for K &
√
N it resembles a uniform distribution.
distribution f(x1, ..., xd) is defined as
S(k) ≡ −
∫
f ln f dx1... dxd. (6)
Given a sample of points in d dimensions, distributed
according to f , this entropy can be estimated as
Sˆ(k) = −
1
N
N∑
i=1
ln fˆi, (7)
where the integral in Eq. (6) is translated into a sum
over the N sampling points. Eq. (7) converges to Eq.
(6) for N → ∞ when we estimate fˆi with at least two
methods (Joe 1989; Beirlant et al. 1997; Leonenko et al.
2008; Biau & Devroye 2015): the nearest neighbor and
the kernel method. A study of the evolution of N -body
self-gravitating systems has shown that both methods
provide very similar entropy estimates – see Paper I.
In the nearest neighbor method, the distribution func-
tion f at the point ~xi = (x1, ..., xd) is estimated as the
number of points inside a hyper-sphere of radius Din
(the distance from point i to its nearest neighbor n) di-
vided by its volume. With normalization factors,
fˆi =
1
(N − 1)eγVdDdin
(8)
(see Leonenko et al. 2008), where γ ≈ 0.57722 is the
Euler-Mascheroni constant, Vd = π
d/2/Γ(d/2 + 1) and
Din =
√
(~xi − ~xn)2. For the identification of the near-
est neighbors we use the Approximate Nearest Neigh-
bor (ANN) method Arya et al. (1998)1, which is based
on a kd-tree algorithm Friedman et al. (1977). The al-
gorithm allows one to optimize the search by approxi-
mating the nearest neighbor, but we use it without any
approximation, identifying the exact nearest neighbor.
The entropy estimates of samples generated with
Eqs. (4)-(5) for n = 1 and d = 2, 4, 6 are shown in Fig.2.
The black points of the left panel (2D) contain the en-
tropy values for the samples shown in Fig.1. Note that
the theoretical entropy value obtained with Eqs. (4)-(6)
is S1(k) ≈ −d × 0.307, for any integer k > 0, whereas
Sn(k = 0) = 0. Here, Sn is the Shannon entropy of the
distribution f (n) defined above. Thus, if the sample is
able to recover the full information of the function f at
fixed k value, we get ∆Sˆ ≡ Sˆ(k) − Sˆ(k = 1) ≃ 0, up
to small statistical fluctuations. This is approximately
the case for small K, as can be seen in Figs.1 and 2.
However, for any given number N of points, there is
a critical K value beyond which the function in the
continuum f has structures too fine to be resolved or,
equivalently, too large a bandwidth in frequency/Fourier
space, for all the information contained in the function
f to be recovered from the discrete sample, the distribu-
tion of which becomes effectively uniform. In this case,
Sˆ(k) strongly deviates from the entropy of the func-
tion in the continuum, S(k), achieving the maximum,
1 Available at www.cs.umd.edu/∼mount/ANN/. A slightly dif-
ferent version, allowing searches in parallel, was developed by An-
dreas Girgensohn and kindly provided by David Mount.
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Figure 2. Entropy estimates of samples of f(x1, ..., xd), Eqs. (4)–(5), in d = 2, 4, 6 dimensions shown as a function of the
bandwidth K. From Eqs. (4)–(6), the theoretical entropy value (for n = 1) is S1(k) ≈ −d × 0.307 for any integer k > 0.
The sample reproduces the features of the generating function f for K . N1/d and the entropy agrees with the theoretically
expected value S(k) = S(k = 1)⇒ ∆Sˆ = 0. For K & N1/d, the sample resembles a uniform distribution and the entropy tends
to 0⇒ ∆Sˆ = d× 0.307. These values are represented by horizontal dashed lines. Fits (colored solid lines) are given by Eq. (9).
0, associated to a uniform distribution, thus implying
∆Sˆ = Sˆ(k) − Sˆ(k = 1) ≃ d × 0.307 – shown as hor-
izontal dashed lines in Fig. 2. This entropy increase
is the imprint of the N-S criterion, as quantitatively
demonstrated below.
Let us mention that there is an essential difference
between our entropy estimator Sˆ and the case covered
by the N-S theorem: whereas the latter refers to a dis-
crete sample of the actual values of the distribution f ,
only estimates fˆi, i = 1, . . . , N , of f are available for
computing Sˆ. Hence, the feature of entropy estimators
discussed in this work is a (strong) analogy, a sort of
stochastic instance of the original N-S theorem.
The data in Fig.2 can be described by the function
∆Sˆ(K) =
A
π/2 + arctan (BC)
×
× {arctan [B (K − C)] + arctan (BC)} , (9)
where A, B and C are free parameters representing,
respectively, the maximum entropy increase, the slope
of the rising part of the entropy production curve in
Fig. 2 and its delay (i.e. the K value where the entropy
starts to increase). The term arctan (BC) on the right
hand side ensures that ∆Sˆ(K = 0) = 0 and the term
π/2 + arctan (BC) in the denominator guarantees that
A = ∆Sˆ(K →∞). This function – solid lines in Fig.2 –
provides reasonable fits for all values of d and N .
We now define K∆S/2, the value of K at which the
entropy production achieves half of its asymptotic value.
Then, with the help of Eq. (9) we obtain
K∆S/2 =
√
B−2 + C2. (10)
This quantity represents the critical K value beyond
which the information regarding the continuous func-
tion is not adequately captured by the discrete sample.
Fig. 3 shows this quantity, calculated with the values
of B and C obtained in the previous fits for n = 1, 2, 3
and d = 2, 4, 6, 8. The lines are power law fits to these
points. Note that different values of parameter n repre-
sent different models – see Eq. (5) – with “phase-space”
structures different from those of Fig. 1. For all these
different models we obtain approximately
K∆S/2 ∝ N
1/d, (11)
in agreement with the N-S criterion, Eq. (3). This shows
that the estimates agree with the entropy of the corre-
sponding distribution function f in the continuum, if the
assumed function generating the sample fulfills the N-S
criterion. This suggests that the information contents
in the sample and the whole function are approximately
equivalent when the criterion is satisfied.
6. RELAXATION OF GRAVITATING SYSTEMS
Having shown that the entropy estimates agree with
the N-S criterion, i.e. that they capture the information
available from a discrete sample, we now move on to the
study of the relaxation process of finite N gravitating
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Figure 3. BandwidthK∆S/2 – Eq. (10) – where the entropy
achieves half of its asymptotic value, calculated with the fit-
ting values of parameters B and C. Lines show power-law
fits. We obtain approximately K∆S/2 ∝ N1/d, in agreement
with N-S criterion, Eq. (3). The same is obtained for differ-
ent functions f , i.e. for n = 1, 2, 3 in Eq. (5).
systems. Using the Agama Library (Vasiliev 2019), we
integrate ensembles of orbits in the Plummer potential
φ(r) = −
GM
a
1√
1 + (r/a)2
, (12)
where G is the gravitational constant, a is a scale radius
andM is the total mass. Initial conditions are generated
with particles sampling a top-hat, i.e. a uniform sphere
(both in positions and velocities) of radius a and max-
imum velocity vmax =
√
2|φ(a)|. We set GM = a = 1
and integrate the ensembles for ≈ 300τcr, with the cross-
ing time estimated as τcr = 2π
√
〈r2〉/〈v2〉, where these
quantities are calculated at t = 0. The entropy is esti-
mated with Eqs. (7)-(8), where each of the 6 phase-space
coordinates is normalized by its initial inter-percentile
range containing 68% of the data around the median.
Fig.4 shows the entropy evolution for ensembles of var-
ious sizes N (different colors). We note the resemblance
of these data with that of the toy model, Fig. 2. Re-
placingK by t/τcr, Eq. (9) again provides reasonable fits
(solid lines). In accordance with the 2nd law of Thermo-
dynamics, the time evolution of the system (initially in a
non-stationary state) is such that the entropy increases
up to a maximum, where it stabilizes. In Paper II, we
show that the entropy is conserved for self-consistent
(i.e. stationary) samples, also in agreement with the
2nd law of Thermodynamics.
In the analysis above, we impose a distribution func-
tion in the continuum, i.e. Eqs. (4)-(5) for the toy model
and the top-hat initial condition in this section, and ask
ourselves how many data points we need to recover the
information contained in this function. From this point
of view, the use of a finite N limits the possibility of
recovering information contained in fine structures and
10-2 10-1 100 101 102
t/τcr
0.0
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Fit
Figure 4. Entropy evolution for an initial uniform sphere (in
positions and velocities) integrated in a Plummer potential
for various sample sizes N . The resemblance with Fig. 2
shows the strength of the analogy of the toy model and the
evolution of gravitating systems (with k playing the role of
time). Solid lines show fits of Eq. (9), replacing K by t/τcr.
the entropy increase appears as a result of information
loss (“coarse-graining”) in the entropy estimation.
However, for real gravitational systems such as galax-
ies and star clusters, the situation is quite the opposite:
what is given a priori, i.e. the real data, is a discrete
sample ofN stars (or particles), and the question is if the
fine structures developed by the assumed distribution
function in the continuum represent real effects (sup-
ported by the discrete data) or rather spurious features
introduced by the theoretical model. Given a discrete
sample, the N-S theorem guarantees a one-to-one corre-
spondence with functions in the continuum whose char-
acteristic frequencies satisfy the N-S criterion, Eq. (3).
For larger frequencies (finer structures), many functions
in the continuum can be associated to the same sample
and the choice of one specific function (with structures
finer than allowed by the sample) constitutes an infor-
mation input, not contained in the sample itself.
Note that the very notion of convergence of a se-
quence of distribution functions developing rapidly vary-
ing structures (filaments) with the time evolution is an
important conceptual point: such sequences cannot con-
verge in the point-wise sense and the so-called weak con-
vergence is a more natural notion in this situation, as
pointed out by Mouhot & Villani (2011). This type of
convergence means, roughly, that structures that get ar-
bitrarily fine in the limit must be “averaged out” in or-
der to obtain a well-defined limiting distribution. Our
approach sheds light on this question, by providing a
quantitative criterion to objectively evaluate the “col-
lapse” of fine structures in distributions of particles of
macroscopic systems, with fixed (finite) N .
Once one recognizes that the real data is a finite N
sample (as opposed to the limit N →∞), one can safely
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Figure 5. Relaxation time, Eq.(13) with the fitting values
of parameters B and C in Fig. 4, for integration in the Plum-
mer potential. The data are well fitted by a power law, in
connection with the N-S criterion – see Eqs. (11), (14), (15).
consider the entropy evolution in Fig. 4 as characterizing
a real relaxation effect. Analogously to Eq. (10), we
define the typical time for this entropy increase as the
time when it achieves half of its asymptotic value:
T∆S/2
τcr
=
√
B−2 + C2. (13)
This quantity, calculated with the fitting values of pa-
rameters B and C, is shown in Fig.5 (points). This time
scale is well fitted by a power law, which we write as
T∆S/2
τcr
∝ Nα/d, (14)
where d = 6 is the dimension of the phase-space.
The power law obtained for the Plummer potential –
Fig.5 – implies α ≈ 0.91. In Paper II, the integration of
orbit ensembles in an integrable triaxial potential gives
0.98 ≤ α ≤ 1.12, depending on the initial conditions. Fi-
nally, the relaxation times obtained by Pakter & Levin
(2017) in d = 2 imply α ranging from 1 for an integrable
system to ≈ 0.3 for a highly chaotic one. This weakening
of the N -dependence of the relaxation time was inter-
preted by Pakter & Levin (2017) as a consequence of
an enhancement in the efficiency of phase mixing in the
presence of chaotic motion, and the same effect seems
to be present in the results of Paper II. In light of the
results presented in this work, these outcomes can be
interpreted as a direct consequence of the N-S sampling
criterion.
Comparison of Eqs. (11) and (14) indicates that the
dynamical evolution of the system is such that the band-
width of its distribution function grows with time t as
K ∝
(
t
τcr
)1/α
. (15)
In particular, for K growing linearly in time, as in the
simple case of free particles discussed in § 2, we have
α = 1. The results quoted above suggest that an ap-
proximately linear time dependence happens for the evo-
lution in integrable potentials in general. In such poten-
tials, the use of angle-action variables (~θ, ~J) allows the
reduction of the dynamics to that of “free particles”, in
which the Hamiltonian depends only on the momenta,
H = H( ~J). Although we only have shown a linear time
growth of the bandwidth in the simple case of free par-
ticles considered in § 2, we conjecture that this could
be proven for a large class of integrable potentials, un-
der suitable technical conditions. Note, in particular,
that the harmonic potential leads to periodic (instead
of linear) behavior of the bandwidth and one can not
expect the conjecture to hold true for every integrable
potential.
Concluding, the power-law N -dependence for the re-
laxation time, Eq. (14), can be seen as a direct con-
sequence of the N-S theorem. A linear time growth
(α ≈ 1) of the bandwidth in frequency/Fourier space
of the distribution function for integrable systems pro-
vides a relaxation time scaling as ∝ N1/d for such sys-
tems. Moreover, the results of Paper II show that for a
realistic cuspy gravitational potential hosting large frac-
tions of chaotic orbits, the relaxation time scale does not
seem to change dramatically (α ≈ 0.85 in that case), at
least for the models considered in Paper II.
7. SUMMARY
To summarize, our results show that the subjective
element associated to the necessity of coarse-graining in
order to explain the fast relaxation of forming or per-
turbed N -body gravitating systems can be eliminated,
via the N-S sampling criterion, if one recognizes as a
fundamental fact that these are finite-N systems whose
evolution saturates their distribution in phase-space at
some time determined essentially by the dimension d and
sample size N (and also by the complexity of trajecto-
ries in phase-space). Then, a posteriori one can look for
the distribution function (and for the effective equation
driving its evolution) compatible with the information
contained in the sample at each time. In particular, our
results suggest that the typical relaxation time of inte-
grable systems in a phase-space of dimension d can be
roughly estimated as T/τcr ∝ N
1/d, with the presence of
chaotic orbits accelerating the growth of the bandwidth
(i.e. the production of finer structures) but not dra-
matically changing the relaxation time N -dependence.
Note that this time scale is small, in comparison to the
two-body (collisional) relaxation time, which scales as
Tcol/τcr ∝ N/ lnN , even for systems containing a small
number of stars, such as open clusters (N . 104).
8We regard the connection between the N-S criterion
(with the recognition of the discreteness of gravitational
systems) and the entropy evolution shown in this work
as a fundamental theoretical element if one wants to
understand the fast collisionless relaxation of collaps-
ing gravitational structures. Interestingly, these results
seem to be in line with the “Indispensability of Atomism
in Natural Science” supported by Boltzmann (1974).
Acknowledgments: We thank Jean-Bernard Bru for in-
teresting discussions and hints. This work has made use
of the computing facilities of the Laboratory of Astroin-
formatics (IAG/USP, NAT/Unicsul), whose purchase
was made possible by the Brazilian agency FAPESP
(2009/54006-4) and the INCT-A. LBeS is supported
by FAPESP (2014/23751-4 and 2017-01421-0). WdSP
is supported by CNPq (308337/2017-4). MV acknowl-
edges support from HST-AR-13890.001, NSF award
AST-1515001, NASA-ATP award NNX15AK79G. This
paper made use of Agama (Vasiliev 2019), ANN
(Arya et al. 1998), GSL (Galassi et al. 2018), mat-
plotlib (Hunter 2007), numpy (Walt et al. 2011) and
scipy (Jones et al. 2001–).
APPENDIX
Let d ∈ N be the phase-space dimension (in a 3D space, d = 6). We define the probability distribution f0 :
R
d/2 × Rd/2 → R+ by:
f0(~x,~v) ≡
1
(2πσxσv)d/2
exp
(
−
~x2
2σ2x
−
~v2
2σ2v
)
where ~x,~v ∈ Rd/2 are the particles positions and velocities, respectively. If no forces act on the particles (zero-potential)
then, at any time t > 0, the distribution evolves to:
ft(~x,~v) =
1
(2πσxσv)d/2
exp
[
−
(~x− ~vt)2
2σ2x
−
~v2
2σ2v
]
.
Taking the Fourier transform of ft, one gets:
fˆt(xˆ, vˆ)≡
1
(2πσxσv)d/2
∫
d~x
∫
d~v exp
[
−
(~x− ~vt)2
2σ2x
−
~v2
2σ2v
]
exp [−i(xˆ · ~x+ vˆ · ~v)]
= exp
[
−
σ2xxˆ
2 + σ2v(vˆ + xˆt)
2
2
]
= exp
(
−
σ2v
2
XˆTAXˆ
)
,
where we defined XˆT ≡ (xˆ, vˆ) ∈ Rd and the Hermitian matrix
A ≡

 t2 + s2 t
t 1

 ,
where s2 ≡ σ2x/σ
2
v. At this point, note that a rough estimate of the bandwidth in Fourier space can be obtained as
K2(t)≈〈xˆ2 + vˆ2〉 =
∫
dxˆd/2
∫
dvˆd/2(xˆ2 + vˆ2)fˆt(xˆ, vˆ)∫
dxˆd/2
∫
dvˆd/2fˆt(xˆ, vˆ)
=
∫
dXˆdXˆ2 exp
(
−
σ2
v
2 Xˆ
TAXˆ
)
∫
dXˆd exp
(
−
σ2
v
2 Xˆ
TAXˆ
)
=σ−2x (1 + t
2) + σ−2v .
This already shows that, for large times t, the bandwidth K(t) is expected to grow linearly with t. A more precise
estimate of K(t) involves identifying the “principal directions”, i.e. a system of orthogonal axis obtained from (xˆ, vˆ)
by a rotation such that one of the new axes points in the direction of largest dispersion. For this, we diagonalize the
matrix A, concluding that
1
2
[
(s2 + 1) + t2
(
1±
√
1 +
2(s2 + 1)
t2
+
(s2 − 1)2
t4
)]
and 
 12t
[
(s2 − 1) + t2
(
1±
√
1 + 2(s
2+1)
t2 +
(s2−1)2
t4
)]
1


9are two eigenvalues and respective orthogonal eigenvectors. Expressing the vector XˆT = (xˆ, vˆ) in the orthonormal
basis associated to the two eigenvectors above (note that they are not normalized), we conclude that
σ2v
2
XˆTAXˆ =
Zˆ+(t, xˆ, vˆ)2
2σˆ2+,t
+
Zˆ−(t, xˆ, vˆ)2
2σˆ2−,t
,
where
Zˆ±(t, xˆ, vˆ) ≡
1
2t
[
(s2 − 1) + t2
(
1±
√
1 + 2(s
2+1)
t2 +
(s2−1)2
t4
)]
xˆ+ vˆ√
1
4t2
[
(s2 − 1) + t2
(
1±
√
1 + 2(s
2+1)
t2 +
(s2−1)2
t4
)
+ 2
]2
+ 1
and
σˆ2±,t ≡
1
σ2v
·
2
(s2 + 1) + t2
(
1±
√
1 + 2(s
2+1)
t2 +
(s2−1)2
t4
) .
Note that Zˆ+(t, xˆ, vˆ) and Zˆ−(t, xˆ, vˆ) are two vectors in Rd/2 such that
Zˆ+(t, xˆ, vˆ)2 + Zˆ−(t, xˆ, vˆ)2 = xˆ2 + vˆ2 = Xˆ2,
and that they point in the “principal directions”, such that σˆ2±,t > 0 are the corresponding variances. Observe also
that
σˆ+,tσˆ−,t = 1 .
This identity is related to the fact that phase-space volume is preserved by dynamics (Liouville theorem) together with
the Parseval identity for the Fourier transform. At large t > 0, by a Taylor expansion, one has:
t2
(
1±
√
1 +
2(s2 + 1)
t2
+
(s2 − 1)2
t4
)
= t2 ±
(
t2 + s2 + 1−
2s2
t2
)
+O(t−4) =

 2t
2 +O(1) ,
−(s2 + 1) + 2s
2
t2 +O(t
−4) .
With this we conclude that, at large t > 0 and fixed xˆ, vˆ:
Z+(t, xˆ, vˆ)= xˆ+O(t−1) ,
Z−(t, xˆ, vˆ)= vˆ +O(t−1) ,
σˆ2+,t=
1
σ2vt
2
+O(t−4) ,
σˆ2−,t=
t2
σ2x
+O(1) .
From this, one obtains the following behavior for the power spectrum |fˆt(xˆ, vˆ)|
2, at large times:
|fˆt(xˆ, vˆ)|
2 ∼= exp
[
−
(
xˆ
σ−1v t−1
)2
−
(
vˆ
σ−1x t
)2]
.
Thus, the bandwidth K, i.e. the largest scales in Fourier space (smallest scales in real space) of the distribution
function, estimated here as the largest among the dispersions in the directions xˆ and vˆ, grows as σ−1x t, for large
times t > 0. Moreover, in this simple example, the velocity components alone are responsible for the growth of K
(development of fine structures of ft(~x,~v)), for large times.
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