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Afin de traiter la masse d’informations récoltée dans de nombreuses applications, il est néces-
saire de proposer de nouvelles méthodes de traitement permettant d’exploiter le caractère « multi-
capteur » des données observées. Le sujet de cette thèse consiste à étudier des algorithmes d’estimation
dans un contexte multi-capteur où plusieurs signaux ou images issus d’une même application sont
disponibles. Ce problème présente un grand intérêt puisqu’il permet d’améliorer les performances
d’estimation par rapport à une analyse qui serait menée sur chaque signal indépendamment des
autres. Nous avons développé dans ce contexte des méthodes d’inférence bayésienne hiérarchique afin
de résoudre efficacement des problèmes de segmentation de signaux multiples et d’analyse d’images
hyperspectrales. L’utilisation de méthodes de Monte Carlo par chaînes de Markov permet alors de




In order to process the mass of information collected in many applications, it is necessary to
propose new processing methods to exploit the “multi-sensor” feature of the observed data. The
subject of this thesis consists in studying algorithms of estimation in a multi-sensor context where
several signals or images resulting from the same application are available. This problem is of great
interest since it makes it possible to improve the estimation performances compared to an analysis that
would be carried out on each signal independently of the others. In this context, we have developed
methods of hierarchical bayesian inference to perform segmentation of multiple signals and to analyze
hyperspectral images. The use of Markov Chain Monte Carlo methods allows one to overcome the






DAG graphe acyclique orienté (directed acyclic graph)
EM expectation-maximisation
EQM erreur quadratique moyenne
i.i.d. indépendants et identiquement distribués
MCMC méthodes de Monte Carlo par chaînes de Markov
MAP maximum a posteriori
MMSE estimateur qui minimise l’erreur quadratique moyenne (minimum mean square error)
pdf fonction densité de probabilité (probability density function)
RJMCMC méthodes de Monte Carlo par chaînes de Markov à sauts réversibles
(reversible jump MCMC )
RSB rapport signal sur bruit





 très inférieur à
 très supérieur à
1E (x) fonction indicatrice définie sur l’espace E : 1E (x) = 1, si x ∈ E ;1E (x) = 0, sinon.
Γ (·) fonction Gamma,
R ensemble des réels





xi:j sous vecteur [xi, xi+1, . . . , xj−1, xj ] de x
X matrice
|X| déterminant de la matrice X
tr {X} trace de la matrice X
etr {X} valeur exponentielle de la trace de la matrice X
Xi i-ième colonne de la matrice X
X−i matrice X privée de sa i-ième colonne
Ip matrice identité de taille p× p
0p vecteur nul de Rp
Op matrice nulle de taille p× p
‖x‖2 norme L2 standard ‖x‖2 = xTx
‖x‖2P norme euclidienne ‖x‖2P = xTPx
xii
Notations relatives aux problèmes de segmentation
n longueur du signal
j indice du signal
J nombre de signaux
yj,i i-ième réalisation du j-ième signal
kj indice du k-ième segment dans le j-ième signal
Kj nombre de segments dans le j-ième signal
lj,k instant après lequel a lieu la k-ième rupture dans le j-ième signal
nj,k longueur du k-ième segment dans le j-ième signal
Notations relatives au problème de démélange spectral
r indice du composant pur
R nombre de composants purs
l indice de la bande spectrale
L nombre de bandes spectrales
Algorithmes d’estimation statistique
x̂ estimation de x
E [x|y] espérance de x conditionnellement à y
var [x|y] variance de x conditionnellement à y
P [A] probabilité de l’événement A
∼ distribué suivant
NMC longueur totale de la chaîne de Markov
Nbi longueur de la période de chauffage de la chaîne de Markov
Nr nombre d’itérations de la chaîne de Markov construite pour réaliser les estimations






Distributions de probabilité usuelles
UE loi uniforme sur l’ensemble E
Be (a, b) loi Beta de paramètres a et b
N (x,Σ) loi normale de vecteur moyenne x et de matrice de covariance Σ
φ (· |x,Σ) fonction densité de probabilité de la loi normale N (x,Σ)
NE (x,Σ) loi normale tronquée à l’ensemble E de vecteur moyenne x et de matrice de covariance Σ
(voir la définition dans l’annexe C)
φE (· |x,Σ) fonction densité de probabilité de la loi normale tronquée NE (x,Σ)
IG (a, b) loi inverse Gamma de paramètres a et b
(voir [RC99] pour la définition des paramètres a et b)
G (a, b) loi Gamma de paramètres a et b (voir [RC99] pour la définition des paramètres a et b)
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Contexte et problématique de la thèse
Le travail de thèse rapporté dans ce document a été mené à l’Institut de Recherche en Infor-
matique de Toulouse, au sein de l’équipe Signal et Communications. Il présente des méthodes de
traitement statistique du signal mises en œuvre pour la résolution de problèmes en contexte « multi-
capteur. » Depuis quelques années déjà, les réseaux de capteurs connaissent en effet un succès certain,
dû en grande partie à la baisse des coûts de fabrication et d’utilisation des composants électroniques.
Afin de traiter la masse d’informations récoltée par ces capteurs, il est nécessaire de proposer de nou-
velles méthodes d’analyse permettant d’exploiter de manière efficace le caractère « multi-capteur » des
données observées. Le sujet de cette thèse consiste à étudier des algorithmes d’estimation adaptés au
contexte multi-capteur. Ce problème présente un grand intérêt puisqu’il permet d’améliorer les per-
formances d’estimation par rapport à une analyse qui se ferait sur chaque signal indépendamment
des autres.
De nombreux travaux abordent le traitement des signaux multiples comme un problème de fusion
de données (voir [VV97] et les références citées). Nous avons développé dans cette thèse des méthodes
d’inférence bayésienne permettant de résoudre différemment ce problème. Tout d’abord, une analyse
statistique du phénomène physique à l’origine des données observées permet d’introduire une fonction
de vraisemblance. Ensuite, les paramètres inconnus sont munis de lois a priori qui peuvent dépendre
d’hyperparamètres. Les paramètres inconnus sont estimés à partir de leurs lois a posteriori via les
estimateurs bayésiens standards, comme l’estimateur du maximum a posteriori (MAP) ou l’estimateur
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qui minimise l’erreur quadratique moyenne appelé estimateur MMSE (pour minimum mean square
error).
Très souvent, la complexité des lois a posteriori des paramètres ne permet pas d’obtenir des expres-
sions simples des estimateurs bayésiens (MMSE, MAP). Il est alors nécessaire d’utiliser des méthodes
de simulations appropriées, comme les méthodes de Monte Carlo par chaînes de Markov (méthodes
MCMC) qui consistent à générer des échantillons distribués asymptotiquement suivant la loi d’intérêt
[RC99]. Ces échantillons sont alors utilisés pour calculer des estimateurs des paramètres inconnus.
Notons qu’une alternative a été récemment proposée par Fearnhead, baptisée méthode d’ « échan-
tillonnage parfait » qui permet de générer de manière exacte des échantillons suivant la loi d’intérêt
[Fea05; Fea06]. Toutefois, cette méthode n’autorise pas la construction des modèles hiérarchiques
étudiés dans cette thèse.
Par ailleurs, la détermination des hyperparamètres est un problème majeur qui conditionne la per-
formance de l’estimation. Lorsqu’une information concernant les paramètres inconnus est disponible a
priori (nombre de ruptures à estimer, valeurs moyennes des signaux observés...), ces hyperparamètres
peuvent être fixés préalablement. Dans le cas où une telle information n’est pas accessible, les hyper-
paramètres doivent être estimés. Une première approche permettant cette estimation est de coupler
les méthodes MCMC avec des algorithmes de type EM ou SAEM [KL04; LL01]. Malheureusement,
ces algorithmes peuvent converger vers des maxima locaux [DI96, p. 259]. Nous préférons dans notre
étude nous concentrer sur une autre approche, entièrement bayésienne, qui réside en la définition
de lois a priori non informatives sur les hyperparamètres, ce qui introduit naturellement un second
niveau de hiérarchie dans l’inférence bayésienne. On obtient alors des modèles bayésiens hiérarchiques
[AD99; RG97; TG01; DDT02; SI06].
Organisation du manuscrit
Le premier chapitre du présent manuscrit est consacré à la segmentation conjointe de signaux as-
tronomiques. Une modélisation bayésienne hiérarchique permet de concevoir un algorithme qui réalise
3la détection des changements de brillance dans des données issues de comptage de photons. Nous pro-
posons ainsi une alternative totalement non-supervisée à la stratégie adoptée par Scargle dans [Sca98].
L’algorithme développé ne nécessite pas en effet de règle d’arrêt. La procédure proposée permet éga-
lement de traiter conjointement les données enregistrées par l’instrument BATSE dans quatre bandes
d’énergie. Grâce à des simulations effectuées sur des signaux synthétiques et réels, nous montrons
que ce traitement multi-capteur permet de proposer des modèles de segmentation plus simples que
ceux initialement estimés dans [Sca98]. Notons que l’introduction de vecteurs d’indicatrices pour re-
pérer les changements dans les séries temporelles observées permet d’éviter le recours à des méthodes
MCMC à sauts réversibles, comme dans [PADF02]. Enfin, pour chacune des simulations réalisées,
nous proposons des diagnostics de convergence afin de s’assurer des bonnes propriétés de mélange de
l’échantillonneur de Gibbs et de la précision des estimations effectuées.
Le second chapitre est consacrée à la segmentation conjointe de processus autorégressifs (AR).
Nous proposons une extension des travaux de Punskaya et al. présentée dans [PADF02] au cas où les
données traitées sont issus de capteurs multiples. Comme au premier chapitre, nous préférons intro-
duire des vecteurs d’indicatrices plutôt que d’avoir recours à un algorithme à sauts réversibles pour
repérer les ruptures dans les différentes séquences. Dans un premier temps, les ordres des modèles
AR sont supposés connus mais cette hypothèse est relâchée dans la dernière partie de l’analyse. Dans
un contexte multi-capteur, il est possible que les signaux mesurés soient caractérisés par des dyna-
miques très différentes. Pour tenir compte de ces différences, nous proposons un modèle alternatif
basé sur un jeu d’hyperparamètres différents. Aussi, il arrive que les modèles de segmentation estimés
comportent des changements trop proches. C’est le cas par exemple lorsqu’une donnée aberrante est
présente dans le signal. Nous montrons comment un modèle markovien sur les indicatrices permet de
résoudre ce problème grâce à l’introduction d’une contrainte sur la longueur minimale des segments.
Deux applications sont envisagées pour illustrer les performances de l’algorithme. Tout d’abord, nous
envisageons une application qui a fait l’objet de nombreux travaux dans la littérature du traitement
du signal : la segmentation de la parole. Nous nous attachons dans ce manuscrit au cas moins clas-
sique où le signal de parole est multi-canal, en l’occurrence stéréo. Ensuite, une deuxième série de
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simulations est consacrée à la segmentation de signaux électriques dans un contexte aéronautique.
L’application visée est la détection du phénomène d’ « arc tracking, » responsable d’un grand nombre
d’accidents ces dernières années [FH01].
Le troisième et dernier chapitre de ce document est consacré à l’analyse d’images multi-bandes.
Le pixel d’une image hyperspectrale est représenté non plus, comme dans le cas des images de télédé-
tection classique, par une valeur scalaire mais par un vecteur de mesures appelé spectre. Un problème
classique de l’imagerie hyperspectrale consiste en l’identification des composants purs présents dans
l’image et leurs proportions respectives dans chacun des pixels. Par la nature même du mélange,
des contraintes de positivité et d’additivité sont imposés aux coefficients du mélange. Nous posons
ce problème de démélange spectral comme un problème de régression linéaire sous contraintes. Une
loi a priori adéquate permet d’inclure ces contraintes dans le modèle. C’est, à notre connaissance,
la première fois qu’un problème de régression linéaire sous ces contraintes est résolu dans un for-
malisme bayésien. La première partie de l’analyse est conduite sous l’hypothèse que les spectres des
composants purs ont été préalablement identifiés. L’estimation des coefficients d’abondance est réa-
lisée à partir de leur loi a posteriori et permet donc de calculer des intervalles de confiance pour ces
estimations. Le coût calculatoire de l’algorithme est principalement dû à la simulation de variables
normales tronquées à un simplexe. Afin d’évaluer ce coût, nous calculons le taux d’acceptation de
l’algorithme d’acceptation/rejet mis en place. Dans le cas où il se montre inefficace, nous adoptons
une stratégie basée sur les travaux de Robert [Rob95]. Un algorithme de Gibbs reporté en annexe
permet alors de simuler successivement chaque composante du vecteur Gaussien. Nous envisageons
également le cas où le bruit de mesure est corrélé et structuré par des rapports signal-sur-bruit dif-
férents dans plusieurs plages de longueur d’onde, comme c’est le cas avec certains spectro-imageurs
réels. Le recours à des lois multivariées décrivant les propriétés statistiques de la matrice de cova-
riance du bruit est alors indispensable. Enfin, dans un deuxième temps de l’analyse, les spectres des
composants purs présents dans l’image sont supposés inconnus mais appartenant à une librairie spec-
trale qui joue le rôle de dictionnaire pour les régresseurs. Il convient alors d’estimer conjointement
le nombre de matériaux présents dans le pixel, leurs natures et leurs proportions respectives. Il en
5résulte un algorithme de démélange spectral semi-supervisé basé sur un algorithme à sauts réversibles.
Principales contributions
Les principales contribution de cette thèse sont rappelées ci-dessous.
Chapitre 1. L’originalité de nos travaux réside en le développement d’un algorithme n’ayant pas
besoin de règle d’arrêt pour réaliser la segmentation de signaux astronomiques. Il est capable
de traiter conjointement les données multi-capteur fournies par BATSE.
Chapitre 2. Nous introduisons un algorithme MCMC qui permet de segmenter conjointement
des processus auto-régressifs enregistrés par plusieurs capteurs. Un modèle markovien sur les
vecteurs d’indicatrices résout le problème de sur-segmentation dans le cas de données aberrantes.
Nous traitons le cas où les signaux observés ont des dynamiques différentes. Les applications
envisagées sont la segmentation de parole stéréo et de signaux aéronautiques.
Chapitre 3. Le problème de démélange spectral est abordé comme un problème de régression
linéaire sous contraintes d’additivité et de positivité. Il se ramène à la simulation de lois normales
tronquées à un simplexe qui est effectuée à l’aide d’un échantillonneur de Gibbs approprié. Le
cas plus complexe d’un bruit d’observation structuré est résolu grâce à l’introduction de lois a
priori judicieuses. Dans un contexte semi-supervisé, un algorithme MCMC à sauts réversibles
est mis en place pour estimer les spectres des composants purs prenant part au mélange.
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Chapitre 1
Segmentation conjointe de signaux
astronomiques
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1.1 Brève taxinomie des méthodes de segmentation
Les problèmes de détection de changements ont reçu un intérêt considérable dans la communauté
du traitement du signal, et ce depuis plus de 25 ans. Une bibliographie complète des références publiés
avant 2000 peut être trouvée dans les livres de Basseville et Nikiforov [BN93], Brodsky et Darkhovsky
[BD93] ou Gustafsson [Gus00]. Cependant, depuis 2000, la mise en œuvre de nouveaux algorithmes
performants s’avère possible, grâce notamment aux importantes charges calculatoires désormais sup-
portées par les outils informatiques. D’une manière générale, on distingue deux types d’algorithme
de segmentation. La première classe de méthodes consiste en un traitement séquentiel des données
observées, à mesure de leur disponibilité. On parle alors de segmentation « en ligne » : pour un taux
de fausse alarme donné, un critère de décision est calculé successivement sur les portions de signal
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[y1, . . . , yi], puis [y1, . . . , yi+1], puis [y1, . . . , yi+2] etc..., jusqu’à ce qu’un changement soit détecté. Un
grand nombre de ces algorithmes sont basés sur des tests d’hypothèses statistiques mettant en jeu
des rapports de vraisemblance. Nous citerons par exemple les algorithmes CUSUM pour Cumulative
Sum [BN93, p. 35] et GLR pour Generalized Likelihood Ratio [Nik01; WW04]. Notons que d’autres
algorithmes de segmentation en ligne reposent par exemple sur des méthodes à noyau [DDD05] ou
sur des techniques de filtrage [DF98; FL07].
Le travail de thèse rapporté dans ce manuscrit se concentre sur un deuxième type d’algorithme : les
procédures de segmentation hors-ligne. Dans ce cas, nous supposons que l’ensemble du signal observé
[y1, . . . , yN ] est connu. Il convient alors de déceler un ou plusieurs changements dans l’ensemble de
cette séquence, de manière « rétrospective » (terme employé notamment par Inclan dans [IT94] et
Rotondi dans [Rot02]). Là encore, une dichotomie des algorithmes de segmentation hors-ligne peut
être opérée. Un grand nombre de stratégies développées se base sur une approche par sélection de
modèle. Les algorithmes les plus connus sont basés sur les critères Cp introduit par Mallows [Mal73],
AIC (Akaike Information Criterion [Aka74]) et BIC (Bayesian Information Criterion [Sch78]). Une
description paramétrique est proposée, incluant les positions des ruptures entre un nombre inconnu
de segments. Les changements sont alors estimés par optimisation d’un critère pénalisé approprié
[Lav99; LM00]). Cette pénalisation, portant par exemple sur le nombre total de segments, permet
de s’affranchir des problèmes de sur-segmentation. Plusieurs études ont été menées afin de choisir au
mieux le terme de pénalisation [Lav98; LL00; BM01; Lav05; Leb05]. Une alternative à cette démarche
de pénalisation réside en une formulation bayésienne du problème. Il est alors nécessaire de définir
des lois a priori pour les paramètres inconnus. Ces lois induisent implicitement une pénalisation
du terme d’attache aux données représenté par la vraisemblance. Comme nous l’avons précisé plus
haut, l’utilisation de méthodes MCMC s’avère alors souvent nécessaire [MT93; Dju94; Chi98; LM99;
WW03]. L’estimation des hyperparamètres est alors possible en introduisant un deuxième niveau de
hiérarchie dans l’inférence [CGS92; Cap02]. C’est précisément cette approche totalement bayésienne
qui a été retenue dans le présent chapitre.
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1.2 Position du problème
Très peu de travaux issus de la littérature du traitement du signal sont consacrés à la segmentation
de séries astronomiques. Pourtant, détecter les changements de brillance de différents objets est un
problème fondamental en astronomie pour l’analyse temporelle des activités galactique et extra-
galactique. Au début des années 1990, la NASA a lancé le satellite CGRO (Compton Gamma Ray
Observatory, figure 1.1, à gauche) afin d’étudier plus précisément un phénomène méconnu jusqu’alors :
les sursauts gamma. Embarqué à son bord, un instrument, appelé BATSE (Burst and Transient Source
Experiment, figure 1.1, à droite), a pour mission d’enregistrer les instants d’arrivée des photons sur
un capteur photo-sensible dans quatre bandes d’énergies différentes.
Fig. 1.1 – À gauche : satellite CGRO. À droite : capteur BATSE.
Un algorithme bayésien itératif basé sur un modèle de Poisson constant par morceaux a été
récemment étudié pour résoudre ce problème [Sca98]. L’idée principale de cet algorithme est de
décomposer le signal observé en deux sous-intervalles (en optimisant un critère approprié basé sur
un rapport de vraisemblance), d’appliquer la même procédure sur les deux segments obtenus et de
continuer cette opération autant de fois que nécessaire. L’avantage majeur de cette procédure est de
choisir une seule rupture à chaque étape. Cependant, la performance de l’algorithme est limitée par sa
complexité calculatoire et par le fait qu’une règle d’arrêt judicieuse a besoin d’être définie. L’algorithme
à ruptures multiples présenté dans [JSB+05] permet de dépasser ces limitations, mais nécessite la
connaissance d’une information a priori sur le nombre de ruptures. Il a également l’inconvénient de
10 Chapitre 1 - Segmentation conjointe de signaux astronomiques
ne pas fournir automatiquement d’information sur la précision des paramètres déterminés de façon
optimale. Un autre inconvénient des algorithmes présentés dans [Sca98] et [JSB+05] est qu’ils ne
permettent pas de traiter simultanément les quatre séquences de données fournies par le capteur
BATSE.
Ce chapitre étudie un nouvel algorithme de segmentation bayésienne qui ne nécessite pas de règle
d’arrêt et qui permet de segmenter conjointement plusieurs signaux issus de capteurs multiples. La
stratégie proposée repose sur un modèle hiérarchique qui suppose que des lois a priori pour les pa-
ramètres inconnus sont disponibles. Des lois a priori vagues sont choisies pour les hyperparamètres
qui sont soit intégrés dans la loi a posteriori dès que cela est possible, soit estimés grâce aux données
observées. Des méthodes MCMC sont utilisées pour générer des échantillons distribués suivant la loi
a posteriori. Les estimateurs bayésiens sont finalement calculés à partir de ces échantillons simulés.
La méthodologie proposée est similaire au modèle bayésien hiérarchique développé dans [PADF02].
Pourtant, il convient de noter les deux points suivants. La méthode présentée dans [PADF02] traite
de modèles de régression linéaire entachés d’un bruit additif gaussien et ne peut donc pas être direc-
tement appliquée à des données poissonniennes. Notre méthode peut donc être considérée comme une
adaptation de cette approche à des données distribuées suivant une loi de Poisson. D’autre part, la
procédure de segmentation que nous détaillons ici permet la segmentation conjointe de séquences en-
registrées par plusieurs capteurs, ce qui n’était pas possible avec l’algorithme proposé dans [PADF02].
C’est, à notre connaissance, la première fois qu’un algorithme totalement bayésien est développé pour
la segmentation conjointe de données poissonniennes.
Ce chapitre est organisé comme suit. Nous présentons au paragraphe 1.3 les différentes mises en
forme possibles des données recueillies par l’appareil BATSE. Une inférence bayésienne hiérarchique
est proposée au paragraphe 1.4 pour résoudre le problème de segmentation. La complexité de la loi
a posteriori qui résulte du modèle hiérarchique est surmontée grâce à un échantillonneur de Gibbs
détaillé au paragraphe 1.5. Les problèmes de diagnostics de convergence des méthodes MCMC sont
traités au paragraphe 1.6. Enfin, des résultats de simulations menées sur des données synthétiques et
réelles sont rapportées respectivement aux paragraphes 1.7 et 1.8.
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1.3 Mises en forme des données
Comme cela est détaillé dans [Sca98], les données brutes fournies par des outils comme BATSE
sont les temps d’arrivées de P photons {tp, p = 1, . . . , P} sur la surface sensible de l’appareil. Ces
données peuvent être mises en forme selon différents modèles qui sont détaillés ci-après. Le mode
TTE (Time-Tagged Event) est couramment utilisé en astronomie. Il suppose la connaissance d’une
période d’échantillonnage δt qui correspond à la résolution temporelle de l’appareil. Cette constante
est le délai minimal qui sépare l’arrivée de deux photons détectés. En d’autres termes, c’est le temps
nécessaire au dispositif pour qu’il redevienne opérationnel après avoir détecté une particule. Ce temps
est généralement très court comparé au phénomène astronomique qui nous intéresse (pour BATSE,
δt = 2µs). Ainsi, les données observées pendant la durée T = Mδt sont représentées par leur indice
d’arrivée DTTE = {mp, p = 1, . . . , P}, où tp = mpδt est le temps d’arrivée du p-ième photon. Une
représentation élégante de ce mode consiste à introduire un processus binaire Xm (m = 1, . . . ,M) tel
que :  Xm = 1 si un photon est détecté à l’instant mδt,Xm = 0 sinon.
AinsiXm peut-il être considéré comme un processus de Bernoulli avec P0 = P[Xm = 0] et P1 = 1−P0.
Bien sûr, le mode TTE fournit les données les plus résolues du point de vue temporel. Cependant,
les données binaires TTE semblent trop volumineuses pour donner lieu à une analyse facilement
exploitable.
La deuxième manière de représenter les données est appelée Time-To-Spill (TTS). Pour réduire
le volume occupé par les données brutes, seuls sont conservés les temps d’arrivée tous les S photons,
où S est un entier (pour BATSE, S = 64). Les données disponibles sont alors les temps qui séparent
l’arrivée de S photons consécutifs, DTTS = {τl, l = 0, . . . , L − 1}, où τlδt est le temps écoulé entre
l’enregistrement des (lS+1)-ième et (lS+S)-ième photons. Classiquement, la loi statistique qui régit




τS−1l exp (−Λτl)1R+τl, (1.1)
où Γ(·) est la fonction Gamma (définie par Γ(t) = ∫ +∞0 ut−1e−udu, t > 0), 1R+(x) est la fonction
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indicatrice définie sur R+ et Λ = SLM avec M =
∑L−1
l=0 τl. Mais, dans une optique de traitement
conjoint des séquences issues des quatre capteurs de BATSE, il est nécessaire que les phénomènes
physiques aient des conséquences simultanées dans les quatre signaux après mise en forme. Lors d’un
traitement des données TTS, il apparaît très vite que ce n’est plus le cas. À titre d’illustration, l’on
peut citer simplement le fait qu’après mise en forme TTS, les quatre signaux numériques à traiter,
bien qu’ils correspondent à une seule mesure, ne sont plus des séquences de même longueur.
Enfin, le dernier mode de représentation des données consiste à compter le nombre de photons
reçus durant un intervalle de temps Λ. Les données peuvent alors être modélisées par un processus
discret de comptage de Poisson. Le nombre de photons reçus dans n intervalles successifs régulièrement
espacés par le j-ième capteur est noté yj,i, où yj,i est le nombre de particules reçues dans l’intervalle
i du signal j (i = 1, . . . , n et j = 1, . . . , J). Les intervalles sont regroupés en segments, contenant un
ou plusieurs intervalles, appelés blocs sur lesquels on suppose que le signal suit une loi de Poisson
dont le paramètre peut varier d’un segment à l’autre, reflètant le changement éventuel de brillance de
l’objet observé. Les propriétés statistiques de telles données peuvent donc être définies de la manière
suivante :
yj,i ∼ P (λj,k) , (1.2)
où j = 1, ..., J , k = 1, ...,Kj , i ∈ Ij,k = {lj,k−1 + 1, ..., lj,k}, et avec les notations suivantes :
– P(λ) désigne une loi de Poisson de paramètre λ,
– J est le nombre de signaux à segmenter,
– Kj est le nombre de segments dans le j-ième signal observé,
– lj,k est l’instant après lequel le k-ième changement intervient dans le j-ième signal (par conven-
tion lj,0 = 0 et lj,Kj = n où n est le nombre de données observés dans chaque séquence). En
d’autres termes, les instants de ruptures sont tj,k = lj,kT+τ avec 0 ≤ τ < T , où T est la période
d’échantillonnage.
De plus les séquences yl =
[




ym,1, . . . , ym,n
]
sont supposées a priori indépen-




consiste à estimer le nombre de ruptures Kj et leurs positions lj,k (pour j = 1, ..., J et k = 1, ...,Kj)
à partir des observations Y =
[
y1, . . . ,yJ
]T.
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1.4 Description du modèle bayésien hiérarchique
Les paramètres inconnus pour le problème de segmentation introduit précédemment sont les
nombres de segments Kj , les positions des ruptures lj,k et les paramètres de Poisson λj,k (avec
λj =
[
λj,1, . . . , λj,Kj
]T et Λ = {λ1, . . . ,λJ}). Un reparamétrage classique [TDL03; CTC03; RB06]
consiste à introduire une variable indicatrice rj,i, j ∈ {1, . . . , J}, i ∈ {1, . . . , n} telle que :
 rj,i = 1 s’il y a un changement à l’instant i dans la séquence j,rj,i = 0 sinon,
avec rj,n = 1 (cette condition assure que le nombre de ruptures et le nombre de segments du j-ième
signal sont tous les deux égaux à Kj =
∑n
i=1 rj,i). Le vecteur des paramètres inconnus issus de ce
reparamétrage est Θ = {Θ1, . . . ,ΘJ} où Θj = {rj ,λj} et rj =
[
rj,1, . . . , rj,n
]
. Il est important de
remarquer que le vecteur des paramètres inconnusΘ appartient à un espaceΘ = {0, 1}J×n×∏Jj=1RKj+
dont la dimension dépend des paramètres Kj , j = 1, . . . , J . Nous proposons ici d’estimer ce vecteur
de paramètres Θ dans le cadre de la théorie de l’estimation bayésienne. L’inférence bayésienne sur
Θ est basée sur la loi a posteriori f (Θ|Y). Cette loi est liée à la fonction de vraisemblance des
observations (terme d’attache aux données) et aux lois a priori des paramètres par la relation de
Bayes f (Θ|Y) ∝ f (Y|Θ) f (Θ). Cette fonction de vraisemblance et ces lois a priori pour le problème
de segmentation envisagé sont détaillées dans les paragraphes qui suivent.
1.4.1 Fonction de vraisemblance
Compte tenu de l’indépendance a priori des séquences observées d’une part, et des segments au
sein de chaque signal d’autre part, la fonction de vraisemblance de la matrice des observations Y
































j,k exp (−λj,knj,k (rj)) ,
(1.3)
où ∝ signifie « proportionnel à, » sj,k (rj) =
∑
i∈Ij,k yj,i et nj,k (rj) = lj,k − lj,k−1 (nombre de points
dans le k-ième segment Ij,k du j-ième signal).
1.4.2 Lois a priori des paramètres
Dans l’approche proposée, les ruptures sont repérées grâce aux fonctions indicatrices rj , j =
1, . . . , J . Nous rappelons au lecteur qu’une fonction indicatrice rj est définie pour chaque signal
observé yj . Cette partie détaille les lois a priori choisies pour ces indicatrices, ainsi que pour les
paramètres de Poisson λ1, . . . ,λJ .
Vecteur des indicatrices
Les corrélations éventuelles entre les positions des ruptures dans les différents signaux observés
sont modélisées par une loi a priori f (R|P) adaptée, où R = [r1, . . . , rJ]T et P est explicitée ci-
dessous. Une réalisation de la matrice R, de taille J×n et composée de 0 et de 1, est une configuration
globale de changements qui peut être solution du problème de segmentation conjointe. On définit alors
une configuration locale de ruptures, notée  (où  ∈ E = {0, 1}J), comme une réalisation particulière
d’une colonne de R, qui traduit la présence ou l’absence de ruptures à un instant donné dans les J
signaux. On note alors P la probabilité d’avoir la configuration  à l’instant i, c’est-à-dire d’avoir
Ri =
[
r1,i, . . . , rJ,i
]T = . Nous supposons que la probabilité P ne dépend pas de i. Par conséquent,
en supposant aussi que Ri =
[
r1,i, . . . , rJ,i
]T est indépendant de Ri′ = [r1,i′ , . . . , rJ,i′]T pour tout
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où P = {P}∈E et S(R) est le nombre d’instants i tels que
[
r1,i, . . . , rJ,i
]T = . Par exemple, dans
le cas de deux signaux y1 et y2 (i.e., J = 2), la loi a priori de R se réduit à :
f(R|P) = PS0000 PS1010 PS0101 PS1111 , (1.5)
où S00 =
∑n−1
i=1 (1− r1,i)(1− r2,i), S11 =
∑n−1
i=1 r1,ir2,i, S10 =
∑n−1
i=1 r1,i(1− r2,i) et S01 =
∑n−1
i=1 (1−
r1,i)r2,i. Avec cette loi a priori, une valeur élevée de P caractérise une configuration locale de rupture[
r1,i, . . . , rJ,i
]T =  très probable pour tout i = 1, . . . , n−1. Ainsi, en choisissant de fortes valeurs pour
P0...0 (respectivement P1...1), nous favoriserons l’absence (respectivement la présence) de changements
simultanés dans tous les signaux. Ce choix introduit naturellement une corrélation entre les positions
de ruptures parmi tous les signaux.
Remarque
Nous avons supposé dans ce chapitre l’indépendance des vecteurs Ri et Ri′ pour i 6= i′. Nous
verrons au chapitre suivant qu’un modèle markovien des indicatrices, introduisant une corrélation
temporelle des configurations de ruptures, peut être envisagé (voir paragraphe 2.5.2).
Paramètres de Poisson







Des lois Gamma sont proposées comme lois a priori pour ces paramètres de Poisson :
λj,k|ν, γ ∼ G (ν, γ) , (1.6)
où ν = 1 (comme dans [PADF02]), γ est un hyperparamètre que l’on peut régler, et G(a, b) désigne la
loi Gamma de paramètres a et b. Le choix d’une telle loi peut être motivée par les deux points suivants.
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Premièrement, la grande diversité des lois Gamma lorsque γ varie montre qu’il est possible de prendre
en compte plus ou moins d’information a priori pour choisir les paramètres λj,k. Deuxièmement, la loi
Gamma est la loi conjuguée des paramètres λj,k, ce qui permet d’intégrer ces paramètres de nuisance
lors du calcul de la loi a posteriori (cf. paragraphe 1.10). Avec les hypothèses précédentes, la loi a


























où 1R+(·) est la fonction indicatrice sur R+ (i.e. 1R+(x) = 1 si x ≥ 0 et 1R+(x) = 0 sinon).
1.4.3 Lois a priori des hyperparamètres
Pourquoi un deuxième niveau de hiérarchie ?
Le vecteur des hyperparamètres associés aux lois a priori définies précédemment s’écritΦ = (P, γ).
Bien sûr, la qualité de la segmentation bayésienne dépend des valeurs choisies pour ces hyperpara-
mètres. Dans des contextes bien particuliers – en l’occurrence lorsque l’on connaît la probabilité
d’apparition des 2J configurations  et la « brillance » moyenne du flux astronomique observé – ces
hyperparamètres peuvent être fixés par l’opérateur, comme dans [MT93]. Cependant, d’une manière
beaucoup plus générale, lorsqu’aucune information a priori n’est disponible, ces hyperparamètres
peuvent à leur tour être considérés comme des valeurs inconnues qu’il convient d’estimer. La procé-
dure de segmentation conjointe devient alors entièrement non supervisée. Plusieurs approches peuvent
être envisagées pour à la fois fournir une solution au problème de segmentation conjointe et estimer les
hyperparamètres inconnus. La méthode retenue dans ce chapitre propose une description probabiliste
1On peut noter qu’il aurait été possible de définir un jeu d’hyperparamètres γj , j = 1, ..., J pour des signaux dont
les amplitudes diffèrent de manière significative d’une séquence à l’autre. Le choix d’un jeu d’hyperparamètres d’échelle
sera discuté au paragraphe 2.5.1.
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des hyperparamètres Φ par des lois a priori non informatives reflétant l’absence d’information concer-
nant ces hyperparamètres. Cette stratégie, comportant plusieurs niveaux d’inférence bayésienne, four-
nit ce que l’on appelle des modèles bayésiens hiérarchiques. Comme suggéré plus haut, ils nécessitent
la définition de lois a priori pour ces hyperparamètres : celles-ci sont détaillées dans le paragraphe
suivant.
Hyperparamètre γ
Comme nous l’avons vu précédemment, il convient de définir pour γ une loi a priori qui soit non-
informative. Une idée naturelle serait d’envisager une loi uniforme. Bien sûr, cette distribution est
impropre lorsque le paramètre prend ses valeurs dans un domaine non borné. L’utilisation d’une telle
loi peut tout de même être justifiée lorsque la loi jointe f (Θ,Φ|Y) reste proprement définie [Rob92,
p.31]. Cependant, il est légitime de s’interroger sur le réel caractère non informatif d’une loi uniforme
qui n’est pas invariante par reparamétrisation. Par exemple, le choix d’une loi uniforme sur [a,+∞[




(loi également impropre) qui favorise les petites valeurs de η. Il convient alors de considérer un tout
autre critère rendant compte de la nature non-informative d’une distribution a priori.
Une solution qui permet de s’affranchir de ce problème de paramétrisation consiste à utiliser comme
loi a priori pour γ une loi non-informative dite de Jeffrey. Elle se résume à la racine carrée de





∂2 log f (Y|η)
∂η2
]
Couramment utilisée dans la littérature [PADF02; GR98; AD99], cette loi non-informative devient






La loi de Dirichlet est la distribution usuelle pour les paramètres positifs dont la somme est égale à
1. Elle a l’avantage de fournir une loi a priori vague ou informative selon la valeur de ses paramètres.
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Dans le cas du modèle bayésien introduit, elle offre la possibilité d’intégrer les hyperparamètres P
dans la loi a posteriori jointe. Nous supposons donc ici que la loi a priori pour P est une loi de




P|α ∼ D2J (α). (1.8)
Cette loi est définie sur le simplexe P = {P ∣∣∑∈E P = 1,P > 0}. Nous supposerons ici que les
valeurs α sont égales. Dans ce cas, la loi de Dirichlet se ramène à une loi uniforme sur P.










où α ∈ {α0...0, ..., α1...1}.
1.4.4 Loi a posteriori de Θ
La loi a posteriori du vecteur des paramètres inconnus Θ = {Λ,R} peut être obtenue grâce à la






où f(Y|Θ) et f(Φ) ont été définies dans (1.10) et (1.9). Cette structure hiérarchique peut être
visualisée sur le graphe orienté (directed acyclic graph ou DAG en anglais) de la Figure 1.2. Elle
permet d’intégrer les paramètres de nuisance Λ et P dans la loi jointe f(Θ,Φ|Y), ce qui permet
d’écrire :
















∈E Γ (S (R) + α)
Γ
(∑
∈E (S (R) + α)
) .
Il est important de remarquer que l’intégration des paramètres de nuisance λ1, . . . ,λJ conduit
à une loi a posteriori d’un vecteur paramètre {R, γ} appartenant à un espace de dimension fixe
{0, 1}J×n × R+. La loi a posteriori (1.10) a toutefois une forme trop complexe pour obtenir une
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Fig. 1.2 – DAG pour les lois a priori (les hyperparamètres qui sont fixés apparaissent dans les carrés
en pointillés).
expression simple des estimateurs bayésiens des paramètres inconnus, tels que l’estimateur qui mini-
mise l’erreur quadratique moyenne (estimateur MMSE ou estimateur de la moyenne a posteriori) ou
l’estimateur du Maximum A Posteriori (MAP) dont les expressions sont les suivantes :





Dans ce cas, le recours à des techniques d’échantillonnage stochastique de type Monte Carlo par
chaînes de Markov permet de dépasser les limites imposées par la complexité du modèle. Cette pro-





qui, après une période de chauffage, sont distribués
suivant la loi d’intérêt. Ces échantillons peuvent alors être utilisés pour estimer les paramètres incon-
nus. Nous adoptons ici un échantillonneur de Gibbs similaire à celui décrit dans [PADF02]. Cependant,
il est important de noter deux différences majeures. Tout d’abord, la procédure proposée ne nécessite
pas le recours à un algorithme à sauts réversibles, généralement plus coûteux en temps de calcul et
plus long à converger. Grâce au reparamétrage introduit au début de la partie 1.4, les paramètres
inconnus intervenant dans (1.10) appartiennent en effet à un espace de dimension fixée. Ensuite, l’al-
gorithme décrit dans ce chapitre permet de segmenter conjointement des séries temporelles issues de
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plusieurs capteurs, ce qui n’était pas le cas dans [PADF02].
1.5 Échantillonneur de Gibbs pour la détection de ruptures
L’échantillonneur de Gibbs est une stratégie d’échantillonnage itérative qui consiste à générer des
échantillons (notés ·(t) où t est l’indice de l’itération) distribués suivant la loi conditionnelle de chaque
paramètre. Nous proposons d’échantillonner selon la loi f(R, γ|Y) définie par (1.10). Les principales
étapes de l’algorithme 1.1 sont détaillées ci-dessous.
– Initialisation :
– Échantillonner l’hyperparamètre γ(0) selon la loi définie dans (1.7),
– Échantillonner l’hyperparamètre P(0) selon la loi définie dans (1.8),
– Pour i = 1, . . . , n− 1, échantillonner
[




selon la loi définie dans (1.4),
– Pour j = 1, . . . , J , k = 1, . . . ,Kj , échantillonner λ
(0)
j,k d’après les lois définies dans (1.6),
– Poser t← 1,
– Itérations : Pour t = 1, 2, 3, . . . , faire
– Pour i = 1, . . . , n− 1, tirer
[




d’après les probabilités (1.12),
– Pour j = 1, . . . , J , k = 1, . . . ,Kj , échantillonner les paramètres λ
(t)
j,k selon les lois définies dans (1.13),
– Échantillonner le paramètre γ(t) selon les lois définies dans (1.14),
– Étape optionnelle : Échantillonner l’hyperparamètre P(t) selon la loi définie dans (1.15),
– Poser t← t+ 1.
Algo. 1.1: Échantillonneur de Gibbs pour la segmentation conjointe de données poissonniennes
Génération d’échantillons distribués suivant f(R|γ,Y)
Cette génération peut elle même s’effectuer grâce à un échantillonnage de Gibbs qui permet de
mettre à jour les colonnes de R en (n− 1) étapes selon f (r1,i, . . . , rJ,i|γ,Y) :
– R(t+1)1 ∼ f
(
R1|R(t)2 , . . . ,R(t)n−1, γ,Y
)
– R(t+1)2 ∼ f
(
R2|R(t+1)1 ,R(t)3 , . . . ,R(t)n−1, γ,Y
)
– R(t+1)3 ∼ f
(
R3|R(t+1)1 ,R(t+1)2 ,R(t)4 , . . . ,R(t)n−1, γ,Y
)
. . .
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– R(t+1)n−1 ∼ f
(
Rn−1|R(t+1)1 , . . . ,R(t+1)n−2 , γ,Y
)
La variable aléatoire Ri =
[
r1,i, . . . , rJ,i
]T , i = 1, . . . , n − 1, est discrète et prend ses valeurs dans
E = {0, 1}J . Par conséquent, sa loi statistique est entièrement déterminée par les 2J probabilités
P
(
[r1,i, . . . , rJ,i]
T = |γ,Y
)
,  ∈ E . En notantR−i la matriceR dont la i-ième colonne est supprimée,
le résultat suivant peut être obtenu :
P
(
[r1,i, . . . , rJ,i]
T = 
∣∣R−i, γ,Y) ∝ f (Ri(), γ∣∣Y) , (1.12)
où Ri() est la matrice R dont i-ième colonne a été remplacée par le vecteur . On obtient alors,
après normalisation, une expression analytique des probabilités P
(
[r1,i, . . . , rJ,i]
T = 
∣∣R−i, γ,Y).
Génération d’échantillons distribués suivant f(γ|R,Y)
Échantillonner suivant f(γ|R,Y) ne peut se faire de manière directe puisque cette densité n’ap-
partient pas à une famille de lois connue. En revanche, la loi jointe f(γ,Λ|R,Y) permet d’obtenir
deux lois conditionnelles f(γ|R,Y) et f(Λ|R,Y) aisément simulables. Pour générer des échantillons
distribués suivant f(γ|R,Y), il est alors possible d’utiliser un échantillonnage de Gibbs comme suit :
– Génération d’échantillons distribués suivant f(Λ
∣∣R, γ,Y)
En examinant la loi jointe f(Θ,Φ|Y), on peut montrer que :
λj,k
∣∣R, γ,Y ∼ G (sj,k (rj) + ν, nj,k (rj) + γ) . (1.13)
– Génération d’échantillons distribués suivant f(γ|R,Λ,Y)












Loi a posteriori de l’hyperparamètre P
L’hyperparamètre P permet de connaître la probabilité d’avoir une configuration de ruptures .
Par conséquent, son estimation peut être intéressante dans certaines applications pratiques. La loi a
posteriori de cet hyperparamètre, connaissant la matrice des indicatrices R, les observations Y et les
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paramètres fixés α, peut être facilement calculée. Il s’agit d’une loi de Dirichlet à 2J dimensions de
paramètres (α + S(R))∈E :
P
∣∣R,Y,α ∼ D2J (α + S(R)). (1.15)
1.6 Diagnostic de convergence
Un problème capital inhérent à l’utilisation de méthodes MCMC est l’évaluation de la convergence




asymptotiquement distribués suivant f (R, γ|Y). Les probabilités a posteriori des instants de ruptures







où Nbi est le nombre d’itérations de chauffage et Nr est le nombre d’itérations d’intérêt. Cependant,
il nous faut répondre à deux questions essentielles. Premièrement, à partir de quel moment pouvons-




sont distribués suivant la loi cible ? Par ailleurs, combien
d’échantillons sont nécessaires pour obtenir une estimation précise de R lorsqu’on utilise (1.16) ? Ce
paragraphe présente quelques outils qui permettent de choisir des valeurs convenables des paramètres
Nr et Nbi.
1.6.1 Choix de la période de chauffage Nbi
Construire en parallèle plusieurs chaînes de Markov initialisées de manières aléatoires permet de
définir plusieurs mesures de convergence des méthodes MCMC [RR98]. Nous proposons d’utiliser ici
le critère de variance inter/intra-chaîne pour assurer la convergence des chaînes construites. Cette
méthode a initialement été présentée par Gelman et Rubin dans [GR92] puis a souvent été employée
pour surveiller la convergence des chaînes de Markov (cf. par exemple [GR98], [DC02] ou [RR98, p.
33]). Ce critère nécessite de construire M chaînes en parallèle de longueur Nr avec différents valeurs
initiales. Les variances inter-chaîne B et intra-chaîne W pour ces M chaînes de Markov sont définies


































où κ est le paramètre d’intérêt et κ(t)m est le t-ième échantillon de la m-ième chaîne. La convergence
des chaînes est alors mesurée par le critère ρˆ, que nous appellerons facteur d’échelle et qui est défini
















ρˆ proche de 1 indique une bonne convergence de l’échantillonneur, c’est-à-dire qu’un





t = 1, . . . , Nr, distribués suivant la loi cible.
1.6.2 Choix du nombre d’itérations d’intérêt Nr
Une fois que le nombre d’itérations de chauffage a été choisi, il est nécessaire de déterminer le
nombre d’itérations Nr requis pour obtenir un estimateur correct de R en utilisant l’équation (1.16).
Une approche ad hoc consiste à vérifier la convergence de la chaîne construite au moyen d’évaluations
graphiques [RR98, p. 28]. Tout d’abord, un estimateur de référence noté R˜ est calculé pour un grand
nombre d’itérations afin d’assurer à la fois la convergence de la chaîne et la précision de l’estimation
(1.16). L’erreur quadratique moyenne (EQM) entre cet estimateur de référence R˜ et l’estimateur
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Le nombre d’itérations Nr est alors fixé à une valeur p telle que l’erreur e2r(p) soit inférieure à un seuil
donné.
1.7 Segmentation de données synthétiques
Afin de valider l’algorithme de segmentation, nous avons procédé à des simulations conduites
sur des données synthétiques. Celles présentées dans cette partie ont été obtenues pour J = 2 si-
gnaux de longueur n = 120 points. Les instants de ruptures pour ces deux séquences sont l1 =
(20, 50, 100, 120) et l2 = (50, 120). Les paramètres des lois de Poisson pour les différents segments
sont λ1 =
[
19, 9, 16, 6
]T et λ2 = [8, 11]T. Les hyperparamètres ont été fixés à ν = 2 et α = α = 1
(∀ ∈ E).
Les hyperparamètres α sont choisis tous égaux afin que la loi de Dirichlet se réduise à une loi
uniforme sur le simplexe E . De plus, la valeur choisie pour les hyperparamètres α est α = 1  n
dans le but de réduire l’influence de cette constante dans la loi a posteriori de P donnée par (1.15).
Toutes les figures ont été obtenues après avoir moyenné les résultats de 64 chaînes de Markov
construites en parallèles. Le nombre total d’itérations pour chaque chaîne de Markov est NMC = 1000,
dont Nbi = 200 itérations de chauffage. Ainsi, seuls les 800 derniers échantillons issus de la chaîne
sont utilisés pour réaliser les estimations. Les résultats fournis par la segmentation conjointe sont
comparés à ceux de deux segmentations unidimensionnelles, obtenues en appliquant l’algorithme
proposé séparément sur chacune des deux séquences. Notons que l’exécution de 100 itérations de la
procédure conjointe prend environ 30 secondes avec une implantation MATLAB sur un PC Pentium
IV cadencé à 2.8Ghz.
1.7.1 Lois a posteriori des positions de ruptures
Les estimateurs MMSE des instants de ruptures sont représentés sur la figure 1.3 pour des ap-
proches unidimensionnelle et conjointe. Ces estimateurs ont été calculés grâce à la moyenne empirique
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Fig. 1.3 – Probabilités a posteriori des instants de ruptures pour une segmentation 1D (à gauche) et
conjointe (à droite).
(1.16). Il est important de remarquer que la moyenne de la matrice des indicatrices R distribuées sui-
vant f (R|Y) fournit les probabilités a posteriori d’avoir les ruptures aux différents instants2. En effet,
rj,i est une variable aléatoire binaire. Par exemple, il y a une très forte probabilité a posteriori pour
que se produise un changement aux instants i = 50 et i = 100 dans la première séquence (selon les
deux types de segmentation, unidimensionnelle et conjointe). Cependant, les deux méthodes semblent
hésiter quant à la localisation de la première rupture (à l’instant i = 20) dans le premier signal.
L’avantage majeur de la segmentation conjointe apparaît sur la figure 1.3 : le changement à l’instant
i = 50 dans la deuxième séquence est beaucoup mieux estimé par la segmentation conjointe (tracé
de droite) que par une segmentation unidimensionnelle (tracé de gauche). La présence d’une rupture
au même instant dans la première séquence a en effet favorisé la détection d’une rupture dans la
seconde. Ainsi, la segmentation conjointe donne-t-elle de bien meilleurs résultats que deux procédures
indépendantes de segmentation unidimensionnelle sur cet exemple.
2Dans toute la suite du document, tout en étant conscient de la maladresse de langage, nous parlerons de lois a
posteriori des instants (ou positions) de ruptures. Il s’agit pourtant bien des probabilités a posteriori des configurations
globales de ruptures.
26 Chapitre 1 - Segmentation conjointe de signaux astronomiques
1.7.2 Lois a posteriori des nombres de ruptures (K1, K2)




distribués selon la loi a posteriori f (R, γ|Y),
ce qui permet de réaliser une sélection de modèle. Le nombre de ruptures dans chaque séquence peut




j,i . La figure 1.4 présente les lois a posteriori estimées de
Kj dans chaque séquence (calculées à partir des 800 derniers états de la chaînes de Markov) pour
des segmentations unidimensionnelle (figure de gauche) et conjointe (figure de droite). Les valeurs
maximales de ces lois a posteriori permettent d’obtenir les estimateurs MAP des nombres de ruptures
K̂1 = 4 et K̂2 = 2, qui correspondent aux nombres réels de changements dans les deux séquences
(nous rappelons ici qu’il y a, par convention, une rupture à l’instant i = n = 120 dans toutes les
séquences).
Fig. 1.4 – Lois a posteriori de K1 et K2 pour des segmentation unidimensionnelle (à gauche) et
conjointe (à droite).
1.7.3 Estimation des paramètres des lois de Poisson
L’estimation des paramètres des lois de Poisson est intéressante notamment puisqu’elle rend pos-
sible la reconstruction des signaux. Les lois a posteriori des paramètres λ1,k et λ2,k sachant respecti-
vement K1 = 4 et K2 = 2 sont représentées sur les figures 1.5 et 1.6. Elles sont clairement en accord
avec les valeurs réelles des paramètres λ1 =
[
19, 9, 16, 6
]T et λ2 = [8, 11]T.
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Fig. 1.5 – Lois a posteriori des paramètres de Poisson λ1,k (pour k = 1, . . . , 4) sachant K1 = 4.
Fig. 1.6 – Lois a posteriori des paramètres de Poisson λ2,k (pour k = 1, 2) sachant K2 = 2.
1.7.4 Estimation de l’hyperparamètre P
Les derniers résultats permettent d’illustrer la performance de la méthode pour l’estimation du
vecteur d’hyperparamètre P. Les lois a posteriori de P ( ∈ E) sont tracées sur la figure 1.7. Elles
sont clairement en accord avec les lois a posteriori données par les lois de Dirichlet définies par (1.15).
Fig. 1.7 – Lois a posteriori des hyperparamètres P00,P01,P10 et P11.
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1.7.5 Convergence de l’échantillonneur
Comme il l’a été indiqué au paragraphe 1.6, nous nous assurons que l’algorithme de Gibbs génère
des échantillons distribués suivant la loi cible en mesurant le facteur d’échelle défini par (1.20). Plu-
sieurs choix pour le paramètre κ peuvent être considérés pour évaluer la convergence de la procédure
de segmentation proposée. Nous proposons ici d’évaluer la convergence de l’échantillonneur de Gibbs
grâce aux paramètres P,  ∈ E . Par exemple, les états deM = 5 chaînes de Markov pour le paramètre
P00 sont représentés sur la figure 1.8. Les chaînes convergent clairement vers des valeurs identiques
proches de 1. Elles confirment une probabilité élevée d’avoir [r1,i, r2,i] = [0, 0] pour les signaux ana-
lysés dans ce paragraphe. Les critères de Gelman & Rubin
√
ρˆ pour tous les paramètres P sont
donnés dans le tableau 1.1. Ces valeurs de
√
ρˆ confirment la bonne convergence de l’échantillonneur
puisqu’une valeur inférieure à 1.2 est conseillée pour assurer la convergence [GCSR95, p. 332].
Fig. 1.8 – Suivi de la convergence de cinq chaînes de Markov.
Tab. 1.1 – Facteurs d’échelle relatifs aux paramètres P (calculés à partir de M = 64 chaînes de
Markov)
P P00 P01 P10 P11√
ρˆ 0.9995 1.0000 0.9998 1.0001
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Le nombre d’itérations Nr nécessaires pour calculer un estimateur efficace de R selon (1.16) est
fixé en évaluant l’erreur quadratique entre une estimation de référence R˜ (obtenu avec Nr = 10000) et
une estimation après Nr = p itérations selon l’équation 1.21. La figure 1.9 montre alors qu’un nombre
d’itérations d’intérêt égal à Nr = 800 est suffisant pour assurer une bonne estimation de la moyenne
empirique (1.16).
Fig. 1.9 – Erreur quadratique moyenne entre l’estimateur de référence et l’estimateur obtenu après
p itérations (trait plein). EQMs moyennées à partir de 64 chaînes (tirets).
1.7.6 Comparaison avec un modèle bayésien non hiérarchique
Pour justifier le deuxième niveau de hiérarchie introduit dans l’inférence bayésienne, nous pré-
sentons les résultats de segmentation obtenus sur les signaux synthétiques précédents lorsque les
hyperparamètres prennent des valeurs fixées. En ce qui concerne l’hyperparamètre P, afin de tra-
duire l’absence de connaissance a priori de la probabilité d’occurrence des différentes combinai-
sons [0, 0], [0, 1], [1, 0] et [1, 1], ces configurations locales de ruptures sont supposées équiprobables :
P00 = P01 = P10 = P11 = 14 . Ensuite nous présentons sur la figure 1.10 les résultats de simulations
pour deux valeurs différentes de l’hyperparamètre γ. Ces figures montrent bien que le résultat de
segmentation est fortement lié aux valeurs de cet hyperparamètre. Notons que pour les deux jeux de
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paramètres présentés, les résultats ne sont pas du tout satisfaisants.
Fig. 1.10 – Probabilités a posteriori des instants de ruptures pour deux valeurs de l’hyperparamètre
γ : γ = 0.05 (à gauche) et γ = 5 (à droite).
1.8 Analyse de données astronomiques réelles
1.8.1 Données unidimensionnelles
Description des enregistrements
Afin d’évaluer la capacité de notre algorithme à traiter des données réelles, cette partie présente
l’analyse d’un jeu de données recueillies par l’instrument BATSE de la NASA [PMP+99]. Par la
nature même des mesures effectuées (un comptage de photons), les séries temporelles peuvent être
modélisées précisément par des processus de Poisson. Le paramètre de ces processus de Poisson varie
à mesure que change l’intensité des sursauts gamma (gamma-ray burst ou GRB en anglais) émis par
la source observée.
L’intensité du flux GRB en fonction du temps se comporte comme une série de brèves structures
élémentaires, appelées impulsions. Le but de l’analyse est alors de déterminer les temps de début et
de fin de ces impulsions, ainsi que les quantités caractéristiques de la représentation choisie, à savoir
les paramètres des lois de Poisson supposés constants par morceaux.
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Résultats
L’algorithme présenté dans les sections précédentes a tout d’abord été appliqué aux données astro-
nomiques unidimensionnelles étudiées dans [Sca98]. Les données brutes (les temps d’arrivée d’environ
29000 photons) ont été converties en comptant le nombre de particules reçues par intervalle de temps
de 3.68ms (soit 256 intervalles). Dans cet exemple, J = 1. Les résultats obtenus ont été moyennés
sur 64 chaînes de Markov de longueur totale NMC = 1550 incluant Nbi = 50 itérations de chauffage.
Les valeurs de NMC et de Nbi ont été choisies dans le but d’obtenir des valeurs correctes du critère
de convergence de Gelman & Rubin pour les paramètres P0 et P1 (cf. la fin de ce paragraphe).
La première étape de l’analyse consiste à estimer la loi a posteriori des indicatrices R pour le
signal traité qui peut être visualisé sur la figure 1.11 (en haut). Cette loi estimée est représentée sur
la figure 1.11 (en bas).
Fig. 1.11 – En haut : données mises en forme et segmentées. En bas : loi a posteriori des instants de
ruptures (données astronomiques unidimensionnelles).
Dans un deuxième temps, le nombre de ruptures présentes dans le signal analysé est estimé.
La loi a posteriori du nombre de changements, calculé à partir des 1500 derniers échantillons de la
chaîne de Markov comme au paragraphe 1.7.2, est représentée sur la figure 1.12. L’estimateur MAP
correspondant est alors K̂ = 18.
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Fig. 1.12 – Loi a posteriori du nombre de ruptures (données astronomiques unidimensionnelles).
Enfin, les différents paramètres des lois de Poisson caractéristiques de la brillance de la source sont
estimés sur chacun des segments repérés par les instants de rupture estimés. Plus précisément, les
segments sont obtenus en conservant les K̂ = 18 plus grandes valeurs de la loi a posteriori représentée
sur la figure 1.11 (en bas). Les paramètres des lois de Poisson sont alors approchés en moyennant le
signal sur chaque segment. Cette procédure permet d’obtenir la représentation par blocs introduite
dans [Sca98]. La figure 1.11 (en haut) représente les blocs obtenus après avoir gardé K̂ = 18 segments.
Il est important de remarquer que la méthode proposée rend possible le calcul de la probabilité d’avoir
une rupture dans un intervalle de temps donnée. Par exemple, la probabilité a posteriori d’avoir au




apparaît en pointillés sur la figure 1.11 (en bas).
La valeur élevée de cette probabilité permet d’introduire un nouveau modèle de segmentation qui




. Ces résultats sont en accord avec ceux
présentés dans [Sca98].
La convergence de l’échantillonneur de Gibbs utilisé pour la segmentation des données de la figure
1.11 (en haut) a été examinée grâce au critère de Gelman & Rubin pour les paramètres P0 et P1,
obtenu à partir de 64 chaînes construites en parallèles, chacune de longueur Nr = 1500. Ils sont tous
les deux égaux à
√
ρˆ = 0.9996. La règle de convergence imposant
√
ρˆ < 1.2 est donc satisfaite pour
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cet exemple. Nous rappelons ici que notre algorithme, contrairement à celui présenté dans [Sca98],




Un point majeur dans l’étude des Gamma Ray Burst est de savoir comment la variabilité du
flux astronomique (variabilité observée et analysée notamment au paragraphe précédent) dépend
de l’énergie du rayonnement. Dans le mode d’enregistrement qui a permis de recueillir les données
précédemment étudiées, les photons sont captés par BATSE dans quatre bandes énergétiques : 25−
60keV , 60 − 110keV , 110 − 325keV , et > 325keV . L’évolution du rayonnement est, sensiblement,
la même pour des flux respectivement de basses et de plus hautes énergies. Nous nous proposons,
à l’aide de la procédure de segmentation conjointe introduite, de mettre en évidence ces similitudes
de comportement dans les quatre bandes d’énergie considérées. Le traitement multi-varié que nous
décrivons est une étape capitale dans l’analyse des flux gamma, analyse qui est encore, par ailleurs,
dans sa phase exploratoire.
Résultats
Les données observées dans les quatre canaux ont donc été traitées par l’algorithme de segmenta-
tion conjointe proposé. Le nombre de ruptures et leurs positions sont obtenus après 3500 itérations
incluant une période de chauffage de 200 itérations. La figure 1.13 montre les histogrammes des para-
mètres Kj . Leurs valeurs maximales, correspondant aux estimateurs MAP des nombres de ruptures
sont K̂1 = 5, K̂2 = 7, K̂3 = 11 et K̂4 = 8. La loi a posteriori de R représentée sur la figure 1.14
permet ensuite d’estimer la position des ruptures dans chaque canal (comme expliqué dans la section
précédente). La représentation par blocs est alors illustrée sur la figure 1.15. Notez que les échelles
de temps ne sont pas les mêmes pour les figures 1.14 et 1.15 par soucis de clarté (i.e. [0, 0.33s] pour
la figure 1.14 et [0, 0.94s] pour la figure 1.15). Ces résultats sont en accord avec ceux présentés dans
[SNJ06]. Cependant, l’approche conjointe permet de mettre en évidence des ruptures qui n’étaient pas
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initialement détectées par la méthode itérative. Par exemple, les deuxième et troisième changements
l1,2 et l1,3 dans le premier canal (respectivement à 0.1294s et 0.2316s) sont détectés par l’approche
conjointe mais ne le sont pas par l’approche 1D. La présence de ruptures au même instant dans d’autre
canaux peut expliquer cette détection.
La convergence de l’échantillonneur de Gibbs pour la segmentation conjointe des données astro-
nomiques réelles multidimensionnelles de la figure 1.14 a été étudiée. Les critères de Gelman & Rubin
pour les paramètres P,  ∈ {0, 1}4 sont rassemblés dans le tableau 1.2. La règle de convergence
√
ρˆ < 1.2 est à nouveau satisfaite pour cet exemple.
Fig. 1.13 – Lois a posteriori des nombres de ruptures (données astronomiques 4D).
1.9 Conclusions
Ce chapitre propose un modèle bayésien hiérarchique pour la segmentation de séries temporelles
distribuées suivant des lois de Poisson dont les paramètres sont constants par morceaux. Nous avons
vu qu’introduire un deuxième niveau de hiérarchie dans l’inférence bayésienne permet de s’affranchir
du problème d’estimation des hyperparamètres. Des échantillons distribués suivant les lois a posteriori
des paramètres inconnus sont générés grâce à un échantillonneur de Gibbs. Ils sont ensuite utilisés
pour réaliser les estimations des paramètres d’intérêt.
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Fig. 1.14 – Probabilités a posteriori des instants de ruptures (données astronomiques 4D).
Fig. 1.15 – Représentation par blocs (données astronomiques 4D).
Un des aspects importants de ce travail est la possibilité de traiter conjointement plusieurs signaux
et d’exploiter les possibles relations entre ces séries. Le choix d’une loi a priori adéquate sur les instants
de ruptures a permis en effet de dépasser largement les performances d’un algorithme de segmentation
qui serait appliqué sur chaque signal indépendamment des autres.
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P0000 0.9999 P0100 1.0008
P0001 1.0004 P0101 1.0015
P0010 0.9999 P0110 1.0002
P0011 1.0000 P0111 1.0013
P1000 1.0013 P1100 1.0021
P1001 1.0000 P1101 1.0000
P1010 0.9999 P1110 0.9999
P1011 0.9998 P1111 0.9999
Un autre point important du travail est que la stratégie d’échantillonnage stochastique développée
dans ce chapitre permet d’explorer l’espace des paramètres d’intérêt. Les algorithmes de segmentation
de données poissonniennes développés dans la littérature (comme dans [Sca98] ou [JSB+05]) ne per-
mettent pas une telle exploration et sont donc dans l’incapacité de fournir des mesures de confiance
des estimations réalisées.
Chapitre 2
Segmentation conjointe de processus
autorégressifs
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2.1 Introduction
Ce chapitre est consacré à la segmentation de processus autorégressifs multiples. Comme dans
le chapitre précédent, nous considérons que J capteurs fournissent J signaux (appelées aussi ob-
servations), de longueur n. Ces signaux sont notés vectoriellement par yj =
[
yj,1, . . . , yj,n
]
pour
j = 1, . . . , J , où yj,i est la valeur du signal j à l’instant i. Chacun de ces signaux est modélisé comme




aj,k,lyj,i−l + ej,i, (2.1)
où k = 1, . . . ,Kj est l’indice de la portion de signal (appelé segment) yj où le processus AR est
stationnaire. Le k-ième segment dans le j-ième signal possède des frontières notées [lj,k−1 + 1, lj,k]
où lj,k est l’indice des temps après lequel intervient une rupture, avec par convention, lj,0 = 0 et
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lj,Kj = n. Dans chacun de ces Kj segments, pour le j-ième signal, l’ensemble des paramètres AR
est noté vectoriellement aj,k =
[
aj,k,1, . . . , aj,k,p
]T. Les pôles de ces processus AR sont supposés à
l’intérieur du cercle unité afin d’assurer leur stationnarité et leur causalité sur chaque segment. Enfin,
ej =
[
ej,1, . . . , ej,n
]
est une séquence de n réalisations indépendantes et identiquement distribuées
d’un bruit gaussien centré de variance σ2j,k sur le k-ième segment. Les vecteurs bruits e1, . . . , eJ sont
supposés a priori indépendants.
La modélisation des observations à l’aide des processus AR est motivée par le fait que pour tout
signal de densité spectrale S(f), on peut trouver un processus AR dont la densité spectrale est aussi
proche qu’on le veut de S(f) [BD90, p. 130]. Un grand nombre d’auteurs ont suivi cette approche
pour mettre au point des algorithmes de détection de ruptures, comme par exemple dans [And88]
ou [Lav98]. Afin de simplifier l’énoncé du problème, nous supposerons, dans un premier temps de
l’analyse, que les ordres des modèles AR dans (2.1) sont connus et tous égaux à p. Un modèle plus
général, pour lequel les ordres de processus sont inconnus et différents d’un segment à l’autre, sera
envisagé ultérieurement.
En utilisant la notation standard xj,i:i′ =
[
xj,i, . . . , xj,i′
]
, l’ensemble des équations (2.1) peut être
ré-écrit de manière matricielle :
yTj,lj,k−1+1:lj,k = Yj,kaj,k + e
T
j,lj,k−1+1:lj,k , (2.2)
où Yj,k est une matrice de taille (lj,k − lj,k−1)× p :
Yj,k =

yj,lj,k−1 yj,lj,k−1−1 . . . yj,lj,k−1−p+1





yj,lj,k−1 yj,lj,k−2 . . . yj,lj,k−p
 . (2.3)
Comme dans le chapitre précédent, nous proposons une formulation bayésienne hiérarchique ainsi
qu’un algorithme efficace pour estimer les positions des ruptures lj,k à partir des J séquences observées
yj , j = 1, . . . , J .
Ce chapitre est organisé comme suit. Le paragraphe 2.2 décrit le modèle bayésien utilisé pour
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réaliser la détection de rupture dans les signaux auto-régressifs. Classiquement, la méthodologie pro-
posée consiste en un choix approprié de lois a priori pour les paramètres et hyperparamètres inconnus.
Un échantillonneur de Gibbs, décrit dans le paragraphe 2.3, permet de générer des échantillons dis-
tribués suivant la loi a posteriori d’intérêt. Des simulations conduites sur des signaux synthétiques,
rapportées dans le paragraphe 2.4, permettent d’illustrer la performance de l’algorithme proposé. Des
modèles alternatifs sont envisagés dans le paragraphe 2.5. Dans le paragraphe 2.6, l’algorithme initial
est généralisé au cas plus complexe où les ordres des modèles AR sont inconnus et peuvent varier
d’un segment à l’autre. Deux applications de la segmentation conjointe de signaux AR sont étudiées
au paragraphe 2.7 : la segmentation de signaux de paroles stéréo et la détection d’arc-tracking dans
des signaux aéronautiques.
2.2 Modèle bayésien hiérarchique
Le problème de détection conjointe de ruptures introduit précédemment repose sur l’estimation
des paramètres inconnus Kj (nombres de segments), lj,k (positions des ruptures), σ2j,k (variances des
bruits, avec σ2j =
[




) et aj,k (vecteurs des paramètres AR notés Aj = {aj,1, . . . ,aj,Kj}
pour le j-ième signal). Le reparamètrage présenté au paragraphe 1.4 permet d’introduire des variables
indicatrices rj,i (j ∈ {1, . . . , J}, i ∈ {1, . . . , n}) telles que : rj,i = 1 s’il y a un changement à l’instant i dans la séquence j,rj,i = 0 sinon,
avec rj,n = 1 (nous rappelons que cette condition assure que le nombre de rupture est égal au
nombre de segments dans chaque signal, c’est-à-dire Kj =
∑n
i=1 rj,i). En utilisant ces variables in-







rj,1, . . . , rj,n
]
. Comme dans le cas du modèle hiérarchique décrit au chapitre 1, il est impor-
tant de remarquer que ce vecteur Θ appartient à un espace dont la dimension dépend de Kj , i.e.,
Θ ∈ Θ = {0, 1}nJ ×∏Jj=1(R+ × Rp)Kj . Nous proposons dans ce qui suit une approche bayésienne
hiérarchique afin d’estimer ce vecteur inconnu Θ. L’inférence bayésienne sur Θ repose sur la loi a
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posteriori f(Θ|Y), avec Y = [y1, . . . ,yJ]T, qui est reliée à la fonction de vraisemblance des obser-
vations et aux lois a priori des paramètres grâce à la règle de Bayes f(Θ|Y) ∝ f(Y|Θ)f(Θ). La
fonction de vraisemblance et les lois a priori utilisées dans ce problème de détection de ruptures sont
donc présentées ci-dessous.
2.2.1 Fonction de vraisemblance approchée
Il est très délicat d’exprimer la vraisemblance associée à un modèle AR stationnaire par morceaux.
Chaque segment stationnaire doit être en effet initialisé par les réalisations du segment précédent.
Dans beaucoup de travaux, la dépendance de la vraisemblance exacte f(yj |Θj) aux p premières
réalisations yj,1:p est négligée (voir [Kay88, p. 186]). Nous avons décidé dans l’approche proposée
d’utiliser cette approximation. En d’autres termes, en exploitant l’hypothèse d’indépendance entre





















où nj,k(rj) = lj,k − lj,k−1 est la longueur du k-ième segment dans le j-ième signal et
Ej,k(rj) ,
∥∥∥yTj,lj,k−1+1:lj,k −Yj,kaj,k∥∥∥2 , (2.5)
avec ‖x‖2 = xTx.
2.2.2 Lois a priori des paramètres
Les ruptures dans les J signaux sont détectées grâce à des variables indicatrices rj , j = 1, . . . , J
(une variable rj,i est en effet affectée à chaque signal j et à chaque instant i = 1, . . . , n). Ce paragraphe
introduit les différentes lois a priori choisies pour ces variables indicatrices, ainsi que pour les variances
des bruits et les paramètres AR.
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Vecteurs des indicatrices
Les corrélations possibles entre les instants de ruptures dans les J signaux observés sont modélisées
par une loi a priori appropriée f(R|P), où R = [r1, . . . , rJ]T et P est définie ci-dessous. Comme dans
le chapitre précédent, nous définissons une configuration globale de ruptures comme suit : la matrice
R est constituée de 0 et de 1, et une configuration globale est une réalisation particulière de cette
matrice J × n. Avec notre formulation, celle-ci correspond à une solution particulière au problème de
segmentation conjointe envisagé. Une configuration locale de rupture, notée  (où  ∈ E = {0, 1}J), est
une valeur particulière d’une colonne de la matrice R : elle correspond à la présence (ou à l’absence)
des ruptures à un instant donné, dans les J signaux.
Notons P la probabilité d’avoir une configuration de rupture  à l’instant i, c’est-à-dire la pro-
babilité P
([
r1,i, . . . , rJ,i
]T = ). Les probabilités de configurations de ruptures P sont supposées
indépendantes de l’instant i. Par ailleurs, nous supposons que Ri = [r1,i, . . . , rJ,i] est indépendant
de Ri′ =
[
r1,i′ , . . . , rJ,i′
]
pour tout i 6= i′. Notons qu’une hypothèse markovienne plus générale sera





où P = {P}∈E et S(R) est le nombre d’instants i tels que
[
r1,i, . . . , rJ,i
]T = . Par exemple, dans
le cas où deux signaux sont observés y1 et y2 (i.e., J = 2), la loi a priori de R est :
f (R|P) = PS0000 PS1010 PS0101 PS1111 , (2.7)
où S00 =
∑n−1
i=1 (1− r1,i)(1− r2,i), S11 =
∑n−1
i=1 r1,ir2,i, S10 =
∑n−1
i=1 r1,i(1− r2,i) et S01 =
∑n−1
i=1 (1−
r1,i)r2,i. Avec cette loi a priori, une grande valeur de P indique une configuration
[
r1,i, . . . , rJ,i
]T = 
très probable pour tout i = 1, . . . , n. Par exemple, en choisissant une grande valeur de P0...0 (respec-
tivement P1...1), nous favorisons une absence (respectivement présence) simultanée de changements
dans toutes les séquences observées.
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Variances et paramètres AR
Des lois inverse Gamma sont choisies comme lois a priori des variances de bruit :
σ2j,k







où IG(a, b) désigne une loi inverse Gamma de paramètres a et b, ν = 2 (comme dans [PADF02])
et γ est un hyperparamètre ajustable. Cette loi a priori, dite conjuguée pour le paramètre σ2j,k,
a été utilisée avec succès dans [LP01], [ABD01], [PADF02], [GR98], [ADD01] ou plus récemment
[DGI06]. Nous supposons que l’hyperparamètre γ est le même pour tous les signaux observés. Notons,
cependant, qu’une analyse similaire peut être conduite avec un ensemble d’hyperparamètres différents
γj , j = 1, . . . , J . Une telle analyse se montre intéressante lorsque les amplitudes des signaux sont
significativement différentes d’un signal à l’autre et sera développée au paragraphe 2.5.1.
Les lois normales centrées ont été choisies comme distributions a priori pour les paramètres AR :
aj,k
∣∣σ2j,k, δ20 ∼ N (0p, σ2j,kδ20Ip) , (2.9)
où Ip est la matrice identité de taille p× p , 0p est le vecteur de Rp constitué de p zéros et δ20 est un
hyperparamètre à estimer. Une motivation principale pour le choix de ces lois a priori conjuguées est
qu’elles permettent l’intégration des variances des bruits et des paramètres AR dans la loi a posteriori
f (Θ|Y).
2.2.3 Lois a priori des hyperparamètres
Le vecteur d’hyperparamètres associé aux lois a priori définies précédemment s’écritΦ = (P, δ20 , γ).
Bien sûr, l’aptitude du modèle bayésien à détecter précisément les ruptures dans les J signaux dépend
fortement de la valeur de ces hyperparamètres. Comme cela a été souligné dans la partie 2.1, ces hyper-
paramètres peuvent être considérés inconnus, puis estimés à partir des données, rendant l’estimation
plus robuste, comme par exemple dans [PADF02], [ABD01] ou [AD99]. Le modèle hiérarchique qui
en résulte nécessite de définir des lois a priori, détaillées dans ce qui suit.
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Hyperparamètres δ20 et γ
Une loi non informative de Jeffrey et une loi inverse Gamma vague (c’est-à-dire avec une grande
variance) sont choisies comme lois a priori des hyperparamètres δ20 et γ, ce qui traduit l’absence de
connaissance a priori concernant ces hyperparamètres :
δ20






où 1R+(x) est la fonction indicatrice définie sur R+.
Hyperparamètre P
La loi a priori pour le paramètre P est, comme au chapitre 1, une loi de Dirichlet avec un vecteur
de paramètres α =
[
α0...0, . . . , α1...1
]
défini sur le simplexe P = {P ∣∣∑∈E P = 1,P ≥ 0}. Nous
rappelons que cette loi, notée P ∼ D2J (α), permet la marginalisation du paramètre P dans la loi a
posteriori f (Θ|Y). De plus, en choisissant α = 1,∀ ∈ E , la loi de Dirichlet se ramène à une loi
uniforme sur le simplexe P.
En supposant les hyperparamètres indépendants, la loi a priori des hyperparamètres Φ peut
s’écrire (à une constante de normalisation près) :

















où ∝, pour mémoire, signifie « proportionnel à » et Γ(·) est la fonction Gamma.
2.2.4 Lois a posteriori des paramètres inconnus
La loi a posteriori du vecteur de paramètres inconnus Θ défini au début du paragraphe 2.2 peut
être calculée à partir de la structure hiérarchique visualisée sur la figure 2.1 et rappelée ci-dessous :
f (Θ|Y) =
∫
f (Θ,Φ|Y) dΦ ∝
∫
f (Y|Θ) f (Θ|Φ) f (Φ) dΦ, (2.12)
où
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Fig. 2.1 – DAG pour les lois a priori (les hyperparamètres qui sont fixés apparaissent dans les carrés
en pointillés).
Cette structure hiérarchique permet d’intégrer les paramètres de nuisance σ2 = {σ21, . . . ,σ2J},
A = {A1, . . . ,AJ} et P dans la loi jointe f (Θ,Φ|Y), donnant :
f
(
R, γ, δ20 |Y














γ ν2 ∣∣Mj,k∣∣ 12 Γ (ν2 + 12nj,k(rj))(






 f (δ20 |ξ, β) , (2.14)
avec 
T 2j,k = y
T
j,lj,k−1+1:lj,k Qj,kyj,lj,k−1+1:lj,k ,












∈{0,1}J Γ (S(R) + α)
Γ
(∑
∈{0,1}J (S(R) + α)
) . (2.16)
Nous attirons l’attention du lecteur sur le fait que l’intégration des paramètres de nuisance conduit




appartenant à un espace de dimension fixe.
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Pourtant, cette loi reste trop complexe pour que les estimateurs bayésiens classiques (par exemple
estimateurs MMSE et MAP) des paramètres inconnus puissent être exprimés de façon simple. De
même qu’au chapitre 1, nous proposons un échantillonneur de Gibbs, semblable à celui décrit dans
[PADF02], avec toutefois deux différences qu’il semble nécessaire de souligner. Tout d’abord, notre
approche permet la segmentation conjointe de plusieurs signaux. Ensuite, l’utilisation des variables
indicatrices permet à notre modèle d’évoluer dans un espace de dimension fixe, évitant donc le re-
cours à un algorithme MCMC à sauts réversibles, plus coûteux en temps de calcul. Le paragraphe 2.3
présente l’algorithme MCMC conçu pour réaliser la détection conjointe de ruptures lorsque l’hyper-
paramètre γ et les ordres des processus AR sont les mêmes dans tous les signaux. Ces hypothèses
seront relâchées aux paragraphes 2.5.1 et 2.6.
2.3 Échantillonneur de Gibbs pour la segmentation conjointe de pro-
cessus AR
L’échantillonneur de Gibbs proposé génère des échantillons (notés ·(t) où t est l’indice de l’itération)
distribués selon les lois conditionnelles de chaque paramètre. Nous proposons d’échantillonner la loi
a posteriori f
(
R, γ, δ20 |Y
)
définie dans (2.14) grâce à la procédure décrite ci-dessous. Les étapes de
l’algorithme 2.1, ainsi que les équations principales, sont détaillés dans les paragraphes 2.3.1 à 2.3.3.
2.3.1 Génération d’échantillons distribués suivant f (R|γ, δ20,Y)
Cette étape est réalisée en utilisant un échantillonneur de Gibbs pour générer des échantillons
distribués suivant f
(
[r1,i, . . . , rJ,i]
T
∣∣γ, δ20 ,Y). Le vecteur [r1,i, . . . , rJ,i]T est un vecteur aléatoire de
booléens dans l’espace E = {0, 1}J . Par conséquent, sa distribution est entièrement caractérisée par les
2J probabilités P
(
[r1,i, . . . , rJ,i]
T = |γ, δ20 ,Y
)
,  ∈ E . En utilisant la notation R−i pour représenter




[r1,i, . . . , rJ,i]
T = |R−i, γ, δ20 ,Y
)
∝ f(Ri(), γ, δ20 |Y), (2.17)
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– Initialisation :







selon la loi définie dans (2.11),
– Pour i = 1, . . . , n− 1, échantillonner
[




selon la loi dans (2.6),




j,k selon les lois dans (2.8) et (2.9) ,
– Poser t← 1,
– Itérations : Pour t = 1, 2, 3, . . . , faire
– Pour chaque instant i = 1, . . . , n− 1, échantillonner la configuration locale de rupture
[






– Pour chaque séquence j = 1, . . . , J , et les segments k = 1, . . . ,Kj , échantillonner les variances de bruit σ
2(t)
j,k
selon les lois conditionnelles données dans (2.18),
– Échantillonner l’hyperparamètre γ(t) selon la loi (2.19),
– Pour chaque séquence j = 1, . . . , J et les segments k = 1, . . . ,Kj , échantillonner les paramètres AR a
(t)
j,k selon
les lois conditionnelles (2.20),
– Échantillonner l’hyperparamètre δ2(t)0 selon la loi (2.21),
– Étape optionnelle : échantillonner l’hyperparamètre P(t) selon la loi (2.22),
– Poser t← t+ 1.
Algo. 2.1: Échantillonneur de Gibbs pour la segmentation conjointe de processus AR
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où Ri() est la matrice R dont la colonne à l’instant i est remplacée par le vecteur . Ceci conduit
à une expression littérale exacte des probabilités P
(
[r1,i, . . . , rJ,i]




2.3.2 Génération d’échantillons distribués suivant f (γ, δ20|R,Y)




, il est possible de générer des vec-
teurs distribués suivant f
(
γ, δ20 ,σ
2,A|R,Y) en utilisant un échantillonneur de Gibbs approprié. En
étudiant la loi jointe f (Θ,Φ|Y), cette étape peut se décomposer comme suit :




Après avoir intégré les paramètres AR dans la loi jointe f (Θ,Φ|Y), les résultats suivants
peuvent être obtenus :
σ2j,k

























où G(a, b) est la loi Gamma de paramètres a et b.




Cette génération est réalisée comme suit :
aj,k















avec µj,k =Mj,kYTj,kyj,lj,k−1+1:lj,k .
2.3.3 Loi a posteriori de P
Les hyperparamètres P,  ∈ E , contiennent une information concernant les corrélations entre
les instants de ruptures dans les différentes séries temporelles. Par conséquent, il est intéressant en
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pratique de les estimer à partir de leur loi a posteriori qui, en l’occurrence, est une loi de Dirichlet :
P|R,Y ∼ D2J (S(R) + α). (2.22)
2.4 Segmentation de données synthétiques
Les simulations présentées dans cette partie ont été obtenues pour J = 2 avec un signal de
taille n = 300. Les positions des ruptures sont l1 = (60, 150, 300) pour le premier signal et l2 =
(60, 300) pour le second signal. Les paramètres des processus AR sont résumés dans le tableau 2.1.
Les paramètres et hyperparamètres fixes sont choisis comme suit : ν = 2 (comme dans [PADF02]),
ξ = 1 et β = 100 (afin d’obtenir une loi a priori vague), α = α = 1,∀ ∈ E . Les hyperparamètres
α sont choisis tous égaux afin de s’assurer que la loi de Dirichlet se ramène à une loi uniforme sur
le simplexe. De plus, la valeur commune des hyperparamètres α est fixée à α = 1 n pour réduire
l’influence de ce paramètre dans la loi a posteriori (2.22). Afin d’accélérer les calculs, les quantités
T 2j,k, Qj,k etMj,k définies par (2.15) ont été calculées en suivant l’implémentation décrite dans [DI04]
et rappelée dans l’annexe A. Toutes les figures ont été obtenues après avoir moyenné les résultats de
64 chaînes de Markov. La longueur de chaque chaîne est fixée à NMC = 700, comprenant Nbi = 200
itérations de chauffage. Ainsi, seuls les 500 dernières itérations des chaînes de Markov sont utilisées
pour réaliser les estimations (le choix des paramètres NMC et Nbi sera discuté plus loin). Notons que
l’exécution de 100 itérations de l’algorithme proposé pour la segmentation conjointe de deux signaux
de taille n = 300 prend environ 2 minutes et 30 secondes avec une implémentation MATLAB sur PC
Pentium IV 2.8 Ghz. Bien sûr, le coût calculatoire peut augmenter avec des séquences de signaux
plus longues.
2.4.1 Lois a posteriori des positions de ruptures
Les premiers résultats de simulation illustrent l’intérêt de la procédure de segmentation conjointe
proposée lorsqu’elle est comparée à une segmentation qui serait réalisée signal par signal1. La fi-
gure 2.2 montre les lois a posteriori des instants de ruptures pour deux séquences. Comme nous
1Pour réaliser une segmentation univariée, il suffit d’appliquer l’algorithme proposé avec J = 1, ce qui correspond à
une stratégie similaire à celle présentée par Punskaya et al. dans [PADF02].
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Tab. 2.1 – Paramètres des modèles AR et variances des bruits pour chaque segment de chaque
séquence.
Séquence Segment σ2j,k aj,k,l
j = 1
k = 1 0.50 0.0746 0.1664 −0.0693 −0.1571 −0.3543 −0.4277
k = 2 0.52 0.0135 0.1525 0.8170 2.3037 3.5316 2.8567
k = 3 3.80 0.0189 −0.0571 0.1502 −0.3173 0.4824 0.1607
j = 2
k = 1 0.81 0.0011 −0.0104 0.0538 −0.0646 0.3713 −0.0717
k = 2 4.63 0.0074 0.0138 0.1244 0.2660 0.7677 0.8705
pouvons le voir, la rupture dans la deuxième séquence peut être détectée lorsqu’on utilise la seg-
mentation conjointe (figure de droite) alors qu’elle ne l’est pas lorsqu’on applique deux procédures
de segmentation indépendantes (figure de gauche). Lorsqu’une segmentation conjointe est réalisée, la
rupture à l’instant i = 60 dans le second signal favorise en effet la détection d’une rupture au même
instant dans l’autre signal.
Fig. 2.2 – Probabilités a posteriori des instants de ruptures obtenus pour des segmentations 1D (à
gauche) et conjointe (à droite) obtenues après une période de chauffage de Nbi = 200 itérations et
Nr = 500 itérations d’intérêt.
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2.4.2 Lois a posteriori des nombres de ruptures
L’estimation du nombre de ruptures présentes dans chacun des deux signaux est un problème
important. L’algorithme proposé génère des échantillons
(
R(t), γ(t), δ2 (t)0
)




∣∣Y), ce qui permet d’estimer Kj (j = 1, . . . , J). En effet, pour chaque matrice











figure 2.3 représente les moyennes des paramètres K1 et K2 ainsi que écarts types associés calculés
à partir des 500 derniers échantillons de la chaîne de Markov. Ces histogrammes ont des valeurs
maximales en K1 = 3 et K2 = 2 qui sont bien les nombres réels de changements dans les séquences
observées.
Fig. 2.3 – Lois a posteriori des nombres de rupture calculées après Nr = 500 itérations d’intérêt
(moyenne en gris, moyenne ± écart type en blanc et noir).
2.4.3 Variances de bruit et paramètres AR
L’estimation des variances des bruits et des paramètres AR peut s’avérer intéressante dans cer-
taines applications pratiques. Les figures 2.4 et 2.5 représentent les lois a posteriori des paramètres
{σ21,k}k=1,...,3 et {σ22,k}k=1,2 associés aux deux séries temporelles y1 et y2. Ces lois sont en accord avec
les valeurs réelles des paramètres σ21,1 = 0.50, σ21,2 = 0.52, σ21,3 = 3.80 et σ221 = 0.81, σ222 = 4.63. Bien
2.4 - Segmentation de données synthétiques 51
sûr, des résultats similaires peuvent être obtenus pour les paramètres AR.
Fig. 2.4 – Lois a posteriori des variances de bruit σ21,k (pour k = 1, . . . , 3) sachant K1 = 3 calculés
à partir Nr = 500 itérations d’intérêt (trait plein). Lois a posteriori moyennées à partir des résultats
fournis par 64 Markov chaînes (pointillés).
Fig. 2.5 – Lois a posteriori des variances σ22,k (pour k = 1, 2) sachant K2 = 2 calculés à partir de
Nr = 500 itérations d’intérêt (trait plein). Lois a posteriori moyennées sur 64 chaînes de Markov
(pointillés),
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2.4.4 Estimation de l’hyperparamètre P
Il est possible d’étudier la performance de l’estimation du vecteur d’hyperparamètres P. Les lois
a posteriori estimées des probabilités P00, P01, P10 et P11 sont représentées sur la figure 2.6. Elles
montrent que l’échantillonneur de Gibbs permet bien la génération d’échantillons distribués suivant
la loi a posteriori théorique donnée par (2.22).
Fig. 2.6 – Lois a posteriori des hyperparamètres P (calculées à partir de Nr = 500 itérations
d’intérêts de 64 chaînes de Markov).
2.4.5 Robustesse à des vecteurs de bruits corrélés
Cette partie se propose de démontrer la robustesse de la procédure de segmentation lorsqu’il existe
une corrélation entre les vecteurs de bruit. Pour cela, nous supposons que deux vecteurs e1 et e2 sont
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 pour i = 1, . . . , 60, σ21,2 ρ
ρ σ22,2
 pour i = 61, . . . , 150, σ21,3 ρ
ρ σ22,2
 pour i = 151, . . . , 300.
Notons que pour ρ = 0, cet exemple se ramène aux données synthétiques précédentes. Les résultats
de la procédure de segmentation conjointe sont représentés sur la Figure 2.7 pour deux valeurs du
paramètres ρ, c’est-à-dire pour deux corrélations différentes. Les figures 2.2 et 2.7 montrent que des
résultats similaires sont obtenus pour des vecteurs de bruit corrélés ou non-corrélés. Par conséquent,
le modèle proposé semble robuste aux corrélations éventuelles entre les bruits des différents capteurs.
Fig. 2.7 – Probabilités a posteriori des instants de ruptures pour des vecteurs de bruit corrélés avec
ρ = 0.1 (en haut) et ρ = 0.5 (en bas) (Nbi = 200 et Nr = 500).
2.4.6 Convergence de l’échantillonneur






ment distribués suivant f(R, γ, δ20 |,Y). Les probabilités a posteriori de ruptures peuvent donc être
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où Nbi est le nombre d’itérations de chauffage. Cependant, nous avons vu au chapitre précédent
qu’il est nécessaire de répondre à deux questions importantes que nous rappelons ici. Tout d’abord,




sont réellement distribués suivant la loi cible ? Par
ailleurs, combien d’échantillons sont nécessaires pour obtenir une estimation précise R lorsqu’est uti-
lisée l’équation (2.23) ? Comme au chapitre précédent, nous utilisons le critère de variance intra/inter
chaîne pour assurer la convergence de l’algorithme. Ce critère nécessite la génération de M chaînes
en parallèle de longueur Nr avec différentes valeurs initiales. La convergence des chaînes est mesurée















où B et W sont respectivement les variances inter-séquence et intra-séquence pour les M chaînes de
Markov construites définies dans (1.17) et (1.18). Une valeur de
√
ρˆ proche de 1 indique une bonne
convergence de l’échantillonneur. Comme au chapitre précédent, nous avons fait le choix de surveiller
la convergence de l’échantillonneur de Gibbs avec les paramètres P,  ∈ E . Par exemple, les points
générés P00 de M = 5 chaînes sont représentés sur la Figure 2.8. Ces chaînes convergent clairement
vers des valeurs identiques. Le facteur d’échelle pour tous les paramètres P sont donnés dans le
tableau 2.2. Ces valeurs de
√
ρˆ confirment la bonne convergence de l’échantillonneur (un conseil pour
assurer la convergence est une valeur de
√
ρˆ inférieure à 1.2 [GCSR95, p. 332]). Par ailleurs, il semble
opportun de faire les deux remarques suivantes :
– Dans le cadre d’un problème de segmentation, l’information majeure est contenue dans la posi-
tion des ruptures, ce qui a motivé le choix du paramètres P pour la surveillance de la conver-
gence. Cependant, pour des applications particulières nécessitant la reconstruction du signal
(pour des problèmes inverses par exemple), les paramètres aj,k,l et les variances des bruits σ2j,k
sont des paramètres importants. Ainsi, les facteurs d’échelle
√
ρˆ calculés pour les variances es-
timées sont aussi indiqués dans le tableau 2.2. Les valeurs obtenues confirment le fait qu’une
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Tab. 2.2 – Facteurs d’échelle relatifs aux paramètres P, σ21,k et σ
2















ρˆ 1.0005 1.0002 1.0006 0.9997 1.0005 1.0002 1.0006 1.0005 1.0002
période de chauffage de 200 itérations est suffisante pour l’exemple étudié.
– D’autres exemples de simulations avec des changements moins « nets » peuvent conduire à des
problèmes de convergence des méthodes MCMC. Dans de tels cas, une alternative basée sur des
techniques de « perfect simulation » peut être envisagée [Fea05]. Elles n’ont pas été rapportées
dans le présent document. De telles méthodes empêchent en effet toute utilisation de modèles
bayésiens hiérarchiques, puisque ceux-ci ne respectent pas les hypothèses nécessaires à la mise
en œuvre de telles techniques. Les hyperparamètres du modèle doivent, dans ce cas, soit être
fixés préalablement (notamment à l’aide d’informations a priori disponibles sur les paramètres
inconnus), soit être estimés par des méthodes MCMC classiques.
Fig. 2.8 – Diagnostic de convergence : exemples de M = 5 chaînes parallèles relatives au paramètre
P00.
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Une fois que la période de chauffage a été identifiée, et afin de déterminer le nombre d’itérations
nécessaires à l’obtention d’une estimation correcte de R lors de l’utilisation de la moyenne empirique
définie par (2.23), un estimateur de référence noté R˜ est calculé pour un grand nombre d’itérations
Nr = 10000 (avec Nbi = 200). La figure 2.9 montre l’erreur quadratique moyenne (MSE) entre cet









Fig. 2.9 – Erreur quadratique moyenne entre l’estimateur de référence et l’estimateur des probabilités
a posteriori de ruptures en fonction de p (trait plein). EQMs moyennées à partir de 64 chaînes (tirets).
Cette figure indique qu’un nombre d’itérations égal à Nr = 500 est suffisant pour assurer une
estimation précise de la moyenne empirique (2.23) pour cet exemple. Bien sûr, pour des problèmes
plus délicats, un grand nombre d’itérations peut s’avérer nécessaire pour une estimation acceptable
de la loi a posteriori des positions de ruptures.
2.4.7 Comparaison avec un modèle bayésien non hiérarchique
Pour justifier une nouvelle fois le deuxième niveau de hiérarchie du modèle bayésien, nous pré-
sentons des résultats de segmentation obtenus sur les signaux synthétiques précédents lorsque les
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hyperparamètres prennent des valeurs fixées. Comme au chapitre 1, les configurations locales de rup-
tures sont supposées équiprobables : P00 = P01 = P10 = P11 = 14 . Ensuite nous présentons sur la
figure 2.10 les résultats de simulations pour deux valeurs différentes de l’hyperparamètre δ20 lorsque
l’hyperparamètre γ est fixé à γ = 2. Ces figures montrent encore que le résultat de segmentation est
fortement lié aux valeurs de ces hyperparamètres. Très clairement, il apparaît également que de telles
valeurs des hyperparamètres conduisent à des modèles de segmentation très peu pertinents.
Fig. 2.10 – Probabilités a posteriori des instants de ruptures pour deux jeux d’hyperparamètres :
δ20 = 0.5 (à gauche) et γ = 5 (à droite).
2.5 Modèles alternatifs
2.5.1 Signaux de dynamiques différentes
Nous avons supposé dans le modèle précédent que l’hyperparamètre γ était le même pour tous
les signaux observés. Ce paragraphe s’attache à montrer qu’une étude similaire peut être menée avec
un jeu d’hyperparamètres différents γj , j = 1, . . . , J . Une telle analyse se montre particulièrement
intéressante lorsque les amplitudes des signaux auto-régressifs sont significativement différentes d’un
signal à l’autre. Dans ce cas, des lois inverse Gamma sont choisies comme lois a priori des variances
de bruit :
σ2j,k
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Les lois a priori pour les hyperparamètres γj , j = 1, . . . , J demeurent comme dans l’étude précédente





En supposant l’indépendance entre γj et γj′ pour tout j 6= j′, la loi jointe a priori de γ =
[






















γ ν2j ∣∣Mj,k∣∣ 12 Γ (ν2 + 12nj,k(rj))(








où T 2j,k,Qj,k,Mj,k et C (R|Y) ont été définies par (2.15) et (2.16) respectivement.




selon l’algorithme 2.1 peut s’ef-
fectuer en remplaçant les étapes correspondantes du paragraphe 2.3.2 par :




















Nous démontrons l’intérêt de la méthode en analysant les données synthétiques présentées au
paragraphe 2.4. Cependant, l’amplitude du second signal a été multiplié par 0.005 pour produire
une différence d’amplitude significative entre les deux signaux analysés. La figure 2.11 montre les
lois a posteriori des instants de ruptures obtenues pour les deux séquences avec les deux approches.
Il apparaît clairement que l’algorithme initial avec un seul hyperparamètre γ (figure de gauche)
est incapable de détecter le changement qui se produit à l’instant i = 60 dans la première séquence.
L’algorithme avec les différents hyperparamètres γj , j = 1, . . . , J (figure de droite) permet de détecter
tous les changements de manière précise.
2.5 - Modèles alternatifs 59
Fig. 2.11 – Probabilités a posteriori des instants de ruptures pour des algorithmes avec un hyperpa-
ramètre γ (gauche) et plusieurs hyperparamètres γj , j = 1, . . . , J (right).
2.5.2 Modèle markovien
Les vecteurs Ri = [r1,i, . . . , rJ,i]T (i = 1, . . . , n) ont été précédemment supposés indépendants.
Par conséquent, l’algorithme peut fournir des modèles de segmentation contenant des instants de
ruptures très proches. Introduire des contraintes sur la longueur des segments peut être un moyen
efficace d’interdire de telles solutions. Ce paragraphe présente un modèle de Markov à états finis sur
Ri qui rejette tous les modèles de segmentation comprenant des segments plus courts qu’une certaine
longueur L. Dans un but de clarté et de concision, nous considérons par la suite le cas simple L = 1.
Cependant, l’analyse peut facilement être généralisée à toute valeur de L.
Nous proposons donc un modèle markovien à 2J états sur Ri avec la matrice de transition suivante :
P =

P0...0 P0...1 · · · P1...1





1 0 · · · 0
 . (2.30)
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 , on peut montrer que :
f (Ri|Ri−1,P) =
 Π(Ri) si δ (Ri−1 − 0) = 1,δ (Ri − 0) sinon, (2.31)












où S˜(R) est le nombre d’instants tels que Ri =  et Ri−1 = 0. La loi a posteriori de P reste une






Nous illustrons la performance de la méthode en analysant les données synthétiques du paragraphe
2.4. Cependant, nous avons modifié la deuxième séquence en insérant un changement à l’instant i = 69.
Nous appliquons l’algorithme proposé avec L = 2p, c’est-à-dire que les modèles de segmentation
comprenant au moins un segment plus court que deux fois l’ordre p sont interdits. La figure 2.12
montre les lois a posteriori des instants de ruptures pour les deux séquences obtenues avec les deux
approches. Il apparaît clairement que l’algorithme initial détecte bien des changements de modèles
successifs entre les instants i = 60 et i = 69 (figure de gauche), contrairement à l’algorithme modifié
qui inclut un a priori markovien pour Ri (figure de droite). Notons qu’une stratégie similaire peut
être conduite dans le cas de la segmentation de données poissonniennes rencontrée au chapitre 1. Une
telle étude est décrite dans [DTS06].
2.6 Ordres des modèles inconnus
Cette partie généralise le modèle bayésien hiérarchique précédent à des processus auto-régressifs
dont les ordres sont inconnus et peuvent changer d’un segment à l’autre.
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Fig. 2.12 – Probabilités a posteriori des instants de ruptures pour des a priori indépendants (à droite)
et markovien (à droite) pour R.
2.6.1 Modèle bayésien étendu
Nous définissons des lois a priori pour les nouveaux paramètres à estimer. Une loi de Poisson
tronquée est choisie comme loi a priori des ordres des modèles AR, notés pj,k sur le k-ième segment












De manière classique, une loi Gamma conjuguée est choisie pour l’hyperparamètre ψ avec des para-
mètres µ et ρ fixés tels que la loi résultante soit non informative :
ψ|µ, ρ ∼ G (ρ, µ) . (2.35)
Par conséquent, en supposant l’indépendance entre pj1,k1 et pj2,k2 pour tout j1 6= j2 et k1 6= k2, et
en notant p = {p1, . . . ,pJ} avec pj =
[
pj,1, . . . , pj,Kj
]T, la loi a posteriori des paramètres inconnus














γ ν2 ∣∣Mj,k∣∣ 12 Γ (ν2 + 12nj,k)(













où C (R|Y) a été définie précédemment dans (2.16). Nous remarquons que les dimensions des matrices
Mj,k et donc les quantités T 2j,k définie dans (2.15) dépendent maintenant de l’ordre pj,k.
2.6.2 Algorithme MCMC à sauts réversibles
La loi cible (2.36) nous impose de développer une stratégie efficace qui permette d’échantillonner
suivant f(R,p, γ, δ20 , ψ|Y). Dans ce cas, les vecteurs à échantillonner
(
R,p, γ, δ20 , ψ
)
appartiennent à
l’espace {0, 1}nJ×∏Jj=1{0, . . . , pmax}Kj×R+×R dont la dimension dépend clairement des nombres de
ruptures Kj . Afin de générer directement des vecteurs dans cet espace, nous proposons un algorithme
de Gibbs hybride noté « algorithme 2.2 » dont les étapes principales sont détaillées ci-dessous :
a- Génération d’échantillons suivant f
(
R|p, γ, δ20 , ψ,Y
)
Comme dans le modèle initial, cette génération est accomplie en utilisant n − 1 étapes de
Gibbs pour générer des échantillons distribués suivant f
(





[r1,i, . . . , rJ,i]
T = |R−i,p, γ, δ20 , ψ,Y
)
peuvent être évaluées de manière exacte
avec les deux règles de mise à jour suivantes pour le vecteur p :
– si, dans la séquence j, les deux segments consécutifs k1 et k2 doivent être fusionnés, l’ordre
p∗j,k du modèle AR défini sur le segment résultant est p
∗
j,k = pj,k1 + pj,k2 où pj,k1 et pj,k2 sont
les ordres des modèles AR sur les segments k1 et k2.
– si, dans la séquence j, le segment k sur lequel est défini un modèle AR d’ordre pj,k doit être
divisé, les ordres p∗j,k1 et p
∗
j,k2
des processus AR sur les deux segments résultants sont choisis
comme suit : p∗j,k1 ∼ U{1,...,pj,k} et p∗j,k2 = pj,k − p∗j,k1 .
Ces choix assurent la réversibilité des mouvements proposés d’un espace à un espace de dimen-
sion différente.
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– Initialisation :







selon la loi définie par (2.11),
– Échantillonner l’hyperparamètre ψ(0) selon la loi définie par (2.35),
– Pour i = 1, . . . , n− 1, échantillonner
[




selon la loi (2.6),






j,k selon les lois (2.8), (2.9) et (2.34),
– Poser t← 1,
– Itérations : pour t = 1, 2, 3, . . ., faire
– Pour chaque instant i = 1, . . . , n− 1, échantillonner la configuration locale de rupture
[





les 2J probabilités définie à l’étape a-,
– Pour chaque séquence j = 1, . . . , J , k = 1, . . . ,Kj , mettre à jour l’ordre p
(t)




























) ≤ λpj,k→p∗j,k (voir (2.37)), p(t)j,k = p∗j,k,
sinon p(t)j,k = p
(t−1)
j,k ,
– Mettre à jour ψ(t) (voir étape c-) :




) ≤ λψ→ψ∗ (voir (2.38)), alors ψ(t) = ψ∗,
sinon ψ(t) = ψ(t−1),
– Pour chaque séquence j = 1, . . . , J , k = 1, . . . ,Kj , échantillonner σ
2(t)
j,k d’après la loi (2.39),
– Échantillonner γ(t) d’après la loi (2.40),
– Pour j = 1, . . . , J , k = 1, . . . ,Kj , échantillonner a
(t)
j,k d’après la loi (2.41),
– Échantillonner δ2(t)0 d’après la loi (2.42),
– Étape optionnel : Échantillonner l’hyperparamètre P(t) d’après la loi (2.43),
– Poser t← t+ 1.
Algo. 2.2: Algorithme MCMC à sauts réversibles pour la détection de ruptures
b- Génération d’échantillons distribués suivant f
(
p|R, γ, δ20 , ψ,Y
)
Afin de générer des vecteurs p(t) évoluant dans des espaces de dimension différente, il est néces-
saire de faire appel à des méthodes MCMC à sauts réversibles. Cette stratégie d’échantillonnage
a été initialement introduite par Peter Green dans [Gre95] et a été largement utilisée dans la
littérature du traitement du signal (voir [AD99], [ADD01], [LR02], [VADG04] ou plus récem-
ment [DGI06]). Comme dans [PADF02], la mise à jour des ordres est effectuée grâce aux deux
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mouvements suivants :
– un mouvement de naissance p∗j,k = pj,k + 1 est proposé avec une probabilité bpj,k ,
– un mouvement de mort p∗j,k = pj,k − 1 est proposé avec une probabilité dpj,k .





































avec p∗j,k = pj,k ± 1.
c- Génération d’échantillons distribués suivant f
(
ψ|R,p, γ, δ20 ,Y
)
En examinant avec intérêt la loi a posteriori, nous remarquons qu’il est possible de générer des






















Comme dans le modèle initial, après intégration adéquate, les lois a posteriori suivantes peuvent
être obtenues :


























Cette génération est accomplie de la manière suivante :
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f- Génération d’échantillons distribués suivant f (P|R,Y)
Comme précédemment, la loi a posteriori suivante est obtenue :
P|R,Y ∼ D2J (S(R) + α). (2.43)
Il est important de noter que la stratégie proposée ne nécessite qu’une étape de sélection d’ordre de
modèle (c’est-à-dire une seule procédure à sauts réversibles), contrairement à l’approche présentée
dans [PADF02] qui nécessite deux étapes à sauts réversibles.
2.6.3 Simulations
Afin de vérifier la performance de la méthode proposée, nous considérons J = 2 signaux synthé-
tiques de longueur n = 300. Les positions de ruptures sont l1 = (60, 150, 300) pour le premier signal
et l2 = (60, 300) pour le second signal. Les paramètres des processus AR (semblables à ceux présentés
dans [PADF02]) sont résumés dans le tableau 2.3. Les paramètres et hyperparamètres fixes ont été
choisis comme suit : ν = 2, ξ = 1, µ = 1, β = 102, ρ = 10−2 (loi a priori des hyperparamètres vagues)
et α = 1,∀ ∈ E afin d’obtenir une loi a priori uniforme sur le simplexe P pour P. Les histogrammes
des ordres estimés des modèles AR associés à chacune des deux séquences sont représentés sur les
figures 2.13 et 2.14. Les probabilités a posteriori de changements correspondantes sont illustrées sur
la figure 2.15. L’algorithme proposé réussit parfaitement à estimer les changements dans les deux
séquences. Par ailleurs, l’ordre du processus AR dans chaque segment est estimé avec précision.
2.7 Applications
2.7.1 Segmentation de signaux de parole stéréo
Cette partie illustre la performance de l’algorithme proposé en l’appliquant à un signal de parole
réel qui a reçu beaucoup d’intérêt dans la littérature (voir [BN93], [Gus00], [PADF02], [And88] et plus
récemment [Fea05]). Comme il l’est expliqué dans [BN93, p. 401], ce signal appartient à une base de
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Tab. 2.3 – Paramètres des processus AR et variances des bruits pour chaque segment de chaque
séquence.
Séquence Segment σ2j,k pj,k aj,k,l
j = 1
k = 1 1.7 2 −0.8000 0.5200 − −
k = 2 1.6 4 2.3000 2.6675 1.8437 0.5936
k = 3 1.8 3 0.5000 −0.6100 −0.5850 −
j = 2
k = 1 0.5 3 −2.0000 1.6350 −0.5075 −
k = 2 0.6 2 1.7000 0.7450 − −
Fig. 2.13 – Lois a posteriori des ordres des processus p1i (pour i = 1, . . . , 3) sachant K1 = 3.
Fig. 2.14 – Lois a posteriori des ordres des processus p2i (pour i = 1, 2) sachant K2 = 2.
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Fig. 2.15 – Probabilités a posteriori des instants de ruptures estimées par l’algorithme à sauts réver-
sibles.
données conçue par le Centre National d’Études des Télécommunications (CNET). Il consiste en un
signal de parole bruité enregistré dans une voiture à une fréquence d’échantillonnage de 8kHz et avec
un niveau de quantification de 16 bits. Il a été filtré par un filtre passe-haut de fréquence de coupure
égale à 150Hz. Les données unidimensionnelles y =
[
y1, . . . , yn
]
sont d’abord traitées par l’algorithme
proposé avec J = 1. Le nombre estimé de ruptures et leurs positions sont obtenus après NMC = 600
itérations dont Nbi = 200 itérations de chauffage. Les ruptures estimées sont représentées sur la
figure 2.16 (figure du haut). Le tableau 2.4 permet de comparer ces estimations avec celles obtenues
par différentes méthodes précédemment utilisées dans la littérature. Il apparaît clairement que la
méthode proposée fournit des segmentations très similaires. Cependant, elle a également l’avantage
de pouvoir traiter des signaux issus de plusieurs capteurs. Pour illustrer ce point, les données ont été
converties en des données stéréo Y =
[
y1,y2
]T avec y1 = [y1,1, . . . , y1,n] et y2 = [y2,1, . . . , y2,n] en
utilisant un convertisseur mono-stéréo standard. Les lois a posteriori des positions de ruptures pour
les deux signaux y1 et y2 ont été fournies par l’algorithme avec J = 2. Les segments pour les deux
séries temporelles peuvent comme précédemment être obtenus en conservant les plus grandes valeurs
des probabilités de ruptures a posteriori (correspondant aux nombres K̂j de ruptures estimés dans
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chaque séquence, j = 1, 2). Les résultats obtenus sont présentés dans le tableau 2.4 et sur la figure 2.16
(tracés du milieu et d’en bas). Ils sont en accord avec ceux d’une segmentation unidimensionnelle.
Notons toutefois que la segmentation des données stéréo ne conduit pas à l’estimation du premier
changement à l1,1 = l2,1 = 448 puisqu’il ne semble pas significatif dans les deux séquences.
Fig. 2.16 – Segmentations 1D (en haut) et 2D (au milieu et en bas) d’un signal de parole réel
(Nbi = 200 et NMC = 600).
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2.7.2 Détection d’ « arc-tracking »
Dans ce paragraphe, nous nous proposons d’analyser des données aéronautiques réelles, pour
lesquelles l’enjeu est de prévenir le phénomène appelé « arc-tracking. » Ce phénomène a été responsable
d’un grand nombre d’accidents d’avions ces dernières années. Parmi ces accidents, on peut citer
l’explosion en plein vol en 1996, au large des côtes de Long Island, du Boeing 747-131 du vol TWA
800 reliant New York – J.F.K. à Paris – Charles de Gaulle (voir [BL04], [TS01] et surtout le rapport
d’enquête [Nat00, p. 143]). Les quelques centaines de kilomètres de câbles embarqués dans les avions
civils et militaires sont sujets à de fortes contraintes chimiques, mécaniques et thermiques, provoquant
des altérations des gaines isolantes. Ces défauts exposent les câbles à des courts-circuits qui peuvent
mettre le feu aux câbles voisins [FH01]. Plusieurs méthodes pour détecter ces défauts d’isolation ont été
étudiées dans la littérature : elles sont principalement basées sur les propriétés diélectriques [HK97] ou
plus récemment électromagnétiques [LF05] des câbles. Nous proposons dans ce travail une procédure
de détection d’arc-tracking basée sur la recherche de transitoires dans les câbles endommagés. Ces
transitoires constituent en effet des phénomènes précurseurs caractéristiques de courts-circuits.
Les données réelles analysées sont issues de l’enregistrement de tensions triphasées (phases notées
A, B et C) dans un réseau électrique dont la fréquence est f0. Le phénomène que nous cherchons à
détecter affecte les signaux à des fréquences supérieures à fc. Par conséquent, les J = 3 séquences
de taille n = 551 sont filtrées par un filtre passe-haut pour mettre en évidence les transitoires, beau-
coup moins énergétiques2. La présence de ces transitoires dans les séries temporelles alors observées
conduisent à des changements dans les paramètres auto-régressifs.
Nous proposons donc de détecter les transitoires qui apparaissent dans les phases A, B et C entre
les instants t1 = 0.04s et t2 = 0.17s. Les signaux correspondant aux trois phases mesurées sont traités
par l’algorithme de segmentation conjointe proposé. Le nombre de ruptures et leurs positions dans
chacun des 3 signaux sont obtenus après NMC = 450 itérations comprenant une période de chauffage
de Nbi = 100 itérations. Les paramètres Nbi et NMC ont été choisis tels qu’une valeur acceptable
soient obtenue pour le facteur d’échelle
√
ρˆ pour les hyperparamètres P ( ∈ E).
2Pour des raisons de confidentialité, les valeurs réelles de f0 et fc associées à ces données aéronautiques ne peuvent
être fournies.
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Dans un premier temps de l’analyse, nous estimons le nombre de ruptures dans chaque séquence
comme au paragraphe 2.4.2. Les lois a posteriori des nombres de changements sont représentées sur
la figure 2.17. Les estimateurs MAP correspondants sont K̂1 = 4, K̂2 = 8 et K̂3 = 8.
Fig. 2.17 – Probabilités a posteriori des instants de ruptures pour la segmentation conjointe de
signaux aéronautiques 3D (Nbi = 100 et NMC = 450).
La loi a posteriori des configurations globales de ruptures R représentée sur la figure 2.18 peut
ensuite être utilisée pour estimer le début et la fin des transitoires dans chaque phase. En effet, en
conservant les K̂j plus grands pics dans la loi a posteriori f (R|Y), les segments correspondants aux
différents transitoires (illustrés par les lignes verticales sur la figure 2.18) peuvent clairement être
repérés.
2.8 Conclusions
Nous avons étudié dans ce chapitre une procédure bayésienne de détection de ruptures qui permet
de segmenter des signaux enregistrés par différents capteurs. L’approche proposée suppose que les
signaux peuvent être modélisés par des processus AR dont les paramètres sont constants par morceaux.
Un modèle bayésien hiérarchique, grâce à des lois a priori choisies de manière adéquate, permet
d’estimer conjointement les positions des ruptures dans les séquences observées. Nous avons montré
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Fig. 2.18 – Probabilités a posteriori des instants de ruptures et résultat de segmentation des données
aéronautiques triphasées (Nbi = 100 et NMC = 450).
qu’un traitement conjoint peut améliorer les performances d’estimation.
Nous avons également étudié dans ce chapitre deux modèles permettant de segmenter des signaux
de dynamiques très différentes ou d’imposer une durée minimale entre deux instants de ruptures
consécutifs.
Une dernière partie du chapitre a été consacrée à l’étude des processus AR d’ordres inconnus
pouvant varier d’un segment à l’autre. Nous avons vu que de tels signaux peuvent être segmentés à
l’aide d’algorithmes MCMC à sauts réversibles.
Deux applications à des données réelles ont également été proposées. La première, fréquemment
rencontrée dans la littérature, consiste en la segmentation de parole. Dans ce chapitre, nous illustrons
l’intérêt d’un algorithme bayésien hiérarchique pour la segmentation moins classique des enregistre-
ments stéréo. La seconde application est une méthode originale de détection d’eﬄuves électriques dans
des données aéronautiques. Un traitement multi-capteur des signaux tri-phasés permet de repérer les
transitoires qui apparaissent dans les enregistrement de tension afin de prévenir l’apparition d’arcs
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L’observation de la Terre à partir de capteurs spatiaux ou aéroportés a d’abord été effectuée en
acquisition monochrome, principalement dans le domaine militaire. Il est ensuite apparu que l’observa-
tion de la même scène dans plusieurs bandes spectrales, i.e. à différentes longueurs d’onde, permettait
une meilleure exploitation des données. Un très grand nombre de capteurs multispectraux se sont
ainsi développés, le premier étant Landsat au début des années 70. Les progrès réalisés en matière
de capteurs d’images ont conduit naturellement à la naissance de l’imagerie hyperspectrale : la scène
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n’est plus observée à trois ou quatre longueurs d’onde mais dans plusieurs centaines de bandes spec-
trales étroites et contiguës. À chaque pixel d’une image hyperspectrale est alors associée un vecteur de
mesures formant un spectre. On parle alors de « pavé » hyperspectral ou « hypercube » pour décrire
l’ensemble des données échantillonnées spatialement et spectralement (voir par exemple la figure 3.1).
Fig. 3.1 – Un exemple d’image hyperspectrale.
Applications
L’imagerie hyperspectrale est utilisée dans des domaines divers, pour les applications civiles et
militaires. Depuis plusieurs années, elle fait l’objet d’études avancées menées aux niveaux national et
international par différents organismes de recherches tels l’ESA ou la NASA ou par de grands groupes
industriels. On peut citer, parmi les imageurs hyperspectraux les plus performants, le capteur en 224
bandes AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) du laboratoire Jet Propulsion de
la NASA [GES+98], le capteur en 210 bandes HYDICE (HYperspectral Digital Imagery Collection
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Experiment) du laboratoire Naval Research [BCA95] et le capteur HYMAP (HYperspectral MAP-
ping) mis au point par l’entreprise australienne Integrated Spectronics [CJS+98].
L’exploitation des données fournies par le capteur permet d’effectuer une analyse d’une finesse
jusqu’alors inégalée en télédétection. Chaque pixel, représenté par un vecteur de mesure, est en effet
caractéristique des éléments macroscopiques qui le composent (figure 3.2).
Fig. 3.2 – Illustration d’un cube hyperspectral dont 3 pixels ont été extraits.
Dans le cas d’analyses minéralogiques, il est possible par exemple de déterminer avec une grande
précision les zones riches en un minéral particulier. Les raies d’absorptions de certains minéraux
étant très fines, la résolution de l’outil hyperspectral est indispensable pour les discriminer. À partir
des images hyperspectrales, on peut effectuer de grandes classifications de manière beaucoup plus
rapide que par le biais des campagnes de prélèvements au sol (voir par exemple [JL02] ou [RDFZ04]).
En matière d’agriculture ou de surveillance de l’environnement, on peut mesurer des paramètres
macroscopiques qui permettent un contrôle efficace des plantations [LJdG01] ou des milieux naturels
[DMN+03]. Notamment, les bandes d’absorptions de la chlorophylle et de l’eau liquide fournissent des
informations sur la qualité de la photosynthèse et l’état hydrique des végétaux (figure 3.3).
Dans le domaine militaire, la détection de cible sub-pixel, c’est-à-dire dont la taille est inférieure
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Fig. 3.3 – Spectres en réflectance du séquoia sec et vert.
à la résolution spatiale de l’imageur, a fait l’objet d’un grand nombre de travaux. Le lecteur intéressé
est invité à se reporter à [C.-03, part 2] et aux références qui y sont citées.
3.1.2 Analyse du problème
Le démélange spectral a largement été utilisé pour l’analyse d’images hyperspectrales [KM02].
Son hypothèse fondatrice est basé sur le fait que les vecteurs d’observation sont issus du mélange
d’un certain nombre de constituants macroscopiques purs, appelés pôles de mélange, présents dans la
scène observée. Suivant cette hypothèse, deux modèles de mélange différents ont été principalement
étudiés dans le passé. Le premier est un mélange macrospectral qui décrit un pixel de l’image comme
le mélange linéaire des pôles de mélange [SM79]. Le second modèle, introduit par Hapke [Hap81], fait
référence à un mélange intrinsèque qui suppose une combinaison non linéaire de ces pôles de mélange.
Cependant, comme il l’a été montré dans [JSTA83], ce mélange intrinsèque peut être linéarisé pour
simplifier l’analyse. C’est pourquoi, nous nous sommes attaché dans le présent document à l’étude
du démélange spectral linéaire des images hyperspectrales. Pour rendre cette analyse performante,
trois points clés doivent être envisagés. Le premier est l’identification du nombre de composants purs
supposés présents dans l’image. Le suivant consiste à estimer ces composants purs une fois leur nombre
connu. Enfin, la troisième étape de l’analyse est la mise en œuvre d’algorithmes capables de réaliser
le démélange linéaire (on parle alors d’étape d’inversion).
Alors qu’un grand nombre de travaux dans la littérature sont consacrés à l’étude des algorithmes
d’inversion, les premières étapes de l’analyse ont largement été ignorées, notamment en supposant
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qu’une information a priori concernant l’image est disponible. La plupart des techniques de démé-
lange spectral développées actuellement dans la littérature le sont donc dans un cadre supervisé,
c’est-à-dire qu’une information a priori est accessible concernant le nombre de pôles de mélange et
leur nature respective. Le travail rapporté ici présente une approche de démélange spectral dans un
contexte semi-supervisé. Elle permet de déterminer quels constituants purs ont participé au mélange
spectral lorsqu’une bibliothèque spectrale est disponible. Pour certaines applications réelles, les pôles
de mélange peuvent être obtenus directement grâce aux données elles-mêmes sans connaissance a
priori. Dans ce cas, l’algorithme que nous proposons peut être associé à un algorithme d’extraction
de pôles de mélange, comme l’algorithme N-finder (ou N-FINDR) développé par Winter [Win99].
Comme expliqué précédemment, l’étape d’inversion a reçu une attention considérable de la part
de la communauté de la télédétection (voir [KM02] et les références citées). Le modèle de mélange
linéaire est classiquement utilisé pour modéliser le spectre d’un pixel d’une scène observée. Ce modèle
suppose que le spectre de ce pixel résulte du mélange linéaire des spectres des composants purs. Les
coefficients de ce mélange linéaire sont appelés coefficients d’abondance ou bien abondances. Le pro-
blème d’inversion se résume alors à l’estimation de ces abondances à partir du pixel observé. Pour des
raisons évidentes, les abondances vérifient des contraintes de positivité et d’additivité. Par conséquent,
leur estimation nécessite des algorithmes de résolution sous contraintes d’égalité et d’inégalité. Plu-
sieurs estimateurs, parmi lesquels les estimateurs des moindres carrés sous contraintes ou de variance
minimum ont été proposés [HC01; TCC98].
Ce chapitre étudie un estimateur bayésien hiérarchique qui nous permet d’estimer les abondances
dans le cadre d’un modèle de mélange linéaire. L’approche adoptée définit des lois a priori pour
les paramètres du signal inconnus (les abondances et la variance du bruit) puis l’estimation de ces
paramètres est réalisée à partir de leurs lois a posteriori. Comme dans les chapitres précédents,
la complexité des lois a posteriori des paramètres inconnus impose le recours à des méthodes de
simulations appropriées comme les méthodes de Monte Carlo par chaînes de Markov [GRS96].
Le problème de démélange spectral considéré ici peut être formulé comme un problème de régres-
sion linéaire sous contraintes. Or, les modèles bayésiens sont particulièrement bien appropriés pour
ce genre de problèmes puisque les contraintes imposées peuvent guider naturellement le choix des lois
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a priori. L’espace support de la loi a posteriori est alors un espace qui tient compte des contraintes.
De nombreux exemples de problèmes sous contraintes ont récemment été étudiés dans la littérature.
On pourra citer notamment les problèmes sous contraintes de monotonie, résolus par exemple par des
lois a priori normales tronquées [CD96] ou les problèmes sous contraintes de non-négativité, faisant
alors appel à des lois a priori Gamma [MBMC06] ou normales tronquées [RYDS02]. Il semble inté-
ressant de remarquer également que des idées similaires ont récemment été exploitées afin d’étudier
les modèles linéaires d’approximation parcimonieuse. Ainsi, la parcimonie peut être assurée en intro-
duisant des lois a priori de Student [FG06] ou des lois de mélanges appropriées [BD07]. Nous nous
intéressons dans le problème considéré à un modèle bayésien avec des lois a priori qui satisfont les
contraintes de positivité et d’additivité inhérentes à l’imagerie hyperspectrale. À notre connaissance,
c’est la première fois qu’un tel modèle est proposé.
Ce chapitre débute par la description du modèle de mélange linéaire qui caractérise les pixels
observés en imagerie hyperspectrale (paragraphe 3.2). Le paragraphe 3.3 introduit le modèle bayésien
hiérarchique utilisé pour résoudre le problème de démélange spectral. Un échantillonneur de Gibbs
permettant de générer des échantillons suivant la loi d’intérêt est étudié au paragraphe 3.4. Des
résultats de simulations sur des données synthétiques et réelles sont rapportés respectivement aux
paragraphes 3.5 et 3.6. Nous envisageons le cas où les données sont corrompues par un bruit corrélé
dans les bandes au paragraphe 3.7. Enfin, le paragraphe 3.8 traite le cas d’un démélange semi-supervisé
pour lequel le nombre de composants dans le mélange ainsi que leur nature sont inconnus.
3.2 Modèle de mélange linéaire
Cette partie présente le modèle analytique utilisé pour réaliser le démélange spectral. Nous rap-
pelons au lecteur que nous nous intéressons plus particulièrement au modèle linéaire, qui constitue
une bonne approximation dans le domaine réflectif allant de 0.4µm à 2.5µm (voir [KM02], [MSS01]
ou plus récemment [ND05]). Cependant, l’analyse proposée pourrait être étendue à des modèles de
mélange non linéaires, par exemple en ayant recours à des approches basées sur des représentations
par fonctions de base [DHMS02, p. 134]. Le modèle de mélange linéaire suppose que le L-spectre
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mrαr + n, (3.1)
où
– mr = [mr,1, . . . ,mr,L]T représente le spectre du r-ième matériau (appelé aussi pôle de mélange
ou endmember en anglais),
– αr est la proportion du r-ième matériau dans le pixel (ou r-ième abondance),
– R est le nombre de matériaux purs présents dans toute la scène observée,
– L est le nombre de bandes spectrales disponibles pour l’image,
– n = [n1, . . . , nL]T est une séquence de bruit blanc additif notée n ∼ N (0L, σ2IL), dont les
réalisations nl sont classiquement supposées indépendantes et identiquement distribuées suivant
une loi normale centrée de variance σ2 (IL est la matrice identité de dimension L×L). Un modèle
plus général faisant intervenir un bruit gaussien corrélé sera étudié au paragraphe 3.7.
Comme les coefficients αr (r = 1, . . . , R) représentent des proportions (ou concentrations), le
vecteur α+ = [α1, . . . , αR]T est soumis aux contraintes de positivité et d’additivité suivantes :
 αr ≥ 0, ∀r = 1, . . . , R,∑R
r=1 αr = 1.
(3.2)
Ainsi, le vecteur d’abondance peut-il être réécrit comme α+ =
[
αT, αR
]T avec α = [α1, . . . , αR−1]T
et αR = 1 −
∑R−1
r=1 αr. Par ailleurs, les R spectres des composants mr sont supposés connus dans
la première partie de l’analyse. En conséquence, la méthodologie proposée doit être couplée avec
une des nombreuses techniques d’estimation de ces spectres. Ces techniques sont soit basées sur des
approches géométriques [Cra94; Win99] ou statistiques [SS97; BKL+04]. La seconde partie de ce
chapitre proposera une extension de l’algorithme à des mélanges contenant un nombre inconnu de
spectres appartenant à une bibliothèque connue.
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3.3 Modèle bayésien hiérarchique
Cette partie fournit une description du modèle bayésien hiérarchique utilisé pour l’estimation du
vecteur des paramètres inconnus sous les contraintes précisées par l’équation (3.2). Ces paramètres
inconnus sont les abondances α1, . . . , αR et la variance du bruit σ2. L’inférence bayésienne sur le




est basée sur la loi a posteriori f (Θ|y). Cette loi est
liée à la vraisemblance des observations et aux lois a priori des paramètres par la relation de Bayes
f (Θ|y) ∝ f (y|Θ) f (Θ). Cette vraisemblance et ces lois a priori pour le problème de démélange
envisagé sont détaillées dans les paragraphes qui suivent.
3.3.1 Vraisemblance
L’équation (3.1) montre que y ∼ N (M+α+, σ2IL), où M+ = [m1, . . . ,mR]. Par conséquent, la














où ‖x‖2 = xTx est la norme L2 standard.
3.3.2 Lois a priori des paramètres
Les contraintes inhérentes au modèle de mélange linéaire (3.2) imposent que le vecteur α appar-










Une loi uniforme sur S est choisie comme loi a priori pour α afin de traduire l’absence de connaissance
a priori concernant ce vecteur inconnu. Notons que choisir une loi uniforme sur le simplexe pour α
est totalement équivalent à choisir une loi de Dirichlet DR (1, . . . , 1) pour α+ (voir [DHMS02, p. 237]
pour la définition de la loi de Dirichlet DR (1, . . . , 1)).
Une loi non informative est choisie comme loi a priori pour σ2, c’est-à-dire une loi inverse Gamma
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L’hyperparamètre ν sera fixé à ν = 2 (comme dans [PADF02]) tandis que γ est un hyperparamètre
ajustable.
3.3.3 Loi a priori de l’hyperparamètre
L’hyperparamètre associé à la loi a priori définie précédemment est γ. Comme nous l’avons précisé
au paragraphe 1.4.3 puis illustré par des simulations aux paragraphes 1.7.6 et 2.4.7, la qualité de
l’estimation dépend de la valeur de cet hyperparamètre. L’approche hiérarchique développée dans ce





où 1R+(·) est la fonction indicatrice définie sur R+.
3.3.4 Loi a posteriori de Θ




peut être calculée suivant la
structure hiérarchique suivante :
f (Θ|y) ∝
∫
f (y|Θ) f (Θ|γ) f (γ) dγ, (3.7)
où f (y|Θ) et f (γ) ont été définie par (3.3) et (3.6) respectivement. En supposant l’indépendance
entre σ2 et α, c’est-à-dire f (Θ|γ) = f(α)f(σ2|ν, γ), l’hyperparamètre γ peut être intégré dans la loi
jointe f (Θ, γ|y), permettant d’écrire :
f
(









où 1S(·) est la fonction indicatrice définie sur le simplexe S. La troncature de la loi a posteriori à
ce simplexe nous empêche d’obtenir une expression simple des estimateurs bayésiens. Le paragraphe
suivant montre qu’une stratégie basée sur un échantillonneur de Gibbs permet de générer des échan-
tillons distribués suivant la loi jointe f
(
α, σ2|y). Ces échantillons pourront par la suite être utilisés
pour réaliser les estimations souhaitées.
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3.4 Échantillonneur de Gibbs pour l’estimation des abondances
Il est possible de générer des échantillons suivant f
(
α, σ2|y) grâce à un échantillonneur de Gibbs
dont les étapes principales sont détaillées dans les sections 3.4.1 et 3.4.2 (voir aussi l’algorithme 3.1).
– Initialisation :
– Échantillonner les paramètres σ2(0) et α(0) à partir des lois a priori définies à la section 3.3.2,
– Poser t← 1,
– Itérations : pour t = 1, 2, . . . , faire
– Échantillonner α(t) selon la loi (3.11),
– Échantillonner σ2(t) selon la loi (3.12),
– Set t← t+ 1.
Algo. 3.1: Échantillonneur de Gibbs pour le démélange spectral en imagerie hyperspectrale
3.4.1 Génération d’échantillons distribués suivant f (α|σ2,y)





















)T (y −mR)] , (3.10)
et u = [1, . . . , 1]T ∈ RR−1. Par conséquent, α ∣∣σ2,y est distribué suivant une loi multivariée normale
tronquée au simplexe S (définie dans l’annexe C) :
α
∣∣σ2,y ∼ NS (µ,Λ) . (3.11)
La génération d’échantillons distribués suivant une loi multivariée normale tronquée peut s’effec-
tuer simplement en utilisant une procédure d’acceptation/rejet décrite par l’algorithme 3.2, quand le
nombre de composants purs dans l’image est relativement faible (comme dans l’exemple considéré).
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Cependant, il est important de mentionner que des techniques de simulation plus efficaces doivent
être envisagées pour des problèmes plus complexes (voir l’annexe D et [Rob95] pour plus de détails).
1. Générer α∗ ∼ N (µ,Λ)
2. Test d’acceptation/rejet :
2.1. si α∗ ∈ S, poser α = α∗ (accepter),
2.2. si α∗ 6∈ S, aller à l’étape 1. (rejeter),
3. poser α+ =
[
αT, 1−∑R−1r=1 αr]T.
Algo. 3.2: Procédure d’acceptation/rejet pour la génération d’échantillons distribués suivant une loi
multivariée normale tronquée
3.4.2 Génération d’échantillons distribués suivant f (σ2|α,y)
En regardant attentivement la loi jointe f
(
σ2,α|y), la loi conditionnelle de σ2|α,y apparaît











Il est intéressant de remarquer que l’hyperparamètre γ n’apparaît pas dans le schéma de simulation
présenté ci-dessus. L’intégration de ce paramètre dans la loi a posteriori conduit à un modèle similaire

























Sans intégrer ce paramètre dans la loi jointe f
(
α, σ2, γ|y), la génération des échantillons σ2 aurait
été possible conditionnellement à γ. Il aurait été nécessaire d’échantillonner l’hyperparamètre γ selon
sa loi a posteriori. La simulation selon f
(
σ2|α,y) aurait alors été effectuée selon les étapes :
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– génération d’échantillons suivant γ
∣∣σ2 ∼ G (ν2 , 12σ2 ),
– génération d’échantillons suivant σ2
∣∣ γ,α,y ∼ IG (ν+L2 , γ+‖y−M+α+‖22 ).
Afin de limiter le temps d’exécution de la procédure de démélange (nous rappelons que cette procédure
doit être appliquée sur chaque pixel de l’image), nous avons préféré ne pas échantillonner l’hyperpa-
ramètre γ. Des simulations conduites sur des mélanges synthétiques et réels montrent toutefois que
les résultats sont sensiblement identiques pour les deux méthodes envisagées.
3.5 Résultats de simulations sur des données synthétiques
3.5.1 Estimation des abondances
La précision de la procédure d’estimation des abondances proposée précédemment est d’abord
illustrée par le démélange d’un pixel synthétique issu de la combinaison de trois composants purs.
Ces composants ont été extraits d’une bibliothèque spectrale fournie avec le logiciel ENVI [RSI03, p.
1035] et sont représentatifs d’un environnement urbain ou péri-urbain : béton de construction, herbe
verte et terre grasse micacée. Les proportions de ces composants sont fixées comme suit : α1 = 0.3,
α2 = 0.6 et α3 = 0.1. Les observations sont corrompues par un bruit gaussien additif de variance
σ2 = 0.025 (ce qui correspond à un rapport signal sur bruit d’environ RSB = 15dB). Les spectres des
composants purs et le spectre bruité du pixel mélangé sont représentés sur la figure 3.4.
La figure 3.5 montre les lois a posteriori des coefficients d’abondance αr (r = 1, 2, 3) obtenues
pour NMC = 20000 itérations (dont Nbi = 100 itérations de chauffage). Ces distributions sont clai-
rement en accord avec les valeurs réelles des coefficients, i.e. α+ = [0.3, 0.6, 0.1]T. Pour comparaison,
l’algorithme fully constrained least-squares (FCLS) détaillé dans [CJ01; HC01] a été exécuté NMC fois
sur des signaux similaires à celui présenté sur la figure 3.4 (en bas), avec bien sûr des réalisations de
bruit différentes. Les histogrammes des NMC estimations d’abondance par l’algorithme FCLS sont
représentés sur la figure 3.5 (en pointillés). Ces histogrammes sont également en accord avec les lois
a posteriori correspondantes estimées par l’algorithme bayésien hiérarchique proposé. Cependant, il
est important de remarquer que les lois a posteriori tracées sur la figure 3.5 (trait continu) ont été
obtenues à partir du spectre d’un pixel donné, tandis que l’algorithme FCLS doit être exécuté NMC
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Fig. 3.4 – En haut - spectres des composants purs : béton de construction (trait plein), herbe verte
(tirets), terre grasse micacée (pointillés). En bas - spectre résultant du pixel mélangé.
fois pour obtenir les histogrammes des coefficients d’abondances.
La figure 3.6 représente les estimateurs MAP des paramètres αr et les écarts-types correspondant
(calculés grâce à l’algorithme proposé) en fonction du rapport signal sur bruit. Cette figure permet
d’évaluer les performances d’estimation pour un rapport signal-sur-bruit (RSB) donné. Il faut noter
que les RSBs des spectro-imageurs réels comme AVIRIS ne sont pas inférieurs à 30dB lorsque les
bandes d’absorption de la vapeur d’eau ont été enlevées [GES+98]. Par conséquent, les résultats de
la figure 3.6 indiquent que l’algorithme proposé permet une estimation satisfaisante du vecteur des
abondances.
3.5.2 Taux d’acceptation de l’échantillonneur
L’efficacité algorithmique de l’échantillonneur de Gibbs est gouvernée par le taux d’acceptation
de la procédure d’acceptation/rejet dédiée à la génération d’échantillons distribués suivant la loi
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Fig. 3.5 – Lois a posteriori des abondances estimées [α1, α2, α3]T (en trait plein) et histogramme des
estimateurs FCLS (en pointillés).
multivariée normale tronquée. La probabilité d’accepter un échantillon généré est notée P [α ∈ S], où
α ∼ N (µ,Λ) et µ et Λ sont définies par (3.10). Des calculs élémentaires permettent d’obtenir le
résultat suivant :




















∣∣µ,Λ) dαR−1dαR−2 . . . dα1, (3.14)
où φ est la densité de probabilité de la loi normale définie dans l’annexe C. La figure 3.7 compare le
taux d’acceptation théorique P[α ∈ S] à celui obtenu par simulation de 5000 variables gaussiennes.
Ces résultats sont représentés en fonction du RSB pour une valeur donnée de α = [0.3, 0.6, 0.1]T.
Cette figure montre que le taux d’acceptation P [α ∈ S |α ∼ N (µ,Λ) ] est une fonction croissante
du RSB. Elle montre aussi que ce taux est très satisfaisant pour des valeurs de RSB fréquemment
rencontrées en imagerie hyperspectrale (RSB > 30dB). Il faut noter que nous n’avons pas rencontré
de problème de temps de calcul lors des simulations réalisées, puisque le nombre de pôles de mélange
présents dans l’image est relativement faible. Cependant, pour des problèmes mettant en jeu un grand
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Fig. 3.6 – Estimateurs MAP (croix) et écarts-types (barres verticales) des paramètres αr (r = 1, . . . , 3)
en fonction du RSB.
nombre de composants purs, ou lorsque les valeurs de RSB sont beaucoup plus faibles, l’algorithme
d’acceptation/rejet peut se montrer très vite inefficace. Dans ce cas, un échantillonneur de Gibbs
adéquat peut s’avérer nécessaire pour générer efficacement des échantillons distribués suivant une loi
multivariée normale tronquée (voir l’annexe D et [Rob95] pour les détails concernant la mise en œuvre
d’une telle stratégie).
3.5.3 Diagnostic de convergence





asymptotiquement distribués suivant f
(
α, σ2|y). Le vecteur d’abondance peut alors être estimé grâce







où Nbi et Nr sont les nombres d’itérations de chauffage et d’intérêt respectivement. Comme dans les
chapitres précédents, il convient de répondre à deux questions pour assurer la qualité des estima-
tions effectuées. Tout d’abord, à partir de quelle valeur de Nbi peut-on décider que les échantillons
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Fig. 3.7 – Taux d’acceptation théorique (trait plein) et expérimental (pointillé) du test d’accepta-





sont réellement distribués suivant la loi cible f
(
α, σ2|y) ? Puis, combien d’itérations Nr
sont nécessaires pour calculer la moyenne empirique (3.15) ?
Comme dans les chapitres précédents, la convergence de l’échantillonneur est assurée par le calcul















où B et W sont respectivement les variances inter-séquence et intra-séquence définies dans (1.17) et
(1.18). Différents choix pour le paramètre κ peuvent être envisagés pour la procédure de démélange
spectral. Nous proposons de mesurer la convergence de l’algorihtme de Gibbs à l’aide de la variance
de bruit σ2 (voir [GR98] pour un choix identique). Pour illustration, les échantillons de σ2 générés
par M = 5 chaînes de Markov sont représentés sur la figure 3.8. Ces chaînes convergent clairement
vers une même valeur qui est en accord avec la valeur réelle de la variance σ2 = 0.025. Le paramètre
d’échelle pour ce paramètre σ2 calculé à partir de M = 10 chaînes de Markov est égal à 0.9996.
Cette valeur de
√
ρˆ confirme la bonne convergence de l’échantillonneur (nous rappelons qu’une valeur
recommandée pour assurer la convergence est
√
ρˆ ≤ 1.2 [GCSR95, p. 332]).
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Fig. 3.8 – Vérification de la convergence avec cinq réalisations de chaînes de Markov.
Le nombre d’itérations Nr nécessaire pour calculer un estimateur efficace de α selon (3.15) est
fixé en évaluant l’erreur quadratique entre une estimation de référence α˜ (obtenu avec Nr = 10000) et
une estimation après Nr = p itérations. La figure 3.9 représente cette erreur quadratique en fonction
du nombre d’itérations p (le nombre d’itérations de chauffage est Nbi = 100). Cette figure indique
qu’un nombre d’itérations égal à Nr = 500 est suffisant pour assurer une estimation correcte de la
moyenne empirique (3.15) pour cet exemple. Il faut noter que pour de telles valeurs de Nr et Nbi,
réaliser le démélange du pixel considéré dans ce paragraphe prend environ 0.3 secondes pour une
implémentation MATLAB sur un Pentium IV 2.8GHz.
3.6 Démélange spectral d’une image AVIRIS
Afin d’évaluer la performance de l’algorithme proposé sur des données réelles, cette partie présente
l’analyse d’une image hyperspectrale qui a très souvent été utilisée dans les littératures de la télédec-
tion [RDFZ04; CLM05; Che05] et du traitement d’image [TP04; AAM05]. Cette image, représentée
sur la figure 3.10, est composée de 224 bandes spectrales de largeur de bande 10nm. Elle a été acquise
en 1997 par le spectomètre AVIRIS (Airborne Visible Infrared Imaging Spectrometer) au dessus de
Moffett Field, à la pointe sud de la baie de San Francisco, en Californie (voir [AVI06] pour plus de
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Fig. 3.9 – Erreur quadratique entre l’estimateur de référence et l’estimateur après p itérations en
fonction de p (trait plein). Erreur quadratique moyennée sur 10 chaînes (tirets) (Nbi = 100).
détails). Elle comporte un large point d’eau (une partie d’un lac qui apparaît en foncé en haut de
l’image) et une zone côtière composée de végétation et de sol nu.
Ce jeu de donnée a été réduit à L = 189 bandes spectrales en supprimant les bandes d’absorption
de la vapeur d’eau. Une partie de cette image de taille 50×50, représentée sur la figure 3.10 en échelle
de gris à la longueur d’onde λ = 0.66µm (bande 30), a été traitée par l’algorithme de démélange
spectral proposé.
Fig. 3.10 – Données hyperspectrales réelles : l’image de Moffett Field acquise par AVIRIS en 1997
(à gauche) et la région d’intérêt à la longueur d’onde λ = 0.66µm représentée en échelle de gris (à
droite).
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3.6.1 Détermination des pôles de mélange
La première étape de l’analyse permet d’identifier les matériaux purs présents dans la scène. On
peut noter qu’une connaissance préliminaire de la géologie du terrain aurait permis d’utiliser une
méthode d’extraction de pôles de mélange supervisée (par exemple en moyennant les pixels choisis
sur des zones d’intérêt particulières). De telles informations n’étant pas disponibles, un algorithme
totalement automatique a été utilisé. Cette procédure comprend une analyse en composantes princi-
pales (ACP) qui permet de réduire l’espace de travail et de connaître le nombre de pôles de mélange
présents dans la scène comme expliqué dans [KM02]. Après avoir calculé la somme cumulée des valeurs
propres, les données sont projetées sur les deux principaux axes associés aux deux valeurs propres les
plus grandes. Les sommets du simplexe ainsi obtenus sont déterminés grâce à l’algorithme N-FINDR
[Win99]. Les R = 3 pôles de mélanges estimés qui correspondent à la végétation, l’eau, et le sol nu,
sont représentés sur la figure 3.11. Notons que d’autres méthodes d’extraction ont récemment été
étudiées dans la littérature (voir par exemple [ND05] ou [CWL+06]).
3.6.2 Estimation des abondances
L’algorithme bayésien de démélange présenté aux paragraphes 3.3 et 3.4 a été appliqué à chaque
pixel de l’image hyperspectrale en utilisant les pôles de mélange estimés au paragraphe 3.6.1. Plusieurs
diagnostics de convergence ont montré qu’une période de chauffage très courte suffit pour cet exemple.
Ceci est confirmé sur la figure 3.12 (en bas) qui illustre les chaînes de Markov des coefficients d’abon-
dance pour un pixel donné. Par conséquent, la période de chauffage a été fixée à Nbi = 10 pour tous
les résultats présentés dans cette partie. Les abondances sont estimées en moyennant les Nr = 900
derniers échantillons simulés pour chaque pixel, selon l’estimateur (3.15). Les lois a posteriori des
abondance αr (r = 1, 2, 3) sont représentées sur la figure 3.12 (en haut) pour le pixel #(43, 35). Ces
lois a posteriori indiquent que ce pixel est composé de sol nu essentiellement, ce qui reflète bien que
ce pixel est situé sur une zone côtière contenant très peu de végétation.
Les cartes d’abondance estimées par l’algorithme proposé pour les R = 3 matériaux purs sont
représentés sur la figure 3.13 (en haut). Notons qu’un pixel blanc (respectivement noir) sur la carte
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Fig. 3.11 – Les R = 3 spectres des composants purs obtenus par l’algorithme N-FINDR.
indique une forte (respectivement faible) valeur des coefficients d’abondance. La zone de lac (représen-
tée par les pixels blancs sur la carte d’abondance de l’eau et en noir sur les autres cartes) est clairement
retrouvée. Pour comparaison, les résultats obtenus par l’algorithme déterministe disponible avec le
logiciel ENVI [RSI03, p. 739] sont représentés sur la figure 3.13 (en bas). Ces figures obtenues avec un
algorithme de moindres carrés sous contraintes d’additivité et de positivité sont clairement en accord
avec celles obtenues par l’approche proposée de la figure 3.13 (en haut). Cependant, il est important
d’ajouter que l’algorithme bayésien hiérarchique permet d’estimer la loi a posteriori des coefficients
d’abondances et de la variance de bruit. Cette loi peut ensuite être utilisée pour calculer des intervalles
de confiance ou d’autres mesures de confiance associées aux estimations des abondances.
3.6.3 Convergence de l’échantillonneur
Comme expliqué dans la partie 1.6, la convergence de l’échantillonneur peut être vérifiée en sur-
veillant des paramètres clés comme par exemple σ2. Les échantillons de 5 différentes chaînes de Markov
pour le paramètre σ2 sont représentés sur la figure 3.14 pour le pixel #(43, 35). Toutes les chaînes
convergent clairement vers une même valeur. Le facteur d’échelle associé à la variance σ2 est calculé
à partir de M = 10 chaînes de Markov pour chaque pixel. Ces valeurs de
√
ρˆ sont représentés sur
la figure 3.15. Elles sont toutes inférieures à 1.0028 (valeur obtenue pour le pixel #(10, 26)), ce qui
indique une bonne convergence de l’échantillonneur pour chaque pixel.
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Fig. 3.12 – En haut : lois a posteriori des abondance αr (r = 1, . . . , 3) pour le pixel #(43, 35). En
bas : 150 premières échantillons simulés par l’algorithme de Gibbs.
3.6.4 Sensibilité à l’étape d’extraction de pôles de mélange
Afin d’étudier la sensibilité de l’algorithme à l’étape d’extraction de pôles de mélange, nous es-
timons les pôles de mélanges de l’image réelle précédente comme suit. Tout d’abord, l’image de
Moffett Field a été segmentée par un algorithme K-means non supervisé initialisé avec 3 classes.
Les résultats de cette segmentation sont représentés sur la figure 3.16 et montrent que les classes
« végétation, » « eau » et « sol » sont clairement retrouvées.
Les pixels les plus « purs » appartenant à chaque classe sont alors identifiés par leur index de
pureté respectif [BKG95] calculé après 15000 itérations. Leurs spectres sont alors moyennés pour
définir les trois spectres des composants purs. Ceux-ci sont représentés sur la figure 3.17 (en haut, en
trait plein). Pour rappel, ces mêmes spectres estimés par l’algorithme N-FINDR sont représentés sur
cette même figure (en pointillés). On peut remarquer que les cartes d’abondance, tracées sur la figure
3.17 (en bas), sont semblables à celles obtenues avec la procédure N-FINDR.
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Fig. 3.13 – En haut : cartes d’abondances estimées par l’algorithme proposé. En bas : cartes d’abon-
dances estimées par le logiciel ENVI.
Fig. 3.14 – Diagnostic de convergence : exemples de M = 5 chaînes parallèles relatives au paramètre
σ2.
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Fig. 3.15 – Facteurs d’échelle calculés pour chaque pixel de l’image de Moffett Field.
Fig. 3.16 – Image de Moffett Field segmentée à l’aide de l’algorithme K-means.
3.7 Cas d’un bruit gaussien corrélé
Nous avons présenté au paragraphe précédent un modèle de mélange linéaire entaché d’un bruit
blanc gaussien centré. Nous présentons dans ce qui suit une adaptation du modèle précédent au cas
où la séquence de bruit possède une corrélation inconnue.
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Fig. 3.17 – En haut : les R = 3 pôles de mélange obtenue par la procédure K-means/PPI (trait plein)
et par l’algorithme du N-FINDR (pointillés). En bas : les cartes d’abondance des composants purs
estimés par la procédure K-means/PPI.
3.7.1 Modèle bayésien hiérarchique




mrαr + n. (3.17)
Le vecteur n = [n1, . . . , nL]T est maintenant une séquence de bruit supposé gaussien centré et de











– |A| dénote le déterminant de la matrice A,
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– ‖·‖P est la norme euclidienne associée au P-produit scalaire :
〈x,y〉P = xTPy, (3.19)
où P est une matrice hermitienne L× L définie positive.
Il convient de définir la loi a priori de la matrice Σ. Le choix de cette loi a priori est guidée par
la forme de la fonction de vraisemblance : il est judicieux, dans un but de simplification des calculs
d’opter pour une loi a priori conjuguée inverse Wishart. Pour des raisons d’écriture, de manière
totalement équivalente, nous choisirons une loi de Wishart comme loi a priori de l’inverse de la
matrice de covariance Σ−1 :
Σ−1





où ν est un hyperparamètre fixé. La matrice D sera supposée diagonale, proportionnelle à l’identité :
D = 1γ IL, où γ est, comme au paragraphe 3.3.2, un hyperparamètre ajustable. Nous justifions la forme
particulière de la matriceD par le fait qu’il n’est pas restrictif, dans le cas de l’imagerie hyperspectrale,
de supposer les éléments non diagonaux deD très faibles par rapport aux éléments diagonaux de cette
même matrice (voir les propriétés de la loi de Wishart, rappelées dans l’annexe E).





Si une loi uniforme sur le simplexe S est de nouveau choisie comme loi a priori du vecteur
d’abondances α, et en supposant l’indépendance entre α et Σ, la loi a posteriori de f (α,Σ, γ |y )
s’écrit :
















où etr {A} est l’exponentielle de la trace de la matrice A. Nous proposons dans le paragraphe qui
suit un échantillonneur de Gibbs qui permet de générer des échantillons distribués suivant cette loi a
posteriori grâce aux lois conditionnelles des paramètres inconnus.
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3.7.2 Algorithme de Gibbs
L’échantillonneur de Gibbs qui permet de générer des échantillons suivant la loi a posteriori
d’intérêt (3.22) comporte trois étapes décrites ci-dessous. Le schéma de simulation est détaillé dans
l’algorithme 3.3.
– Initialisation :
– Echantillonner l’hyperparamètre γ(0) d’après la loi (3.21),
– Echantillonner la matrice de covariance Σ(0) à partir de la loi a priori (3.20),
– Echantillonner le paramètre α(0) à partir de la loi a priori définie à la section (3.3.2),
– Poser t← 1,
– Itérations : pour t = 1, 2, 3, . . . , faire
– Echantillonner le paramètre α(t) selon la loi (3.24),
– Echantillonner l’hyperparamètre γ(t) selon la loi (3.26),
– Echantillonner le paramètre Σ(t) selon la loi (3.27),
Algo. 3.3: Echantillonneur de Gibbs pour le démélange spectral avec bruit corrélé






























avec, pour rappel, u = [1, . . . , 1]T ∈ RR−1. Par conséquent, α ∣∣Σ−1,y est distribué suivant la loi
normale tronquée suivante :
α
∣∣Σ−1,y ∼ NS (µ,Λ) . (3.25)
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La loi a posteriori de l’hyperparamètre γ est :
γ










où G (a, b) est la loi Gamma de paramètres a et b et tr {·} est l’opérateur trace.




Des calculs détaillés dans l’annexe F conduisent à la loi a posteriori de Wishart suivante :
Σ−1
∣∣γ,y ∼ W (ν + 1, [γνIL + zzT]−1) , (3.27)
où z = y −M+α+.
3.7.3 Simulations
Afin d’illustrer l’intérêt de notre approche, un pixel résultant de la combinaison de trois com-
posants purs est démélangé par le nouvel algorithme proposé. Ces composants sont, comme au pa-
ragraphe 3.5, extraits de la bibliothèque spectrale du logiciel ENVI [RSI03, p.1035] : herbe verte,
brique rouge et métal galvanisé. Les proportions du mélange de ces composants sont respectivement
α1 = 0.05, α2 = 0.6 et α3 = 0.35. Les observations ont été altérées par un bruit gaussien centré de
matrice de covariance Σ. Cette matrice L × L définie positive a été générée aléatoirement selon la
loi de Wishart W (ν, 1νD) avec ν = ηL et D = 1γ IL. Pour comprendre la signification physique des
paramètres η et γ, considérons le cas limite η  1. Pour des grandes valeurs du paramètre η, les








] ≈ OL, où OL est la matrice nulle de taille L×L. Dans ce cas, le vecteur bruit n se ramène
à une séquence d’échantillons indépendants identiquement distribués suivant une loi normale centrée
de variance γ. Les 50×50 premiers éléments de la matrice de covariance Σ sont représentés en échelle
de gris sur la figure 3.18 pour différentes valeurs du paramètres η. Bien sûr, les coefficients les plus
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Fig. 3.18 – Les 50 × 50 premiers coefficients de la matrice de covariance Σ pour différentes valeurs
du paramètre η.
grands, qui apparaissent en blanc, sont situés sur la diagonale et la matrice tend à être diagonale
lorsque η augmente.
Pour les résultats de simulation que nous présentons, la valeur de γ a été ajusté à γ = 4.8× 10−4,
ce qui correspond au cas limite RSB = 25dB lorsque η  1. Cependant, afin d’introduire de la
corrélation dans la séquence de bruit et de s’éloigner de ce cas limite, le paramètre η a été fixé à
η = 1.1. Les spectres des composants purs et le spectre résultant du pixel mélangé sont représentés
sur la figure 3.19.
La figure 3.20 illustre les lois a posteriori des abondances αr (r = 1, 2, 3) obtenues pour NMC =
1000 itérations (dont Nbi = 100 itérations de chauffage). Ces lois sont en accord avec les valeurs
réelles des paramètres α+ = [0.05, 0.6, 0.35]T. Pour comparaison, les lois a posteriori de ces mêmes
coefficients estimées par la procédure de démélange spectral détaillé aux paragraphes 3.3 et 3.4 sont
représentées sur cette même figure en pointillés. Ces lois montrent que la procédure permet d’accroître
significativement les performances d’estimation. Les variances des estimations avec la méthode adap-
tée sont en effet plus faibles que celles des estimations obtenues avec l’algorithme initial. Les valeurs
de ces variances sont reportées dans le tableau 3.1.
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Fig. 3.19 – En haut - spectres des composants purs : herbe verte (trait plein), brique rouge (tirets),
métal galvanisé (pointillés). En bas - spectre résultant du pixel mélangé.
3.7.4 Vers un modèle plus général pour des RSBs hétérogènes
Modèle bayésien hiérarchique et échantillonneur de Gibbs
À cause de leur fonctionnement intrinsèque, certains spectro-imageurs fournissent des images hy-
perspectrales dont les RSBs peuvent varier d’un ensemble de bandes spectrales à l’autre. Par exemple,
dans le cas du capteur Hyperion de la NASA embarqué à bord du satellite EO-1, trois différentes plages
de bandes spectrales (appelées régions spectrales par la suite) doivent être considérées (550− 700nm,
700−1225nm et 1225−2125nm) avec différents RSBs [PBS+03]. Cette hétérogénéité des variances de
bruit peut motiver l’introduction d’une loi a priori pour Σ−1 plus générale que celle présentée dans
(3.20). Plus précisément, il est possible de redéfinir la matrice D introduite précédemment comme
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Fig. 3.20 – Lois a posteriori des abondances [α1, α2, α3]T estimées par l’algorithme proposé (trait
plein) et par l’algorithme initial (pointillés).
Tab. 3.1 – Variances des abondances estimées (×10−5).
var [α̂1] var [α̂2] var [α̂3]
Approche initiale 10.28 40.43 30.44















où P est le nombre de régions spectrales, γp est lié à la variance du bruit dans la p-ième région spectrale,
Lp est le nombre de bandes spectrales dans la p-ième région. Nous avons bien sûr L =
∑P
p=1 Lp
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avec γ = [γ1, . . . , γP ]T. Comme dans le cas de la segmentation de signaux de dynamiques différentes
traitée au paragraphe 2.5.1, il est nécessaire de définir des lois a priori différentes pour les hyperpa-







La loi a posteriori s’écrit alors :













où D est donnée par (3.28).
Dans l’algorithme de Gibbs précédent (Algo. 3.3), il suffit donc de remplacer l’étape de simulation
de l’hyperparamètre γ par les simulations de chacun des hyperparamètres γp. Pour identifier les lois













où tr[p] {X} =
∑
i∈Rp xi,i est la trace de la matrice X = (xi,j)1≤i,j≤L évaluée dans la p-ième région













Illustration à l’aide d’un pixel synthétique
Comme au paragraphe 3.7.3, la méthode proposée est utilisée pour réaliser l’analyse d’un pixel
résultant du mélange de trois composants purs avec α1 = 0.05, α2 = 0.6 et α3 = 0.35. La matrice de
covariance est générée aléatoirement selon une loi de Wishart avec D comme matrice moyenne. Cette
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matrice a été choisie de la forme spécifiée par (3.28) à partir de trois régions spectrales : 0.4− 0.7µm,
0.7 − 1.225µm et 1.225 − 2.5µm. Dans chacune de ces régions, les hyperparamètres γp sont choisis
comme suit : γ1 = 1.0e−3, γ2 = 1.5e−3 et γ3 = 3.8e−3. Les RSBs correspondants dans les cas limites
sont 150dB, 100dB et 40dB. Le spectre de ce pixel est représenté sur la figure 3.21.
Fig. 3.21 – Spectre d’un pixel résultant d’un mélange avec des variances de bruits différentes d’une
région spectrale à l’autre.
Les lois a posteriori des abondances estimées αr (r = 1, 2, 3) après NMC = 20100 itérations
(dont Nbi = 100 itérations de chauffage) sont représentées sur la figure 3.22. Ces lois sont compa-
rées à celles obtenus par l’algorithme précédent. La prise en compte de RSBs hétérogènes permet
d’améliorer notablement les performances de l’estimation. Par ailleurs, l’algorithme proposé permet
d’estimer des hyperparamètres γp dans les différentes régions spectrales. Les estimateurs MMSE de
ces hyperparamètres sont comparés à leur valeurs réelles dans le tableau 3.2.
Tab. 3.2 – Valeurs réelles et estimées des hyperparamètres γ1, γ2, γ3.
γ1 γ2 γ3
Valeurs réelles 1.0e−3 1.5e−3 3.8e−3
Valeurs estimées 9.0e−4 1.7e−3 3.8e−3
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Fig. 3.22 – Lois a posteriori des abondances [α1, α2, α3]T estimées par l’algorithme proposé (trait
plein) et par l’algorithme Algo. 3.3 (pointillés) avec des RSBs hétérogènes.
3.8 Estimation du nombre de pôles de mélange à l’aide d’un algo-
rithme à sauts réversibles
Cette partie généralise l’échantillonneur présenté dans les paragraphes 3.3 et 3.4 aux cas où le
nombre R de composants purs est inconnu. Nous supposons à présent que les R pôles de mélange
appartiennent à une bibliothèque spectrale connue S = {s1, . . . , sRmax} (où sr représente le L-spectre
[sr,1, . . . , sr,L]
T du r-ième pôle de mélange). Cependant, le nombre de composants R ainsi que les
spectres de la bibliothèque ayant pris part au mélange ne sont pas connus.
3.8.1 Modèle bayésien hiérarchique étendu







α,M+, R, σ2|y) ∝ f (y|α,M+, σ2, R)
×f (α|R) f (M+|R) f (σ2) f (R) , (3.34)




















ont été précédemment définies au paragraphe 3.3.2. Une loi uniforme discrète sur [2, . . . , Rmax]
est choisie comme loi a priori du nombre de composants de mélange R :
f (R) =
1
Rmax − 1 , R = 2, . . . , Rmax. (3.36)
Par ailleurs, conditionnellement à R, toutes les combinaisons de R spectres appartenant à la biblio-
thèque S sont supposées équiprobable :





Γ (R+ 1)Γ (Rmax −R+ 1)
Γ (Rmax + 1)
.
(3.37)
3.8.2 Algorithme de Gibbs hybride
Cette partie décrit un algorithme de Gibbs capable de générer des échantillons distribués suivant
f
(
α,M+, σ2, R|y). Les vecteurs à générer appartiennent à un espace dont la dimension dépend de
R, nécessitant l’utilisation d’une stratégie permettant de passer d’un espace donné à un espace de
dimension différente comme dans [RG97]. Plus précisément, l’algorithme noté algorithme 3.4 comporte
trois mouvements principaux :
1) mise à jour des spectres des pôles de mélange M+,
2) mise à jour des vecteurs d’abondance α,
3) mise à jour de la variance du bruit σ2.
Ces trois mouvements possibles sont réalisés systématiquement comme dans [RG97] et sont détaillés
ci-dessous.
Mise à jour des spectres des composants purs M+
Les spectres des pôles de mélange prenant part au mélange sont mis à jour à l’aide de trois sortes
de mouvement, appelés mouvements de « naissance, » « mort » et « échange » comme dans
3.8 - Estimation du nombre de pôles de mélange à l’aide d’un algorithme à sauts réversibles107
– Initialisation :
– Échantillonner le paramètre R(0),
– Choisir R(0) spectres dans la bibliothèque S pour construire M+(0),
– Échantillonner les paramètres σ2(0) et α(0),
– Poser t← 1,
– Itérations : pour t = 1, 2, . . . , faire
– mettre à jour la matrice des spectres M+(t) :
– tirer u1 ∼ U[0,1],
– si w ≤ bR(t−1) , alors
proposer un mouvement de naissance (voir l’algorithme 3.5),
sinon si w ≤ b
eR(t−1) + d eR(t−1) , alors
proposer un mouvement de mort (voir l’algorithme 3.6),
sinon
proposer un mouvement d’échange (voir l’algorithme 3.7),
fin si,
– tirer u2 ∼ U[0,1],

















– Échantillonner α(t) d’après la loi (3.42),
– Échantillonner σ2(t) d’après la loi (3.43),
– Poser t← t+ 1.
Algo. 3.4: Échantillonneur de Gibbs hybride pour le démélange semi-supervisé d’images hyperspec-
trales
108 Chapitre 3 - Démélange linéaire d’images hyperspectrales
[DHMS02, p. 53]. Les deux premiers mouvements consistent respectivement à augmenter ou à dimi-
nuer le nombre de composants purs R par 1. C’est pourquoi, ils nécessitent l’utilisation d’une méthode
MCMC à sauts réversibles introduite par Green dans [Gre95] et déjà rencontré au chapitre 2. En re-
vanche, le nombre R n’est pas altéré par le troisième mouvement proposé, ce qui conduit naturellement
à l’utilisation d’une procédure de Metropolis-Hastings standard. Supposons qu’à l’itération t, le mo-




. Les mouvements de « naissance, » « mort » et
« échange » sont définis comme suit :
– Naissance : un mouvement de naissance R∗ = R(t) + 1 est proposé avec la probabilité bR(t)
comme expliqué dans l’algorithme 3.5. Un nouveau spectre s∗ est aléatoirement choisi parmi
les spectres des composants purs disponibles dans la bibliothèque S pour construire M+∗ =[
M+(t), s∗
]
. Un nouveau vecteur de coefficients d’abondance est proposé selon une règle inspirée
de [RG97] :
– tirer un nouveau coefficient d’abondance w∗ d’après la loi Beta Be (1, R(t)),
– re-normaliser les poids existants tels que tous les poids somment à 1,
– construire α+∗ =
[




Le choix d’une loi Beta Be (1, R(t)) s’explique simplement par le fait qu’en moyenne, les co-
efficients w∗ proposés sont d’autant plus faibles que le nombre de composants R(t) est grand.
– Mort : un mouvement de mort R∗ = R(t)−1 est proposé avec la probabilité dR(t) comme décrit
dans l’algorithme 3.6. Un des spectres deM+(t) est enlevé, ainsi que l’abondance correspondante.
Les coefficients restants sont re-normalisés pour sommer à 1,
– Mouvement d’échange : un mouvement d’échange est proposé avec la probabilité uR(t) (voir
Algorithme 3.7). Un spectre aléatoirement choisi dans M+(t) est remplacé par un spectre aléa-
toirement choisi dans la bibliothèque S.
À chaque itération, un des mouvements de « naissance, » « mort » ou d’ « échange » est aléatoi-
rement choisi avec les probabilités bR(t) , dR(t) et uR(t) respectivement (avec bR(t) + dR(t) + uR(t) = 1).
Bien sûr, un mouvement de mort n’est pas autorisé pour R = 2 et le mouvement de naissance est
3.8 - Estimation du nombre de pôles de mélange à l’aide d’un algorithme à sauts réversibles109
– poser R∗ = R(t) + 1,
– choisir s∗ dans S tel que s∗ 6=m(t)r , r = 1, . . . , R(t),










– tirer w∗ ∼ Be (1, R(t)),















avec C = 1(1−w∗) .
Algo. 3.5: Algorithme MCMC à sauts réversibles pour l’imagerie hyperspectrale : mouvement de
naissance
– poser R∗ = R(t) − 1,
– tirer j ∼ U{1,...,R(t)},













– enlever α(t)j de α





























Algo. 3.6: Algorithme MCMC à sauts réversibles pour l’imagerie hyperspectrale : mouvement de
mort
impossible si R = Rmax (i.e. d2 = bRmax = 0). Par conséquent, les probabilités de mouvements sui-
vantes ont été choisies : bR = dR = uR = 13 pour R ∈ {3, Rmax − 1} et b2 = dRmax = u2 = uRmax = 12 .
Quand le vecteur d’abondances α+ est distribué a priori suivant une loi de Dirichlet DR (δ, . . . , δ),
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– tirer j ∼ U{1,...,R(t)},
– choisir s∗ dans S tel que s∗ 6=m(t)r , r = 1, . . . , R(t),
– remplacer m(t)j dans M
+(t) par s∗, i.e. poser
M+∗ =
[
m(t)1 , . . . ,m
(t)
j−1, s





– poser α+∗ = α+(t) et R∗ = R(t).
Algo. 3.7: Algorithme MCMC à sauts réversibles pour l’imagerie hyperspectrale : mouvement
d’échange


























w?δ−1 (1− w?)(δ−1)R(t) ,
(3.40)
où ga,b (·) représente la densité de probabilité d’une loi Beta Be (a, b). Le détail des calculs conduidant
à cette expression peut être trouvée en Annexe G.
La probabilité d’acceptation pour le mouvement d’échange est le rapport classique de Metropolis-








puisque le rapport des lois de propositions est égale à 1. Dans chaque direction, la probabilité de





Générer des échantillons distribués suivant f
(
α|M+, R, σ2,y)
Comme dans le modèle initial, la loi a posteriori suivante est obtenue :
α|M+, σ2, R,y ∼ NS (µ,Λ) . (3.42)
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Générer des échantillons distribués suivant f
(
σ2|α,M+, σ2, R,y)
Ceci est effectué comme suit :










La précision de l’échantillonneur de Gibbs hybride est mesurée en étudiant le spectre du pixel
synthétique utilisé au paragraphe 3.5. Nous rappelons que ce pixel est le résultat du mélange de trois
pôles de mélange (béton de construction, herbe verte et terre grasse) avec le vecteur d’abondances
α+ = [0.3, 0.6, 0.1]T. Les observations sont entachées d’un bruit additif gaussien de rapport signal
à bruit RSB = 15dB. Les résultats sont obtenus pour NMC = 20000 itérations, dont Nbi = 200
itérations de chauffage. Cette simulation utilise une bibliothèque extraite du logiciel ENVI contenant
six spectres : béton de construction, herbe verte, terre grasse, peinture verte, brique, acier galvanisé.
Les spectres de ces composants purs sont représentés sur la figure 3.23.
La première étape de l’analyse consiste en l’estimation de l’ordre du modèle, c’est-à-dire du nombre
de composants purs utilisés pour le mélange R. Cette estimation est effectuée par maximum a pos-
teriori. La loi a posteriori de R représentée sur la figure 3.24 est clairement en accord avec la valeur
réelle de R puisque le maximum est obtenu pour R = 3. La seconde étape de l’analyse estime les
probabilités a posteriori des combinaisons de spectres sachant R = 3. Pour cette simulation, seule-
ment deux vecteurs ont été générés après la période de chauffage : [s1, s2, s3] et [s1, s2, s5] avec les
probabilités respectives P1,2,3 = 0.87 et P1,2,5 = 0.13. La probabilité maximale correspond à la com-
binaison de spectres réellement employés pour réaliser le mélange. Les lois a posteriori des coefficients
d’abondance correspondants sont finalement estimées conditionnellement à M+ = [s1, s2, s3] et re-
présentées sur la figure 3.25. Ces distributions sont en accord avec les valeurs réelles des abondances
α = [0.3, 0.6, 0.1]T.
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Fig. 3.23 – Spectres des pôles de mélange de la librairie.
3.9 Conclusions
Ce chapitre présente une approche bayésienne hiérarchique pour le démélange d’images multi-
bandes. Des lois a priori appropriées permettent de satisfaire les contraintes imposées au modèle
considéré. Les lois a posteriori des paramètres inconnus sont classiquement échantillonnées grâce à
un algorithme de Gibbs. Ces lois fournissent à la fois des estimations des paramètres mais également
une information sur la précision de ces estimations.
La stratégie proposée suppose tout d’abord que les spectres des composants purs prenant part au
mélange sont préalablement identifiés, grâce par exemple à une connaissance de la vérité terrain. Dans
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Fig. 3.24 – Loi a posteriori de l’ordre du modèle estimé R.
un deuxième temps, nous développons un algorithme qui permet de résoudre le cas où ces spectres
ne sont pas connus. La connaissance a priori d’un dictionnaire suffit alors à retrouver le nombre de
matériaux impliqués dans le mélange et leur nature respective.
Enfin, nous envisageons le cas plus complexe où les observations sont entachées d’un bruit corrélé.
Le recours à des lois a priori de Wishart permet alors d’estimer correctement la matrice de covariance.
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Fig. 3.25 – Lois a posteriori des abondances estimées α+ = [α1, α2, α3]T sachant M+ = [s1, s2, s3].
Conclusions et perspectives
Cette thèse a pour objet l’étude de modèles bayésiens hiérarchiques pour le traitement de signaux
multi-capteur. La masse d’information récoltée par des capteurs de plus en plus nombreux nécessitent
en effet de mettre en place des traitements efficaces, capables d’exploiter au mieux ce caractère
multi-capteur. Plutôt que d’aborder un tel problème comme un problème de fusion de données, nous
adoptons une stratégie de modélisation statistique de l’ensemble des signaux délivrés. Des lois a priori
appropriées sont choisies pour les paramètres et hyperparamètres inconnus. La complexité des lois
a posteriori obtenues est maîtrisée grâce à des méthodes de Monte Carlo par Chaînes de Markov.
Elles consistent en la génération d’échantillons distribués asymptotiquement suivant la loi d’intérêt.
Ces échantillons sont ensuite utilisés pour approcher les estimateurs bayésiens classiques (MAP ou
MMSE).
Les modèles développés ont tout d’abord été utilisés pour des applications de segmentation de
signaux multiples. Nous nous intéressons dans un premier chapitre à la détection de changements de
brillance dans des séries astronomiques. Les séquences fournies par le télescope BATSE dans quatre
bandes d’énergie sont supposées stationnaires par morceaux. La segmentation de ces séquences permet
d’estimer le début et la fin des sursauts gamma, phénomènes sur lesquels se penchent de nombreux
astrophysiciens. Grâce à la nature multi-capteur des données observées, les modèles de segmentation
obtenus par notre approche semblent bien plus pertinents que ceux obtenus lors d’un traitement
uni-dimensionnel.
Dans un deuxième chapitre, nous nous intéressons à la segmentation de signaux autorégressifs.
Nous proposons une extension des travaux de Punskaya au cas multi-capteur, tout en simplifiant l’al-
gorithme par l’introduction d’indicatrices pour repérer les ruptures. Nous proposons deux extensions
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au modèle initial. Tout d’abord, nous montrons comment un modèle markovien sur ces indicatrices
permet d’imposer des contraintes de longueur minimale pour les segments obtenus. Par ailleurs, nous
traitons le cas où les signaux sont de dynamiques différentes. Les signaux autorégressifs ont fait l’objet
de nombreux travaux dans le domaine du traitement du signal. Leur atout majeur est sans aucun
doute leur aptitude à modéliser un grand nombre de processus réels complexes. Notamment, les al-
gorithmes développés sont appliqués à des signaux de parole stéréo afin de les segmenter. Enfin, une
application à la détection du phénomène d’ « arc-tracking » est également envisagée.
Le troisième chapitre se concentre sur l’analyse d’images hyperspectrales, c’est-à-dire acquises dans
un grand nombre de bandes spectrales. Lorsque les spectres des composants purs ont été préalable-
ment identifiés, nous abordons le problème fondamental de démélange spectral comme un problème de
régression linéaire sous contraintes d’additivité et de positivité. En revanche, lorsque ces matériaux
sont a priori inconnus, nous basons notre étude sur la connaissance d’une bibliothèque spectrale.
L’enjeu devient alors double puisqu’il s’agit de réaliser conjointement une sélection de modèle et une
estimation des coefficients de régression. Notons que l’algorithme initialement introduit pour un bruit
gaussien i.i.d. est étendu à des modèles de bruits plus généraux, parfois rencontrés lors de l’utilisation
de spectro-imageurs réels.
Différentes perspectives des travaux menés peuvent être dégagées. Dans le premier chapitre, il
conviendrait d’envisager le cas où un délai inconnu mais faible sépare des positions de ruptures dans
des signaux différents. La résolution temporelle des appareils utilisés induit en effet un retard naturel
dans la détection des photons qu’il semble important de prendre en compte.
Le second chapitre se concentre sur la segmentation de processus autorégressifs. La généralisation
des travaux menés à des signaux plus complexes de type GARCH [Gue94] ou données à longue
dépendance [RT02; LT06] pourrait être envisagée. Par ailleurs, dans un objectif de détection d’ « arc-
tracking, » il serait opportun d’adopter une stratégie de segmentation en-ligne, par méthodes de
filtrage par exemple (voir par exemple [FL07]).
Enfin, dans le troisième chapitre, nous supposons la connaissance d’une bibliothèque spectrale
dans laquelle sont regroupés les spectres des composants purs susceptibles d’apparaître dans l’image
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analysée. Il en résulte un algorithme semi-supervisé de démélange spectral. Afin de rendre totalement
non-supervisée la méthode de résolution, il devient impératif d’estimer également les spectres des
matériaux. Des techniques de séparation aveugle de sources sous contraintes telles que celles propo-
sées par Moussaoui dans [MBMC06; MCBMD06] peuvent alors être envisagées. Quelques résultats
intéressants concernant ces techniques peuvent être trouvées dans [DMT07] et [DTM07].
Enfin, d’une manière plus générale, en ce qui concerne les méthodes de simulation utilisées tout au
long de ce document, il serait intéressant d’approcher les lois a posteriori complexes rencontrées par
des produits de lois séparables. L’utilisation de méthodes bayésiennes variationnelles [JJ00] permet-
traient alors de réduire les coûts calculatoires des algorithmes de Gibbs proposés dans ce manuscrit.





Calcul et simulation rapides d’une loi
normale multivariée
Nous détaillons dans cette annexe une stratégie efficace pour calculer les matrices Qj,k et Mj,k,
ainsi que la variable scalaire T 2j,k définies par l’équation (2.15) et rappelées ci-dessous en notant
yj,[k] = yTj,lj,k−1+1:lj,k : 
T 2j,k = y
T
j,[k] Qj,kyj,[k],









Les quantités ci-dessus peuvent en effet être calculées en suivant l’implémentation décrit par Davy
et al. dans [DI04] et détaillée dans l’algorithme A.1.






– Calculer le facteur de Cholesky Cj,k tel que Cj,kCTj,k =Mj,k,
– Calculer uj,k = YTj,kyj,[k],
– Résoudre le système Cj,kvj,k = uj,k en vj,k,
– Calculer T 2j,k = y
T
j,[k]yj,[k] − vTj,kvj,k.
Algo. A.1: Calculs rapides de T 2j,k
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Une telle implémentation nous permet par ailleurs de développer une stratégie pour générer
des échantillons aj,k|δ20 , σ2j,k,R,Y distribués suivant la loi normale N (µj,k, σ2j,kMj,k) (voir para-
graphe 2.3.2 et Eq. (2.20)) selon l’algorithme efficace A.2.
Un autre avantage de ce schéma de simulation est qu’il n’est pas nécessaire de calculer directement
les déterminants des matrices Mj,k qui apparaissent dans (2.14). En effet,
∣∣Mj,k∣∣ = ∣∣Cj,k∣∣−2 où Cj,k
sont des matrices triangulaires supérieures dont les déterminants sont très faciles à calculer.
– Tirer un vecteur i.i.d. wj,k selon N (0, σ2j,kIp)
– Résoudre le système Cj,kµ˜j,k = wj,k en µ˜j,k,







– Résoudre le système CTj,kµj,k = µ
′
j,k en µj,k,
– Calculer aj,k = µ˜j,k + µj,k.
Algo. A.2: Echantillonnage rapide des paramètres autorégressifs aj,k
Annexe B
Calcul de la loi a posteriori des
coefficients d’abondance
Nous détaillons dans cette annexe les calculs permettant d’exprimer la loi a posteriori du vecteur


























α|y, σ2) = ∥∥y −M+α+∥∥2 .
De simples calculs conduisent à :



























∥∥y −Mα∥∥2 − 2 (y −Mα)TmR(1− uTα) + ∥∥mR(1− uTα)∥∥2,
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avec u = [1, . . . , 1]T ∈ RR−1, et donc
C
(
α|y, σ2) = ∥∥y −M+α+∥∥2
=
[∥∥y −Mα∥∥2 − 2 (y −Mα)TmR(1− uTα) + ∥∥mR (1− uTα)∥∥2]
=
[(
yTy −αTMTy − yTMα+αTMTMα
)






En réorganisant les différents termes :
C
(
α|y, σ2) ∝ αT [(MTM−MTmRuT − umTRM+ ∥∥mR∥∥2uuT)]α
+αT
[(




−MTy +MTmR + umTRy −
∥∥mR∥∥2u)]Tα,
ou de manière équivalente :
C
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la loi a posteriori f
(
α|σ2,y) vérifie la relation :
f
(





Loi multivariée normale tronquée
Nous rappelons dans cette annexe quelques propriétés concernant les lois normales multivariées et
les lois normales multivariées tronquées. Soient m ∈ Rn et Σ un opérateur défini positif non singulier
sur Rn, la loi normale multivariée sur Rn est définie comme suit :







La loi normale standard est φRn (·) = φ(·|0, In). Soit U un ensemble de Rn de mesure de Lebesgue








Nous dirons que φU (·|m,Σ) est la loi normale multivariée tronquée sur U avec la moyenne cachée m
et la covariance cachée Σ. La raison de ces termes est que m et Σ ne sont pas en général la moyenne
et la covariance de la loi φU(·|m,Σ). Par exemple, si U est un convexe, un cas qui arrive très souvent
en pratique, alors la moyenne de φU(·|m,Σ) est nécessairement dans U alors que m peut être en
dehors de U. En général, si U est connu et fixé, l’estimation des paramètres cachés m et Σ à partir
d’un échantillon n’est pas un problème facile. Si Rn = R, cette estimation est étudiée pour U = (0, 1)
dans [Bar78, example 9.16] et pour U = (0,∞) dans [del94] et dans [Let92, Chapter 2, Theorem 1.1].
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Annexe D
Simulation efficace d’une loi normale
multivariée tronquée à un simplexe
Note : cette annexe reprend principalement les résultats présentés dans le rapport technique [DT07].
D.1 Position du problème









Notons NS(A,B) la loi normale multivariée définie sur le simplexe S avec le vecteur moyenne A et
la matrice de covariance B. La fonction densité de probabilité de la loi normale multivariée NS(A,B)
notée φS (·|A,B) satisfait la relation suivante :
φS (α|A,B) ∝ φ(α|A,B)1S(α), (D.2)
où φ (·|A,B) est la fonction densité de probabilité de la loi normale de moyenne A et de matrice de
covariance Σ.
Nous proposons dans cette annexe un moyen efficace de générer des échantillons α(t) distribués
suivant NS (µ,Σ), où µ est un vecteur moyenne (R − 1) × 1 et Σ est une matrice de covariance de
taille (R− 1)× (R− 1).
D.2 Echantillonneur de Gibbs pour loi multivariée normale tronquée
Un moyen très simple de générer des échantillons distribués suivant φS (α|µ,Σ) est d’utiliser un
méthode simple d’acceptation-rejet [RC99, p. 49] qui consiste à simuler suivant α ∼ N (µ,Σ) jusqu’à
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ce que l’échantillon α appartiennent à S. Cependant, pour des espaces de grandes dimensions ou si
µ 6∈ S, cette stratégie peut s’avérer très vite inefficace. Le rapport d’acceptation est en effet lié à la
probabilité P
[
α ∈ S∣∣α ∼ N (µ,Σ)], ce qui peut conduire à rejeter les échantillonsα bien trop souvent.
Pour dépasser ce problème, nous proposons un algorithme alternatif inspirée de [Rob95] et basée sur
l’échantillonneur de Gibbs. La génération d’un vecteur α(t) distribué suivant la loi normale multivariée
NS (µ,Σ) est alors réalisée en générant successivement les composants α(t)r (r = 1, . . . , R − 1) selon
leurs lois conditionnelles, c’est-à-dire à l’étape t+ 1 :





∣∣α(t)2 , . . . , α(t)R−1),





∣∣α(t+1)1 , α(t)3 , . . . , α(t)R−1),





∣∣α(t+1)1 , α(t+1)2 , α(t)4 , . . . , α(t)R−1),
...





∣∣α(t+1)1 , . . . , α(t+1)R−2 ),

















représente la loi normale univariée tronquée à gauche et à droite donnée par :
φ+−
(
x|µ?r , σ2?r , α−r , α+r
) ∝ φ (x|µ?r , σ2?r )1α−r ≤x≤α+r (x) (D.4)
La moyenne µ?r et la variance σ2?r cachées des lois normales univariées doublement tronquées sont











– µr représente le r-ième élément de µ,
– s−r est le vecteur de taille (R− 2)×1 obtenu à partir de la r-ième colonne de Σ en supprimant
le terme de la r-ième ligne,
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– Σ−r est la matrice (R− 2)× (R− 2) obtenue à partir de Σ en supprimant la r-ième ligne et la
rth colonne,
– µ−r est le vecteur (R− 2)× 1 obtenu à partir de µ en supprimant le r-ième élément.
Pour la loi multivariée normale tronquée au simplexe donné dans l’équation (D.1), les frontières de la
troncature α−r et α+r sont simplement : α−r = 0,α+r = 1−∑i6=r αi. (D.6)
Notons que générer des échantillons distribués suivant une loi univariée normale doublement tronquée
peut être effectuée simplement en utilisant l’algorithme décrit dans [Rob95].
D.3 Simulations
En exemple, nous considérons la génération de variables α = [α1, α2]T distribuées suivant la loi




L’histogramme des variables générées par l’algorithme proposé plus haut est représenté sur la fi-
gure D.1. Notons qu’une procédure d’acceptation-rejet standard pour la génération d’échantillons
distribués suivant la loi utilisée serait d’environ ρ = 0.59.
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Fig. D.1 – En haut : histogramme de N = 500000 variables simulées avec l’échantillonneur de Gibbs
proposé pour une loi normale multivariée tronquée au simplexe S (R = 3). En bas : densité de
probabilité théorique correspondante.
Annexe E
Loi de Wishart : définition et principales
propriétés
Dans cette annexe, nous rappelons la définition de la loi de Wishart ainsi que ses principales
propriétés.
E.1 Loi de probabilité
Soient xi = [x1,i, . . . , xn,i]T (i = 1, . . . , p) p vecteurs gaussiens de Rn distribués suivant la loi
normale multivariée N (0n,Ψ) centrée et de matrice de covariance Ψ. La matrice aléatoire A de
taille n × n définie par A = ∑pi=1 xiTxi suit une loi de Wishart notée W (p,Ψ) avec p degrés de













où {A > 0} désigne l’ensemble des matrices définies positives, c (n, p) est la constante de normalisa-
tion :













et Γ (·) est la fonction Gamma.
Notons que la matrice n × n aléatoire B suit une loi inverse Wishart IW (β,Ψ−1) si la matrice
inverse B−1 est distribuée suivant la loi de Wishart W (p,Ψ) avec p = β − n− 1.
131
132 Annexe E - Loi de Wishart : définition et principales propriétés
E.2 Principales propriétés
SiA ∼ W (p,Ψ), alors la moyenne et la variance de la matrice n×n aléatoireA peuvent facilement
être exprimées grâce aux moments donnés dans [LM04] :
– E [A] = pΨ,
– var [A] = p [tr {Ψ} IL +Ψ]Ψ.
Annexe F
Calcul de la loi a posteriori de la matrice
de covariance
Dans cette annexe, nous rapportons les calculs permettant d’exprimer la loi a posteriori de la








∣∣γ,α,y) ∝ f (y|α,Σ−1) f (Σ−1|γ)





























∣∣γ,α,y ∼ W (ν + 1, [γνIL + zzT]−1) . (F.3)
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Annexe G
Calcul des probabilités d’acceptation des
mouvements de naissance et de mort
pour l’algorithme hybride de démélange
spectral
Nous présentons dans cette partie annexe le détail des calculs permettant d’exprimer les proba-
bilités d’acceptation des mouvements de « naissance » et de « mort » introduits au paragraphe 3.8.











et R∗ = R(t) +1. La
rapport d’acceptation pour ce mouvement de naissance est :
Ab =
f (α∗,M+∗, R∗ | y)
f
(









) |J (w∗)| , (G.1)
où q (·|·) fait référence aux lois de proposition, |J (w∗)| est le Jacobien de la transformation et p·→· est
la probabilité de transition, i.e. pR∗→R(t) = dR∗ et pR(t)→R∗ = bR(t) . D’après les mouvements précisés













où ga,b (·) est la fonction densité de probabilité d’une loi Beta Be (a, b). La probabilité de choisir un
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Le rapport des lois a posteriori qui apparaît dans (G.1) peut être réécrit :
f (α∗,M+∗, R∗ | y)
f
(
α(t),M+(t), R(t) | y
) = f (y | α∗,M+∗, R∗)
f
(

















Puisque la loi a priori du vecteur des coefficients d’abondance α+ est une loi de Dirichlet













× w∗δ−1 (1− w∗)(δ−1)R(t) .
(G.4)
En choisissant des configurations équiprobables a priori pour M+ conditionnellement à R, le















Le rapport des lois a priori uniformes liées au nombre de composants dans le mélange R associated
se réduit à 1.





















w∗δ−1 (1− w∗)(δ−1)R(t) ,
(G.6)
Nous remarquons alors que l’équation (G.6) est bien sûr similaire à l’équation donnée dans [RG98] et
que δ = 1 quand α a une loi a priori uniforme sur le simplexe S.
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