






ДОСЛІДЖЕННЯ ВЛАСТИВОСТЕЙ ТА РОЗВ’ЯЗАННЯ ЗАДАЧІ  
«МІНІМІЗАЦІЯ СУМАРНОГО ШТРАФУ ЯК ЗА ВИПЕРЕДЖЕННЯ,  
ТАК І ЗА ЗАПІЗНЕННЯ ВІДНОСНО ДИРЕКТИВНИХ СТРОКІВ  
ПРИ ВИКОНАННІ НЕЗАЛЕЖНИХ ЗАВДАНЬ ОДНИМ ПРИЛАДОМ» 
 
Розглядається задача складання розкладів за критерієм мінімізації сумарного випередження і запіз-
нення при виконанні завдань одним приладом (МВЗ). Ця задача NP-трудная, тому підходи локального 
пошуку дуже корисні для знаходження хороших близьких до оптимальних розкладів. Представлено де-
які нові властивості задачі, які дозволяють нам побудувати ефективну процедуру пошуку розв’язків, 
близьких до оптимальних. Наведено приклад розв’язання задачі. 
 
One machine scheduling problem to minimize total earliness and tardiness (E/T) is considered. This problem 
is NP-hard, therefore local search approaches are very useful to find good schedules that are close to optimum. 
Some new properties of a problem are presented which allow us to construct an effective procedure of searching 
the solutions that are close to optimum. An example of the problem solution is shown. 
 
Вступ 
Складання розкладів відносно директивних 
строків одержало значну увагу в літературі. 
Одна з причин цього явища – зростаючий тиск 
конкуренції на міжнародних ринках: фірми 
повинні запропонувати велике розмаїття різ-
них і індивідуальних виробів, у той час як клі-
єнти очікують, що замовлені товари будуть 
поставлені вчасно. Щоб задовольнити ці види 
вимог, були розроблені такі принципи і філо-
софії, як управління відхиленням, одночасна 
розробка, виробництво «точно в строк» і т.д. 
Наприклад, принцип «точно в строк» встанов-
лює, що необхідна кількість товарів повинна 
бути вироблена та поставлена точно в необ-
хідний час. Таким чином, очікується, що ро-
боти будуть своєчасними, тому що пізні пос-
тачання, так само, як і ранні, розглядаються як 
небажані [1, 2, 3, 4]. 
У той час як випередження робіт зв’язано з 
витратами на складування, запізнення робіт 
зв’язано зі штрафами, такими, як утрата доб-
розичливості клієнта і втрата замовлень. Тому 
мінімізація випередження і запізнення (В/З) 
дуже важлива в ринковій економіці. 
Концепція визначення штрафів як за випе-
редження, так і за запізнення, нова і має пот-
ребу в додатковому дослідженні. Більшість 
досліджень по задачах В/З зв’язані з моделями 
для одного приладу, хоча деякі результати для 
одного приладу були розширені на задачі для 
паралельних приладів. 
Загальна модель задачі В/З: 
1) Задачі В/З мають справу зі статичним скла-
данням розкладів (множина робіт, що будуть 
призначені, відома заздалегідь і доступна в 
момент часу нуль). 
2) Кількісний критерій звичайно інтер-
претується як мінімізація сумарного штрафу 
за випередження і запізнення. 
3) Штрафи можуть бути задані різними спо-
собами. 
4) Маємо n завдань, що повинні бути призна-
чені: j = 1, 2, …, n. 
5) Випередження і запізнення визначаються 
як, відповідно: 
Ej = max(0, dj – Cj) = (dj – Cj)+ 
Tj = max(0, Cj – dj) = (Cj – dj)+, 
(1)
(2) 
де Cj – момент завершення завдання j, dj – йо-
го директивний строк. 
6) Основна цільова функція В/З для розкладу 











( αjEj + βjTj  ), (4) 
де αj > 0 і βj > 0 – штрафи за випередження і 
запізнення завдання j. 
7) Деякі з найпростіших результатів для задач 
В/З були отримані для моделей, у яких усі 
завдання мають загальний директивний строк 
(dj = d). 
У статті ми розглядаємо задачу складання 
розкладів за критерієм мінімізації сумарного 
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випередження і запізнення при виконанні за-
вдань одним приладом (МВЗ), яка може бути 
сформульована таким чином. 
 
Постановка задачі 
Множина з n незалежних завдань J={j1, 
j2,..., jn} повинна бути призначена без перери-
вань на одному приладі, що може працювати 
не більш, ніж з одним завданням одночасно. 
Прилад і завдання передбачаються безупинно 
доступними з моменту часу нуль, а простої 
приладу не допускаються. Завдання j, де j = 1, 
2, ..., n, вимагає часу обробки pj і повинне в 
ідеалі бути закінчене у свій директивний 
строк dj. Для будь-якого заданого розкладу 
випередження і запізнення завдання j можуть 
бути визначені виразами (1) і (2). Ціль полягає 
в тому, щоб знайти розклад, що мінімізує су-








.   (5) 
Використовуючи систему позначень Лоуле-
ра та ін. [5], статична задача складання розкла-
дів МВЗ може бути описана як 1||Σ(Ej + Tj). 
Бейкер і Скуддер [6] приводять огляд відкритої 
літератури по задачі складання розкладів В/З, 
описуючи різні моделі В/З и різні штрафи за 
В/З завдань. Коли директивні строки завдань 
визначені, але різні, задачі В/З є NP-повними 
[7]. Яно та Кім [8] розробили евристику для 
часткового випадку зважених штрафів, у якому 
вага пропорційна тривалостям завдань. Вони 
використовують процедуру попарної переста-
новки, щоб покращити початкові евристичні 
розв’язки. 
Оу і Мортон [9] досліджують функцію на 
основі пріоритету і різновид фільтрованого 
променевого пошуку для задач В/З, укладаючи 
висновок, що якість розв’язку значно погіршу-
ється, якщо витрати на випередження завдань 
ігноруються на користь розгляду тільки варто-
сті запізнення. Планувальник  Дэвиса і Кейнта 
[10] може бути вбудований в існуючий еврис-
тичний розв’язок для покращення якості розк-
ладу МВЗ при низьких обчислювальних витра-
тах. Шварц і Мухопад’яй [11] розробили підхід 
угруповання (кластерізації) для визначення 
оптимального часу запуску для завдань на при-
кладі задачі МВЗ за припущенням, що послідо-
вність завдань відома апріорно. Підхід угрупо-
вання здійснює оптимальний вибір часу для 
500 завдань за кілька секунд обчислювального 
часу. Срідхаран і Жоу [12] використовують 
евристику диспетчування для задач МВЗ, що 
допускає вставлений резерв приладу, якщо він 
адекватний. 
Наш підхід відрізняється від приведеного у 
роботі [11] тим, що послідовність завдань не 
повинна бути визначена апріорно. Експери-
ментальні результати показали отримання 
ефективних розкладів за короткий час обчис-
лень. 
 
Алгоритм розв’язання задачі «Мінімізація 
сумарного випередження/запізнення  
відносно директивних строків  
при виконанні незалежних завдань  
одним приладом» (МВЗ) 
Алгоритм базується на наступних твер-
дженнях. 
Позначимо rj = max(0, dj – Cj) – резерв за-
вдання j. Очевидно, rj = Ej. 
Твердження 1. Якщо в послідовності σ за-
вдання упорядковані за незростанням значень 
тривалості, і для всіх завдань j∈σ виконується 
rj ≥ 0, то ця послідовність оптимальна згідно 
функціоналу В/З. 
Позначимо rmin = min{rj, pj}; Nr – число за-
вдань з резервами (rj > 0); Nз – число запізні-
лих завдань (у число запізнілих включаються 
завдання з нульовим резервом). 
Твердження 2. Якщо в послідовності σ 
Nr>Nз, то при збільшенні початку виконання 
завдань на величину, що дорівнює rmin, зна-
чення функціоналу В/З зменшується також на 
rmin. 
Алгоритм полягає в послідовному збіль-
шенні моментів початку виконання завдань 
початкової послідовності σуп (упорядкованої за 
неспаданням тривалостей виконання завдань), 
а також усіх її модифікацій з різними момен-
тами початку виконання завдань, і наступної 
оптимізації за критерієм В/З. З цією метою по-
слідовність σуп оптимізується за критерієм мі-
німізації сумарного запізнювання (МСЗ). Якщо 
в отриманій оптимальній послідовності Nr > Nз, 
момент початку виконання завдань послідов-
ності збільшується. Така процедура виконуєть-
ся доти, поки виконується умова Nr > Nз, і якщо 
в отриманій послідовності σR є резерви, то до 
неї застосовується алгоритм оптимізації за кри-
терієм В/З. 
Твердження 3. Якщо в послідовності σR 
резерви відсутні, то вона оптимальна за кри-
терієм В/З. 
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Таким чином, алгоритм розв’язання задачі 
складається з наступних блоків: 
Блок 1: 
• Оптимізація поточної послідовності σk 
по алгоритму розв’язання задачі МСЗ, наведе-
ному в [13] (отримуємо послідовність σ0). В 
результаті виконання алгоритму зменшення 
запізнення завдань здійснюється за рахунок 
резервів незапізнених завдань. 
• Збільшення моменту початку виконан-
ня всіх завдань при умові, якщо Nr > Nз, де Nr 
– число завдань з резервами, Nз – число за-
вдань, що запізнюються або виконуються точ-
но в строк. В результаті виконання цієї проце-
дури зменшується значення функціоналу 
(В/З). 
• Блок 1 виконується доти, поки Nr > Nз. 
В результаті отримуємо послідовність σR. 




Перед початком алгоритму оптимізуємо 
послідовність σ за алгоритмом розв’язання 
задачі МСЗ, наведеному в [13] (отримуємо 
послідовність σ∗0). 
Алгоритм складається з k однотипних іте-
рацій, на кожній ітерації збільшується початок 
виконання завдань послідовності, що розгля-
дається, якщо це призводить до зменшення 
значення функціоналу. Нехай вже виконана k–
1 ітерація. Розглядаємо послідовність σk–1. 
Блок 1. 
1) Аналізуємо послідовність σ∗k–1. Визначаємо 
Nr – число завдань з резервами, та Nз – число 
завдань, що запізнюються або виконуються 
точно в строк. Перевіряємо умову Nr > Nз. 
2) Якщо Nr < Nз, то σR = σ∗k–1, переходимо на 
шаг 6. 
3) Якщо Nr > Nз, вибираємо завдання з мініма-
льним резервом rmin > 0 із послідовності σ∗k–1. 
На величину rmin збільшуємо початок вико-
нання всіх завдань послідовності σ∗k–1: R(σk) = 
R(σоптk–1) + rmin.  k = k + 1. Переходимо на шаг 
1, початок наступної ітерації. 
4) Якщо в послідовності σ∗k–1 Nr = Nз, вибира-
ємо завдання з мінімальним резервом rmin > 0 
із послідовності σ∗k–1. На величину rmin збіль-
шуємо початок виконання всіх завдань послі-
довності σ∗k–1: R(σk) = R(σоптk–1) + rmin.  Опти-
мізуємо послідовність по алгоритму розв’я-
зання задачі МСЗ. Якщо в послідовності σk 
Nr = Nз, то σR = σk, переходимо на шаг 6. Якщо 
ж Nr < Nз, то порівнюємо значення функціона-
лу послідовностей σk та σ∗k–1, вибираємо в 
якості σR послідовність з меншим значенням 
функціоналу та переходимо на шаг 6. 
5) Оптимізація послідовності σR по алгоритму 
блоку 2. 
Блок 2. 
Алгоритм складається з k однотипних іте-
рацій, на кожній ітерації перевіряється можли-
вість зменшення значення функціонала за ра-
хунок вставки завдань з більшою тривалістю 
на більш ранню позицію відповідно до твер-
дження 1. Нехай уже виконана k–1 ітерація і 
цим алгоритмом вже упорядкована підпослі-
довність на інтервалі [1, k-1]. Розглянемо мо-
жливість завдання j[k] на більш ранню позицію. 
1) Розглядаємо послідовність σk–1 з почат-
ку. Знаходимо найбільш ранню позицію p, для 
якої виконуються умови: 
][]1[ kp jj ll ≥− , а ][]1[ kp jj ll <+ . 
2) Якщо на інтервалі [p, k] є завдання j[i], 
для якого 
][][ ki jj ll ≥  і ][][ ki jj dd ≥ , то інтервал вста-
вки визначається позиціями [i+1, k], інакше по-
зиціями [p, k]. 
3) Перевіряємо, чи є резерви на інтервалі 
вставки. Якщо ні, то переходимо на шаг 7, 
інакше на шаг 4. 
4) Завдання j[k] переносимо на позицію, 
визначену інтервалом вставки (i+1 або p). 
5) Виконуємо вільні перестановки (див. 
[13]), що приводять до зменшення значення 
функціонала. 
6) На інтервалі вставки знаходимо пози-
цію, на якій значення функціонала мінімальне: 














jjj kiiikk lCDlCD  (7) 
і переносимо завдання з позиції p на цю пози-
цію. 
7) k = k + 1. Якщо k > n, кінець роботи ал-
горитму. Інакше перехід на шаг 1 
Приведемо приклад роботи алгоритму. 
Таблиця 1 – Вхідні дані (σуп) для прикладу 
розв’язання задачі МВЗ 
j lj dj Cj | dj–Cj | 
1 121 528 121 407 
2 147 537 268 269 
3 102 668 370 298 
4 79 534 449 85 
5 130 605 579 26 
6 83 604 662 58 
7 96 951 758 193 
8 88 987 846 141 
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Таблиця 2 – Послідовність σ*6 = σR, що оде-
ржана в результаті виконання блоків 1,2 
j lj dj Cj | dj–Cj | 
4 79 534 253 281 
1 121 528 374 154 
2 147 537 521 16 
6 83 604 604 0 
3 102 668 706 38 
5 130 605 836 231 
7 96 951 932 19 
8 88 987 1020 33 




Ми застосували наступні еволюційні стра-
тегії для розв’язання задачі МВЗ: мінімізація 
сумарного запізнення за рахунок резервів не-
запізнених завдань; визначення оптимального 
моменту запуску на виконання; оптимізація за 
рахунок вставки завдань з більшою триваліс-
тю на більш ранні позиції. Показано, що за-
стосування цих стратегій є ефективним для 
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j lj dj Cj | dj–Cj | 
2 147 537 321 216 
1 121 528 442 86 
4 79 534 521 13 
6 83 604 604 0 
3 102 668 706 38 
5 130 605 836 231 
7 96 951 932 19 
8 88 987 1020 33 
 
