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Povzetek
Naslov: Skalabilna uporaba modelov strojnega učenja v oblaku
Avtor: Bogdan Petrović
Računalništvu v oblaku je v zadnjem času posvečene veliko pozornosti zaradi
njegovega potenciala, saj omogoča prilagodljive rešitve, kot so podatkovne
baze ali programska oprema na zahtevo. Med razvojem katere koli vrste
aplikacije je potrebno vnaprej premisliti o skalabilnosti, prilagodljivosti in
oceniti stroške.
V diplomskem delu smo preizkusili različne načine vzpostavitve storitve
API za uporabo vnaprej naučenega modela strojnega učenja, pri čemer smo
uporabili vsebnike in tehnologije za orkestracijo, testirali različne ponudnike
oblačnih rešitev ter jih primerjali med sabo. Poskusili smo tudi oceniti stro-
ške vzpostavitve glede na potrebno infrastrukturo za doseganje zadovoljivega
odzivnega časa. Kljub temu da je Kubernetes najpogostejša rešitev za or-
kestracijo vsebnikov, smo pokazali da je AWS ECS dobra alternativa. Pri
oblačni platformi Heroku nimamo veliko fleksibilnosti, vendar je vzpostava
zelo enostavna.
Ključne besede: računalništvo v oblaku, strojno učenje, vsebniki, AWS.

Abstract
Title: Scalable usage of machine learning models in the cloud
Author: Bogdan Petrović
In recent times, cloud computing is attracting a lot of attention because
of its’ services such as servers, databases or software on premise. During the
development of an application of any type, scalability, flexibility and cost
estimates must be considered in advance.
In this diploma thesis, we experimented with different methods for es-
tablishing an API service for using a pre-trained machine learning model,
whereby we used use containers and technologies for container orchestration,
test different cloud providers, and compare them to each other. We tried
to estimate the costs of the establishment of a scalable sistem depending of
infrastructure needed for achieving a satisfactory response time. Despite Ku-
bernetes being the most often used solution for container orchestration, we
have shown that AWS ECS is a good alternative. On Heroku cloud platform,
we don’t have as much flexibility, however the establishment is very simple.
Keywords: cloud computing, machine learning, Docker, AWS.

Poglavje 1
Uvod
Pomembna lastnost računalništva v oblaku je elastičnost. To pomeni, da
oblačni ponudniki omogočajo zelo fleksibilno in učinkovito skaliranje. Če
se število sočasnih uporabnikov neke storitve poveča, se mora zagotoviti ve-
čji obseg računalniških virov. Enako je tudi v obratni smeri. Na ta način
je možno hitro ravnanje s številom sočasnih uporabnikov brez zapravljanja
finančnih virov.
Obstajajo štirje glavni modeli uporabe računalništva v oblaku [64] :
• Programska oprema kot storitev (SaaS) (angl. Software as a Service).
Oblačni ponudnik omogoča uporabo določene že razvite programske
opreme.
• Platforma kot storitev (PaaS) (angl. Platform as a Service). V tem pri-
meru ponudnik storitev v oblaku omogoča uporabo programske opreme,
namenjene za podporo razvoju. Torej, razlika izmed SaaS in PaaS je v
tem, da SaaS ponuja že razvito programsko opremo, medtem ko PaaS
ponuja platformo za podporo razvoju aplikacij.
• Infrastruktura kot storitev (IaaS) (angl. Infrastructure as a Service.
Uporabnik dobi osnovno infrastrukturo IT po zahtevi (CPE, omrežja).
Oblačni ponudniki najbolj pogosto realizirajo IaaS z uporabo VPS-ov.
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• Podatkovna shramba kot storitev (DaaS) (angl. Data storage as a
service. Glavna prednost uporabe podatkovne shrambe v oblaku je
učinkovita poraba plačanih virov. Torej, uporabniku ni treba plačati za
licenco celotnega sistema podatkovne baze, za vzdrževanje ali strežnik,
ampak se cena izračuna glede na porabljen prostor.
Poleg računalništva v oblaku je do hitre rasti povpraševanja prišlo tudi pri
uporabi vsebnikov (angl. Containers). Namen vsebnikov je omogočiti lažje
upravljanje z različnimi komponentami aplikacije, skaliranje in upravljanje
z odvisnostmi. S pomočjo vsebnikov lahko ustrezno organiziramo aplika-
cijo, tako da znotraj enega vsebnika shranimo vse potrebne spremenljivke,
knjižnice ali konfiguracijske datoteke za vsako komponento posebej.
Najbolj znana rešitev za uporabo vsebnikov je Docker, ki nam omogoča
enostavno zagotavljanje modularnosti aplikacije ter upravljanje z vsebniki
[24].
V diplomskem delu smo se ukvarjali z vzpostavitvijo sistema, zgrajenega
iz vsebnikov, na infrastrukturi različnih oblačnih ponudnikov. Skoraj vsi
obravnavani oblačni ponudniki vsebujejo svojo podporo Kubernetes-u [43],
tako da jih bomo raziskali ter medsebojno primerjali. Kljub temu da je Ku-
bernetes danes standard za orkestracijo vsebnikov in upravljanje aplikacij v
produkciji, obstaja zanj nekaj alternativ. Raziskali smo možnosti in uporabo
sistema za orkestracijo vsebnikov AWS ECS [12], ki omogoča veliko fleksi-
bilnosti, ter Heroku [36], ki je znan po enostavnosti vzpostavitve sistema,
pripravljenega za produkcijo.
1.1 Prispevek diplomskega dela
V diplomskem delu smo raziskali različne načine enostavne vzpostavitve ska-
labilnega sistema za izvajanje modelov strojnega učenja. Primerjali smo upo-
rabo rešitve Docker z alternativno rešitvijo Heroku glede na kompleksnost
in učinkovitost. Raziskali smo tudi uporabo različnih orodij za orkestracijo,
kot so Kubernetes in Amazon ECS. Storitev API za posredovanje podatkov
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je razvita v programskemu jeziku Python z orodjem Flask. Po tem smo testi-
rali najbolj priljubljene infrastrukture v oblaku ter jih med sabo primerjali,
pri čemer smo upoštevali kompleksnost vzpostavitve, ponujene možnosti in
ceno.
Namen naše rešitve je simulirati storitev skalabilne uporabe strojnega
učenja v oblaku v praksi, raziskati ter primerjati metode vzpostave in vzdr-
ževanja takšnega sistema, ki se skalira glede na število uporabnikov. Osredo-
točali se bomo na avtomatsko skaliranje pri povečanju in zmanjšanju števila
sočasnih uporabnikov. Na koncu bomo ocenili ceno vzpostavitve sistema pri
različnih oblačnih ponudnikih.
Končni in zaželeni rezultat diplomskega dela je pomoč pri izbiri ustreznih
metod in oblačnih ponudnikov pri vzpostavitvi skalabilne storitve za uporabo
strojnega učenja v oblaku, opis samega postopka vzpostavitve ter prednosti
in pomanjkljivosti določenih pristopov glede na kompleksnost, čas in ceno.
1.2 Scenarij uporabe modelov strojnega učenja
v oblaku
Imamo že naučen model strojnega učenja in želimo razviti storitev API za
posredovanje podatkov uporabnikom. Storitev mora biti skalabilna, kar po-
meni, da se mora učinkovito prilagajati številu uporabnikov. Poskrbeti mo-
ramo tudi za skupno podatkovno shrambo, ki bo neodvisna od ostanka sis-
tema in iz katere se bo naložil model strojnega učenja. Storitev API bo
zapakirana v obliki vsebnika Docker. Ker vzpostava pri vseh ponudnikih
temelji na vsebnikih, bo to osnovna enota sistema.
Sam model je lahko zelo velik in predikcija je zato lahko zahtevna. Pou-
darek diplomskega dela ni na samem strojnem učenju, ampak na vzpostavitvi
sistema pri oblačnih ponudnikih in zagotavljanju skalabilnosti. Ker želimo
še vedno upoštevati lastnosti modela, jih bomo skušali simulirati z dodaja-
njem časovne zamude pri zagonu vsebnikov ter večkratno napovedjo našega
(manjšega) modela.
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Orodja in scenarij uporabe
2.1 Uporabljena orodja
2.1.1 Orodje Flask
Za implementacijo osnovnih funkcionalnosti slike (angl. Image) smo upora-
bili programski jezik Python skupaj z orodjem Flask [32]. Prednost uporabe
orodja Flask je v enostavnosti, hitri implementaciji in fleksibilnosti. Flask
bo uporabljen za implementacijo enostavne storitve API za posredovanje po-
datkov iz shranjenega modela.
2.1.2 Docker
Docker je orodje, ki nam bistveno poenostavi ter pohitri razvoj programske
opreme [24]. Omogoča nam predvsem medsebojno izoliranje različnih kom-
ponent aplikacije ter lažjo konfiguracijo odvisnosti. Enota sistema, ki temelji
na Dockerju, je vsebnik. To je enota, ki vsebuje vse potrebne odvisnosti ter
konfiguracijo, potrebno za delovanje neke aplikacije ali njene komponente.
Aplikacijska programska oprema se izvaja nad določenim operacijskim sis-
temom, ki ga vsebuje vsak vsebnik ter ni odvisen od gostiteljskega opera-
cijskega sistema, kar omogoča fleksibilnost pri vzpostavitvi na različnih in-
frastrukturah. Storitev bo na ta način zapakirana v obliki vsebnika Docker,
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kar bomo uporabili kot enoto pri oblačnih ponudnikih. Osnovni operacijski
sistem vsebnikov je Ubuntu.
2.1.3 Kubernetes
Kubernetes je sistem za orkestracijo in upravljanje aplikacij, zgrajenih iz
vsebnikov. Omogoča nam veliko nastavitev celotnega sistema vsebnikov na
višjem nivoju. Najbolj pomembne in uporabne funkcionalnosti Kubernetesa
so konfiguracija omrežja, podatkovne shrambe in skalabilnosti. Kuberne-
tes bomo uporabili in opisali vzpostavitev sistema pri oblačni storitvi GKE
(Google Kubernetes Engine) [34].
2.1.4 AWS ECS
AWS ECS (Elastic Container Service) je prav tako orodje za orkestracijo
vsebnikov. Z ECS lahko tudi učinkovito upravljamo z vsebniki. Nudi veliko
možnosti ter nastavitev glede skaliranja, upravljanja z instancami EC2, pre-
verjanja stanja gruče ter spremljanja metrik in dnevnikov. Pri ECS pa lahko
izbiramo tudi način vzdrževanja gruče v smislu, ali želimo za instance EC2,
na katerih se izvajajo naši vsebniki, skrbeti sami, ali bomo nalogo vzdrževa-
nja EC2 prepustili AWSju ter upravljali le z vsebniki [12].
2.1.5 Heroku
Še ena alternativa upravljanja vsebnikov je lahko tudi Heroku. Kljub manjši
fleksibilnosti, v primeru avtomatskega skaliranja pa tudi višji ceni, lahko zelo
enostavno vzpostavimo sistem. Nastavitev avtomatskega skaliranja je zelo
preprosta, ampak nimamo veliko možnosti nastavitev metrik [36].
2.2 Scenarij uporabe
Glede na opisan scenarij v podpoglavju 1.2, bomo najprej rabili strežnik, ki
bo na uporabniško zahtevo pošiljal določene podatke iz že naučenega modela
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in se bo izvajal znotraj vsebnika.
Za shranjevanje naučenega modela smo uporabili orodje Joblib [40]. Vsa-
kič, ko se požene nova instanca, bo prebrala model.joblib datoteko iz skupne
podatkovne shrambe ter jo shranila v spremenljivko, ki jo uporabimo za na-
povedi.
Obstaja pa nekaj problemov, ki bi jih želeli simulirati v okviru diplom-
skega dela. Datoteka, v kateri shranjujemo naučeni model, je lahko zelo ve-
lika, posledično pa lahko priprava modela za napovedi traja nekaj več časa,
s tem pa tudi zagon vsebnika. Za simulacijo takšnega obnašanja programa
smo dodali dodatnih 20 sekund zamude pri zagonu strežnika. Strežnik tako
ne bo pripravljen sprejemati uporabniških zahtev 20 sekund po zagonu.
Nadalje je potrebno upoštevati zahtevnost same napovedi. Napoved je
lahko bolj zahtevna in se mora izvesti pri vsaki uporabniški zahtevi. Da lahko
simuliramo tudi ta scenarij, pri uporabniški zahtevi s for zanko naredimo
večkratno napoved istega modela. Ker je naš model majhen, je število zank,
ki verodostojno simulirajo zahtevnost, enako 550. Povprečen čas za izvedbo
napovedi je okoli 100–150ms.
Strežnik, ki ga bomo uporabili, je Gunicorn, ki se zelo pogosto uporablja
skupaj z ogrodjem Flask [35]. Gunicorn je zelo uporaben zaradi fleksibilne
konfiguracije ter možnosti nastavljanja sočasnosti in izvajanja v več nitih
(angl. multithreaded).
Za predikcijo smo z linearno regresijo naredili enostaven model nad po-
datkovno množico Boston Housing [18] in ga s knjižnico joblib shranili kot
datoteko model.joblib, ki jo bomo uporabili za napovedi.
Aplikacija bo zapakirana kot vsebnik.
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Uporaba oblačnih ponudnikov in
orkestracija vsebnikov
3.1 Vzpostavitev skalabilnega sistema na AWS
AWS ponuja rešitev za vzdrževanje gruč vsebnikov. Naredili bomo gručo
na Amazonovi storitvi za upravljanje z vsebnikom ECS (Elastic Container
Service) ter pokazali možnosti avtomatskega skaliranja naše spletne storitve
strojnega učenja v korakih.
EC2 (Elastic Compute Cloud)
EC2 bo osnovni gradnik naše gruče pri ECS [3]. Instance EC2 so navide-
zni stroji pri AWS, katere bomo uporabili za gostovanje storitve Flask. Pri
konfiguraciji EC2 moramo določiti želeni operacijski sistem ali programsko
opremo, ki bo osnova. Najbolj pogosto sta to Amazon Linux ter Amazon
Linux 2, ki sta Amazonovi distribuciji Linux operacijskega sistema, optimi-
zirani za uporabo na EC2. Lahko je to tudi druga distribucija Linuxa (Red-
hat, Ubuntu, SUSE), drugi operacijski sistem (Windows Server) ali različica
Amazon Linux 2 operacijskega sistema, specializirana za globoko učenje. Po-
membna razlika med instancami EC2 je strojna oprema, iz katere se izračuna
cena. Glede na strojno opremo so instance EC2 razdeljene v nekoliko sklopov
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[15]:
• Splošnonamenske EC2 – Uravnotežena med zmogljivostjo CPE, veliko-
stjo hrambe in omrežnimi zmogljivostmi. Zaradi te lastnosti jih AWS
priporoča za uporabo pri gostovanju spletnih strežnikov.
• Računalniško optimizirane EC2 – Instance, ki so specializirane za pro-
cesorsko zahtevne operacije.
• Pospešeno računalništvo – Uporabljajo različno strojno opremo, speci-
alizirano za določene naloge.
Vsak sklop je razdeljen na podsklope, ki se bolj podrobno razlikujejo po
številu CPE, velikosti pomnilnika in lokalne hrambe, omrežne zmogljivosti
ipd.
Dovolj ustrezen tip instance za potrebe demonstracije je t2.small, ki je
splošnonamenskega tipa in ga bomo uporabili pri gruči ECS.
3.1.1 ECS (Elastic Container Service)
ECS je, podobno kot Kubernetes, storitev za orkestracijo vsebnikov. Osnovni
gradniki, ki so potrebni za vzpostavitev ter ustrezno delovanje gruče pri ECS,
so:
• Definicije nalog (angl. Task Definitions) – načrt izvajanja nalog. Vse-
bujejo podatke o nalogah, ki jih uporabljamo v gruči. Vsaka naloga
lahko vsebuje enega ali več vsebnikov, ki se izvajajo. Pri definiciji na-
log specificiramo infrastrukturo, na kateri se naloga izvaja (trenutne
možne izbire so EC2, pri kateri za instance skrbimo plačujemo sami, in
brezstrežniški način Fargate, pri katerem določimo le zahteve računal-
niških virov.). Kar se samih vsebnikov tiče, moramo določiti ime slik
iz katerih ustvarimo vsebnike, konfigurirati vrata ter določiti velikosti
CPE in pomnilnika, potrebnih za zagotovitev funkcionalnosti vsebnika.
Obstaja nekaj neobveznih parametrov pri nastavitvah vsebnikov, kot
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sta na primer ukaz za periodično preverjanje zdravja vsebnika (angl.
Healthcheck) in dodatne omrežne nastavitve. Instanca definicije na-
log v gruči, ki dejansko vsebuje izvajajočo se aplikacijo (vsebnik), je
naloga (angl. task). V našem primeru bo ena naloga storitev API z
naloženim modelom, ki je zapakirana v obliki vsebnika Docker.
• Storitve (ang. Services) – Omogočajo vzdrževanje določenega števila
nalog. V primeru nepričakovanega ustavljanja katere od nalog storitev
poskrbi za ponovno zaganjanje. V konfiguraciji storitve specificiramo
tudi način skaliranja števila nalog glede na določeno metriko. AWS po-
nuja dva načina razporejanja nalog po instancah. Več o tem je opisano
v dodatku A.1. Storitev je lahko tudi razširjena na več instanc, kar je
prikazano na sliki 3.1.
• Agent vsebnikov ECS (ang. ECS Container Agent) – Nameščen na
vsaki instanci EC2. Omogoča povezovanje instanc z ostankom gruče.
Zadolžen je tudi za sprejemanje ukazov ustavljanja in zaganjanja nalog
znotraj instanc.
Dobra praksa pri ECS je namestitev vsebnikov s povezanimi funkcional-
nostmi znotraj ene naloge, a še vedno zadržati modularnost aplikacije in
jo razdeliti po komponentah v različne naloge. Uporaba veliko vsebnikov z
različnimi funkcionalnostmi znotraj ene naloge nam lahko zakomplicira po-
stopek skalabilnosti, saj se lahko zgodi, da rabimo neproporcionalno večje
število ene vrste vsebnikov kot druge. Problem se pojavi, če imamo recimo
vsebnik, ki deluje kot strežnik ter sprejema HTTP zahteve, drugega pa upora-
bljamo za bolj intenzivne operacije in njegovo število želimo različno skalirati.
Težava je v tem, ker jih ne moremo ločeno skalirati, ampak lahko poveču-
jemo njihovo število samo enakovredno, ker je naloga najmanjša enota pri
ECS. Pri takšnem scenariju pa imamo lahko veliko nepotrebnih rezerviranih
računalniških virov.
Naslednja težava pa je v tem, da ima ena naloga omejeno število možnih
vsebnikov, torej moramo biti pri tem previdni.
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Slika 3.1: Primer gruče ECS. Storitev ni omejena na eno instanco EC2,
ampak lahko upravlja s skupino nalog ki je lahko razširjena na več instanc
EC2. [1]
3.1.2 Vzpostavitev sistema na ECS z uporabo EC2
Na začetku imamo izbiro predlog gruče (angl. cluster template), ki so
namenjene olajšanju konfiguracije. Iz predlog lahko dobimo vnaprej urejene
nastavitve instanc EC2, operacijskega sistema, omrežja, začetne konfiguracije
avtomatskega skaliranja ipd. Za začetek bomo po korakih razložili vzpostavo
sistema pri AWS ECS v načinu EC2.
Da lahko dostopamo do vsebnikov, moramo definirati t. i. varnostno
skupino (angl. Security Group), kjer definiramo dovoljene načine povezova-
nja. Z varnostno skupino grupiramo vse komponente gruče, za katere želimo
določiti pravila. Varnostna skupina se bo povezala z želeno skupino kompo-
nent in na ta način se bodo uveljavila pravila.
Najprej moramo narediti varnostno skupino, pri kateri odpremo dostop
HTTP ter SSH do instanc EC2, na katerih se bodo izvajale naloge z vseb-
nikom. Ker bomo v gručo vključili tudi datotečni sistem, ki ga priklopimo
na vsako instanco ter ga uporabimo kot skupnega nosilca datotek, moramo
definirati še eno varnostno skupino za t. i. elastični datotečni sistem (angl.
Elastic File System). Elastični datotečni sistem je Amazonova storitev za
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uporabo omrežnega datotečnega sistema (NFS), ki instancam omogoča do-
stop do vsebine datotečnega sistema prek omrežja [28]. V varnostni skupini
datotečnega sistema določimo metode dostopanja do podatkov in na ta način
omogočimo vsebnikom povezovanje in priklop.
Postopka konfiguracije kontrolnih skupin sta bolj podrobno prikazana v
dodatku (A.2).
Priprava datotečnega sistema
Ko smo konfigurirali pravila dostopa do datotečnega sistema, ga moramo pri-
praviti tudi za uporabo. Poskrbeti moramo, da pri konfiguraciji dodamo da-
totečni sistem v prej narejeno varnostno skupino in s tem omogočimo dostop
vsebnikom do datotečnega sistema. Pomembno je omeniti, da EFS (Ela-
stični datotečni sistem) omogoča tudi nastavitev dovoljenj dostopa preko
IAM (Identity Access Management) [42], pri katerem lahko določimo pra-
vila dostopa različnih tipov uporabnikov. Čeprav v našem primeru ne bomo
konfigurirali pravil dostopa, je to lahko zelo uporabna funkcionalnost v pro-
dukcijskem okolju.
AWS ponuja izbiro več razredov shrambe (angl. Storage class), s kate-
rim izberemo način vzdrževanja datotek. Poleg standardnega razreda ob-
staja tudi razred za datoteke, do katerih redko dostopamo (angl. Infrequent
Access). Stroški uporabe EFS so odvisni predvsem od količine uporabljene
podatkovne shrambe in števila dostopov do podatkov. Pri konfiguraciji da-
totečnega sistema lahko izberemo časovni interval od zadnjega dostopa do
datotek, po katerem jih AWS preseli v razred redkega dostopa. Izbrali bomo
časovni interval 7 dni.
Datoteko shranjenega modela model.joblib moramo nato naložiti v dato-
tečni sistem. To lahko storimo prek poljubne instance EC2. Model bomo z
uporabo orodja WinSCP prenesli na instanco EC2 ter ga naložili v priklo-
pljeni datotečni sistem [62].
Za priklop datotečnega sistema EFS v instanco EC2 izvedemo ukaz:
sudo mount -t efs fs-<ID_datotecnega_sistema>:/ /mnt/efs
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Nato pa lahko kopiramo datoteko iz lokalnega datotečnega sistema in-
stance EC2 v datotečni sistem EFS. Po tem imamo datoteko na voljo za
uporabo znotraj vseh vsebnikov.
Priprava gruče ECS
Ker Amazon ECS uporablja svoj lastni repozitorij slik, moramo sliko iz Doc-
ker Hub prenesti v t. i. Elastični register vsebnikov (angl. Elastic Container
Registry). Postopek priprave Docker slike za uporabo pri ECS je bolj po-
drobno opisan v dodatku A.3.
Ko smo uspešno dodali sliko v repozitorij, lahko naredimo gručo ECS.
Kot je že omenjeno, obstajata dva možna načina delovanja ECS. EC2, kjer za
vzdrževanje infrastrukture skrbimo večinoma sami, ter Fargate, ki je rešitev,
pri kateri AWS prevzame večji del upravljanja.
Najprej bomo uporabili način EC2. Naredili bomo gručo z imenom „ml-
cluster“ ki ima naslednje lastnosti:
• Uporablja predlogo, ki nam poenostavi postopek. Predloga vsebuje pri-
pravljeno konfiguracijo instanc EC2, omrežno konfiguracijo in skupino
za avtomatsko skaliranje (angl. Auto Scaling Group).
• Tip instance EC2 je t2.small.
• Vsebniški agent (angl. Container agent) ima vlogo ecsInstanceRole, s
katero mu je omogočeno izvajanje potrebnih operacij nad vsebniki in
komunikacija z Amazon ECS API.
• Uporablja prej definirano varnostno skupino vsebnikov, s katero smo
določili načine povezovanja in razpoložljiva vrata instanc EC2.
S tem imamo pripravljeno osnovo gruče. Da lahko zaženemo vsebnike,
moramo poskrbeti za definicije nalog (angl. Task Definitions). Kot smo že
omenili, je definicija nalog načrt za izvajanje samih nalog znotraj instanc
EC2. Načrti nalog se uporabijo pri storitvah (angl. Services), pri katerih
podamo definicijo nalog in želeno število nalog, ki jih vzdržujemo. To tudi
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pomeni, da v primeru nepričakovane napake ali ustavljanja ene od nalog
skuša storitev ponovno ustvariti in zagnati nalogo. S tem poskrbi za vzdrže-
vanje določenega števila nalog.
Naredili bomo definicijo naloge z imenom „ml-task-definition“ in nasle-
dnjimi lastnostmi:
• Uporablja omrežni način bridged, ki vsebnikom omogoča medsebojno
komunikacijo.
• Definirane so lastnosti vsebnika, ki bo uporabljen znotraj nalog. Kon-
figuracija je opisana v nadaljevanju.
• V nastavitvah je vključena tudi podatkovna shramba, ki bo deljena
med vsebniki. Bolj natančno se v podatkovni shrambi nahaja dato-
teka modela model.joblib . V kontekstu tega dela jo bomo poimenovali
„model-volume“ in je tipa EFS (Elastic File System) ter uporablja prej
narejeni datotečni sistem, na katerem smo shranili datoteko modela
model.joblib.
Konfiguracija vsebnikov
Znotraj definicije moramo definirati tudi vsebnik, ki bo uporabljen znotraj
tega dela. Vsebnik ima naslednje lastnosti:
• Podati moramo povezavo URL do slike, ki je naložena v repozitorij ECR
(Elastic Container Repository) in iz katere bo ECS zgradil vsebnik.
• Konfigurirati moramo tudi preslikavo vrat med gostiteljsko instanco
EC2 ter vsebnikom, ki se izvaja znotraj nje. Preslikava vrat je narejena
na dinamičen način. Kot parameter vrat vsebnika smo podali vrata,
na katerih naša aplikacija posluša, in sicer 8000. Dinamično preslikavo
vrat omogočimo, če podamo vrednost 0 kot parameter vrat pri instanci
EC2 in jo uporabljamo zaradi vključitve porazdeljevanja obremenitve
(angl. Load balancing). S tem nam je tudi omogočeno izvajanje večjega
števila nalog znotraj ene instance EC2. [27].
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• Definirana je skupna podatkovna shramba „model-volume“, ki je priklo-
pljena na lokaciji /app/model. Ustvarjeni datotečni sistem povežemo z
definicijo naloge tako, da izberemo tip nosilca EFS ter podamo identi-
fikacijsko številko datotečnega sistema, ki smo ga naredili v prejšnjem
podpoglavju. Sama aplikacija se znotraj vsebnika nahaja na lokaciji
/app.
Ilustracije opisa delovanja dinamične preslikave vrat in konfiguracije po-
datkovne shrambe so v dodatku A.4.
Porazdeljevanje obremenitve
Zaradi omogočanja lažje konfiguracije avtomatskega skaliranja in boljše ob-
delave prometa, kot tudi varnosti, bomo naredili porazdeljevalca obremeni-
tve, ki bo enakomerno usmeril promet do vseh vsebnikov. Pri AWS obstaja
več tipov porazdeljevalcev obremenitve. Uporabili bomo aplikacijskega po-
razdeljevalca obremenitve (angl. Application Load Balancer), ker jih AWS
priporoča zaradi svoje fleksibilnosti [55]. Več o tipih porazdeljevalcev je za-
pisanega v dodatku A.5.
Podobno kot pri datotečnem sistemu in konfiguraciji instanc bomo nare-
dili varnostno skupino (angl. Security Group) za porazdeljevanje obremenitve
(angl. Load Balancing). Porazdeljevalec obremenitve bo sprejemal zahteve
HTTP na vratih 80.
Ker bodo instance EC2, na katerih se bodo nahajale definirane stori-
tve in naloge, sprejemale promet izključno iz porazdeljevalca obremenitve,
lahko posodobimo njihovo varnostno skupino ter povežemo porazdeljevalca
obremenitve z instancami. Torej bomo dodali pravilo, s katerim instancam
omogočimo sprejem celotnega prometa iz vseh komponent varnostne skupine
„ml-cluster-lb“ (v kateri se nahaja porazdeljevalec obremenitev). Preostali
promet, ki smo ga omogočili do instanc (HTTP, HTTPS), ni več potreben
in ta pravila lahko zbrišemo, ker instance EC2 ne bodo sprejemale zahteve
direktno od končnih uporabnikov, ampak preko porazdeljevalca obremeni-
tve. Pustili bomo le promet SSH za možnost prijave v instanco za potrebe
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popravljanja morebitnih napak.
Za omogočanje funkcionalnosti porazdeljevalca obremenitve in konfigura-
cijo usmerjanja zahtev moramo narediti ciljno skupino (angl. Target group).
Porazdeljevalec obremenitve usmerja zahteve glede na protokol in vrata, spe-
cificirana v ciljni skupini. Ciljna skupina vsebuje komponente, kot so instance
EC2 ali naloge. Namen ciljne skupine je grupirati komponente po poteh. Na
ta način porazdeljevalec obremenitve pridobi informacijo o tem, kako usmerja
zahteve do pravilnih instanc. Izbrali smo protokol HTTP in vrata 80, preko
katerih komunicira naš porazdeljevalec obremenitve.
Prikaz posodobljene varnostne skupine vsebnikov ter konfiguracije ciljne
skupine porazdeljevalca obremenitve je prikazan v dodatku A.6.
Avtomatsko skaliranje vsebnikov
Naša gruča ECS je zdaj skoraj pripravljena in vsebuje osnovne funkcional-
nosti. Poskrbeti moramo še za avtomatsko skaliranje.
AWS skaliranje storitev in instanc funkcionira prek alarmov na platformi
CloudWatch, ki je namenjena spremljanju in zbiranju podatkov o metrikah
v aplikaciji in omogoča napredne tehnike pregleda, ugotavljanja napak in
spremljanja dnevnikov aplikacij [2]. V kontekstu avtomatskega skaliranja je
alarm meja izbrane metrike glede na katero skaliramo naš sistem, ki povzroča
akcijo skaliranja (povečevanja ali zmanjševanja števila nalog ali instanc EC2)
v primeru preseganja. V nadaljevanju bomo videli, kako lahko med konfigu-
racijo storitve naredimo nov alarm in kako ga AWS uporabi pri skaliranju
storitve in števila izvajajočih se nalog.
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V kontekstu naše gruče obstajata dva vidika skalabilnosti:
• Skaliranje nalog v okviru storitve. To pomeni, da ko določena metrika
preseže podano mejo (npr. odstotek izkoriščenosti CPE virov dodelje-
nih nalogam), storitev poskuša začeti dodatne naloge, znotraj katerih
se izvaja vsebnik z našo aplikacijo. Ko storitev izračuna potrebno šte-
vilo dodatnih nalog, bo skušala poiskati proste vire pri instancah EC2.
Seveda se lahko zgodi, da so instance EC2 izpolnjene in zmanjka pro-
stora. Zaradi tega moramo poskrbeti tudi za avtomatsko skaliranje
instanc.
• Skaliranje števila instanc EC2 glede na izvajajoče se število nalog. Za
skaliranje instanc naredimo skupino za avtomatsko skaliranje (angl.
Auto Scaling Group), s katero ECS nadzira optimalno število instanc.
V kontekstu avtomatskega skaliranja se pogosto uporablja izraz „ponu-
dnik kapacitete“ (angl. Capacity Provider, ki pomeni opis infrastrukture, na
kateri se izvaja neka naloga [5]. Pri gruči ECS, ki uporablja instance EC2 za
izvajanje nalog, ponudnik kapacitete vsebuje ime ter skupino za avtomatsko
skaliranje (angl Auto Scaling Group), katero nadzoruje.
Cilj avtomatskega skaliranja je priskrbeti pravo število instanc EC2 glede
na zahtevnost, ki je določena z metrikami. V tem primeru se uporabi me-
trika CapacityProviderReservation, ki nam pove, ali moramo število instanc
povečati (scale-out) ali zmanjšati (scale-in).
V kolikor uporabljamo metriko CapacityProviderReservation, lahko na
število instanc vplivata dve spremenljivki:
• M, ki pove želeno število aktivnih instanc;
• N, ki pove trenutno število aktivnih instanc.
Metrika se računa po enačbi:
M
N
∗ 100
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Vrednost zgornje formule opisuje razmerje želene velikosti ter trenutne
velikosti skupine za avtomatsko skaliranje v odstotkih [63]. Želena velikost
skupine za avtomatsko skaliranje se izračuna glede na želeno število nalog v
okviru storitve ki uporablja skupino za avtomatsko skaliranje.
Potrebno je premisliti in podati vrednost rezervacije ponudnika kapaci-
tete, katero želimo vzdrževati. Najbolj intuitivna vrednost je 100 %, če
hočemo imeti takšno število instanc EC2, tako da so vse izkoriščene in iz-
polnjene z nalogami. Bi pa pri povečevanju obremenitve, poleg zagona nove
naloge, morali čakati tudi na zagon nove instance EC2. Druga možnost je
nastavljanje manjšega odstotka rezervacije kot ciljno vrednost. V tem pri-
meru pa bomo imeli prazne instance. Naš sistem rabi nekaj časa za nalaganje
modela in v nadaljevanju bomo videli, kako lahko s zmanjševanjem ciljne vre-
dnosti zmanjšamo tudi čakalni čas in pohitrimo skaliranje, ker se potrebni
računalniški viri bodo dodelili novim nalogam takoj, brez dodatne zamude
zaradi zagona novih instanc EC2.
Proces omogočanja avtomatskega skaliranja je sestavljen iz nekaj korakov:
• Narediti je treba skupino za avtomatsko skaliranje, s katero grupiramo
instance EC2, kontroliramo njihovo število in specificiramo konfigura-
cijo instanc (tip, operacijski sistem ipd.).(angl. Auto Scaling Group)
• Narediti je treba ponudnika kapacitete (angl. Capacity Provider) gruče,
s katerim povežemo skupino za avtomatsko skaliranje z gručo. Ponu-
dnik kapacitete gruče nadzira vkupno število instanc EC2 glede na
metriko rezervacije instanc EC2 ki dodelimo nalogam.
• Narediti je treba storitev (angl. Service), s katero zaženemo določeno
število nalog znotraj instanc EC2 in določimo metriko za skaliranje
posameznih nalog (v našem primeru to bo odstotek izkoriščenosti CPE
vsake naloge).
V prvem koraku naredimo skupino za avtomatsko skaliranje „ml-cluster-
autoscaling-group“, s katero združimo instance, ki so namenjene izvajanju
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nalog in upravljanju njihovega števila. Skupinam določimo konfiguracijo za-
gona (angl. Launch Configuration) naše gruče in s tem shranimo nastavitve
instanc EC2, ki jih skupina uporabi pri zagonu novih instanc. Glede samega
števila instanc določimo začetno, minimalno ter maksimalno število instanc.
Pripravili bomo tudi ponudnika kapacitete „ml-cluster-capacity-provider“,
ki uporablja prej narejeno skupino za avtomatsko skaliranje. Zaenkrat bo
specificirana vrednost kapacitete izpolnjenosti virov instanc EC2, ki jih že-
limo vzdrževati 100%, torej želimo imeti vse instance izpolnjene.
Ostal je še korak, pri kateremu naredimo storitev in poženemo naloge
znotraj instanc. Storitev „ml-cluster-service“ ima naslednje lastnosti:
• Določiti moramo minimalno, maksimalno in začetno želeno število na-
log. Minimalno število nalog bo 1, maksimalna 25, začetno želeno
število pa 4.
• Je tipa REPLICA.
• Minimalni odstotek zdravih nalog (angl. Minimum healthy procent) je
100, maksimalni odstotek je 200. Ta dva parametra se uporabita pri
posodobitvi nalog, če uporabimo tekoče posodabljanje (angl. rolling
update) med tekom izvajanja. Minimalni odstotek pomeni delež nalog
(glede na želeno število nalog), ki morajo biti med posodabljanjem v
statusu RUNNING, ker AWS v trenutku posodabljanja ustavi staro
verzijo naloge in jo zamenja z novo. Maksimalni odstotek pa predsta-
vlja maksimalni delež nalog, ki imajo v trenutku posodabljanja status
RUNNING ali PENDING. S tema dvema parametroma se izognemo
izgubi prevelikega števila nalog ali nepotrebni porabi virov v trenutku
posodabljanja.
• Uporablja prej narejenega porazdeljevalca obremenitve „ml-cluster-lb“,
ki bo vsebnike nalog registriral znotraj njegove ciljne skupine.
• Med konfiguracijo storitve moramo narediti tudi novo politiko skali-
ranja (angl. scaling policy), s katero navedemo način, kako bo AWS
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izračunal potrebno število aktivnih nalog in jih ustrezno skaliral. Ti-
pov politike skaliranja je več. Zaenkrat bomo uporabili t. i. politiko
sledenja ciljem (angl. Target Tracking Scaling Policy), pri kateri AWS
izračuna število nalog glede na neko določeno metriko in ga prilagaja
tako, da zagotovi tej metriki čim bolj podobno vrednost. Naredili smo
novo politiko skaliranja „ml-cluster-scaling-policy“ ter kot metriko do-
ločili izkoriščenost CPE, kot vzdrževalno vrednost pa 75 %. AWS bo
naredil nov alarm na platformi CloudWatch, ki sproži akcijo skaliranja
v primeru preseganja vrednosti metrike. Za skaliranje glede na metriko
kot je izkoriščenost CPE, AWS priporoča uporabo politike sledenja ci-
ljem glede na metrike ki se sorazmerno zmanjšujejo ko se kapaciteta
gruče povečuje (izkoriščenost CPE ali število zahtev na minuto). To
pomeni da lahko imamo bolj stabilno prilagodljivost sistema ko upora-
bimo politiko sledenja ciljem. Za bolj podrobne nastavitve skaliranja
pa lahko uporabimo politike skaliranja v korakih, pri katerih lahko ska-
liramo glede na poljubne metrike in dodajamo vnaprej določeno število
nalog v primeru preseganja meje. Politike skaliranja v korakih bomo
raziskali v nadaljevanju in pokazali kako jih lahko uporabimo za hitreje
skaliranje [56].
Konfiguracija gruče z uporabo instanc EC2 je sedaj končana. AWS ECS
bo zagnal potrebno število nalog v instancah. Osnovna metrika za skalira-
nje je izkoriščenost CPE nalog. Prekoračitev 75 % izkoriščenosti CPE bo
sprožila skaliranje in zaganjanje novih nalog znotraj instanc EC2 v skupini
za avtomatsko skaliranje. To bo vplivalo na metriko rezervacije ponudnika
kapacitete ki to skupino kontrolira. Če je dovoljena vrednost rezervacije po-
nudnika kapacitete presežena, se bo sprožil alarm pri platformi CloudWatch
in se po zagnalo potrebno število novih instanc EC2.
Naredili smo shematski prikaz gruče, kar je prikazano na sliki 3.3. Imamo
porazdeljevalca obremenitve (Load Balancer), ki usmerja zahteve v gručo.
Črni kvadrati v sredini označujejo instance EC2. Znotraj instanc EC2 se
izvajajo naloge, na katerih se izvajajo vsebniki. Vse instance EC2 so grupi-
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rane v skupino za avtomatsko skaliranje (Auto Scaling Group), preko katere
nadzorujemo njihovo število.
Storitev je označena kot rdeči pravokotnik v sredini. Storitev obsega več
nalog, ki se lahko nahajajo v več instancah EC2.
Na desni strani imamo ilustracijo datotečnega sistema, priklopljenega na
vse vsebnike, ki iz njega berejo podatke.
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Slika 3.2: Shematski prikaz gruče.
3.1.3 Vzpostavitev sistema na ECS z uporabo Fargate
Kot smo že zapisali lahko naloge zaganjamo na instancah EC2 in rešitvi
Fargate, pri kateri nam ni več potrebno skrbeti za skaliranje ter vzpostavitev
instanc EC2, ampak samo za skaliranje nalog. [13]
Fargate je tehnologija, s katero nam AWS ponuja možnost zaganjanja
nalog in storitev na brezstrežniški (angl. serverless) arhitekturi. To pomeni,
da ne plačujemo za instance EC2 (na katerih izvajamo naloge) na uro, ampak
zgolj za rezervirane računalniške vire nalog. V ozadju, pri avtomatskemu
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skaliranju, ECS še vedno uporablja infrastrukturo, ki je zgrajena iz instanc
EC2, a je to pred nami skrito in za naloge določimo samo računalniške vire.
Pri Fargate načinu ne skrbimo za instance EC2 ter tipe instanc, podamo pa
samo zahteve računalniških virov nalog.
Začetni korak vzpostave gruče Fargate je podoben EC2. Glavna razlika
je v načinu zagona nalog. Zato moramo, ko delamo novo definicijo naloge
(angl. Task Definition), izbrati še Fargate način.
Naredili bomo novo gručo „ml-cluster-fargate“. Izbrali bomo predlogo, v
kateri je urejena le konfiguracija omrežja (angl. networking only), ker sta
drugi dve možnosti predvideni za uporabo pri infrastrukturi EC2. Storitev,
ki jo lahko uporabimo, je orodje za spremljanje metrik CloudWatch Container
Insights, ki nam prikazuje bolj podrobne metrike storitve ali nalog [6].
Za naloge Fargate AWS zahteva uporabo awsvpc omrežnega načina. V
prejšnjem poglavju smo uporabili navaden način Docker bridge. Način awsvpc
omogoča lažjo konfiguracijo medsebojne komunikacije vsebnikov [7].
Ponudnik kapacitete (angl. Capacity Provider) je v načinu Fargate že
nameščen in ga ni treba ročno konfigurirati ter narediti novo skupino za
avtomatsko skaliranje (angl. Auto Scaling Group), kot smo morali pri načinu
EC2. To pomeni, da za infrastrukturo, na kateri se izvajajo naloge, več ne
skrbimo. Seveda pa, če želimo vzdrževati neko število nalog, moramo narediti
storitev (angl. Service) in določiti želeno število nalog.
Še vedno uporabljamo aplikacijskega porazdeljevalca obremenitve. Če-
prav je možno uporabiti prejšnjega ter registrirati novo ciljno skupino (angl.
Target Group), bomo zaradi boljše preglednosti metrik naredili še enega, ki
je namenjen novi gruči. Povezovanje nalog v načinu Fargate s porazdeljeval-
cem obremenitve zahteva drugačno konfiguracijo. Do sedaj je tip cilja (angl.
Target Type) bil instance, ker pri načinu EC2 uporabljamo instance EC2.
Pri Fargate pa je zahtevani tip cilja ip, ker v zahtevanem omrežju awsvpc
vsaka naloga dobi svoj lastni IP naslov.
Naredili bomo ciljno skupino tipa ip ter aplikacijskega porazdeljevalca
obremenitve ter jih povezali s storitvijo. Uporabljamo novega porazdelje-
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valca obremenitve „ml-cluster-lb-fargate“, ki posluša na vratih 80 za protokol
HTTP. Ciljna skupina je tipa ip. Povezovanje ciljne skupine, porazdeljevalca
obremenitve in storitve je prikazano v dodatku A.7.
Ostane še konfiguracija avtomatskega skaliranja. Naredili bomo novo po-
litiko sledenja ciljem, pri kateri kot vzdrževalno metriko določimo povprečno
izkoriščenost CPE, ki bo 75 %. Izkoriščenost CPE se meri glede na specifi-
cirano rezervacijo računalniških virov nalog, ki smo jo določili med konfigu-
racijo nalog. Glede na izkoriščenost CPE vseh nalog se izračuna povprečna
izkoriščenost, nato pa se v primeru preseganja meje sproži akcija skaliranja
števila nalog. Ko naredimo novo politiko sledenja ciljem, nam ECS naredi
dva alarma pri platformi CloudWatch, po katerih se skaliranje izvaja. Če
matrika preseže 75 % in je v tem obsegu več kot 3 minute, AWS izračuna
potrebno število nalog ter skalira gručo in poveča število želenih nalog. Po-
dobno je tudi v primeru zmanjšanja nalog.
Kot bomo videli, za politiko sledenja ciljem ni možna izbira metrik po
meri (odzivni čas, število uspešnih odgovorov na zahtevo ipd.). Na voljo so
samo tri metrike, in sicer izkoriščenost CPE, izkoriščenost pomnilnika
ter število zahtev po cilju (nalogi). Da lahko uporabimo metrike po
meri, lahko konfiguriramo drugo vrsto politike, ki se imenuje skaliranje v
korakih (angl. Step Scaling), ki jo bomo pokazali v nadaljevanju.
Naredili smo shematski prikaz naše gruče. Kot vidimo je situacija po-
dobna kot v primeru EC2, le da nimamo več instanc EC2 in skupin za avto-
matsko skaliranje v naši gruči.
26 Bogdan Petrović
Slika 3.3: Shematski prikaz gruče Fargate.
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3.2 Vzpostava skalabilnega sistema za strojno
učenje na platformi Google Kubernetes En-
gine
Ker je Kubernetes eno izmed najbolj priljubljenih in uporabnih orodij za or-
kestracijo vsebnikov ter je podpora orkestraciji vsebnikov z uporabo Kuber-
netesa standard pri vseh ponudnikih oblačnih storitev, se bomo osredotočali
na različne metode vzpostavitve gruč z njegovo pomočjo.
Videli bomo, kako GKE (Google Kubernetes Engine) olajša in poenostavi
celoten postopek ter kakšne možnosti ponuja za spremljanje in skaliranje gruč
vsebnikov.
Naredili bomo gručo pri Google Kubernetes Engine, spisali konfiguracij-
ske datoteke ter uporabili orodje kubectl za povezovanje [50].
3.2.1 Koncepti Kubernetesa
Kubernetes je platforma za upravljanje z vsebniki, ki so najbolj pogosto
zgrajeni v Dockerju. To pomeni, da lahko že zgrajeno Docker sliko uporabimo
brez dodatne konfiguracije repozitorijev, kot smo morali narediti v primeru
vzpostavitve na ECS.
V kratkem bomo razložili načela delovanja in najbolj pomembne kompo-
nente sistema Kubernetes, kot tudi uporabljene komponente pri vzpostavitvi
pri GKE, nato pa bomo predstavili konfiguracijske datoteke ter razložili nji-
hov pomen.
Osnovne komponente Kubernetesa lahko razdelimo v dve skupini [44].
Prva označuje skupino komponent pri vozlišču (angl. node). Vozlišča so
VPSi, na katerih se izvajajo vsebniki. Vozlišča lahko po potrebi poljubno
dodajamo ali brišemo iz gruče.
Vsako vozlišče vsebuje nekaj pomembnih elementov, ki so potrebni za
delovanje gruče, kot so agent kubelet, ki se izvaja pri vsakemu vozlišču in
skrbi za ustrezno izvajanje vsebnikov, ter kube-proxy, ki skrbi za omrežno
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konfiguracijo vozlišča in skrbi za komunikacijo s preostankom gruče.
Druga ključna komponenta sistema Kubernetes je kontrolna ravnina
(angl. Control Plane), katere naloga je upravljanje z vozlišči in zagotavlja-
nje razpoložljivosti gruče. Nekaj pomembnih elementov kontrolne ravnine so
kube-apiserver, ki odpre dostop do Kubernetes API, preko katerega upra-
vljamo s stanjem gruče, podatkovna baza etcd, ki hrani podatke o celotni
gruči, ter kube-scheduler, ki razporeja naloge po vozliščih.
Celotna infrastruktura Kubernetes gruče je prikazana na sliki 3.4.
Slika 3.4: Komponente gruče Kubernetes. Kontrolna ravnina vsebuje kompo-
nente, potrebne za upravljanje z vozlišči ter povezovanje s Kubernetes API.
Vsako vozlišče pa vsebuje elemente, ki omogočajo izvajanje vsebnikov ter
povezovanje s kontrolno ravnino. [44]
Želeno stanje gruče določimo z uporabo objektov Kubernetes. Preko
objektov določimo vse načine obnašanja gruče, vsebino ter gradnike aplika-
cije, načine skaliranja, omrežno konfiguracijo ipd.
Načinov upravljanja z objekti znotraj gruče je več in so odvisni od tega,
ali gručo spreminjamo direktno z ukazi, ali specificiramo stanje. V našem
primeru bomo uporabili t. i. deklarativni pristop, pri katerem je celotna
konfiguracija objektov predstavljena v datotekah .YAML, v katerih specifi-
ciramo želeno stanje (angl. state) naše gruče, v nasprotju z imperativnim
Diplomska naloga 29
pristopom, pri kateremu uporabljamo ukaze [45].
Osnovni gradnik sistema Kubernetes objektov je strok (angl. Pod). Je
najmanjša enota, ki jo lahko naredimo in s katero upravljamo v Kubernetesu
[53]. Strok označuje enega ali več vsebnikov, v katerih se izvajajo komponente
naše aplikacije, ki delijo podatkovno shrambo in omrežno konfiguracijo. Če
je naša aplikacija bolj kompleksna, je dobra praksa vzdrževati vsebnike s
podobnimi funkcionalnostmi znotraj enega stroka.
Praksa namestitve in konfiguracije le enega posameznega stroka ni pogo-
sta in se ne priporoča, ker je boljši in učinkovitejši način uporaba krmilnikov
(angl. controllers), katerih naloga je upravljanje strokov na nivoju skupine
(vzdrževanje določenega števila strokov, ponovno zaganjanje strokov v pri-
meru nepričakovanega ustavljanja, zaganjanje stroka z namenom izvajanja
določenih nalog ter pravilno ustavljanje in brisanje stroka ...) [53].
V našem primeru bomo uporabili namestitev (angl. Deployment). Pri
uporabi namestitve v konfiguracijski datoteki specificiramo začetno želeno
število strokov (se spreminja med skaliranjem) ter predlogo (angl. Tem-
plate) strokov. V predlogi stroka specificiramo vsebnike, ki jih želimo za-
gnati, omrežno konfiguracijo, zahteve virov, ipd. V našem primeru bo strok
vseboval en vsebnik, in sicer strežnik API, ki se bo izvajal znotraj vseb-
nika Docker. Ko uveljavimo konfiguracijo namestitve, bo Kubernetes zagnal
določeno število strokov.
Naslednja pomembna komponenta našega sistema je podatkovna shramba.
Problem se pojavi v primeru, če vsak strok bere podatke iz svojega lastnega
nosilca (angl. volume), ker se v primeru brisanja stroka zbriše tudi vsebina
nosilca. Zaradi tega rabimo način vzpostavitve skupne točke za shranjevanje
podatkovnega modela in omogočiti branje vsem strokom.
V Kubernetesu obstaja koncept trajnega nosilca (angl. Persistent Vo-
lume), ki ni odvisen od strokov ali vozlišč, ki ga uporabljajo [52]. To pomeni,
da se v primeru ustavljanja stroka ali celo namestitve, se vsebina nosilca
ohrani. V kontekstu nosilcev obstajata dva pomembna pojma:
• Trajni nosilec (angl. Persistent Volume) – sama podatkovna shramba.
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V našem primeru bo to disk, ki je formatiran z datotečnim sistemom
ext4, v kateremu shranjujemo model [30].
• Zahteva trajnega nosilca (angl. (Persistent Volume Claim) – s konfigu-
racijo objekta Persistent Volume Claim dejansko „zahtevamo“ določeno
podatkovno shrambo. Specificiramo lastnosti podatkovne shrambe, kot
na primer velikost. V trenutku, ko uveljavimo spremembe konfiguracije
(ukaz kubectl apply), Kubernetes naredi nov objekt PersistentVolume
in ga poveže z našo zahtevo. Ko želimo uporabiti nosilca v stroku, ga
povežemo z imenom objekta PersistentVolumeClaim ki smo ga nare-
dili. Točne specifikacije ter kapacitete privzetega fizičnega pomnilnika
pa sta odvisni od oblačnega ponudnika in razreda podatkovne shrambe
(Storage Class) [57].
Naslednja pomembna stvar pri vzpostavi gruče pri sistemu Kubernetes je
omrežna konfiguracija.
Objekti, s pomočjo katerih lahko „odpremo“ strok, omogočimo dostop,
dodelimo IP naslov ter mu s tem omogočimo komunikacijo z drugimi kompo-
nentami gruče, se imenujejo storitve (angl. Service). Obstaja nekaj tipov
storitev [65]:
• ClusterIP, ki odpre dostop do stroka le komponentam, ki so znotraj
gruče. Končni uporabniki dostopajo do aplikacije preko porazdeljevalca
obremenitve (angl. Load Balancer) ali druge zunanje komponente, ki
kontrolira dostop do gruče.
• NodePort, ki odpre določena vrata pri vozlišču in omogoči dostop do
stroka tudi od zunaj.
• Porazdeljevalec obremenitve (angl.Load Balancer). Je objekt, ki
od zunaj odpre dostop do gruče. Med kreiranjem objekta Load Balan-
cer se za omogočanje dostopa in za funkcionalnosti uporabi porazde-
ljevalec obremenitve oblačnega ponudnika, na kateremu vzpostavljamo
gručo.
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Poleg storitev je za omrežno konfiguracijo pomemben tudi vstopni objekt
(angl. Ingress object). Z vstopnim objektom določamo pravila dostopa do
gruče, tako da podamo poti, preko katerih dovolimo promet. Vstopni objekt,
sam zase, nima učinka nad gručo, ampak poda zgolj pravila usmerjanja. Da
pravila lahko uporabimo, bomo rabili objekt, ki bo direktno odprt s strani
končnih uporabnikov in bo usmerjal promet glede na podana vstopna pravila.
Pri GKE, med konfiguracijo in uveljavitvijo vstopnih pravil, se bo avtomat-
sko naredil porazdeljevalec obremenitve (angl. Load Balancer), ki bo imel
svoj zunanji IP naslov in bo povezan z našo gručo. Pri sprejemu uporabniške
zahteve upošteva podana vstopna pravila.
Na koncu bomo v naši gruči uporabili objekte za avtomatsko skaliranje.
V Kubernetesu imamo nekaj načinov konfiguracije avtomatskega skalira-
nja. Eden izmed objektov, ki se najbolj pogosto uporablja pri skaliranju, je
HPA, čigar delovanje je prikazano na sliki 3.5. Povezan je z objektom, ki
kontrolira število strokov, kar je v našem primeru namestitev [38]. Glede na
določeno metriko se računa želeno število strokov, in sicer po formuli:
želenoSteviloStrokov =
⌈
trenutnoŠteviloStrokov · trenutnaVrednostMetrike
želenaVrednostMetrike
⌉
HPA je implementiran kot kontrolna zanka, ki na določeno periodo pre-
verja izkoriščenost virov gruče. Ker HPA ima dostopa do nastavitve, ko
je opažena prekoračitev izkoriščenosti glede na specificirane parametre, se
sproži skaliranje in se število strokov prilagodi [38]. Najbolj pogosto se kot
metrika uporablja izkoriščenost CPE, a so možne tudi druge metrike. HPA
bo periodično preverjal trenutno stanje metrik (privzeta vrednost periode
je 15 sekund), se odzival na spremembe ter izračunal novo število strokov,
potrebno za izpolnjevanje želene metrike.
Edina privzeta metrika, ki je na voljo, je izkoriščenost CPE. V GKE lahko
vključimo tudi naše metrike po meri, če omogočimo t. i. adapter metrik po
meri (angl. Custom Metrics Adapter), ki ga lahko uporabimo za zbiranje
metrik. Preden ga lahko uporabimo ga moramo povezati z našo gručo in
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mu podati potrebne pravice. Metriko lahko naredimo v naši aplikaciji in
ji določimo ime. Prek omogočenega adapterja lahko pošiljamo podatke o
metriki na storitev oblačnega spremljanja (angl. Cloud Monitoring). Ko
smo zbrali dovolj podatkov o metriki, jo lahko uporabimo v konfiguracijski
YAML datoteki objekta HPA. [11].
Slika 3.5: Prikaz delovanja objekta HPA. HPA glede na metriko kontrolira
število strokov namestitve.
Kot tudi pri AWS ECS storitvi za orkestracijo, tudi pri GKE obstajata
dva vidika skalabilnosti:
• Avtomatsko skaliranje strokov glede na določeno metriko, običajno je to
izkoriščenost CPE. Če gre za horizontalno skaliranje strokov, to pomeni
povečanje ali zmanjševanje števila strokov v realnem času.
• Skaliranje gruče. Pod vplivom avtomatskega skaliranja strokov se pove-
čuje (ali zmanjšuje) rezerviranost vozlišč, na katerih se izvajajo vsebniki
in stroki, kjer je zahtevano tudi povečevanje (ali zmanjševanje) njiho-
vega števila.
Druga metoda skaliranja strokov je vertikalno skaliranje (angl. Vertical
Pod Autoscaling), pri katerem namesto prilagoditve njihovega števila spremi-
njamo njihove zahteve računalniških virov (delež CPE ter velikost pomnilnika
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vsakemu stroku). Če zahteve CPE ali pomnilnika presežejo kapaciteto vo-
zlišča, lahko z omogočanjem nastavitve avtomatskega dodeljevanja vozlišč
(Node auto-provisioning) avtomatsko dodelimo močnejše VPS, vendar smo
omejeni na uporabo splošnonamenskega podtipa VPS n1 [49].
Pri GKE se za grupiranje VPS-ov z enako konfiguracijo uporablja zaloga
vozlišč (angl node pool). Konfiguracijo zaloge vozlišč lahko spremenimo v
JSON specifikaciji NodeConfig. Kar se tiče skaliranja gruče, pri kateri prila-
gajamo število VPS-ov, je to pri GKE narejeno avtomatsko. Komponenta, ki
to omogoča, se imenuje Cluster Autoscaler [21]. Pri konfiguraciji moramo
določiti le minimalno ter maksimalno število vozlišč, ki ga bo CA upošte-
val pri skaliranju. Princip je podoben kot pri ECS, pri katerem CA opazuje
rezerviranost virov na VPS-ih.
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3.2.2 Konfiguracijske datoteke Kubernetes gruče in pri-
prava gruče
V novem projektu bomo pri platformi Google Cloud Engine naredili gručo
z imenom „ml-cluster“, omogočili nastavitev avtomatskega skaliranja gruče
(angl. Cluster autoscaling) ter določili minimalno in maksimalno število vo-
zlišč. To nastavitev prikazuje slika 3.6.
Slika 3.6: Omogočanje avtomatskega skaliranja gruče in nastavitvi minimal-
nega ter maksimalnega števila vozlišč.
Po tem, ko imamo pripravljeno gručo, moramo konfigurirati še podatkovni
nosilec.
Priprava podatkovnega nosilca
V našem primeru moramo imeti skupni podatkovni nosilec, na katerem shra-
nimo datoteko naučenega modela model.joblib. Nosilec se mora priklopiti ob
zagonu vsakega stroka, znotraj vsebnika pa se mora naložiti datoteka. Nato
se iz naložene datoteke podatki posredujejo uporabnikom. Zato bi rabili
komponento s podatki, ki ne bo odvisna od stanja strokov.
Pri Kubernetesu obstaja več načinov uporabe nosilcev, ali bolj konkretno
– nosilcev Persistent Volume:
• ReadWriteOnce – samo eno vozlišče lahko priklopi nosilca za bralni
ter pisalni dostop;
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• ReadOnlyMany – več vozlišč lahko priklopi nosilca za bralni dostop;
• ReadWriteMany – več vozlišč lahko priklopi nosilca za bralni in pi-
salni dostop.
Pri GKE so ena izmed možnosti uporabe nosilcev diski, t. i. Persistent
Disk. Uporabili jih bomo za shranjevanje datoteke z modelom. Pomanjklji-
vost tega pristopa je v tem, da instance Persistent Disk ne omogočajo načina
ReadWriteMany in smo zato omejeni na prva dva. Shranjevanje podatkov
bomo naredili po pristopu ReadOnlyMany, a gre za zahtevnejši postopek
dodajanja datoteke in priprave nosilca, ki ga bomo tudi prikazali.
Ena izmed možnosti je uporaba NAS (Network Attached Storage), ki je
namenjen VPS-om, kot je na primer Firestore, ki omogoča tudi način delo-
vanja ReadWriteMany ter ponuja tudi možnost uporabe diskov SSD. Problem
takšnega pristopa je v tem, da je Firestore predviden za večje količine po-
datkov, ker je minimalna velikost pomnilnika, ki ga lahko izberemo, 1 TB,
ta pa je izjemno drag [31]. Zato bomo ostali pri zgoraj omenjenih diskih.
Za delo z datotekami YAML bomo uporabljali ukazno vrstico gcloud za
povezovanje z gručo ter kubectl za uveljavitev nastavitev.
Kot je že omenjeno je Persistent Volume Claim neka vrsta zahteve infra-
strukture za podatkovno shrambo. Zato bomo naredili nov PVC in zahtevali
disk z velikostjo 3 GB.
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1 apiVersion: v1
2 kind: PersistentVolumeClaim
3 metadata:
4 name: ml-service-pv-claim
5 spec:
6 accessModes:
7 - ReadOnlyMany
8 resources:
9 requests:
10 storage: 3G
Kot vidimo, bomo naredili nov PVC z imenom „ml-service-pv-claim“ in
od GKE zahtevali 3 GB diska. Datoteko YAML smo imenovali snml-server-
persistent-volume-conf.yaml
S kubectl smo že povezani z gručo in z ukazom
kubectl apply -f ml-server-persistent-volume-conf.yaml
Uveljavimo spremembe na gruči in naredimo nov PVC. Slika 3.7 prikazuje
nastavljen objekt PVC, ki je povezan z diskom nosilcem.
Slika 3.7: Objekt Persistent Volume Claim, ki je povezan z nosilcem.
Sledi pa priprava nosilca za uporabo. To pomeni, da moramo ustrezno
formatirati datotečni sistem in dodati datoteko z modelom. Naredili bomo
nov VPS pri GKE, priklopili nosilca in ga konfigurirali. Ker GCE ponuja
zelo uporaben vmesnik SSH v samem brskalniku, je celoten proces malce
bolj enostaven.
Postopek priprave podatkovnega nosilca je podrobno opisan v dodatku
B.1.
Diplomska naloga 37
Imamo konfiguriranega podatkovnega nosilca s podatki. Vsakič, ko se
zažene strok, se bo najprej datotečni sistem priklopil na neko lokacijo znotraj
vsebnika, od kod bodo podatki prebrani.
Priprava namestitve
Naslednji korak je konfiguracija namestitve, v katero specificiramo, kaj se bo
izvajalo v strokih. V nadaljevanju je opisana konfiguracija v YAML.
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1 apiVersion: apps/v1
2 kind: Deployment
3 metadata:
4 name: ml-server-deployment
5 spec:
6 replicas: 3
7 selector:
8 matchLabels:
9 component: ml-service
10 template:
11 metadata:
12 labels:
13 component: ml-service
14 spec:
15 containers:
16 - image: bogdanp3trovic/ml-server:latest
17 name: ml-server
18 ports:
19 - containerPort: 8000
20 resources:
21 requests:
22 cpu: "250m"
23 volumeMounts:
24 - name: model-storage
25 mountPath: /app/model
26 readOnly: true
27 volumes:
28 - name: model-storage
29 persistentVolumeClaim:
30 claimName: ml-service-pv-claim
31 readOnly: true
V tej konfiguracijski datoteki smo določili naslednje lastnosti:
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• Je tipa namestitev, število strokov, na katerih se izvajajo vsebniki za
posredovanje podatkov iz naučenega modela, ki jih vzdržujemo, pa je
enako 3.
• Uporabljamo sliko „ml-server“ iz repozitorija na Docker Hubu [25].
• Poslušamo na vratih 8000, ker so to vrata, na katerih Gunicorn strežnik
posluša promet.
• Zahteva minimalne količine računalniških virov, kar je 250m oziroma
250 enot miliCPE za vsak vsebnik, torej četrtino enega jedra CPE pri
VPSu. Če določimo samo minimalno količino, bo vsebnik lahko upo-
rabil več, če ima na voljo. Če želimo omejiti maksimalno uporabljeno
količino virov, moramo v konfiguraciji definirati mejne vrednosti.
• Od 28. vrstice naprej smo definirali podatkovni nosilec „model-storage“
ter ga povezali s predhodno narejenim objektom PersistentVolume-
Claim, ki uporablja disk. Označiti moramo tudi parameter readOnly:
true, da lahko uporabimo isti disk pri več VPS-ih. Če tega ni, nam
GKE ne bo pustil dostopa do diska iz več VPS-ov, ker gcdPersistent-
Disk ne dopušča dostopa ReadWriteMany.
• Nastavitve volumeMounts označujejo lokacijo na samem vsebniku,
kjer bomo priklopili podatkovni nosilec.
Z orodjem kubectl lahko zdaj uveljavimo konfiguracijo pri gruči in videli
bomo, da je namestitev uspešno zagnana, kar je prikazano na sliki 3.8.
Slika 3.8: Uspešno zagnana namestitev. GKE bo vzdrževal tri stroke ter jih
ponovno zaganjal v primeru napake ali nepričakovanega ustavljanja.
Do sedaj smo konfigurirali podatkovno shrambo ter samo namestitev. Da
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lahko dostopamo do strokov, jih moramo nekako „odkriti“. Pri tem pomagajo
storitve (angl. Services).
Priprava storitve NodePort
Definirali bomo storitev NodePort, ki odpre dostop do strokov zunanjim
uporabnikom. Ko povežemo objekt NodePort z namestitvijo, bomo dobili le
povezavo do posameznih strokov. S tem pa še vedno ne rešimo porazdelje-
vanja obremenitve, kar si bomo pogledali v nadaljevanju.
Definicija storitve NodePort je enostavna:
1 apiVersion: v1
2 kind: Service
3 metadata:
4 name: ml-server-nodeport-service
5 spec:
6 type: NodePort
7 selector:
8 component: ml-service
9 ports:
10 - port: 8000
11 targetPort: 8000
Vsebuje naslednje lastnosti:
• Vrstica 7 (selector) poveže storitev z namestitvijo „ml-service“, ki smo
jo naredili v prejšnjem koraku.
• Odprli bomo vrata 8000 za dostop izven gruče, kot tudi za dostop zno-
traj gruče. Parameter nodePort, ki ga nismo vključili v konfiguracijo,
pomeni številko vrat na samem VPS. Ker ni specificiran, bo kontrolna
plast dodelila poljubno številko vrat.
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Omenili bomo tudi, da bi bila v produkcijskem okolju boljša ideja upora-
biti objekt ClusterIP namestoNodePort, ker namestitve ne bodo direktno
dostopne končnim uporabnikom. Medtem NodePort enostavno odpre vrata
na VPS-u, ki ima zunanji IP naslov, ClusterIP pa dodeli netrajni IP naslov,
ki je dosegljiv le objektom znotraj iste gruče. Vzpostavitev se bo razliko-
vala, ker gruča ne bo funkcionirala le z uporabo porazdeljevalca obremenitve
GKE, saj se porazdeljevalec obremenitve nahaja izven gruče in mu posle-
dično namestitve ne bodo dosegljive zaradi uporabe storitve ClusterIP. Za ta
namen bi rabili komponento, ki bo izvajala usmerjanje zahtev znotraj gruče,
kot je na primer Ingress Nginx, ki bo povezan z zunanjim porazdeljevalcem
obremenitve GKE. [39].
Konfiguracija vstopnih pravil
Kar se tiče omrežne konfiguracije, nam ostanejo samo še vstopna pravila:
1 apiVersion: networking.k8s.io/v1beta1
2 kind: Ingress
3 metadata:
4 name: ml-server-ingress
5 spec:
6 rules:
7 - http:
8 paths:
9 - path: /*
10 backend:
11 serviceName: ml-server-nodeport-service
12 servicePort: 8000
V sekciji http smo določili, da bomo vse poti usmerjali na predhodno
narejeno storitev NodePort ter uporabili odprta vrata 8000.
Zdaj lahko spremembe uveljavimo.
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Če obnovimo – vstopni objekt kot tak nam ne bo zagotovil nobene in-
frastrukture za usmerjanje uporabniških zahtev – z njim določimo le pravila.
Skupaj z vstopnimi pravili mora obstajati tudi vstopni krmilnik (angl.
Ingress controller), ki lahko zagotovi potrebno infrastrukturo za realizacijo
pravil. V našem primeru je to GKE Ingress Controller [33], ki bo nare-
dil še porazdeljevalca obremenitve Google Cloud, kateri bo uporabil
vstopna pravila za usmerjanje zahtev.
S tem imamo pripravljeno gručo. Za promet s strani uporabnikov imamo
porazdeljevalca obremenitve, ki uporablja vstopna pravila za usmerjanje zah-
tev do storitev, ki smo jih odprli z storitvijo NodePort. V začetni fazi vsakega
Stroka se prebere vsebina skupnega nosilca, ki smo ga pred samo vzpostavi-
tvijo konfigurirali in povezali z objektom PersistentVolumeClaim. Preostalo
nam je še raziskati možnosti avtomatskega skaliranja.
Konfiguracija avtomatskega skaliranja
V našem primeru smo upoštevali dve možnosti skaliranja:
• Vertikalno skaliranje, kjer glede na promet spreminjamo zahteve raču-
nalniških virov in lahko glede na povečanje zahtev vplivamo na upora-
bljeni razred VPS-ov. Objekt pri GKE, ki nam to zagotovi, je Verti-
calPodAutoscaler
• Horizontalno skaliranje, kjer glede na promet spreminjamo število Stro-
kov ter VPS-ov. Objekt, ki zagotovi to funkcionalnost, je Horizon-
talPodAutoscaler skupaj z avtomatskim skaliranjem gruče (objekt
Cluster Autoscaler, ki ga omogočimo v nastavitvah pri GKE).
Konfiguracija avtomatskega skaliranja je lahko problematična, če se od-
ločimo hkrati uporabiti vertikalno in horizontalno skaliranje. Problem se
pojavi, če za konfiguracijo objektov VPA ter HPA izberemo isto metriko (na
primer CPE ali pomnilnik), ker oba skušata hkrati prilagoditi število ter ra-
zred instanc in so akcije prilagajanja lahko v medsebojnem konfliktu. Ena
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rešitev bi bila uporaba različnih metrik. VerticalPodAutoscaler za prilaga-
janje uporablja izključno CPE ter pomnilnik in zato bi morali konfigurirati
HPA za uporabo glede na druge metrike [61].
V našem primeru jih ne bomo uporabili skupaj in se bomo za avtomatsko
skaliranje zanašali na HPA. VPA je lahko uporaben tudi v gruči, če ga upo-
rabljamo v ustrezni kombinaciji s HPA. Poleg tega pa VPA spremlja promet
in obremenjenost v preteklosti ter nam lahko ponuja priporočila zahtev ra-
čunalniških virov glede na prejšnjo izkoriščenost. Konfiguracija in pridobitev
priporočil iz objekta VPA je prikazana v dodatku B.2.
Nazadnje bomo izvedli konfiguracijo horizontalnega skaliranja. Podobno
kot pri VPA bomo konfigurirali objekt HPA(Horizontal Pod Autoscaler),
s katerim določimo politiko in metrike. Konfiguracijska datoteka je videti
takole:
1 apiVersion: autoscaling/v1
2 kind: HorizontalPodAutoscaler
3 metadata:
4 name: ml-server-hpa
5 spec:
6 scaleTargetRef:
7 apiVersion: apps/v1
8 kind: Deployment
9 name: ml-server-deployment
10 minReplicas: 1
11 maxReplicas: 16
12 targetCPUUtilizationPercentage: 50
Želimo, da je izkoriščenost CPE 50 % in da skaliramo do maksimalno 10
strokov. Če izkoriščenost CPE pri stroku preseže 50 %, bo HPA izračunal
potrebno število novih. Če nimamo dovolj VPS-ov oziroma, drugače pove-
dano, če rezervacija CPE preseže trenutno kapaciteto gruče, bo CA poskrbel
za namestitev dodatnih instanc.
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Naredili smo shemo sistema, kar je prikazano na sliki 3.9. Porazdeljeva-
lec obremenitve glede na vstopna pravila usmerja promet v namestitev, ki
vsebuje stroke. Vsak strok ima priklopljeno podatkovno shrambo. Njihovo
število kontrolira HPA.
Slika 3.9: Shema vzpostavljenega sistema pri GKE.
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3.3 Vzpostava skalabilnega sistema za strojno
učenje na platformi Heroku
Heroku je eden izmed najbolj priljubljenih PaaS (Platform as a Service)
ponudnikov. Prioriteta platforme Heroku je pomagati in pohitriti razvoj
aplikacij ter poenostaviti celoten proces. Heroku je znan kot platforma, pri
kateri zelo hitro in enostavno vzpostavimo aplikacijsko infrastrukturo ter
ponuja veliko dodatkov, ki nam pomagajo pri delu z določenimi tehnologijami
(Logging, Cron, Redis ...). Zanimivost v povezavi s Heroku ponudnikom je,
da se vse njegove storitve izvajajo na instancah EC2 pri ponudniku AWS
[37]. Zato je integracija z storitvami AWS zelo dobra ter učinkovita, kar
bomo izkoristili pri konfiguraciji podatkovne shrambe.
Osnovna enota infrastrukture vsake aplikacije pri Heroku je dyno. Dyno
je skoraj enak vsebnikom (angl. container), ki se uporabljajo pri Dockerju,
ter tudi temelji na operacijskem sistemu Linux. Dva osnovna tipa vsebnikov
dyno v kontekstu aplikacijske infrastrukture sta web dyno, ki je po navadi
namenjen sprejemanju HTTP zahtev, ter worker dyno, ki je namenjen izva-
janju bolj zahtevnih operacij v ozadju (periodično izvajanje nalog, računsko
zahtevne operacije, upravljanje s čakalno vrsto nalog).
Glede na moč ter na funkcionalnosti, ki jih lahko pridobimo z uporabo
različnih razredov vsebnikov dyno, lahko te razdelimo v naslednje kategorije:
• Brezplačni (angl. Free) – Dobimo osnovno količino računalniških vi-
rov ter funkcionalnosti, ki nam jih ponuja Heroku, kot so dnevniki ali
konfiguracija lastnih domen. Po 30 minutah neaktivnosti preidejo v
stanje „spanja“ ter pri ponovnem dostopu do aplikacije porabijo nekaj
več časa za odgovor zahtevam (pri našem testu okoli 30 sekund) Ne
moremo jih kombinirati z drugimi tipi.
• Hobi (angl. Hobby) – So poceni ter nam ponujajo nekoliko boljše ka-
pacitete (kot brezplačni tip) ter dodatnih funkcionalnosti, kot so brez-
plačni SSL certifikati ali pridobitev metrik v zadnjih 24 urah. Tudi
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tega tipa ne moremo kombinirati z drugimi.
• Standardni(angl. Standard) – Še bolj zmogljivi dyno vsebniki, zato
nam Heroku ponuja več funkcionalnosti, kot je kombiniranje z drugimi
tipi, podrobne metrike ter analiza le-teh in alarme v primeru preseganja
določene meje metrik. Bolj napredna funkcionalnost, ki jo dobimo,
postane uporabna v primeru, ko spreminjamo vsebnike in jih želimo
ponovno zagnati. V tem primeru Heroku poskrbi, da so novejši vsebniki
zagnati še preden so stari izklopljeni.
• Zmogljivi(angl. Performance) – Zelo zmogljivi, a imajo relativno vi-
soko ceno. So edini tip, pri kateremu lahko konfiguriramo ter upora-
bimo avtomatsko skaliranje.
V naši aplikaciji bomo pokazali, kako smo poskrbeli za ustrezno podat-
kovno shrambo ter kako enostavno skaliramo dyno vsebnike.
Konfiguracija podatkovne shrambe pri AWS S3 za potrebe sistema
Heroku
Heroku ne ponuja svoje lastne rešitve podatkovne shrambe, kot sta to po-
datkovni nosilec (angl. data volume) pri Dockerju ter trajni nosilec (angl.
Persistent Volume) pri Kubernetesu. Kljub temu pa, kot je zgoraj omenjeno,
Heroku deluje na infrastrukturi AWS in je zato možna zelo učinkovita inte-
gracija z storitvami AWS. Uporabili bomo AWS S3 (Simple Storage Service),
ki nam omogoča hraniti podatke v vedrih (angl. Bucket), ki so vsebniki po-
datkov. Podatki so organizirani kot objekti, ki so osnovni gradniki vsakega
vedra. Objekti so opisani s samo vsebino objekta in z metapodatki ter jih
med seboj razlikujemo po enoličnemu ključu, preko katerega določamo že-
lene podatke za branje iz shrambe. S3 funkcionira kot storitev REST, s
podatki pa upravljamo z GET, POST, PUT, DELETE HTTP zahtevami
[16].
Vsak objekt, ki ga shranimo v vedru S3, bo imel svoj URL, preko katerega
lahko do njega dostopamo. Ker na ta način dostopamo do objektov, je veliko
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pozornosti namenjene varnosti S3. Eden izmed načinov zaščite podatkov je
redundanca, ker se objekti hranijo v več mestih in regijah. Možna je uporaba
več načinov šifriranja, kot je TLS šifriranje prometa ali šifriranje podatkov
na strani strežnika ter odjemalca.
V primeru, da želimo fiksne podatke, lahko uporabimo storitev za za-
klepanje, pri kateri po prvotnem shranjevanju objekta za nek določen čas
blokiramo vse operacije razen branja (write-once-read-many model).
S3 je zelo dobro razvita rešitev za podatkovno shrambo, tako da obstaja
še veliko možnosti in opcij pri njeni uporabi (naloge, spremljanje dostopov,
kontrola dostopa ipd.).
Celoten postopek priprave podatkovne shrambe S3 je opisan v dodatku
C.0.1.
Podobno kot pri Docker okolju Dockerfile, imamo pri Heroku Procfile,
v katerem specificiramo ukaze, ki se izvedejo ob zagonu aplikacije. Naša
datoteka Procfile je enostavna, v njej pa smo podali ukaz za zagon strežnika
Gunicorn.
Dodatni razlog za uporabo skupne podatkovne shrambe je ta, da se vseb-
niki dyno enkrat na dan ponastavijo zaradi vzdrževanja zdravja (angl. He-
alth).
V primeru nepričakovanega ustavljanja vsebnikov dyno je postopek po-
nastavitve odvisen od števila ustavljanj. Če se je nepričakovana ustavitev
zgodila enkrat, se dyno takoj ponastavi. Vsaka naslednja ustavitev poveča
čas, ki mora preteči do naslednjega ponovnega zagona (cool-off period).
web: gunicorn server:app
Ročno skaliranje ni omogočeno pri uporabi brezplačnih vsebnikov dyno.
Zato moramo spremeniti tip na vsaj Standardni.
Skaliranje v Heroku je zelo enostavno. Skaliramo lahko na več načinov:
Z zgornje predstavljenim ukazom lahko prek komandne vrstice kontroliramo
število vsebnikov web ter worker. Na primer, če bi bila naša aplikacija zgra-
jena iz enega vsebnika dyno z namenom sprejemanja uporabniških zahtev,
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jo bomo zvrstili v komponento web. Vsebnike, ki zahteve obdelujejo in ki
vsebujejo računalniško bolj zahtevne operacije, bomo zvrstili v komponento
worker. Če želimo boljšo zmogljivost, jih lahko zelo enostavno skaliramo
tako, da povečamo število vsebnikov worker :
heroku ps:scale web=1 worker=4
Opravljamo lahko tudi samo vertikalno skaliranje s ključno besedo resize.
Na primer:
heroku ps:resize worker=standard-2x
Lahko tudi (če imamo dostop ter je možno njihovo medsebojno kombini-
ranje) specificiramo želeni tip dyno:
heroku ps:scale web=1:standard-2x worker=4:performance-m
in s tem lahko hkrati izvajamo horizontalno ter vertikalno skaliranje.
Drug način pa je še bolj enostaven. Na začetni strani, v sekciji Resources,
bomo našli procese, ki se trenutno izvajajo. Z drsnikom lahko specificiramo
želeno število dyno vsebnikov, kar je prikazano na sliki:
Slika 3.10: Skaliranje dyno vsebnikov prek uporabniškega vmesnika pri He-
roku.
Če izberemo nekatere od vsebnikov višjih razredov, imamo na voljo tudi
lepo urejeno stran za pregled vseh metrik. Uporabna funkcionalnost je tudi
Production Check, ki preverja konfiguracijo naše aplikacije glede na priporo-
čila Heroku. Production check preverja stvari, kot so verzija Heroku, ustrezno
spremljanje dnevnikov, ali so nameščeni določeni dodatki (angl. Addons), kot
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so na primer orodja Papertrail za spremljanje dnevnikov aplikacije in New
Relic APM za spremljanje performanc [51] [48].
Zelo enostavno lahko konfiguriramo tudi avtomatsko skaliranje. Upora-
biti moramo vsebnike tipa Performance. Pri avtomatskem skaliranju nimamo
veliko opcij, ker je edina matrika, glede na katero skaliramo, odzivni čas apli-
kacije. Specificiramo le mejo odzivnega časa ter minimalno in maksimalno
število dyno vsebnikov. Na sliki 3.11 smo določili želeni odzivni čas 50 ms,
minimalno število dyno vsebnikov 1 in maksimalno 2. Glavna naloga avto-
matskega skaliranja pri Heroku je zagotoviti, da odzivni čas ustreza podani
meji pri 95 % uporabniških zahtev. Sami lahko določimo edino minimalno
ter maksimalno število dyno vsebnikov ter želeni 95 % percentil odzivnega
časa. Na ostanek konfiguracije skaliranja ne moremo vplivati.
Slika 3.11: Konfiguracija avtomatskega skaliranja pri Heroku.
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Poglavje 4
Prilagajanje oblačnih sistemov
4.1 AWS ECS
4.1.1 AWS ECS v načinu EC2
Sedaj, ko smo vzpostavili osnovno infrastrukturo za izvajanje naše aplikacije,
lahko raziščemo različne načine prilagajanja sistema obremenitvi in postopke
doseganja optimalnega skaliranja.
Za testiranje obremenitve sistema bomo uporabili orodjeApache Bench
(ab) [9]. Namenjeno je testiranju obremenitve Apache strežnikov, a ga lahko
uporabimo tudi v našem scenariju.
Uporaba orodja ab je enostavna. Primer ukaza v ab:
ab -p test.txt -n 100 -c 10 http://www.example.com/
S parametrom -p povemo, da želimo izvesti metodo POST in da se v
datoteki test.txt nahaja vsebina zahteve. S parametrom -n specificiramo
skupno število zahtev, s parametrom -c pa število zahtev ki se bodo pošiljale
hkrati (konkurenčno).
Konfiguracija skaliranja bo zelo podobna kot pri demonstraciji vzposta-
vitve:
• Uporabljamo tip instance EC2 t2.small, ki ponuja eno navidezno jedro
ter 2 GB pomnilnika. Pri vsaki nalogi smo zahtevali 1024 enot CPE
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ter 2 GB pomnilnika. To pomeni, da bomo na vsaki instanci izvajali
po eno nalogo.
• Storitev, ki izvaja naloge z vsebniki, uporablja politiko avtomatskega
skaliranja sledenja ciljem ter skuša vzdrževati 75-odstotno izkoriščeno-
sti CPE.
• Na nivoju instanc EC2 skuša ponudnik kapacitete, ki kontrolira sku-
pino za avtomatsko skaliranje, vzdržati 100 % zasedenosti vseh instanc
gruče.
• Zagon vsebnika se zgodi z zamudo 20 sekund.
Podrobneje bomo razložili metriko za skaliranje storitve. Ker storitev
običajno vsebuje več nalog, se izkoriščenost CPE (angl. CPU Utilization)
v določenem trenutku računa kot razmerje števila vseh uporabljenih enot
CPE (angl. CPU Units) znotraj storitve zmnoženo s 100, ter rezerviranega
števila enot CPE v definiciji naloge, zmnoženo s številom vseh nalog [20].
Povprečna izkoriščenost CPE storitve se računa kot povprečje vseh izmer-
jenih izkoriščenosti v nekem časovnem obdobju (pri politiki sledenja ciljem je
to 3 minute). Pri naši gruči se skalira število nalog, če povprečna izkoriščenost
CPE storitve preseže 75 %.
Ker vsaka naloga rezervira določeno količino enot CPE ali pomnilnika, se
pri spreminjanju števila nalog spreminja tudi rezervacija na instancah EC2.
Če rezervacija preseže 100 % (naloge zahtevajo več virov CPE in pomnilnika
kot imamo na voljo) za vsaj eno minuto, se izračuna novo potrebno število
instanc EC2.
Na začetku, še preden vplivamo na skaliranje, imamo na voljo štiri aktivne
naloge, ki so razdeljene med štiri instance.
Z orodjem Apache Bench bomo testirali prilagajanje sistema nepričako-
vani rasti obremenitve. Z orodjem matplotlib pa bomo naredili ilustracijo
rezultatov [47]. Test pošilja 50.000 zahtev, pri čemer jih pošilja 50 konku-
renčno. Rezultati su prikazani na sliki 4.1. Graf beremo kot distribucijo
odzivnega časa.
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Slika 4.1: Testiranje odzivnega časa. Mediana je 551 milisekund, maksi-
malni odzivni čas je 6387 milisekund.
54 Bogdan Petrović
Slika 4.2: Drseče povprečje odzivnega časa pri načinu EC2.
Pri testiranju sistem ni bil dovolj občutljiv na izkoriščenost CPE, saj je
prepozno začel skalirati ter povečevati število instanc. Na hitrost poveča-
nja števila nalog je vplivala tudi zakasnitev zagona zaradi dodane časovne
zamude.
Zahteve, ki rabijo veliko časa, pa se večinoma pojavijo na samem začetku,
ko nimamo dovolj nalog ter instanc. Predstavili bomo nekaj idej optimizacije.
Ena od idej optimizacije je na nivoju naše aplikacije, in sicer strežnika
Gunicorn. Pri Gunicornu imamo opcijo uporabe sinhronih delavcev (angl.
sync workers). Vsak od delavcev lahko obravnava po eno zahtevo naenkrat,
vendar lahko uporabimo več delavcev, ki se izvajajo paralelno. To nam lahko
pomaga, ker so napovedi v našem scenariju lahko zelo zahtevni. Optimalno
število delavcev je odvisno predvsem od kapacitete ter števila CPE jeder. S
testiranjem smo prišli do zaključka, da dobimo najboljše rezultate, če upora-
bimo 2 delavca.
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Najprej bomo v datoteki Dockerfile spremenili ukaz, s katerim zaženemo
strežnik:
CMD ["gunicorn", "--workers=2",
"-b", "0.0.0.0:8000", "server:app"]
Poskusili bomo tudi izboljšati skalabilnost sistema. Ponovno bomo nare-
dili storitev ter definicijo naloge s posodobljeno sliko v repozitoriju.
Ker naši vsebniki rabijo 20 dodatnih sekund pri zagonu, lahko pove-
čamo tudi občutljivost sistema s tem, da zmanjšamo mejo skaliranja in da
želeno vrednost izkoriščenosti CPE zmanjšamo na 40 %. S tem se bo ska-
liranje sprožilo prej kot v prejšnjem primeru. Konfiguracija avtomatskega
skaliranja storitve je prikazana na sliki 4.3.
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Slika 4.3: Spremenjena konfiguracija avtomatskega skaliranja storitve.
Ker hočemo imeti nekaj več instanc v stanju pripravljenosti, lahko zmanj-
šamo prag pri ponudniku kapacitete na 75 %. Na začetku, ko imamo 4
aktivne instance, bomo imeli še dve prazni. V tem primeru bomo zmanjšali
čakalni čas zagona nalog, ker nam ne bo več potrebno čakati na zagon in-
stanc EC2, ampak samo na zagon nalog ki same lahko imajo zelo dolg čas
nalaganja.
Skaliranje lahko izboljšamo tudi z uporabo metode skaliranja v korakih
(angl. Step Scaling). Takšna metoda je različna od politike sledenja ciljem,
ker AWS ne bo računal točnega števila instanc/nalog, ki jih mora zagnati, da
obdrži konstantno vrednost neke metrike, ampak jih bo računal glede na naše
podano pravilo. Preden dejansko naredimo Step Scaling politiko skaliranja,
moramo konfigurirati alarm pri platformi za metrike CloudWatch. Izberemo
lahko katero koli metriko. Upoštevati želimo tudi sam odzivni čas ne glede
na druge metrike, zato bomo dodali alarm „target_resp_time“, ki se sproži
v primeru, da je 90. percentil odzivnega časa večji kot 300 ms vsaj
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eno minuto. Metrika se zbira pri porazdeljevalcu obremenitve in se pri
CloudWatchu imenuje TargetResponseTime. Pravila za skaliranje v korakih
so vedno v obliki: „Dodaj/odstrani število nalog/odstotkov nalog, ko metrika
preseže vrednost, specificirano v alarmu“. Uporabimo lahko sledenje ciljem
ter skaliranje v korakih v kombinaciji. Sledenje ciljem rabimo zaradi svoje
stabilnosti, skaliranje v korakih pa je uporabno, če se zgodi nepričakovan rast
prometa in nam omogoči hitreje skaliranje. Ustrezna konfiguracija obeh poli-
tik pa lahko prinese izboljšave zmogljivosti. Povezovanje politike skaliranja z
alarmom je prikazano na sliki 4.4. Ko smo posodobili samo sliko ter politiko
skaliranja, bomo test ponovili.
Zdaj je naš scenarij:
• Ista količina računalniških virov nalog (1024 enot CPE ter 2 GB po-
mnilnika).
• Uporabljamo skaliranje s politiko sledenja ciljem (angl. Target Tracking
Policy) z zmanjšano mejo skaliranja s 70 % na 40 %. S tem pa
skušamo poskrbiti za večje število instanc in hitreje proženje alarma
skaliranja.
• Dodano skaliranje v korakih (angl. Step Scaling), pri katerem zaženemo
šest novih nalog, če se sproži alarm (90. percentil odzivnega časa je
večji kot 300 milisekund za vsaj eno minuto). S tem pa želimo sistem
prilagoditi hitremu naraščanju obremenitve in poskrbiti za pravočasno
proženje alarmov ki kontrolirajo akcije skaliranja.
• Povečali smo število delavcev pri Gunicorn strežniku z enega na dva,
zaradi zahtevnosti napovedi modela.
• Zmanjšali mejo rezervacije ponudnika kapacitete (s 100 % na 75 %).
Ker vpoštevamo tudi čakalni čas zagona vsebnikov, želimo imeti na
samem začetku že pripravljene dodatne instance, katere lahko takoj
dodelimo nalogam brez dodatne zakasnitve zagona instance EC2.
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Slika 4.4: Pravilo skaliranja v korakih.
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Rezultati testa, pri kateremu pošiljamo 50.000 zahtev ter 50 konkurenč-
nih, so nekaj boljši. Na sliki 4.5 lahko opazimo, da so zahteve v povprečju
rabile manj časa za odgovor.
Slika 4.5: Test odzivnega časa. Mediana je 390 milisekund, maksimalni
odzivni čas je 2500 milisekund.
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Slika 4.6: Drseče povprečje odzivnega časa pri načinu EC2.
Razlog izboljšave rezultatov testa je predvsem popravek občutljivosti ska-
liranja ter vnaprejšnja priprava večjega števila instanc. Ker smo vpoštevali
tudi čakalni čas zagona vsebnikov in zmanjšali prag izkoriščenosti CPE s
70 % na 40 % in uporabili skaliranje v korakih glede na odzivni čas, se sistem
hitreje skalira. Drug razlog pa so izboljšave sočasnosti Gunicorn strežnika.
Pri uporabi politike skaliranja sledenja ciljem bomo lahko videli, da je
zmanjševanje števila instanc veliko bolj počasno kot njihovo povečevanje.
Problem bomo bolj podrobno pogledali v naslednjem podpoglavju 4.1.2, pri
katerem obravnavamo način Fargate.
Porazdeljevalec obremenitve je do sedaj deloval v načinu Round Robin.
Obstaja še en način delovanja najmanjše čakajočih zahtev (angl. Least
Outstanding Requests), pri kateremu porazdeljevalec zahtevo pošlje cilju (na-
logi), ki ima trenutno najmanjše število čakajočih zahtev [46]. To je lahko
uporabno, če je čas procesiranja zahtev nedeterminističen, ker bo v primeru,
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da ima neka naloga veliko število čakajočih zahtev, porazdeljevalec skušal
najti nalogo z manjšim številom. Konfiguracija skaliranja bo enaka, spreme-
nili bomo le algoritem porazdeljevalca obremenitve. Teste smo ponovili in,
kot vidimo na sliki 4.7, je bila mediana podobna kot v prejšnjem primeru, a
smo maksimalni odzivni čas občutno popravili. Lahko tudi opazimo, da je bil
odzivni čas bolj stabilen glede na število zagnanih nalog, kar je prikazano na
sliki 4.8. Na sliki 4.9 lahko vidimo spremembe števila nalog tekom testiranja.
Slika 4.7: Testiranje odzivnega časa. Mediana je 375 milisekund, maksi-
malni odzivni čas pa 941 milisekund.
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Slika 4.8: Drseče povprečje odzivnega časa pri načinu EC2 z algoritmom
najmanjših čakajočih zahtev pri porazdeljevalcu obremenitve.
Slika 4.9: Potek skaliranja pri načinu EC2. Oranžna črta označuje število
nalog.
Omenimo lahko tudi, da AWS pri skupinah za avtomatsko skaliranje po-
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nujajo načrtovane akcije (Scheduled Actions). To pomeni, da lahko tekom
dneva, če pričakujemo naraščanje obremenitve, konfiguriramo akcijo skalira-
nja ob določenem času. S tem pa lahko pridemo tudi do dobre prilagodljivosti
sistema in hitrejšega skaliranja nalog [54].
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4.1.2 AWS ECS v načinu Fargate
Sedaj pa bomo testirali sistem pri storitvi, ki naloge vzdržuje v načinu Far-
gate. Ko imamo že vzpostavljeno gručo pri načinu Fargate, lahko zaženemo
iste teste. Kar se tiče vsebnikov, bomo uporabili izboljšano verzijo z poveča-
nim številom delavcev. Avtomatsko skaliranje smo s politiko sledenja ciljem
konfigurirali na 40 % izkoriščenosti CPE.
Akcija skaliranja je bila sprožena v istem času kot pri EC2 (ker upora-
bljamo iste politike skaliranja in alarme), a je bil sam zagon nalog pri Fargate
nekaj počasnejši, s tem pa tudi hitrost odzivnega časa.
Razložili bomo proces spreminjanja števila nalog, ko pri skaliranju upo-
rabimo metodo sledenja ciljem (angl. Target Tracking). Kot je že omenjeno,
se bosta v platformi za spremljanje metrik CloudWatch avtomatsko nare-
dila dva alarma. En za povečevanje števila, drugi pa za zmanjševanje števila
nalog. Zmanjševanje nalog je zelo počasno v primeru upada obremenitve
iz razloga, ker AWS spremlja povprečno izkoriščenost CPE ter vsakih 15
minut zmanjšuje število nalog za ena. Na sliki 4.10 je prikazano, kako
se spreminja število nalog pri zmanjševanju obremenitve. Če imamo večje
število zagnanih nalog (kot na spodnji sliki), bomo rabili okoli 3 ure za
zmanjševanje števila nalog na začetno število. Razlog za takšno obnašanje je
vzdrževanje stabilnosti odzivnega časa, ker sistem „pričakuje“ ponovno nara-
ščanje obremenitve in skuša ostati pripravljen čim dlje. Zaradi tega je tudi
meja pri metriki alarma za zmanjševanje števila nalog po navadi za okoli
20 % nižja kot zgornja meja za povečevanje števila nalog. [58]. Alarmov, ki
se ustvarijo za namen metode sledenja ciljem, ne moremo spreminjati. Zato
lahko metoda sledenja ciljem vpliva tudi na ceno.
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Slika 4.10: Prikaz zmanjševanja števila nalog v načinu Fargate. Modra črta
označuje naraščanje števila zahtev, Y os ter oranžna črta pa število izvaja-
jočih se nalog.
Če pa ne pričakujemo neprekinjene obremenitve za več časa, lahko posku-
simo prihraniti nekaj denarja in uporabimo skaliranje v korakih (angl. Step
Scaling) za povečevanje kot tudi za zmanjševanje števila nalog, ker alarme
naredimo sami in lahko določimo naš interval preverjanja stanja. V tem
primeru lahko pohitrimo zmanjševanje števila instanc.
Na platformi CloudWatch bomo naredili alarm, ki se sproži, če je skupno
število zahtev po cilju (nalogi) v eni minuti manjše kot 1000. Metrika, ki
nam to pove, se zbira pri ciljni skupini (angl. Target Group) in se imenuje
RequestCountPerTarget. Pri storitvi, ki skrbi za naloge, bomo dodali novo
politiko v korakih, ki zmanjša število instanc za 3 vsakič, ko je sprožen alarm.
Test bomo ponovili in opazovali skaliranje. Na sliki 4.14 lahko vidimo, da je
bilo zmanjševanje števila instanc hitrejše z uporabo nove politike skaliranja
v korakih skupaj v kombinaciji z obstoječimi politikami.
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Slika 4.11: Prikaz zmanjševanja števila nalog z dodano politiko skaliranja
v korakih v načinu Fargate. Modra črta označuje število zahtev, Y os ter
oranžna oranžna črta pa število izvajajočih se nalog.
Skaliranje pri nepričakovani obremenitvi je izboljšano, vendar po nekem
času dobimo preveč zagnanih nalog. S spreminjanjem politike skaliranja
bomo poskusili doseči bolj optimalno število nalog ter medsebojno uskladiti
metrike. Izkaže se, da politika sledenja ciljem, ki spremlja izkoriščenost CPE,
včasih zažene preveč nalog. Poskusili bomo uporabiti drugo opcijo pri poli-
tiki, in sicer število zahtev po cilju na minuto (RequestCountPerTarget).
Z orodjem Jmeter smo izračunali pretok (angl. throughput) ene naloge, ki je
okoli 20 zahtev na sekundo, kar pomeni, da lahko na minuto obdeluje okoli
1200 zahtev. Politika sledenja ciljem bo skušala vzdržati vrednost 1200
zahtev na vsakem cilju (nalogi) na minuto.
Skaliranje v korakih je tudi preveč občutljivo. Najprej bomo zvišali mejo
za povečevanje števila instanc (z 0,3 sekund na 0,5 sekund povprečnega
odzivnega časa). Namesto 6 instanc bomo dodajali dve instanci, pri čemer
bomo pazili na periodo ohlajevanja (angl cooldown-period), ki jo bomo
nastavili na 60 sekund. To pomeni, da se lahko skaliranje v korakih sproži
največ enkrat na minuto, ker ne želimo preveč hitrega povečevanja števila
instanc. Prav tako smo spremenili tudi konfiguracijo zmanjševanja števila
instanc. Sedaj zmanjšujemo število za dva, če je število zahtev po cilju
(nalogi) manjše kot 200.
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Slika 4.12: Test odzivnega časa Fargate. Mediana je 411 milisekund, maksi-
malni odzivni čas pa 1333 milisekund.
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Slika 4.13: Drseče povprečje odzivnega časa pri Fargate z posodobljenimi
politikami skaliranja.
Slika 4.14: Prikaz zmanjševanja nalog z posodobljenimi politikami skaliranja
pri načinu Fargate. Modra črta označuje število zahtev, Y os in oranžna črta
prikazujeta število nalog.
Sedaj pa lahko vidimo, da smo dobili dober odzivni čas z bolj optimalnim
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številom nalog. S tem je hitrejše tudi zmanjševanje števila nalog.
Če bi zagon nalog bil zelo dolg, bi to tudi vplivalo na obnašanje gruče,
ker bi naloge bile pripravljene veliko časa po sprožitvi alarmov. Ena izmed
možnih rešitev bi bila zmanjševanje mej politik skaliranja. Če obremenitev
stabilno narašča, bi lahko skalirali število nalog ko gruča sprejme 800-900
zahtev na minuto namesto 1200. Pri politikah skaliranja v korakih, pa bi
razen zmanjševanja mej lahko tudi povečali število nalog, ki se zažene v pri-
meru sprožitve enega izmed alarmov. Glede na to da se akcija skaliranja
sproži hitreje in je število instanc ki jih zaženemo naenkrat večje, bi pri upo-
rabi načina EC2 morali nastaviti dovolj nizko mejo ponudnika kapacitete in
poskrbeli za dovolj veliko število pripravljenih instanc EC2. Na ta način bi
se akcija skaliranja še hitrejše začela, in bi potrebno število nalog imeli pra-
vočasno. Na pohitritev zagona bi lahko tudi vplivala sprememba osnovnega
operacijskega sistema in bi na ta način lahko zmanjšali velikost slike. Name-
sto distribucije Ubuntu bi lahko uporabili na primerAlpine, ki je zelo majhna
[26].
4.2 Google Kubernetes Engine
Pri GKE smo iz finančnih razlogov bolj omejeni. Zato bo naša gruča manjša,
za stroke pa bomo rezervirali manj virov CPE. Zaradi tega bodo naši testi
manj zahtevni kot pri AWS, a še vedno želimo demonstrirati možnosti skali-
ranja ter izboljšav pri GKE.
V konfiguraciji objekta, namenjenega za skaliranje, HPA, ki je povezan z
našo namestitvijo, smo specificirali minimalno število strokov 1, maksimalno
pa 16. Odstotek izkoriščenosti CPE, ki ga bomo vzdrževali, pa je 50 %. Pri
namestitvi tudi uporabljamo optimizirano verzijo Docker slike, pri kateri smo
povečali število delavcev.
Test pa ne bo zahteven. Pošiljamo 3000 zahtev, s tem da pošljemo 15
zahtev naenkrat. Začeli smo z enim strokom. V tem primeru pa se bomo
osredotočali na fleksibilnost ter na različne možnosti konfiguracije skaliranja.
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Sistem pri GKE se izjemno hitro skalira ter prilagaja zahtevam prometa.
Tekom testa opazujemo skaliranje. Graf 4.15 prikazuje, kako se je gruča
skalirala med naraščanjem prometa (graf 4.16, ki prikazuje naraščanje šte-
vila zahtev). Lahko vidimo, da se je rezervacija začela povečevati hkrati z
naraščanjem prometa (izkoriščenost CPE).
Slika 4.15: Skaliranje sistema pri GKE tekom testiranja. Modra črta ozna-
čuje, kako se je spreminjala izkoriščenost CPE v primerjavi z rezervacijo
VPS-ov (oranžna črta). Y os označuje število rezerviranih jeder pri VPS-ih.
Slika 4.16: Naraščanje števila zahtev po sekundi.
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Lahko vidimo, da je zmanjševanje števila strokov hitrejše kot zmanjše-
vanje števila nalog pri AWS (če uporabimo metodo sledenja ciljem). V tem
primeru pa smo pokazali, kako se sistem skalira horizontalno, ko uporabljamo
le objekt HPA. Druga možnost je uporabiti tudi VPA, ki spreminja razred
VPS-a glede na promet.
Pomembno je omeniti, da lahko pridemo do zelo učinkovitega skaliranja s
pravilnim kombiniranjem horizontalnega ter vertikalnega. Ker se moramo iz-
ogibati hkratni uporabi vertikalnega ter horizontalnega skaliranja nad istimi
metrikami, bi lahko horizontalno skalirali glede na povprečno število zahtev
po sekundi, medtem ko vertikalno skaliramo glede na CPE ali pomnilniško
obremenjenost, ker nam VPA dopušča samo ti dve osnovni metriki. Z na-
stavitvijo VPA lahko pohitrimo nalaganje vsebnikov, ker uporabljamo bolj
zmogljive VPS-e, hkrati pa s HPA, z ustreznimi metrikami lahko akcijo po-
večevanja števila instanc sprožimo hitreje.
4.3 Heroku
Postopek konfiguracije pa je različen v primeru Heroku, ker ne uporabimo
datoteke Dockerfile za specifikacijo nastavitev, temveč uporabimo Procfile.
Avtomatsko skaliranje lahko uporabimo samo pri vsebnikih iz razreda
Performance. Sočasnost strežnika lahko konfiguriramo prek spremenljivke
okolja WEB_CONCURRENCY. Primer takšnega ukaza je videti takole:
heroku config:set WEB_CONCURRENCY=10
Ko je WEB_CONCURRENCY spremenljivka okolja konfigurirana,
jo bo strežnik Gunicorn avtomatično prebral ob zagonu ter ustvaril potrebno
število delavcev (angl. worker). V Heroku okolju pa je pomembno testirati
različno konfiguracijo sočasnosti ter izbrati najboljšo vrednost spremenljivke
okolja glede na uporabljen tip dyno.
Konfigurirali smo tudi avtomatsko skaliranje, kar je prikazano na sliki
4.17. Želimo odzivni čas do ene sekunde v 95 % zahtev.
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Slika 4.17: Konfiguracija avtomatskega skaliranja pri Heroku.
Testirali bomo sistem. Pri tem pošiljamo 50.000 zahtev, medtem pa
pošljemo 50 zahtev naenkrat. Uporabili bomo Performance dyno.
Slika 4.18: Rezultati testa pri Heroku. Mediana je 318 milisekund, ma-
ksimalni odzivni čas pa 4670 milisekund. V tem primeru pa se je število
instanc povečalo z ene na dve.
Diplomska naloga 73
Slika 4.19: Drseče povprečje odzivnega časa pri avtomatskemu skaliranju pri
Heroku. Uporabljen tip vsebnika je Performance-M.
Mediana je nižja kot v prejšnjih primerih zaradi velike zmogljivosti vsebni-
kov Performance – L. Maksimalni odzivni čas je višji zaradi bolj počasnega
avtomatskega skaliranja. Zmogljivost lahko izboljšujemo z iskanjem opti-
malne vrednosti spremenljivke. WEB_CONCURRENCY. Edina metrika,
po kateri lahko skaliramo, je odzivni čas. Tudi pri Heroku je maksimalno
število Performance vsebnikov enako 10. Za dodatno število Performance
vsebnikov pa moramo poslati zahtevo osebju Heroku.
Če želimo instance skalirati ročno (uporaba ukazov), lahko uporabimo
Standard dyno. Istočasno jih imamo lahko 50 iz razreda standard-1x ter
50 iz razreda standard-2x. Na ta način lahko obravnavamo večje število
sočasnih zahtev.
Če pa primerjamo rezultate 10 performance dyno ter 25 standard dyno
brez skaliranja in ocenjujemo zgolj hitrosti odzivnega časa, so ti takšni:
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Slika 4.20: Rezultati testa pri uporabi 10 performance dyno. Mediana je
192 milisekund, maksimalni odzivni čas pa 341 milisekund.
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Slika 4.21: Rezultati testa pri uporabi 25 standard dyno. Mediana je 215
milisekund, maksimalni odzivni čas pa 1262 milisekund.
Kot lahko vidimo dosežemo dobre rezultate tudi z uporabo standard dyno,
ki ga dobimo po polovični ceni. Problem takšnega pristopa je v tem, da
nimamo možnosti avtomatskega skaliranja.
Če bi odzivni čas na posamezno zahtevo bil nederminističen, pri Heroku
pa ne bomo imeli zadovoljivo fleksibilnost, ker ni dovolj različnih metrik glede
na katere lahko skaliramo sistem.
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Poglavje 5
Analiza stroškov vzpostavitve in
uporabe skalabilnega sistema pri
različnih ponudnikih
Kot smo pokazali v prejšnjih poglavjih obstaja veliko različnih infrastruktur,
s katerimi lahko vzpostavimo naš sistem, ter različnih načinov, kako konfi-
gurirati avtomatsko skaliranje. Vsak ponudnik ima svoj plan, po kateremu
računa ceno uporabe. Kar se tiče platform, ki ponujajo storitve Kubernetes,
bomo analizirali tudi ponudnike, pri katerih nismo vzpostavili gruče.
V prejšnjem poglavju smo optimizirali naš sistem ter spremenili nasta-
vitve skaliranja glede na potreben čas zagona vsebnikov. Sedaj pa bomo
poskusili oceniti stroške glede na obseg prometa.
Zmogljivosti sistema bomo ocenjevali glede na odzivni čas pri določenemu
številu sočasnih zahtev. Število sočasnih zahtev pa lahko obravnavamo kot
število zahtev po sekundi. Med testiranjem bomo konfiguracijo označili kot
dovolj zmogljivo za neko določeno število sočasnih zahtev, če je povprečni
odzivni čas do 600ms.
Teste bomo razločili po povprečnem številu uporabnikov na uro. Če pred-
postavimo, da povprečen uporabnik naredi 30 API klicev na uro, lahko oce-
njenega števila sočasnih zahtev pridemo po formuli:
77
78 Bogdan Petrović
št_sočasnih_uporabnikov =
št_uporabnikov_na_uro · 30
3600
Denimo, da imamo v povprečju na uro 1000 uporabnikov. Glede na opisano
formulo to pomeni, da lahko na sekundo pričakujemo okoli 9 zahtev. Ker so
zahteve lahko tudi dolge, jih bomo obravnavali kot sočasne.
Zaradi boljšega prikaza agregiranih vrednosti testov, bomo uporabili orodje
Apache JMeter [10].
Ceno pri oblačnih ponudnikih bomo računali glede na potrebno število
izvajajočih se instanc naše aplikacije ter glede na količino rezerviranih raču-
nalniških virov.
5.1 AWS ECS
AWS ECS v načinu EC2
Cene pri AWS ponudniku se razlikujejo glede na regijo. V našem primeru
se bodo vse cene nanašale na regijo Europe (Frankfurt). Poskušali bomo
oceniti ceno vzdrževanja sistema glede na isto konfiguracijo kot je bilo pred-
stavljeno v prejšnjih poglavjih.
Pri AWS, če kot primer vzamemo našo konfiguracijo ECS v načinu EC2,
moramo pri ocenjevanju cene upoštevati naslednje elemente:
• Največ denarja pri načinu EC2 stanejo same instance EC2. V našem
primeru smo uporabili tip instance t2.small. Dobimo 1 CPE jedro
ter 2 GB pomnilnika. Ena instanca EC2 tipa t2.small na uro stane
0,02261e.
• Uporaba porazdeljevalca obremenitve (Application Load Balancer) na
uro stane 0,023e. Poleg cene na uro pa se nam doda tudi strošek
glede na število uporabljenih enot kapacitete porazdeljevalca obremeni-
tve (angl. Load Balancer Capacity Units) ali LCU. Vsaka enota pa
vsebuje štiri dimenzije:
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– 25 novih povezav (angl. new connections) na sekundo;
– 3000 aktivnih povezav na minuto;
– 1 GB procesiranega prometa na uro;
– 1000 evalvacij pravil za usmerjanje na sekundo (s tem, da je eval-
vacija 10 pravil brezplačna). Število evalvacij na sekundo se izra-
čuna kot povprečje števila evalvacij na sekundo v posamezni uri.
Pojasnili bomo zadnji parameter glede evalvacije pravil s primerom, ki
je podan v dokumentaciji [29]. Denimo, da imamo 60 pravil usmerjanja
zahtev pri porazdeljevalcu obremenitve ter 5 zahtev na sekundo. Če za
vsako zahtevo procesiramo 60 pravil ter jih je od tega 10 brezplačnih,
dobimo skupno 250 evalvacij, kar je 0,25 LCU. Iz vsake dimenzije
se izračuna količina uporabljenega LCU na uro. Cena se računa po
največji vrednosti LCU izmed dimenzij. Vsaka LCU ura stane 0,007e.
• Pri izračunu cene pridejo v poštev tudi parametri, kot je davek, Ro-
ute 53 storitev DNS, uporaba CloudWatch ipd., dodatne storitve EC2
(uporaba nosilcev, NAT ipd. [59]).
Cene ne moremo določiti popolnoma natančno, glede na to, da je tipov
instanc pri AWS veliko. Tipi instanc se razlikujejo po strojni opremi, številu
ustvarjenih kreditov CPE na uro, najmanjši možni izkoriščenosti CPE ipd.
Na koncu vsakega testa bomo cene prikazali tabelarično glede na tipe in-
stanc, ki so po količini CPE virov in pomnilnika podobni uporabljenem tipu
t2.small.
Pomembno je tudi omeniti, da se instance, razen števila jeder ter velikosti
pomnilnika, razlikujejo tudi glede na uporabo CPE. Pri standardnem načinu
uporabe instanc EC2 ne moremo vedno uporabiti popolne moči CPE. Upo-
rabimo lahko le osnovno količino CPE (angl. baseline) za vsako jedro, zato
je odstotek takšne uporabe različen glede na tip instance. Pri instanci EC2
lahko uporabimo večjo moč CPE, ko imamo dovolj kreditov (angl. CPU
Credits). Vsak kredit je enak 1 minuti uporabe CPE čez osnovo. Pomembna
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razlika med tipi instanc je količina ustvarjenih CPE kreditov na uro. Na pri-
mer uporabljen tip t2.small ponuja osnovno izkoriščenost CPE jedra 50 %
ter ustvari 12 CPE kreditov na uro.
Za izračun cene pa lahko uporabimo storitev AWS Calculator, ki nam
pomaga oceniti ceno uporabljenih storitev na mesečnem nivoju.
Pomembno je omeniti, da pri uporabi lahko rezerviramo instance vnaprej,
tako da specificiramo določeno število instanc in vnaprej plačujemo za več
mesecev/let. Na ta način lahko prihranimo veliko denarja. [4]
V spodnji tabeli so prikazane nekatere od instanc, ki jih lahko uporabimo
za naš sistem. Stolpec „CPE/uro“ označuje število kreditov, ki jih instanca
ustvari na uro. Stolpec „On-Demand“ označuje ceno ene instance na mesec,
če plačujemo na zahtevo, brez vnaprejšnje rezervacije.
Tip Št. jeder CPE kreditov/uro On-Demand cena/mesec
t2.small 1 12 16.5e
t3.small 2 24 14.8e
t3a.small 2 24 13.3e
Testi bodo razdeljeni glede na število uporabnikov na uro. Vsak test bo
trajal 2 minuti, pri njem pa pošiljamo določeno število sočasnih zahtev.
Prvi test bo simuliral 1000 uporabnikov na uro. Po prej zapisani formuli
je število sočasnih uporabnikov enako 9. Izkaže se, da je dovolj ena naloga.
Slika 5.1 prikazuje rezultat testa.
Slika 5.1: Rezultati JMeter testa z devetimi sočasnimi uporabniki (1000 upo-
rabnikov na uro). Prvi stoplec prikazuje število poslanih zahtev, druga dva
prikazujeta povprečni odzivni čas ter mediano.
Drugi test simulira 5000 uporabnikov na uro, kar pomeni 41 sočasnih
uporabnikov. Izkaže se, da je najmanjše število nalog, ki zadovolji zahteve,
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enako 4. Ker vsaka naloga zavzame eno celo t2.small instanco, rabimo 4
instance. Slika 5.2 prikazuje rezultat testa.
Slika 5.2: Rezultati JMeter testa z 41 sočasnimi uporabniki (5000 uporabni-
kov na uro).
Tretji test simulira 10000 uporabnikov na uro, kar pomeni 84 sočasnih
uporabnikov. Izkaže se, da za obravnavo 84 sočasnih uporabnikov rabimo
vsaj 8 izvajajočih se nalog.
Slika 5.3: Rezultati JMeter testa za 84 sočasnih uporabnikov (10.000 upo-
rabnikov na uro).
Izvedeni 3 testi predstavljajo različna števila uporabnikov, ki jih lahko
imamo čez en dan.
Če predpostavljamo, da bomo 12 ur na dan imeli 5000 uporabnikov na
uro, 8 ur imeli 1000 uporabnikov ter 4 ure imeli 10.000 uporabnikov na
uro, ter upoštevamo zgoraj opisana potrebna števila instanc, lahko izraču-
namo povprečno število instanc, ki ga rabimo čez dan. V zgoraj prikazanem
primeru je to 4, kar okvirno stane 66e na mesec.
V ceni bi lahko upoštevali tudi dodatne faktorje:
• Za vsako instanco lahko določimo podatkovno shrambo (disk). Na
primer, če bi želeli pri vsaki instanci 5 GB, bo to stalo dodatnega 1,5e
na mesec.
82 Bogdan Petrović
• Porazdeljevalec obremenitve na mesec bo stal okoli 17e. Če pa upo-
števamo tudi ceno LCU, to lahko stane še okoli 4-8e na mesec, glede
na trenutno infrastrukturo ter količino uporabnikov. Cena LCU na uro
se lahko spreminja, če imamo večjo količino uporabnikov ali pošiljamo
večjo količino podatkov na sekundo.
• Dodatni stroški, kot so možna uporaba storitve CloudWatch, druge
storitve ter davek, lahko stanejo okoli 4–8e na mesec.
Na spremembo cene lahko tudi vpliva konfiguracija skaliranja ter najve-
čje število možnih instanc ali nalog, ki jih lahko nastavimo pri konfiguraciji
skupine za avtomatsko skaliranje ali storitve. Dodaten faktor so tudi me-
trike. Denimo da imamo v nekem trenutku izkoriščenost CPE okoli 80 %.
Če imamo mejo metrike, pri kateri skaliramo število nalog, nastavljeno na
40 %, bomo zagnali več instanc, kot če bi imeli mejo nastavljeno na 60 %.
Na podoben način deluje tudi skaliranje števila instanc glede na metriko po-
nudnika kapacitete CapacityProviderReservation. Pri nas je nastavljena
na 75 %, kar pomeni, da bomo pri treh nalogah, ki se izvajajo v treh instan-
cah, še vedno imeli eno dodatno prazno, ki bo pripravljena takoj prevzeti
novo nalogo. Število praznih instanc pa se bo tudi sorazmerno povečevalo
s številom aktivnih nalog. S 75-odstotno rezervacijo pa lahko v povprečju
pričakujemo dodatni 2 instanci, glede na to, da je povprečno število instanc
4. Če sta to instanci tipa t2.small, je njihova cena na mesec okoli 29e.
Vse to skupaj pa lahko stane okoli 120e–125e na mesec. Če pa v gruči
uporabljamo politiko skaliranja sledenja ciljem, je, kot smo videli v prejšnjem
poglavju, hitrost sproščanja vsebnikov bolj počasna. To pa lahko prinese še
nekaj dodatnih stroškov, ki jih lahko zmanjšamo z uporabo politike skaliranja
v korakih.
Na to lahko vpliva tudi hitrost prilagajanja števila enot (nalog/instanc
EC2) obremenitvi. Pri nenadnem povečevanju obremenitve bo sistem zagnal
nekaj več enot, kot je potrebno, in se bo zmanjševanjem nalog prilagajal
obremenitvi.
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Glede na ceno na mesec in na leto lahko uporaba storitev stane okoli
1500e. Kot je že omenjeno lahko instance rezerviramo vnaprej za celotno
leto. Če bi rezervirali 3 t2.small instance in plačali eno leto vnaprej, bi
zmanjšali stroške s 1500e na okoli 1300e na leto.
Pomembno je tudi omeniti, da je ceno mogoče še optimizirati s testiranjem
delovanja sistema pri uporabi različnih tipov ter z rezerviranjem različne
količine virov za vsako nalogo.
Teste bomo ponovili, pri čemer bomo uporabili tudi druga dva omenjena
tipa instanc (t3.small in t3a.small). Ker vsaka instanca ponuja dve jedri
ter 2 GB pomnilnika, bi lahko zmanjšali zahtevo pomnilnika in na eni instanci
izvajali 2 nalogi. Izračun cene bo isti kot v primeru t2.small, ker bomo tudi
pri drugih obravnavanih instancah upoštevali letno rezervacijo 3 instance in
vse ostale stroške (porazdeljevalec obremenitve, CloudWatch ipd.). 75 %
rezervacije ponudnika kapacitete pa se spreminja glede na povprečno število
instanc.
Tip Povprečno št./uro Okvirna cena na leto
t2.small 6 (dve prazni) 1300e
t3.small 4 (ena prazna) 1000e
t3a.small 4 (ena prazna) 900e
Tipa instanc t3 in t3a sta novejši generaciji tipa instanc t2. Ponujajo
malce boljše zmogljivosti in so optimizirani glede stroškov. Obstaja veliko
število instanc, ki lahko pridejo v poštev. Namen testov je pokazati, kako je
z ustrezno izbiro instanc, optimizacijo zahtev računalniških virov nalog in z
boljšim razporejanjem nalog v instance mogoče prihraniti veliko denarja. Ko
poznamo potrebno število nalog za različne količine obremenitve, bi lahko
skaliranje še izboljšali z metriko števila zahtev po sekundi.
AWS ECS v načinu Fargate
Čeprav je vzpostavitev storitve v načinu Fargate podobna kot pri EC2, se
cena računa drugače. Pri načinu EC2 namreč plačujemo za same instance
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EC2, na katerih izvajamo storitev/naloge. Ker za vsako nalogo rezerviramo
število CPE ter količino pomnilnika, to pomeni, da pri Fargate načinu pla-
čujemo za rezervirane vire za vsako nalogo posebej.
Eno vCPU (jedro) okvirno stane 0,034e na uro, en GB pomnilnika pa
0,0043e.
Poskusili bomo različne nastavitve zahtev računalniških virov, ki jih do-
delimo nalogam, rezultate pa bomo predstavili v tabeli. Porazdeljevalec obre-
menitve ter dodatni stroški so podobni kot v prejšnjem podpoglavju (30e -
40e na mesec).
Št. jeder Pomnilnik Povprečno št nalog/uro Okvirna cena/leto
0,5 1 GB 6 1450e
1 2 GB 3 1450e
Z ustrezno konfiguracijo števila sinhronih delavcev glede na ponujene ra-
čunalniške vire je cena približno enaka, vendar dražja kot pri EC2.
Za prihranek denarja lahko uporabljamo vire Fargate Spot [14]. V tem
načinu pa uporabljamo neizkoriščene vire (instance EC2) pri AWS. Ko se
pojavi dovolj neizkoriščenih virov, ki ustrezajo rezervaciji naloge, se naloga
zažene. Problem takšnega pristopa je v tem, da lahko AWS kadar koli prekine
izvajanje naloge, ko spet potrebuje vire. Vseeno pa se lahko splača izvajati
določen „nekritičen“ del nalog v Fargate Spot načinu. Enaka možnost obstaja
tudi pri zgoraj opisanem EC2 načinu, v kateremu uporabimo neizkoriščene
instance EC2 za veliko manjšo ceno na uro.
Cena enega jedra Fargate Spot na uro stane 0,012e, enega GB pomnil-
nika pa 0,0013e.
Če bi dve navadni nalogi s polovico jedra ter 1 GB pomnilnika zamenjali
s Fargate Spot nalogami, bi ceno zmanjšali s 1450e na 1190e.
5.2 Oblačni ponudniki Kubernetes storitev
Pri Kubernetes storitvah največji del cene pride iz VPS-ov. V naši gruči
smo za zagon strokov uporabili tip e2-small, ki vsebuje 2 jedra ter 2 GB
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pomnilnika. Kot se pri AWS instance EC2 razlikujejo po hitrosti generiranja
CPE kreditov, se pri GKE razlikujejo po deležu CPE časa (angl. CPU
Time). Ta vrednost označuje, koliko velik delež svojega časa bo CPE izko-
riščal za izvajanje naših programov. Denimo, da imamo VPS stroj z dvema
jedroma ter 50 % deleža CPE časa. To pomeni, da vsako jedro uporabi 50 %
svojega časa za izvajanje našega programa. Torej, če obe jedri ponujata 50 %,
imamo praktično na voljo eno jedro, ki ponuja 100 % svojega časa.
Pri GKE plačujemo poleg VPS-ov tudi za vzdrževanje gruče 0,08e na
uro, kar na leto stane okoli 700e, s tem, da je vzdrževanje brezplačno za
eno gručo na računu. Cena vsake naslednje gruče se zaračunava po omenjeni
ceni. Tudi VPS-e plačujemo na uro. V spodnji tabeli prikazujemo cene
deljenih (angl. shared-core) instanc, pri katerih uporabimo delež CPE glede
na vrednost CPE časa instance.
Tip Št. jeder Pomnilnik CPE čas/jedro Cena/uro
e2-micro 2 1GB 12.5 % 0.00711e
e2-small 2 2GB 25 % 0.0142e
e2-medium 2 4GB 50 % 0.028e
GKE opazuje tudi razmerje izkoriščenosti VPS-a in njene zmogljivosti.
Če je izkoriščenost VPS-a premajhna glede na zmogljivosti, nam GKE lahko
priporoči uporabo druge instance in nam izračuna prihranek zaradi prehaja-
nja na drugi tip instance.
Pri GKE lahko tudi vnaprej plačujemo za VPS. Obstajajo plani, s kate-
rimi najamemo VPS-e za 1 leto ali 3 leta vnaprej.
Po izvedenih testih smo zaključili, da za zadovoljive zmogljivosti rabimo
3 VPS-e tipa e2-small. Če imamo enega dodatnega, to pomeni, da 4 VPS-
i stanejo okvirno 500e brez upoštevanja stroškov gruče (imamo eno brez-
plačno). Če pa upoštevamo tudi stroške vzdrževanja gruče, pa stroški znesejo
okoli 1200e.
GKE ponuja tudi plačevanje vnaprej. Če bi torej 3 instance plačali za
eno leto vnaprej, bi ceno zmanjšali s 1200e na okvirno 1050e.
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Prikazali smo ceno instanc z deljenim jedrom, ker smo jih uporabljali pri
naši gruči. Lahko bi uporabili tudi druge tipe instanc, ki so dražji, a upo-
rabljamo 100-odstotni delež jeder in na ta način bolj optimiziramo količino
rezerviranih računalniških virov.
Oblačni ponudnik AWS ponuja tudi storitev za vzdrževanje Kubernetes
gruče (EKS – Elastic Kubernetes Service) [8]. Cena vzdrževanja pri EKS
je 0.08e na uro. Poleg tega pa plačujemo tudi za računalniške vire, ki so
enako kot pri ECS lahko najeti kot instance EC2 ali Fargate.
Če bi se odločili za uporabo platforme DigitalOcean (DigitalOcean Ku-
bernetes), ali Azure (Azure Kubernetes Service), ne bomo plačevali stroškov
vzdrževanja gruče, kot v primeru EKS ali GKE, vendar je cena VPS-ov nekaj
višja [17] [22].
Če primerjamo obravnavane oblačne ponudnike glede na cene, v primeru,
da nameravamo vzdrževati večjo ter bolj kompleksno gručo za daljši čas, je
GKE še vedno ena izmed cenejših rešitev zaradi brezplačne gruče in cenejših
VPS-ov [41].
5.3 Heroku
Pri ponudniku Heroku je enostavno tudi zaračunavanje cen. Plačujemo po
uporabi vsebnikov dyno na uro. Razlikujejo se po tipu.
Za večje aplikacije so predvidene dyno iz razreda Professional, kamor
sodita tipa Standard ter Performance.
Ker nas zanimajo možnosti avtomatskega skaliranja, se bomo osredotočali
na uporabo vsebnikov Performance dyno.
Tudi razred Performance vsebuje 2 podrazreda dyno vsebnikov, ki se
razlikujeta v velikosti pomnilnika:
• Performance M – 2,5 GB. En dyno na mesec stane okoli 211,35e.
• Performance L – 14 GB. En dyno na mesec stane okoli 420e.
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Z izvedenimi testi smo prišli do okvirnega števila potrebnih vsebnikov
Performance – M dyno, ki je enako 2, kar stane okoli 420e na mesec, kar je
5040e na leto. Razlog za višjo ceno je v tem, ker imamo možnost uporabe
avtomatskega skaliranja samo pri vsebnikih dyno tipa Performance, ki so
veliko dražji kot vsebniki tipa Standard.
Ponudnik Cena/leto brez rez. Cena/leto z rez. 3 VPS-a
AWS EC2 (t3a.small) 1000e 900e
AWS Fargate 1450e /
GKE (e2-small) 500e (brezplačna gruča) / 1200e 350e/1050e
Heroku 5040e /
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Poglavje 6
Zaključek
V diplomskem delu smo pokazali več načinov vzpostavitve skalabilne sto-
ritve že naučenega modela. Pri vsakemu obravnavanemu oblačnemu ponu-
dniku smo opisali celoten postopek priprave podatkovnih nosilcev in osnovnih
funkcionalnosti vsebnikov in gruče.
Danes najbolj priljubljen način orkestracije vsebnikov je Kubernetes in
skoraj vsi oblačni ponudniki podpirajo njegovo uporabo, vendar obstajajo
tudi dobre alternative, kot je storitev za orkestrastracijo AWS ECS, pri ka-
teri imamo zelo podroben nadzor nad našo gručo. Med njimi smo raziskali
tudi platformo Heroku, ki je kljub manjši fleksibilnosti pri konfiguraciji av-
tomatskega skaliranja zelo enostaven za uporabo.
Nato smo poskusili optimizirati in izboljšati delovanje ter skaliranje vseb-
nikov in testirali potek avtomatskega skaliranja pri oblačnih ponudnikih. Po-
kazali smo, kako uporabimo fleksibilnost, ponujene politike in metrike za
skaliranje pri AWS ECS za doseganje boljše učinkovitosti skaliranja. Upra-
vljanje z gručo je še bolj učinkovito zaradi dobrega uporabniškega vmesnika
za spremljanje stanja gruče in metrik.
Na koncu smo pošiljanjem sočasnih zahtev simulirati različne nivoje obre-
menitve in s testi ocenjevali potrebno infrastrukturo za zadovoljevanje dolo-
čene meje odzivnega časa. S pomočjo podatkov, pridobljenih iz testov, smo
poskusili predvideti ceno za vzpostavo gruče, ki bo zadostovala tudi v praksi.
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Vzpostavitev je, kot smo videli, najbolj enostavna pri oblačnemu ponu-
dniku Heroku, vendar je na voljo veliko manj možnosti in fleksibilnosti na-
stavitve avtomatskega skaliranja, zato je uporaba storitev Heroku dražja kot
pri drugih ponudnikih.
Z razumevanjem konceptov GKE, je vzpostavitev enostavna. Gručo, kot
tudi skaliranje, lahko nastavimo zelo učinkovito, če izberemo ustrezne tipe
objektov in jih pravilno nastavimo. GKE se je izkazal kot najcenejša rešitev
izmed obravnavanih ponudnikih.
Pri AWS je bila vzpostavitev malce bolj komplicirana kot pri GKE ali
Heroku, a smo videli, da imamo veliko možnosti pri izbiri metrik skaliranja,
algoritmov porazdelitve obremenitve in tipov instanc glede na naše potrebe.
Pri AWS pa smo celotno gručo konfigurirali prek konzole, ker AWS ponuja
zelo dober uporabniški vmesnik.
Če uporabimo možnost ene brezplačne gruče, je za nas finančno naju-
godnejši ponudnik GKE. Kubernetes je tudi zelo dobro razvita rešitev ki se
najbolj pogosto uporablja in je mogoč enostaven prehod na Kubernetes sto-
ritve drugih ponudnikov. AWS ECS v načinu EC2 je dražji, a ponuja boljši
uporabniški vmesnik in dobro integracijo z ostalimi rešitvami AWS ki jih
lahko uporabimo skupaj z ECS. AWS ECS v načinu Fargate je še dražji in je
zmogljivost nekaj slabša, predvsem zaradi bolj počasnega zagona nalog. Če
izbiramo izmed načinoma EC2 in Fargate za gostovanje gruče dlje časa pa z
bolj zahtevnimi operacijami, bi zagotovo priporočili EC2.
Heroku pa je najdražji od vseh ponudnikov, najbolj enostaven ampak z
občutljivo manjšo fleksibilnostjo.
Dodatek A
Konfiguracija AWS
A.1 Tipi storitev
AWS definira 2 strategiji razvrščanja nalog na instancah EC2:
• REPLICA – Določimo zaželeno število nalog, ki jih želimo zaganjati.
Glede na razpoložljivost virov skuša AWS uporabiti dostopne instance
za izvajanje nalog. Določimo lahko strategijo umeščanja nalog (ang.
Placement strategy), s katero vplivamo na odločitve AWS ECS sistema
pri organizaciji instanc. Pri REPLICA načinu se lahko AWS odloči
uporabiti eno instanco za izvajanje več nalog, seveda, če je dovolj do-
stopnih virov pomnilnika in CPE. Lahko se zgodi, da nimamo dovolj in-
stanc za izvajanje vseh nalog. V tem primeru lahko zmanjšamo njihovo
število ali pa nastavimo avtomatsko skaliranje (ang. Auto Scaling).
• DAEMON – Na vsaki instanci EC2 se lahko izvaja samo ena naloga.
Pogoj so dovolj močen CPE in velikost pomnilnika. V načinu DAE-
MON nam ni potrebno določiti želenega števila nalog, ki jih želimo
zagnati, ker AWS skuša postaviti po eno nalogo na vsako dostopno
instanco EC2.
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A.2 Konfiguracije varnostnih skupin
Na sliki A.1 definiramo varnostno skupino vsebnikov. Dovolili bomo HTTP,
HTTPS in SSH promet. Čeprav dopuščamo ves promet prek SSH, to še
vedno ne pomeni, da lahko kdor koli dostopa do vsebnikov. Za namen prijave
smo naredili par ključev (angl. key pair). .pem datoteko lahko shranimo na
računalnik in jo uporabimo kot parameter pri povezovanju SSH do vsebnikov.
Slika A.1: Konfiguracija varnostne skupine vsebnikov.
Za varnostno skupino datotečnega sistema moramo v sekciji Inbound Ru-
les dodati način povezovanja NFS (Network File System) in instancam omo-
gočiti dostop. Na sliki A.2 je prikazana konfiguracija varnostne skupine da-
totečnega sistema. Kot vir (angl. source) smo podali identifikacijsko številko
prejšnje definirane varnostne skupine instanc EC2.
Slika A.2: Konfiguracija varnostne skupine datotečnega sistema.
A.3 Priprava Docker slike pri AWS ECS
Za namen priprave slike bomo uporabili poljubno instanco EC2 in se prijavili
preko SSH. Po namestitvi potrebnih paketov in konfiguraciji poverilnic za
prijavo moramo narediti repozitorij.
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Lastni ECR repozitorij z imenom ml-repository smo naredili v regiji eu-
central-1 z uporabo AWS komandne vrstice, in sicer z ukazom:
aws ecr create-repository
--repository-name ml-repository
--region eu-central-1
Sedaj lahko svojo Docker sliko dodamo v repozitorij.
Preden sliko objavimo, jo moramo namestiti iz Docker Hub, jo ustrezno
označiti po navodilih in dodati v repozitorij ECR [23].
Z Docker komandno vrstico označimo sliko:
docker tag bogdanp3trovic/ml-server:1.0
uporabniski_id.dkr.ecr.eu-central.amazonaws.com/ml-repository
in jo dodamo v repozitorij:
docker push
uporabniski_ID.dkr.ecr.eu-central.amazonaws.com/ml-repository
A.4 Konfiguracija vsebnikov pri AWS ECS
Slika A.3 prikazuje nastavljene vrednosti vrat v naši gruči, slika A.4 pa opisuje
delovanje dinamične preslikave vrat. ALB je porazdeljevalec obremenitve
(angl. Application Load Balancer) in lahko vidimo, da ena instanca EC2
vsebuje dve nalogi, Task A in Task B. Torej z dinamično preslikavo vrat
omogočimo izvajanje večjega števila nalog znotraj ene storitve, ki uporablja
eno samo instanco EC2.
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Slika A.3: Dinamična preslikava vrat.
Slika A.4: Ilustracija dinamične preslikave vrat na instanci EC2
Vir: Understanding Dynamic Port Mapping in Amazon ECS with
Application Load Balancer [60]
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Slika A.5: Konfiguracija skupne podatkovne shrambe vsebnikov. Povežemo
pot znotraj vsebnika z narejeno podatkovno shrambo.
A.5 Tipi porazdeljevalcev obremenitve
• Aplikacijski porazdeljevalec obremenitve (angl. Application Load Ba-
lancer). Deluje na aplikacijski plasti (HTTP, HTTPS). Podpira di-
namično preslikavo vrat. Za namene ECS gruče priporoča AWS upo-
rabo aplikacijskega tipa porazdeljevalcev obremenitve iz razlogov, kot
so fleksibilnost registracije storitev in podpora uporabe več tipov nalog.
Zaradi omenjenih razlogov bomo za uporabo v naši gruči izbrali ta tip.
• Omrežni porazdeljevalec obremenitve (angl. Network Load Balancer).
Deluje na transportni plasti (TCP/IP). Podpira dinamično preslikavo
vrat.
• Klasični porazdeljevalec obremenitve (angl. Classic Load Balancer).
Starejša varianta porazdeljevalcev obremenitve, ki deluje tudi na tran-
sportni in aplikacijski plasti, a ne podpira dinamične preslikave vrat.
AWS ne priporoča uporabe klasičnega tipa pri ECS, ker se pojavijo
težave v primeru registracije večjega števila storitev.
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A.6 Povezovanje porazdeljevalca obremenitve
in posodabljanje obstoječe varnostne sku-
pine
Slika A.6: Posodobljena konfiguracija varnostne skupine „flask-vsebiki“.
Slika A.7 prikazuje konfigurirano ciljno skupino. Sekcija Targets prikazuje
aktivne instance, ki se nahajajo v novi ciljni skupini.
Slika A.7: Primer konfigurirane ciljne skupine. Vsaka ciljna skupina je pred-
stavljena kot pot ter vsebuje določeno skupino instanc EC2.
A.7 Konfiguracija Fargate storitve
Če imamo že narejenega porazdeljevalca obremenitve, ciljno skupino in smo
določili poti, jih lahko povežemo s storitvijo. Ob uveljavitvi konfiguracije se
bodo naloge povezale s ciljno skupino porazdeljevalca obremenitve, ki ustreza
poti „/“. Konfiguracija je prikazana na sliki A.8.
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Slika A.8: Konfiguracija ciljne skupine in porazdeljevalca obremenitve pri
storitvi Fargate
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Dodatek B
Konfiguracija GKE
B.1 Priprava datotečnega sistema pri GKE
Naredili bomo novo instanco, ki se nahaja v isti regiji kot gruča (eu-west-2a),
ter pustili privzete nastavitve. Ko je instanca pripravljena, bomo priklopili
disk, ki smo ga naredili v prejšnjem koraku. V nastavitvah VM instance
najdemo možnost „Add existing disk“ ter izberemo želenega. Izbrati moramo
Read/Write način, ker želimo dodati datoteko. Ker GKE ponuja zelo dober
vmesnik za upravljanje z VPS-i, lahko enostavno pritisnemo gumb SSH in se
nam bo odprlo novo okno brskalnika, kjer bomo imeli pripravljeno povezavo.
Ko smo povezani prek SSH povezave na instanco, lahko z ukazom lsblk
ugotovimo, kateri disk moramo formatirati ter prenesti podatke. Na sliki B.1
je prikazan izhod ukaza lsblk
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Slika B.1: Izhod ukaza lsblk. Lahko ugotovimo, da je ime našega diska sdb.
Formatiranje diska bomo izvedli z ukazom:
$ sudo mkfs.ext4 -m 0
-E lazy_itable_init=0,lazy_journal_init=0 /dev/sdb
Uporabili smo orodje mkfs.ext4 za formatiranje diska v ext4 datotečni sis-
tem.
Zdaj, ko imamo formatiran disk, ga lahko priklopimo na nek direktorij in
dodamo datoteko modela. Naredili bomo direktorij „modelvolume“ znotraj
/mnt/ direktorija. To lahko storimo z ukazom:
$ sudo mount -o discard,defaults
/dev/sdb /mnt/disks/modelvolume
S tem imamo pripravljen direktorij za dodajanje datotek. GKE omogoča
tudi hitro prenašanje datotek na VPS. V istemu oknu brskalnika izberemo
opcijo Upload File, dodamo datoteko s shranjenim modelom in jo prenesemo
v priklopljeni direktorij. Nosilec je pripravljen za uporabo, datotečni sistem
pa lahko izklopimo ter izbrišemo instanco.
B.2 Uporaba priporočil objekta VPA
VPA nam lahko priporoči ustrezno količino CPE ter pomnilniških resur-
sov. Preden uporabimo VPA, moramo v GKE konzoli omogočiti tudi opcijo
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Vertical Pod Autoscaling – povezati ga moramo s strokom. Konfigurirali
bomo en enostaven objekt:
1 apiVersion: autoscaling.k8s.io/v1
2 kind: VerticalPodAutoscaler
3 metadata:
4 name: ml-server-vpa
5 spec:
6 targetRef:
7 apiVersion: "apps/v1"
8 kind: Deployment
9 name: ml-server-deployment
10 updatePolicy:
11 updateMode: "Off"
Ker bomo rabili le priporočilo količine računalniških virov, smo izklopili
samodejno posodabljanje računalniških (parameter updateMode: "Off").
Ko uveljavimo spremembe, bomo povezali VPA z našo namestitvijo.
Objekt VerticalPodAutoscaler spremlja metrike v preteklosti in glede na
njih izračuna priporočene vrednosti novih metrik. Zato bomo poslali nekaj
zahtev in ustvarili obremenitev. Po kratkem času bomo izvedli ukaz:
kubectl get vpa ml-server-vpa --output yaml
Dobili bomo priporočila za zahteve računalniških virov, kar je lahko zelo
uporabno med planiranjem infrastrukture, saj lahko te vrednosti specifici-
ramo v sami konfiguracijski datoteki. Izhod zahteve je prikazan na sliki B.2.
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Slika B.2: Izhod ukaza za pridobitev priporočil VPA.
Več kot imamo prometa in dlje kot VPA spremlja promet, bolj uporabna
priporočila lahko dobimo.
Dodatek C
Konfiguracija Heroku
C.0.1 Konfiguracija S3 podatkovne shrambe za potrebe
Heroku sistema
Naredili bomo novo vedro „mlbucketbp“ pri AWS S3. Pustili bomo privzete
nastavitve, ki pokrijejo tudi blokiranje javnega dostopa do vedra. Za dostop
bomo rabili uporabniške poverilnice (angl. user credentials). Ko končamo,
bomo konfigurirali še pravila CORS za dostop v sekciji „Dovoljenja“ (angl.
Permissions). S pravili CORS lahko virom iz drugih domen dovolimo dostop
do podatkov v domeni, kjer je datoteka ustvarjena. Pri S3 pravila CORS
konfiguriramo prek XML datotek in naša konfiguracija je videti takole:
1 <?xml version="1.0" encoding="UTF-8"?>
2 <CORSConfiguration>
3 <CORSRule>
4 <AllowedOrigin>*</AllowedOrigin>
5 <AllowedMethod>GET</AllowedMethod>
6 <AllowedMethod>POST</AllowedMethod>
7 <AllowedMethod>PUT</AllowedMethod>
8 <AllowedHeader>*</AllowedHeader>
9 </CORSRule>
10 </CORSConfiguration>
103
104 Bogdan Petrović
Torej smo dovolili dostop vsem domenam za izvajanje GET, POST ter
PUT HTTP metod. Ročno lahko dodamo model.joblib datoteko, v kateri je
shranjen model, in s tem smo končali s konfiguracijo S3 podatkovne shrambe.
Dostop moramo omogočiti še naši aplikaciji. Ker v kodi ne želimo izposta-
viti vrednosti uporabniške poverilnice, bomo konfigurirali dve spremenljivki
okolja Heroku, in sicerAWS_ACCESS_KEY_ID terAWS_SECRET_ACCESS_KEY.
Za povezovanje z AWS storitvami bomo uporabili Python knjižnico boto3
[19]. Datoteko modela bomo najprej prenesli v lokalni datotečni sistem vseb-
nika in jo potem z orodjem joblib predelali v obliko, ki jo lahko uporabimo
za obdelavo uporabniških zahtev.
Funkcija, ki smo jo dodali v datoteki server.py, je videti tako:
1 def get_model_from_s3():
2 access_key = os.environ.get('AWS_ACCESS_KEY_ID')
3 secret_key = os.environ.get('AWS_SECRET_ACCESS_KEY')
4 s3 = boto3.resource('s3', aws_access_key_id=access_key,
5 aws_secret_access_key=secret_key)
6 s3.Bucket('mlbucketbp').download_file('model.joblib',
7 'model.joblib')
Funkcija bo posredovala ključe pri dostopu do s3 vira ter lokalno prenesla
datoteko. S tem smo konfigurirali osnovno funkcionalnost dyno strojev ter
poskrbeli za skupno podatkovno shrambo.
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