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Ultimate bounds on the maximum operating frequency of networks of quantum dot cellular automata devices
have yet to be established. We consider the adiabaticity of such networks in the two-state approximation
where clocking is achieved via modulation of the inter-dot tunneling barriers. Estimates of the maximum
operating frequency that would allow a 99% probability of observing the correct logical output are presented
for a subset of the basic components used in QCA network design. Simulations are performed both in the
coherent limit and for a simple dissipative model. We approach the problem of tunnel-based clocking from the
perspective of quantum annealing, and present an improved clocking schedule allowing for faster operation.
Using an analytical solution for driven QCA wires, we show that the maximum operating frequency in the
coherent limit falls off with the square of the wire length, potentially limiting the size of clocked regions.
I. INTRODUCTION
In recent years, there has been great interest in tech-
nologies that extend beyond the projected scale limits
of conventional CMOS, ranging from new transistor de-
signs with alternate channels1,2 to entirely novel com-
putational architectures3–5. Quantum-dot Cellular Au-
tomata (QCA) encodes binary information in the distri-
bution of charges in devices or cells composed of arrays
of quantum dots6,7. Coulombic interactions between oc-
cupying charges facilitate coupling between the charge
states of neighbouring cells. Arrangements of these cells
can be designed with ground states that encode famil-
iar logic gates8. Among the most promising potential
implementations for QCA are mixed-valence molecular
devices9,10 and patterned dangling bonds on hydrogen
passivated silicon5,11. Each QCA cell occupies only a few
nm2 in area, potentially offering high device densities of
1014 cm−2. Significant challenges must be solved for any
realistic QCA implementation, such as limiting device
power at high density using reversible gates12,13, design-
ing robust wire crossings14 and clocking networks15,16,
and interfacing with the existing CMOS architecture.
The operation of QCA networks requires the gener-
ation of 4-phase clocking fields which control informa-
tion flow by sequentially activating regions of the network
called clock zones17. There are two species of QCA de-
vices usually considered: 2-state and 3-state. Schematics
of these devices and the clocking protocol are shown in
Fig. 1 and Fig. 2. In 2-state QCA, the two polarization
states are defined by occupation of the antipodal sites
and the clocking field is interpreted as a modulation of
the inter-dot tunneling barriers12. In 3-state QCA, we in-
troduce additional dots associated with a non-interacting
or inactive null state16. By applying a relative voltage
to the null dots we control the energy of the null state
and can activate/deactivate cells in a clock zone. The in-
fluence of the form of the clocking fields remains largely
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unstudied and an ultimate upper-bound on device oper-
ation frequency is still to be determined.
In this work, we investigate the adiabaticity and maxi-
mum operating frequency of a subset of the basic building
blocks of QCA networks. In particular, we consider the
frequency below which a QCA logic gate gives the correct
output with at least 99% likelihood. An estimate of the
maximum operating frequency of a QCA wire based on
the limits of heat sink power dissipation has previously
been considered by Timler and Lent12. For reasonable
assumptions of the interaction energies and device densi-
ties for molecular QCA, and assuming a maximum heat
sink dissipation of 100 W · cm−2, they give an operating
frequency 1-3 orders of magnitude lower than the intrin-
sic frequency. For comparison with Timler’s results and
in order to show an evident connection to existing un-
derstandings from quantum annealing, we consider only
2-state QCA; however, the methods extend naturally to
3-state QCA with only minor modification. In Section II,
we describe our QCA simulation methods. Section III
discusses tunnel-based clocking in detail, including the
link to quantum annealing in transverse Ising spin-glasses
and some considerations for choosing a clocking schedule.
Finally, Sections IV and V show performance results for
both full coherence and in the presence of a thermal bath.
II. SIMULATING QCA DYNAMICS
We consider some network of N QCA cells under the
influence of some set of fixed polarization driver cells
representing network inputs. In the two-state approxi-
mation, the Hamiltonian can be expressed as18
Hˆ(t) = − 12
N∑
i=1
γiσˆ
i
x+
1
2
 N∑
i=1
hiσˆ
i
z −
N∑
<ij>
Eijk σˆ
i
zσˆ
j
z
 , (1)
with γi the tunneling energies, hi =
∑
D E
i,D
k PD the elec-
trostatic biases due to driver cell polarizations PD, E
ij
k
the kink energies between cells, and σˆia the Pauli oper-
ators associated with the ith cell. The dynamics in the
presence of a dissipative thermal bath are taken to be
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2(a) 2-State (b) 3-State
FIG. 1. Schematics and polarizations for common QCA de-
vices. The shaded quantum dots are occupied by additional
charges. Inter-dot tunneling paths are indicated by the lines.
RELAX
RE
LE
AS
E SWITCH
LATCH
(a) Schematic of 4-phase clocking
0
0
0
1
(b) XOR
FIG. 2. In 4-phase clocking, regions of QCA devices are driven
between unpolarized relaxed and polarized latched states: eg.
by modulating their inter-dot tunneling rates, γ. Adjacent
clock zones are pi/2 phase shifted to enforced directional infor-
mation flow. An example QCA network and arrangement of
clock zones is shown in (b) with the clock phases indicated by
the shade. We are primarily interested in the switching phase,
in which the polarization ground state needs to be achieved.
described by a Liouville-von Neumann equation with a
relaxation term12:
d
dt
ρˆ(t) = − i
~
[
Hˆ(t), ρˆ(t)
]
− 1
τ
[ρˆ(t)− ρˆss(t, ρˆ)] , (2)
with density operator ρˆ, steady state density operator
ρˆss, and relaxation time τ . The exact forms of ρˆss that
we consider will be discussed in Section V. We express
Eq. (2) in dimensionless form with s = ft the normalized
time for switching rate f and Hˆ(s) = Hˆ/E the dimension-
less Hamiltonian for energy scale E which we equate to
the nearest neighbour kink-energy:
f˜
d
ds
ρˆ(s) = −i
[
Hˆ(s), ρˆ(s)
]
− ξ˜ [ρˆ(s)− ρˆss(s, ρˆ)] . (3)
Here f˜ = f/f0 and ξ˜ = 1/f0τ define the relative switch-
ing and dephasing/relaxation rates with respect to the
intrinsic frequency f0 = E/~ of the coherent dynamics
of Hˆ. For reference, an E of 100 meV corresponds to
an intrinsic frequency of f0 ≈ 150 THz; the kink energies
typically discussed in nanoscale QCA architectures range
from 101 − 103 meV. We will drop the E for conciseness.
Note that with 4-phase clocking the actual operating fre-
quency of the network is f˜/4.
A. Coherence Vector Formalism
Due to suspected limited correlations in QCA net-
works, it has been proposed to express the dynamics in
terms of the coherence vector formalism19,20. The density
operator can be expressed in the basis of the generators
of SU(2N ) as
ρˆ(s) =
1
2N
IˆN +∑
i
λiaσˆ
i
a +
∑
<ij>
Kijabσˆ
i
aσˆ
j
b + · · ·
 , (4)
where we employ Einstein summation for the subscripts
over the set {x, y, z}. The dynamics of ρˆ are equiva-
lent to those of the real-valued coefficients: λia = 〈σˆia〉,
Kijab = 〈σˆiaσˆjb〉, etc. These coefficients are classified by
the number of cells they consider: each cell is assigned
a coherence vector λi containing the 3 single-point ex-
pectation values λia; each pair of cells gets a two-point
correlation tensor Kij containing the 3
2 two-point cor-
relations Kijab; and so on. The power of this formalism
comes in the capacity to limit the number of terms used
to approximate ρˆ. The dynamics of any one of these
terms can be computed as
f˜
d
ds
Λk(s) = i
〈[
Hˆ(s), Λˆk
]〉
− ξ˜ [Λk(s)− Λssk (s, ρˆ)] , (5)
with Λˆk any of the operators in Eq. (4), Λk its expected
value, and Λssk = Tr ρˆssΛˆk. Only the lowest order ap-
proximation of the dynamics is usually considered: the
so-called Inter-cellular Hartree Approximation (ICHA)6.
The ICHA includes only the coherence vectors, excluding
two-point and higher correlations. The resulting system
of equations is given by
f˜
d
ds
λi = Γi × λi − ξ˜(λi − ηi), (6)
with Γi = [−γi, 0, hi−
∑
n 6=i E
ni
k λ
n
z ] and ηi the local dis-
sipation vector. Absent dissipation, this has the nice
property that each cell can be seen to evolve under an
instantaneous Hamiltonian dependent on the λiz values
of neighbouring cells:
Hˆi = −1
2
γiσˆ
i
x +
1
2
h˜iσˆ
i
z, (7)
with instantaneous effective bias h˜i = hi −
∑
n 6=iE
ni
k λ
n
z .
Absent dissipation, Eq. (6) is stationary only if λi ∝ Γi;
otherwise, coherent oscillations occur as has been previ-
ously studied21. This can be seen by taking the derivative
of the λiy equation in Eq. (6):
f˜2
d2
ds2
λiy = −(h˜2i + γ2i )λiy +O(γnλny ), (8)
where the remaining terms tend to be small near the end
of the switching phase. For sufficiently fast f˜ , the λiy can
3remain non-zero and will then oscillate with angular fre-
quencies ν2i = (h˜
2
i +γ
2
i )/f˜
2. We note then the oscillation
in λix and λ
i
z via
f˜
d
ds
λix = −h˜iλiy, f˜
d
ds
λiz = −γiλiy. (9)
Dissipation must be employed to dampen out these os-
cillations which cannot be justified in the coherent limit.
B. Solver Details
In general, we are interested in an initial value problem
of the form
d
ds
y(s) = g(s,y)/f˜ y(0) = y0 (10)
where g(s,y) is given by either Eq. (3) or Eq. (6). We
use To´th’s approach to define the initial state19: starting
with the ground state of Hˆ(0), we use a Newton-Raphson
method to find a nearby root of g(s,y). The time de-
pendent solution is computed using a Dormand-Prince
(RK45) method for Eq. (3) and a first order backward
differentiation formula method (BDF1) for the ICHA22.
III. CHOOSING A CLOCKING SCHEDULE
In addition to the choice of the steady state solution,
the schedule of the tunneling barriers during clocking, the
clocking schedule, will also affect the performance of the
network. The tunnel barrier modulation in 2-state QCA
clocking is achieved by allowing γi in Eq. (1) to vary with
time: γi → γi(s). As the tunneling barriers are raised,
γi(s) goes from some large γi(0)  E to an effectively
zero γi(1) E at which point Hˆ is approximately classi-
cal. The quantum adiabatic theorem23 guarantees that a
network initialised in the ground state of Hˆ(0) will reach
the desired ground state of Hˆ(1) for sufficiently slow f˜ .
However, sufficiently slow relates to the rate of change
of Hˆ and hence on the schedule of γi(s). QCADesigner,
a popular QCA design and simulation tool, uses a si-
nusoidal schedule which is approximately linear over the
switching regime24. Linear clocking schedules have also
been considered for the 3-state QCA model25. There has
of yet been no expansive study of the influence of the
clocking schedule on QCA performance; however, similar
considerations appear in the study of quantum annealing.
A. Quantum Annealing Framework
In quantum annealing, the ground state of some chal-
lenging and interesting Hamiltonian is found by slowly
transforming an initially simple quantum system into the
one of interest26. The Hamiltonian is often expressed as
Hˆ(s) = − 12A(s)HˆX + 12B(s)HˆP , (11)
where HˆX =
∑
i σˆ
i
x and HˆP =
∑
i hiσˆ
i
z +
∑
<ij> Jij σˆ
i
zσˆ
j
z
define a transverse Ising spin-glass problem with HˆP the
problem of interest. Clearly such problems include the
two-state approximation in QCA. The A(s) and B(s)
here define the annealing schedule. In tunnel barrier
modulated QCA, we haveB(s) = 1 and take γi(s) = A(s)
to be the same for all cells in a clock zone. Before we
consider a candidate clocking schedule, we first need to
define our performance metrics and establish some nec-
essary criteria for A(s).
B. Performance Metrics
In order to quantify the clocking performance, we de-
fine the following metrics:
Adiabaticity: QA(s) = Tr ρˆ(s)Pˆg(s) (12a)
Classical: Qcl = Tr ρˆ(1)PˆP (12b)
Logical: QL =
1
2|Ω|
∏
i∈Ω
(1 + λiz(1)Pi) (12c)
For adiabatic clocking, the system should remain near
the ground state at all times. QA(s) describes the over-
lap between the system state and the space of potentially
degenerate ground states of Hˆ(s), given as the expected
value of the projection operator Pˆg(s) =
∑
d |Ψdg〉〈Ψdg|.
Clocking ideally results in the system reaching the ground
state of the classical Hamiltonian HˆP . Qcl describes the
probability of this outcome, with projection PˆP . If the
classical ground state is non-degenerate and there are no
correlations in ρˆ(1), Qcl simplifies to
Q˜cl ≈ 1
2N
N∏
i=1
(1 + λiz(1)Pi), (13)
with Pi = Tr PˆP σˆiz the polarization of each cell in the
classical ground state. In principle, the polarizations of
certain output cells may be logically correct even if the
state fails to reach the ground state. By restricting the
product in Eq. (13) to a finite subset, Ω, of the cells, we
can define a logical performance, QL. In this work, we
consider a “high performance” target of Qcl ≥ 0.99.
C. Quality of the Ground State
For typical QCA networks, we will have a non-
degenerate ground state. We can use non-degenerate
perturbation theory to determine the “quality” of the
initial and final ground states:
Q0 = 〈PˆX〉(0) = 1− α−20 F0 +O
(
α−30
)
, (14a)
Q1 = 〈PˆP〉(1) = 1− α21F1 +O
(
α31
)
, (14b)
where PX is the projection operator onto the ground
state of −HˆX , expectation values are for the ground state
4TABLE I. Gate parameters for Eq. (14) computed for the
kink energies given in Fig. 4
Device Wire-N Inverter Maj-111 Maj-101 Maj-110
F0 1
16
(N + 3)
0.581 1.012 1.012 1.012
F1 2.217 1.141 2.259 1.735
of Hˆ(s), α0 and α1 are the initial and final values of the
ratio α(s) = A(s)/B(s), and F0 and F1 are network-specific
parameters dependent only on (hi, E
ij
k ). Note that Q1 is
precisely the limit of Qcl for slow f˜ ; hence, we should
choose α1 such that Q1 > 0.99. For Eq. (1), we find
F0 =
1
4
N∑
i=1
|hi|2 + 116
N∑
<ij>
|Eijk |2 , F1 = 14
N∑
i=1
1
h˜2i
, (15)
with h˜i = hi −
∑
j 6=iE
ij
k Pj calculated for the polariza-
tions of the ground state of HˆP . For our performance
target, we obtain a necessary constraint on α1:
α−11 ≥ max
√
F1/1−Q∗, (16)
with some Q∗ > 0.99. We consider the devices shown in
Fig. 3. Schematics of the device interactions are shown
in Fig. 4 with the computed F0 and F1 shown in Table I.
Our constraint is approximately α1 ≤ 1/15. We can make
an observation regarding the dependence of Qcl on the
parameters (f˜ , α0, α1). Assuming again a non-degenerate
ground state of HˆP , we have
PˆP = Q−11 Pˆg(1)− 12α1
∑
i
1
h˜iPi
{
PˆP , σˆix
}
+O(α21). (17)
We are interested in the regime where QA(1) is close
to 1 and hence ρˆ(1) ≈ QA(1)Pˆg. We observe that
Q−11 = Q1 + 2F1α
2
1 +O(α
3
1). Upon multiplying Eq. (17)
by ρˆ(1) and taking the trace, Tr ρˆ(1)
{
PˆP , σˆix
}
becomes
−QA(1)Q1α1/h˜iPi and the second order term becomes
third order. We are left with
Qcl ≈ QA(1)Q1. (18)
Further, if we assume a large QA(1) is independent of
small α1, we arrive at the useful expression
Qcl(f˜ , α0, α1) ≈ Qcl(f˜ , α0, 0)Q1(α1). (19)
In this work, we will use QCADesigner’s default value of
α1 = 1/20, giving Q
∗ = .9943 which satisfies our perfor-
mance constraint.
D. Candidate Clocking schedules
An optimal choice of clocking schedule will depend on
details of the environmental interaction and will not be
(a) Wire (b) Inverter (c) Majority Gate
FIG. 3. Schematics for simulated devices. Red and blue
shaded cells indicate inputs with fixed polarizations of ±1.
The rightmost cells produce the logical outputs. We denote
by “Wire-N” a wire of length N and “Maj-ABC” a majority
gate with binary inputs as indicated: ex. Maj-101 shown.
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FIG. 4. QCA Device dimensions and computed kink energies
relative to E . We ignore the -1.03 and weaker interactions.
addressed here. Instead, we introduce a schedule which
mimics the standard linear schedule used in quantum an-
nealing studies. We assume the following: (1) the kink
energies are fixed by the network geometry and hence
B(s) = 1; (2) the tunneling energies cannot be made
infinite or zero; and (3) the rate of change of the eigen-
states for the linear schedule is a good choice for quantum
annealing. The eigenstates of Eq. (11) depend only on
the ratio α(s). We define our clocking schedules by their
initial and final ratios α0 and α1. We consider for com-
parison an appropriate Linear schedule with B(1) = 1:
AL(s) = 1− (1− α1)s, (20a)
BL(s) = 1− (1− 1/α0)(1− s). (20b)
For B(s) = 1 we define an analogous schedule with the
same eigenstates: AQ(s) = AL(s)/BL(s),
AQ(s) = 1 + (α0 − 1) 1− ks
1 + (α0 − 1)s , (21)
which we refer to as the Quasi-Linear schedule, as it is
perhaps the closest we can get to the linear schedule un-
der the given constraints. The k here satisfies AL(1/k) =
BL(1/k) and has value k = 1+(1−α1)/(1−α−10 ). Finally,
the Sinusoidal schedule in QCADesigner has the form
AS(s) =
α0 − α1√
2
cos
(pi
2
(s+ 1/2)
)
+
α0 + α1
2
. (22)
Schematics of these clocking schedules and the corre-
sponding low energy eigenspectra of an inverter are
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FIG. 5. Different clocking schedules and the 10 lowest energy
eigenvalues for a QCA inverter with α0 = 5, α1 = 1/20. The
location and size of the minimum gap is indicated for com-
parison. The gap between the ground and first excited states
was fit using Eq. (23) within ∆s = 0.07 of the minimum to
extract the width parameter W . The fit is shown in the inset
over the shaded region representing ±W about the minimum.
shown in Fig. 5. A first order performance character-
istic for quantum annealing can be extracted from the
spectrum. If we fit a hyperbola of the form
∆(s) = ∆0
√
1 + 1W 2 (s− s0)2 (23)
to the minimum energy gap, referred to as the level cross-
ing, between the ground and first excited states, where
∆0 is the minimum gap and W is a measure of the
gap width, then the Landau-Zener diabatic transition
probability27,28 can be expressed in the form
Pg→e = e−2pi∆0W/4f˜ . (24)
The probability of remaining in the ground state through
the minimum gap then depends on the product of the
gap size and its width. Fits of Eq. (23) in the vicinity of
the minimum gaps of the inverter in Fig. 5 are summa-
rized in Table II. If the crossing were well described by
the Landau-Zener model we should expect the switch-
ing rate needed to achieve a given Qcl to be propor-
tional to ∆0W ; however, we have not established that the
TABLE II. Fit parameters for the hyperbolic approximation
of the minimum gap of the inverter for the different clocking
schedules. Errors indicate 2σ estimates from the fit covariance
matrix where significant.
Clocking schedule ∆0 W ∆0W
Linear 0.233 0.162 0.037
Quasi-Linear 0.362 0.168± 0.005 0.062± 0.002
Sinusoidal 0.362 0.087± 0.002 0.030± 0.001
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FIG. 6. Comparison of classical performances for the different
clocking schedules: α0 = 5, α1 = 1/20. Dashed lines mark the
maximum switching rate, below which Qcl ≥ 0.99. Schedule
smoothing employed: see Section III E.
eigenstates involved in the crossing satisfy the conditions
inherent to the Landau-Zener approximation. Further,
the hyperbolic fit is not particularly convincing for the
Quasi-Linear schedule and we are ignoring other details
of the spectrum. Nevertheless, we should at least take
this result as inspiration that the Quasi-Linear schedule
might outperform both the Linear and Sinusoidal sched-
ules. The classical performance was computed for our
simple QCA components using Eq. (3) for the different
clocking schedules. Performance comparisons are shown
in Fig. 6. In most cases, we see that the Quasi-Linear
schedule is significantly better and will therefore be used
in all results that follow.
E. Initial Coherent Oscillations
Even if we initialize the system in the ground state
of Hˆ(0), we will observe Rabi-like oscillations induced
by the clocking field. These oscillations manifest in our
performance metrics as can be seen in Figs. 7 and 8. We
can approximate the magnitude of oscillations using time
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FIG. 7. Simulation of Maj-101 using the Quasi-Linear sched-
ule with f˜ = 3 · 10−2, α0 = 5, α1 = 1/20. Initial coherent
oscillations arise due to the changing Hamiltonian. These os-
cillations tend to weaken during clocking; however, a lowered
adiabaticity when approaching the critical regime of avoided
level crossings can propagate to a reduced final performance.
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(b) Smoothed
FIG. 8. Classical performance of Maj-101 for different α0
values with and without initial smoothing. Results use the
Quasi-Linear schedule with α1 = 1/20. The dashed line indi-
cates the Qcl = 0.99 performance threshold, with the dotted
line the effective threshold for α1 = 0 using Eq. (19). Note
the more prominent oscillations for small α0.
dependent perturbation theory for the ground state and
first excited state of Hˆ(0), ignoring degeneracy for this
simple analysis. If A(s) has an initial linear component,
we get a transition probability into the excited state of
Pg→e(s) ∝
| ddsA(0)|2
A40
·
(
f˜
A0
)
sin (ωrs) , (25)
where A0 = A(0) and ωr ≈ A0/f˜. If A(s) has no initial
linear component, we calculate
Pg→e(s) ∝
| d2ds2A(0)|2
A40
·
(
f˜
A0
)3
sin (ωrs) . (26)
Importantly, if f˜/A0  1 we can effectively negate the ini-
tial oscillations by modifying the initial clocking schedule
in order to remove any linear component. We employ a
smoothing procedure in which we apply the map
s′ = s ·
(
1− e−s2/2σ2
)
. (27)
This map has a few useful properties: (1) It leaves the
initial value of the schedule unchanged; (2) it cancels the
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FIG. 9. Classical performance for different α0 values with
α1 = 1/20. In cases where there is a clear avoided level crossing
in the low energy spectrum, smaller α0 values yield higher op-
erating switching rates. We use the left-most intercept when
defining maximum switching rate to account for potential per-
formance oscillations. The lower F0 value of the wire gives it
a higher Q1 upper bound.
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FIG. 10. First 10 energy levels of the simulated devices. The
location and size of the minimum gap is indicated.
linear component of the initial schedule; and (3), it only
affects the schedule over a period of ∼ 2σ, meaning we
can remove the initial oscillations without affecting the
later schedule. We set σ = 2 · 2pif˜/A0 to smooth over two
periods of the oscillations. The effect is clear in Fig. 8b.
F. Choosing the Initial Clocking Field
For Maj-101, the choice of α0 did not significantly in-
fluence the classical performance. This will not generally
be the case. In Fig. 9, we see the performance for both
the inverter and wire for different initial clocking val-
ues. In these cases, the lower the value of α0, the higher
the performance. If we assume the only important fea-
ture of the clock to be a single Landau-Zener-like avoided
7level crossing, we can solve Eq. (24) to find the maximum
switching rate that allows a given adiabaticity,
f˜max ≈ pi∆0W−2 ln(1−QA) , (28)
where the gap width, W , is inversely proportional to the
slope of the clocking field near the minimum gap. For
the Quasi-Linear schedule, the slope satisfies
d
ds
AQ(s) =
α20
[1 + (α0 − 1)s]2
d
ds
AQ(1), (29)
where ddsAQ(1) = −(1−α1/α0) ≈ 1 for small α1. We then
expect f˜max ∝ [s∗ + (1− s∗)/α0]2 with s∗ the location of
the minimum gap. The spectra for most of the simulated
devices are shown in Fig. 10. For majority gates, the
minimum gap occurs in the classical limit, s∗ = 1, hence
we expect no α0 dependence. If the minimum gap oc-
curs at some earlier s∗, we expect f˜max to decrease with
increasing α0 as observed.
QCADesigner uses a value of α0 = 5 and from these
considerations we might naively assume we should use
an even smaller value of α0; however, we are ignoring
some important caveats. We initialize the system near
the ground state of Hˆ(0). If α0 is small, the initial
state already has a significant projection onto the clas-
sical ground state. In that sense, much of the work the
switching is supposed to achieve must have been done by
whatever process set up the initial state. Indeed from
Eq. (14) we see that α0 = 5 gives a projection onto the
ground state of −HˆX of only Q0 = 0.96 in the worst case
of a majority gate. In addition, the cell polarizations,
λz, will have initial values on the order of α
−1
0 , as high
as 0.2 in Fig. 7, pointing to a second issue: with small
α0, “deactivated” cells may remain partially polarized,
perhaps enough that the next clock zone may bias our
outputs. Both of these issues are resolved by using a
higher value of α0; however, we see in Fig. 9 that there
is only minimal decrease in performance beyond α0 = 5.
We conclude then that we cannot justify using a smaller
value of α0, nor would we expect using a larger value to
influence performance within the scope of our analysis.
IV. COHERENT BEHAVIOUR OF QCA COMPONENTS
Here we consider the behaviour of our QCA compo-
nents excluding any dissipation. In all results that follow,
we use clocking ratios of α0 = 5 and α1 = 1/20. Unless
otherwise indicated, the Quasi-Linear schedule is used.
A. Wire Analysis
In Fig. 11, we consider the performance of wires of
various lengths. For the special case of a left-driven wire
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FIG. 11. Performance of wires of different lengths. Dashed
lines indicate predictions from Eq. (34) with fit ν.
as in Fig. 3, the Hamiltonian is of the form
HˆW (s) = −1
2
A(s)
N∑
i=1
σˆix+
1
2
B(s)
[
σˆ1z−
N∑
<ij>
σˆizσˆ
j
z
]
. (30)
Using a slight modification to the Jordan-Wigner trans-
form approach used for the unbiased wire29, we can ob-
tain an analytic description of the low energy spectrum
for biased wires in terms of the set of eigenenergies
k =
√
B2(s) sin2(qk) + [A(s)−B(s) cos(qk)]2, (31)
with k in 1, · · · , N and pseudo-momenta qk = kpi/(N + 1).
Each energy level of HˆW (s) is found by summing over a
subset of the eigenenergies k. For large N , each of the
k can be fit to the hyperbolic form Eq. (23) with the
minimum occurring for A(s∗) = B(s∗) and parameters:
∆0 ≈ B(s∗)qk, W = ∆0
∆m
≈ B(s∗)qk
∆m
, (32)
where ∆m = dds |A − B|(s∗) is the difference in sched-
ule rates at the gap. Importantly, for a wire of length
N , both ∆0 and W are approximately proportional to
qk ∝ (N + 1)−1. The Landau-Zener approximation then
predicts an adiabaticity of
QA(N, f˜) ≈ 1− e−2piν/4f˜(N + 1)2 . (33)
If there were only one excited state, ν/(N + 1)2 would cor-
respond to ∆0W for k = 1 and large N ; however, as
there are N excited wire states, we will just take ν to
be some parameter dependent on the clocking schedule.
Using Eq. (19) and solving Eq. (33) for f˜ , the maximum
switching rate for 99% classical performance is then
f˜max(N) ≈ − piν
2 log(1− 0.99/Q1(N))(N + 1)2 , (34)
Simulations were run for wires of various lengths and
their maximum switching rates extracted. The results
are shown in Fig. 11. These rates were then fit with
Eq. (34) for N ≥ 4 to obtain νL ≈ 1.60, νQ ≈ 2.93, and
νS ≈ 1.18 for our respective Linear, Quasi-Linear, and
8TABLE III. Comparison of fit and analytical estimates of the
Landau-Zener ν parameter for wires. Errors indicate 2σ de-
viations from the fit covariance matrix.
Clocking schedule νfit ν1
Linear 1.60± 0.02 1.80
Quasi-Linear 2.93± 0.07 3.19
Sinusoidal 1.18± 0.04 1.99
Sinusoidal schedules. It is clear that this simple Landau-
Zener model gives a good estimate of wire performance,
at least beyond N = 3. Using Eq. (32) and considering
only the first excited state, we can estimate ν ≈ ν1:
ν1 = (N + 1)
2 ∆0W |k=1 ≈
pi2
∆m
B2(s0). (35)
The other excited states serve as additional channels for
diabatic transitions and hence we should expect ν < ν1.
For all our schedules, we can find expressions for ν1:
νL1 = pi
2 (1− α1/α0)2
[2− (α1 + 1/α0)]3
= 1.80, (36a)
νQ1 = pi
2 k + (α0 − 1)
k2(α0 − 1) = 3.19, (36b)
νS1 =
4pi√
(α0 − α1)2 + 4(α0 − 1)(1− α1)
= 1.99. (36c)
For comparison, the fit ν and analytical estimates of ν1
are listed in Table III. We see that ν < ν1 as expected.
Further, with the exception of the Sinusoidal schedule,
the first excited state gives a good estimate for ν. We ar-
rive at two important observations: (1) QCA wires seem
to adhere to the simple Landau-Zener model for adia-
baticity, even considering only the first excited state; and
(2), in the absence of additional factors, the (N + 1)−2
scaling of f˜max means the maximum switching rate of any
QCA network will quickly be limited by the longest wire
to be clocked. The Landau-Zener character of wires, in
addition to the ease of calculating the energy spectrum,
suggests an obvious target for future investigation of an
optimised wire clocking schedule.
B. QCA Building Blocks
We consider now the coherent performance of our set
of basic QCA components. We transition from using
the classic performance to using the logical performance,
Eq. (12c), for the component output cells. This is per-
haps a more meaningful metric for real device perfor-
mance and will also allow more direct comparison with
the ICHA results in the next section. Fig. 12 shows all
the performance metrics for each device as a function
of the switching rate. There are a number of things to
note: (1) in the limit of high adiabaticity, or slow switch-
ing, the metrics approximately differ only by the ratios
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FIG. 12. Performance metrics for the QCA building blocks.
99% thresholds for the different metrics are indicated.
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FIG. 13. The first excited state for Maj-110 has a logical
output which agrees with the ground state, resulting in an
increased QL metric over Qcl and higher switching rates.
determined in Section III C:
Qcl/QA ≈ Q1, QL/QA ≈ 1− 14α21/|h˜n|2, (37)
with h˜n the effective bias for the output cell in the clas-
sical limit; (2) the remaining features and oscillations in
the performance arise later in the simulations and are not
a consequence of the initial Rabi oscillation discussed in
Section III E; (3) the predicted maximum switching rate
for wires doesn’t significantly depend on the choice of
metric, meaning our discussions in the previous section
also apply to the logical performance; and (4), we observe
9TABLE IV. Maximum operating frequencies, f˜max/4, for our
basic QCA circuits based on different metrics. We include
also Wire-3 which has a comparable size scale to the majority
gates. Minimum gaps are included for reference.
Device Adiabatic Classical Logical ∆0
Wire-5 7.5 · 10−3 7.0 · 10−3 7.1 · 10−3 0.500
Inverter 4.7 · 10−3 3.5 · 10−3 4.7 · 10−3 0.362
Wire-3 15.6 · 10−3 15.0 · 10−3 15.1 · 10−3 0.707
Maj-111 13.0 · 10−3 12.5 · 10−3 12.9 · 10−3 0.556
Maj-101 8.0 · 10−3 5.8 · 10−3 12.1 · 10−3 0.449
Maj-110 9.1 · 10−3 7.1 · 10−3 14.1 · 10−3 0.448
that in certain cases the logical performance gives signifi-
cantly higher maximum switching rate than either of the
other metrics. Note that a network is logically correct ei-
ther when in the ground state or when in an excited state
which happens to have correct outputs. This is precisely
the case for Maj-101 and Maj-110; the latter is illustrated
in more detail in Fig. 13. A summary of the maximum
operating frequencies for the different devices and metrics
in included in Table IV. Because of their simplicity, we
should expect wires to be the highest performing devices
of a given size. Our inverters have an input-to-output
path length of 5 cells and maximum operating frequencies
similar but slightly lower than those of Wire-5. Majority
gates have a path length of 3 cells from each input, which
we can compare against the results for Wire-3. This sug-
gests our bounds for wires found in the previous section
may serve as upper bounds on more complicated compo-
nents through an effective input-to-output path length.
Another necessary observation is that majority gates, un-
like wires and inverters, do not have a prominent hyper-
bolic minimum gap in their spectra. We should not be
surprised then that the minimum gap is not a good pre-
dictor for their performance. A more detailed analysis of
the low energy spectrum would yield a better prediction.
V. DISSIPATIVE BEHAVIOUR
We will consider two approaches to modelling a simple
dissipation mechanism for environmental interactions:
spectral relaxation, in which the density operator relaxes
to some ρˆss(s) dependent only on the eigenspectrum of
Hˆ(s) as in21; and mean field relaxation, where the coher-
ence vectors of each cell relax to a local dissipation vector
given by the instantaneous state of the network30. For
spectral relaxation, we consider three different potential
steady states:
Boltzmann21 : ρˆβss(s) =
1
Z e
−βHˆ(s) (38a)
Ground : ρˆGss(s) =
1
Z PˆG(s) (38b)
Classical31 : ρˆCss(s) =
1
Z PˆP (38c)
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FIG. 14. Logical performance of Maj-101 for different global
steady states. The dashed line represents equal switching
and relaxation rates and the solid contour represents a per-
formance of 0.99. (e) shows the behaviour immediately after
the critical inverse temperature: 10+ = 10.1
where PˆG(s) and PˆP are the projectors onto the
eigenspaces of the respective ground states of Hˆ(s) and
HˆP (see Eq. (11)), and Z is an appropriate normalization
constant such that Tr ρˆss(s) = 1. Each of these spectral
steady states has a local dissipation vector:
ηia = Tr ρˆssσˆ
i
a. (39)
For the ICHA, a mean field steady state is usually em-
ployed of the form12,
ηia = − tanh
(
β
2 |Γi|
) Γia
|Γi| , (40)
with Γi as in Eq. (6). While it is possible to construct
a steady state density operator from the local dissipa-
tion vectors by defining the higher order steady state
elements30, we have found this process to be prohibitively
slow. We will present results for mean field relaxation
only via the ICHA. All performance results are now in
terms of the logical performance.
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FIG. 15. There are three regions of interest: the coherent
regime, in which the system is governed by coherent dynamics;
the relaxed regime, in which the system closely tracks the
steady state; and the transition between these two regimes.
4 6 8 10 12 14
Inverse Temperature, 
0.90
0.92
0.94
0.96
0.98
1.00
Re
la
xe
d 
Pe
rfo
rm
an
ce
Wire-5
Inverter
Maj-111
Maj-101
Maj-110
FIG. 16. Logical performance in the relaxed regime for QCA
components with the Boltzmann distribution steady state.
QL = 0.99 thresholds are indicated.
A. Spectral Relaxation of the Density Operator
We consider the steady states specified in Eq. (38) that
depend only on the energy eigenspectrum. As an exam-
ple, Fig. 14 shows the logical performance for Maj-101
over a range of both the switching rate, f˜ , and the re-
laxation rate, ξ˜. There are three regimes of interest il-
lustrated in Fig. 15. If the switching rate is large with
respect to the relaxation rate, f˜ & 10ξ˜, then the dy-
namics are approximately coherent. In this regime, the
choice of steady state does not significantly affect the per-
formance. If the relaxation rate is large with respect to
the switching rate, ξ˜ & 10f˜ , then the system tracks the
steady state and the performance is entirely governed by
TABLE V. Threshold β value for high performance in the
relaxed regime. Parameters for Eq. (42) are estimated from
the spectrum of 1
2
HˆP
Device d1 ∆1 Eq. (42) Fig. 16
Wire-5 5 1 6.2 6.3
Inverter 1 0.416 11.1 12.5
Maj-111 1 0.554 8.3 8.7
Maj-101 2 0.554 9.6 10.0
Maj-110 5 1 6.2 6.2
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FIG. 17. Maximum switching rates for different spectral
steady states. A sample set of β values are indicated for
the Boltzmann distribution. Classical steady state results are
cropped for ease of view. The shaded region and dashed line
indicate the approximate edges of the transition regime
whether the steady state has the correct logic. For small
α1, both the ground state and classical steady states give
the correct logic and thus have high performing relaxed
regimes. For a Boltzmann distribution the behaviour is
more complicated. The logical performance in the re-
laxed regime has a lower bound approximately defined
by the first excited state with incorrect output logic. To
first order,
QL > 1− d1e−β∆1 , (41)
with ∆1 the gap between the ground state and the low-
est energy incorrect state and d1 its degeneracy. Here
we have assumed that all energy gaps are large with re-
spect to the thermal energy. We should expect a region
of high performance in the relaxed regime for β above
approximately
β∗ ≈ [log(d1)− log(1− 0.99)] /∆1. (42)
For Maj-101 we get ∆1 = 0.554, d1 = 2, and an esti-
mated transition at β∗ ≈ 9.6. In Fig. 14(c-f) we observe
a domain with QL above 0.99 emerge somewhere between
11
β = 5 and 20. The transition actually occurs just above
β = 10.0 (see Fig. 14(e)) which is fairly close to our esti-
mate. The exact value of QL in the limit of infinite ξ˜ for
a Boltzmann steady state is obtained as
QL(β) =
1
2 (1 + |Tr ρˆβss(1)σˆnz |) (43)
for output cell n. In Fig. 16, we show QL(β) for all the
QCA components. Table V compares the β∗ estimates
using Eq. (42) with the values from Fig. 16. The most
significant difference occurs for the inverter, which has
a second incorrect excited state with a slightly higher
energy gap of 0.554. The contribution of this state is
ignored in our estimate.
If the switching and relaxation rates are of the same
order, the behaviour depends on the interplay between
the coherent dynamics and the relaxation. Of the steady
states considered, the most interesting behaviour occurs
for ρˆCss, with a band of low performance along ξ˜ ≈ f˜ . This
result is easily explained by observing that the classical
ground state will generally be a high energy configura-
tion of Hˆ(0) and very near the ground state of Hˆ(1).
Initially, the dissipation acts to excite the network out of
the ground state; later in the clock, the dissipation acts
to help drive the network back down in energy. Increas-
ing ξ˜ initially hurts performance until the relaxation is
strong enough to overcome these initial excitations.
We summarize the performance for each QCA compo-
nent by extracting the maximum operating frequency as
a function of ξ˜ for each choice of steady state. The results
are shown in Fig. 17. Each set of data is obtained by first
finding f˜max in the coherent limit and then tracking the
QL = 0.99 contour as ξ˜ is increased. We first mention a
few unsurprising results: (1) the operating frequency is
approximately independent of the choice of steady state
in the coherent limit; (2) the trends become parallel to
f˜ = ξ˜ in the relaxed regime, meaning performance is
guaranteed as long as ξ˜/f˜ is sufficiently large; and (3), for
Boltzmann steady states the performance is improved as
the temperature is decreased. There are apparent dis-
continuities in some of the trends. These correspond to
cases like Fig. 14(e), where we observe two regions of high
performance. Interestingly, unless ξ˜ is sufficiently large,
we observe a decrease in maximum operating frequency
for any of our spectral steady states.
B. Spectral Relaxation with the ICHA
In Fig. 18 we repeat the analysis using the ICHA. The
behaviour in the relaxed regime matches what we ob-
serve in Fig. 17. On inspection, the limits in the coherent
regime differ slightly, with the maximum operating fre-
quency slightly higher for wires and inverters and lower
for majority gates. In the transition regime, however,
we observe significantly different results, particularly for
Wire-5 and Maj-101. To understand this behaviour, we
look in more detail at Wire-5. We discussed the oscil-
lations that occur with the ICHA in Section II A. These
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FIG. 18. ICHA: Maximum operating frequencies for the dif-
ferent spectral steady states. A sample set of β values are
indicated for the Boltzmann distribution.
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FIG. 19. ICHA simulations of Wire-5. Oscillations in the co-
herence vector lead to similar oscillations in the performance
metrics, leading to interesting features in the maximum op-
erating frequency contours
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FIG. 20. Logical performance in the relaxed regime for the
mean field relaxation with the ICHA. Maj-101 and Maj-111
are indistinguishable for sufficiently large β.
TABLE VI. Comparison of β∗ values for the two temperature
dependent steady states.
Device Wire-N Inverter Maj-111 Maj-101 Maj-110
Boltzmann 6.3 12.5 8.7 10.0 6.2
Mean Field 4.7 12.0 8.7 8.7 4.9
oscillations are clear in Fig. 19(a), which shows the co-
herence vector for Wire-5 for a particular choice of f˜ .
From Eq. (8), we can predict an oscillation frequency for
Wire-5 in non-dimensional units:
fosc =
1
2pif˜
[|λ4z|2 + α21]1/2 . (44)
Taking |λ4z| ≈ 1, we get fosc ≈ 8.0 which matches the
observed oscillation. This leads to oscillations in the per-
formance both in the coherent limit (Fig. 19(b)) as well
as when dissipation is added (Fig. 19(d)). In Fig. 19(d),
we see also a band of slightly lower performance along
ξ˜ ≈ f˜ . That this effect appears significant is entirely a
consequence of our arbitrary choice of the 0.99 threshold.
This region of lower performance also exists in Fig. 19(c);
however, we observe slightly higher QL values in the low
f˜ regime when using the density operator approach, keep-
ing this region above 0.99.
C. Mean Field Relaxation with the ICHA
We conclude by considering the commonly used mean
field method: Eq. (40). As this method is β dependent
it is natural to compare it with our analysis of the Boltz-
mann steady state. We can determine the β∗ sufficient
to guarantee a high performing relaxed regime by mak-
ing two observations: (1) in the limit of high ξ˜ we have
λnz = η
n
z and hence QL =
1
2 (1 + |ηnz |) for output cell n;
and (2), in this limit the Γi in Eq. (40) becomes a func-
tion of the vector ηz of all the η
i
z values. We can then
obtain ηz as a fixed point of Eq. (40) by iteration starting
with the ground state polarizations of Hˆ(1). The results
of this process are shown in Fig. 20 with a comparison of
the extracted β∗ to those of the Boltzmann steady state
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FIG. 21. Maximum operating frequencies for mean field re-
laxation using the ICHA. The results for the ground state are
shown for reference and comparison to Fig. 18.
shown in Table VI. With the exception of Maj-111, we
get lower β∗ values using the mean field.
In Fig. 21, we show the maximum operating frequen-
cies for the mean field steady state. We use spectral re-
laxation to the ground state as reference. Qualitatively,
there is much in common with the Boltzmann steady
state, keeping in mind the slightly different β∗ transi-
tions. One significant feature that was not observed in
our previous results is that the mean field can give higher
operating frequencies than the true ground state. This is
likely a result of the tendency for the mean field to rein-
force the polarizations of cells, increasing the output cell
polarization and hence QL. Though not discussed here,
this effect is known to present challenges, for example, in
majority gates with asymmetric inputs19.
VI. CONCLUSION
Previous attempts to establish bounds on QCA clock-
ing limit the operating frequency for two-state QCA wires
to 1-3 orders of magnitude below the intrinsic frequency
f0 = E/~. We approached the issue from the perspective
of achieving high device performance, defined by a 99%
13
likelihood of observing the correct output logic. By inter-
preting QCA clocking as quantum annealing, we arrive
at an improved clocking schedule which allows for higher
operating frequencies. In the coherent limit, we observe
bounds 2-3 orders of magnitude below f0 for a subset of
the standard components used in QCA network design.
Using an analytical solution for driven wires, we deter-
mine that wires are well described by a simple Landau-
Zener model of adiabaticity, having a maximum operat-
ing frequency that falls off with the square of the wire
length. This suggests an unforgiving trade-off between
operating frequency and maximum clock zone size unless
alternative decoherence mechanisms can be invoked32.
We investigated a simple thermal bath relaxation
model for decoherence. While the choice in steady state
does influence performance, the effect is relatively small
unless the system is operated in a regime where the rate
of relaxation dominates. Outside of this regime, we ob-
serve either of two cases. If the steady state has the cor-
rect logic in the relaxed regime, then we observe at worst
an approximate factor of 2 decrease in maximum operat-
ing frequency compared to the coherent limit; otherwise,
there is a maximum allowable relaxation rate beyond
which high performance is not achievable. The bounds
in this near-coherent regime are therefore within a factor
of 2 of those in the coherent limit.
ACKNOWLEDGMENTS
We acknowledge the support of the Natural Sciences
and Engineering Research Council of Canada (NSERC),
[funding reference number STPGP 478838-15].
1A. Nourbakhsh, A. Zubair, R. N. Sajjad, A. Tavakkoli K. G.,
W. Chen, S. Fang, X. Ling, J. Kong, M. S. Dresselhaus, E. Kaxi-
ras, K. K. Berggren, D. Antoniadis, and T. Palacios, “MoS2
field-effect transistor with sub-10 nm channel length,” Nano Let-
ters 16, 7798–7806 (2016).
2C. Qiu, Z. Zhang, M. Xiao, Y. Yang, D. Zhong, and L.-
M. Peng, “Scaling carbon nanotube complementary transis-
tors to 5-nm gate lengths,” Science 355, 271–276 (2017),
https://science.sciencemag.org/content/355/6322/271.full.pdf.
3D. Bhowmik, L. You, and S. Salahuddin, “Spin hall effect clock-
ing of nanomagnetic logic without a magnetic field,” Nature Nan-
otechnology 9, 59 EP – (2013).
4X. Fong, Y. Kim, K. Yogendra, D. Fan, A. Sengupta, A. Raghu-
nathan, and K. Roy, “Spin-transfer torque devices for logic and
memory: Prospects and perspectives,” IEEE Transactions on
Computer-Aided Design of Integrated Circuits and Systems 35,
1–22 (2016).
5R. A. Wolkow, L. Livadaru, J. Pitters, M. Taucer, P. Piva, M. Sa-
lomons, M. Cloutier, and B. V. C. Martins, “Silicon atomic
quantum dots enable beyond-cmos electronics,” in Field-Coupled
Nanocomputing: Paradigms, Progress, and Perspectives, edited
by N. G. Anderson and S. Bhanja (Springer Berlin Heidelberg,
Berlin, Heidelberg, 2014) pp. 33–58.
6C. S. Lent, P. D. Tougaw, W. Porod, and G. H. Bernstein,
“Quantum cellular automata,” Nanotechnology 4, 49–57 (1993).
7P. D. Tougaw and C. S. Lent, “Logical devices implemented us-
ing quantum cellular automata,” Journal of Applied Physics 75,
1818–1825 (1994).
8I. Amlani, A. O. Orlov, G. Toth, G. H. Bernstein,
C. S. Lent, and G. L. Snider, “Digital logic gate using
quantum-dot cellular automata,” Science 284, 289–291 (1999),
https://science.sciencemag.org/content/284/5412/289.full.pdf.
9C. S. Lent, B. Isaksen, and M. Lieberman, “Molecular
quantum-dot cellular automata,” Journal of the American
Chemical Society 125, 1056–1063 (2003), pMID: 12537505,
https://doi.org/10.1021/ja026856g.
10J. A. Christie, R. P. Forrest, S. A. Corcelli, N. A. Wa-
sio, R. C. Quardokus, R. Brown, S. A. Kandel, Y. Lu,
C. S. Lent, and K. W. Henderson, “Synthesis of a neu-
tral mixed-valence diferrocenyl carborane for molecular
quantum-dot cellular automata applications,” Angewandte
Chemie International Edition 54, 15448–15451 (2015),
https://onlinelibrary.wiley.com/doi/pdf/10.1002/anie.201507688.
11T. Huff, H. Labidi, M. Rashidi, L. Livadaru, T. Dienel, R. Achal,
W. Vine, J. Pitters, and R. A. Wolkow, “Binary atomic silicon
logic,” Nature Electronics 1, 636–643 (2018).
12J. Timler and C. S. Lent, “Power gain and dissipation in
quantum-dot cellular automata,” Journal of Applied Physics 91,
823–831 (2002), https://doi.org/10.1063/1.1421217.
13C. S. Lent, M. Liu, and Y. Lu, “Bennett clocking of quantum-
dot cellular automata and the limits to binary logic scaling,”
Nanotechnology 17, 4240–4251 (2006).
14D. Abedi, G. Jaberipur, and M. Sangsefidi, “Coplanar full
adder in quantum-dot cellular automata via clock-zone-based
crossover,” IEEE Transactions on Nanotechnology 14, 497–504
(2015).
15C. A. T. Campos, A. L. Marciano, O. P. Vilela Neto, and F. S.
Torres, “Use: A universal, scalable, and efficient clocking scheme
for qca,” IEEE Transactions on Computer-Aided Design of Inte-
grated Circuits and Systems 35, 513–517 (2016).
16E. Blair and C. Lent, “Clock topologies for molecular quantum-
dot cellular automata,” Journal of Low Power Electronics and
Applications 8 (2018), 10.3390/jlpea8030031.
17G. To´th and C. S. Lent, “Quasiadiabatic switching for metal-
island quantum-dot cellular automata,” Journal of Applied
Physics 85, 2977–2984 (1999), https://doi.org/10.1063/1.369063.
18P. D. Tougaw and C. S. Lent, “Dynamic behavior of quantum
cellular automata,” Journal of Applied Physics 80, 4722–4736
(1996), https://doi.org/10.1063/1.363455.
19G. To´th and C. S. Lent, “Role of correlation in the operation of
quantum-dot cellular automata,” Journal of Applied Physics 89,
7943–7953 (2001), https://doi.org/10.1063/1.1368389.
20F. Karim and K. Walus, “Efficient simulation of correlated dy-
namics in quantum-dot cellular automata (qca),” IEEE Transac-
tions on Nanotechnology 13, 294–307 (2014).
21M. Taucer, F. Karim, K. Walus, and R. A. Wolkow, “Conse-
quences of many-cell correlations in clocked quantum-dot cellular
automata,” IEEE Transactions on Nanotechnology 14, 638–647
(2015).
22E. Jones, T. Oliphant, P. Peterson, et al., “SciPy: Open source
scientific tools for Python,” (2001–), [Online; accessed 2019-04-
18].
23M. Born and V. Fock, “Beweis des adiabatensatzes,” Zeitschrift
fu¨r Physik 51, 165–180 (1928).
24K. Walus, T. J. Dysart, G. A. Jullien, and R. A. Budiman,
“QCADesigner: a rapid design and simulation tool for quantum-
dot cellular automata,” IEEE Transactions on Nanotechnology
3, 26–31 (2004).
25S. S. Pidaparthi and C. S. Lent, “Exponentially adiabatic switch-
ing in quantum-dot cellular automata,” Journal of Low Power
Electronics and Applications 8 (2018), 10.3390/jlpea8030030.
26T. Kadowaki and H. Nishimori, “Quantum annealing in the
transverse ising model,” Phys. Rev. E 58, 5355–5363 (1998).
27L. D. Landau, “Zur theorie der energieu¨bertragung. II,”
Physikalische Zeitschrift der Sowjetunion 2, 46–51 (1932).
28C. Zener and R. H. Fowler, “Non-adiabatic crossing of energy
levels,” Proceedings of the Royal Society of London. Series A,
Containing Papers of a Mathematical and Physical Character
137, 696–702 (1932).
29J. Dziarmaga, “Dynamics of a quantum phase transition: exact
14
solution of the quantum ising model.” Physical Review Letters
95 24, 245701 (2005).
30G. Mahler and V. A. Weberruß, Quantum Networks (Springer
Berlin Heidelberg, 1998).
31F. Karim and K. Walus, “Calculating the steady-state polariza-
tions of quantum cellular automata (qca) circuits,” Journal of
Computational Electronics 13, 569–584 (2014).
32E. P. Blair and C. S. Lent, “Environmental decoherence stabi-
lizes quantum-dot cellular automata,” Journal of Applied Physics
113, 124302 (2013).
