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Abstract. Non-interacting brownian particles follows Langevin equations fullfil-
ing fluctuation–dissipation relation between friction and thermal noise. Under a
linear potential (constant force) Einstein found a relation between diffusion and
transport through mobility. In nonlinear potentials this prediction is only satisfied
within the limit of very large constant external forces. Moreover, other more inter-
esting behaviors do appear, such as: dispersionless transport, sorting, giant diffu-
sion, subdiffusion, superdiffusion, subtransport, etc. All these phenomena depend
on the characteristics of the nonlinear potential landscape: periodic or random,
the symmetries and boundary conditions. Moreover, the presence of transport is
the keystone of most of this phenomenology. In this review we present numerical
simulations of these facts and theoretical analysis when possible.
1 Introduction
The motion of non-interacting brownian particles, studied by Einstein a century ago[?], is
still attracting interest for its relevance in understanding the relation between transport and
diffusion processes. Nevertheless, not all the phenomenology is so simple, as can be inferred
from Einstein’s solution of the problem. Actually, Einstein’s relation connecting the diffusion
constant and mobility is not fulfilled when particles move in a nonlinear potential landscape
[2]. Furthermore, the absence of particle interaction discards some very appealing cooperative
effects, but as we show here, a very rich new phenomenology emerge if nonlinearities and
thermal fluctuations cooperate. In the most simple situation, these brownian particles obey
Newton’s equation with Stokes friction and thermal stochastic force. The nonlinearities enter
through an external potential. The rich phenomenology needs neither the sophisticated non-
gaussian noises nor the fractional Fokker–Planck equations. The interest for such a simple
system has increased due to its experimental relevance in the motion of dilute colloidal particles
on modulated surfaces [3–7].
This simplest scenario starts with the Newtonian equation. It consists of non-interacting
particles moving on a two-dimensional potential, subjected to an external force and also to
thermal noise and the associated dissipation. The equations of motion are:
mx¨ = − ∂∂xV (x/λ, y/λ)− ηx˙+ fx + ξx(t)
my¨ = − ∂∂yV (x/λ, y/λ)− ηy˙ + fy + ξy(t). (1)
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The modulation of the surface is described by a potential V (x, y) of height or depth V0 and
spatial scale λ, which for simplicity we take to be equal in the x and y directions. A constant
external force with Cartesian components fx, fy (magnitude f) acts on the particle. The Stokes
coefficient of friction is η, and the thermal environment is captured by the mutually uncorrelated
white noises ξi(t) that obey the fluctuation-dissipation relation at temperature T,
〈ξi(t)ξj(t′)〉 = 2µkBTδijδ(t− t′). (2)
In order to simplify the excess of parameters, we make the following changes: rx = x/λ, ry = y/λ
and τ = (V0/m)
1/2t/λ. The three independent parameters are then the effective friction, force
and temperature, respectively,
γ =
ηλ√
mV0
, F =
λf
V0
, T =
kBT
V0
. (3)
In many experimental situations (low Reynold’s number) the motion is overdamped (m = 0),
and the temporal change is different τ = V0t/ηλ
2, but now the two independent parameters F
and T are the same as in (3).
The potential can be periodic, partially random or totally random, but always yielding non-
linear forces. It is worth remarking here the relevance of the interplay between the potential
V (rx, ry), the constant external force F and the temperature T for understanding the rich
phenomenology.
In the presence of a constant force F , particles are transported forward and exhibit a global
finite mean velocity,
〈v〉 = lim
τ→∞
〈r(τ)〉
τ
, (4)
where 〈...〉 means statistical average over the realizations of the noise ξ(τ) and initial conditions.
From the above equation one can define the mobility coefficient µ associated to transport as,
µ =
d〈v〉
dF
. (5)
Particles move forward, but they also disperse, and one can characterize this motion by the
diffusion coefficient D,
D = lim
τ→∞
〈r(τ)2〉 − 〈r(τ)〉2
2τ
(6)
A warning is in order here. Theoretically one should take the limit τ →∞, but in practical
situations the total observation time interval is finite, although it should be much larger than
any other characteristic time of the system.
In the Einstein analysis of the motion of non interacting Brownian particles in flat potentials
we have that 〈v〉 = F/γ, and D = T/γ, which gives the famous Einstein relation between
diffusion and transport,
D = Tµ = T
d〈v〉
dF
. (7)
This expression is used as a reference in our analysis of transport and diffusion. We will see that
it does not hold if the external potential is nonlinear, except for very large values of F . This
is not the principal anomaly in this study. We discuss here a rich phenomenology of transport
and diffusion, such as:
– Dispersionless regime: For some interval of forces, there is a transient regime exhibiting null
diffusion [8].
– Giant diffusion: The diffusion coefficient grows several orders of magnitude in a particular
domain of the force F [9–13].
– Sorting: In two dimensions and a periodic potential, an orthogonal component of the mean
velocity appears with respect to the driving force F [3–7,9,14–17].
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– Subdiffusion and superdiffusion: In the case of random potentials, we find subdiffusive and
superdiffusive regimes, but with finite transport [18,19].
– Subtransport: As in the previous case, and for some values of the force, a subtransport
regime is found [20].
This rich phenomenology is associated with the following facts, which are very easy to
check. The anomalies in transport are related with the behavior of mobility, which presents
a pronounced maximum for some critical value of the force. The anomalies in the diffusion
(dispersionless) are either associated with the mentioned anomaly or with the randomness of the
scape times from the potential wells. The sorting phenomenon are related with the geometry of
the system and with the laminar flow associated with the force. It is worth remarking that when
transport is not present, the phenomenology is drastically reduced. Actually, the cooperation
between transport and diffusion exhibits a greater variety of phenomena.
Finally, we remark that this approach based on classical Langevin equations can also be
applied to the most simple case of particle interaction: a dimer molecule. The interaction is only
present in a pair of particles connected by an harmonic spring. Either diffusion or transport
is currently studied: diffusion [21,22], transport and diffusion [23,24], bistability and hysteresis
[25], and dimers in a ratchet scenario [26]. A futher example is the hard core particle-particle
interaction with elastic collisions between neighboring particles [27].
It is our objective here to address systematically the correlations between transport and
diffusion phenomena of noninteracting brownian particles in tilted periodic potentials, exploring
the relevance of the main parameters, such as: temperature, external force and friction. Our
study is mostly numerical by simulations of the stochastic Langevin equations of an ensemble
of independent particles, and by performing the corresponding statistical averages to get 〈r(τ)〉
and 〈r(τ)2〉. It is complemented with theoretical analysis.
This minireview is organized as follows: In the next two sections we address the case of
periodic potentials. In Section 2, we discuss the behavior of Einstein’s relations for a periodic
potential, the giant diffusion and dispersionless regime. In Section 3, we analyse the sorting phe-
nomenon and the relevance of the geometry. In Section 4, we study the anomalies in transport
and diffusion due to random potentials. Finally, we end with some conclusions and perspectives.
2 Transport and diffusion in periodic potentials
Our starting point is the Langevin equation (1) with the periodic potentials
V (r) =
V0
2
cos (2pir) , V (rx, ry) =
V0
2
[cos (2pirx) + cos (2piry)] , (8)
for one or two dimensions, respectively. The two potentials have a barrier of height V0 connecting
neighbouring wells. This choice makes the comparison between the results of both cases easier.
Particles perceive the wells of this potential and the tilted force F . In the adimensional variables
and for the critical value Fc = pi, the system presents a saddle point (Fig. 1–left). For small
forces, particles remain at the minima during large sojourn times with zero velocity: this is called
the ”locked” state. For large forces the potential landscape has no potential wells, and the mean
velocity saturates to the free particle value v0 = F/γ, which is called the ”running” state. For
some intermediate force values, these two states combine. This regime can be characterized
by a critical force which does depend on the friction parameter. In this region, the interplay
between locked and running states gives the most interesting phenomenology.
An exhaustive analytical study of this system was that by Risken [28] where mobilities, dis-
tribution functions, eingenvalues, etc., were obtained. Nevertheless, little emphasis was placed
on observational phenomenology associates with explicit trajectories and transient anomalies.
Moreover, the literature was focused on one–dimensional overdamped situations, overlooking
the new phenomenology which appears when friction is very small.
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Fig. 1. Left: Tilted one dimensional periodic potential for two forces: F < Fc (broken line) and F ∼ Fc
(continuous line), where Fc = pi is the deterministic critical force. In the first case maxima and minima
are clearly seen. In the second case we have saddle points. Right: two dimensional periodic potential.
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Fig. 2. Left panel: Average velocity (symbols, left y-axis) and mobility (lines, right y-axis) versus
force for two noise intensities T = 0.01 (circles and continuous line) and T = 0.04 (triangles and dashed
line). Friction is γ = 20. Right panel: Diffusion (symbols) and Einstein relation (lines) for the same
parameters as in left panel.
2.1 Overdamped regime
The first situation in our study is the overdamped limit of (1), which has been extensively
studied in the literature. When there is no force, we do not have net transport, and diffusion
is due to the particle jumping from one well to a neighboring one. This is controlled by the
Kramers barrier crossing mechanism and no surprising phenomenology is expected. Here we
focus on the most relevant aspects involving transport. In Fig. 2, we present numerical results
for velocity, mobility and diffusion in this regime. In the left panel we see that for small forces
the velocity is exponentially small, but after the critical value Fc the velocity recovers the free
value, as expected. Moreover, mobility has its maximum near Fc. In the right panel, we plot
the diffusion and the Einstein relation (7). It is clear from the figure that the Einstein relation
is only fulfilled in the very large force limit. Thus there is no simple proportionality relation
between diffusion and mobility [29].
The enhancement of the diffusion near the critical force can be quantified by using a scaling
representation. Low temperatures magnify this fact [11–13]. An analytical calculation of this
behavior predicts the following scaling relation [9,10],
D
T 1/3
∼ φ
(
(F − Fc)T−2/3
)
, (9)
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where φ is the scaling function [10,12]. In Fig. 3, we see what this scaling looks like.
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Fig. 3. Scaled diffusion in the large friction regime for various temperatures: T = 0.01 (circles), 0.02
(squares) and 0.04 (triangles), according to the theoretical prediction (9).
Although this enhancement is manifest in the critical force domain (Fig. 2), it is far from
being a giant [12,13]. In fact, diffusion decreases as D ∼ T 1/3 in absolute values. If we divide
this result by the free-particle diffusion value D0 ∼ T , we get that D/D0 ∼ T−2/3, which
actually grows when T decreases, but this is an artifact of the definition.
2.2 Infradamped regime
Now we will see the relevance of a very small friction which cooperates with transport and
diffusion. The new phenomenology emerging in this case has received little attention in the
literature. Extensive numerical simulation data reveal different types of anomalies. Before en-
tering into discussion of these phenomena, we present the diffusion behavior without transport
F = 0.
The variance evolution for four different friction values is showed in Fig. 4. We see that after
some ballistic transient, the linear growth is recovered, but with larger diffusion for smaller fric-
tion. Much more interesting is the behavior of single particle trajectories. In the large friction
regime, we observe thermal fluctuations inside the wells with random jumps between neighbor-
ing wells. Nevertheless, in the very small friction case we see large jumps emulating Le´vy flights
(Fig. 5). The dependence of diffusion versus friction in a wide domain range is presented in the
same figure. Analytical calculations of the diffusion [18,19] predict the following asymptotic
expressions,
D ∼ pi
γ
e−1/T , D ∼ piT
4γ
e−1/T . (10)
These expressions correspond to the large or small friction limits, and their corresponding
predictions are compared with numerical simulation in Fig. 5.
The next step is to include the force in order to observe the qualitative changes with respect
to the previous scenario. We present the numerical data (Fig. 6) of the velocity and mobility
versus force for three different values of the friction. By defining the critical force at the point
where mobility has a maximum, we can see that the critical force now depends on the friction
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Fig. 4. Second moment evolution, corresponding to the periodic potential, for γ = 0.0001 (solid line),
0.001 (dotted line), 0.01 (dashed line) and 0.1 (dot-dashed line) (F = 0, T = 0.2).
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Fig. 5. Diffusion versus friction. Lines correspond to the theoretical predictions (10). Insets: single
particle trajectories in the high friction (left) and low friction (right) regimes (T = 0).
as it becomes smaller for smaller frictions. This phenomenom is curious, and its analytical
explanation is given in [28].
Moreover, a more unexpected phenomenology appears in the dispersion in a wide domain
of forces larger than the critical force. In Fig. 7 (left) we see that the evolution of the variance
exhibit flat regimes where diffusion is zero. This is quite an interesting anomaly, because noise
is not too small and force is also finite. Moreover, the mean velocity and the mobility are well
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Fig. 6. Velocity (left y–axis) and mobility (right y–axis) versus force for two friction values: γ = 0.04
(circles and solid line) and 0.08 (triangles and dashed line) (T = 0.2). The maxima of the mobility
determines the critical force which in these cases depends on the friction.
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Fig. 7. (Left) Time evolution of the variance versus time for different forces. The domain with horizontal
trajectory is the dispersionless regime. (Right) Simulation results of the diffusion coefficient versus forces
(symbols). The empty domain indicates that the steady state was not achieve at the observation time
∼ 107. Parameter values: T : 0.2 (circles), 0.4 (triangles). Lower lines correspond to the Einstein relation
respectively.
defined, as can be seen in Fig. 6. The physical mechanism underlining this behavior is very
simple [8]. Initially, all the particles start in one potential well. They escape according to an
exponential distribution corresponding to the probability of exit times. When particles merge,
they move with a constant velocity ∼ F/γ. The temporal distribution can thus be transformed
into a moving spatial distribution which does not change very much in time. The consequence
is that the variance of the position remains constant and diffusion is zero.
Furthermore, diffusion now presents more interesting behaviors. It cannot be evaluated
numerically in a region of intermediate forces larger than the critical one (7). We also see,
at the critical force, a very giant diffusion of more than two orders of magnitude in absolute
values with respect to Einstein’s relation. The diffusion becomes larger at smaller values of the
temperature. This behaviour is the contrary to that of the overdamped regime. In the limit of
large forces, we recover the Eisteins relation, as expected.
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3 Sorting of particles driven through periodic potential landscapes
Sorting of colloidal particles of different sizes is a very interesting phenomenon due to its ap-
pealing perspectives in applied physics. It is possible to control and target the direct transport
and delivery of substances such as DNA fragments or functionalized colloidal particles in bi-
ology, materials science, and other technological contexts. A successful methodology involves
the flow of a mixture of particles over designed surfaces presenting a periodic array of traps
(optical tweezers)[4,5] or microfabricated obstacles [6]. The trajectories of the particles over
these surfaces deviate from the direction of flow as the particles are attracted (traps) or re-
pelled (obstacles) by the features of the landscape. The deviation of the particles from that of
the flow depends on particle size (or on some other particle characteristic), and hence the par-
ticles can be sorted according to trajectory direction. In our study, we use the two-dimensional
equations of motion (1). In addition to lattice geometry and potential function parameters, the
problem is defined by four independent (dimensionless scaled) parameters: the temperature T ,
the dissipation γ, the magnitude F of the external force (see Eq.3) and the angle θ between the
external force and the x axis ( tan θ = Fy/Fx ).
The potential is chosen to exhibit the main features of the experimental surfaces:
V (rx, ry) =
±V0
1 + e−g(rx,ry)
, (11)
where g(rx, ry) is the periodic two-dimensional function
g(rx, ry) = A [cos (2pirx) + cos (2piry)− 2B] . (12)
and the signs + and − stand for wells and obstacles, respectively. A controls the steepness of
these features, and B determines the relative size of a well or obstacle with respect to the spatial
period λ. Here we set A = 5 and analyze the effect of parameter B. In this paper, results for
the case of obstacles are presented. Arrangements of traps or mixed traps and obstacles lead to
essentially the same phenomenology (see Refs. [14–16]). An example of arrangement of obstacles
is illustrated in the left panel of Fig. 8.
Although in all of our simulations we implement the full equations of motion, it should be
noted that in the regime of interest in the sorting problem, two simplifications are appropriate:
The first is that the dissipation parameter γ is large, i.e., the system is overdamped, so that the
second derivative term can be dropped entirely. This is of great help in any analytical work [17].
In all of our simulations, we set γ = 20. The second is that thermal effects are unimportant.
However, by retaining thermal fluctuations in our simulations, we are able to show the extent
to which these fluctuations affect the results. In the right panel of Fig. 8. some typical particle
trajectories for different angles θ are shown.
The sorting capability can be analayzed by studying the mean particle velocity as a function
of the relevant parameters. For any given potential, the components parallel 〈v‖〉 and perpendic-
ular 〈v⊥〉 to the force F are constructed from the Cartesian components of the average velocity
〈vx〉 and 〈vy〉. The magnitude of the deviation of the direction of the average particle velocity
from that of the force can be characterized by either of the angles α (called the deflection angle)
and ψ = α+ θ (called the velocity angle), defined as
tanα =
〈v⊥〉
〈v‖〉
, tanψ =
〈vy〉
〈vx〉 . (13)
In Fig.9 the angles α and ψ are plotted against the force direction θ. We observe a pro-
nounced series of plateaus along which Ψ is independent of θ (left panel). These plateaus, which
are also observed for traps and mixed arrangements [14–16], can be explained with simple ge-
ometrical calculations[16]. The deflection angle θ (right panel) shows that sorting is possible,
because for a given force direction and magnitude, it depends on the size of the particles (pa-
rameter B). For a pair of particle sizes, one can choose θ so as to optimize the sorting of the
particles. For example, the sorting of particles corresponding to B = 0.5 (solid) and B = 0.7
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Fig. 8. Left panel: a finite portion of a two-dimensional potential with periodically located obstacles
connected by flat plateaus. Right panel: typical particle trajectories for forces applied at different angles
represented by the dotted lines. Parameter values are: B = 0.7, T = 10−4 and F = 8.
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Fig. 9. Plateaus in the absolute velocity angle (left panel) and deflection angle (right panel) for a
potential with B = 0.5 (solid), 0.7 (dashed), and 0.9 (dotted). Other parameters are: F = 10 and
T = 10−4.
(dashed) is optimized at a force angle tan θ ∼ 0.24, while B = 0.7 and B = 0.9 (dotted) are
most effectively sorted if one chooses tan θ ∼ 0.15.
In the left panel of Fig. 10 we show the deviation angle as a function of the particle size
parameter B for tan θ = 0.24 and three different forces. In all the cases a greater deviation angle
for a given particle size is observed for lower forces. It is clear that there must be a range of
forces that is most useful for sorting. If the external force is too weak, the particles will become
trapped in potential wells or will not be able to get around obstacles. If the force is too strong,
the particles will essentially ignore the traps or obstacles and will simply follow the force. The
range of forces for successful sorting lies between these two extremes, and for appropriately
chosen force directions it is in fact possible to select an optimal force to achieve most efficient
separation. This is shown in the right panel of Fig. 10. On the vertical axes, β stands for either
the deviation angle α for particles of a given size, or for the difference in deviation angles for
particles of two sizes. This difference, which one seeks to optimize, is related to a commonly
used “figure of merit” for sorting (see Fig. 3 of Ref. [3]).
While the difference in deflection angles is a crucial measure of the sorting capability of a
modulated surface, one should also take into account the dispersion of the particles as they
reach the end of the system. If this dispersion is too large, e.g., if the particle distribution
were to be too broad around the deflection angle so that the distributions of different mean
deflection angles overlap, then a measure based only on these averages may not be sufficient
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Fig. 10. Left panel: deflection angle vs particle size parameter B for forces F = 5 (solid), F = 10
(dotted) and F = 15 (dashed). Right panel: deflection angle vs F for B = 0.5 (squares) and B = 0.7
(triangles). The circles show the difference between the two deflection angles. In both panels the force
direction is tan θ = 0.24.
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Fig. 11. Left panel: y-position arrival distributions for three sets of 2000 particles collected at Lx =
5000: B = 0.5, 0.7, and 0.9 (left to right). Upper: F = 5. Middle: F = 10. Lower: F = 15. Right
panel: Resolution as a function of the magnitude of the external force for particles of two different
sizes: B = 0.5 and 0.7 (solid circles), B = 0.7 and 0.9 (open circles). In both panels the force direction
is tan θ = 0.24.
for a good selection process. In the left panel of Fig. 11 we show the distributions associated
with the deflection angle results in Fig. 10.
Given a set of particles of two different sizes, the resolution R is calculated from the y-
position distributions for the two types of particles (collected at a fixed x-position) as
R =
∆Y
2σ1 + 2σ2
, (14)
where ∆Y is the peak separation and 2σi are the bandwidths. Resolvable distributions are
associated with values of R ∼ 1 [30]. The resolution for the deflection angles and associated
distributions shown in Figs. 10 and 11-left are shown in right panel of Fig. 11. The maxima in
the resolution curves indicate the optimal force for sorting of particles of those particular sizes
and force directions.
Analytical predictions for the deflection angle have been obtained in Ref. [17]. As based on
perturbation expansions, they are only valid for large external forces and/or high temperatures.
It would be desirable to develope analytical approaches beyond the perturbative ones.
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Fig. 12. Left panel: Random potential landscape corresponding to correlation (15) for the parameter
values: V0 = 1.4, λ = 4. Right panel: Particle trajectories in the low friction γ = 0.001 (top) or high
friction γ = 0.2 (bottom) cases (T = 0.2).
4 Random potentials: anomalous transport, subdiffusion and superdiffusion
Random potentials have recently received attention because they can represent realistic spa-
tial disorder [31,32]. In this case the relevant parameters are: the intensity V0, characteristic
length λ and the statistical properties such as the spatial correlation C(x/λ). If we assume
gaussian disorder of zero mean value, we only need the correlation function to make a good
characterization of the desired potential,
〈V (x)V (x′)〉 = C(x/λ). (15)
A widely correlation used by our group is the Gaussian distribution,
C(x/λ) =
V 20
2
e−
x2
2λ2 . (16)
which can easily be implemented [33]. In the case of a two dimensional space, the generalization
is straightforward and an illustration is presented in Fig. 12.
Random potentials also exhibit the sorting property of periodic potentials, although the
effect is quantitatively small. Analytical approximate calculations can be performed in some
parameter regimes for transport [17] and diffusion [34]. Nevertheless, no analytical result is
available for the most interesting regimes in the domains of small temperature and intermediate
forces. In order to see new phenomena, we need to explore these domains by the use of numerical
simulations.
4.1 Diffusion
Diffusion of overdamped particles in random potentials in one and two dimensions were studied
numerically in a preliminary paper [35]. The main result was that in the overdamped regime
the motion of the particles are subdiffusive with a nonclassical exponent which depends on
the potential characteristics, temperature and spatial dimension. By defining the anomalous
exponent α as,
〈∆r(τ)2〉 = A+Bτα, (17)
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one can get the exponent by a fit of this expression with the numerical results. Using renor-
malization group calculations [36], one can fit the numerically found exponents to the following
linear dependence
α−1 = a+ b
C(0)
D20
≥ 1, (18)
where C(0) takes into account the effects of the random potential parameters such its intensity
and spatial scale. D0 = T/γ is the diffusion of free particles which incorporates the effect of
the thermal fluctuations. For all values of the parameters, a subdiffusive regime is found.
When the effect of the friction is studied, one can observe in the numerical data that
for lower values of the friction we go from subdiffusion to superdiffusion [18,19]. This is a
remarkable result although it can be a long transient phenomena because numerical simulations
are performed during a finite time and in a finite system. In any case the superdiffusive behavior
is clearly seen in the simulations. In Fig. 13 we see the diffusion evolution where superdiffusive,
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Fig. 13. Dynamical evolution of the diffusion coefficient for a 2D–random potential for V0 = 0.24,
γ = 10−4 (solid line), V0 = 0.24, γ = 0.1 (dashed line) and V0 = 0.70, γ = 0.1 (dotted line). (F = 0,
T = 0.2).
normal and subdiffusive regimes are manifested [37].
4.2 Transport and diffusion
The phenomenology is richer in the presence of a force because the transport makes qualitative
changes in the diffusion. Here we present very preliminary numerical results for the motion in
a one dimensional space and in the overdamped regime.
In Fig. 14 we plot the mean velocity (left) and effective diffusion coefficient (right) for four
forces obtained from a multiple average (particles and potentials) of the stochastic trajectories .
In the left figure we see two very different regimes in transport. For very small forces we observe
a subtransport regime, but for larger forces the normal transport regime appears. This anomaly
is stable during the time of the observation. The diffusion presents more regimes (right plot). We
see here the evolution of the diffusion, and three regimes are appreciated: normal diffusion for
large forces, superdiffusion for intermediate forces and subdiffusion for small forces. Simulation
of the anomalous regimes lasts long time when compared with the deterministic characteristic
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Fig. 14. One dimensional simulation results of transport and diffusion in a random potential for four
forces. (Left) Mean velocity versus time. (Right) Diffusion versus time. Force values: 0.2 (solid), 0.9
(dotted), 1.4 (dashed) and 2.0 (dot-dashed). Other parameters: V0 = 1, λ = 1,T = 0.2.
time, t0 = λ/v0 = 1/F . More massive simulations are necessary for a better characterization
of these regimes. Moreover, in the case of random potentials no analytical results are available
yet. Further work is still in progress [38].
5 Comments and Conclusions
We have presented a short review on the behavior of noninteracting brownian particles in the
presence of periodic or random potentials. The wide range of phenomenologies includes disper-
sionless regimes, orthogonal velocity with respect the driving force, subtransport, superdiffusion,
etc. Our interest is focused on determining whether such unexpected rich phenomenology is only
controlled by simple mechanisms such as nonlinearities, thermal fluctuations, etc., and it is not
necessary to include very specific assumptions such sophisticated external noises, fractional
Fokker–Planck equations [39] or interactions between particles. In all the cases, the interplay
between force, temperature and nonlinearities whithin the theoretical scenario of Langevin
equations is sufficient to obtain these results. In any case, the presence of these unexpected
regimes is quite remarkable given the simplicity of the model system.
Due to the finite observation time and system size, it is difficult to prove whether most
of these regimes are transient or not. In some cases we have show that theses transients are
larger than any other characteristic time of the system. In other cases we have tested that
the phenomenology is stable using systems with different sizes. It is worth remarking that real
experiments are performed in a finite time and size, so we expect that the predicted anomalies
have to be observed. Particularly appealing is the exploration of the random disorder case,
where more diversity of phenomenologies are expected if infradamped particles are used. To
be more specific, we remark several examples in which different real systems may be studied
by using the Langevin approach: controlled transport of paramagnetic colloidal particles above
magnetic garnet films [40], charged particle transport in antidot lattices in the presence of
magnetic and electric fields [41], and colloidal particles in landscapes generated by holographic
optical traps [13]. Furthermore, the sorting mechanism can be used to focus a flow of particles
[7]. This phenomenon has special relevance to mixing two beams of different particles in the
laminar regime of the fluid, thus increasing the probability of an effective collision and reaction
between them.
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