For any ring R, the dual numbers ring over R is R[α] = R[x]/(x 2 ). We characterize when a polynomial f ∈ R[α][x] is a null polynomial or a permutation polynomial on R[α] in terms of the behaviour of its coordinate polynomials f1, f2 ∈ R[x], where f = f1 + f2α, on R.
Introduction
Let A be a finite commutative ring. A function F : A → A is called a polynomial function on A if there exists a polynomial f = n k=0 c k x k ∈ A[x] such that F (a) = n k=0 c k a k for all a ∈ A. When a polynomial function F is bijective, it is called a polynomial permutation of A, and f is called a permutation polynomial on A.
Polynomial functions on A form a monoid with respect to the composition, which we dentote by F(A). Its group of units consists of all polynomial permutations of A and we denote it by P(A). Unless A is a finite field, not every function on A is a polynomial function and not every permutation of A is a polynomial permutation.
For any ring R, the dual numbers ring over R is defined as R[α] = R[x]/(x 2 ) for some variable x, where α stands for x + (x 2 ). Dual rings are of interest to computer scientists [2, 4] . In this paper, we investigate the polynomial functions and polynomial permutations of rings of dual numbers. Among other things, we derive explicit formulas for |F(Z p n [α])| and |P(Z p n [α])| where p is a prime and n ≤ p.
Since every finite commutative ring is a direct sum of local rings, and evaluation of polynomial functions factors through this direct sum decomposition, we may concentrate on local rings.
Dual numbers rings differ from the rings for which formulas of |F(A)| and |P(A)| are known and the formulas consequently differ from the known ones, in the following sense: The known explicit formulas of |F(A)| and |P(A)|, where A is a local ring with maximal ideal M of nilpotency m, are all essentially similar to those derived in 1921 by Kempner [11] for A = Z p n = Z/p n Z, |F(Z p n )| = p n k=1 µ(p k ) and
|P(Z p n )| = p!p p (p − 1) p p n k=3 µ(p k ) for n > 1,
where p is a prime and µ(p k ) is the minimal l ∈ N such that p k divides l!, that is, the minimal l ∈ N such that j≥1 l p j ≥ k.
Z m [α]. Section 4 gives necessary and sufficient conditions for a polynomial to be a permutation polynomial on Z p n [α]. Section 5 contains counting formulas for the numbers of polynomial functions and polynomials permutations on Z p n [α] in terms of the order of the stabilizer of Z p n in the group of polynomial permutations on Z p n [α]. In Section 6, the counting formulas are made explicit for n ≤ p. Section 7 gives a canonical representation of the polynomial functions on Z p n [α] for n ≤ p.
Basics
In this section, we summarize basic facts about polynomial functions, establish some notations, and introduce some properties of dual numbers. Definition 1.1. Let R be a ring and a 0 , . . . , a n ∈ R. The polynomial f = n i=0 a i x i ∈ R[x] defines (induces, or gives rise to) a function F : R → R by substitution of the variable: F (r) = n i=0 a i r i . A function arising from a polynomial in this way is called a polynomial function. If the polynomial function F : R → R induced by f ∈ R[x], is bijective, then F is called a polynomial permutation of R and f is called a permutation polynomial on R. Let f ′ denote the formal derivative of f , f ′ = n i=1 ia i x i−1 . (1) The polynomial f gives rise to a polynomial function on R. We use the notation [ Having established our notations of polynomial functions and polynomial permutations, we now introduce the class of rings whose polynomial functions and polynomial permutations we intend to investigate. We summarize some easily verifiable facts about R[α] in the following: Proposition 1.6. Let R be a commutative ring. Then the following hold.
(1) For a, a ′ , b, b ′ ∈ R, we have: 
The above lemma yields a necessary condition for a function F : R[α] −→ R[α] to be a polynomial function. 
Proof. Since Z p n is a local ring with maximal ideal (p), Z p n [α] is a local ring with maximal ideal m = {ap + b α : a, b ∈ Z p n } and K = n + 1 by Proposition 1.6. If n = 1, then the result easily follows since m 2 = (0). If n ≥ 2, then K = n + 1 > 2, α ∈ m, α / ∈ m i for i > 1 and α 2 = 0 ∈ m n+1 . Remark 1.10. Local rings satisfying the condition of Proposition 1.9 are called suitable [5] . This shows that, whenever n > 1, Z p n [α] is not a suitable ring.
Null polynomials and permutation polynomials on R[α]
Counting the number of polynomial functions on a ring A leads to determine the index of the ideal of the polynomial ring A[x] formed by those polynomials that induce the zero function.
In this section, we study such polynomials in some detail for rings of the form A = R[α] as in Notation 1.4.
. We call f a null polynomial on R and write f 0 if the polynomial function induced by f on R is the constant zero. We define N R , N ′ R as:
, and we have:
We derive statements about null polynomials on R[α] by using information about polynomials with coefficients in R by using N ′ R .
. Then:
(1) f is a null polynomial on R[α] if and only if f and f ′ are null polynomials on R;
(2) f α is a null polynomial on R[α] if and only if f is a null polynomial on R.
Proof. 
Clearly, f 1 is a null polynomial on R. Substituting 0 for b, yields that f 2 is a null polynomials on R. Similarly, substituting 0 for b, yields that f ′ 1 is a null polynomials on R.
Combining Lemma 2.3 with Theorem 2.4 gives the following criterion: 
Then f g on R[α] if and only if the following three conditions hold:
In other words, f g on R[α] if and only if the following two congruences hold: Proof. Let f = f 1 + f 2 α and g = g 1 + g 2 α where f 1 , f 2 , g 1 , f 2 ∈ R[x]. Then by Corollary 2.6,
, we have that ϕ is onto. It is obvious that ϕ is a group homomorphism. By Theorem 2.4, ker ϕ = N ′ R × N R . Hence, by the first isomorphism theorem,
For the moreover part set
with f and f ′ induce F and E, respectively}. (1) f 1 is a permutation polynomial on R;
(2) for all a ∈ R, f ′ 1 (a) is a unit of R.
Thus f 1 (a) + (bf ′ 1 (a) + f 2 (a)) α = c by Lemma 1.7. So f 1 (a) = c, therefore f 1 is onto and hence a permutation polynomial on R.
Let a ∈ R and suppose that f ′ 1 (a) is a non-unit in R.
This shows that the criterion to be a permutation polynomial on R[α] depends only on f 1 , and this gives the following corollary: 
The rest follows from Corollary 2.6.
Lemma 2.11. Let F q be a finite field with q elements. Then for all functions
, and deg f < 2q.
Proof.
Then
.
Proposition 2.12. Let F q be a finite field with q elements. The number |P(F q [α])| of polynomial permutations over F q [α] is given by
Proof. Let B be the set of pairs of functions (H, G) such that
. Thus by Corollary 2.10,
Proof. Let h = f − g. Then h has the desirable property.
Proof. It is clear that
, and a = F (a) = f 1 (a) + f 2 (a) α for every a ∈ R. It follows that f 2 (a) = 0 for every a ∈ R, i.e., f 2 is a null polynomial on R. Thus,
that is a null polynomial on R by Lemma 2.14.
When R is a finite field, we have the following theorem Theorem 2.16. Let F q be a finite a field with q elements. Then: 
Throughout, let m, n be positive integers such that m > 1 and p a prime. When n ≤ p, Kempner [10] remarked that µ(p n ) = np. We use this fact frequently explicitly and sometimes implicitly. When two polynomials f, g ∈ Z[x] induce the same function on Z m ,
is called a null polynomial modulo m if and only if f induces the zero function on Z m .
is a null polynomial on Z m , due to Kempner [11] .
Theorem 3.4. Let m > 1. Then:
Proof. The proofs of the two parts are similar and we only prove (2) . Set f (x) = (x) 2µ(m) . In view of Theorem 2.4, we need to show that f and f ′ are null polynomials on Z m . Clearly, f
In the case when m = p n , (x) 2µ(p n ) is a null polynomial on Z p n [α]. When n ≤ p this says (x) 2np is a null polynomial on Z p n [α], but we can say more.
the linear factors of (x) (n+1)p into n + 1 blocks as follows
It becomes apparent that each term 
be a polynomial that represents F . Then by the division algorithm, we have g(
be a monic null polynomial on R of degree d 2 . Again, by the division algorithm, we have 
While, when R is a finite field, we have the following corollary. 
Moreover, |F(F q [α])| = q 3q .
Proof. We note that the polynomials (x q − x) 2 and (x q − x) satisfy the conditions of Proposition 3.6. Thus every polynomial function is represented by polynomial as in Equation (2).
To show this representation is unique, it is sufficient to prove that every expression of the zero function of type (2), is just the zero polynomial, by Corollary 2.
, so b j = 0 for j = 0, . . . , q − 1. We claim that
, and hence a i = 0 for i = 0, . . . , 2q − 1. Thus f = 0. To prove the claim, let g ∈ N ′ Fq . Then clearly,
and so
Thus h is a null polynomial on F q , and whence it is divisible by (
. Furthermore, the number of all polynomials of the form (2), equals q 3q , which is the required number by the uniqueness of the representation. (1) f is a permutation polynomial modulo p;
Permutation polynomials on
(2) for all a ∈ Z, f ′ (a) ≡ 0 modulo p.
. Then the following are equivalent:
(1) f is a permutation polynomial on Z p n [α] for all n ≥ 1;
(2) f is a permutation polynomial on Z p n [α] for some n ≥ 1;
(3) f 1 is a permutation polynomial on Z p n [α] for all n ≥ 1;
(4) f 1 is a permutation polynomial on Z p n [α] for some n ≥ 1;
(5) f 1 is a permutation polynomial modulo p and for all a ∈ Z, f ′ 1 (a) ≡ 0 modulo p; (6) f 1 is a permutation polynomial modulo p n for all n ≥ 1;
(7) f 1 is a permutation polynomial modulo p n for some n > 1.
Proof. The equivalence of (5), (6) and (7) is implied by Lemma 4.1. The equivalence of (1) and (3) is implied by Corollary 2.9. Again by Corollary 2.9, (2) is equivalent to (4).
By Theorem 2.8, (1) is equivalent to (6) together with the fact that f ′ 1 (a) ≡ 0 modulo p for any a ∈ Z. But Lemma 4.1 shows that the condition on the derivative of f 1 is redundant. Therefore, (1) is equivalent to (6) .
(1) implies (2) a fortiori. Finally, taking into account the fact that a permutation polynomial modulo p n is also a permutation polynomial modulo p, Theorem 2.8 shows that (2) implies (5) .
The special case f = f 1 yields the following corollary. (1) f is a permutation polynomial on Z p n [α] for all n ≥ 1;
(2) f is a permutation polynomial on Z p n [α] for some n > 1;
(3) f is a permutation polynomial modulo p and for all a ∈ Z; f ′ (a) ≡ 0 modulo p;
(4) f is a permutation polynomial modulo p n for all n ≥ 1;
(5) f is a permutation polynomial modulo p n for some n > 1.
We exploit the equivalence of being a permutation polynomial on Z p n [α] and being a permutation polynomial on Z p n (only valid for n > 1) in the following corollary. . Suppose that f is a permutation polynomial on Z p n and g is a null polynomial on Z p n . Then f + g is a permutation polynomial on Z p n [α].
Proof. Set h = f + g. Then for all a ∈ Z, h(a) ≡ f (a) modulo p n and h is, therefore, a permutation polynomial modulo p n . Since n > 1, Corollary 4.3 applies and h(x) is a permutation polynomial on Z p n [α].
The following remark shows that the condition n > 1 in Theorem 4.2 (7) and Corollary 4.4 is necessary. Corollary 4.7. Let m = p n 1 1 · · · p n k k , where p 1 , . . . , p k are distinct primes and suppose that n j > 1 for j = 1, . . . , k. Let f, g ∈ Z [x] . Suppose that f is a permutation polynomial modulo m and that g(x) is a null polynomial on Z m . Then f + g is a permutation polynomial on Z m [α].
The stabilizer of Z p n in the group of polynomial permutations of Z p n [α]
Recall from Definition 2.13 the definition of Stab α (Z m ), the stabilizer of Z m in the group P(Z m [α]). This subgroup plays an important role in the counting formulas for polynomial functions and permutation polynomials on Z m [α]. We, therefore, investigate it in some details.
Proposition 5.2. Let m = p n 1 1 · · · p n l l , where p 1 , . . . , p l are distinct primes and suppose that n j > 1 for j = 1, . . . , l. Then:
(2) if there exists a monic polynomial h ∈ Z[x] of degree k that is a null polynomial on
(3) with k as in the previous item and notation as in Definition 5.1, Substituting concrete numbers for the degrees of monic null polynomials from Theorem 3.4 and Proposition 3.5 for the k in Proposition 5.2 (2) and (3), we obtain: Corollary 5.3. Let m = p n 1 1 · · · p n k k , where p 1 , . . . , p k are distinct primes and suppose that n j > 1 for j = 1, . . . , k. Then:
Corollary 5.4. For a prime number p and a natural number n, where 1 < n ≤ p, we have: 
where F Z p n denotes the restriction of the function F to Z p n , is a group epimorphism with ker ϕ = Stab α (Z p n ). In particular:
(1) Every element of P(Z p n ) occurs as the restriction to Z p n of some F ∈ P Z (Z p n [α]).
(2) P Z (Z p n [α]) contains Stab α (Z p n ) as a normal subgroup and
Proof. Clearly, P Z (Z p n [α]) is closed under composition. Since it is finite, it is a subgroup of P(Z p n [α]).
(1) For n > 1, this is evident from Corollary 4.3, and for n = 1 from Lemma 2.11.
, because every element of Stab α (Z p n ) can be represented by a polynomial with integer coefficients, by Proposition 2.15. Now define ϕ :
where F Z p n is the restriction of the function F to Z p n . Then ϕ is a group homomorphism with ker ϕ = Stab α (Z p n ). Also, ϕ is an epimorphism by (1) . Theorem 5.9. For any integer n ≥ 1,
Proof. The case n = 1 is covered in Corollary 2.17, so assume that n > 1.
Then |B| = |P(Z p n )| · |Stab α (Z p n )| by Corollary 5.8. Now we define a function Ψ : 
Theorem 5.10. For any integer n > 1,
By Corollary 2.6, the union in the expression of B is disjoint. We leave to the reader to show that |F(Z p n [α])| = |B| · |F(Z p n )|. We only show that |B| = |F(Z p n )| · |Stab α (Z p n )|. Let F ∈ F(Z p n ). Then it is enough to prove that
To do so, we fix a polynomial g ∈ Z[x], where [g] p n = F . Now, we claim that
The left inclusion is clear. For the other inclusion, let f ∈ Z[x] with [f ] p n = F . Then there exists h ∈ N Z p n such that f = g + h by Lemma 2.14.
Hence the claim. Therefore, by Proposition 5.2,
Corollary 5.11. For every integer n > 1,
Proof. The equalities follow from Theorems 5.9 and 5.10, and by recalling that, from equation (1), |F(Z p n )| = p 2p p!(p−1) p |P(Z p n )| from equation (1).
Equation (1) gives an explicit formula for |P(Z p n )|. To make the expressions for |F(Z p n [α])| and |P(Z p n [α])| explicit, we need an explicit formula for |Stab α (Z p n )|. This is what we are going to derive in the next section for n ≤ p.
6.
On the number of polynomial functions on Z p n [α].
In this section we explicitly find the counting formulas for the number of polynomial permutations and the number of polynomial permutations over Z p n [α] for n ≤ p. .
Proof. Let f ∈ N Z p n (< (n + 1)p). Then by Lemma 6.1,
a jk x j such that a jk ≡ 0 (mod p (n−k) ) for k ≤ n. Therefore f k can be chosen by p kp ways for 0 ≤ k ≤ n. Thus |N Z p n (< (n + 1)p)| = n k=0 p kp = p
a jk x j . We
Then the relations between the coefficients of f k (x) andf k (x) are given bŷ a 0k = (kp + 1)a 1k − (k + 1)a 0 k+1 , a jk = (kp + j + 1)a j+1 k + (k + 1)(p − 1)a j k+1 for 1 ≤ j ≤ p − 2,
Proof. Consider
To get an integer linear-combination of terms x j (x p − x) k , we substitute
a jk x p+j−1 in the third term of Equation (4), and get
and, therefore,
Thus for f ′ we get the following expression
Finally, expressing theâ jk in terms of the a jk , we get a 0k = (kp + 1)a 1k − (k + 1)a 0 k+1 , a jk = (kp + j + 1)a j+1 k + (k + 1)(p − 1)a j k+1 for 1 ≤ j ≤ p − 2, a p−1 k = (k + 1)(p − 1)a p−1 k+1 + (k + 1)pa 0 k+1 f or k ≥ 0.
a jk x j . Then f and f ′ are null polynomials modulo p n if and only if a j0 ≡ 0 (mod p n ), a jk ≡ 0 (mod p n−k+1 ) for 1 ≤ k < min(p, n + 1),
a jk is an arbitrary integer for k ≥ min(p, n + 1); where 0 ≤ j ≤ p − 1 Since f ′ is a null polynomial modulo p n , we have by Lemma 6.1, for j = 0, . . . , p − 1:
a jk ≡ 0 (mod p n−k ) for k ≤ n andâ jk is arbitrary whenever k > n.
By assumption, it is clear that a j0 ≡ 0 (mod p n ) for j = 0, 1, . . . , p − 1.
For 1 ≤ k < min(p, n + 1), we use induction. Then setting k = 0 in Equation (3), yieldŝ a 00 = a 10 − a 0 1 ,
From Equations (7) , (8) , and (9), we easily conclude that a j1 ≡ 0 (mod p n ), j =, 0, 1, . . . , p − 1. Now, for 1 ≤ k < min(p, n + 1), suppose that a jk ≡ 0 (mod p n+1−k ) for j =, 0, 1, . . . , p − 1.
Then we rewrite Equation (3) as the following (kp + 1)a 1k =â 0k + (k + 1)a 0 k+1 , (kp + j + 1)a j+1 k =â jk − (k + 1)(p − 1)a j k+1 for 1 ≤ j ≤ p − 2, (k + 1)(p − 1)a p−1 k+1 =â p−1 k − (k + 1)pa 0 k+1 for k = 0, 1, . . . , n − 1.
Since k + 1 < p and n + 1 − k > n − k, Equations (11), (7) and the induction hypothesis ( Equation (10)) give a j k+1 ≡ 0 (mod p n−k ) for j =, 0, 1, . . . , p − 1.
For k ≥ min(p, n + 1), we note that (
Therefore a jk is an arbitrary integer for j = 0, . . . , p − 1. 
If l is the largest number such that h l (x) = 0, then a p−1 l = 1, since a p−1 l ≡ 0 (mod p (n−l+1) ). Thus h can not be monic. Proof. Let f ∈ N ′ Z p n (< (n + 1)p). Then by Lemma 6.1, we can represent f uniquely as
. As f and f ′ are null polynomials modulo p n we can apply Corollary 6.4 to the coefficients a jk for 0 ≤ k ≤ n and 0 ≤ j ≤ p − 1.
Thus, when n < p, we can choose the a jk by p k−1 different ways for k = 1, 2, . . . , n and j = 0, 1, . . . , p − 1. Hence the total number of ways of choosing all coefficients, when n < p, is equal to If n = p, a jn can be chosen in p n ways, then the required number is if n = p.
Therefore |Stab α (Z p n )| is as stated. 
Proof. The case n = 1 is covered by Proposition 2.12. Now, let 1 < n ≤ p. Recall from Equation (1) the number of polynomial permutations modulo p n :
After simplifications, for 1 < n ≤ p, we get
. Then by Corollary 5.11, we have
Substituting the formula from Theorem 6.7 for |Stab α (Z p n )|, and the above |P(Z p n )|, we obtain the desired result. Theorem 6.9. Let n ≤ p. The number |F(Z p n [α])| of polynomial functions over Z p n [α], is given by
Proof. The case n = 1 is covered by Corollary 3.8. For 1 < n ≤ p, in the formula for |F(Z p n [α])| of Corollary 5.11, substitute for |P(Z p n )| the expression from equation (1), and for |Stab α (Z p n )|, the expression from Theorem 6.7. c jk x j ∈ Z[x] by Lemma 6.1. Then by the Euclidean division we have c j0 = p n q j0 + a j0 , c jk = p n−k+1 q jk + a jk with 0 ≤ a j0 < p n , 0 ≤ a jk < p n−k+1 for j = 0, . . . , p − 1, and k = 0, . . . , l − 1. Now, by Corollary 6.4, a jk x j (x p − x) k , with 0 ≤ a j0 < p n , 0 ≤ a jk < p n−k+1 for j = 0, . . . , p − 1, and k = 0, . . . , l − 1; and h as above.
A canonical form
To count the number of ways of selecting such a polynomial f , we need to count the number of ways for selecting g and h. First, we do that for g. Then we note that f 0 (x) can be determined in p np ways, since a j0 < p n for j = 0, . . . , p − 1. While if 1 ≤ k ≤ l − 1, then f k (x) can be selected in p p(n−k+1) ways, since 0 ≤ a jk < p n−k+1 for j = 0, . . . , p − 1. So g can be chosen in Therefore, such a representation is unique.
