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nish of the se-
quence from the original OU-ISIR treadmill dataset. Each se-
quence is obtained by resampling of the selected sequence with
linear interpolation, where the linear interpolation is only used
for mode 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
4.4 Convergence of iteration described in Algorithm 1. (a)-(c)
show the sum of energies 	k in each iteration for the given
numbers of bases of 128 88 90, 64 64 64 and 32 32
32, respectively. In the (a)-(c), horizontal and vertical axes
represent the number of iterations and 	k, respectively. For
the computation of the tensor projections using Algorithm 1,
we adopt the six orders of selection of the modes, where the
legends in the gures summarises the six orders. . . . . . . . 138
4.5 Cumulative contribution ratio of eigenvalues obtained by 10
iterations using Algorithm 1. (a)-(c) show the cumulative con-
tribution ratios for the 1-, 2- and 3-modes, respectively. Here,
the given number of bases is 1288890 for Algorithm 1. For
the computation of the tensor projections using Algorithm 1,
we adopt six orders of the selection of modes, where the leg-
ends in the gures summarises the six orders. The horizontal
and vertical axes represent the compression ratio and cumu-
lative contribution ratio, respectively. For the original size
D = 128 88 90 and the reduced size K = k  k0  k00, the
compression ratio is given as D=K. . . . . . . . . . . . . . . . 138
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4.6 Cumulative contribution ratio of three modes. (a)-(c) show
the cumulative contribution ratios of the three modes for the
input sizes 128  88  90, 64  64  64 and 34  34  34 in
Algorithm 1, respectively. The horizontal and vertical axes
represent the compression ratio and cumulative contribution
ratio, respectively. For the original size D = 128  88  90
and the reduced size K = k  k0  k00, the compression ratio
is given as D=K. . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.7 Comparison of cumulative contribution ratio between full pro-
jection and full projection truncation. (a)-(c) show a compar-
ison of the cumulative contribution ratio in the three modes.
The horizontal and vertical axes represent the compression
ratio and cumulative contribution ratio, respectively. For the
original size D = 128  88  90 and the reduced size K =
k  k0  k00, the compression ratio is given as D=K. . . . . . 140
4.8 Comparison of cumulative contribution ratio for three types
of compressed tensor. For the compression of tensors, we use
Algorithm 1 and the 3DDCT. In Algorithm 1, we respectively
adopt sizes of 1288890 and 323232 for the computation
by FP and FPT. For the three types of compressed tensor of
32  32  32, we apply 10 iterations of Algorithm 1. In (a)-
(c), the horizontal and vertical axes represent the compression
ratio and cumulative contribution ratio, respectively. For the
rst reduced size K1 = 32  32  32 and the second reduced
size K2 = k k0 k00, the compression ratio is given as K1=K2. 141
4.9 Recognition rates of gait patterns and liver data for origi-
nal and compressed tensors. We adopt the reduces sizes of
32  32  32, 16  16  16 and 8  8  8. (a)-(c) show the
recognition rates for three reduced sizes of OU-ISIR. For com-
pression, we use the HOSVD, FP, FPT and 3DDCT. In (a)-(c),
the horizontal and vertical axes represent the compression ra-
tio and recognition ratio [%], respectively. In (a)-(c) for the
original reduced sizes D = 1288890, the compression ratio
is given as D=K for reduced size k. . . . . . . . . . . . . . . . 142
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4.10 Computational time of dimension reduction for tensors of the
order three. (a) and (b) show the computational time of con-
struction of projection matrices for 306 sequences of silhouette
images and 35 voxel images of livers, respectively . (c) shows
the mean computational time of projecting images to low-
dimensional tensor space for OU-ISIR and CA datasets. In
(a) and (b), we compare the HOSVD, FP, FPT and 3DDCT.
In (a)-(c), the vertical and horizontal axes represent the com-
putational time and compression ratio, respectively. . . . . . 142
4.11 Original and reconstructed volumetric data of liver data. (a)
shows the rendering of original data. (b)-(d) show the ren-
dering of reconstructed data after the FP, FPT and 3DDCT,
respectively. (e)-(f) illustrate axial slice images of these vol-
umetric data in (a)-(d), respectively. The sizes of reduced
tensors are shown in Table. 1. . . . . . . . . . . . . . . . . . 144
4.12 Cumulative contribution ratios for three compressed tensors.
For compression, we adopt FP, FPT and 3D-DCT. For the
computation of the cumulative contribution ratio of eigenval-
ues obtained by the FP, we used all eigenvalues of modes 1, 2
and 3 after sorting them into descending order. . . . . . . . . 145
4.13 Reconstruction by using only major principal components of
the decomposition by the FP. Top and bottom rows illustrate
volume rendering and axial slice of reconstructed data, respec-
tively. For reconstruction, we use the 20 major principal com-
ponents. Left, middle and right columns illustrate the results
for the tensors projected by the FP, FPT and 3D-DCT. . . . 146
4.14 (a) and (b) illustrate the examples of livers of male and female,
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4.15 Recognition rates of liver data for original and compressed ten-
sors. For compression, we use the HOSVD, FP, FPT and 3D-
DCT. The horizontal and vertical axes represent the compres-
sion ratio and recognition ratio [%], respectively. For the orig-
inal size D = 899776 and the reduced size K = kk0k00,
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4.16 Illustration of extracted cardiac MRI dataset. These sequences
of volumetric data are extracted from cardiac MRI dataset
with landmarks of endocardium of left ventricles [10]. As
shown in Table 1, we have 17 sequences of volumetric data
of left ventricle for 17 patients. Each sequence of volumetric
data represents one cardiac beat by 20 frames. Every sequence
starts with maximally expanded state. Red and white parts
of volume rendering of the data represent muscle and inner
space of left ventricles. We set the center of the rst sagittal
slice of each volume data to the center of the slice. . . . . . . 149
4.17 Shape and inner texture of reconstructed volume data of left
ventricle from compressed data. Upper and lower rows show
volume rendering and sagittal slice of the volumetric data, re-
spectively. In (a)-(d), red and white parts depict the muscle
of heart and inner of heart, respectively, for original and ap-
proximation by the FP, the FPT and the 3D-DCT. In these
approximation, the data are reduced to the size 16 16 16. 150
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data. For the data dimension reduced by the FP, FPT and
3D-DCT, we apply the FP. Using the extracted principal com-
ponent, we reconstruct volumetric data. For the extraction,
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4.19 Recognition rates of the left ventricles for original and com-
pressed tensors. We use tensor subspace method as classi-
er. The data are reduced to 32 32 32, 16 16 16 and
8  8  8. The HOSVD, FP, FPT and 3D-DCT are used for
the reduction. Vertical and horizontal axes represent recogni-
tion rate and compression ratio, respectively. For the original
size D = 81  81  63 and reduced size K = k  k0  k0, the
compression ratio is given by D=K. . . . . . . . . . . . . . . 152
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4.20 Recognition rates of left ventricles for compressed tensors. We
adopt the reduces sizes of 32  32  32, 16  16  16 and
8  8  8. For compression, we use the HOSVD, FP, FPT
and 3D-DCT. In the mutual tensor subspace method, input
is a query subspace. The query subspace is spanned by a few
queries. To construct a query subspace, we use one, two and
three queries. Top, middle and bottom row show recognition
rates for the case of one, two and three queries, respectively.
Vertical and horizontal axes represent recognition rate and
compression ratio, respectively. For the original size D = 81
8163 and reduces size K = kk0k0, the compression ratio
is given by D=K. . . . . . . . . . . . . . . . . . . . . . . . . . 153
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5.1 Pipeline of the HoG method. The pipeline consists of three
steps: feature extraction, selection of metric and classier. At
the rst step of feature extraction, the HoG method generate
signature from distribution of gradients in local regions. At
the second step of selection of metric, the HoG method adopts
L2-norm. At the third step of selection of classier, the HoG
method adopts kernel support vector machine (SVM). In this
step, the HOG method needs appropriate kernel design for
kernel SVM for a problem. . . . . . . . . . . . . . . . . . . . 183
5.2 Example of directional statistics. (a) Grayscale image. (b)
Magnitudes of gradients in a local region of the image. (c)
Directions of gradients in a local region of the image. (d)
Distribution of structure tensors in a local region of the image.
(e) Circular histogram constructed with the gradient eld. . . 189
5.3 Rotation invariance in shape of circular histogram. (a) Orig-
inal image f(x) and rotated image f(y). (b) Histogram h()
obtained from the original image. (c) Histogram h0() ob-
tained from the rotated image. The histogram in (c) is the
histogram in (b) after rotation. . . . . . . . . . . . . . . . . . 191
5.4 Methods of aggregating local regions and of measuring dier-
ence between aggregated local regions. (a) Whole region of an
image with no division. (b) Cells dividing an image. (c) Cells
aggregated into blocks. As shown in (d)-(f), we have three
methods to discriminate the dierence between two images.
(d) Dierence between images. (e) Sum of dierences between
cells. (f) Sum of dierences between blocks. . . . . . . . . . . 192
5.5 Flow of feature extraction methods. There are three ows.
The top row shows feature extraction from the entire region
of an image. The middle and bottom rows show feature ex-
traction from cells and blocks, respectively. In the middle and
bottom rows, a set of histograms is extracted. For these three
extraction methods, we can adopt three dierent types of his-
tograms. In other words, we can use the simple directional
distribution, the directional distribution and the dominant di-
rectional distribution. The small box on the left summarises
the extraction of the dominant directional distribution in each
cell. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
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5.6 Feature extraction of the HoG method. As shown in (a), an
image is divided into cells Cij and the DDs of each local re-
gion Bk; k 2 f1; 2; 3; 4g are obtained by a moving window for
i; j 2 f1; 2; 3g. (b) shows how to construct a feature vector in
the HOG method. Extracted histograms in each cell Cij are
represented as column vectors hi0j0 . The vectorised histograms
in each block are connected and normalised by the `2-norm.
By connecting these `2-normalised vectors, we obtain the fea-
ture vector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
5.7 (a) Set of 38 positive images for deciding a median. (b) Ex-
amples of positive queries of pedestrians. The set of positive
queries does not include the set of 38 images in (a). The total
number of positive queries is 115. (c) Examples of negative
queries of pedestrians. The total number of negative queries
is 115. All images have a resolution of 13070 pixels. For
feature extraction, we use only the centre region of 12464
pixels of these images. . . . . . . . . . . . . . . . . . . . . . . 204
5.8 Recognition rates and ROC curves for the simple directional
distribution (SDD) feature, directional distribution (DD) fea-
ture and histogram of oriented gradients (HoG) feature. Left
and right columns show the results for the recognition rate and
ROC curve, respectively. Top, middle and bottom rows show
results for the SDD, DD and HoG features, respectively. In
(a), (c) and (e), the vertical and horizontal axes represent the
recognition rate and criterion, respectively. In (b) (d) and (f),
the vertical and horizontal axes represent the true positive
rate and false positive rate for each given criterion, respec-
tively. The discrimination method using the L1-norm gives
the highest recognition for the SSD, DD and HoG features. . 207
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5.9 Recognition rates and ROC curves for the global DD features.
Upper and lower rows respectively show the recognition rates
and ROC curves. The rst, second, third and fourth columns
show the results for discrimination using the L1-norm, L2-
norm, 1-Wasserstein distance (1WD) and binomial-distribution-
based 1-Wasserstein distance (B1WD), respectively. In (a)-
(d), the vertical and horizontal axes represent the recognition
rate and criterion, respectively. In (e)-(h), the vertical and
horizontal axes represent the true positive rate and false pos-
itive rate, respectively. In (a)-(d), circles, squares, six-rayed
stars, and upward and downward triangles represent results
for blurred images with Gaussian ltering with standard de-
viations of 0; 2; 4; 8 and 16, respectively. . . . . . . . . . . . . 208
5.10 Recognition rates and ROC curves for the global DDD fea-
tures. Upper and lower rows respectively show the recog-
nition rates and ROC curves. The rst, second, third and
fourth columns show the results for the discrimination us-
ing the L1-norm, L2-norm, 1-Wasserstein distance (1WD) and
binomial-distribution-based 1-Wasserstein distance (B1WD),
respectively. In (a)-(d), the vertical and horizontal axes repre-
sent the recognition rate and criterion, respectively. In (e)-(h),
the vertical and horizontal axes represent the true positive
rate and false positive rate, respectively. In (a)-(d), circles,
squares, six-rayed stars, and upward and downward triangles
represent the results for blurred images with Gaussian ltering
with standard deviations of 0; 2; 4; 8 and 16, respectively. . . . 209
5.11 Recognition rates and ROC curves for the DDD features. In
(a), the vertical and horizontal axes represent the recognition
rates and criteria, respectively. In (b), the vertical and hori-
zontal axes represent the true positive rate and false positive
rate for each given criterion, respectively. . . . . . . . . . . . 210
5.12 Distribution of L1-norms among the median and queries. (a)
Relation between L1-norms for L1- and L2-normalised HoG
features. The horizontal and vertical axes represent L1-norms
for L1- and L2-normalised HoG features, respectively. This
relation shows that the mapping  is nonlinear. In (b) and
(c), the horizontal and vertical axes represent the distances
between the median and the queries and their probability of
occurrence, respectively. L2-normalisation gives more discrim-
inative distributions for positive and negative queries than L1-
normalisation. . . . . . . . . . . . . . . . . . . . . . . . . . . 211
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6.1 (a) Nearest neighbours of g searched for by the k-nearest-
neighbour search on a manifold. Our method of projecting
the manifold to a low-dimensional subspace. (b) Generation
of a new entry in a dictionary. The input image g is projected
onto the subspace spanned by three nearest neighbours. (c)
Interpolation of parameter. For the new entry g, we interpo-
late the parameter  of the image g. Here,  represents the
parameter space of the transform. . . . . . . . . . . . . . . . 217
6.2 Registration problems in the computer vision. (a) Registration
to one of the stored images. (b) Registration to the local region
of an image. (c) Registration based on the camera model. . . 220
6.3 Example of two paths for line integral. (a) and (b) show circu-
lar paths and line paths, respectively. In (a), the solid line and
dashed lines represent circles Ci and Cj, respectively. Here, we
set ri < rj. In (b), the solid and dashed lines represent R0
and R5, respectively. . . . . . . . . . . . . . . . . . . . . . . . 228
6.4 Surfaces used for surface integration to obtain independent
equations. (a) and (b) show surface S3(r) of the sphere and
surface P3(r; 0) comprising three planes. Integration of the
volume gives a equation for an image. The integration of dier-
ent surfaces, such as a dierent spheres and orthogonal square
planes, gives several independent equations for an image. . . 230
6.5 Slice images and character images. (a)-(c) are slice images
extracted from volume data obtained by MRI simulation of a
human brain [37]. The size of the volume data is 181217181
pixels. The slice images (a), (b) and (c) are extracted from
the z = 50, z = 48 and z = 52 planes, respectively. (d)-(f) are
character images in a handwriting dataset [142]. The size of
the character images is 127 128. In experiments, we embed
(a)-(c) and (d)-(f) in 543543 pixel and 272272 pixel back-
ground images, respectively. The intensities of background
images are 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
6.6 Accuracy of estimation of single transform for transformed
slice images of human brain. Thee upper and lower rows
represent the accuracy for rotation and scaling, respectively.
The rst column shows the accuracy for the transformed Fig.
6.5(a) with no ltering. The second, third and fourth columns
show accuracy for the transformed Figs. 6.5(a), (b) and (c)
with Gaussian ltering of the standard deviation  . . . . . . . 232
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6.7 Accuracy of estimation of single transform for transformed
character images. The upper and lower rows represent the
accuracy for rotation and scaling, respectively. The rst col-
umn shows the accuracy for the transformed Fig. 6.5(d) with
no ltering. The second, third and fourth columns show the
accuracy for the transformed Figs. 6.5(d), (e) and (f) with
Gaussian ltering of standard deviation  . . . . . . . . . . . . 233
6.8 Accuracy of estimation of multi transform for slice images and
character images. The upper and lower rows represent the
accuracy for rotation and scaling, respectively. From left to
right, each column represents the accuracy of parameter for
the transformed Figs. 6.5(a), (b), (c), (d), (e) and (f). For the
radius r of the integration path, rotation angle  and scaling
factor , we dene the displacement as
p
(1 + )2r2 + 2r2. . 235
6.9 Slice images extracted from volumetric data. (a)-(c) Slice im-
ages extracted from a voxel image obtained by MRI simula-
tion of a human brain [37]. The size of the voxel image is
181217181 voxels. The slice images (a), (b) and (c) are
extracted from the z = 45, x = 90 and y = 100 planes, re-
spectively. In experiments, we embed the voxel image in a
background image of 308308308 voxels. The intensities of
the background images are 0. . . . . . . . . . . . . . . . . . . 236
6.10 Volumetric spatiotemporal MRI lung data [25]. (a) Voxel
image of a frame of a sequence. (b)-(d) Sagittal slices of
the frame. The spatial and time resolutions of the data are
50224224 and 200, respectively. The time between frames
is 331 ms. In the experiments, we embed a volumetric image
of a frame on a background image of 316316316 voxels.
Each voxel value in the background image is 0. . . . . . . . . 237
6.11 Accuracy of estimation for a spatial rotation. We estimate the
rotation angles 1; 2 and 3 independently. The rst, second
and third columns represent the accuracy of estimation for
rotation around the x; y and z axes, respectively. (a) and (d),
(b) and (e), and (c) and (f) show the accuracy of estimation
without Gaussian ltering. (g) and (j), (h) and (k), and (i)
and (l) show the accuracy of estimation for smooth images,
for the rotation around x; y and z axes, respectively. In the
rst and third rows and the second and fourth rows, we adopt
S3(r) and P3(r;) as the surfaces for the surface integration,
respectively. Displacements are given by r1; r2 and r3. . . 238
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6.12 Accuracy of estimation for multiple transforms. For the esti-
mation, we adopt combinations of three rotations around the
x, y and z axes. The left, middle and right graphs show the re-
sults of estimation for rotation around the x, y and z axes with
Gaussian ltering with standard deviation  , respectively. For
the surface integration, we adopt surfaces fP1i gni=1. For the ro-
tations around the x, y and z axes, the displacements are given
by r
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surface integral, respectively. . . . . . . . . . . . . . . . . . . 239
6.13 Estimation for a template with small pattern perturbation. (a)
Dierence between 22nd frame and 23rd-200th frames of four-
dimensional MRI lung data. (b) Scaled-up graph of (a) show-
ing dierence between 22nd frame and 23rd-38th frames. (c)
Accuracy of estimation for rotation angle 3 around the z axis.
The dierences between the 22nd frame and the 22nd, 23rd,
24th, 25th and 34th frames are  1; 10:11; 9:19; 6:94 and
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Chapter 1
Introduction
1.1 Background and Purpose
This dissertation aims to construct the computational methods for multiway
data in pattern recognition. We extend traditional representation of patterns,
which subspace method deal with in pattern recognition, to multilinear forms
by adopting a tensor. Tensor forms oer multiway operation for multidimen-
sional array. Therefore, we can use multidimensional array as multiway data
in a tensor space. This extension allows us to deal with multidimensional
array without vectorising. Then, we extend traditional subspace method for
multiway data. Furthermore, by adopting methods for multidimensional sig-
nal processing, we construct fast and robust computational method for the
extended subspace method. Finally, we apply the constructed methods to
actual multiway data of problems in pattern recognition.
The recognition, detection, visual categorisation and image retrieval prob-
lems in computer vision are dened in ref. [40] by Csurka et al..
 Recognition: The identication of instances of particular objects. For
instance, recognition distinguishes between images of two structurally
distinct cups, while visual categorisation places them in the same class.
 Detection: The process of deciding whether or not a member of a visual
category is present in a given image. Most previous work on detection
has centred on machine learning approaches to detecting faces, cars or
pedestrians.
 Visual Categorisation: A process that is suciently generic to cope with
many object types simultaneously and can be readily extended to new
object types. At the same time, the process should handle variations in
the view, imaging, lighting and occlusion, typical of the real world, as
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well as the intra class variations typical of semantic classes of everyday
objects.
 Content-Based Image Retrieval: The process of retrieving images on
the basis of low-level image features, given a query image of a manually
constructed description of these low-level features. Such descriptions
frequently have little relation to the semantic content of the image.
For the image recognition problem, pattern recognition techniques are
applied in various areas such as face recognition [161], character recognition
[116], spatial object recognition [129], ngerprint classication [132] and iris
recognition [133]. In the recognition of a pattern, a classier decides whether
an input query belong to a specic category or not. As classiers, linear
[54, 164, 76, 177, 116, 57] and nonlinear classiers [123, 23, 115, 58] has been
proposed. In the detail of classiers, refer to section 3.2.
For the object recognition, as the application of a linear classication
method, Murase and Nayar proposed parametric eigenspace method for recog-
nition of spatial object and its pose estimation [129]. Lowe proposed an
object recognition method based on local feature and a nonlinear classier
[110]. In this object recognition method, Lowe's feature detection method
nds region that are invariant to translation, rotation ans scaling.
After object recognition methods were constructed, object detection meth-
ods are developed [105, 41, 46, 182, 45, 16, 165]. Dalal and Triggs [41]
proposed an histogram of oriented gradients method, which consists of a
local feature extraction method and a classier method, for pedestrian de-
tection. The histogram of oriented gradients method detects objects with
sharp boundaries and a uniform background, such as pedestrians and cars
on pavements and streets, respectively, with high accuracy. The extended
methods of HoG method are proposed [46, 182, 45, 16]. By using Lowe's lo-
cal feature and a classier, Vedaldi et al. developed object detection method
[165].
In the image categorisation, the bag-of-visual words method [153] is a
common approach. In the bag-of-visual words method, transformation-invariant
local features, which are extracted from learning images, are used for the gen-
eration of a codebook. This codebook is a set of representative extracted local
features. The bag-of-visual words method assumes that an image is a set of
local features. Therefore, images are represented as histograms that repre-
sent the frequencies of occurrence of visual words in the codebook. Csurka
et al. [40] applied the BoW method for visual categorisation. Sivic and
Zisserman [152] applied the BoW method for object and image retrievals.
These applications deal with image patterns, since the purpose of the
computer vision is to understand the real three-dimensional world from two-
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f(x) ∈ R
f Sf(x) = f(∆z)
Interpolation Sampling
arraytensor
fz ∈ R
vec
F
Figure 1.1: Sampling, vectors and tensors. The sampled value f(z); z 2 Zn
of a function f(x);x 2 Rn yields an array fz;z 2 Zmmm. This array fz
is expressed as a tensor F to preserve multilinearity of f(x). Interpolation
procedure reconstruct f(x) from Sf(x) through F . The vector f whose
elements are sample values of f(z) is constructed from F by vectorisation
operator vec to the tensor F .
dimensional images. To understand the real world, an essential task is to
recognise what exists in a two-dimensional image. If we construct a method
to recognise objects, we can construct detection method based on the recog-
nition methods. Using the results of a detection procedure, we can under-
stand objects which exist in an image. Once we understand which objects
exist in images, we can categorise images with respect to the contents of
images. After the categorisation of images, we can construct retrieval meth-
ods. Therefore, a robust and accurate recognition method is an essential for
computer vision.
For numerical computation of pattern recognition, we deal with sampled
patterns. In traditional pattern recognition, these sampled patterns are em-
bedded in an appropriate-dimensional Euclidean space as vectors. The other
way is to deal with sampled patterns as higher-dimensional array data. These
array data are expressed by tensor to preserve multilinearity of function in
the original pattern space. Tensors allow expressing multidimensional array
data in multilinear forms. Figure 1.1 illustrates the relation among sampling,
vectors and tensor representation for multilinear structure. Furthermore, for
tensor space, we can dene inner product, norm and distance. These prop-
erties allow us to construct pattern recognition method in tensor space.
A pattern is assumed to be a square integrable function dened on a
nite support in n-dimensional Euclidean space. For planar and volumetric
pattern, the dimensions of Euclidean spaces are two and three, respectively.
Organs are essentially spatial textures which are functions dened in three-
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dimensional Euclidean space. Furthermore, for video sequence [120] and
volumetric sequence [169], the dimensions of the data spaces are three and
four, respectively, since in these applications for planar- and spatio-temporal
data are focused to analysis. Moreover, planar multichannel images [103, 51]
are also expressed as three-way arrays. For these data, elements of two-
dimensional array use an additional axis to express frequencies of elements.
Multichannel image pattern recognition has been a central issue in remote
sensing of earth and planets [26]. In seismic data analysis, the dimension of
the data space is ve, since waves stated by a planar source array migrated to
planar receiver array are focused to analyse [49]. These data, the dimension of
whose array are higher than two, can be represented by higher-order tensors.
Moreover, for applications of modern pattern recognition techniques such
as deep learning [38] and machine learning for big data [43], we are math-
ematically and numerically required to evaluate the performance of tensor-
based pattern recognition of multilinear data. Importantly, for fast image
pattern recognition, a compact representation of these image data is desir-
able. Tensor expressions fulll these requirements in applications of pattern
recognition of multidimensional array data.
Based on these motivations, we represent multidimensional data by mul-
tilinear forms. Using multilinear forms, we construct tensor subspace method
that directly operate multidimensional array as multiway data. The opera-
tions of tensor have analogies to the operations of vectors. These analogies
derive the extension of traditional recognition methods. Therefore, we ex-
tend mutual subspace method to multilinear forms. These methods achive
fast and accurate recognition of high-dimensional array data for recognition,
understand, categorisation and retrieval. Finally, we present numerical ex-
periments of extended methods for three-dimensional spatial data and four-
dimensional spatiotemporal data. For the spatial data, we use volumetric
data of human organ. For the spatiotemporal data, we use a sequence of
volumetric data, which represents beating human heart. The results in nu-
merical experiments show that our recognition methods in multilinear forms
are valid for recognition in medical imaging.
1.2 Related Works
Karhunen-Loeve method were independently developed by Karhunen [84]
and Loeve [108] at almost the same time. A discrete form of Karhunen-Loeve
method was proposed as principal component analysis by Hotelling [73]. For
the large scale computation of the principal component analysis, online algo-
rithms are proposed [12, 148, 24]. Iijima [76] and Watanabe [175, 176, 177]
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independently introduced the KL expansion for the linear approximation of
subspaces of multiple-category data at the almost same time. For practical
computation for sampled data, they used the principal component analysis.
The principal component analysis selects the subspace in which the covari-
ance of class data is maximised. Watanabe's method was originally called
self-featuring information compression (SELFIC) method [175], which based
on the minimisation of an entropy in a category. Iijima's method was orig-
inally called multiple similarity method. This Iijima's method almost cor-
responds to Watanabe's class-featuring information compression (CLAFIC)
method [176]. Therefore, these methods are called subspace methods. The
name subspace method was given by Watanabe et al. [176].
As the extension of the subspace method, Iijima [76] introduced the con-
stant normalisation of subspaces to the problem of character recognition.
Iijima proposed compound similarity method as the extension of his mul-
tiple similarity method. The constant normalisation in the principal com-
ponent analysis subtracts a constant bias since each image pattern contains
a constant bias. Kobayashi et al. introduced a cone-restriction to a sub-
space of category, and proposed cone-restricted subspace method [90] . This
cone-restriction assumes that feature vectors are occasionally subject to non-
negative constraints in pattern recognition. This non-negative constraints are
represented by a cone in feature space. As described in ref. [116], the vari-
ants of subspace method have been studied by many researchers, such as
Fu and Yu [56], Kittler and Young [88], and Kohonen [92], and so on. For
further details of the variants and the history of the subspace method, refer
to Oja's[130] book and Grenander's book [63], respectively.
Maeda [117, 116] proposed the mutual subspace method that computes
the orthogonal projection of subspaces spanned by inputs with perturbations.
Fukui and his co-workers [59, 57] proposed a combination of a generalisation
of constant normalisation and the mutual subspace method. This method
subtracts the elements in the common linear subspace of many categories.
In the mutual subspace method, classication is based on angles among
subspaces of each category. Cock and Moor [36] introduced the notion of
subspace angles by considering the principal angles between two subspaces.
Hamm and Lee [65] proposed a framework for Grassmann manifold learning.
A Grassmann manifold is the set of xed-dimensional linear subspaces in a
Euclidean space. This learning framework unies the view of the subspace-
based learning method by formulating problems on a Grassmann manifold.
The Grassmann manifold manipulate each subspace as a point in the Grass-
mann space, and feature extraction and classication are performed in the
same space. Krim and his co-workers [17, 151] focus on recovering of union
of subspaces. To discover the underlying structure of high-dimensional data,
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they built on the model of union of subspaces. In ref. [151], they adopt the
fundamental structure of a Grassmann manifold and proposed a technique
of pursuit the subspace.
Kernel methods are nonlinear methods. For the nonlinear principal com-
ponent analysis, that is kernel principal component analysis, Scholkopf et
al. [149] introduced kernel trick that computes inner norm of two data
in high-dimensional space without mapping original two data into a high-
dimensional space. These projected data can be separated by hyperplanes in
high-dimensional space, although they cannot be separated by hyperplanes
in the original space. Therefore, in this high-dimensional space, we can use
the principal component analysis as kernel principal component analysis.
Applying kernel trick to subspace method, Maeda and Murase has ex-
tended the subspace method to kernel subspace method subspace [115]. They
claimed that kernel subspace method achieved more accurate recognition
than the traditional subspace method, since traditional subspace methods
fail when the pattern distribution has nonlinear characteristics or the feature
space dimension is low compared to the number of classes by the experi-
mental results for phantom data and hand-printed Japanese katakana char-
acters. Sakano and his co-workers also applied kernel trick to the mutual
subspace method, and proposed kernel mutual subspace for face and object
recognition [144, 145]. Furthermore, Fukui et al. integrated kernel trick and
generalised constant normalisation for the mutual subspace method as ker-
nel constrained mutual subspace method [58] for spatial object recognition.
Moreover, Kobayashi et al. integrated kernel trick and cone-restriction for
the subspace method as cone-restricted kernel subspace method [91].
The above methods are constructed for without multilinear properties in
multiway data. Therefore, we need to construct a classication method in a
multilinear form for multiway data.
For the dimension reduction of multilinear patterns, principal component
analysis was extended to multilinear forms. The origin of the tensor prin-
cipal component analysis for the third-order tensors was proposed as the
decomposition of tensors by Tucker [160]. For the Tucker decomposition of
second- and third-order tensors, Kroonenberg and Jeeuw discussed the prop-
erties of convergence of alternating-least-squares algorithms [95]. In general
for Tucker decomposition, orthogonality constraints on decomposed tensors
are not required. Cichoki et al. imposed that the existence of the constraints
is the dierence between the tensor principal component analysis and par-
allel factor analysis [35]. In ref. [35], in addition to orthogonal constraints,
sparse constraints and nonnegative constraints for tensor decomposition are
studied.
Second-order tensor principal component analysis, which directly decom-
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poses an image matrix, is used for two-dimensional images [111] as an exten-
sion of the principal component analysis. According to a review on multi-
linear subspace learning [111], there are three basic projections for a tensor.
The second-order tensor principal component analysis uses a tensor-to-tensor
projection consisting of 1- and 2-mode projections that act on columns and
rows of images, respectively. Yang et al. [184] proposed two-dimensional
principal component analysis for image representation. Otsu [131] developed
the marginal eigenvector method, which is based on both 1- and 2-mode
projections. Aase et al. [1] developed a singular value decomposition-based
image coding system. Ding and Ye [44] developed the two-dimensional sin-
gular value decomposition, which is equivalent to the coding system of Aase
et al., as an extension of the singular value decomposition for image com-
pression. The two-dimensional singular value decomposition is also based on
both 1- and 2-mode projections. The projections in the marginal eigenvector
method and two-dimensional singular value decomposition are equivalent to
the tensor-to-tensor projection for a second-order tensor. This mathemati-
cal property implies that the two-dimensional two-dimensional singular value
decomposition is a special case of the tensor principal component analysis.
Ye et al. [185] proposed generalised principal component analysis for im-
age compression that nds both 1- and 2-mode projections. The generalised
principal component analysis is a two-dimensional version of the iterative
algorithm for the SVD [125]. Furthermore, the generalised principal compo-
nent analysis is a second-order version of the multilinear principal component
analysis [112], which is an practical computation method of the tensor prin-
cipal component analysis. Moreover, in the multilinear principal component
analysis, the projections obtained by higher-order singular value decompo-
sition [100] is used as the initial projections of the iterative algorithm. The
iterative algorithms in the generalised principal component analysis, multi-
linear principal component analysis and higher-order singular value decom-
position are called alternating least squares algorithm. Independently from
the multilinear principal component analysis, tensor rank-one decomposition
[172] was proposed for multidimensional data compression. The tensor rank-
one decomposition is also an iterative algorithm based on the alternating
least squares algorithm and the higher-order singular value decomposition.
The minimisation problem in the tensor rank-one decomposition is coinci-
dent with that of the multilinear principal component analysis. A dierence
between the multilinear principal component analysis and tensor rank-one
decomposition is that the tensor rank-one decomposition nds rank-one ten-
sors as bases for a tensor subspace, while the multilinear principal component
analysis nds bases for each mode of tensors. As the extensions of the mul-
tilinear principal component analysis, by adding uncorrelation and sparsity
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constraints to the minimisation problem of decomposition in the multilinear
principal component analysis, uncorrelated multilinear principal component
analysis [113] and sparse higher-order principal component analysis [8] were
proposed, respectively.
The extended methods of multilinear principal component analysis have
been developed [77, 113, 8]. Robust multilinear principal component analysis
[77] is a robust version of tensor principal component analysis for image pat-
tern recognition including outliers. Uncorrelated multilinear principal com-
ponent analysis [113] searches for a tensor-to-vector projection that obtains
most of the variation in the original tensorial input by deciding the maximum
number of uncorrelated features. Sparse higher-order principal component
analysis [8] searches for the minimum number of bases for input tensors by
assuming sparsity in tensor decomposition.
Using the tensor principal component analysis, we construct recognition
methods in multilinear forms for multiway data of multi categories.
1.3 Organization of the Dissertation
Figure 1.2 illustrates the relations among chapters in this dissertation. In
Chapter 2, we introduce tensor representations and computational methods
in multilinear forms. We dene tensors and its multiway access methods,
that is unfolding, vectorising and n-mode product, for rst-, second-, third-
and Nth-order. Then, using these introduced multilinear forms, we present
principal component analysis and discrete cosine transform for rst-, second-,
third- and Nth-order tensors.
In Chapter 3, focusing two-dimensional images, we mathematically and
experimentally show the eects of dimension-reduction methods for pattern
recognition in linear and bilinear forms. This chapter summarises topological
and geometrical properties that required for the image pattern recognition.
As dimension reduction methods, we adopt naive downsampling, pyramid
transform, two-dimensional discrete cosine transform, random projection,
two-dimensional random projection, marginal eigenvalue, multidimensional
scaling. As linear classier, we adopt subspace method, mutual subspace
method, constraint mutual subspace method. As bilinear classier, we adopt
two-dimensional tensor subspace method.
In Chapter 4, we propose two recognition methods in multilinear form for
higher-order tensors: tensor subspace method and mutual tensor subspace
method for Nth-order tensors. In experiments, we validate recognition ac-
curacy of the tensor subspace method for gait data in computer vision and
volumetric data in medical imaging. Furthermore, we validate recognition
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Figure 1.2: The relations among chapters in this dissertation.
accuracy of mutual tensor subspace method for sequences of volumetric data
of beating human heart by comparing with the results of tensor subspace
method.
In Chapter 5, we explore essential feature in gradient led in two-dimensional
images. Gradient eld on an image is represented by third-order tensors. In
the object recognition and detection methods, this gradient eld are parti-
tioned to small regions and represented by a set of histograms of orientation
of gradients in these small regions. For these histograms, we introduce Lp-
norms for p = 1; 2 and Wasserstein distance. Using these metric and several
partitioning methods, we validate the accuracy of image recognition for two-
category: pedestrian and background.
In Chapter 6, we propose local linear method for dictionary-based image
registration of two- and three-dimensional images. This method assumes the
local linearity on an image manifold. Using local subspace around a point
on image manifold, for template image with geometrical perturbation, we
can generate new entry for pre-stored images in dictionary, and estimate
geometrical transform between input and pre-stored images.
Chapter 2
Multilinear Forms ofPattern
This Chapter is partly based on Publications of Journal Papers \1. Pattern
Recognition in Multilinear Space and its Applications: Mathematics, Com-
putational Algorithms and Numerical Validations" and \2. Dimension Re-
duction and Construction of Feature Space for Image Pattern Recognition",
and Publication of International Conference \1, Approximation of N -Way
Principal Component Analysis for Organ Data".
2.1 Multilinear Form
2.1.1 Preliminaries
Let K to be a scalar eld. K is a set of numbers that is closed with respect
to addition and multiplication. For a; b; c 2 K, the following conditions hold:
 commutativity: a+ b = b+ c 2 K ab = ba 2 K;
 associativity: (a+ b) + c = a+ (b+ c) 2 K (ab)c = a(bc) 2 K;
 distritutivity of multiplication over addition: a(b+c) = (ab)+(ac) 2 K;
 existence of identity element: 0 + a = a; 0 2 K 1a = a; 1 2 K;
 existence of inverse of addition : 8a 2 K, 9a0 2 K such that a+ a0 = 0;
8a 2 K n 0, 9a0 2 K such that aa0 = 1.
The set R of the real numbers with addition and multiplication is also a eld.
In this dissertation, we use this set of real numbers. A linear space V , that
is a vector space, is dened over a led K. For scalars a; b 2 K and vectors
x;y;z 2 V , the following conditions hold:
39
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 V is closed with respect to addition of vectors,
{ Associativity: (x+ y) + z = x+ (y + z) 2 V ;
{ commutativity: x+ y = y + x 2 V ;
{ existence of identity element: 0+ x = x;0 2 V ;
{ existence of inverse element: 8x 2 V , 9x0 2 V such that x+x0 =
0;
 V is closed with respect to multiplication of vector by a scalar,
{ distributivity: (a+ b)x = ax+ by 2 V ;
{ distributivity: a(x+ y) = ax+ ay 2 V ;
{ associativity: (ab)x = a(bx) 2 V ;
{ existence of identity element: 1x = x.
A map from a linear space V to another linear space V 0, we have a following
theorem.
Theorem 2.1 For a scalar a 2 K and vectors x;y 2 V, a map T from a
linear space V to another linear space V 0 is a linear map if
T (x+ y) = T (x) + T (y); (2.1)
T (ax) = aT (x): (2.2)
In a linear space, a vector is dened as an one-dimensional array that contains
elements of K. By extending a one-dimension array to a higher-dimensional
array, we have a tensor.
A tensor space T is also dened over a led K. For scalars a; b 2 K and
tensors X ;Y ;Z 2 T , the following conditions hold:
 T is closed with respect to addition of tensors,
{ Associativity: (X + Y) + Z = X + (Y + Z) 2 T ;
{ commutativity: X + Y = Y + X 2 T ;
{ existence of identity element: O + X = X ;O 2 T ;
{ existence of inverse element: 8X 2 T , 9X 0 2 T such that X+X 0 =
O;
 T is closed with respect to multiplication of vector by a scalar,
{ distributivity: (a+ b)X = aX + bY 2 T ;
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Figure 2.1: Examples of tensors. (a) a rst-order tensor, that is a vector. (b)
a second-order tensor, that is a matrix. (c) a third-order tensor. (d) a fourth-
order tensor. (3) an Nth-order tensor, which is a sequence of (N 1)th-order
tensors.
{ distributivity: a(X + Y) = aX + aY 2 T ;
{ associativity: (ab)X = a(bX ) 2 T ;
{ existence of identity element: 1X = X .
Therefore, a tensor space is also linear space. However, a tensor space has a
dierent property from a linear space of vectors, since a tensor is a multidi-
mensional array.
The dimension of array for a tensor is specied by term order. A scalar
is a zero-order tensor. One-dimensional and two-dimensional array, that is
vector and matrix, are second-order and third-order tensors, respectively.
For Nth-order tensor, the entries of a tensor are addressed by N indexes.
Figure 2.1 illustrates examples of rst-, second, third-, fourth and Nth-order
tensors. Each index dened one mode. By using unfolding operator, we
have a set of vectors with respect to one mode. For this unfolded tensor, we
can apply linear transform with respect to one-dimensional array of only one
mode of Nth-order tensor. Therefore, a linear map of a tensor is written as
successive linear maps by
T (X ) = TN(TN 1(: : : T2(T1(X )))) (2.3)
where and Ti for i = 1; 2; : : : ; N are linear maps with respect to i-mode
vectors of a tensor X . This is a multilinear map.
CHAPTER 2. MULTILINEAR FORMS OFPATTERN 42
For a tensor, a multilinear projection maps the input tensor data from
one space to another space. We have three basic multilinear projections, that
is, the vector-to-vector projection, tensor-to-vector projection and tensor-to-
tensor projection (TTP). The vector-to-vector projection is a linear projec-
tion from a vector to another vector. To use the vector-to-vector projection
for tensors, we need to reshape tensors into vectors before the projection.
The tensor-to-vector projection, which is also referred to as the rank-one
projection [173, 156, 75], consists of elementary multilinear projections. An
elementary multilinear projection projects a tensor to a scalar. Using d el-
ementary multilinear projections, the tensor-to-vector projection obtains a
d-dimensional vector projected from a tensor. The TTP projects a tensor
to another tensor of the same order. In this paper, we focus on methods of
nding the optimal projection for the TTP.
In the following subsections, we briey summarise the multilinear projec-
tion for rst-, second-, third- and Nth-order tensors.
2.1.2 First-Order Tensor
For a vector x = ((xi)) 2 RI1 and a integer P1  I1, we set orthogonal matrix
U = (u1;u2; : : : ;uI1), where ui 2 RI1 for i = 1; 2; : : : ; P1 are linear indepen-
dent vectors. Using this orthogonal matrix, we have a linear projection
y = U>x: (2.4)
We dene the inner product of two vectors x1;x2 2 RI1 by
hx1;x2i =
I1X
i1
x1;ix2;i: (2.5)
Using this inner product, the Euclidean norm of a vector x is
kxk2 =
p
hx;xi: (2.6)
For the two vectors x1 and x2, we dene the distance between them as
d(x1;x2) = kx1   x2k2: (2.7)
2.1.3 Second-Order Tensor
For a matrix X 2 Rmn, setting orthogonal matrices U (1) 2 Rmm and
U (2) 2 Rnn, we have a bilinear projection
Y = U (1)>XU (2) (2.8)
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and its inverse transform
X = U (1)Y U (2)>: (2.9)
In this transform, left and right operators act on column and row vectors of
X, respectively. This bilinear projection is special case of the TTP.
Replacing I1 = m and I2 = n, we dene a second-order tensor
X = ((xij)) (2.10)
with a pair of indeces 1  i  I1 and 1  j  I2, which is the matrix
X = ((xi1i2)) 2 RI1I2 . Indeces i and j denote the index for 1- and 2-modes
of a tensor X . For the outer products of two vectors u(1) and u(2), if a tensor
X satises the condition
X = u(1)  u(2); (2.11)
where  denotes the outer product, we call this second-order tensor a rank-
one tensor. For a tensor X , the unfolding of X is dened by
X(1) =X 2 RI1I2 ; X(2) =X> 2 RI2I1 : (2.12)
Figure 2.2 shows unfoldings for 1- and 2- modes. For a tensor X = X(1) =
X = (x1; : : : ;xI2), where xi 2 RI1 for i = 1; 2; : : : ; I2, we dene vectorising
operator a for second-order tensor by
vec X = (x>1 ;x>2 ; : : : ;x>I2)>: (2.13)
The 1- and 2-mode products of a tensor by matrices U (1)> 2 RI1I1 and
U (2)> 2 RI2I2 are, respectively, given by
X 1 U> = U>X(1) = U>X; (2.14)
X 2 U> = U>X(2) = U>X>; (2.15)
respectively.
As the tensor X is in the tensor space RI1 
 RI2 , the tensor space can
be interpreted as the Kronecker product of three vector spaces RI1 ;RI2 . To
project X 2 RI1 
 RI2 to another tensor Y in a lower-dimensional tensor
space RP1
RP2 , where Pn  In for n = 1; 2, we need three matrices fU (n) 2
RInPng2n=1. Using two matrices, we have the TTP
Y = X 1 U (1)> 2 U (2)> = U (1)>XU (2); (2.16)
which projects X to a lower-dimensional tensor space. This TTP is the tensor
representation of the bilinear projection in eq. (2.8). Figure 2.4 shows the
TTP for a second-order tensor.
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We dene the inner product of two tensors X1;X2 2 RI1I2I3 by
hX1;X2i =
I1X
i1
I2X
i2
X1(i1; i2)  X2(i1; i2): (2.17)
Using this inner product, the Frobenius norm of a tensor X is
kXkF =
p
hX ;Xi: (2.18)
For the Frobenius norm of a tensor, we have
kXkF = kvec Xk2; (2.19)
where k  k2 is Euclidean norm of a vector. For the two tensors X1 and X2,
we dene the distance between them as
d(X1;X2) = kX1  X2kF: (2.20)
Although this denition is a tensor-based measure, this distance is equivalent
to the Euclidean distance between the vectorised tensors X1 and X2.
2.1.4 Third-Order Tensor
A tensor M 2 Rmn, that is a matrix, is expressed as ((xij)) for 1  i  I1,
1  j  I2. Therefore, as the extension of an matrix, a third-order tensor is
dened in RI1I2I3 . A third-order tensors is expressed as
X = ((xijk)) (2.21)
with three indeces 1  i  I1, 1  j  I2, 1  k  I3. i; j; k denote the
mode of a tensor X . For the outer products of three vectors u(1), u(2) and
u(3), if the tensor X satises the condition
X = u(1)  u(2)  u(3); (2.22)
where  denotes the outer product, we call this tensor X a rank-one tensor.
For X , the n-mode vectors, n = 1; 2; 3, are dened as the In-dimensional
vectors obtained from X by varying index in while xing all the other indices.
For n = 1; 2; 3 the unfolding of X along the n-mode vectors of X is dened
as
X(1) 2 RI1I23 ; X(2) 2 RI2I13 ; X(3) 2 RI3I12 (2.23)
where I23 = I2  I3, I13 = I1  I3, I12 = I1  I2, and the column vectors of
X(n) are the n-mode vectors of X . Figure 2.5 shows an example of n-mode
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(a)
Figure 2.2: 1- and 2-mode unfoldings of a second-order tensor X 2 R68.
connecting
Figure 2.3: Vectorising of a second-order tensor. By connecting unfolded
1-mode vectors, we have a long vector.
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(a) Tensor-to-tensor projection for a tensor X
(b) 1-mode projection for X represented by
a linear projection
(c) 2-mode projection for X represented by a
linear projection
Figure 2.4: Tensor-tensor projection of a second-order tensor X 2 R68 to a
lower-dimensional tensor Y 2 R3.
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unfolding for a third-order tensor. For a tensor X , using vectorising operator
for a second-order tensor and unfolding of a third-order tensor, we dene
vectorising operator for a third-order tensor by
vec X = vec X(1); (2.24)
where operators in left and right handsites are vectorising operators for third-
order and a second-order tensors, respectively.
The 1-, 2- and 3-mode products of a matrices U (1) 2 RI1P1 , U (2) 2
RI2P2 and U (3) 2 RI3P3 and a tensor X are given by
X 1 U (1)> = X^ (1); X^ (1)(1) = U (1)>X(1); (2.25)
X 2 U (2)> = X^ (2); X^ (2)(2) = U (2)>X(2); (2.26)
X 3 U (3)> = X^ (3); X^ (3)(3) = U (3)>X(3); (2.27)
where X^ (1)(1) , X^ (2)(2) and X^ (3)(3) are unfolded tensors of X^ (1), X^ (2) and X^ (3), re-
spectively. Therefore, n-mode product of X are achieved by matricising of
a tensor, product with a matrix and tensors of the results of the product to
a tensor. For two matrices U and V , n-mode and m-mode tensor products
are commutative [35], that is,
X n U m V = X m V n U : (2.28)
As the tensor X is in the tensor space RI1
RI2
RI3 , the tensor space can
be interpreted as the Kronecker product of three vector spaces RI1 ;RI2 ;RI3 .
To project X 2 RI1 
 RI2 
 RI3 to another tensor Y in a lower-dimensional
tensor space RP1 
 RP2 
 RP3 , where Pn  In for n = 1; 2; 3, we need three
matrices fU (n) 2 RInPng3n=1. Using the three matrices, the TTP is given by
Y = X 1 U (1)> 2 U (2)> 3 U (3)>: (2.29)
This projection is established in three steps, where at the nth step, each
n-mode vector is projected to a Pn-dimensional space by U
(n). Figure 2.7(a)
shows the steps for the projection of a third-order tensor to a lower-dimensional
tensor. Figures 2.7(b)-(d) show the procedures used to project third-order
tensors.
We dene the inner product of two tensors X1;X2 2 RI1I2I3 by
hX1;X2i =
I1X
i1
I2X
i2
I3X
i3
X1(i1; i2; i3)  X2(i1; i2; i3): (2.30)
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Figure 2.5: Unfoldings of a third-order tensor showing 1-, 2- and 3-mode
unfoldings of the third-order tensor X 2 R453.
Using this inner product, the Frobenius norm of a tensor X is
kXkF =
p
hX ;Xi: (2.31)
For the Frobenius norm of a tensor, we have
kXkF = kvec Xk2; (2.32)
where k  k2 is Euclidean norm of a vector, respectively. For the two tensors
X1 and X2, we dene the distance between them as
d(X1;X2) = kX1  X2kF: (2.33)
Although this denition is a tensor-based measure, this distance is equivalent
to the Euclidean distance between the vectorised tensors X1 and X2.
2.1.5 Nth-Order Tensor
A Nth-order tensor X dened in RI1I2IN is expressed as
X = (xi1;i2;:::;iN ) (2.34)
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connecting
Figure 2.6: Vectorising of a third-order tensor. By connecting unfolded 1-
mode vectors, we have a long vector.
for xi1;i2;:::;iN 2 R, using N indices in. Each subscript n denotes the n-mode
of X . For X , the n-mode vectors, n = 1; 2; : : : ; N , are dened as the In-
dimensional vectors obtained from X by varying this index in while xing
all the other indices. The unfolding of X along the n-mode vectors of X is
dened as
X(n) 2 RIn(I1I2:::In 1In+1IN ); (2.35)
where the column vectors of X(n) are the n-mode vectors of X . For a Nth-
order tensor, using vectorising operator for a second-order tensor and un-
folding of a Nth-order tensor, we dene vectorising operator for a Nth-order
tensor by
vec X = vec X(1); (2.36)
where operators in left and right handsite are operators for Nth-order and a
second-order tensors, respectively.
The n-mode product X n U of a matrix U 2 RJnIn and a tensor X is
a tensor G 2 RI1I2In 1JnIn+1IN , with elements
gi1;i2;:::;in 1;jn;in+1;:::;iN =
InX
in=1
xi1;i2;:::;INujn;in ; (2.37)
by the manner in ref. [35]. A linear projection form of n-mode product in
eq. (2.37) is given by
G(n) = UX(n): (2.38)
For the m- and n-mode product by matrices U and V , we have
X m U n V = X n V m U (2.39)
since n-mode projections are commutative [35].
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(a) Tensor-to-tensor projection for a tensor X
(b) 1-mode projection for X represented by a linear projection
(c) 2-mode projection for X represented by a linear projection
(d) 3-mode projection for X represented by a linear projection
Figure 2.7: Tensor-tensor projection of a third-order tensor X 2 R453 to a
lower-dimensional tensor Y 2 R321.
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As the tensor X is in the tensor space RI1 
 RI2 
    
 RIN , the ten-
sor space can be interpreted as the Kronecker product of N vector spaces
RI1 ;RI2 ; : : : ;RIN . To project X 2 RI1 
RI2 
    
RIN to another tensor Y
in a lower-dimensional tensor space RP1
RP2
  
RPN , where Pn  In for
n = 1; 2; : : : ; N , we need N projection matrices fU (n) 2 RInPngNn=1. Using
the N projection matrices, the TTP is given by
Y = X 1 U (1)> 2 U (2)>    N U (N)>: (2.40)
This projection is established in N steps, where at the nth step, each n-mode
vector is projected to a Pn-dimensional space by U
(n). We call this operation
the orthogonal projection of X to Y .
We dene the inner product of two tensors X = (xi1;i2;:::;iN );Y = (yi1;i2;:::;iN ) 2
RI1I2IN by
hX ;Yi =
X
i1
X
i2
  
X
iN
xi1;i2;:::;iNyi1;i2;:::;iN : (2.41)
Using this inner product, we have the Frobenius norm of a tensor X by
kXkF =
p
hX ;Xi: (2.42)
For the Frobenius norm of a tensor, we have
kXkF = kvec Xk2; (2.43)
where k  k2is Euclidean norm for a vector, respectively. For the two tensors
X1 and X2, we dene the distance between them by
d(X1;X2) = kX1  X2kF: (2.44)
Although this denition is a tensor-based measure, this distance is equivalent
to the Euclidean distance between the vectorised tensors X1 and X2.
2.2 Principal Component Analysis
2.2.1 First-Order Tensor
Karhunen-Loueve Expansion and Transform
Setting H to be the space of data, we assume that the inner norm (f; g)
between f; g 2 H is dened in H. For f 2 H, we have L2-norm kfk2 =
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p
(f; f). Furthermore, we dene the Schatten product hf; gi, which is an
operator from H to H. We construct an operator P for f 2 H such that
P = arg min (E(kf   Pfk2)) w:r:t P P = I; (2.45)
where I and E() are the identity operator and the expectation over H.
Setting f'jg1j=1 the eigenfunction of M = E(hf; fi), we dene the principal
eigenfunction of M as k'jk2 = 1 for corresponding eigenvalues 1  2 
    j      1: Using k 2 N eigenfunctions, we dene the operation
P =
Pk
j=1h'j; 'ii. The procedure of nding f'jg1j=1 and the projection Pf
are called Karhunen-Loueve expansion and transform, respectively [84, 108].
Vector Principal Component Analysis
For practical computation of Karhunen-Loueve expansion and transform,
we adopt sampled data fxigNi=1 such that x 2 Rm with zero expectation
E(x) = 0. Furthermore, using inner product (x;y) = x>y for two vectors
x and y, we dene norm kxk2 = x>x of a vector x. For the sampled data,
we dene transform
x^i = U
>xi (2.46)
by the orthogonal projection matrix U = [u1;u2; : : : ;uk] 2 Rmk. This
projection is the discretised KL transform. This projection minimises the
criterion
J  = E
 kxi  Ux^k22 : (2.47)
This minimisation is equivalent to the maximisation of the criterion
J+ = E
 kU>xik22 = NX
i=1
(U>xi)(U>xi)>; (2.48)
= U>
 
NX
i=1
xx>
!
U ; (2.49)
= U>NU : (2.50)
Using is a identity matrix I and a set of Lagrange multipliers 1; 2; : : : ; d
with condition 1  2  : : : ; m, we have a function
E(U) = J    tr
 
(U>U   I) ; (2.51)
= tr
 
U>NU
  tr  (U>U   I) ; (2.52)
where we set  = diag (1; 2; : : : ; m). By maximising this function, we
obtain an orthogonal matrix U . To maximise the function, we compute
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stationary point using partial deviation against U as 1
tr
 
(U +U>)N
  tr(2U ) = 0: (2.53)
From eq.(2.53), we have diagonalisatoin
U>NU = : (2.54)
Therefore, solving an eigenvalue problem
Nui = iui; (2.55)
we obtain an orthogonal matrixU . This is the discretised KL expansion. The
results obtained by these practical computation of discretised KL expansion
and transform are called principal component analysis. For the computation
for the eigenvalue problem, time complexity is O(m3).
Since j  1 for j > k, using only k eigenvectors, we have dimension
reduction satisfying eq.(2.47). Using an orthogonal projection matrix P =
[e1; e2; : : : ; ek], ei 2 Rm, we have the dimension reduction of xi as
x^i = (PU )
>xi; (2.56)
where P selects k major eigenvectors, which are correspond to k large eigen-
values in the order of decreasing, as bases for a projection. This dimension
reduction is the reduction by the principal component analysis (PCA).
2.2.2 Second-Order Tensor
Two-Dimensional Singular Value Decomposition
For a collection of matrices fXigNi=1 2 Rmn satisfying the zero expecta-
tion condition E(Xi) = 0, the orthogonal-projection-based data-reduction
mapping
X^i = U
>XiV ; (2.57)
where U = [u1; : : : ;um] and V = [v1; : : : ;vn], is performed by minimising
the criterion
J  = E

kXi  UX^iV >k2F

(2.58)
and maximising the criterion
J+ = E
 kU>XiV k2F ; (2.59)
(2.60)
1Here, @@UU
>MU = (U +U>) and @@UU
>U = 2U .
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with respect to the conditions
U>U = Im; V >V = In; (2.61)
where Im and In are the identity matrices in Rmm and Rnn, respectively.
The minimisation of eq. (2.58) is equivalent to the maximisation of eq. (2.59).
Furthermore, by xing one of V and U in this maximisation, we derive the
maximisation criterion
JV = E
 kV >X>i XiV k2F ; (2.62)
JU = E
 kU>XiX>i Uk2F (2.63)
with respect to the conditions of eq. (2.61).
From J ; J+; JV and JU , the eigendecomposition problems are derived by
computing the extremals of
E  = J  + tr((I   V >V )) + tr((I  U>U)); (2.64)
E+ = J+ + tr((I   V >V )) + tr((I  U>U)); (2.65)
EV = JV + tr((I   V >V )); (2.66)
EU = JU + tr((I  U>U)); (2.67)
respectively. To optimise both J  and J+, we set M = 1N
PN
i=1X
>
i Xi and
N = 1
N
PN
i=1XiX
>
i , where K = rank(M ) = rank(N ). Then, from the
optimisations of JV and JU , we derive the eigenvalue problems
MV = V ; (2.68)
NU = U; (2.69)
where  2 Rmm and  2 Rnn are diagonal matrices satisfying the rela-
tionships i = i for
 = diag(1; 2    ; K ; 0    ; 0); (2.70)
 = diag(1; 2    ; K ; 0    ; 0): (2.71)
The optimisations of JV and JU derive the SVD problems of eqs. (2.68) and
(2.69), respectively 2. For p1j 2 fejgKj=1 and p2j 2 fekgKk=1; e>i ej = ij, we set
the orthogonal projection matrices P1 =
Pk1
j=1 p1jp
>
1j and P2 =
Pk2
j=1 p2jp
>
2j.
Using these P1 and P2, the low-rank matrix approximation [104] is given by
Yi = (UP1)
>Xi(V P2) = L>XiR; (2.72)
2For an iterative method for two-dimensional singular value decomposition see refs.
[72, 125].
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where P1 and P2 are the k1 and k2 selected basis vectors of projection matri-
ces U and V , respectively. The low-rank approximation using eq. (2.72) is
called the two-dimensional singular value decomposition (2DSVD) method
in the context of image compression [1, 44]. Furthermore, the method based
on the transform
Yi =XiR (2.73)
is called the two-dimensional principal component analysis [184].
For the minimisation of eq. (2.58), and maximisation of eqs. (2.59),
(2.62) and (2.63), as generalised principal component analysis (GPCA), the
iterative algorithm [185] described in Algorithm 1.1 is proposed. The original
iterative algorithm of the GPCA used identity matrices as the initial projec-
tion matrices in step 1. This initialisation increase the number of iterations
without any eects since the computation in step 4 in the rst iteration cor-
responds to the marginal eigenvalue (MEV). On the other hand, using the
projection matrices obtained by the higher-order singular value decomposi-
tion (HOSVD) as the initial projection matrices, the iterative algorithm in
the multilinear principal component analysis (MPCA) converges within three
iterations for three-dimensional data [112]. For the 2DSVD, using the pro-
jection matrices obtained by the MEV as the initial projection of the GPCA,
we can reduce the number of iterations. Therefore, Algorithm 1.1 is a rened
version of the GPCA with the MEV in step 1. In Algorithm 1.1, if the di-
mensions of a projected matrix are coincident to these of an original matrix,
the obtained projection is called a full projection, otherwise, the projection
called a full projection truncation.
For Algorithm 1.1, we have the following property.
Property 2.1 The full projection of the GPCA without iterations is equiv-
alent to the projection by the MEV.
For the 2DSVD, we have the following theorem
Theorem 2.2 The 2DSVD method is equivalent to the classical PCA method.
(Proof) The equation
(UP1)
>X(V P2) = Y (2.74)
is equivalent to
(V P2 
UP1)vecX = vecY : (2.75)
( Q.E.D.)
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Algorithm 1.1: Iterative method in the GPCA
Input: A set of tensors fXi 2 RmngNi=1. Reduced dimensions
k1 and k2 for modes 1 and 2, respectively. The
maximum number of iterations K.
Output: A set of projection matrices fPL;PRg.
If k1 = m and k2 = n, fPL;PRg gives full projection,
otherwise, it gives full projection truncation.
1: Compute the initial projection matrices P
(0)
L and P
(0)
R by
the eigendecompositions of M
(0)
r = 1N
PN
i=1XiX
>
i
and M
(0)
c = 1N
PN
i=1X
>
i Xi, respectively.
2: Construct projection matrices for each mode by selecting
k1 and k2 eigenvectors of M
(0)
r and M
(0)
c , respectively,
corresponding to the kj largest eigenvalues for j = 1; 2.
3: Compute 	0 =
PN
i=1 kP (0)>L XiP (0)R k2F.
4: Begin loop
for k = 1; 2; : : : ; K
Compute P
(k)
L by selecting k1 eigenvectors from the
eigendecomposition for a matrix
M
(k)
r = 1N
PN
i=1XiP
(k 1)
R P
(k 1)>
R X
>
i .
Compute P
(k)
R by selecting k2 eigenvectors of the
eigendecomposition for a matrix
M
(k)
c = 1N
PN
i=1X
>
i P
(k 1)>
L P
(k 1)
L Xi.
if j	k  	k 1j < , where 	k =
PM
j=1 kP (k)>L XiP (k)R k2F,
break
end
5: Return PL = P
(k)
L and PR = P
(k)
R
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The eigenfunction and eigendistribution of the two-dimensional discrete co-
sine transform (2DDCT) 3 approximately coincide with those of the Karhunen-
Loeve expansion for images. In special cases, the reduction using the 2DDCT
is identical to the reduction using the PCA. Figure 2.8 illustrates the rep-
resentation of an image and the reduction by the 2DDCT, the PCA and
the second-order tensor principal component analysis (TPCA). The 2DDCT
and the PCA are unitary transforms; therefore, their bases are related to a
rotation transformation. Furthermore, the 2DDCT is an acceptable approxi-
mation of the 2DSVD, since the reduction using the 2DDCT is an acceptable
approximation of the reduction using the PCA [79]. In this case, For the com-
putation of Algorithm 1.1, time complexity is O(Km3), where m  n, and K
is iteration number. Moreover, the projection that selects the K = k1k2 basis
of the tensor space spanned by ui
 vj, i = 1; 2; : : : ;m and j = 1; 2; : : : ; n, is
(V P2 
UP1) = (V 
U)(P2 
 P1) =WP ; (2.76)
where W and P are a orthogonal matrix and the orthogonal projection
matrix, respectively. Therefore, the 2DSVD is equivalent to the TPCA for
matrices because matrices are second-order tensors.
Marginal Eigenvectors
We dene two matrices
Mr =
1
N
NX
i=1
XiX
>
i 2 Rmm; (2.77)
Mc =
1
N
NX
i=1
X>i Xi 2 Rnn: (2.78)
Using these two matrices, we have
E
 kP>L XiPRk2F = 1N
NX
i=1
 
P>L XiPR
  
P>L XiPR
>
= P>L
 
1
N
NX
i=1
XiX
>
i
!
PL;
= P>L MrPL; (2.79)
3Note that we use the two-dimensional DCT-II without dividing an image into blocks,
while the JPEG and MPEG compression algorithms use the two-dimensional DCT-II by
partitioning an image into N N blocks of 8 8 pixels.
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Projection to a low-dimensional subspace
Figure 2.8: Image representation and dimension reduction. In the origin
of the ow, eij; ei0j0 ; ei00j00 are the basis representing each pixel of an image
f . After vectorisation of the image, ek; ek0 ; ek00 are the standard basis for
the Euclidean space for the vectorised image vec f . After 1-mode unfolding,
u
(1)
i ; u
(1)
i0 and u
(1)
i00 are the basis of the TPCA for the 1-mode unfolded image
f(1). After 2-mode unfoldings, u
(2)
j ; u
(2)
j0 and u
(2)
j00 are the basis of the TPCA for
the 2-mode unfolded image f(2). dij; di0j0 ; di00j00 are the basis of the 2DDCT.
After the PCA for the vectorised image, uk; uk0 ; uk00 are the basis of the PCA.
After the PCA for the 1- and 2-mode unfolded image, uij; ui0j0 ; ui00j00 are the
basis of the 2D tensor space. Here, uij = u
(1)
i 
 u(2)j , ui0j0 = u(1)i0 
 u(2)j0 and
uij = u
(1)
i00 
 u(2)j00 . By selecting the basis, we obtain an orthogonal projection
to a lower-dimensional subspace.
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and
E
 kP>L XiPRk2F = 1N
NX
i=1
 
P>L XiPR
>  
P>L XiPR

= P>R
 
1
N
NX
i=1
X>i Xi
!
PR;
= P>RMcPR: (2.80)
Furthermore, for the two matricesMr andMc, using the Lagrange multipli-
ers r and c, we nd projections satisfying
J(PL) = tr
 
P>L MrPL
  tr   P>L PL   Ir ; (2.81)
J(PY ) = tr
 
P>RMcPR
  tr   P>R PR   Ic ; (2.82)
where I is the identity matrix. The solutions of eqs. (2.81) and (2.82) are
given as the solutions of the eigenproblems of Mr and Mc, respectively. We
set fujgk1j=1 and fvjgk2j=1 as the eigenvectors of Mr and Mc, respectively.
We dene the eigenvectors of Mr and Mc as kujk2 = 1 and kvjk2 = 1
for eigenvalues r1  r2      rj      rn and c1  c2     
cj      cn, respectively. Therefore, for given numbers k1  m and
k2  n, the operators PL and PR are dened as PL;k1 = [u1;u2; : : : ;um] and
PR;k2 = [v1;v2; : : : ;vn] as the matrices consist of each set of eigenfunctions,
respectively. These obtained projections are equivalent to the projections in
the eq. (2.72) obtained by 2DSVD [1] shown in the previous subsection. The
time complexity of the MEV is mathcalO(m3) for m  n.
2.2.3 Third-Order Tensor
A third-order tensor X 2 RI1I2I3 , which is the array X = (xi1;i2;i3) 2
RI1I2I3 , is denoted as a triple of indices (i1; i2; i3). Here we summarise
the HOSVD for third-order tensors. For a collection of tensors fXigNi=1 2
RI1I2I3 satisfying the zero expectation condition E(Xi) = 0, we compute
the
X^i = Xi 1 U (1)> 2 U (2)> 3 U (3)>; (2.83)
where U (j) = [u
(j)
1 ; : : : ;u
(j)
Ij
], that minimises the criterion
J  = E

kXi   X^i 1 U (1) 2 U (2) 3 U (3)k2F

(2.84)
and maximises the criteria
J+ = E

kX^ik2F

; (2.85)
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with respect to the conditions
U (j)>U (j) = Ij; (2.86)
where Ij; j = 1; 2; 3 is the identity matrices in RIjIj . For these criterion,
by xing two of U (1), U (2) and U (3), we have the following criteria
Jj = E
 kU (j)>Xi;(j)X>i;(j)U (j)k2F ; (2.87)
where Xi;(j); j = 1; 2; 3, are the j-mode unfolded tensor Xi, with respect to
eq. (2.86).
Eigendecomposition problems are derived by computing the extremal of
E  = J  +
NX
j=1
tr((Ij  U (j)>U (j))(j)): (2.88)
As an extension of the two-dimensional problem, we dene the system of
minimisation problems
Ej = Jj + tr((Ij  U (j)>U (j))(j)); j = 1; 2; 3: (2.89)
For matrices M (j) = 1
N
PN
i=1Xi;(j)X>i;(j), j = 1; 2; 3, the optimisation of J 
derives the eigenvalue decomposition
M (j)U (j) = U (j)(j); (2.90)
where (j) 2 RIjIj ; j = 1; 2; 3, are diagonal matrices satisfying the rela-
tionships 
(j)
k = 
(j0)
k , k 2 f1; 2; : : : ; Kg, K = rank(M (1)) = rank(M (2)) =
rank(M (3)) for
(j) = diag(
(j)
1 ; 
(j)
2    ; (j)K ; 0    ; 0): (2.91)
The optimisation of each Jj derives the eigendecomposition problems in eq.
(2.90). However, for the optimisation of fJjg3j=1, there is no closed-form
solution to this maximisation problem [100, 99]. Algorithm 1.2 is the iterative
procedure of the MPCA. For Algorithm 1.2, we have the following property.
Proposition 2.1 The MPCA without iteration is equivalent to the HOSVD
if dimensions of a projected tensor are coincident to ones of each mode of an
original tensor.
For third-order tensors, there are 3! combinations in selecting the order of
modes 1; 2 and 3 in a tensor-to-tensor projection for Algorithm 1.2. On
the other hand, one combination exists in selecting the order of modes for
the second-order tensors.
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Algorithm 1.2:Iterative method in the MPCA for third-order tensors
Input: A set of tensors fXigNi=1. Dimension of projected tensors
fkjg3j=1. A maximum number of iteration K. An order
1; 2; 3 to select the unfolded tensors. A suciently
small number .
Output: A set of projection matrices fU (j)g3j=1.
1: Compute the eigendecomposition of a covariant matrix
M (j) = 1
N
PN
i=1Xi;(j)X>i;(j), where Xi;(j) is an j-mode
unfolded Xi, for j = 1; 2; 3.
2: Construct projection matrices by selecting eigenvectors
corresponding to the kj largest eigenvalues for j = 1; 2; 3.
3: Compute 	0 =
PN
i=1 kXi 1 U (1)> 2 U (2)> 3 U (3)>kF.
4: Iteratively Compute the following procedure.
for k = 1; 2; : : : ; K
for j = 1; 2; 3
Update U (j) by decomposing matrix
M (j) =
PN
i=1Wi; (j)W>i;(j), where Wi;(j) is an j-mode
unfolded Wi = Xi  U ()>  U ()>
for ;  2 f1; 2; 3g n j,  6= .
end
Compute 	k =
PN
i=1 kXi 1 U (1)> 2 U (2)> 3 U (3)>kF
if j	k  	k 1j < 
break
end
Proposition 2.2 For third-order tensors, the selection of order of modes
does not eect to the results of a tensor-to-tensor projection.
From these two properties, we adopt Algorithm 1.2 [112] to solve the optimi-
sation of fJjg3j=1. For a set of orthonormal vectors fekgKk=1, where only kth
element of ek is 1 and others are 0, we set orthogonal projection matrices
P (j) =
Pkj
k=1 eke
>
k for j = 1; 2; 3. Using these fP (j)g3j=1, the low-rank tensor
approximation [99] is achieved by
Y = X 1 (P (1)U (1))> 2 (P (2)U (2))> 3 (P (3)U (3))>; (2.92)
where P (j) selects kj bases of orthogonal matrices U
(j). The low-rank ap-
proximation using eq. (2.92) is used for compression in the TPCA.
For the HOSVD for third-order tensors, we have the following theorem.
Theorem 2.3 The HOSVD method is equivalent to the vector PCA method.
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(Proof) The equation
X 1 (P (1)U (1))> 2 (P (2)U (2))> 3 (P (3)U (3))> = Y (2.93)
is equivalent to
(P (3)U (3) 
 P (2)U (2) 
 P (1)U)>vecX = vecY : (2.94)
( Q.E.D.)
This theorem implies that the 3DDCT is an acceptable approximation of the
HOSVD for third-order tensors since this is the analogy of the approximation
of the PCA by the 2DDCT [130].
Furthermore, we have the following theorem.
Theorem 2.4 The compression computed by the HOSVD is equivalent to
the compression computed by the TPCA.
(Proof) The projection that selects K = k1k2k3 bases of the tensor space
spanned by u
(1)
i1
 u(2)i2  u(3)i3 ; ij = 1; 2; : : : ; kj for j = 1; 2; 3, is
(P (3)U (3) 
 P (2)U (2) 
 P (1)U (1))
= (P (3) 
 P (2) 
 P (1))(U (3) 
U (2) 
U (1)) = PW ; (2.95)
where W and P are an orthogonal matrix and a projection matrix, respec-
tively. Therefore, HOSVD is equivalent to TPCA for third-order tensors.
Figure 2.9 illustrates volumetric image representation in these dierent bases.
If we use the MPCA and HOSVD, time complexities are Km3 and m3, re-
spectively, where m  n; l for tensors of the size m n l.
2.2.4 Nth-Order Tensor
A Nth-order tensor X 2 RI1I2IN , which is the array X 2 RI1I2IN ,
is denoted as a set of indices (i1; i2; : : : ; iN). Here we summarise the higher-
order singular value decomposition (HOSVD) for Nth-order tensors since N -
way principal component is numerically computed by HOSVD. The HOSVD
is the Tucker-3 decomposition [160] with orthogonal constraints. For a col-
lection of tensors fXigMi=1 2 RI1I2IN satisfying the zero expectation con-
dition E(Xi) = 0, we compute the
X^i = Xi 1 U (1)> 2 U (2)>    N U (N)>; (2.96)
where U (j) = [u
(j)
1 ; : : : ;u
(j)
Ij
], that minimises the criterion
J  = E

kXi   X^i 1 U (1) 2 U (2)    N U (N)k2F

(2.97)
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3DDCT
Projection to a low-dimensional subspace
Figure 2.9: Volumetric image representation and dimension reduction. In
the origin of the ow, eijk; ei0j0k0 ; ei00j00k00 are the basis representing each pixel
of an image f . After vectorisation of the image, el; el0 ; el00 are the standard
basis for the Euclidean space for the vectorised image vec f . After 1-mode
unfolding, u
(1)
i ; u
(1)
i0 and u
(1)
i00 are the basis of the TPCA for the 1-mode un-
folded image f(1). After 2-mode unfoldings, u
(2)
j ; u
(2)
j0 and u
(2)
j00 are the basis
of the TPCA for the 2-mode unfolded image f(2). After 3-mode unfoldings,
u
(3)
k ; u
(3)
k0 and u
(3)
k00 are the basis of the TPCA for the 3-mode unfolded image
f(3). dijk; di0j0k0 ; di00j00k00 are the basis of the 3DDCT. After the PCA for the
vectorised image, ul; ul0 ; ul00 are the basis of the PCA. After the PCA for the
1-, 2- and 3-mode unfolded images, uijk; ui0j0k0 ; ui00j00k00 are the basis of the
3D tensor space. Here, uijk = u
(1)
i 
 u(2)j 
 u(3)k , ui0j0k0 = u(1)i0 
 u(2)j0 
 u(3)k0 ,
ui00j00k00 = u
(1)
i00 
 u(2)j00 
 u(3)k00 , By selecting the basis, we obtain an orthogonal
projection to a lower-dimensional subspace.
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and maximises the criterion
J+ = E

kX^ik2F

; (2.98)
with respect to the conditions
U (j)>U (j) = Ij; (2.99)
where Ij; j = 1; 2; : : : ; N are the identity matrices in RIjIj . By xing
fU (j)gNj=1 except U (j0); j0 2 f1; 2; : : : ; Ng, we have
Jj = E
 kU (j)>Xi;(j)X>i;(j)U (j)k2F ; (2.100)
where Xi;(j); j = 1; 2; : : : ; N , are the j-mode unfolded tensors of Xi.
Eigendecomposition problems are derived by computing the extremals of
Ej = Jj + tr((Ij  U (j)>U (j))(j)); j = 1; 2; : : : ; N: (2.101)
For matrices M (j) = 1
N
PN
i=1Xi;(j)X>i;(j), j = 1; 2; : : : ; N , the optimisation of
J  and J+ derives the eigenvalue decomposition
M (j)U (j) = U (j)(j); (2.102)
where (j) 2 RIjIj ; j = 1; 2; : : : ; N , are diagonal matrices satisfying the
relationships 
(j)
k = 
(j0)
k ; k 2 f1; 2; : : : ; Kg for
(j) = diag(
(j)
1 ; 
(j)
2    ; (j)K ; 0    ; 0): (2.103)
The optimisation of each Jj derives the eigendecomposition problems in eq.
(2.102). However, for the optimisation of fJjgNj=1, there is no closed-form
solution to this maximisation problem [100, 99]. Algorithm 1.3 is the iterative
procedure of the TPCA for Nth-order tensors [112]. This algorithm is one
of alternating-least-square (ALS) algorithms for tensors. In Algorithm 1.3 of
K iteration, time complexity is O(KI2k), where Ij  Ik; j 6= k, due to the
eigendecomposition problem.
For Algorithm 1.3, we have the following property.
Proposition 2.3 The TPCA for N th-order tensors without iteration in Al-
gorithm 1.3 is equivalent to the HOSVD for N th-order tensors if dimensions
of a projected tensor are coincident to ones of each mode of an original ten-
sor.
For Nth-order tensors, there are N ! combinations in selecting the order of
modes in a tensor-to-tensor projection for Algorithm 1.3. For the selection
of combinations for Algorithm 1.3, we have the following property [112].
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Algorithm 1.3: Iterative method in the MPCA for Nth-order tensors
Input: A set of tensors fXigMi=1. Dimension of projected tensors fkjgNj=1.
A maximum number of iteration K. A suciently small number .
Output: A set of projection matrices fU (j)gNj=1.
1: Compute the eigendecomposition of a covariant matrix
M (j) = 1
M
PM
i=1Xi;(j)X>i;(j), where Xi;(j) is an j-mode unfolded Xi,
for j = 1; 2; : : : ; N .
2: Construct projection matrices by selecting eigenvectors
corresponding to the kj largest eigenvalues for j = 1; 2; : : : ; N .
3: Compute 	0 =
PM
i=1 kXi 1 U (1)> 2 U (2)>    N U (N)>kF.
4: Iteratively Compute the following procedure.
for k = 1; 2; : : : ; K
for j = 1; 2; : : : ; N
Update U (j) by decomposing matrix
PM
i=1W
( j)
i;(j) W
( j)>
i;(j) ,
where W
( j)
i;(j) is an unfolding of
Xi 1 U 1    j 1 U (j 1) j+1 U (j+1)    N U (N) for a mode j.
end
Compute 	k =
PN
i=1 kXi 1 U (1)> 2 U (2)>    N U (N)>kF
if j	k  	k 1j < 
break
end
Proposition 2.4 For N th-order tensors, the selection of order of modes
does not eect to the results of a tensor-to-tensor projection since n-mode
projection is cumulative.
From these two properties, we adopt Algorithm 1.3 [112] to solve the
optimisation of fJjgNj=1. For a set of orthonormal vectors fekgKk=1; e>i ej =
ij, we set orthogonal projection matrices P
(j) =
Pkj
k=1 eke
>
k for j = 1; 2; 3.
Using these fP (j)gNj=1, the low-rank tensor approximation [99] is achieved by
Y = X 1 (P (1)U (1))2 (P (2)U (2))    N (P (N)U (N)); (2.104)
where P (j) selects kj bases of orthogonal matricesU
(j). The low-rank approx-
imation using eq. (2.104) is used for compression in the TPCA for Nth-order
tensors.
For the HOSVD for Nth-order tensors, we have the following theorem.
Theorem 2.5 The HOSVD method is equivalent to the vector PCA method
in the compression of N th-order tensors.
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(Proof) The equation
X 1 (P (1)U (1))> 2 (P (2)U (2))>    N (P (N)U (N))> = Y (2.105)
is equivalent to
(P (N)U (N) 
 : : :P (2)U (2) 
 P (1)U (1))>vecX = vecY : (2.106)
( Q.E.D.)
This theorem implies that N -dimensional discrete cosine transform (ND-
DCT) is an acceptable approximation of the HOSVD for Nth-order tensors
since this is the analogy of the approximation of the PCA of two-dimensional
images by the 2DDCT [130, 78].
Furthermore, we have the following theorem.
Theorem 2.6 The compression of N th-order tensors computed by the HOSVD
is equivalent to the compression computed by the TPCA.
(Proof) The projection that selects K = k1k2 : : : kN bases of the tensor space
spanned by u
(1)
i1
 u(2)i2  u(3)i3 ; ij = 1; 2; : : : ; kj for j = 1; 2; : : : ; N , is
(P (N)U (N) 
 : : :P (2)U (2) 
 P (1)U (1))
= (P (N) 
 : : :P (2) 
 P (1))(U (N) 
 : : :U (2) 
U (1)) = PW ; (2.107)
where W and P are an orthogonal matrix and the orthogonal projection
matrix, respectively. Therefore, HOSVD is equivalent to TPCA for third-
order tensors.
2.3 Discrete Cosine Transform
2.3.1 One-Dimensional Discrete Cosine Transform
For a sampled one-dimensional signal represented by a vector, that is a
rst-order tensor, x = (x1; x2; : : : ; xn)
>, we have transformed signal y =
(y1; y2; : : : ; yn)
> using the following four types of the discrete cosine trans-
form (DCT) [5, 137].
DCT-I
yk =
1
2
(x0 + ( 1)k)x(n 1)) +
Pn 2
j=1 xj cos
 

n 1jk

;
k = 0; 1; : : : ; n  1: (2.108)
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DCT-II
yk =
n 1X
j=0
xj cos


n
(j +
1
2
)k

; k = 0; 1; : : : ; n  1: (2.109)
DCT-III
yk =
1
2
+
n 1X
j=1
xj cos


n
(j +
1
2
)k

; k = 0; 1; : : : ; n  1: (2.110)
DCT-IV
yk =
Pn 1
j=0 xj cos
 

n
 
j + 1
2
  
k + 1
2

;
k = 0; 1; : : : ; n  1: (2.111)
An inverse transform of the DCT-I is the DCT-I scaled by 2
(n 1) . The DCT-II
and the DCT-III are transposes of one another. The DCT-III scaled by 2
N
is
an inverse transform of the DCT-II. An inverse transform of the DCT-IV is
the DCT-IV scaled by 2
n
.
If we adopt DCT-II for a transform of x, we have matrix representation
of DCT as
y =Dx; D = ((dij)); dij = cos


n

(j   1) + 1
2

(i  1)

; (2.112)
where i; j = 1; 2; : : : n. Furthermore, the inverse of the DCT is given by
x =D>y: (2.113)
For a integer k  n, we set an orthogonal projection matrix
P = (pij); pij =
(
1 if i = j and i; j  k;
0 otherwise:
(2.114)
Using this orthogonal projection matrix, we dene DCT-based reduction
x^ = (PD)x: (2.115)
The reconstruction from x^ is given by
~x = (PD)>x^: (2.116)
The dierence between x and ~x is reconstruction error
 = kx  ~xk2: (2.117)
The time complexity of the naive DCT is O(n2). If we use fast Fourier
transform (FFT), the time complexity is O(n log n).
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2.3.2 Two-Dimensional Discrete Cosine Transform
For sampled two-dimensional signal represented by a matrix, that a is second-
order tensor, X 2 Rmn, setting DL 2 Rmm and DR 2 Rnn to be DCT
matrices dened in section 2.3.1, we have the two-dimensional discrete trans-
form (2DDCT)
Y =DLXD
>
R ; (2.118)
and its inverse transform
X =D>LY DR: (2.119)
For integers k1  m and k2  n, in the same manner of eq. (2.114), we
have orthogonal projection matrices PL of size k1m and PR of size k2n.
Using PL and PR, we dene 2DDCT-based reduction
X^ = (PLDL)X(PRDR)
>: (2.120)
The reconstruction from X^ is given by
~X = (PLDL)
>X^(PRDR): (2.121)
The dierence between X and ~X is reconstruction error
 = kX   ~XkF : (2.122)
This 2DDCT-based reduction is an acceptable approximation of the com-
pression by the PCA, MEV and 2DSVD.
The time complexity of the naive 2DDCT is O(n3) for a matrix of size n
n. If we use fast Fourier transform (FFT), the time complexity is O(n log n).
2.3.3 Three-Dimensional Discrete Cosine Transform
For a three-dimensional signal represented by third-order tensor X 2 Rmnl,
setting DCT matrices D(1) 2 Rmm, D(2) 2 Rnn and D(3) 2 Rll, we have
the three-dimensional discrete cosine transform (3DDCT)
Y = X 1D(1) 2D(2) 3D(3) (2.123)
and its inverse transform
X = Y 1D(1)> 2D(2)> 3D(3)>: (2.124)
For integers k1  m, k2  n and k3  l, in the same manner of eq.
(2.114), we have orthogonal projection matrices P (1) of size k1 m, P (2) of
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size k2  n and P (3) of size k3  l. Using P (1), P (2) and P (3), we dene
3DDCT-based reduction
X^ = X 1 (P (1)D(1))2 (P (2)D(2))3 (P (3)D(3)) (2.125)
The reconstruction from X^ is given by
~X = X^ 1 (P (1)D(1))> 2 (P (2)D(2))> 3 (P (3)D(3))>: (2.126)
The dierence between X and X^ is reconstruction error
 = kX   ~XkF: (2.127)
The 3DDCT is an acceptable approximation of the compression by the PCA,
MPCA and 3DSVD.
The time complexity of the naive 3DDCT is O(n4) for a matrix of size
n  n  n. If we use fast Fourier transform (FFT), the time complexity is
O(n log n).
2.3.4 N-Dimensional Discrete Cosine Transform
For a Nth-order tensor X 2 RI1I2IN , setting DCT matricesDk 2 RIkIk
for k = 1; 2; : : : ; N , we have N -dimensional discrete cosine transform (ND-
DCT)
Y = X 1D(1) 2D(2)    N D(N): (2.128)
and its inverse transform
X = Y 1D(1)> 2D(2)>    N D(N)>: (2.129)
For N integers k1  I1, k2  I2, : : : , kN  IN , in the same manner of
eq. (2.114), we have N orthogonal projection matrices P (1) of size k1  I1,
P (2) of size k2  I2, : : : , P (N) of size kN  IN . Using these N orthogonal
projection matrices, we dene NDDCT-based reduction
X^ = X 1 (P (1)D(1))2 (P (2)D(2))    N (P (N)D(N)): (2.130)
The reconstruction from X^ is given by
~X = X^ 1 (P (1)D(1))> 2 (P (2)D(2))>    N (P (N)D(N))>: (2.131)
The dierence between X and ~X is reconstruction error
 = kX   ~XkF: (2.132)
This NDDCT is an acceptable approximation for the NDTPCA.
The time complexity of the naive NDDCT is O(nN) for a matrix of size
nnn   n. If we use fast Fourier transform (FFT), the time complexity
is O(n log n).
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2.3.5 Relation to Scale Space and Pyramid Transform
Planar Scale Space
In the two-dimensional Euclidean space R2, for an orthogonal coordinate
system x-y dened in R2, a vector in R2 is expressed by x = (x; y)> where
> is the transpose of a vector. The solution of the linear diusion equation
@
@
f(x; ) = f(x; );  > 0; f(x; 0) = f(x) (2.133)
with the boundary condition limjxj!1 e jxjf(x) = 0 denes the general image
of the function f(x) in the linear scale space. Setting jxj to be the length of
x, the solution of eq. (2.133) is obtained as
G 2 f(x) = f(x; ) = 1
4
Z 1
 1
Z 1
 1
f(y) exp( jx  yj
2
4
)dy: (2.134)
The Hermite functions are eigenfunctions of the second order dierential
equation 
  ~
2m2
@2
@x2
+
1
2
kx2

(x) = E(x) (2.135)
The solution is
n(x; !) = Ae
  y2
2 Hn(y); y =
r
m!
~
x; ! =
r
k
m
(2.136)
Moreover, for the linear heat equation we have the relation
@2
@x2
  @
@

n(x; ) = 0: (2.137)
Therefore, a signal in linear scale space is expressed as
f(x; ) =
1X
n=0
ann(x; ) (2.138)
for
an =
Z 1
 1
f(x)n(x; )dx (2.139)
Setting Pmn(x; y; ) = m(x; )n(y; ) eq. (2.137) becomes
  @
@

Pmn(x; y; ) = 0: (2.140)
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Therefore, for functions on Euclidean plane, we have the relation
f(x; y; ) =
1X
m=0
1X
n=0
amnPmn(x; y; );
amn =
Z 1
 1
Z 1
 1
f(x; y)Pmn(x; y; )dxdy: (2.141)
Discrete Heat Equation
Here, we deal with numerical computation of the partial dierential equation
@f
@
=
@2f
@x2
(2.142)
in R2  R+. We set a matrix
A =
0BBBBB@
 1 1 0 0    0 0
1  2 1 0    0 0
0 1  2 1    0 0
...
...
...
...
. . .
...
...
0 0 0    0 1  1
1CCCCCA ; (2.143)
where the size of A is N  N . The eigenvalues of A is 4 sin k
2N
for k =
0; 1; : : : ; n  1 Furthermore, the eigenmatrix of A is
UN = (( cos
(2j + 1)i
2N
)) = ((uNij )); (2.144)
 =

1 if j = 0
1p
2
otherwise.
Then, using semi-implicit and explicit discretisation, we have the form
f (m+1)   f (m)

=
1
2
Af (m+1);
f (m+1)   f (m)

=
1
2
Af (m): (2.145)
These equations are redescribed as
f (n+1) = (I   
2
A) 1f (n); f (n+1) = (I +

2
A)f (n): (2.146)
For the Neumann boundary condition, that is, the gradient of the solution
normal to the boundary is zero, setting
A = UU> (2.147)
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to be the orthogonal decomposition of matrix A, that is
 = diag(0; 1;    ; N 1): (2.148)
and
UM = (u
M
0 ;u
M
1 ;    ;uMM 1) = ((uMij )): (2.149)
for U>MUM = I.
Eigenfunctions in Discrete Scale Space
Since the two-dimensional discrete Laplacian
L = AA = A
 I + I 
A (2.150)
is decomposed as
L = (U 
U)()(U 
U)> (2.151)
the eigenfunctions for discrete scale space is L(fukgM 1k=0 ). Therefore, we have
the following properties.
Proposition 2.5 The discrete scale space ltering is a linear transform L(fukgM 1k=0 )
to L(ukgM 1k=0 ).
Proposition 2.6 The two-dimensional discrete scale space ltering is a lin-
ear transform L(fuiujgM 1;M 1i=0;j=0 ) to L(fuiujgM 1;M 1i=0;j=0 ).
Pyramid transform of Signals
The pyramid transform
gn =
1
4
(f2n 1 + 2f2n + f2n+1) (2.152)
for the sequence ffng1n= 1 is redescribed as
gn = h2n; hn =
1
4
(fn 1 + 2fn + fn+1): (2.153)
These relations imply that the pyramid transform is achieved by downsam-
pling after moving average.
For a continuous function, downsampling after convolution is expressed
as
g(x) = h(x; ) =
Z 1
 1
k (x  y)f(y)dy (2.154)
h(x; ) =
Z 1
 1
k (x  y)f(y)dy: (2.155)
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If
k (x) =
1p
2
exp( x
2
2
); (2.156)
h(x) is the solution of
@h
@
=
1
2
@2h
@x2
(2.157)
for h(x; 0) = f(x). Moreover, discretisation of the diusion equation
h
(n+1)
i   h(n)i =
1
2
 
h
(n)
i+1   2h(n)i + h(n)i 1
2
!
(2.158)
derives the discrete convolution
hi =
1
4
hi+1 +
1
2
hi +
1
4
hi 1: (2.159)
For the second order dierential matrix A, with the Neumann condition,
setting
W =
1
2
A+ 2I =
0BBBBB@
3 1 0 0    0 0
1 2 1 0    0 0
0 1 2 1    0 0
...
...
...
...
. . .
...
...
0 0 0    0 1 3
1CCCCCA
we have the relation
h(m+1) =Wh(m) =

1
2
A+ 2I

h(m) (2.160)
as the matrix expression of the eq. (2.159). The eigenvalue of W is 1
2
i +
2 where i is a eigenvalue of A. Furthermore, the eigenmatrix of W is
the that of A. Moreover, eq. (2.159) computes the weighted average of
h
(n)
i . Therefore, the eigenfunction of the second order dierentiation and the
average operation coincide each other.
Eigenfunction of Pyramid Transform
Using the matrix A, the scale space evolution and smoothing of discrete
signals are expressed as
f (m+1) =

I    1
2
A
 1
f (m) (2.161)
f (m+1) =

1
2
A+ 21

f (m) (2.162)
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With the Neumann boundary condition, A is decomposed as
A = U>2nU2n (2.163)
where Un is the DCT-II matrix of order 2
n. Therefore, setting
U2n = (u0;    ;u2n 1); (2.164)
uk is eigenvector of A associated to the eigenvalue k. By applying down-
sampling to f (m) with the factor 2, we have vector f
(m)
2 in 2
n 1 dimensional
Euclidean space. Furthermore, the eigenvectors in this 2n 1 dimensional
space are fukg2n 1k=0 if we set M = 2n   1. Using these properties of eigenvec-
tors, we have the following properties.
Proposition 2.7 The Gaussian pyramid transform for signals is a linear
transform from L(fukg2n 1k=0 ) to L(fukg2
n 1 1
k=0 ).
Chapter 3
Recognition of Bilinear Forms
This Chapter is based on Publication of Journal Paper \2. Dimension Re-
duction and Construction of Feature Space for Image Pattern Recognition".
3.1 Dimension Reduction Methods for Image
Pattern Recognition
This chapter focuses on the image pattern recognition that identies par-
ticular instances of objects using extracted and normalised distributions of
intensities of images.
In image pattern recognition, images are sampled and they can be em-
bedded in a vector space. Image pattern recognition methods use a met-
ric dened in a vector space. Dimension reduction reduces the dimensions
of the feature space where classication and categorisation are performed.
This procedure reduces the dimension of the feature space without signif-
icant loss of the recognition rate [114], while compression is the reduction
of a dataset with a small reconstruction error [30] for the original data. In
practice, as shown in Fig. 3.1, two types of methods are used for dimension
reduction. One type reduces the dimension of the data in a sampled im-
age space using image compression methods such as the pyramid transform
(PT) and low-pass ltering. The other involves data compression in a vector
space after vectorisation of sampled image patterns using operations such as
the random projection (RP). The reduction and vectorisation operations are
generally noncommutative as shown in Fig. 3.1. Table 3.1 summarises the
abbreviations of the dimension-reduction methods and classiers.
Nonexpansive mapping and topology-preserving mapping are the two fun-
damental dimension-reduction methods in image pattern recognition. Nonex-
pansive mapping is a Lipschitzian map if its Lipschitzian constant is less than
75
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Figure 3.1: Dierences in the dimension-reduction path among downsam-
pling, the pyramid transform, the two-dimensional discrete cosine transfor-
mation, the two-dimensional random projection, the random projection and
multidimensional scaling. After the sampling of an original image, dimension-
reduction methods mainly follow two paths. In the rst path, after the
reduction of the image, it is converted to a vector. In the second path,
after vectorisation, the dimension of the feature vector is reduced. Here,
m;m0; n; n0; d; k 2 Z and n0 < n;m0 < m; k < d.
or equal to one [85]. In the feature space, nonexpansive mapping can con-
tract the distance and angle between points. This property causes changes in
the similarity between patterns. Therefore, when we combine nonexpansive
mapping, such as the PT, and other recognition methods, we cannot deter-
mine which procedure contributes to high and low recognition rates. This
implies that if the PT is used as preprocessing for pattern classication, inner-
product-based recognition can fail. On the other hand, topology-preserving
mapping preserves the topology of the original feature space. Therefore, us-
ing topology-preserving mapping as a dimension-reduction method, we can
evaluate pattern recognition techniques strictly.
The rst contribution of this chapter is a mathematical analysis of dimension-
reduction methods such that the PT, global two-dimensional discrete co-
sine transform (2DDCT) 1, the RP and two-dimensional random projec-
tion (2DRP). Although the PT is a well-known and widely used method
of preprocessing in many applications, its property as a nonexpansive map-
ping for a feature space has not been presented. We reveal this property
of the PT by comparing it with the RP and 2DRP, which are topology-
1In this chapter, the 2DDCT is applied to an image without partitioning while the
JPEG and MPEG compression algorithms divide an image into blocks of 8  8 pixels
before applying the 2DDCT.
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Table 3.1: Glossary of abbreviations.
PT Pyramid transform
PCA Principal component analysis
2DSVD Two-dimensional singular value decomposition
GPCA Generalised principal component analysis
MEV Marginal eingenvector
HOSVD Higher-order singular value decomposition
TPCA Tensor principal component analysis
MPCA Multilinear principal component analysis
RP Random projection
2DRP Two-dimensional random projection
2DDCT Two-dimensional discrete cosine transform
MDS Multidimensional scaling
SM Subspace method
MSM Mutual subspace method
CMSM Constraint mutual subspace method
2DTSM Two-dimensional tensor subspace method
preserving mappings. We also derive the geometry-preserving property of the
topology-preserving mapping. Furthermore, we clarify the relations among
and the 2DDCT, principal component analysis (PCA), two-dimensional sin-
gular value decomposition (2DSVD) and tensor principal component analysis
(TPCA). These relations imply that the 2DDCT provides an acceptable ap-
proximation for the PCA, the TPCA and the 2DSVD in pattern recognition
as a fast and ecient computational method.
The second contribution is an experimental validation of these mathemat-
ically analysed methods. To validate the eects of dimension-reduction meth-
ods, we evaluate the recognition rate for eight datasets. For the recognition,
we adopted subspace method (SM), mutual subspace method (MSM), con-
straint mutual subspace method (CMSM) and two-dimensional tensor sub-
space method (2DTSM). We tested pairs of these dimension-reduction tech-
niques and classiers for face recognition, spatial object recognition and char-
acter recognition. The results of the experiments show that both topology-
and geometry-preserving properties are essential for dimension reduction
since we cannot know the distribution of an image pattern in a feature space
as a priori.
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3.2 Related Works
Burt and Adelson [30] proposed a Laplacian pyramid for image encoding
in which local operators of many scales but an identical shape serve as the
basis function. Borgefors et al. [22] proposed a multivalued pyramid that
preserves the geometrical and topological properties of images. They used
a multivalued pyramid to construct a multiresolution skeleton that is useful
in many image analysis tasks. Kropatsch et al. [96] proposed three pyra-
mid methods based on graph theory. They showed both theoretically and
experimentally that the number of vertices can be reduced. These pyramid
methods preserve the geometrical properties of an image.
Second-order TPCA, which directly decomposes an image matrix, is used
for two-dimensional images [111] as an extension of the PCA. According to
a review on multilinear subspace learning [111], there are three basic projec-
tions for a tensor. The second-order TPCA uses a tensor-to-tensor projection
consisting of 1- and 2-mode projections that act on columns and rows of im-
ages, respectively. Yang et al. [184] proposed two-dimensional principal
component analysis (2DPCA) for image representation . Otsu [131] devel-
oped the marginal eigenvector (MEV) method, which is based on both 1-
and 2-mode projections. Aase et al. [1] developed a singular value decom-
position (SVD)-based image coding system. Ding and Ye [44] developed the
2DSVD, which is equivalent to the coding system of Aase et al., as an exten-
sion of the SVD for image compression. The 2DSVD is also based on both 1-
and 2-mode projections. The projections in the MEV method and 2DSVD
are equivalent to the tensor-to-tensor projection for a second-order tensor.
This mathematical property implies that the 2DSVD is a special case of the
TPCA.
Ye et al. [185] proposed generalised principal component analysis (GPCA)
for image compression that nds both 1- and 2-mode projections. The GPCA
is a two-dimensional version of the iterative algorithm for the SVD [125].
Furthermore, the GPCA is a second-order version of the multilinear prin-
cipal component analysis (MPCA) [112], which is an practical computation
method of the TPCA. Moreover, in the MPCA, the projections obtained by
higher-order singular value decomposition (HOSVD) [100] is used as the ini-
tial projections of the iterative algorithm. The iterative algorithms in the
GPCA, MPCA and HOSVD are called alternating least squares algorithm.
Independently from the MPCA, tensor rank-one decomposition (TROD)
[172] was proposed for multidimensional data compression. The TROD is
also an iterative algorithm based on the alternating least squares algorithm
and the HOSVD. The minimisation problem in the TROD is coincident with
that of the MPCA. A dierence between the MPCA and TROD is that
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the TROD nds rank-one tesnors as bases for a tensor subspace, while the
MPCA nd bases for each mode of tensors. As the extensions of the MPCA,
by adding uncorrelation and sparsity constraints to the minimisation prob-
lem of decomposition in the MPCA, uncorrelated MPCA [113] and sparse
higher-order PCA [8] were proposed, respectively.
Johnson and Lindenstrauss [83] showed the possibility of the low-distortion
embedding of points from a high-dimensional Euclidean space to a low-
dimensional Euclidean space. This low-distortion embedding method is called
the RP. The RP approximately preserves the topology and geometry in a
Euclidean space after the embedding. This property of the RP is useful
for the dimension-reduction step in pattern recognition. Therefore, the RP
has been used for various applications [13, 3, 143, 14]. Arya et al. [13]
used the RP to approximately obtain the nearest neighbour. Achlioptas and
McSherry [3] used the RP for PCA. Sakai and Imiya used the RP for clus-
tering [143]. Baraniuk and Wakin [14] used the RP for manifold learning.
Bingham and Mannila [19] showed the validity of the RP for the dimension
reduction of noiseless images, noisy images and text data. In ref. [19], ex-
perimental results show that the RP preserves distances among the original
high-dimensional data in a low-dimensional subspace.
Achlioptas [2] proposed an ecient RP using a sparse matrix. Watan-
abe et al. [178] suggested that the entries of a random matrix must be at
least 4-wise independent to approximately preserve the pairwise distances.
The Johnson-Lindenstrauss lemma can be proven even if four or more arbi-
trary entries in every row of a random matrix are statistically independent.
Matousek [122] introduced a simple and self-contained proof of the Johnson-
Lindenstrauss lemma that subsumes the basic and ecient version of the
RP. Ailon and Liberty [6] proposed the fast Johnson-Lindenstrauss trans-
form (FJLT) for the projection by a sparse random matrix. Sakai and Imiya
[143] also proposed an improved normalised random linear map based on a
dense random matrix as an ecient RP. They experimentally showed that
the distortions of relative errors by this ecient RP are almost coincident
with those by the RP.
Kernel methods are nonlinear dimension-reduction procedures. As a non-
linear dimension-reduction method, Scholkopf et al. [149] mapped data into
a high-dimensional space by kernel trick. These projected data can be sep-
arated by hyperplanes, although they cannot be separated by hyperplanes
in the original space. Therefore, in this high-dimensional space, we can use
the PCA as kernel PCA. Multidimensional scaling (MDS) is a traditional
method for information visualisation [21], which requires a mapping from
high-dimensional feature space to two- or three-dimensional feature space.
The classical MDS is computed by the PCA. The classical MDS is extended
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by adopting a cost function for distances before and after mapping. This
extended MDS is called the metric MDS. In the cost function of the metric
MDS, a nonlinear mapping such as Sammon's mapping is used [21]. Sam-
mon's mapping gives small distances a larger weight in the cost function.
Using pairwise distances transformed by a nonlinear mapping, the metric
MDS is practically computed by the PCA in the same way as in the classical
MDS. Williams [179] claried the relation between the metric MDS and the
kernel PCA. He showed that the kernel PCA can be interpreted as a metric
multidimensional scaling if the kernel is an isotropic function.
As another extension of the classical MDS, Tenenbaum et al. [157] devel-
oped the isomap. The dierence of between the classical MDS and the isomap
is the adoption of geodesic distances among data instead of the Euclidean
distance. Roweis and Saul [140] developed local linear embedding (LLE).
The LLE is uses the local linearity of a data manifold to nd a weight-based
representation of each point with its neighbours similarly to the metric MDS.
Venna and Kaski [167] presented a comparison of the PCA, the metric MDS,
the isomap and the LLE in the context of information visualisation. Vidal et
al. [168] proposed the generalised principal component analysis. This gen-
eralised principal component analysis 2 gives a segmentation of a subspace
spanned by the data of a category in a Euclidean space by nding multiple
linear low-dimensional subspaces. Goh and Vidal [61] extended the standard
LLE to deal with multiple submanifolds of a Riemannian space by intro-
ducing various Riemannian geometries, such as the Karcher mean, tangent
space and geodesics. Harandi et al. [68] developed a method of geometry-
aware dimension reduction for symmetric positive denite matrices. Their
method learns a mapping from a high-dimensional symmetric positive def-
inite manifold to a lower-dimensional one without relying on the tangent
space approximations of the manifold.
Classication methods are mainly categorised in linear classication and
nonlinear classication methods. There are two types of Linear classica-
tion methods: linear-function-based classication and subspace-based clas-
sication. Fisher [54] proposed linear discriminant analysis (LDA) for two-
category classication. In the LDA, data are projected to a one-dimensional
space by a linear projection and classied with a criterion. Vapnik and Lerner
[164] proposed the support vector machine (SVM) for two-category classi-
cation. The SVM nds a hyperplane that separates two categories with
the maximum margin between the hyperplane and data. The LDA and the
SVM are linear-function-based classication methods that give a half-space
2This generalised principal component analysis is a dierent method to the GPCA [185]
although they are the same name.
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for two categories by deciding a hyperplane. Iijima [76] and Watanabe [175]
introduced the PCA for the linear approximation of subspaces of multiple-
category data. The PCA selects the subspace in which the covariance of
class data is maximised. This method is called the SM. Furthermore, Iijima
[76] introduced the constant normalisation of subspaces to the problem of
character recognition. The constant normalisation in the PCA subtracts a
constant bias since each image pattern contains a constant bias. The classi-
cal SM computes the orthogonal projection of inputs to each category. Itoh
et al. proposed the 2DTSM as an extension of the SM for tensor pattern
recognition [81]. Using the MEV to construct a tensor subspace for each
class, the 2DTSM measures the distance between the input image and each
class subspace.
As another extension of the SM, Maeda [116] proposed the MSM, which
computes the orthogonal projection of subspaces spanned by inputs with
perturbations. Fukui and Maki [57] proposed a combination of a generali-
sation of constant normalisation and the MSM. This method subtracts the
elements in the common linear subspace of many categories. In the MSM,
classication is based on angles among subspaces of each category. Cock
and Moor [36] introduced the notion of subspace angles by considering the
principal angles between two subspaces. Hamm and Lee [65] proposed a
framework for Grassmann manifold learning. A Grassmann manifold is the
set of xed-dimensional linear subspaces in a Euclidean space. This learn-
ing framework unies the view of the subspace-based learning method by
formulating problems on a Grassmann manifold. The Grassmann manifold
manipulate each subspace as a point in the Grassmann space, and feature
extraction and classication are performed in the same space.
As a nonlinear method, Boser et al. [23] extended the linear SVM to a
nonlinear SVM by applying the kernel trick with the sigmoid function to the
linear SVM. This nonlinear SVM computes the hyperplane that divides data
into two categories in a high-dimensional space. Furthermore, for data that
cannot be divided with a linear function in a high-dimensional space, Cortes
and Vapnik [39] developed a soft margin algorithm. This algorithm nds a
hyperplane allowing the minimum number of outliers that exist in a margin.
For multicategory classication, several methods that combine the nonlinear
SVMs have been proposed [74].
In the image categorisation, the bag-of-visual words (BoW) method [153]
is a common approach. In the BoW method, transformation-invariant local
features, which are extracted from learning images, are used for the genera-
tion of a codebook. This codebook is a set of representative extracted local
features. The BoW method assumes that an image is a set of local features.
Therefore, images are represented as histograms that represent the frequen-
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cies of occurrence of visual words in the codebook. In spite of constructing an
order structure based on the histogram, vectors, which represent histograms,
are embedded in a metric space. Csurka et al. [40] applied the BoW method
for visual categorisation, which is the problem of identifying the object con-
tent of natural images while generalising across variations inherent to the
object class. Sivic and Zisserman [152] applied the BoW method for object
and image retrievals Generally, such categorisation requires an order struc-
ture. However, in visual categorisation, the distance between vectors that
represent histograms is adopted in spite of using the order with respect to
occurrences. In the dimension-reduction method for the BoW method, the
PCA is used [82].
3.3 Mathematical Preliminaries
3.3.1 Pyramid Transform
We dene the downsampling operation D with factor  as
g(x; y) = Df(x; y) = f(x; y): (3.1)
The upsampling operation U of the factor is dened as
f(x; y) = Ug(x; y) =
1
 2
g(x=; y=): (3.2)
For the downsampling and upsampling, we have the following properties.
Property 3.1 These operations satisfy the relationsZ
R2
Ug(x; y)f(x; y)dxdy =
Z
R2
g(x; y)Df(x; y)dxdy; (3.3)Z
R2
jg(x; y)j2dxdy =
Z
R2
jUg(x; y)j2dxdy (3.4)
and
DUg(x; y) = g(x; y): (3.5)
Therefore, U = D

 is a partial isometric operator.
The PT is dened by a pair of a linear dimension-reduction operator
R and its dual operator E. The linear dimension-reduction operator R is
dened as
g(x; y) = Rf(x; y);
=
Z Z
R2
w(u)w(v)f(x  u; y   v)dudv; (3.6)
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Figure 3.2: Angle between two functions and a nonexpansive map. f; g 2 H
are functions and  is a nonexpansive mapping. Here, \(f; g) represents the
angle between f and g.
w(x) =

1

(1  jxj

); jxj  
0; jxj >  : (3.7)
The dual operation of R is
Eg(x; y) = 2
Z Z
R2
w(u)w(v)g(
x  u

;
y   v

)dudv: (3.8)
From Eq. (1), dimension reduction is achieved by downsampling a smoothed
function with convolution kernel w. In practical applications,  = 2 is
selected.
For a nonexpansive mapping  such that
k(f)  (g)k2  rkf   gk2; 0  r  1; (3.9)
with the condition (f) 6= f , we have the following theorem illustrated in
Fig. 3.2.
Lemma 3.1 Setting \(f; g) to be the angle between f and g in the Hilbert
space H, the relation
\((f); (g))  \(f; g) (3.10)
is satised.
(Proof) From the assumptions for the norms, we have the relations k(f)k2 
kfk2, k(g)k2  kgk2 and k(f)  (g)k2  kf   gk2. Furthermore, (f) 6=
f , (g) 6= g and (f   g) 6= (f   g). These relations imply the relation
(f; g)
kfk2kgk2 
((f); (g))
k(f)k2k(g)k2 : (3.11)
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Setting  = \(f; g), cos  = (f;g)kfk2kgk2 . Therefore, we have \((f); (g)) =
  .
(Q.E.D.)
For L1 and L2, the norms are dened as
kfk2 =
Z Z
R2
jf(x; y)j2 dxdy
 1
2
; (3.12)
kgk1 =
Z Z
R2
jg(x; y)j dxdy: (3.13)
For the convolution h(x; y) = g(x; y)  f(x; y) of f(x; y) and g(x; y), we have
the following proposition.
Proposition 3.1 For the energy of a convolution, we have the following
property:
kh(x; y)k22 = kg(x; y)  f(x; y)k22  kgk21kfk22: (3.14)
For a linear operator R, if Rf 6= 0, we have the following lemma.
Lemma 3.2 For all f 2 L2 and g 2 L2, the relation
kRf  Rgk2  1

kf   gk2 (3.15)
is satised.
Lemma 3.3 The PT is a linear nonexpansive and dimension reduction map-
ping.
(Proof) From the denition, for two two-dimensional images, the linear op-
eration in the PT reduces the size of the images to one quarter of their orig-
inal size. Therefore, this operation is a linear dimension-reduction mapping.
From Lemma 3.2, the PT is a nonexpansive mapping.
(Q.E.D.)
From Lemmas 3.1, 3.2 and 3.3, image reduction by the PT reduces the
distance and angle between two images. Since it is a contraction map, in
a practical scenario, the PT provides us with the same or greater similarity
even for dissimilar patterns. From this property, we derive the following
property.
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Property 3.2 For patterns whose similarity is originally large, Lemma 3.1
guarantees that the PT provides greater similarity than that of the original
patterns. However, even for patterns whose similarity is originally small, the
PT provides a greater similarity than the original one. This property can
cause false-positive recognition.
For a sampled function fij = f(i; j), the downsampling D and its dual
operation U are expressed as
Dfmn = fm;n; (3.16)
Ufmn =
1
 2
fm=;n= : (3.17)
Furthermore, the PT R and its dual transform E [30] are expressed as
Rfmn =
1X
i;j= 1
wiwjf2m i; 2n j; (3.18)
Efmn = 4
2X
i;j= 2
wiwjfm i
2
;n j
2
; (3.19)
where w1 = 14 and w0 =
1
2
. Moreover, the summation is carried out for
integers (m   i) and (n   j). These two operations involve the reduction
and expansion of the image size. As a nonexpansive mapping, the PT com-
presses the nth-order tensor with O(1=2n), preserving the dierential geo-
metric structure of the tensor data.
3.3.2 Random Projection
The RP is a metric-embedding method that approximately preserves dis-
tances between points in the original space [166]. Furthermore, for an arbi-
trary set of points, the RP preserves angles among points, the volumes of
simplexes [118], the lengths of smooth curves [4] and manifolds [14]. Fig-
ures 3.3(a), 3.3(b) and 3.3(c) respectively show the preservation of distances,
angles and volumes, and manifolds by the RP.
For a set X = fxigNi=1 of N points in d-dimensional Euclidean space,
consider a mapping onto a set X^ = fx^igNi=1 in k-dimensional Euclidean
space. For a vector x = (x1; : : : ; xd)
>, we dene the Euclidean norm as
kxk2 =
Pd
i=1 jxij2
1=2
. The Johnson-Lindenstrauss lemma indicates that
there is a mapping that approximately preserves the distance between two
arbitrary points [83].
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(a) (b)
(c) (d)
Figure 3.3: (a) Random projection (RP). Let xi 2 X be a point and x^i =
Rxi. The distance between xi and xj is preserved in the projected space
Rk. (b) Preservation of angles and volumes. Points xi;xj and xk are in
the original space, and points x^i; x^j and x^k are in the projected space. The
RP preserves the angle  in the projected space Rk as ^. The grey regions
illustrate the area of a triangle. The RP also preserves areas and volumes.
(c) Preservation of manifolds. The curved plane with dashed lines illustrates
a manifold in the original space Rd. The solid lines illustrate the projected
manifold in Rd. (d) Dierences in two RP paths.
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Property 3.3 [83] (Johnson-Lindenstrauss lemma). For a subspace with
dimension k  k0 = 9 logN2  2
3
3
+1 = O( 2 logN), where  is a real number such
that 0 <  < 1
2
, a set X of N d-dimensional points fxigNi=1 and an integer k
with k  d, there exists a mapping f from Rd to Rk such that
(1  )kxj   xik22  kx^j   x^ik22  (1 + )kxj   xik22; (3.20)
for all i; j = 1; 2; : : : ; N .
From the viewpoint of pattern recognition, Property 3.3 indicates that this
mapping approximately preserves the similarity between patterns regardless
of the type of pattern or its distribution, although the mapping cannot pre-
serve the geometry of an image.
For a set X = fxigNi=1 of N points in d-dimensional Euclidean space such
that N  d, let R be the k  d orthonormal matrix0B@r
>
1
...
r>k
1CA = R (3.21)
whose k row vectors frigki=1 span a k-dimensional linear subspace in Rd (k <
d). Multiplying by the uniform random orthonormal matrix R; we obtain a
low-dimensional representation x^i for each xi 2 X as
x^i =
r
d
k
Rxi; (3.22)
which satises Property 3.3. We call this mapping in Eq. (3.22) the RP
[166]. Figure 3.3(a) shows the basic idea of the RP. The scaling factor
q
d
k
is
chosen to make the expected squared length of x^ equal to the squared length
of x. That is, the RP satises
E(kx^ik22) = kxik22: (3.23)
For the RP, we have the following Lemma.
Lemma 3.4 The RP is a linear and topology-preserving dimension-reduction
mapping.
(Proof) According to Property 3.3, linear mappings of the RP approximately
preserve the topology of the original space in a low-dimensional space.
(Q.E.D.)
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There are various choices for the random matrix R. The matrix of i.i.d.
normal random variables with mean zero and variance 1=k, N (0; 1=k), satis-
es Lemma 3.3 [166]. The basis vectors r>i ; i = 1; : : : ; k, ofR are orthonormal
in the sense of expectation as k
d
E (krik22) = 1; E
 
r>i rj

= 0 (i 6= j). A lower
bound for k of
k0 =
4
2=2  3=3 logN (3.24)
is given in [42]. This lower bound shows that the dimension k of a low-
dimensional space is independent of original dimension d. The lower bound
k0 is derived from the Markov inequality, and the actual approximation errors
are much smaller than  in most practical cases [143]. For an N (0; 1=k)-based
normalised random linear map, we have the following lemma [166]. Note that
the scaling factor is dierent from that in Eq. (3.22) in a normal-distribution-
based RP.
Lemma 3.5 [166] Let each entry of an n k matrix R be chosen indepen-
dently from N (0; 1). Let x^ = 1p
k
Rx be a normalised random linear map for
x 2 Rd . Then for any  > 0,
1. E(kx^k22) = kxk22 .
2. P(j kx^k22   kxk22 j  kxk22) < 2e (2 3)
k
4 .
The random matrix R denes a k-dimensional random subspace inde-
pendent of the dataset X. The RP reduces the dimensionality without any
consideration of the data distribution. This is a major dierence of the RP
from other feature selection and reduction techniques that involve mining
important data attributes.
The generation of a dense random matrix requires a computational cost
and memory storage of O(kd). Furthermore, the projection of N points
requires O(kdN) operations. For practical computation, we use an ecient
version of the RP [143] with operation and memory storage of O(d log d).
3.3.3 Two-Dimensional Random Projection
For a set of two-dimensional arrays fXigNi=1 such that Xi 2 Rmn and
E(Xi) = 0, setting RL 2 Rk1m and RR 2 Rk2n to be RP matrices, we
dene the transform
X^i = RLXiR
>
R: (3.25)
For the set X^ = fX^igNi=1, we have the following theorem.
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Theorem 3.1 X^i 2 X^ andXi 2 X satisfy the Johnson-Lindenstrauss prop-
erty.
(Proof) We set vec to be an operator that vectorises a matrix. From X^i =
RLXiRR, we have the relation
vecX^i = (RL 
RR)vecXi; (3.26)
where RL 
 RR = R 2 Rkd is an RP matrix. Here, k = k1  k2 and
d = m n. Therefore, for any  > 0 and set X of N images fX1; : : : ;XNg,
X^i and X^j satisfy the property
(1  )kXj  XikF  kX^j   X^ikF  (1 + )kXj  XikF: (3.27)
Here, setting kAkF to be the Frobenius norm of matrix A, the relation
kxik22 = kvecXik22 = kXik2F (3.28)
is satised for xi = vecXi. Therefore, by replacing the Euclidean norm of
vecXi with the Frobenius norm of Xi, we have the statement of the theorem.
(Q.E.D.)
By manipulating a two-dimensional array as a second-order tensor, we can
reduce the dimension of the tensorial data to an arbitrary dimension. Then,
the 2DRP preserves the topology of the tensor in the function space since
the Frobenius norm of the tensor is preserved. Furthermore, from Theorem
1, the 2DRP preserves the row and column distributions of two-dimensional
arrays.
3.4 Topology and Geometry in Pattern Recog-
nition
Setting  to be the transformation for a collection of sampled data D =
ffkgnk=1  Rd; n  d, we dene the dimension dim ((D)) of the trans-
formed space (D) spanned by f(fk)gnk=1. We introduce the following
denitions.
Denition 3.1 If dim ((D)) < dim (D), we call  a dimension-reduction
operation.
Denition 3.2 If (f +g) = (f)+(g) for a pair of scalars  and
,  is linear.
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(a) (b)
(c) (d)
Figure 3.4: Requirements for a mapping in image pattern recognition. (a)
Order condition. For classication including categorisation, dimension reduc-
tion should preserve the order structure in the original space. However, in
many cases, data are embedded in a metric space and classied with respect
to a metric. For example, in visual categorisation, histograms of images are
embedded in a metric space. (b) Weak condition. The dimension reduction
operation  approximately preserves distances and angles among data. (c)
Strong condition.  preserves distances and angles among data. Only the
rotation transform satises this condition. (d) Discriminative condition. 
locally shrinks neighbourhoods and globally expands distances and angles
among elements in the data space. This mapping increases the separation
ratio between distributions of categories, although it is not a dimension re-
duction mapping.
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Therefore, linear dimension reduction follows Denitions 3.1 and 3.2.
We set d(f ; g) and d((f);(g)) as the metrics in Rd and (D), respec-
tively. Using d and d for the transform , we dene the topology-preserving
property of .
Denition 3.3  has a strong topology-preserving property if the condition
d(f ; g) = d((f);(g)) holds.
Denition 3.4  has a weak topology-preserving property if the condition
jd(f ; g)  d((f);(g))j <  holds for a small positive constant .
Denition 3.5 Setting T to be a positive threshold, for f and g such that
d(f ; g)  T ,  is called an expansive mapping if d((f);(g))  d(f ; g)
holds.
Denition 3.6 Setting T to be a positive threshold, for f and g such that
d(f ; g)  T ,  is called a nonexpansive mapping if d((f);(g))  d(f ; g)
holds.
For both weak and strong topology-preserving transforms, we have the
following propositions.
Proposition 3.2 For strong topology-preserving operations in a vector space,
we have \(f ; g) = \((f);(g)).
(Proof) If  has strong topology-preserving properties,  is a rotation trans-
form. The strong topology-preserving properties derive geometry-preserving
properties since a rotation transform does not change the angle between data.
(Q.E.D.)
Therefore, if the strong and weak conditions hold, the performance of distance-
and angle-based classications is invariant under dimension reduction. Oth-
erwise, for the cases in Denitions 5 and 6, the results of classication before
and after dimension reduction are dierent.
For a dimension-reduction operation used in pattern recognition, we de-
ne four requirements.
 Order condition: Dimension reduction is achieved by preserving orders
in the neighbourhood of each element in a data space.
 Weak condition: Operation  approximately preserves distances and
angles among data.
 Strong condition: Operation  preserves distances and angles among
data.
CHAPTER 3. RECOGNITION OF BILINEAR FORMS 92
 Discriminative condition: Operation  locally shrinks neighbourhoods
as a nonexpansion mapping and globally expands distances and angles
among elements in a data space as an expansive mapping.  increases
the separation ratio between distributions of categories.
Figure 3.4 illustrates these requirements. The order condition is the funda-
mental requirement for dimension-reduction operations in pattern recogni-
tion. In spite of constructing the order structure, we usually embed data
in a metric space. Therefore, the requirement of the order condition is re-
placed with the weak and strong conditions. Generally, in linear dimension-
reduction operations, the strong and discriminative conditions do not hold.
Among the linear dimension-reduction methods, the RP and the 2DRP sat-
isfy the weak condition required in image pattern recognition. These two
methods possess topology- and geometry-preserving properties. Other linear
dimension-reduction methods do not satisfy the required weak condition to
the best of our knowledge.
As a nonlinear dimension-reduction method, the kernel method maps data
to a higher-dimensional space than the original data space by the mapping
. The kernel method satises the discriminative condition by introducing
the operation
d((f);(g))
(
 d(f ; g) if d(f ; g) < Ts;
 d(f ; g) if d(f ; g) > Tl:
; (3.29)
which is a nonlinear mapping. For Ts < Tl, if d(f ; g) < Ts and d(f ; g) > Tl,
we have d((f);(g))  d(f ; g) and d((f);(g))  d(f ; g), respec-
tively. Since this mapping  increases the separation ratio between distribu-
tions of data for two categories, we can establish a linear classication in the
high-dimensional space.
For the practical computation of the kernel method, the kernel trick [149]
gives the inner norm of two data in the projected high-dimensional space
without computation of the norm or distance in the high-dimensional space.
For example, for the kernel trick in ref. [149, 23], the polynomial function
k(f ; g) = ((f);(g)) = ((f ; g) + 1)p (3.30)
and the Gaussian radial basis function
k(f ; g) = ((f);(g)) = exp

 kf   gk
2
2
22

(3.31)
give the inner norm of f and g in a high-dimensional space. These functions
give a large inner norm for a pair with a larger distance than a threshold
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T and vice versa. Using kernels, we perform the linear dimension-reduction
method in a high-dimensional space and obtain a nonlinear map in the origi-
nal space. However, note that  is not the dimension reduction operator since
dim ((D)) dim (D). This indicates nonlinear dimension reduction based
on the kernel trick is a compression method but not a dimension-reduction
method.
These properties imply that the requirement for the dimension-reduction
method is the weak condition.
3.5 Classication Methods
Dening the class subspace, we introduce four classication methods. In
these classication methods, we construct discriminative class subspaces. For
the construction of discriminative class subspaces, after preprocessing, topo-
logical information of the data distribution in the original space should be
preserved because the following methods except for the 2DTSM adopt the
angle between subspaces as a similarity. However, for the 2DTSM, preserva-
tion of the topology of an image is preferable.
3.5.1 Subspace Method
Setting Rd to be d-dimensional Euclidean space, we assume that the inner
product (f ; g) is dened in Rd. Furthermore, we dene the Schatten product
hf ; gi, which is an operator from Rd to Rd. Let f 2 Rd and Pk; i = 1; : : : ; N ,
respectively be a pattern and an operator for the ith class, where the ith class
is dened as
Ci = ff jPif = f ; P>i Pi = Ig: (3.32)
Since patterns have perturbations, we dene the ith class as
Ci() = ff j kPif   fk2  ; P>i Pi = Ig; (3.33)
where  is a small perturbation of the pattern and a small value. For input
g 2 Rd and class Ci, we respectively dene the similarity and classication
criteria as
i = \(Ci(); g); 0 < i < 90 ! g 2 Ci(); (3.34)
since we dene the angle between input pattern g and the space of the pattern
as
i = cos
 1 kPigk2
kgk2 : (3.35)
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The angle between the input pattern and the pattern space represents their
similarity.
For input g 2 Rd, we construct
Cg = fg jQg = g; Q>Q = Ig; (3.36)
Cg() = fg j kQg   gk2  ; Q>Q = Ig: (3.37)
Then, we dene a generalisation of Eq. (3.34) as
i = \(Ci(); Cg());  < i < 90 ! Cg() 2 Ci(); (3.38)
where ]jCgnCk() \ Cg()j  .
We construct an operator Pi for fi 2 Ci such that
P = arg min (Ekf   Pifk2) w:r:t: P>i Pi = I; (3.39)
where f 2 Ci, I is the identity operator and E is the expectation over Rd.
For practical calculation, we set f'jgnj=1 to be the eigenfunction ofM =
E(hf ;fi). We dene the eigenfunction of M as k'jk2 = 1 for eigenvalues
1  2      j      n with n  d. Therefore, the operator P is
dened as P =
Pn
j=1h'j;'ji.
Figure 3.5(a) shows the basic idea of the SM. To identify whether the
input data are in the subspace of the classes, we calculate the angle between
the input data and the subspace of the classes. If g belongs to the space,
the length of the orthogonal projection is close to 1. Figure 3.5(b) shows
multiclass recognition using the SM.
When we adopt the PT for preprocessing in the SM, the discriminative
performance of this method basically deteriorates because dierences among
each subspace become small. However, for a class subspace that consists of
nonsimilar patterns, upon adopting the PT, the discriminative performance
of the SM becomes high because the PT contracts the class subspace.
3.5.2 Mutual Subspace Method
Let Pi andQ be operators for Ci and Cg, respectively. If a pattern is expressed
as an element of the linear subspace Cg = ff jQf = f ;Q>Q = Ig, we are
required to compute the angle between Cg and Ci as an extension of classical
pattern recognition such that rankQ = 1 and dim Cg = 1. Then, the angle
between Pi and Q is computed as
cos i = max E
kQPifk2
kfk2

= max E
kPiQfk2
kfk2

; (3.40)
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(a) (b) (c)
(d) (e)
Figure 3.5: (a) Geometric properties of the subspace method (SM). Let '1
and '2 be the bases of a class pattern. For an input g, similarity is dened
as the orthogonal projection to the pattern space. (b) Multiclass recognition
using the SM. Let P1 and P2 be operators for subspaces C1 and C2, respec-
tively. The input g is labelled as being in the 1st class since subspace C1 has
the longer projection length of g. (c) Angle between two linear subspaces
C1 and C2. The minimal angle between the two subspaces is 0. However,
in the mutual subspace method (MSM), we adopt the angle  to indicate
the similarity between two subspaces. (d) Multiclass recognition using the
MSM. For an input subspace Cg, let 1 and 2 be its angles relative to C1
and C2, respectively. The input subspace Cg is labelled as being in the 1st
class since 1 < 2. (e) Projection onto constraint subspace. The triangles
represent the subspace of categories C1 and C2 and the subspace of queries
Cg. The left gure shows three subspaces in the pattern space Rd. The right
gure shows the subspaces in the constraint subspace Dk. In the constraint
subspace, the relation between C1 and C2 ideally becomes orthogonal since
we omit the common subspace between subspaces C1 and C2.
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where f satises kfk2 6= 0. Figure 3.5(c) shows the angle between the two
subspaces.
For the calculation, the following Theorem is applied [20].
Lemma 3.6 The angle between Ci and Cg is calculated as the maximum of
the eigenvalues of PiQPi and QPiQ.
However, computations of the eigenvalues of PiQPi and QPiQ are not ef-
fective. Since the dimension of the class subspace is smaller than that of the
feature space, the ranks of PiQPi and QPiQ are smaller than the dimension
of the feature space. Therefore, we can eectively compute a problem equiv-
alent to the eigenvalue decomposition of PiQPi and QPiQ. For operators
Pi = 
n
j=1 < jj > and Q = 
m
j=1 <  j j >, we have
X = xij; xij =
mX
l=1
( i;l)(l; j): (3.41)
Solving the eigenvalue problem of X in Eq. (3.41), we obtain the angle
between the two subspaces [62]. Figure 3.5(d) shows multiclass recognition
using the MSM.
3.5.3 Constraint Mutual Subspace Method
We next dene a common subspace. For f 6= g, in a common subspace
APCf = PCg and kAPCfk2 = kPCgk2 are satised, where A and PC are
an appropriate equi-ane operation and orthogonal projection, respectively.
All patterns in a common subspace are written in terms of the equi-ane
transform. For the projections fPigNi=1 to the classes fCigNi=1, we have the
operator for the common subspace
PC =
NY
i=1
Pi: (3.42)
Therefore, we dene the constraint subspace as the operator QC = I   PC ,
where I is the identity operator. Using the operatorQC , we can calculate the
angle in the constraint subspace by Eq. (3.40). The orthogonal projection
for the constraint subspace is a nonexpansive mapping.
In the constraint subspace, the angle C;i between the projected reference
subspace CC;i; i = 1; : : : ; N , and the projected input subspace CC;g is dened
as
cos C;i = max E
kQcQQcPifk2
kfk2

(3.43)
= max E
kQcPiQcQfk2
kfk2

; (3.44)
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where f satises kfk2 6= 0.
The subspace Dk is dened as the constraint subspace for the CMSM
[57]. Figure 3.5(e) shows a scheme of the CMSM. Projecting Dk, the class
subspaces become orthogonal to each other. To construct the operator Qc
for Dk, setting f jgNCj=1 to be the eigenfunction of G =
PN
i=1Pi, we dene
the eigenfunction of G as
G j = j j; k jk2 = 1; (3.45)
where 1  2      j      Nc and Nc = nN . Using f jgNj=1, the
operator Qc is dened as
QC =
kX
j=1
h Nc (j 1); Nc (j 1)i; (3.46)
where k < NC and k  d. The dimension k of the dierence subspace is
selected experimentally.
If the dimension of the common space is unity and the basis of this space
corresponds to the rst eigenfunction, which is associated with the largest
eigenvalue of the covariance of the pattern space, the operation is called the
constant normalisation of patterns.
According to lemma 1, if an input pattern has high similarity to a class in
the MSM, the input pattern has higher similarity to the class in the CMSM
than to that in the MSM. However, the CMSM does not guarantee the preser-
vation of dissimilarity according to [57]. The projection onto the constraint
subspace is a nonexpansive mapping, therefore the angle between the two
subspaces becomes small.
3.5.4 Tensor Subspace Methods
Two-Dimensional Tensor Subspace Method
As an extension of the subspace method for vector data, we introduced a
new linear tensor subspace method for a matrix called the 2DTSM [81]. For
a matrix X, setting PL and PR to be orthogonal projections, we call the
operation
Y = P>L XPR (3.47)
the orthogonal projection of X to Y . Therefore, using this expression for
a collection of matrices fXigNi=1, such that Xi 2 Rmn and E(Xi) = 0, the
solutions of
(PL;PR) = arg max E
kP>L XiPRkF
kXikF

w:r:t: P>L PL = I; P
>
R PR = I
(3.48)
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dene a bilinear subspace that approximates fXigNi=1. Here, the norm kXkF
for matrix X represents the Frobenius norm. Therefore, using the solutions
of Eq. (3.48), for Ci() = fX j kP>L;iXPR;i  XkF  g, i = 1; 2; : : : ; NC, if
an input data array G satises the condition
arg
 
max
i
kP>L;iGPR;ikF
kGkF
!
= fPL;k;PR;kg; (3.49)
we conclude that G 2 Ck().
In practical computation to nd the projections PL and PR in Eq. (3.48),
we adopt the MEV [131]. This is a projection considering the distributions
of column and row vectors of sampled images.
3.6 Experiments
To evaluate the performance of the dimension-reduction methods for im-
age pattern recognition, we compute the recognition rate using eight im-
age datasets: cropped versions of the extended YaleB dataset [60], ORL
face dataset [146], ETH80 dataset [103], NEC animal dataset [124], MNIST
dataset [101], ETL9G character dataset [142] and CALTECH101 dataset
[53] and classication and detection image sets of the PASCAL Visual Ob-
ject Classes Challenge 2012 (VOC2012) development kit [52]. The YaleB
and ORL datasets are for face recognition. The MNIST dataset is for hand-
written digit recognition. The ETL9G dataset is for handwritten Chinese
character recognition. The ETH80 and NEC animal datasets are for object
recognition. The VOC2012 and CALTECH101 datasets are for both visual
categorisation and object detection. Tables 3.2 and 3.3 list the details of the
eight databases. Figure 3.6 shows examples of images from each database.
The highest recognition rates of the YaleB, ORL, ETH80, MNIST, ETL9G,
CALTECH101 and VOC2012 are 97.7% [180], 98.9% [124], 91.7% [87], 99.5%
[107], 99.3% [107], 91.4% [71] and 82.2% [51], respectively, to the best of our
knowledge. These results were obtained using dierent preprocessing meth-
ods, training sets and classiers from those in our validation. We could
not nd the highest recognition rate of the NEC animal since this dataset
was originally constructed as a training set for deep learning. Note that
the purpose of our evaluation is to observe the eects of dimension-reduction
methods for image pattern recognition, not to obtain a higher recognition ac-
curacy than those of the existing methods. For the evaluation, we adopt six
dimension-reduction methods: the downsampling (DS), the pyramid trans-
form (PT), the two-dimensional discrete cosine transform (2DDCT), the ran-
dom projection (RP), the two-dimensional random projection (2DRP) and
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Table 3.2: Details of each database. ]class and ]data=class represent the
number of classes and the number of data in each class, respectively. The
image size is the original size of the images in each dataset. The vectorised
size is the size of the vectorised images. The reduced dimension is the di-
mension of the images after vector-representation-based dimension reduction.
The reduced image size is the size of the images after image-representation-
based dimension reduction. In the CALTECH101 and VOC2012, each image
has a dierent resolution and aspect ratio. For evaluation, we downsampled
images in the CALTECH101 and VOC2012 to 92 80 pixels and 111 142
pixels, respectively.
]data image size vectorised reduced reduced image
]class /class [pixel] size dimension size [pixel]
YaleB 38 64 192168 32,256 1024 3232
ORL 40 10 11292 10,304 1024 3232
ETH80 30 41 128128 16,384 1024 3232
NEC 60 72 480580 278,400 1024 3232
MNIST 10 7,000 2828 784 225 1515
ETL9G 152 200 127128 16,256 1024 3232
CALTECH101 100 40-800 9280 7,360 1024 3232
VOC2012 20 300-4,100 111142 15,762 1024 3232
the metric MDS with Sammon's mapping (MDS). We adopt the metric MDS
for the comparison of linear and nonlinear dimension-reduction methods 3.
For the MDS, we omit the MNIST, ETL9G, CALTECH101 and VOC2012
datasets since they contain too many images for practical computation using
the MDS. The RP and MDS are applied to images after their vectorisation.
The other dimension-reduction methods (DS, PT, 2DRP and 2DDCT) are
applied before the vectorisation of images.
Before the computation of recognition rates, we evaluate the mean energy
loss, the mean relative error of the distance between images and the cumula-
tive contribution ratio of the six dimension-reduction methods. For a feature
vector x and dimension-reduced feature vector x^, using the Euclidean norm
k  k2, we dene the energy loss as E (1 kx^k22=kxk22). For a two-dimensional
array X and a dimension-reduced 2D array X^, we dene the energy loss as
E (1 kX^k2F=kXk2F). Here, k  kF is the Frobenius norm. For feature vectors
xi and xj and dimension-reduced feature vectors x^i and x^j, we dene the
3The MDS embeds data into a low-dimensional space. This embedding is a nonlinear
dimension-reduction method, while the kernel method uses a linear dimension-reduction
method in a high-dimensional space.
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Table 3.3: Conditions of images in each dataset. This table summarises
whether an image in each dataset includes cropping of the region of interest,
centring of the target in the image, changes in illumination, changes in cam-
era position and the same background. Furthermore, the last term \same
object" shows whether images are taken of the same object.  indicates the
satisfaction of a condition. 4 indicates that a condition is partly satised in
a dataset.  indicates the nonsatisfaction of a condition.
illumination camera same same
cropping centring changes position background object
YaleB      
ORL      4
ETH80      
NEC      
MNIST      
ETL9G      
CALTECH101 4 4    
VOC2012      
relative error of the distance as E ((jkx^i   x^jk2   kxi   xjk2)=jkxi   xjk2).
Moreover, for two-dimensional arrays Xi and Xj and dimension-reduced
two-dimensional arrays X^i and X^j, we dene the relative error of a two-
dimensional array as E

(jkX^i   X^jkF   kXi  XjkFj)=kXi  XjkF

. Us-
ing the eight datasets and the six dimension-reduction methods, we compute
the energy loss and relative error of 1000 randomly selected images. For a
set of eigenvalues figNi=1 obtained by the PCA, the cumulative contribution
ratio from rst to the lth eigenvalue is dened as
Pl
i=1 i
PN
i=1 i. For the
eight datasets and six dimension-reduction methods, we compute the cumu-
lative contribution ratio using the original and dimension-reduced images of
a class in each dataset. If the dierence between the cumulative contribution
ratios before and after dimension reduction is suciently small, a dimension-
reduction method preserves the geometry among the data since the inner
norm among the data is preserved.
For the evaluation of two-dimensional image decompsitions, we compare
the CCRs of the marginal eigenvector (MEV) and generalised principal com-
ponent analysis (GPCA). As the GPCA, we adopt the full projection (FP)
and full projection truncation (FPT) described in Algorithm 1.1. For the sets
of eigenvalues frigN
r

i=1 and fcigN
c

i=1 for modes 1 and 2 obtained by the 2DSVD,
the CCRs for modes 1 and 2 from the rst eigenvalue to the lth eigenvalue
are dened as
Pl
i=1 
r
i=
PNr
i=1 
r
i and
Pl
i=1 
c
i=
PNc
i=1 
c
i , respectively. More-
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Table 3.4: Summary of evaluation of dimension-reduction methods. For
the evaluation of the energy loss and relative error, , 4 and  represent
preservation with a small compression ratio, preservation and no preserva-
tion, respectively. For the evaluation of the cumulative contribution ratio,
we give some remarks. In this table, DS, PT, RP, 2DRP, 2DDCT and MDS
are abbreviations for the downsampling, pyramid transform, random pro-
jection, two-dimensional random projection, two-dimensional discrete cosine
transform and multidimensional scaling, respectively.
distance
energy between cumulative
dataset classier loss images contribution ratio
YaleB
DS  
PT   The PT gives a larger cumulative contribution
RP   ratio than the DS, RP, 2DRP, 2DDCT and MDS for
2DRP 4 4 a small compression ratio. The MDS gives the smallest
2DDCT   cumulative contribution ratio.
MDS  
ORL
DS  
PT   The PT gives a larger cumulative contribution
RP   ratio than the DS, RP, 2DRP, 2DDCT and MDS for
2DRP  4 a small compression ratio. The MDS gives the smallest
2DDCT  4 cumulative contribution ratio.
MDS  
ETH80
DS   The PT and 2DRP give larger cumulative
PT   contribution ratios than the DS, RP, 2DDCT
RP   and MDS for a small compression ratio. The
2DRP 4 4 cumulative contribution ratio of the PT is the largest.
2DDCT  4 The MDS gives the smallest cumulative contribution ratio.
MDS  
NEC
DS  
PT   The 2DRP gives a larger cumulative contribution
RP   ratio than the DS, PT, RP, 2DDCT and MDS for
2DRP 4  a small compression ratio.
2DDCT  4
MDS  
MNIST
DS  
PT   The PT gives a larger cumulative contribution
RP   ratio than the DS, RP, 2DRP and 2DDCT
2DRP 4 4 for a small compression ratio.
2DDCT  
ETL9G
DS  
PT   The PT and 2DRP give larger cumulative
RP   contributions than the DS, RP and 2DDCT
2DRP  4 for a small compression ratio.
2DDCT  
CALTECH101
DS  
PT   The PT gives a larger cumulative contribution
RP   ratio than DS, the RP, 2DRP and 2DDCT
2DRP  4 for a small compression ratio.
2DDCT  4
VOC2012
DS  
PT   The PT gives a larger cumulative contribution
RP   ratio than the DS, RP, 2DRP and 2DDCT
2DRP  4 for a small compression ratio.
2DDCT  4
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Table 3.5: Dimensions of the class subspaces used in the classication. ]query
represents the number of queries for each category. ]basis represents the
number of bases used for each category in recognition. The dimension of the
class subspace represents the dimension of the constraint subspace.
dataset classier ]query ]basis dimension of class subspace
YaleB
SM 1 1-32 -
MSM 3, 5, 7 3, 5, 7 -
CMSM 3, 5, 7 3, 5, 7 938, 950, 960, : : : , 1000, 1024
2DTSM 1 11-3232 -
ORL
SM 1 1-5 -
MSM 3, 5 3, 5 -
CMSM 3, 5 3, 5 938, 950, 960, : : : , 1000, 1024
2DTSM 1 11-3232 -
ETH80
SM 1 1-21 -
MSM 3, 5, 7 3, 5, 7 -
CMSM 3, 5, 7 3, 5, 7 938, 950, 960, : : : , 1000, 1024
2DTSM 1 11-3232 -
NEC
SM 1 1-36 -
MSM 3, 5, 7 3, 5, 7 -
CMSM 3, 5, 7 3, 5, 7 938, 950, 960, : : : , 1000, 1024
2DTSM 1 11-3232 -
MNIST
SM 1 1-225 -
MSM 3, 5, 7 3, 5, 7 -
CMSM 3, 5, 7 3, 5, 7 10, 20, : : : , 220, 225
2DTSM 1 11-1515 -
ETL9G
SM 1 1-1024 -
MSM 3, 5, 7 3, 5, 7 -
CMSM 3, 5, 7 3, 5, 7 938, 950, 960, : : : , 1000, 1024
2DTSM 1 11-3232 -
CALTECH101
SM 1 1-25 -
MSM 3, 5, 7 3, 5, 7 -
CMSM 3, 5, 7 3, 5, 7 938, 950, 960, : : : , 1000, 1024
2DTSM 1 11-3232 -
VOC2012
SM 1 1-25 -
MSM 3, 5, 7 3, 5, 7 -
CMSM 3, 5, 7 3, 5, 7 938, 950, 960, : : : , 1000, 1024
2DTSM 1 11-3232 -
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over, before the comparison among the MEV, FP and FPT, we observe the
convergence of Algorithm 1.1 for the eight datasets.
Figures 3.7-3.9 show the mean energy loss, the mean relative error and
cumulative contribution ratio for each combination of dimension-reduction
method and dataset, respectively. In these gures, the horizontal axis repre-
sents the compression ratio (C.R.), dened as C:R: = (original dimension) =
(compressed dimension), where the uncompressed dimension represents the
size of the vectorised images in Table 1. Table 3.4 summarises the results in
Figs. 3.7-3.9. Figure 3.10 shows the sum of energies 	k of all the projected
images in each step of the iterations in Algorithm 1.1. Figure 3.11 shows the
CCRs of decompositions by the FP, FPT and MEV for modes 1 and 2.
Figure 3.7 shows that for all the datasets, the RP and 2DRP preserve the
energy of an image even for a large compression ratio. The DS, PT, 2DDCT
and MDS do not preserve the energy of an image for a large compression
ratio. The energy loss for the PT is higher than that for the DS. As shown in
Fig. 3.8, for all the datasets, the RP, 2DRP and MDS have smaller relative
errors than the DS, PT and 2DDCT. The 2DDCT has a small relative error
for the YaleB, ORL, ETH80, NEC, CALTECH101 and VOC2012. However,
it has large relative errors for images with a large compression ratio because
the images of characters have high energy in their minor principal vectors.
As shown in Fig. 3.9, for all the datasets, the PT gives a higher cumulative
contribution ratio than the DS, RP, 2DRP, 2DDCT and MDS. The MDS
gives a lower cumulative contribution ratio than the other methods for the
YaleB, ORL and ETH80. However, the cumulative contribution ratios for
the DS, RP and no compression are coincident. This result shows the partial
topology-preserving property of the DS and the topology-preserving property
of the RP. The MDS preserves pairwise distances for only given images but
does not preserve the geometry in the original feature space. Furthermore,
the results in Fig. 3.10 show that the algorithms used to compute the FP
and FPT output the solution after the rst iteration for all eight datasets.
This fast convergence implies that the projection matrices computed by the
MEV are approximately equivalent to those computed by the GPCA. As
shown in Fig. 3.11, the principal eigenvalues computed by the MEV and
FP coincide with each other in both mode 1 and mode 2. The principal
eigenvalues from the principal major to the 34th major computed by the
FPT are larger than those computed by the MEV and FP. However, the
graphs of the cumulative contribution ratios for the three methods, MVE,
FP and FPT, are approximately the same.
We calculate the recognition rates using the original and dimension re-
duced images of the eight datasets. For dimension reduction, we use six
methods. In MNIST and VOC2012, the images were divided into training
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Table 3.6: Summary of results of recognition rates. In this table, SM, MSM,
CMSM and 2DTSM are abbreviations for the subspace method, mutual sub-
space method, constraint mutual subspace method and two-dimensional ten-
sor subspace method, respectively.
classier remarks
Y
al
eB
SM Low-dimensional linear subspaces of classes exist and contribute
to classication.
MSM Angles among class subspaces contribute to classication.
CMSM There is a common linear subspace for classes.
2DTSM Peaks of the recognition rate appear at dimensions of
0.3-1.2% of that of the feature space.
O
R
L
SM Low-dimensional linear subspaces of classes exist and contribute
to classication.
MSM Angles among class subspaces contribute to classication.
CMSM There is a common linear subspace for classes.
2DTSM Peaks of the recognition rate appear at dimensions of
less than 1% of that of the feature space.
E
T
H
80
SM None of the class subspaces contribute to classication.
MSM Angles among class subspaces contribute to classication.
CMSM There is no common linear subspace for classes.
2DTSM Peaks of the recognition rate appear at dimensions of
less than 1.2% of that of the feature space.
N
E
C
SM Low-dimensional linear subspaces of classes exist and contribute
to classication.
MSM Angles among class subspaces do not contribute to classication.
CMSM There is a partly common subspace. The common subspace
contributes to classication.
2DTSM Peaks of the recognition rate appear at dimensions of
less than 0.08% of that of the feature space.
M
N
IS
T
SM Low-dimensional linear subspaces of classes exist and contribute
to classication.
MSM Angles among class subspaces contribute to recognition.
CMSM There is no common linear subspace for classes.
2DTSM Peaks of the recognition rate appear at dimensions of
less than 3% of that of the feature space.
E
T
L
9G
SM Low-dimensional linear subspaces of classes exist and contribute
to classication.
MSM Angles among class subspaces contribute to recognition.
CMSM There is no common linear subspace for classes.
2DTSM Peaks of the recognition rate appear at dimensions of
less than 1% of that of the feature space.
C
A
L
T
E
C
H
1
0
1 SM None of the class subspaces contribute to classication.
MSM Angles among class subspaces contribute to recognition.
CMSM There is no common linear subspace for classes.
2DTSM There are no peaks of the recognition rate.
There is no tensorial subspace for classication.
V
O
C
20
12
SM None of the class subspaces contribute to classication.
MSM Angles among class subspaces do not contribute to recognition.
CMSM There is no common linear subspace for classes.
2DTSM There are no peaks of the recognition rate.
There is no tensorial subspace for classication.
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and test data by the distributor in advance. For the YaleB, ORL, ETH80,
NEC, ETL9G and CALTECH101, we use the images labelled with even num-
bers as training data and the other images as test data. The recognition rate
is dened as the successful label estimation ratio for 1000 label estimations.
In each estimation, queries are randomly chosen from the test data. For
recognition, we use the SM, MSM, CMSM and 2DTSM as classiers. In the
SM, MSM and CMSM, we use the vectors representing the image as a fea-
ture. In the 2DTSM, we use the matrices representing the image as a feature.
For the 2DTSM, we additionally use the MEV, FP and FPT for the dimen-
sion reduction of images to compare the results of compression methods for
two-dimensional images.
Figures 3.12-3.19 respvectively summarise the recognition rates of the
YaleB, ORL, ETH80, NEC, MNIST, ETL9G, CALTECH101 and VOC2012
for the original and dimension-reduced images using the three classiers. Fig-
ures 3.20 and 3.21 summarise the recognition rates of the SM and 2DTSM
for the eight datasets, respectively. In Figs. 3.12-3.21, the horizontal axis
represents the compression ratio, where the dimensions before and after com-
pression are the numbers of reduced dimensions in Table 2 and bases in Table
5, respectively.
According to Figs. 3.12 and 3.13, when using ve or more bases, the MSM
accomplishes a recognition rate of 100% for the face recognition datasets.
Furthermore, using the CMSM, we can accomplish 100% recognition with
fewer than ve bases. According to these results, the PT gives a smaller
recognition rate than the DS, RP, 2DRP and 2DDCT. As shown in Figs.
3.14 and 3.15, none of the combinations of a dimension-reduction method
and a classier can accomplish 100% recognition. Even using the CMSM,
we cannot obtain a larger recognition rate than that obtained by the MSM.
In these cases, the PT gives a larger recognition rate than the DS, RP,
2DRP and 2DDCT. In Figs. 3.16 and 3.17, the MSM accomplishes 100%
recognition. However, the CMSM does not make any contribution to the
increase of recognition rate. In the case of the MNIST, the PT gives a
smaller recognition rate than the DS, RP, 2DRP and 2DDCT. In contrast,
for the ETL9G dataset, the PT gives a larger recognition rate than the DS,
RP, 2DRP and 2DDCT. As shown in Figs. 3.18 and 3.19, the maximum
recognition rates of both the CALTECH101 and VOC2012 are less than 60%
and 15%, respectively. For these datasets, the CMSM does not make any
contribution to the increase of recognition rate. Table 3.6 summarises the
results of the computation of the recognition rates.
As shown in Fig. 3.21, for the 2DTSM, all dimension-reduction meth-
ods except the 2DRP give approximately the same results for each dataset.
These results illustrate that the MEV, FP, FPT and 2DDCT give the same
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recognition rate. The comparison of Figs. 3.20 and 3.21 shows that for all
the datasets, the matrix representation gives lower recognition rates than the
vector representation.
As shown in Fig. 3.9, for all datasets, the PT has the highest cumulative
contribution in a low-dimensional linear subspace. Since the PT is a non-
expansive mapping, the distances among the data become small. However,
Fig. 3.7 illustrates that for the PT, a large amount of energy is lost in the
images. Furthermore, Fig. 3.8 shows that the PT has large relative errors.
In contrast, the RP and 2DRP preserve energies and distances. From the
results in Figs. 3.12 and 3.13, we can observe that face images have a linear
subspace enabling the recognition of face patterns. Moreover, face images
have a common structure that prevents accurate recognition. For face recog-
nition with an appropriate linear subspace, the PT is not an appropriate
dimension-reduction method because it does not preserve the topology and
geometry of the feature space. As shown in Figs. 3.14 and 3.15, object images
do not have a linear subspace enabling recognition or a common structure.
The PT gives a larger recognition rate than the DS, RP, 2DRP and 2DDCT
for some cases and a smaller recognition rates for other case. Figures 3.16
and 3.17 show that characters have a linear subspace enabling recognition
but do not have a common structure. For the MNIST, the PT gives a smaller
recognition rate than the DS, RP, 2DRP and 2DDCT. For the ETL9G, in
contrast, the PT gives a larger recognition rate than the DS, RP, 2DRP and
2DDCT. The results in Figs. 3.18 and 3.19 show that there is no linear
subspace enabling recognition of visual categories. Therefore, we conclude
that the global features of an image are not suitable for the recognition of
visual categories. As shown in Figs. 3.10, 3.11 and 3.21, these properties
of the principal components, compression and recognition for data computed
by the three methods, MVE, FP and FPT, imply that, for the practical com-
putation of 2DSVD, the MVE, which is a non-iterative method, is sucient.
Furthermore, Fig. 3.21 shows that the 2DDCT is an acceptable approxi-
mation for the 2DSVD since the recognition ratios by 2DDCT, MEV and
GPCA are almost the same. From Figs. 3.20 and 3.21, we conclude that
the vector representation gives higher recognition rates because the topology
of the vector space makes a larger contribution to pattern recognition than
that for the matrix representation. In Figs. 3.12-3.20, the recognition rates
of the randomly projected images are approximately coincidnet to those of
the original image with high probability. In Figs. 3.12-3.15, the MDS gives
dierent curves for the recognition rates from those of the RP.
From these experiments, we claried the following properties.
 The PT has a higher cumulative contribution ratio than the DS, RP,
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2DRP and 2DDCT.
 The PT has a smaller and larger recognition rate than the RP and DS,
respectively. The PT preserves the local geometry and topology of an
image. However, it changes the distances and angles among the vectors
used as data since it is a nonexpansive mapping.
 The MDS only preserves pairwise distances for given images and does
not preserve the geometry of the original feature space.
 The 2DDCT is an acceptable approximation for the TPCA and 2DSVD.
 The DS, PT, 2DRP and 2DDCT have approximately the same recog-
nition rate.
 The RP and MDS have dierent recognition rates, since the MDS does
not preserve a geometry in a feature space.
 Vector-based recognition has a higher recognition rate than matrix-
based recognition.
 For the practical selection of the method of dimension reduction, the
RP works well compared with the DS, PT, 2DRP, 2DDCT and MDS
if we have no a priori information on the input data since the RP
preserves the topology and geomerty of the original feature space.
3.7 Summary
We mathematically analysed and experimentally evaluated the validity of
dimension-reduction methods for image pattern recognition.
We dened four essential conditions for dimension reduction for image
pattern recognition. By clarication of the nonexpansive mapping and topology-
preserving mapping, we showed that only the topology-preserving mapping
preserves distances and angles among data. The approximate preservation
of distances and angles among data is the weak condition for dimension-
reduction methods. We concluded that the weak condition is only satised
by the random projection among the linear dimension-reduction methods.
The pyramid transform and other methods do not satisfy any essential con-
ditions.
By the evaluation of the dimension-reduction operation in experiments,
we claried the following properties. Firstly, for eight databases, the pyramid
transform has a higher cumulative contribution ratio than the downsampling,
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random projection, two-dimensional random projection, two-dimensional dis-
crete cosine transform and multidimensional scaling. The multidimensional
scaling has a lower cumulative contribution ratio than the downsampling,
pyramid transform, random projection, two-dimensional random projection
and two-dimensional discrete cosine transform. These comparisons imply
that the geometry of an original feature space is not preserved by the pyra-
mid transform and nonlinear multidimensional scaling. Secondly, using fea-
ture vectors for recognition, the pyramid transform has a dierent recogni-
tion rate from the random projection. These results show that the pyramid
transform changes the distances and angles among feature vectors since it is
a nonexpansive mapping. Thirdly, when using global features of an image,
the downsampling, two-dimensional random projection, two-dimensional dis-
crete cosine transform and nonlinear multidimensional scaling have approx-
imately the same recognition rate. Finally, vector-based recognition has a
higher recognition rate than matrix-based recognition. From this property,
the classication should be computed in a vector space.
Nonexpansive mapping, that is, the pyramid transform, has a dierent
recognition rate before and after dimension reduction. This property may
lead to misunderstanding of the performance of classiers. Therefore, for pat-
tern recognition, we should use a dimension-reduction method that preserves
the topology of the vector space. In contrast to the pyramid transform, the
random projection preserves the topology and geometry of the vector space.
This property implies that the random projection works well as a dimension-
reduction method compared with other methods if we have no a priori in-
formation on the input data. Therefore, for images whose properties are not
clear, we should adopt the random projection as the dimension-reduction
method.
In this chapter, we surveyed linear problems and comparatively evalu-
ated the performance of linear methods for pattern recognition. We claried
that a classier can achieve a higher recognition rate if we use nonexpansive
mapping for preprocessing. This property is a common property to both
linear and nonlinear methods. Moreover, we deal with the pyramid trans-
form as one of the well-known linear transforms, whereas a simple nonlinear
transform is the normalisation.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 3.6: Examples of three categories in each dataset. (a) YaleB. (b)
ORL. (c) ETH80. (d) NEC. (e) MNIST. (f) ETL9G. (g) CALTECH101. (h)
VOC2012.
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(a) Pyramid transform
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(b) Downsampling
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(c) Random projection
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(d) 2D random projection
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(e) 2D discrete cosine
transform
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(f) Multidimensional scaling
Figure 3.7: Energy loss of dimension-reduction methods. (a)-(f) show the
energy loss for the pyramid transform, downsampling, random projection,
two-dimensional random projection, two-dimensional discrete cosine trans-
form and metric multidimensional scaling, respectively. In these gures,
circles, upward triangles, downward triangles, squares, diamonds, asterisks,
ve-pointed stars and six-pointed stars represent the YaleB, ORL, ETH80,
NEC, MNIST, ETL9G, CALTECH101 and VOC2012 datasets, respectively.
The horizontal and vertical axes represent the compression ratio and energy
loss, respectively.
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(a) YaleB
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(b) ORL
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(c) ETH80
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(d) NEC
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(e) MNIST
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Figure 3.8: Mean relative error between distances in original space and
dimension-reduced space. In the computation, we randomly select 1000
pairs from each dataset. In (a)-(h), circles, upward triangles, downward
triangles, squares, diamonds and asterisks represent the pyramid transform,
downsampling, random projection, two-dimensional random projection, two-
dimensional discrete cosine transform and metric multidimensional scaling,
respectively. The horizontal and vertical axes represent the compression ratio
and relative error, respectively.
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Figure 3.9: Cumulative contribution ratios. In (a)-(h), stars, circles, upward
triangles, downward triangles, squares, diamonds and asterisks represent the
cumulative contribution ratios of the original dimension, pyramid transform,
downsampling, random projection, two-dimensional random projection, two-
dimensional discrete cosine transform and metric multidimensional scaling,
respectively. The horizontal and vertical axes represent the compression ratio
and cumulative contribution ratio, respectively. The cumulative contribution
ratio is displayed as a logarithm to base 10.
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(a) YaleB (b) ORL (c) ETH80 (d) NEC
(e) MNIST (f) ETL9G (g) Caltech (h) VOC
Figure 3.10: Convergences of full projection method and full projection trun-
cation method. In (a)-(h), circles and squares represent the sum of energies of
all projected images in each step of the iteration for the full projection (FP)
method and full projection truncation (FPT) method, respectively. Horizon-
tal and vertical axes present the number of iterations and the sum of energies
of all projected images, respectively.
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Figure 3.11: Cumulative contribution ratios. In (a)-(b), circles, downward
triangles and squares represent the cumulative contribution ratio of the
eigevalues of mode 1 for the full projection (FP) method, full projection
truncation (FPT) method and marginal eigenvector (MEV) method, respec-
tively. In (a)-(b), upward triangles, leftward triangles and diamonds repre-
sent the cumulative contribution ratio of the eigenvalues of mode 2 for the
FP method, FPT method and MEV method, respectively. In these gures,
the horizontal and vertical axes represent the compression ratio and cumu-
lative contribution ratio, respectively. The cumulative contribution ratio is
displayed as a logarithm to base 10. The compression ratio is the ratio to
the original size of the images in Table 3.2.
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Figure 3.12: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the YaleB dataset. Stars, circles, upward
triangles, downward triangles, squares, diamonds and asterisks represent the
original dimension, pyramid transform, downsampling, random projection,
two-dimensional random projection, two-dimensional discrete cosine trans-
form and metric multidimensional scaling, respectively. In these gures, the
horizontal and vertical axes represent the compression ratio and recognition
rate, respectively.
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Figure 3.13: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the ORL dataset. Stars, circles, upward
triangles, downward triangles, squares, diamonds and asterisks represent the
original dimension, pyramid transform, downsampling, random projection,
two-dimensional random projection, two-dimensional discrete cosine trans-
form and metric multidimensional scalng, respectively. In these gures, the
horizontal and vertical axes represent the compression ratio and recognition
rate, respectively.
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Figure 3.14: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the ETH80 dataset. Stars, circles, up-
ward triangles, downward triangles, squares, diamonds and asterisks rep-
resent the original dimension, pyramid transform, downsampling, random
projection, two-dimensional random projection, two-dimensional discrete co-
sine transform and metric multidimensional scaling, respectively. In these
gures, the horizontal and vertical axes represent the compression ratio and
recognition rate, respectively.
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Figure 3.15: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the NEC animal dataset. Stars, circles,
upward triangles, downward triangles, squares, diamonds and asterisks rep-
resent the original dimension, pyramid transform, downsampling, random
projection, two-dimensional random projection, two-dimensional discrete co-
sine transform and metric multidimensional scaling, respectively. In these
gures, the horizontal and vertical axes represent the compression ratio and
recognition rate, respectively.
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Figure 3.16: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the MNIST dataset. Stars, circles, up-
ward triangles, downward triangles, squares and diamonds represent the orig-
inal dimension, pyramid transform, downsampling, random projection, two-
dimensional random projection and two-dimensional discrete cosine trans-
form, respectively. In these gures, the horizontal and vertical axes represent
the compression ratio and recognition rate, respectively.
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Figure 3.17: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the ETL9G dataset. Stars, circles, up-
ward triangles, downward triangles, squares and diamonds represent the orig-
inal dimension, pyramid transform, downsampling, random projection, two-
dimensional random projection and two-dimensional discrete cosine trans-
form, respectively. In these gures, the horizontal and vertical axes represent
the compression ratio and recognition rate, respectively.
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Figure 3.18: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the CALTECH101 dataset. Stars, cir-
cles, upward triangles, downward triangles, squares and diamonds represent
the original dimension, pyramid transform, downsampling, random projec-
tion, two-dimensional random projection and two-dimensional discrete cosine
transform, respectively. In these gures, the horizontal and vertical axes rep-
resent the compression ratio and recognition rate, respectively.
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Figure 3.19: Recognition rates for each pair consisting of dimension-reduction
method and classication method in the VOC2012 dataset. Stars, circles, up-
ward triangles, downward triangles, squares and diamonds represent the orig-
inal dimension, pyramid transform, downsampling, random projection, two-
dimensional random projection and two-dimensional discrete cosine trans-
form, respectively. In these gures, the horizontal and vertical axes represent
the compression ratio and recognition rate, respectively.
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(a) YaleB (b) ORL (c) ETH80 (d) NEC
(e) MNIST (f) ETL9G (g) CALTECH101 (h) VOC2012
Figure 3.20: Recognition rates for the vector-representation-based subspace
method. In (a)-(h), stars, circles, upward triangles, downward triangles,
squares and diamonds represent the original dimension, pyramid transform,
downsampling, random projection, two-dimensional random projection and
two-dimensional discrete transform, respectively. In these gures, the hori-
zontal and vertical axes represent the compression ratio and recognition rate,
respectively.
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(a) YaleB (b) ORL (c) ETH80 (d) NEC
(e) MNIST (f) ETL9G (g) CALTECH101 (h) VOC2012
Figure 3.21: Recognition rates of the matrix-representation-based tensor sub-
space method. In (a)-(h), stars, circles, upward triangles, downward trian-
gles, rightward triangles, leftward triangles, squares and diamonds represent
the original dimension, pyramid transform, downsampling, marginal eigen-
vector method, full projection method, full projection truncation method,
two-dimensional random projection and two-dimensional discrete transform,
respectively. In these gures, the horizontal and vertical axes represent the
compression ratio and recognition rate, respectively.
Chapter 4
Recognition of Multilinear
Forms
This Chapter is based on three published works. This chapter mainly based
on Publication of Journal Paper \1. Pattern Recognition in Multilinear
Space and its Applications: Mathematics, Computational Algorithms and
Numerical Validations" and Publication of International Conference \1. Ap-
proximation of N-Way Principal Component Analysis for Organ Data". The
numerical experiments of gait data, volumetric data and sequence of vol-
umetric data are based on the results presented in Publication of Journal
Paper \1. Pattern Recognition in Multilinear Space and its Applications:
Mathematics, Computational Algorithms and Numerical Validations", Pub-
lication of International Conference \2. Classication of Volumetric Data us-
ing Multiway Data Analysis" and Publication of International Conference \1.
Approximation of N-Way Principal Component Analysis for Organ Data",
respectively.
4.1 Recognition Methods for Multilinear
Forms
In this chapter, we introduce recognition methods for higher-order tensors.
A pattern is assumed to be a square integrable function dened on a nite
support in n-dimensional Euclidean space. For planar and volumetric pat-
tern, the dimensions of Euclidean spaces are two and three, respectively.
Organs are essentially spatial textures which are functions dened in three-
dimensional Euclidean space. Furthermore, for video sequence [120] and
volumetric sequence [169], the dimensions of the data spaces are three and
four, respectively, since in these applications for planar- and spatio-temporal
125
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Table 4.1: Glossary of abbreviations.
SVD singular value decomposition
PCA principal component analysis
TPCA tensor principal component analysis
MEV marginal eigenvector
FP full projection
FPT full projection truncation
2DPCA two-dimensional principal component analysis
GPCA generalised principal component analysis
2DSVD two-dimensional principal component analysis
2DDCT two-dimensional discrete cosine transform
ALS alternating least squares
NDSVD N -dimensional singular value decomposition
HOSVD higher-order singular value decomposition
MPCA multilinear principal component analysis
3DDCT three-dimensional discrete cosine transform
NDDCT N -dimensional discrete cosine transform
data are focused to analysis. Moreover, planar multichannel images [103, 51]
are also expressed as three-way arrays. For these data, elements of two-
dimensional array use an additional axis to express frequencies of elements.
Multichannel image pattern recognition has been a central issue in remote
sensing of earth and planets [26]. In seismic data analysis, the dimension of
the data space is ve, since waves stated by a planar source array migrated
to planar receiver array are focused to analyse [49].
Table 4.1 summarises the abbreviations that we use in this chapter.
4.2 Related Works
The vector PCA method is a traditional method for data compression. It
has been extended to higher-dimensional array data [112, 111]. For example,
tensor PCA method constructs a small size tensor using the orthogonal de-
composition of a tensor, while the classical PCA (vector PCA) estimates a
low-dimensional linear subspace using PCA. Second-order TPCA, which di-
rectly decomposes an image matrix, is the tensor PCA method [112, 111] for
two-dimensional images. A survey [111] reported that there are three basic
projections for a tensor. Second- and third-order TPCA use tensor-to-tensor
projections consisting of 1- and 2-mode projections, and 1-, 2- and 3-mode
projections for two-dimensional and three-dimensional images, respectively.
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For image representation, two-dimensional principal component analysis
(2DPCA) [184] has been proposed. However, the projection method in the
2DPCA is not a bilinear form since the 2DPCA uses only the 2-mode pro-
jection. The MEV method [131], which is based on both 1- and 2-mode
projections, has been proposed for image compression. The 2DSVD [1, 44],
which is also based on both 1- and 2-mode projections, has been proposed
for image compression as an extension of the SVD [62]. The projections in
the MEV method and the 2DSVD are equivalent to the tensor-to-tensor pro-
jection for a second-order tensor. This mathematical property implies that
the 2DSVD is a special case of the TPCA. However, the compression rate of
the 2DSVD is smaller than that of the 2DDCT [1] for the same reconstruc-
tion quality. An iterative algorithm [185] for the second-order TPCA has
been proposed. This iterative algorithm is referred to as generalised princi-
pal component analysis (GPCA). This GPCA method is a two-dimensional
version of the iterative algorithm for the SVD [72, 125].
The origin of the TPCA for the third-order tensors was proposed as the
decomposition of tensors by Tucker [160]. For the Tucker decomposition of
second- and third-order tensors, Kroonenberg and Jeeuw discussed the prop-
erties of convergence of alternating-least-squares (ALS) algorithms [95]. In
general for Tucker decomposition, orthogonality constraints on decomposed
tensors are not required. Cichoki et al. imposed that the existence of the
constraints is the dierence between the TPCA and parallel factor analysis
[35]. In ref. [35], in addition to orthogonal constraints, sparse constraints
and nonnegative constraints for tensor decomposition are studied. For practi-
cal computation in higher TPCA, higher-order singular value decomposition
(HOSVD) [100] was formulated. In ref. [100, 99], ALS algorithm for the
smaller-size tensor approximation of higher-order tensors was studied. For
pattern recognition, there are variants of the TPCA [112, 77, 113, 8]. Multi-
linear principal component analysis (MPCA) [112] is an iterative algorithm
used for TPCA and is the N -dimensional version of the GPCA. This iterative
algorithm is the same as the ALS algorithm. Robust MPCA [77] is a robust
version of TPCA for image pattern recognition including outliers. Uncor-
related MPCA [113] searches for a tensor-to-vector projection that obtains
most of the variation in the original tensorial input by deciding the maximum
number of uncorrelated features. Sparse higher-order principal component
analysis [8] searches for the minimum number of bases for input tensors by
assuming sparsity in tensor decomposition.
For the construction of classiers, supervised tensor learning frameworks
have been proposed [183, 155, 94, 66, 81]. As an extension of linear discrim-
inant analysis, multilinear discriminant analysis has been proposed [183].
As a extension of linear support vector machine to tensors, support tensor
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machine has been proposed [155, 94, 66]. These methods are basically two-
class classiers. Itoh et al. proposed As extension of the subspace method
[76, 176, 175, 130]. the two-dimensional tensor subspace method (2DTSM)
[81], which measures the similarity between an input image and each tensor
subspace of a class, for image pattern recognition. The 2DTSM adopts the
MEV method to construct each tensor subspace of a class. We extend the
2DTSM for use with three-dimensional images in this Chapter.
4.3 Tensor Subspace of Categories
Setting fU (j)k gNj=1 to be orthogonal matrices of a tensor projection for Nth-
order tensors, we have a tensor subspace spanned by fU (j)k gNj=1 for kth cate-
gory. Therefore, we can dene a tensor subspace of a category by
Ck = fX j X 1 U (1)>k 2 U (2)>k    n U (N)k = Xg: (4.1)
Since a pattern represented by tensors contains perturbation, we dene kth
category by
Ck() = fX j kX 1 U (1)> 2 U (2)>    n U (N)  XkF  g; (4.2)
where a positive constant  is the bound for a small perturbation to a pattern.
Therefore, by dening similarity and dissimilarity between a tensor subspace
and query, we can construct tensor-subspace-based classiers that are robust
and stable against small perturbations to patterns.
4.4 Tensor Subspace Method
As an extension of the subspace method [76, 177] for N -way data, we in-
troduce a new linear tensor subspace method for Nth-order tensors. This
method is a N -dimensional version of the 2DTSM [81].
For a Nth-order tensor X , we set U (j); j = 1; 2; : : : ; N , to be projection
matrices of the tensor-to-tensor projection of X to Y . For a collection of
normalised tensors fXigMi=1, such that Xi 2 RI1I2IN , kXikF = 1 and
E(Xi) = 0, the solutions of
fU (j)gNj=1 = arg max E
 kX 1 U (1)> 2 U (2)>    N U (N)>kF=kXikF
(4.3)
with respect to U (j)>U (j) = I for j = 1; 2; : : : ; N dene a multilinear
subspace that approximates fXigMi=1. Therefore, using projection matrices
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fU (j)k gNj=1 obtained as the solutions of eq. (4.3) for kth category, if a query
tensor G satises the condition
arg

max
l
kG 1 U (1)>l 2 U (2)>l    N U (N)>l kF=kGkF

= fU (j)k gNj=1; (4.4)
we conclude that G 2 Ck, k; l = 1; 2; : : : ; NC, where Ck and NC are the tensor
subspace of kth category and the number of categories, respectively.
4.5 Tensor Subspace of Queries
We have a collection of query tensors fGi0gM 0i0=1 normalised by Gi0=kGi0kF.
We assume that these queries belong to the same category. Then, using
multiway PCA for a collection of queries fGi0gM 0i0=1, we obtain orthogonal
matrices fV (j)gNj=1, which are given by eq. (4.3) for each mode. The column
vectors of orthogonal matrices fV (j)gNj=1 are eigenvectors of a set of unfolded
tensors for each mode. We note that even if we have only one query G we can
obtain eigenvectors of j-mode by the multiway PCA, since j-mode unfolding
gives a set of column vectors of mode-j as shown in Figs. 2.2 and 2.5. That
is, for a query G, we have orthogonal matrices by the decomposition [100]
G = A1 V (1) 2 V (2)    N V (N): (4.5)
4.6 Mutual Tensor Subspace Method
As the extension of mutual subspace method for vector data [116], we dene
a classier for two tensor subspaces. For each of NC categories of tensor
data, we set a collection of normalised Nth-order tensors fXigMi=1, such that
Xi 2 RI1I2IN , kXikF = 1 and E(Xi) = 0. For the kth category in NC
categories, we have an orthogonal matrices fU (j)k gNj=1, which satisfy eq. (4.3).
The orthogonal matrices for kth category span a tensor subspaces Ck of the
category .
We have a collection of query tensors fGi0gM 0i0=1 normalised by Gi0=kGi0kF.
We assume that these queries belong to the same category. Then, using mul-
tiway PCA for a collection of queries fGi0gM 0i0=1, we obtain orthogonal matrices
fV (j)gNj=1. The obtained eigenvectors of all modes span a tensor subspace
Cq for queries. For the classication of queries, we measure the dissimilar-
ity between a category subspace Ck and a query subspace Cq. Since Ck and
Cq represent patterns with perturbations, we can robustly recognise queries
against the pattern perturbations by measuring the dissimilarity between two
tensor subspace.
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Using orthogonal matrices fU (j)k gNj=1 for kth category, we have a projected
tensor in a category subspace Ck by
Ai0 = Gi0 1 U (1)>k 2 U (2)>k    N U (N)>k : (4.6)
Furthermore, using orthogonal matrices fV (j)gNj=1, we have a projected ten-
sor in a query subspace Cq by
Bi0 = Gi0 1 V (1)> 2 V (2)>    N V (N)>: (4.7)
For a tensor subspaces Ck and Cq, we dene the dissimilarity of subspaces
d(Ck; Cq) by
E

kAi0 1 PU (1)k    N PU (N)k   Bi0 1 PV (1)    N PV (N)k2F

; (4.8)
where a projection matrix P selects bases for each mode of tensors. There-
fore, using the dissimilarity given by eq. (4.8), if queries fGi0gM 0l=1 satisfy the
condition
arg

min
l
d(Cl; Cq)

= Ck; (4.9)
we conclude that fGi0gM 0i0=1 2 Ck() for k; l = 1; 2; : : : ; NC.
4.7 Geometry of Multilinear Subspace
For the simplication of discussion, we consider second-order tensors, that
is, two-dimensional images. For instances i = 1; 2; : : : ; N t1; t2; : : : ; tN , we
have a set X = fXigNi=1 of two-dimensional digital images. For the set
X = fXigNi=1, we compute orthogonal matrices U and V that minimise
J(U ;V ) = E
i
kXi  UiV >k2F; (4.10)
where i is a coecient matrix. If we apply tensor principal component
analysis to each image Xi, we have orthogonal matrices Ui and Vi that
minimise
J(Ui;Vi) = kXi  UiiV >i k2F; (4.11)
where  is a diagonal matrix.
For Xi, Xi+1 2 X, we have pairs of orthogonal matrices hUi;Vii and
hUi+1;Vi+1i, respectively. For these two pairs, we dene rotation matrices
R
(1)
i and R
(2)
i by
Ui+1 = R
(1)
i Ui; (4.12)
Vi+1 = R
(2)
i Vi; (4.13)
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for 1- and 2-mode eigenvectors, respectively. R
(1)
i and R
2 are given by
R
(1)
i = Ui+1U
>
i ; (4.14)
R
(2)
i = Vi+1V
>
i : (4.15)
If orthogonal matrices satisfy Ui = Ui+1 and Vi = Vi+1, then relations
R(1) = R(2) = I hold.
For a pair of images f(x; y) and g(x; y), setting
p(x; y) =
f(x; y)
F
; F =
Z Z
R2
f(x; y)dxdy; (4.16)
q(x; y) =
g(x; y)
G
; F =
Z Z
R2
g(x; y)dxdy (4.17)
The transportation between f(x; y) and g(x; y) is computed
T (f; g) = min
c
Z Z
R2
Z Z
R2
jp(x; y)  q(x0; y0)jc(x; y;x0y0)dxdydx0dy0; (4.18)
where
R R
R2
c(x; y;x0y0)dx0dy0 = p(x; y) and
R R
R2
c(x; y;x0y0)dxdy = q(x0; y0).
If f(x; y) and g(x; y) are sampled on the N  N grid, the minimisation of
the discrete version of eq. (4.18)
T (f; g) = min
cijij0j0
NX
ij=1
NX
i0j0
jpij   qi0j0jciji0j0 ; (4.19)
where
P
i0j0 ciji0j0 = pij and
P
ij ciji0j0 = qi0j0 , is achieved using linear pro-
gramming for (N N)2 dimensional vectors.
For two bases ui and uj, we dene geodes tic distance d(; ) by
d(ui;uj) =
(
cos 1(u>i uj); if 0  u>i uj  1
cos 1(ju>i ujj); if   1  u>i uj < 0:
(4.20)
We set U k = [uk1; : : : ;u
k
N ], V
k = [vk1 ; : : : ;v
k
N ] and U
k+1 = [uk+11 ; : : : ;u
k+1
N ],
V k+1 = [vk+11 ; : : : ;v
k+1
N ]. Setting d
(1)
ij = d(u
k+1
i ;u
k
j ) and d
(2)
ij = d(v
k+1
i ;v
k
j ),
and by computing tensor principal component analysis for Xk;Xk+1 as a
preprocessing, we approximate the transportation problem in eq. (4.19) to
the minimisation of
d(Xk+1; Xk) = min
c
(1)
ij
NX
i;j=1
d
(1)
ij c
(1)
ij +min
c
(2)
ij
NX
i;j=1
d
(2)
ij c
(2)
ij : (4.21)
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Figure 4.1: Mathematical properties of expression of images for computation
of the distances between images. (a) Gray-scale images. We generally use L2-
norm for them as a distance. representation. (b) Probabilistic distribution of
gray values in images. Images are represented by probabilistic distributions
by normalised as there L2-norms to be 1. Wasserstein distance is dened
by the sum of transportation costs between two probabilistic distributions.
(c) Decomposition of images by tensor principal component analysis. Im-
ages are decomposed to eigenvalues and eigenvectors. Wasserstein distance
is dened by the sum of transportation costs for contribution ratios of eigen-
values. In the transportation, an angle between bases is adopted as a cost
for transportation.
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For this minimisation problem, we give constraint conditions
X
j
c
(1)
ij =
X
j
c
(2)
ij = 
k+1
i =
NX
i=1
; k+1i (4.22)
X
i
c
(1)
ij =
X
i
c
(2)
ij = 
k
j=
NX
j=1
kj : (4.23)
where kj and 
k+1
i are eigenvalues forX
k andXk+1, respectively. Therefore,
the problem is transformed to linear programming for N  N -dimensional
vectors. Figure 4.1 summarises mathematical properties of image expres-
sions. Figure 4.2 illustrates Wasserstein distance based on mode-1 and -2
bases for second-order tensor. If the angles between uk+1i and u
k
j and v
k+1
i
and vkj are small, the distance dened in eq. (4.21) is approximated by
d(Xk+1;Xk) =
NX
i;j
(d
(1)
ij + d
(2)
ij ): (4.24)
We can apply the distance dened in eq. (4.21) to bases of two ten-
sor subspace by replacing constraint conditions. For two sets fX1;igNi=1
and fX2;igNi=1, we compute pairs of orthogonal matrices U1;V1 and U1;V2
as minimisation of eq. (4.10), respectively.fj2;i(1)gNi=1, fj2;i(2)gNi=1, These
two pairs span tensor subspaces X1 and X2 for two sets fX1;igNi=1 and
fX2;igNi=1, respectively. We set U1 = [u1;1; : : : ;u1;N ], V1 = [v1;1; : : : ;v1;N ]
and U2 = [u2;1; : : : ;u2;N ], V2 = [v2;1; : : : ;v2;N ]. Eigenvalues 
(1)
1;i and 
(2)
1;i
are correspond to u1;i and v1;i, respectively. Eigenvalues 
(1)
2;i and 
(2)
2;i are
correspond to u2;i and v2;i, respectively. Setting d
(1)
ij = d(u1;i;u2;j) and
d
(2)
ij = d(v1;i;v2;j), we dene distance between two subspaces X1 and X2 as
transpiration problem by
d(X1; X2) = min
c
(1)
ij
NX
i;j=1
d
(1)
ij c
(1)
ij +min
c
(2)
ij
NX
i;j=1
d
(2)
ij c
(2)
ij ; (4.25)
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Figure 4.2: The Wasserstein distance between tensor subspaces for second-
order tensors. Tensor subspaces are obtained by tensor principal component
analysis for each given image. Note that a tensor subspace is obtained from
an image. For these subspaces, transportation between contribution ratios of
eigenvalues is considered. (a) and (b) show contribution ratios of eigenvalues
obtained by singular value decomposition for dierent two images. An angle
between bases are computed as a transportation cost between eigenvalues.
Wasserstein distance is the result of the minimisation of total transportation
cost among eigenvalues for two tensor subspaces.
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where we dene constraints conditionsX
j
c
(1)
ij = 
(1)
i =
NX
i=1

(1)
i ; (4.26)
X
j
c
(2)
ij = 
(2)
i =
NX
i=1

(2)
i ; (4.27)
X
i
c
(1)
ij = 
(1)
j =
NX
j=1

(1)
j ; (4.28)
X
i
c
(2)
ij = 
(2)
j =
NX
j=1

(2)
j : (4.29)
A geodesic distance is a unit cost for transportation of cumulative contribu-
tion ratio for each eigenvector.
Furthermore, we can dene Wasserstein distance among Mth-order ten-
sors. For two Mth-order tensors X1; X2 2 RI1I2IM , using higher-order
singular value decomposition or tensor principal component analysis, we have
decompositions
X1 = Y1 U (1)1 U (2)1     U (M)1 ; (4.30)
X2 = Y2 U (1)2 U (2)2     U (M)2 : (4.31)
As the results of these higher-order singular value decomposition, we have sets
of orthogonal matrices fU (m)1 jU (m)1 = [u(m)(1;1) : : :u(m)(1;Im)]; m = 1; 2; : : : ;Mg
and fU (m)2 jU (m)2 = [u(m)(2;1) : : :u(m)(2;Im)]; m = 1; 2; : : : ;Mg for each mode. In
these decompositions, each base u
(m)
k;l correspond to eigenvalue 
(m)k;l for
k = 1; 2 and l = 1; 2; : : : ; Im. Using these bases of orthogonal matrices, we
dene the Wasserstein distances between two Mth-order tensors by
d(X1;X2) = min
c
(1)
ij
I1X
i;j=1
d
(1)
ij c
(1)
ij +min
c
(2)
ij
I2X
i;j=1
d
(2)
ij c
(2)
ij +   +min
c
(M)
ij
IMX
i;j=1
d
(M)
ij c
(M)
ij ;
(4.32)
where we set constraints conditionsX
j
c
(m)
ij = 
(m)
i =
ImX
i=1

(m)
i (4.33)
X
i
c
(m)
ij = 
(m)
j =
ImX
j=1

(m)
j : (4.34)
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(b) Person ]128
Figure 4.3: Examples of sequences of silhouette images. The gures are
gait images whose pixel values are 0 or 255. The gure illustrate the 1st,
21st, 41st, 61st, 81st silhouette images of sequences from a person walking at
dierent speeds. Each sequence consists of 90 silhouette images of four steps.
For each sequence, we manually selected the start and nish of the sequence
from the original OU-ISIR treadmill dataset. Each sequence is obtained by
resampling of the selected sequence with linear interpolation, where the linear
interpolation is only used for mode 3.
We can use this Wasserstein distance to compute the distance between two
tensor subspaces for Mth-order tensors.
4.8 Experiments
4.8.1 Gait Patterns
To validate the relation between the HOSVD and the 3DDCT, we compute
recognition rates using the OU-ISIR dataset [120]. Figure 4.3 shows examples
of sequences of silhouette images from two dierent categories in the OU-ISIR
dataset. Table 4.2 summarises the sizes of tensors of the two datasets. For the
compression of the silhouette-image sequences, we use the HOSVD and the
3DDCT. For the practical computation of the HOSVD, we use the iterative
method described in Algorithm 1 [112]. If we set the number of iterations to
0 in Algorithm 1, we have the three-dimensional version of the MEV method.
If we set the number of bases to the size of the original tensors in Algorithm
1, we call the method full projection (FP). If we set the number of bases to
less than the size of the original tensors in Algorithm 1, we call the method
full projection truncation (FPT).
Firstly, we observe the properties of the iterative method. Using se-
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Table 4.2: Sizes and number of tensors of the resampled OU-ISIR.]class and
]data/class represent the number of classes and the number of data in each
class, respectively. The tensor size is the size of the dataset before dimension
reduction. The reduced tensor size is the size of the tensor after dimension
reduction. We set d 2 f32; 16; 8g for the size in the dimension reduction.
]class
]data
tensor size
reduced
/class tensor size
OU-ISIR 34 9 128 88 90 d d d
quences of silhouette images from a category, we compute the sum of the
energies of projected tensors after k iterations and the CCR of the eigenval-
ues for the three modes. For the computation of tensor products, we select
dierent orders of selection of the modes. Since there are three modes, we
have 3! = 6 orders. For FPT, we set the numbers of bases for each mode to
64 64 64 and 32 32 32. Figure 4.4 shows the sum of the energies 	k
after every 10 iterations for the FP and FPT with the six dierent orders
of computation of the tensor projection. Figure 4.5 shows the CCRs of the
three modes in the FP for the dierent orders of computation of the tensor
projections. Figure 4.6 summarises the CCRs of the three modes for projec-
tions to the three dierent sizes. Figure 4.7 shows the CCRs of each mode
for FP and FPT.
In Fig. 4.4, the iterations do not signicantly aect the sum of the energies
of the projected tensors. According to both Figs. 4.4 and 4.5, changing the
order of computation of the tensor projections does not give dierent results.
In Fig. 4.6, the CCRs of the three decompositions are almost coincident in
the three modes. Figure 4.7 shows that the eigenvalues obtained by FP and
FPT are not coincident. The decomposition of tensors for the FPT gives
larger eigenvalues with a smaller number of bases than those obtained by
FP.
Next, we compute the CCRs of the eigenvalues obtained by 10 iterations
of Algorithm 1 for compressed tensors. For the compression of the tensors
from 1288890 to 323232, we adopt the FP, the FPT and the 3DDCT.
Figure 4.8 shows the CCRs of each mode for the three types of compressed
tensor. The tensors compressed by the 3DDCT give larger eigenvalues than
those compressed by the FP and the FPT with a smaller number of bases.
The FP and the FPT gives the same CCRs for each mode.
Thirdly, we compute the recognition rate of the sequences of silhouette
images by the TSM. In this validation, we use the original sizes of the tensors
and compressed tensors for comparison. For the compression, we adopt the
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(a) 128 88 90 (b) 64 64 64 (c) 32 32 32
Figure 4.4: Convergence of iteration described in Algorithm 1. (a)-(c) show
the sum of energies 	k in each iteration for the given numbers of bases of
128  88  90, 64  64  64 and 32  32  32, respectively. In the (a)-
(c), horizontal and vertical axes represent the number of iterations and 	k,
respectively. For the computation of the tensor projections using Algorithm
1, we adopt the six orders of selection of the modes, where the legends in the
gures summarises the six orders.
(a) mode 1 (b) mode 2 (c) mode 3
Figure 4.5: Cumulative contribution ratio of eigenvalues obtained by 10 it-
erations using Algorithm 1. (a)-(c) show the cumulative contribution ratios
for the 1-, 2- and 3-modes, respectively. Here, the given number of bases is
1288890 for Algorithm 1. For the computation of the tensor projections
using Algorithm 1, we adopt six orders of the selection of modes, where the
legends in the gures summarises the six orders. The horizontal and verti-
cal axes represent the compression ratio and cumulative contribution ratio,
respectively. For the original size D = 128  88  90 and the reduced size
K = k  k0  k00, the compression ratio is given as D=K.
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HOSVD, the FP, the FPT and the 3DDCT. Using these four methods, we
compress the tensors to the sizes 32  32  32, 16  16  16 and 8  8  8.
The OU-ISIR dataset contains sequences of images of 34 people with nine
dierent walking speeds. We use the sequences with walking speeds of 2, 4, 6,
8 and 10km/h for learning data and the sequences with walking speeds of 3,
5, 7 and 9km/h for test data. The recognition rate is dened as the successful
label estimation ratio for 1000 label estimations. In each estimation of a label
for a query, queries are randomly chosen from the test dataset. For the 1-,
2- and 3-modes, we evaluate the results for multilinear subspaces with sizes
from one to the dimension of the compressed tensors.
Figure 4.9(a)-(c) shows the recognition rates for the four compression
methods with three dierent sizes of the compressed tensors of OU-ISIR
dataset. For the images of size 32  32  32 shown in Fig. 4.9(a), the
recognition rates for all four types of compressed tensor are almost coincident
with those of the original tensors, if the compression ratio is higher than 103.
If the compression ratio is less than 103, the recognition ratio of the FPT is
higher than those of the HOSVD, the FP and the 3DDCT. The recognition
ratio of the 3DDCT is lower than those of other methods since the silhouette
images are binary images. For the images of sizes 16 16 16 and 8 8 8
shown in Figs. 4.9(b) and (c), although the recognition rates for the four
types of compressed tensor are almost the same, the recognition rates are
smaller than those for the original tensors. This recognition property depends
on the size of the images, and the images used for the comparison are too
small to evaluate our methods of the recognition of sequences of silhouette
images. In Figs.4.9(a)-(c), the HOSVD and the FP give the same recognition
rate. These results imply that the decomposition for the FP is independent
of the number of iterations.
Figure 4.9(d)-(f) shows the recognition rates for the four compression
methods with three dierent sizes of the compressed tensors. For the voxel
images of sizes 32  32  32 and 16  16  16 shown in Figs. 4.9(d) and
(e), the recognition rates for all four types of compressed tensor are almost
coincident with those of the original tensors. For the voxel images of sizes
8  8  8 shown in Fig. 4.9(f), the recognition rates for all four types of
compressed tensor are almost coincident with those of the original tensors, if
the compression ratio is higher than 104. Compared to the recognition rates
of the sequences of silhouette images, the 3DDCT gives better approximation
for ones of the volume data of livers since livers are essentially volumetric
objects, which consists of textures of liver tissues.
Finally, using Intel Xeon X5570 Quad core 2.93GHz, we compare the
computational times of the four reduction methods for OU-ISIR. In the com-
parison, for TPCA, we set 3 iterations for Algorithm 1. For computation of
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(a) 128 88 90 (b) 64 64 64 (c) 32 32 32
Figure 4.6: Cumulative contribution ratio of three modes. (a)-(c) show the
cumulative contribution ratios of the three modes for the input sizes 128 
88  90, 64  64  64 and 34  34  34 in Algorithm 1, respectively. The
horizontal and vertical axes represent the compression ratio and cumulative
contribution ratio, respectively. For the original size D = 128 88 90 and
the reduced size K = k  k0  k00, the compression ratio is given as D=K.
(a) mode 1 (b) mode 2 (c) mode 3
Figure 4.7: Comparison of cumulative contribution ratio between full pro-
jection and full projection truncation. (a)-(c) show a comparison of the
cumulative contribution ratio in the three modes. The horizontal and verti-
cal axes represent the compression ratio and cumulative contribution ratio,
respectively. For the original size D = 128  88  90 and the reduced size
K = k  k0  k00, the compression ratio is given as D=K.
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(a) mode 1 (b) mode 2 (c) mode 3
Figure 4.8: Comparison of cumulative contribution ratio for three types of
compressed tensor. For the compression of tensors, we use Algorithm 1 and
the 3DDCT. In Algorithm 1, we respectively adopt sizes of 128  88  90
and 32  32  32 for the computation by FP and FPT. For the three types
of compressed tensor of 32 32 32, we apply 10 iterations of Algorithm 1.
In (a)-(c), the horizontal and vertical axes represent the compression ratio
and cumulative contribution ratio, respectively. For the rst reduced size
K1 = 32  32  32 and the second reduced size K2 = k  k0  k00, the
compression ratio is given as K1=K2.
3DDCT, we construct three DCT-II matrices. Therefore, we do not use FFT.
Note that the computational times of TTP in the four methods are the same.
Therefore, we show only the mean of the computational time. Figure. 4.10
shows the comparison of computational times for two datasets. The results
show that the 3DDCT gives the fastest construction of projection matrices
in the four methods.
For voxel images, the 3DDCT gives an acceptable approximation of the
HOSVD, the FP and the FPT in the context of pattern recognition. Even
for sequences of binary silhouette images, the 3DDCT gives an acceptable
approximation of the HOSVD, the FP and the FPT in the context of pattern
recognition. Moreover, from Figs. 4.7 and 4.8, and Figs.4.9(a)-(c), changes in
the energies of the projected tensors and the CCRs of the eigenvalues in the
decomposition of tensors in these methods are not important in the context
of pattern recognition.
4.8.2 Volumetric Pattern
We present two examples for extraction of outline shapes of volume data, and
abilities of our method for classication of volumetric data. For experiments,
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(a) 32 32 32 (b) 16 16 16 (c) 8 8 8
Figure 4.9: Recognition rates of gait patterns and liver data for original and
compressed tensors. We adopt the reduces sizes of 32 32 32, 16 16 16
and 8  8  8. (a)-(c) show the recognition rates for three reduced sizes of
OU-ISIR. For compression, we use the HOSVD, FP, FPT and 3DDCT. In
(a)-(c), the horizontal and vertical axes represent the compression ratio and
recognition ratio [%], respectively. In (a)-(c) for the original reduced sizes
D = 128  88  90, the compression ratio is given as D=K for reduced size
k.
(a) (b) (c)
Figure 4.10: Computational time of dimension reduction for tensors of the
order three. (a) and (b) show the computational time of construction of pro-
jection matrices for 306 sequences of silhouette images and 35 voxel images
of livers, respectively . (c) shows the mean computational time of projecting
images to low-dimensional tensor space for OU-ISIR and CA datasets. In (a)
and (b), we compare the HOSVD, FP, FPT and 3DDCT. In (a)-(c), the ver-
tical and horizontal axes represent the computational time and compression
ratio, respectively.
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Table 4.3: Sizes and number of volumetric data of livers. ]data represents
the number of livers obtained from dierent patients. The data size is the
original size of the volumetric data. The reduced data size is the size of the
volume data after tensor-based reduction.
]data
data size reduced data size
[voxel] [voxel]
Volumetric liver data 32 89 97 76 32 32 32
we use the voxel images of human livers obtained as CT images. This image
set contains 25 male-livers and seven female-livers. Note that these voxel
images are aligned to their centre of gravity. In the experiments, we project
these voxel images to small size tensors. For the projections, we adopt TPCA
and the 3D-DCT. In the iterative method of TPCA, setting the number of
bases to the size of the original tensors in Algorithm 1, we call the method
full projection (FP). If we set the number of bases to smaller than the size
of the original tensors in Algorithm 1, we call the method full projection
truncation (FPT). Table 1 summarises the sizes and numbers of original and
dimension-reduced voxel images.
Firstly, we show the approximation of a voxel image of a liver by three
methods. The FP, FPT and 3D-DCT reduce the size of the data from 89
9776 voxels to 323232 voxels. Figure 4.11 illustrates volume rendering of
original data and reconstructed data by these compressed tensors. Compared
to Figs. 4.11 (a) and 4.11 (e), in Figs. 4.11 (b)-(c) and (f)-(h), the FP, FPT
and 3D-DCT preserve outline shapes of liver. In Figs. 4.11, the reconstructed
data by the 3D-DCT gives a closer outline shape and more similar interior
texture to those of the original than the FP and FPT. In Figs. 4.11, these
results show that projections to small-size tensors extract outline shapes.
For the analysis of projected data by the FP, FPT and 3D-DCT, we
decompose these projected tensors by Algorithm 1. Here, we set the size of
bases in Algorithm 1 to 323232 and use 35 projected tensors of livers for
each reduction methods. In decompositions, we reordered eigenvalues 
(j)
i ,
j = 1; 2; 3, i = 1; 2; : : : ; 32 of the three modes to i, i = 1; 2; : : : ; 96 in the
descending order. Figure 4.12 shows the cumulative contribution ratios of
reordered eigenvalues for the projected tensors obtained by the FP, FPT and
3D-DCT. Figure 4.13 illustrates reconstructed data obtained by using the 20
major principal components.
In Fig. 4.12, proles of curves for three methods are almost coincident
while the CCR of the 3D-DCT is a little bit higher than the others. In three
methods, the CCRs become higher than 0.8 if we select more than 19 major
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(a) Original (b) FP
(c) FPT (d) 3D-DCT
(e) Original (f) FP (g) FPT (h) 3D-DCT
Figure 4.11: Original and reconstructed volumetric data of liver data. (a)
shows the rendering of original data. (b)-(d) show the rendering of recon-
structed data after the FP, FPT and 3DDCT, respectively. (e)-(f) illustrate
axial slice images of these volumetric data in (a)-(d), respectively. The sizes
of reduced tensors are shown in Table. 1.
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Figure 4.12: Cumulative contribution ratios for three compressed tensors.
For compression, we adopt FP, FPT and 3D-DCT. For the computation of
the cumulative contribution ratio of eigenvalues obtained by the FP, we used
all eigenvalues of modes 1, 2 and 3 after sorting them into descending order.
principal components. In Fig. 4.13, shapes and interior texture for three
methods are almost the same. In Figs. 4.13(d)-(f), the interior texture of a
liver is not preserved and the outer shape is burred. In these results for three
methods, major principal components represent outline shapes.
Secondly, we show results of the classication of voxel images of livers by
the TSM. For the classication, we use 25 male-livers and seven female-livers
since the sizes and shapes of livers between male and female are statistically
dierent. Figures 4.14(a) and 4.14(b) illustrates the examples of livers of
male and female, respectively. We use the voxel images of livers of 13 males
and 4 females as training data. The residual voxel images are used as test
data. In the recognition, we estimate the gender of livers. The recognition
rate is dened as the successful estimation ratio for 1000 gender estimations.
In each estimation of a gender for a query, queries are randomly chosen from
the test dataset. For the 1-, 2- and 3-modes, we evaluate the results for
multilinear subspaces with sizes from one to the dimension of the rejected
tensors. Figure 4.15 shows the results of the classication. The TSM give 90
% recognition rate at the best with tensor subspace spanned by every two
major principal axis of the three modes.
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(a) FP (b) FPT (c) 3D-DCT
(d) FP (e) FPT (f) 3D-DCT
Figure 4.13: Reconstruction by using only major principal components of the
decomposition by the FP. Top and bottom rows illustrate volume rendering
and axial slice of reconstructed data, respectively. For reconstruction, we use
the 20 major principal components. Left, middle and right columns illustrate
the results for the tensors projected by the FP, FPT and 3D-DCT.
(a) Male (b) Female
Figure 4.14: (a) and (b) illustrate the examples of livers of male and female,
respectively.
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Figure 4.15: Recognition rates of liver data for original and compressed ten-
sors. For compression, we use the HOSVD, FP, FPT and 3D-DCT. The
horizontal and vertical axes represent the compression ratio and recognition
ratio [%], respectively. For the original size D = 899776 and the reduced
size K = k k0 k00, the compression ratio is given as D=K for reduced size
k.
4.8.3 Spatio-Temporal Pattern
We comparatively evaluate performance of tensor subspace method and mu-
tual tensor subspace method in classication of volumetric data. For this
evaluation, we adopt the following steps.
1. Extract the volumetric data of the left ventricles from cardiac MRI
dataset.
2. Reduce the dimension of the extracted data by using four methods.
3. Divide the dimension-reduced data to taring and test data.
4. Construct tensor subspace of each categories by applying the the TPCA
to the training data.
5. Classify a query (or query subspace) of a category in test data by using
tensor-based classiers.
We extract sequences of volumetric data of left ventricle from cardiac
MRI dataset [10], since we need to validate classication of normal organs
before abnormality detection. For the extraction, we use the landmarks of
endocardium of left ventricle. These landmarks are manually given and pro-
vided as the part of the dataset. Table 4.4 summarises the number and the
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Table 4.4: Sizes and number of volumetric data of left ventricles. ]category
represents the number of individuals. ]data/category represents the number
of frames in one sequence of left ventricles. The data size is the original size
of the volumetric data. The reduced data size is the size of the volumetric
data after reduction. We set d 2 f8; 16; 32g.
]category
]data data size reduced data
/category [voxel] size [voxel]
Volumetric data 17 20 81 81 63 d d d
size of the extracted volumetric data at all phases. Figure 4.16 illustrates
the extracted sequences of volumetric data for 17 patients. Since a beating
heart deforms its volumetric shape, we obtain third-order tensors represent-
ing shape of heart with geometrical perturbation from a sequence.
For the dimension reduction of volumetric data, we use the TPCA and
3D-DCT. For the practical computation of the TPCA, we use the HOSVD
and MPCA. In the MPCA, if we set the number of bases to the size of the
original tensors in Algorithm 1, we call the method full projection (FP). If
we set the number of bases to fewer than the size of the original tensors in
Algorithm 1, we call the method the full-projection truncation (FPT). For the
dimension reduction by the HOSVD, FP and FPT, we apply these methods
to all the extracted volumetric data in all categories. For the evaluation the
robustness and stabilizes of methods with respect to the sizes of the data,
we set the sizes of the dimension-reduced data to 8 8 8, 16 16 16 and
32 32 32.
Figure 4.17 illustrates the comparison between original and dimension-
reduced data by the three-methods. In Fig. 4.17(a)-(d), volume rendering
of the original and reconstructed volume data are presented. For the data
reduced by the FP and FPT, the shapes of volumetric data reconstructed
from the compressed data are almost the same in their appearances. The
reconstructed data from the data reduced by the 3DDCT is the closest shape
to the shape of original volumetric data. In Figs 4.17(e)-(h), the dierences
of appearances between the sagittal slices of reconstructed data and original
shape are compared. Compared to the original data shown in Fig 4.17(a),
the 3D-DCT gives blurred inner texture as shown in Fig 4.17(h). As shown
in Figs 4.17(f) and (g), the dimension reduction by the FP and FPT extract
outline shapes of ventricle without inner texture. Figure 4.18 illustrates
reconstructed data from principal components of dimension-reduced volume
data. This result show that the principal components of the dimension-
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Figure 4.16: Illustration of extracted cardiac MRI dataset. These sequences
of volumetric data are extracted from cardiac MRI dataset with landmarks
of endocardium of left ventricles [10]. As shown in Table 1, we have 17 se-
quences of volumetric data of left ventricle for 17 patients. Each sequence of
volumetric data represents one cardiac beat by 20 frames. Every sequence
starts with maximally expanded state. Red and white parts of volume ren-
dering of the data represent muscle and inner space of left ventricles. We set
the center of the rst sagittal slice of each volume data to the center of the
slice.
reduced volume data are almost the same.
In the dimension-reduced data, each sequences consist from 20 frames.
We use odd and even frames in dimension reduced data as training and test
data, respectively. Applying the FP to training data of each category, we con-
struct tensor subspace of 17 categories for the TSM and MTSM. The TSM
and MTSM are robust classication methods against geometrical perturba-
tions. Therefore, we use only odd frame for construction of tensor subspaces
of categories to evaluate these robustness. If the TSM and MTSM classify a
category of even frame, we conclude that these classiers are robust to the
small geometrical change between frames.
The recognition rate is dened as the successful classication ration of
individuals in 1000 classications. We use the TSM and MTSM as classi-
ers. In the selection of a query for the TSM, we randomly select one of 17
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(a) Original (b) FP (c) FPT (d) 3D-DCT
(e) Original (f) FP (g) FPT (h) 3D-DCT
Figure 4.17: Shape and inner texture of reconstructed volume data of left
ventricle from compressed data. Upper and lower rows show volume render-
ing and sagittal slice of the volumetric data, respectively. In (a)-(d), red and
white parts depict the muscle of heart and inner of heart, respectively, for
original and approximation by the FP, the FPT and the 3D-DCT. In these
approximation, the data are reduced to the size 16 16 16.
individuals and randomly select one of test data of the individual. From a
collection of input data of the heart sequence of a patient, we constructed
the subspace of queries for the MTSM. After randomly select an individual,
from one to three queries are randomly selected from test data of the selected
individual. Applying the FP to the selected queries, we construct a query
tensor subspace for the MTSM. Figures 4.19 and 4.20 show recognition rate
for left ventricles by the TSM and the MTSM, respectively.
In Fig 4.19, the proles of recognition curves for the HOSVD, FP, FPT
and 3D-DCT are almost the same in the higher compression ratio than 103.
Table 4.5: Reconstruction error of volumetric data. The reconstruction er-
ror is given by distance between tensors of the original and reconstructed
volumetric data.
FP FPT 3D-DCT
Reconstruction Error 25:9 103 25:9 103 8:14 103
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(a) FP (b) FPT (c) 3D-DCT
(d) FP (e) FPT (f) 3D-DCT
Figure 4.18: Extracted principal components of dimension-reduced volume
data. For the data dimension reduced by the FP, FPT and 3D-DCT, we apply
the FP. Using the extracted principal component, we reconstruct volumetric
data. For the extraction, we select the 20 principal eigenvectors of ones of
three modes.
Furthermore, for the higher compression ratio than 103, the dimension re-
duced data by four methods derive almost same recognition rates. These
recognition rates are the same recognition rate of the tensors of original
size. Moreover, the TSM with major ve eigenvenctors in each modes pro-
cesses accurate recognition. Figure 4.20 (a)-(c) show that the MTSM for the
query subspace spanned by one query. The results show that the recognition
properties are almost the same for data with 8  8  8, 16  16  16 and
323232. The results in Figs 4.20 (d)-(i) show that the MSM achive more
robust recognition against small geometrical perturbations by using a query
subspace than the TSM, since a query subspace spanned by a few queries
with geometrical perturbations.
These numerical examples show that the 3DDCT accurately approxi-
mates performance of the TPCA. Furthermore, recognition of three-way data
by the TSM and MTSM is accurate and robust for volumetric data contain
geometrical perturbations as temporal deformation. Moreover, the mutual
tensor subspace method achive more robust recognition than the tensor sub-
space method, since the mutual tensor subspace method based on both cat-
egory tensor subspace and query tensor subspace.
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(a) 32 32 32 (b) 16 16 16 (c) 8 8 8
Figure 4.19: Recognition rates of the left ventricles for original and com-
pressed tensors. We use tensor subspace method as classier. The data are
reduced to 32 32 32, 16 16 16 and 8 8 8. The HOSVD, FP, FPT
and 3D-DCT are used for the reduction. Vertical and horizontal axes rep-
resent recognition rate and compression ratio, respectively. For the original
size D = 81  81  63 and reduced size K = k  k0  k0, the compression
ratio is given by D=K.
4.8.4 Geometry of Multilinear Subspace
Gait Sequence
Using the Wasserstein distance for tensor subspaces, we analyse changes of
multilinear structure of gait patterns. For this analysis, we use silhouette
images in OU-ISIR treadmill A dataset shown in Fig. 4.21. The OU-ISIR
dataset includes several sequences of dierent walking person in dierent
walking speeds. We pick up a sequence of a person of 4 steps in waking
speed of 2km/h for computation. This sequence consists of 90 frames of
128 88 pixels.
We rst compute the Wasserstein distance between the rst and ith
frames using eigenvectors of mode-1 and -2 obtained by the singular value de-
composition and compare the Wasserstein distance with Euclidean distance.
Figure 4.22 shows the Wasserstein distances compared with Euclidean dis-
tance between the rst and ith frames. Wasserstein distance more clearly
quanties the dierence between images than Euclidean distance, while the
shape of curves of Wasserstein and Euclidean distances are similar. Com-
pared with Wasserstein distances for mode-1, Wasserstein distances for mode-
2 more clearly represent dierence between images, since the shape of the dis-
tance for mode-2 is similar to the shape of the Wasserstein distance between
images.
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(a) 32 32 32 (b) 16 16 16 (c) 8 8 8
(d) 32 32 32 (e) 16 16 16 (f) 8 8 8
(g) 32 32 32 (h) 16 16 16 (i) 8 8 8
Figure 4.20: Recognition rates of left ventricles for compressed tensors. We
adopt the reduces sizes of 32  32  32, 16  16  16 and 8  8  8. For
compression, we use the HOSVD, FP, FPT and 3D-DCT. In the mutual
tensor subspace method, input is a query subspace. The query subspace is
spanned by a few queries. To construct a query subspace, we use one, two
and three queries. Top, middle and bottom row show recognition rates for
the case of one, two and three queries, respectively. Vertical and horizontal
axes represent recognition rate and compression ratio, respectively. For the
original sizeD = 818163 and reduces sizeK = kk0k0, the compression
ratio is given by D=K.
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2 km/h
6 km/h
10 km/h
Figure 4.21: Silhouette images of a walking person in OU-ISIR dataset. The
top, middle and bottom row represent sequence of four steps in dierent
speeds for a man.
We second analyse what major principal components express. Figure 4.23
illustrates contribution ratios and cumulative contribution ratios of eigenval-
ues for the rst frame. In Fig. 4.23, about 70 % of cumulative contribution
ratio concentrates on major six eigenvalues. Using major principal compo-
nents to coincident to these six eigenvalues, that is, from the rst to six
eigenvectors for mode-1 and -2, we reconstruct the rst frame as shown in
Figs. 4.24 (a)-(c). Using minor principal components, that is, the principal
components but major principal components, we reconstruct the rst frame
as shown in Figs. 4.24 (d)-(f). In Fig. 4.24 (a), reconstructed image rep-
resents mean of distributions of an unfolded tensor for each mode. Figures
4.24 (b), (d) and (e) show that additional second and third eigenvectors for
both modes represent change along vertical and horizontal direction. Fur-
thermore, Figs 4.24 (c), (e) and (f) show that additional forth, fth and sixth
eigenvectors for both modes represent second-order derivative directions.
Third, we examine relation among eigenvectors of two images. We use
successive two frames in a sequence shown in Fig. 4.25. By using singular
value decomposition, we compute eigenvectors of mode-1 and -2 for the two
frames. For these eigenvectors, we compute inner products among them.
Figure 4.26 summarises the inner products. In Figs. 4.26 (a) and (b), from
the rst to fth eigenvectors, the eigenvectors of the same order for two
frames are almost coincident. Furthermore, we compute the dierence be-
tween reconstructed images. Figure 4.27 shows the dierences between the
images reconstructed from selected eigenvectors. Compared to the Fig. 4.27,
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Figure 4.22: Wasserstein distances and Euclidean distance between rst and
ith frames for i = 1; 2; : : : ; 90. Plotted Euclidean distance is the relative
distance for the L2-norm of the rst frame. This relative distance is dened
by kX1  XikF=kX1kF, where X1 and Xi are the rst and ith frames, and
k  kF is Frobenius norm.
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(a) (b) (c)
Figure 4.23: Example of decomposition of an image. (a) The rst frame
of walking person in 2km/h of OU-ISIR treadmill dataset. (b) contribution
ratio of eigenvalues obtained by singular value decomposition. (c) cumulative
contribution ratio of eigenvalues obtained by singular value decomposition
in Figs. 4.27, the dierences between frames reconstructed from one, three
and six major eigenvectors are not correct. On the other hand, the dierence
between frames reconstructed from minor eigenvectors are close to the dif-
ference between original successive frames. These results imply that analysis
of minor components is important for analysis of time sequence data.
Forth, we compute Wasserstein distance between the rst and ith frames
by using major and minor eigenvectors. Figure 4.28 summarises the results
of the computation of the Wasserstein distance. Figure 4.29 summarise the
results of the computation of the Wasserstein distance for each mode. In
Fig. 4.28, the dierence between two frames are mainly depends on the sec-
ond, third, forth, fth and sixth eigenvectors. These eigenvectors represents
change of successive frames. Using these eigenvectors, we can reconstruct the
part around boundary of a silhouette image as shown in Fig 4.24. Further-
more, in Fig. 4.29, the Wasserstein distance for mode-2 is larger than the
one for mode-1. This result imply that the change between the successive
frames are represent by eigenvectors for mode-2.
Fifth, we compute the Wasserstein distance between subspaces of dier-
ent categories. Using tensor principal component analysis for second-order
tensors, we compute tensor subspaces of walking sequences for dierent per-
sons. Using these tensor subspaces, we compute the Wasserstein distances
between subspaces of the rst and kth categories. Figure 4.30 summarises
these Wasserstein distances for all modes and each mode. In many the dis-
tances for the categories, the distance for mode-1 is larger than the one for
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(a) one major eigenvector (b) three major eigenvec-
tors
(c) six major eigenvec-
tors
(d) 30 minor eigenvectors (e) 28 minor eigenvectors (f) 25 minor eigenvectors
Figure 4.24: Reconstruction of the rst frame. In (a), (b) and (c), the rst
frame reconstructed by using one, three, six major eigenvectors for mode-1
and -2. In (d), (e) and (f),the rst frame reconstructed by using 30, 28 and
25 minor eigenvectors for mode-1 and -2.
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(a) (b) (c)
Figure 4.25: Successive two frames in a sequence. (a) Pre frame. (b) Post
frame. (c) The dierence of two frames. For visualisation, each pixel of the
dierence is displayed in its absolute value.
(a) mode 1 (b) mode 2
Figure 4.26: Absolute value of inner products for eigenvectors between 1st
and 2nd frames. (a) and (b) show the inner products for eigenvectors of mode
1 and 2, respectively. In (a) and (b), from top to bottom, rows represent the
eigenvectors of the second frame in descending order of eigenvalues. In (a)
and (b), from left to right, columns represent the eigenvectors of the rst
frame in descending order of eigenvalues.
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(a) one major eigenvector (b) three major eigenvec-
tors
(c) six major eigenvec-
tors
(d) 30 minor eigenvectors (e) 28 minor eigenvectors (f) 25 minor eigenvectors
Figure 4.27: Dierence between reconstructed images.
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(a) Major principal components (b) Minor principal components
Figure 4.28: Wasserstein distances between rst and ith frames for major
and minor principal components.
the other modes.
Sixth, we reconstruct a sequence of a person displayed in Fig. 4.23 from
major principal components of the third-order principal component analysis.
Figures 4.31 (a), (b) and (c) show the rst frames of the sequence recon-
structed by using one, three and six major principal components of each
mode. In the third-order tensor, changes among the frames in a sequence are
expressed by bases for mode-3 while changes among the frames are expressed
by bases for mode-1 and -2 in the second-order principal component analysis
the. Compared with the reconstructed frame in Fig. 4.24, the frames of the
reconstructed sequences are blurred.
Seventh, we compute the Wasserstein distances among the subspace of
categories by using major and minor principal components, respectively. Fig-
ures 4.32 (a), (c) and (e) show the distances computed by using 1, 3 and 6
major eigenvectors for each mode, respectively. Figures 4.32 (b), (d) and (f)
show the distances computed by using minor eigenvectors except 1, 3 and 6
major eigenvectors for each mode, respectively. In Fig. 4.32, the distances
for mode-3 for all combinations of two subspaces are almost the same. This
result implies that the dierences among categories in mode-3 are expressed
by only major 6 eigenvectors of mode 3. Furthermore, in the Fig. 4.32 (f)
the variance of distances of mode-1 and -2 are smaller than the ones in Figs.
4.32 (a), (b), (c), (d) and (e). This results imply that the dierences among
categories in mode-1 and -2 also expressed by only major 6 eigenvectors of
mode-1 and -2.
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Cardiac Sequences
As the second example, using the Wasserstein distance for tensor subspace,
we analyse the changes of multilinear structure of beating human heart. For
the analysis, we use sequences of slice images of left ventricle in cardiac
MRI dataset. The cardiac MRI dataset includes 17 sequences of volumetric
images of human body captured by MRI. The dataset also landmarks to
specify the area of a left ventricle for each frame of sequences. Using the
landmarks, we extract sequences of volumetric data of 81  81  63 voxels.
From these sequences, we extract eighth slices of each volumetric data and
obtain sequences of slices. We use these extract sequences of 20 slices of
81  81 pixels. These sequences express each one cycle of beating of left
ventricles. Figure 4.33 shows an example of extracted sequence of eight
slices. In Fig. 4.33, heart shrinks and expands from (a) to (t).
We rst compute the Wasserstein distance between the rst and ith
frames of a sequence using eigenvectors of mode-1 and -2 obtained by the
singular value decomposition and compare it with Euclidean distance. Figure
4.34 shows the Wasserstein distances compared with Euclidean distance be-
tween the rst and ith frames. Wasserstein distance more clearly quanties
the dierence between images than Euclidean distance, while the shape of
curves of Wasserstein and Euclidean distances are similar. Compared with
Wasserstein distances for mode-1, Wasserstein distances for mode-2 more
clearly represent dierence between images, since the shape of the distance
for mode-2 is similar to the shape of the Wasserstein distance between images.
We second analyse what major principal components express. Figure 4.35
illustrates contribution ratios and cumulative contribution ratios of eigenval-
ues for the rst frame. In Fig. 4.35, about 66 % of cumulative contribution
ratio concentrates on major six eigenvalues. Using major principal compo-
nents to coincident to these six eigenvalues, that is, from the rst to six
eigenvectors for mode-1 and -2, we reconstruct the rst frame as shown in
Figs. 4.36 (a)-(c). Using minor principal components, that is, the principal
components but major principal components, we reconstruct the rst frame
as shown in Figs. 4.36 (d)-(f). In Fig. 4.36 (a), reconstructed image rep-
resents mean of distributions of an unfolded tensor for each mode. Figures
4.36 (b), (d) and (e) show that additional second and third eigenvectors for
both modes represent change along vertical and horizontal direction. Fur-
thermore, Figs 4.36 (c), (e) and (f) show that additional forth, fth and sixth
eigenvectors for both modes represent second-order derivative directions.
CHAPTER 4. RECOGNITION OF MULTILINEAR FORMS 162
(a) mode 1 (b) mode 2
(c) mode 1 (d) mode 2
Figure 4.29: Wasserstein distances for mode-1 and -2. Top and bottom rows
summarise the Wasserstein distances by using major and minor principal
components, respectively.
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Figure 4.30: Wasserstein distances between substances of the rst and kth
categories. For the computation of the distances, we use 64, 57 and 20
eigenvectors of a category's tensor subspace for 1, 2 and 3 modes, respectively.
(a) (b) (c)
Figure 4.31: A rst frame from the sequence reconstructed from principal
components obtained by third-order principal component analysis. (a) re-
constructed frame from one major principal component of each mode. (b)
reconstructed frame from four major principal components of each mode. (c)
reconstructed frame from ten major principal components of each mode.
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(a) 1 major (b) minors without 1 major (c) 4 majors
(d) minors without 4 ma-
jors
(e) 10 majors (f) minors without 10 ma-
jors
Figure 4.32: Wasserstein distances for sets of major and minor eigenvectors.
(a), (c) and (e) show the Wasserstein distances between sets of major eigen-
vectors. (b), (d) and (f) show the Wasserstein distances between sets of
minor eigenvectors.
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(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n) (o) (p)
(q) (r) (s) (t)
Figure 4.33: Sequence of beating heart. (a)-(t) show a sequence of a beating
heart.
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Figure 4.34: Wasserstein distances and Euclidean distance between rst and
ith frames for i = 1; 2; : : : ; 20. Plotted Euclidean distance is the relative
distance for the L2-norm of the rst frame. T This relative distance is dened
by kX1  XikF=kX1kF, where X1 and Xi are the rst and ith frames, and
k  kF is Frobenius norm.
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(a)
(b) (c)
Figure 4.35: Example of an decomposition of an image. (a) rst frame.
(b) contribution ratio of eigenvalues. (c) cumulative contribution ratio of
eigenvalues.
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Third, we examine relation among eigenvectors of two images. We use
successive two frames in a sequence shown in Fig. 4.37. By using singular
value decomposition, we compute eigenvectors of mode-1 and -2 for the two
frames. For these eigenvectors, we compute inner products among them.
Figure 4.38 summarises the inner products. In Figs. 4.38 (a) and (b), from
the rst to third eigenvectors, the eigenvectors of the same order for two
frames are almost coincident. Furthermore, we compute the dierence be-
tween reconstructed images. Figure 4.39 shows the dierences between the
images reconstructed from selected eigenvectors. Compared to the Fig. 4.39,
in Figs. 4.39, the dierences between frames reconstructed from one, three
and six major eigenvectors are not correct. On the other hand, the dierence
between frames reconstructed from minor eigenvectors are close to the dif-
ference between original successive frames. These results imply that analysis
of minor components is important for analysis of time sequence data.
Forth, we compute Wasserstein distance between the rst and ith frames
by using major and minor eigenvectors. Figure 4.40 summarises the results
of the computation of the Wasserstein distance. Figure 4.41 summarise the
results of the computation of the Wasserstein distance for each mode. In
Fig. 4.41, the dierence between two frames are mainly depends on the sec-
ond, third, forth, fth and sixth eigenvectors. These eigenvectors represents
change of successive frames. Using these eigenvectors, we can reconstruct the
part around boundary of a slice image as shown in Fig 4.36. Furthermore,
in Fig. 4.41, the Wasserstein distance for mode-2 is larger than the one for
mode-1. This result imply that the change between the successive frames are
represent by eigenvectors for mode-2.
Fifth, we compute the Wasserstein distance between subspaces of dier-
ent categories. Using tensor principal component analysis for second-order
tensors, we compute tensor subspaces of sequences of beating heart for dif-
ferent persons. Using these tensor subspaces, we compute the Wasserstein
distances between subspaces of the rst and kth categories. Figure 4.42 sum-
marises these Wasserstein distances for all modes and each mode. Figures
4.42 (b) and (c) show that the dierences among subspaces are expressed
by principal components from the rst to the sixth, since the dierences of
distances among subspaces are small if we use 47 minor eigenvectors. Figure
4.43 shows the Wasserstein distance for major and minor principal compo-
nents. In many the distances for the categories in Figs. 4.42 (a) and Figs 4.43
(a)-(b), the distance for mode-2 is larger than the one for the other modes.
Sixth, we compute Wasserstein distance between subspaces of dierent
categories by using the eigenvectors obtained from third-order principal com-
ponent analysis. Figure 4.44 shows the distance between the rst and kth
subspaces. In Fig. 4.44, the distances for mode-2 mainly express the dier-
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(a) one major eigenvector (b) three major eigenvectors (c) six major eigenvectors
(d) 30 minor eigenvectors (e) 28 minor eigenvectors (f) 25 minor eigenvectors
Figure 4.36: Reconstruction of the rst frame. In (a), (b) and (c), the rst
frame is reconstructed by using one, three, six major eigenvectors for mode-1
and -2. In (d), (e) and (f), the rst frame is reconstructed by using 52, 50
and 47 minor eigenvectors for mode-1 and -2.
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(a) (b) (c)
Figure 4.37: Successive two frames in a sequence. (a) Pre frame. (b) Post
frame. (c) The dierence of two frames. For visualisation, each pixel of the
dierence is displayed in its absolute value.
ence between subspaces.
Seventh, we reconstruct sequences of a beating heart by using only one,
three and six principal components for mode-1, -2 and -3. Figure 4.45
shows the rst frames of reconstructed sequences by using one, three and
six principal components, respectively. Compared with the reconstruction
from principal components obtained by second-order principal component
analysis shown in Fig. 4.36, the slices of reconstructed sequences are blurred
since the third-order principal component analysis seek bases for all frames
in a sequence while singular value decomposition seek only bases for a frame.
Figure 4.46 summarises the reconstructed sequences by using volume ren-
dering of the sequences. In Fig. 4.46 (a), one major principal component
express mean for each modes. In Fig. 4.46 (b), additional three major prin-
cipal component express changes for direction of width, height and times. In
Fig. 4.46 (c), additional 6 principal components express the changes along
the directions of second-order derivatives.
Eighth, we compute the Wasserstein distances for major and minor prin-
cipal components. Figure 4.47 summarises the the distances for only major
principal components and for only minor principal components. In Fig. 4.47
(f), the variance of distances are smaller compared with the one in Figs. 4.47
(a), (c) and (d). These results imply that the dierence among subspaces
depend on the principal components from the rst to tenth in each mode.
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(a) mode 1
(b) mode 2
Figure 4.38: Absolute value of inner products for eigenvectors between 1st
and 2nd frames. (a) and (b) show the inner products for eigenvectors of mode
1 and 2, respectively. In (a) and (b), from top to bottom, rows represent the
eigenvectors of the second frame in descending order of eigenvalues. In (a)
and (b), from left to right, columns represent the eigenvectors of the rst
frame in descending order of 53 eigenvalues.
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(a) one major eigenvector (b) three major eigenvectors (c) six major eigenvectors
(d) 30 minor eigenvectors (e) 28 minor eigenvectors (f) 25 minor eigenvectors
Figure 4.39: Dierence between reconstructed images.
(a) Major principal components (b) Minor principal components
Figure 4.40: Wasserstein distances between rst and ith frames for major
and minor principal components.
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(a) mode 1 (b) mode 2
(c) mode 1 (d) mode 2
Figure 4.41: Wasserstein distances for mode-1 and -2. Top and bottom rows
summarise the Wasserstein distances computed by using major and minor
principal components, respectively.
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(a) WD
(b) WD of majors (c) WD of minors
Figure 4.42: Wasserstein distances between rst and ith frames for major
and minor principal components.
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(a) mode 1 (b) mode 2
(c) mode 1 (d) mode 2
Figure 4.43: Wasserstein distances for major and minor eigenvectors. (a), (c)
and (e) show the Wasserstein distances between sets of major eigenvectors.
(b), (d) and (f) show the the Wasserstein distances between sets of minor
eigenvectors.
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Figure 4.44: Wasserstein distances between rst and ith frames computed
by using 3rd-order-tensor representation.
(a) (b) (c)
Figure 4.45: The rst frames from the sequences reconstructed from principal
component obtained by third-order principal component analysis. (a), (b)
and (c) are the rst frames of the sequence reconstructed by one, four and
ten major principal components, respectively.
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(a) (b)
(c) (d)
Figure 4.46: Volume rendering of reconstructed and original sequences. In
(a)-(d), faces at left down part of images, on which white part exist, are
the rst frame of sequences. That is, these part in (a), (b), (c), and (d)
coincident to the images shown in Figs. 4.36 (a), (b) and (c), and Fig. 4.35
(a), respectively. From the left down part to right up part, slices of a sequence
are placed in times series. For these display, the voxel size for the direction
of times series are multiplied by four since the data array is 81  81  20
voxels. For these rendering, voxel size for time axis are multiplied by 4.
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(a) 1 major (b) minors except 1 major
(c) 4 majors (d) minors except 3 majors
(e) 10 majors (f) minors except 10 majors
Figure 4.47: Wasserstein distances for mode-1 and -2. Top and bottom rows
summarise the Wasserstein distances by using major and minor principal
components, respectively.
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Discussions
From the all numerical experiments, we have the following results of analysis.
 Wasserstein distance gives the similar distribution of distance to one of
given by Euclidean distance but emphasis dierence if we use all the
principal component for the computation.
 Wasserstein distance measures the dierence of subspaces in addition
to dierence of images.
 For the analysis of changes in an image sequence, the minor eigenvec-
tors except 1 major eigenvector obtained by both the second-order and
third-order principal component analysis express the dierence between
successive frames.
 Principal component eigenvectors from the second to sixth eigenvectors
obtained by the second-order principal component analysis express the
dierence of subspaces of categories.
 Principal component eigenvectors from the second to tenth eigenvectors
obtained by the third-order principal component analysis express the
dierence of subspaces of categories.
4.9 Summary
In this chapter, we rst introduced tensor subspace method for Nth-order
tensors. We then dened a tensor subspace of queries and mutual tensor sub-
space method for Nth-order tensors. In addition to the subspace methods,
we dene the Wasserstein distance between tensors. For dened subspace
methods, we evaluated the accuracy of recognition by these two classica-
tion methods for gait data, volumetric data and spatio-temporal data. Fur-
thermore, in experiments, we evaluated the eects of dimension reduction on
tensor pattern recognition. Finally, we examined the geometry of multilinear
subspace for pattern changes by using the Wasserstein distances.
For dimension reduction methods, this chapter adopted the equivalence
between Nth-order tensor principal component analysis and N -dimensional
singular value decomposition for N = 3, which introduced in Chapter 2.
Furthermore, in accordance with section 3 of Chapter 2, we adopted the N -
dimensional discrete cosine transform as an approximation of N -dimensional
singular value decomposition.
In experiments, we rst presented two validations for sequences of the two-
dimensional images, and voxel images of human livers. Using the sequences
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of binary images compressed by the iterative algorithm of the higher-order
singular value decomposition and the three-dimensional discrete cosine trans-
form, we computed the cumulative contribution ratio of the eigenvalues of a
tensor subspace as the rst validation.
As the second validation, using the sequence images and voxel images,
we computed the accuracy of tensor pattern recognition for tensors com-
pressed by the iterative algorithm and the three-dimensional discrete cosine
transform for the sequences and volumetric data.
All the results in these two validations show the equivalent performance of
the higher-order singular value decomposition and three-dimensional discrete
cosine transform for third-order tensor pattern recognition. Furthermore, for
the decomposition procedure, the results showed that tensor projection is
independent of the order of selection of the modes in tensor projections.
Moreover, for the sequences compressed the higher-order singular value de-
composition, these results showed that the cumulative contribution ratio and
recognition ratio are independent of the number of iterations in the decom-
position procedure.
These numerical examples illustrated that the N -dimensional discrete
cosine transform can be an acceptable approximation for N -dimensional sin-
gular value decomposition for 3 in tensor pattern recognition if we adopt the
Euclidean distance as the metric of the pattern space. These examples also
imply that the approximation of the higher-order singular value decompo-
sition by the discrete cosine transform may be valid for tensors with order
higher than the third order without an iterative computation method. These
approximations are useful for the practical and fast computation of tensor
recognition.
We, then, compared the recognition accuracy of tensor subspace method
and mutual tensor subspace methods for cardiac MRI dataset. A sequence
of volumetric data of human heart include three-dimensional geometrical
change while heart beating. The results show that the mutual tensor sub-
space method achieve more robust than the tensor subspace method, since
geometrical changes of beating heart represented by both category tensor
subspace and query tensor subspace.
Finally, we experimentally examined the geometry of multilinear struc-
ture in tensor principal component analysis. Using the sequence of silhouette
images, we extracted principal components and minor components. Visu-
alised principal components show that major components represent outline
shapes on images while minor component represent boundaries on images. By
using the Wasserstein distance between tensors, we quantitatively showed the
geometrical dierence between sequential images. Using only selected major
and minor eigenvectors of tensors, we explored which principal components
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represent dierences among sequential images. Furthermore, by applying the
Wasserstein distances to compute the dierence between tensor subspaces,
we quantitatively showed the geometrical dierence between two tensor sub-
spaces that represent dierent two time sequences. The results claried that
temporal dierence among images in time series are represented by minor
components. These properties imply that we can quantitatively measure
the dierence among patterns by measuring changes in minor components of
them. On the other hand, these results claried that dierence among tensor
subspaces of categories are represented by major components. These results
imply that the Wasserstein distance is applicable for practical computation of
dissimilarity in the mutual tensor subspace method. Furthermore, for robust
classication, we can explore the tensor subspace that mostly contribute to
representation of dierence among categories by using the Wasserstein dis-
tance.
Chapter 5
Feature Extraction
This Chapter is based on Publication of Internatinoal Confence \5. Discrim-
inative Properties in Directional Distributions for Image Pattern Recogni-
tion".
5.1 Feature Extraction Methods
The gradient eld of an image is a fundamental feature for image analysis.
The gradient of each point is used as feature for boundary detection as a
preprocessing for segmentation. Once segments in an image are robustly and
accurately extracted the main process is stably achieved.
A well known gradient-based segment-detection operators are the Sobel,
Laplacian and Canny operators [47, 67, 31]. These operations detect gradient
of each point. The eigenvectors of the structure tensor [18] are used for
robust computation of the directional gradient. For the robust computation,
the average of the structure tensors in the neighbourhood of each point is
adopted. The histogram of gradients evaluates the directional gradients of
each point using the gradients in neighbourhoods of the point.
In this chapter, we clarify mathematical properties of histogram-based
method for the gradient detection in image analysis. The histogram of ori-
ented gradient (HOG) method [41] rst construct the gradient histogram
of each point as the feature of image pattern. They apply traditional dis-
crimination techniques such as support vector machine for image pattern
recognition. The method is a promising method for pedestrian detection
[41, 182, 16]. Figure 5.1 shows this pipeline of the histogram of oriented gra-
dient method. We clarify mathematical properties of the gradient histogram
using the tensor-based feature expression and directional statistics.
The tensor is a mathematical tool for the expression of multidimensional
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Feature extraction
Images
Selection of 
classifiermetric
Selection of 
Kernel Design SVML  ??????2Histogram
construction
Label of
positive or negative
Figure 5.1: Pipeline of the HoG method. The pipeline consists of three
steps: feature extraction, selection of metric and classier. At the rst step
of feature extraction, the HoG method generate signature from distribution
of gradients in local regions. At the second step of selection of metric, the
HoG method adopts L2-norm. At the third step of selection of classier, the
HoG method adopts kernel support vector machine (SVM). In this step, the
HOG method needs appropriate kernel design for kernel SVM for a problem.
data. The gradient histogram is a mode three tensor for a two-dimensional
image, since the histogram denes an additional dimension for data expres-
sion. Therefore, for the discrimination of images using gradient histogram,
we are required to use the tensor version of the methods developed in pattern
recognition.
Directional statistics [121] analyses the distribution of the directions of
gradients of an image in a Euclidean space. Gradients are fundamental geo-
metrical features for segment boundary extraction. Segment boundaries are
employed for the detection of a particular object, such as a pedestrian or car,
from a scene or a sequence of scenes. To measure dierences and similarities
among these histogram-based features, we are required to use a well-dened
metric for the distributions. For this purpose, we redened a histogram as a
cyclic probability density function by using directional statistics [121].
Rubner et al. [141] derived the earth mover's distance (EMD) from a
bipartite graph matching to compute the distance between histograms ex-
tracted from images. Rabin et al. [139] proposed the circular EMD since most
popular local features are based on a one-dimensional circular histogram. The
transportation problem of the EMD is coincident to the one of Wasserstein
distance, which computes distance between probabilistic distributions [174].
By using the Wasserstein distance [174], we introduce a distance in di-
rectional statistics. Furthermore, we develop three methods to construct
a histogram from a distribution of gradients. Combining these three con-
struction methods and three aggregating methods for the local regions of
an image, we dene histogram extraction methods as feature extractions.
directional-distribution-based features. Moreover, we explore the mathemat-
ical properties of the denition of the original HOG method. Finally, we
evaluate the performances of the developed signatures and the original HoG
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signature with the Lp-norm and the Wasserstein distance. Analysing the
results of evaluations, we examine the mathematical properties required for
accurate detection of objects in a scene/scenes. Table 5.1 summarises abbre-
viations of features and distances that we compared.
5.2 Related Works
Object recognition is the task of extracting and recognising a specic ob-
ject/objects from an image/images or a video sequence/sequences. Feature-
based [41, 182, 46, 110, 165] and appearance-based [129, 98] methods are the
two main methodologies in object recognition. In feature-based methods,
typical feature descriptors are object boundary contours [41, 182, 110, 165]
and local colours [46, 45, 86] on the object. For recognition, features that
describe segment boundaries are represented as elements in a pattern space.
In ref. [110], a scale-invariant feature transform (SIFT) feature was proposed
by Lowe. Extracted SIFT features are described as segment boundaries by
histograms. Dalal and Triggs [41] proposed an HOG method for pedestrian
detection. The HOG method detects objects with sharp boundaries and a
uniform background, such as pedestrians and cars on pavements and streets,
respectively, with high accuracy. Eleven years before the HoG method, Wak-
abayashi et al. [171] had been proposed a feature extraction method based
on the histogram of gradients for character recognition. In this extraction
method, contour detection and Gaussian ltering are used as preprocess-
ing and postprocessing, respectively, for the construction of the histogram
of gradients. Dollar et al. [46] combined the feature in the HOG method
and multichannel features for the development of accurate pedestrian de-
tection from multichannel images. Combinations of a multichannel feature
and a bag-of-visual-words (BoW) feature are presented [165]. The recogni-
tion for these features is achieved by modern discrimination methods, such
Table 5.1: Glossary of abbreviations.
HoG : Histogram of gradients
SDD : Simple directional distribution
DD : Directional distribution
DDD : Dominant directional distribution
WD : Wasserstein distance
1WD : 1-Wasserstein distance
B1WD : Binomial-distribution-based 1-Wasserstein distance
EMD : Earth Mover's distance
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as the support vector machine (SVM) [163] and decision trees [46]. The
appearance-based methods use the whole distribution of pixel values while
many feature-based methods extract object boundary contours. Murase and
Nayar [129] proposed a parametric eigenspace method for object recogni-
tion. By constructing an eigenspace of stored object images, their method
achieved robust recognition against pose and illumination changes. How-
ever, their method focuses on only cropped object images. Lampert et al.
[98] proposed an appearance-based model for ecient object detection that
nds only candidate locations for an object.
For object recognition, the segment boundaries of an object are extracted
from a scene. For the extraction of object boundary contours, the gradient
eld is a fundamental feature. As basic operations in image processing, sev-
eral edge detectors, which are based on the gradient operation, have been
proposed [47, 67, 31]. Several pipelines from segmentation to recognition
through feature extraction have been proposed [41, 182, 46]. In the segmen-
tation stage, gradient-based edge detection is an essential procedure. The
formulation of the segmentation problem as an energy minimisation problem
has been one of most commonly used techniques [48]. For the minimisation
problem, Mumford and Shah proposed energy function adopting information
of gradients of an image [128]. For the optimisation of the Mumford-Shah
functional, El-Zehiry and Grady proposed combinatorial optimisation [48].
Dalal and Triggs explained that this combination of the SVM and learning
data selects contour boundaries from the extracted feature for recognition
[41]. Vondrick et al. [170] developed an algorithm to recover an image from
an extracted HoG feature. They claimed that by visualising the HoG feature,
we can gain a more intuitive understanding of the detection system. Their
claim implies that the important mathematical properties of the HoG feature
in object recognition are still unclear.
For the matching of histograms, variant of the EMD have been proposed.
Pele and Werman introduced a variant of the EMD for the matching of SIFT
features [134]. Pele and Werman [135] developed an algorithm for obtaining
a robust family of EMDs with thresholded ground distances. For a large scale
histograms, an ecient EMD was also developed in ref. [106] by simplifying
the linear programming in EMD computation.
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5.3 Mathematical Preliminaries
5.3.1 Function Space
We assume that an image f(x) is an element of Sobolev space W 2;1 \W 2;2.
When f 2 W 2;1 and f 2 W 2;2, f in a nite space 
 2 R2 satises the
conditions
kfkW 2;1 =
Z


(jf j+ jrf j) dx <1; (5.1)
kfk2W 2;2 =
Z


 jf j2 + jrf j2 dx <1: (5.2)
For the gradients of images f and g, we have the following theorem.
Theorem 5.1 For functions f and g, i rf = rg, then f = g + constant.
For the normalisation by the L1- and L2norms, we have the following theo-
rems.
Theorem 5.2 Assuming f 2 L1(
) \ L2(
) for a nite closed set 
, we
have the relation
kf(x)k1 
p

kf(x)k2: (5.3)
(Proof) For all f 2 Lp using the Cauchy-Schwartz inequality, we have
kfk1 =
Z


jf(x)j  1 dx 
Z


jf(x)j2dx
1=2Z


12dx
1=2
=
p

kxk2:
(5.4)
(Q.E.D.)
Theorem 5.3 The mapping  : fkfk1 7!
f
kfk2 is a nonlinear mapping.
(Proof) If we assume that the transform  is linear, that is,
f
kfk1 = (
f
kfk2 ) =
Z


K(x;y)
f
kfk2dy; (5.5)
where K is independent of f , then the operator K satises the relation
K(x;y) =
kfk2
kfk1 (x  y) (5.6)
for all f 2 H. Since (f) = kfk2kfk1 is a function of f , K depends on f . This
property ofK contradicts the assumption on , implying that  is a nonlinear
transform. (Q.E.D.)
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From Theorem 2 and 3, we can infer that separation ratio for L2-normalised
functions is higher than that for L1-normalised functions in the discrimina-
tion by L1- and L2-norms.
Using a window function W (y) and constants ;   0,  6= 0 [  6= 0,
we dene L1- and L2-norms for cropped region of an image as
kfk1;W =
Z
R2
Z
W (y)
(jf(x)j+ jrf(x)j) dx

dy
=
Z
R2
W (x  y) (jf(x)j+ jrf(x)j) dxdy; (5.7)
and
kfk22;W =
Z
R2
Z
W (y)
 
jf(x)j2 + jrf(x)j2 dx dy
=
Z
R2
W (x  y)  jf(x)j2 + jrf(x)j2 dxdy; (5.8)
respectively.
For gradients of an image if we set  = 0;  = 1, we have L1- and L2-
norms as
kfk1;W =
Z
R2
W (x  y)jrf jdxy; (5.9)
kfk22;W =
Z
R2
W (x  y)jrf j2dxy; (5.10)
respectively.
We consider that the distribution of directions is a probabilistic distribu-
tion of directions. As the special case of the Sobolev-Wasserstein distance,
we introduce the distance between probabilistic distributions of directions.
The p-Wasserstein distance [174] between a pair of probabilistic distributions
f(x) and g(y) for x 2 X and y 2 Y is
Wp(f; g) = min
c
Z
X
Z
Y
jf(x)  g(y)jpc(x; y)dxdy
1=p
; (5.11)
where c(x; y) is a cost function.
Furthermore, for two images f(x);x 2 X and g(y);y 2 Y , using a
constant p 2 f1; 2g, we dene Sobolev-Wasserstein distance
Wp(f; g) = min
Z
X
Z
Y
(jf(x)  g(x)jp + jrf  rgjp) c(x;y)dxdy;
(5.12)
where c(x;y) is a cost function.
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5.3.2 Directional Gradient and Structure Tensor
The directional gradient of an image f(x) for x = (x; y)> in the direction
of ! = (cos ; sin )> is computed as D() = @f
@!
= !>rf . The directional
gradient1 D() evaluates the steepness, smoothness and atness of f along
the direction of vector !.
For gradient eld, we have the following proposition.
Proposition 5.1 For f , setting the directional tensor S = rfrf>, rf
and jrf j2 are the eigenfunction u1 and eigenvalue 1 of S, respectively.
Furthermore, for a local region 	(c) dened around a point c 2 R2, we dene
a structure tensor
S =
1
j	(c)j
Z
	(c)
rfrf>dx: (5.13)
For a structure tensor, we have the following proposition.
Proposition 5.2 For a local regions 	(c), the eigenvectors fuig2i=1 and eigen-
values fg2i=1 of a structure tensor S represent the average direction and
magnitude, respectively, of a local region 	(c).
Figure 5.2(d) illustrates the distribution of structure tensors in a local region
of an image. From Proposition 2, we can use a pair (1; u1) of the rst
eigenvalue and the rst eigenfunction of a structure tensor S as the directional
distribution of a local region 	(c).
Using the L2-norm, we dene direction of gradient
n(x) =
rf(x)
krf(x)k2 = (cos ; sin )
> (5.14)
and magnitude of gradient
m(x) = krf(x)k2; (5.15)
we set  = \(rf). Using pairs of the directions of the gradients and their
magnitudes in the regions 
, we have the gradient eld of an image as
(f) = fd(f(x)) j x 2 
g: (5.16)
For convenience in two-dimensional applications, the pair of the directional
angle (x) and m(x) such that h(x) = h;mi is used. Figures 5.2(b), (c)
1The census transform c(x) =
R
j!j=1 u(!
>rf) d!, where u(s) is the unit step function
such that u(s) = 1 for s  0 and u(s) = 0 for s < 0, locally evaluates the total steepness,
smoothness and atness of each point [64].
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Figure 5.2: Example of directional statistics. (a) Grayscale image. (b) Mag-
nitudes of gradients in a local region of the image. (c) Directions of gradients
in a local region of the image. (d) Distribution of structure tensors in a local
region of the image. (e) Circular histogram constructed with the gradient
eld.
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and (e) show an example of distributions of magnitudes and directions of
gradients, and its histogram for a local region of an image, respectively.
Using the directional gradients and direction w = (cos ; sin ), we can
dene the circular histogram
h() =
R


!>rf(x)dxR 2
0
R


!>rf(x)dxd (5.17)
such that h( + 2) = h() for an image f(x). A histogram dened in eq
(5.17) represents the gradient eld.
For the histogram of directional gradients, we have the following theorem.
Theorem 5.4 For the rotation operator R of rotation angle , we dene the
rotated image f(y), y = Rx. For histograms h() and h0() of the original
and rotated images, respectively, we have
h0(   ) = h(): (5.18)
(Proof) We set the nabla operator ry and direction wy in the rotated co-
ordinate system. For the directional gradients in the original and rotated
coordinate systems, we have the relation
w>yryf(y) = (Rw)>ryf(Rx) = w>R>Rrf(x) = w>rf(x): (5.19)
(Q.E.D.)
Using the pair (1; u1) of the rst eigenvalue and rst eigenvector of S,
the operation \() and the region 
 of an image, we construct the histogram
hD(; s(c)) =
Z
c2

1(   \(u1))dc: (5.20)
This histogram expresses the number of dominant directions for a direction
 in an image.
For practical computation of the histograms of directional gradients, for
sampled image fij of discrete point xij = (i; j)
> 2 Z2, we set region 
 around
point xij and discrete angle k =
2k
n
; k = 0; 1; : : : ; n   1 of directions !k =
(cos k; sin k)
>. For a sampled image fij = f(xij) with discrete directions
!k, we have a third-order tensor
H = ((hijk)); hijk =
P

!krfijPn 1
k=0
P

!krfij
; (5.21)
which represents directional distribution on local region 
 around point
xij = (i; j)
>. By introducing one parameter for a direction, we have a
three-dimensional array from a two-dimensional array of a discrete image as
a container of data.
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Figure 5.3: Rotation invariance in shape of circular histogram. (a) Original
image f(x) and rotated image f(y). (b) Histogram h() obtained from the
original image. (c) Histogram h0() obtained from the rotated image. The
histogram in (c) is the histogram in (b) after rotation.
5.3.3 Aggregation Methods
To compute the directional distribution of a local region of an image, we
dene local regions using the same procedure as in ref. [41]. For a xed
point c 2 R2 on an image, positive constant  2 R+ and positive integer
k 2 Z+, using a set of points x 2 R2 and the innity norm k  k1, we dene
a local region and bounding box as
C(c) = fc j kx  ck1 < g; B(c) = fx j kx  ck1 < kg; (5.22)
which are called cells and blocks, respectively.
For the practical computation of cells and blocks, we divide a region of an
image. For a constant , we select a set of points fcijgM;Ni;j=1 with the conditions
C(cij) \ C(ci0j0) = ;; (i; j) 6= (i0; j0) and C(c11) [ C(c12) [ : : : ; C(cMN) = 
.
For k = 2, we select a set of blocks B(c0l) with the condition c
0
l 2 fj =
(cij + cij+1 + ci+1j + ci+1j+1)=4g, l = 1; 2; : : : ; (M   1)(N   1) so that each
block consists of four cells.
Figures 5.4(a), (b) and (c) show the cases of no division, dividing by cells
and dividing by blocks. By dividing an image and aggregating the divided
regions, we obtain sets of cells and blocks, respectively. For these three divid-
ing methods, we have three comparison methods as shown in Figs. 5.4(d), (e)
and (f). The HoG method divides an image into cells, aggregates the cells as
blocks and represents an image as a vector by connecting histograms of cells
2. For vectors, cells, blocks and histograms, we have to select appropriate
metrics.
2The scale-invariant feature transform divides an image into cells and represents an
image as a vector connecting histograms of cells [110].
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Figure 5.4: Methods of aggregating local regions and of measuring dierence
between aggregated local regions. (a) Whole region of an image with no divi-
sion. (b) Cells dividing an image. (c) Cells aggregated into blocks. As shown
in (d)-(f), we have three methods to discriminate the dierence between two
images. (d) Dierence between images. (e) Sum of dierences between cells.
(f) Sum of dierences between blocks.
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5.3.4 Distribution of Directional Gradient
To compute the histograms from the distribution of directional gradients,
we dene local and global directional distributions for an image. Using only
directions of gradients in local regions, we rstly dene two histograms in
local regions.
Denition 5.1 For local regions C(c) and B(c), using the operation \(),
we dene the histogram of simple directional distributions
HC(; c) =
R
C(c)
(   \(rf))dxR 2
0
R
C(c)
(   \(rf))dx d ; (5.23)
HB(; c) =
R
B(c)
(   \(rf))dxR 2
0
R
B(c)
(   \(rf))dx d ; (5.24)
where  is the Dirac delta function, respectively, as probabilistic distributions.
These histograms are the directional statistics [121] for a gradient eld.
Furthermore, using the pairs of directions and magnitudes of gradients in
local regions, we dene two histograms.
Denition 5.2 For local regions C(c) and B(c), using the operation \()
and the magnitude m(x) of a gradient at a point x, we dene the histograms
of directional distributions
HCw (; c) =
R
C(c)
m(x)(   \(rf))dxR 2
0
R
C(c)
m(x)(   \(rf))dx d ; (5.25)
HBw(; c) =
R
B(c)
m(x)(   \(rf))dxR 2
0
R
B(c)
m(x)(   \(rf))dx d ; (5.26)
as probabilistic distributions.
Here, the histogram HCw (; c) is the HoG descriptor (HoG glyph). This his-
togram represents the distribution of the magnitude of the gradients for each
direction. These two local histograms represent the directional distributions
of each local region of an image.
Moreover, we dene histogram of global directional distributions.
Denition 5.3 For an image, we dene a normalised histogram of gradients
over the image region 
 2 R2 as
HGw () =
R
x2
m(x) (   \(rf)) dxR 2
0
R
x2
m(x) (   \(rf)) dx d
: (5.27)
This histogram represents the distribution of the magnitude of the gradients
for each direction.
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5.3.5 Distribution of Dominant Directional Gradient
For the computation of the dominant directional distribution, we dene the
maximum histograms in a cell and block as
MC(c) = max

HCw (; c); M
B(c) = max

HBw(; c); (5.28)
respectively. Using the maximum histograms in a cell and block, for a con-
stant  > 0:5, we dene histograms of the dominant directions for a cell and
block as
hCD(; c) =
(
HCw (; c); if H
C
w (; c)  MC(c)
0; otherwise;
(5.29)
hBD(; c) =
(
HBw(; c); if H
B
w(; c)  MB(c)
0; otherwise;
(5.30)
respectively. By assuming the directions in a local region change their direc-
tion and magnitude smoothly, the cut-o with maximum histograms nds
dominant directions.
For a local regions, we dene histograms of dominant directional distri-
butions.
Denition 5.4 For local regions C(c) and B(c) of an image, we have local
histograms of the dominant directional distribution of
HCD(; c) =
hCD(; c)R 2
0
hCD(; c)d
; (5.31)
HBD(; c) =
hBD(; c)R 2
0
hBD(; c)d
; (5.32)
respectively.
Furthermore, for a global region, we dene histogram of dominant direc-
tional distribution.
Denition 5.5 For the region 
 of an image, we have the global dominant
directional distribution
HGD () =
R
c2

R
x2B(c) h
C
D(;x)dxdcR 2
0
R
c2

R
x2B(c) h
C
D(;x)dxdcd
: (5.33)
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5.3.6 Gradient-Based Discrimination
For a reference image f and a template image g, using a sliding window W ,
the gradient-based feature F (f) of an image f and the metric D for features,
gradient-based discrimination is achieved by minimising
J(f) = D(F (gW (x)); F (f(x))); (5.34)
where
gW (x) = W (x)g(x); W (x) =
(
1; if x 2 W;
0; otherwise;
(5.35)
is a moving window on the image g. To establish high-accuracy discriminat-
ing, we need to construct a discriminative gradient-based feature F (f) and
select an appropriate metric for this gradient-based feature.
5.4 Feature Extraction and Discrimination
Table 5.2 summarises all the histograms dened in section 3 and the his-
togram used in the HoG feature. Using these histograms, we dene feature
extraction methods that are based on histograms of local and global di-
rectional distributions. Furthermore, we introduce methods to discriminate
the dierence between these features. Table 5.3 summarises all the pairs
of features and discrimination criteria. Figure 5.5 summarises the feature
extraction methods.
5.4.1 Local Directional Distribution Methods
Using the histograms of cells and blocks, we dene three local features based
on local directional distributions. For the histogramH(; c) 2 fHC(; c); HB(; c)g,
Table 5.2: Summary of histograms dened in section 3 and 4.3.
Histogram Explanation Denition
HC(; c) Local directional distribution in a cell eq. (5.23)
HB(; c) Local directional distribution in a block eq. (5.24)
HCw (; c) Local directional distribution with magnitudes in a cell eq. (5.25)
HBw(; c) Local directional distribution with magnitudes in a block eq. (5.26)
HCD(; c) Local distribution of dominant directions in a cell eq. (5.31)
HBD() Local distribution of dominant directions in a block eq. (5.32)
HGw (; c) Global directional distribution in an image eq. (5.27)
HGD (; c) Global distribution of dominant directions in an image eq. (5.33)
HH(; c) Histogram that is normalised by each block in the HoG method eq. (5.49)
CHAPTER 5. FEATURE EXTRACTION 196
Table 5.3: Summary of pairs of features and discrimination criteria. For the
simple directional distribution (SDD), directional distribution (DD), dom-
inant directional distribution (DDD) and histogram of oriented gradients
(HoG), this table shows whether each discrimination method is available or
not by  and , respectively. Features are divided with respect to whether
they are based on a local histogram or a global histogram.
region Local Global
feature SDD DD DDD HoG DD DDD
histogram HC HB HCw H
B
w H
C
D H
B
D HH H
G
w H
G
D
d
is
cr
im
in
a
ti
o
n C method: DCell         
B method: DBlock         
BWC method: DBWC         
G method: DG         
Lp-norm: DLp 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Figure 5.5: Flow of feature extraction methods. There are three ows. The
top row shows feature extraction from the entire region of an image. The
middle and bottom rows show feature extraction from cells and blocks, re-
spectively. In the middle and bottom rows, a set of histograms is extracted.
For these three extraction methods, we can adopt three dierent types of
histograms. In other words, we can use the simple directional distribution,
the directional distribution and the dominant directional distribution. The
small box on the left summarises the extraction of the dominant directional
distribution in each cell.
CHAPTER 5. FEATURE EXTRACTION 197
we dene the simple directional distribution (SDD) feature as
FSDD(f) = fPs(c) j c 2 
g; Ps(c) = fH(; c) j 0   < 2g: (5.36)
Furthermore, for the directional distributionHw(; c) 2 fHCw (; c); HBw(; c)g,
we dene the directional distribution (DD) feature as
FDD(f) = fPw(c) j c 2 
g; Pw(c) = fHw(; c) j 0   < 2g: (5.37)
For the dominant directional distribution HD(; c) 2 fHCD(; c); HBD(; c)g,
we dene the dominant direction distribution (DDD) feature as
FDDD(f) = fPD(c) j c 2 
g; PD(c) = fHD(; c) j 0   < 2g: (5.38)
For these three extracted local features, we construct four methods to
discriminate dierences between images. Firstly, for the SDD, DD and DDD
features extracted from cells, we dene two discrimination methods. We set
F (f) = fP (c)jc 2 
g and F (g) = fQ(c)jc 2 
g as the extracted features for
images f and g, respectively. We dene the cell-based discrimination method
(C method), which computes the dierence between image patterns using
DCell =
Z
c2

DW (P (c); Q(c)) dc; (5.39)
where DW(; ) is the p-Wasserstein distance or binomial p-Wasserstein dis-
tance. This discrimination method sums the Wasserstein distance between
each corresponding pair of cells in two images.
Second, we dene the blockwise-cell-based discrimination method (BWC
method), which discriminates a pairs of image patterns using
DBWC =
Z
c2

Z
x2B(c)
DW (P (x); Q(x)) dxdc: (5.40)
This discrimination method sums the Wasserstein distance between cells in
each corresponding pair of blocks in two images. In eqs. (5.39) and (5.40),
both P (c) and Q(c) are given by the histograms of cells HC; HCw or H
C
D .
Third, for the SDD, DD and DDD features extracted from blocks, we
dene the block-based discrimination method (B method), which involves
evaluating the criterion
DBlock =
Z
c2

DW(P (c); Q(c))dc; (5.41)
where both P (c) and Q(c) are given by histograms of blocks HB; HBw or H
B
D.
This discrimination method sums the Wasserstein distance of each corre-
sponding pair of blocks in two images.
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Fourth, for the SDD, DD and DDD features extracted from cells and
blocks, we dene the Lp-norm. To dene the Lp-norm for cells and blockwise
cells, we set P (c) = fHP (; c) j 0   < 2g and Q(c) = fHQ(; c) j 0 
 < 2g, which are given by the histograms HC, HCw or HCw , for two images
f and g, respectively. For the two images, we dene the Lp-norm for cells as
DLp =
Z


Z 2
0
jHCP (; c) HCQ(; c)jpddc
1=p
: (5.42)
This Lp-norm discriminates the dierence between all the cells dividing im-
ages. Furthermore, we dene the Lp-norm for a collection of blockwise cells
as
DLp =
Z


Z
B(c)
Z 2
0
jHCP (; c) HCQ(; c)jpddxdc
1=p
: (5.43)
This Lp-norm discriminates the dierence between all the cells obtained by
moving a block. Moreover, we dene the Lp-norm for blocks by setting
P (c) = fHBP (; c) j 0   < 2g and Q(c) = fHBQ(; c) j 0   < 2g,
which are given by the histograms HB, HBw or H
B
w for two images f and g,
respectively. Then, we dene the Lp-norm for a collection of blocks as
DLp =
Z


Z 2
0
jHBP (; c) HBQ(; c)jpddc
1=p
: (5.44)
5.4.2 Global Directional Distribution Method
Let an image f be an image blurred by Gaussian ltering with standard
deviation . For this blurred image f , using the histogram dened in eq.
(5.27), we construct the global DD feature as
FGDD(f) = P = fHGw ()j0   < 2g: (5.45)
This feature represents the DD over a region of an image. Furthermore, using
the histogram dened in eq. (5.33), we construct the global DDD feature as
FGDDD(f) = P = fHGD ()j0   < 2g: (5.46)
Both features consist of a histogram of the global DD over an image. To
distinguish them from the features based on histograms of local DDs, we use
an upper subscript G for the features based on a histogram of the global DD.
For images f and g, we extract the feature FG 2 fFGDD; FGDDDg as FG(f) =
P and FG(g) = Q. To discriminate the dierence between two features, we
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(a)
concatenation of histograms
feature vector
(b)
Figure 5.6: Feature extraction of the HoG method. As shown in (a), an image
is divided into cells Cij and the DDs of each local region Bk; k 2 f1; 2; 3; 4g are
obtained by a moving window for i; j 2 f1; 2; 3g. (b) shows how to construct
a feature vector in the HOG method. Extracted histograms in each cell Cij
are represented as column vectors hi0j0 . The vectorised histograms in each
block are connected and normalised by the `2-norm. By connecting these
`2-normalised vectors, we obtain the feature vector.
dene the global discrimination method (G method), which discriminates
a pair of image patterns using
DG = DW(P;Q); (5.47)
where we use the Wasserstein distance. Furthermore, we dene the Lp-
norm between two features. Setting P = fHGP ()j0   < 2g and Q =
fHGQ ()j0   < 2g, we have
DLp =
Z 2
0
jHGP () HGQ ()jpd
1=p
; (5.48)
where both histograms HGP and H
G
Q are either H
G
w or H
G
D .
5.4.3 HOG-based Discrimination
The feature extraction in the HOG method consists of three steps.
1. Compute (f) in section 3.2.
2. Compute the histogram of gradients dened in eq. (5.25) in a local
region C(c).
CHAPTER 5. FEATURE EXTRACTION 200
3. Extract the HoG feature of an image by sliding a bounding box.
The HOG method computes histograms for only quantised directions, here
called oriented directions. We use Lp-normalisation for the histogram in each
block as
HHp(; c) =
HCw (; c)R
x2B(c)
R 2
0
jHCw (; c)j2ddx
1=p : (5.49)
In ref. [41], HH = HH2 is used for the HOG method. Sliding the centre c of
block B(c) over region 
 of an image f , we extract the HOG feature as
FH(f) = fHH(; c) j c 2 
; 0   < 2g: (5.50)
For two HOG features FH(f) = fHH;1(; c)g and FH(g) = fHH;2(; c)g of
images f and g, respectively, Lp-norm
DLp =
Z


Z 2
0
jHH;1(; c) HH;2(; c)jpddc
1=p
: (5.51)
is used. Discrimination of the dierence between two HoG features using the
criterion DLp is the HOG method in ref. [41].
We rederive Lp-norm for histogram of gradients. For a center point y =
(y1; y2)
> of a window function W (y), histogram of directional gradients is a
transformed rf(x) by a transformation T . Therefore, from eqs. (5.9) and
(5.10) , we have
kfkp;T = p
sZ
R2
w(x  y)T (jrf(x)jp)dxdy; (5.52)
where T nonlinearly transform local region of an image at each point. Using
a window function, we dene the transformed gradients T (rf) as
F (;y) =
1
jW j
Z
W
jrf(r cos    y1; r sin    y2)jprdrd; (5.53)
where y = (y1; y2)
> is a center point of a window function. For local direc-
tional distributions on windowed regions, we have Lp-norm
kfkp;F = p
sZ
R2
w(x  y) 1jW j
Z
W
jrf(r cos    y1; r sin    y2)jprdrddx:
(5.54)
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If we dene transformed rf(x) as
F (;y) =
1
jW j
Z
W
1
x
jrf(x  y)jpdx; (5.55)
we have its polar coordinate representation as
F (;y) =
1
jW j
Z
W
jrf(r cos    y1; r sin    y2)jpdrd: (5.56)
Then we have
kfkp;F = p
sZ
R2
w(x  y) 1jW j
Z
W
jrf(r cos    y1; r sin    y2)jpdrddx:
(5.57)
If we use this norm for computation of distance of two images, discrimination
by this norm is equivalent to the Lp-norm dened in eq. (5.51).
For block-based discrimination method for HOG features, settingH
0
1(c) =
fR
x2B(c)HH;1(;x)dx j 0   < 2g and H
0
2(c) = f
R
x2B(c)HH;2(;x)dx j 0 
 < 2g, we dene
DBlock =
Z
c2

WD

H
0
1(c); H
0
2(c)

dc: (5.58)
In this method, the dierence between the DD and HoG features is how each
histogram of a block is normalised. The HoG method denes the histogram
of a block as connected vectorised histograms of cells normalised by the L2-
norm.
For the normalised histograms HHp(; c) with p 2 f1; 2g, we dene the
L1-norm of a block in an image as DL1;p(c) =
R 2
0
jHHp(; c)jd. Therefore,
we rewrite the L1-norm dened by eq. (5.51) for the HoG feature as
DL1;p =
Z
c2

jDL1;p(c)jdc; (5.59)
with p 2 f1; 2g. From Theorem 2, the inequality
DL1;1 
p
nDL1;2 (5.60)
holds. Here, n is the number of bins of histograms in a block. The connection
of four histograms gives a larger upper bound of the L1-norm than that
given by only one histogram. Furthermore, from Theorem 3, we can infer
that L2-normalisation makes the separation ratio higher than that for L1-
normalisation in the recognition of HoG features.
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5.5 Experiments
By analysing the performances of the recognition rate for local and global
directional-distribution-based methods and the HoG method, we examine the
important mathematical properties required for gradient-based image pattern
recognition. To evaluate the performances of these features, we compute the
recognition rate and receiver operating characteristic (ROC) curve.
For feature extraction, adopting the same procedure as in the original
HoG paper [41], we use 9 and 18 oriented directions given by f
9
(i   1)g9i=1
and f
9
(i 1)g18i=1, respectively. The experimental results in ref. [41] show that
there is no signicant dierence between the selection of 9 and 18 directions
for the HoG feature. For local and global features, we use 9 and 18 directions,
respectively. For the HoG feature, we use both 9 and 18 directions. Using
these quantised directions, we derive the discretised direction of the gradi-
ent as \d(rf) =  = arg max
i

!(i)
>rf
krfk2

, where !(i) = (cos i; sin i)
>.
For this discretised direction , we dene the magnitude of the gradient as
md(x) = k!()>rf(x)k2. Therefore, we use a pair of a discretised direction
and its magnitude h;md(x)i to construct a histogram of the DD. The sizes
of a cell and block are 88 pixels and 22 cells, respectively. For the DDD,
we set  = 0:9.
Throughout this section, as metrics, we use the L1- and L2-norms, the
p-Wasserstein distance with p = 1 (1WD) and the binomial-distribution-
based p-Wasserstein distance with p = 1 (B1WD). For the local SDD, DD
and DDD features, we use the C method, B method and BWC method and
the Lp-norms with p = 1; 2 dened in eqs. (5.39), (5.41), (5.40), and eqs.
(5.42), (5.44) and (5.43), respectively. For the global DD and DDD features,
we use the G method and the Lp-norm dened in eqs. (5.47) and (5.48),
respectively. For the HoG feature, we use the B method and the Lp-norm
with p = 1; 2 dened in eqs. (5.58) and (5.51), respectively. Table 5.3
summarises these settings for each pair of a feature and a discrimination
method.
For the computation of the recognition ratio and ROC curve, we use the
INRIA dataset [41]. The INRIA dataset contains high-quality annotations
of pedestrians in diverse settings (cities, beaches, mountains, etc.). Since
the dataset is widely used for the performance evaluation of detection, it is
suitable for our validation.
From the INRIA dataset, we select images that show frontal views of
pedestrians as positive images. These positive images are divided into 38
learning positive images and 115 positive queries. To obtain negative images,
we randomly crop 115 background regions of images in the INRIA dataset,
CHAPTER 5. FEATURE EXTRACTION 203
Table 5.4: Details of computation of discrimination method for aggregated
DD. `]Histogram' represents the number of histograms that are used in the
discrimination. `]Direction' represents the number of quantised directions.
`Computational time' shows the average computational time of each discrim-
ination method given by the Wasserstein distance (WD) and Lp-norm (Lp).
For practical computation, we use a Xeon X5570 2.93GHz (quad core) pro-
cessor. The HoG method is included in the types of blocks. `No division'
represents the global method.
Division type ]Histogram ]Directions
Dimension of Computational Computational
vectorised feature time (WD) time (Lp)
Cells 16 8 9 1152 1.5539 [sec] 0.0001 [sec]
18 2304 2.4640 [sec] 0.0001 [sec]
Blocks 15 7 9 945 1.2747 [sec] 0.0001 [sec]
18 1890 2.0213 [sec] 0.0001 [sec]
Blockwise cells 15 7 4 9 3780 5.0988 [sec] 0.0001 [sec]
18 7560 8.0850 [sec] 0.0001 [sec]
No division 1
9 9 0.0121 [sec] {
18 18 0.0145 [sec] {
which we use as negative queries. Figures 5.7 (a), (b) and (c) show posi-
tive learning images, examples of positive queries and examples of negative
queries, respectively. The size of all images is 13070 pixels. For extraction,
we use the centre 124  64 region of images. Table 5.4 gives details of the
parameters and computational times for the recognition.
For all the combinations of the feature and the discrimination method,
we compute the median of the learning images as a preliminary step. We
compute the distances from each median to all queries using the same feature
extraction and discrimination methods for each median. Using the computed
distances, we classify queries with a criterion. We dene a threshold as
X% of the largest distance between the median and query, where we set
X 2 f5; 10; 15; : : : ; 100g. If a distance is less than or equal to the threshold,
we classify a query as a positive image and vice versa. This threshold denes
the space of positive queries from learning data. If all the queries exist in
a small space dened by a small threshold, we achieve robust recognition
since the false positive rate is small in the recognition. If a small threshold
gives the highest recognition rate, the results mean that a combination of
a feature and a discrimination method achieves discriminative classication.
Algorithms 5.1 and 5.2 summarise the classication procedure for a pair of
a feature and a discrimination method.
Figure 5.8 shows the recognition rates and ROC curves for the local SDD
and DD features and the HoG feature. Figures 5.9 and 5.10 show the recogni-
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(a) Positive images for deciding median
(b) Examples of positive queries
(c) Examples of negative queries
Figure 5.7: (a) Set of 38 positive images for deciding a median. (b) Examples
of positive queries of pedestrians. The set of positive queries does not include
the set of 38 images in (a). The total number of positive queries is 115. (c)
Examples of negative queries of pedestrians. The total number of negative
queries is 115. All images have a resolution of 13070 pixels. For feature
extraction, we use only the centre region of 12464 pixels of these images.
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Algorithm 5.1: Preliminaries for classication
Input: NL learning data ffkgNLk=1.
Output: The median of the learning data fM.
1. Extract feature Fk of image fk for all learning data.
2. Compute distance D(Fi; Fj) for all pairs of Fi and
Fj with i; j 2 f1; 2; : : : ; NLg.
3. Find the median fM such that its extracted feature
FM = arg min
Fi
PNL
j D(Fi; Fj)

:
Algorithm 5.2: Classication of queries
Input: N queries ffigNi=1, an extract feature FM of the
median for distance D(; ), threshold X.
Output: Labels fligNi=1, which are positive (1)
or negative ( 1) for each query.
1. Extract features fFigNi=1 from all queries ffigNi=1.
2. Compute distance D(FM; Fi) between the median
and query for all queries.
3. Decide labels for each query as
li =
(
1; if D(FM; Fi)  X100Dmax
 1; otherwise;
where Dmax is the largest distance between
the median and query, for i = 1; 2; : : : ; N .
tion rates and ROC curves for the global DD and DDD features, respectively.
Figure 5.11 shows the recognition rates and ROC curves for the local DDD
features.
In Figs. 5.8(a) and (c), recognition using the L1-norm for blocks of local
directional features achieves a recognition rate higher than 0.5. As shown in
Figs. 5.8(b) and (d), all the discrimination methods except the B method
using the L1-norm are not discriminative for local directional distribution
features. As shown in Figs. 5.8(a)-(d), the local DD feature gives a larger
recognition rate than the local SDD feature for all discrimination methods.
Figure 5.8(e) shows that discrimination using the L1-norm gives the highest
recognition rate for the HoG feature with both 9 and 18 directions. Figures
5.8(a), (c) and (e) show that discrimination using the HoG feature gives a
higher recognition rate than that using the local SDD and DD. Furthermore,
Fig. 5.8(e) shows that discrimination using the L2-norm gives the smallest
recognition rate for both 9 and 18 directions.
Comparing with Fig. 5.8, Fig. 5.9 shows that the G method has a higher
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Table 5.5: Summary of discriminative combinations of features and metrics.
Extraction method
Local method Global method
DD feature HoG feature DD feature DDD feature
Discriminative metric L1 L1 L1 and L2 1WD
recognition rate than the C method, B method and BWC method. Figures
5.9(e) and (f) show that the discrimination of blurred images by Gaussian
ltering with a larger standard deviation gives a more discriminative feature
for the global DD method.
In Fig. 5.10, the G method with 1WD possesses a higher recognition rate
than that with the L1- and L2-norms and B1WD. These results show that
if we use a DDD, we have the same recognition rate as for the HoG method
with 9 oriented directions and the L2-norm shown in Fig. 5.8(e). In Fig.
5.11, discrimination by the C method and BWC method with 1WD gives the
highest recognition rate.
Figure 5.12 shows the relation between the L1- and L2-normalisations of
histograms in the HoG feature. Figure 5.12(a) shows that the L2-normalisation
of histograms in each block in the HoG feature has a larger distance between
the median and queries than the L1-normalisation of histograms in each block
in the HoG feature. The L1-norm of the HoG feature whose histograms are
normalised by the L2-norm is bounded by Theorem 3. In the HoG method,
by connecting four histograms in a block, this upper bound becomes larger
than that for one histogram. In Fig. 5.12(a), the nonlinearity between the
distances of features given by L1- and L2-normalisations for histograms in
the HoG feature is also illustrated. In the Figs. 5.12(b) and (c), results
show the distributions of distances given by the L1- and L2-normalisations
of histograms in the HoG feature, respectively.
Table 5.5 summarises the discriminative combinations of features and
metrics. In the context of directional statistics, the combination of the
Wasserstein distance and the DDD feature gives accurate recognition. Using
the L1-norm for the DD feature, we obtain the same performance without
the extraction of the dominant directions.
5.6 Discussion
For the results of the previous section, we summarise four key observations
about feature extraction methods and discrimination methods.
From Figs. 5.8(a) and (b), and Fig. 5.9 the rst observation is that
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Figure 5.8: Recognition rates and ROC curves for the simple directional dis-
tribution (SDD) feature, directional distribution (DD) feature and histogram
of oriented gradients (HoG) feature. Left and right columns show the results
for the recognition rate and ROC curve, respectively. Top, middle and bot-
tom rows show results for the SDD, DD and HoG features, respectively. In
(a), (c) and (e), the vertical and horizontal axes represent the recognition
rate and criterion, respectively. In (b) (d) and (f), the vertical and horizon-
tal axes represent the true positive rate and false positive rate for each given
criterion, respectively. The discrimination method using the L1-norm gives
the highest recognition for the SSD, DD and HoG features.
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Figure 5.9: Recognition rates and ROC curves for the global DD features.
Upper and lower rows respectively show the recognition rates and ROC
curves. The rst, second, third and fourth columns show the results for dis-
crimination using the L1-norm, L2-norm, 1-Wasserstein distance (1WD) and
binomial-distribution-based 1-Wasserstein distance (B1WD), respectively. In
(a)-(d), the vertical and horizontal axes represent the recognition rate and
criterion, respectively. In (e)-(h), the vertical and horizontal axes represent
the true positive rate and false positive rate, respectively. In (a)-(d), circles,
squares, six-rayed stars, and upward and downward triangles represent re-
sults for blurred images with Gaussian ltering with standard deviations of
0; 2; 4; 8 and 16, respectively.
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Figure 5.10: Recognition rates and ROC curves for the global DDD fea-
tures. Upper and lower rows respectively show the recognition rates and
ROC curves. The rst, second, third and fourth columns show the results
for the discrimination using the L1-norm, L2-norm, 1-Wasserstein distance
(1WD) and binomial-distribution-based 1-Wasserstein distance (B1WD), re-
spectively. In (a)-(d), the vertical and horizontal axes represent the recog-
nition rate and criterion, respectively. In (e)-(h), the vertical and horizontal
axes represent the true positive rate and false positive rate, respectively. In
(a)-(d), circles, squares, six-rayed stars, and upward and downward triangles
represent the results for blurred images with Gaussian ltering with standard
deviations of 0; 2; 4; 8 and 16, respectively.
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Figure 5.11: Recognition rates and ROC curves for the DDD features. In
(a), the vertical and horizontal axes represent the recognition rates and cri-
teria, respectively. In (b), the vertical and horizontal axes represent the true
positive rate and false positive rate for each given criterion, respectively.
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(a)
(b) (c)
Figure 5.12: Distribution of L1-norms among the median and queries. (a)
Relation between L1-norms for L1- and L2-normalised HoG features. The
horizontal and vertical axes represent L1-norms for L1- and L2-normalised
HoG features, respectively. This relation shows that the mapping  is nonlin-
ear. In (b) and (c), the horizontal and vertical axes represent the distances
between the median and the queries and their probability of occurrence,
respectively. L2-normalisation gives more discriminative distributions for
positive and negative queries than L1-normalisation.
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the low-frequency features of an image are important for the image pattern
recognition. An image can be represented as a linear combination of func-
tions such as low-frequency and high-frequency sinusoidal functions. The
frequency of the features depends on the size of local regions. If the regions
are large, the features with a low frequency are extracted. Therefore, the
histograms are constructed with respect to block-extracted features with a
low frequency since the blocks are larger than the cells and blockwise cells.
Obviously, the recognition ratio of the block-extracted features in Figs. 5.8
(a) and (c) is higher than cell- and blockwise cell-extracted features. The
results of Fig. 5.9 also imply that the discriminative features of distribu-
tions of gradients depend on the low frequency components of an image since
Gaussian ltering extracts the features of low-frequency components of an
image.
The comparison between Figs. 5.8 and 5.9 implies that the the aggre-
gation of the local DDs has a similar role to the Gaussian ltering as the
second observation. The shape of the graphs of the recognition rate in Figs.
5.9(a)-(d) is similar to that of the graphs in Fig. 5.8(e), which are given by
the 1WD and B1WD. This comparison shows that discriminating dierences
between DDs in local regions can be approximated by the extraction of DDs
in blurred global regions. For aggregated local regions, the L1- and L2-norms
have a similar role of blur-ltering an image since the discrimination using the
L1- and L2-norms for the SSD and DD involves summing all the dierences
between local regions. Compared with the method of aggregating the DDs
in local regions, the G method has a smaller data size that is 0.2% of the size
of the HoG feature with 18 directions as shown in Table 5.4. Therefore, the
G method is a acceptable approximation of the HoG method. Furthermore,
the results in Fig. 5.9 imply that aggregating local regions into a block is not
important for gradient-based methods since the G method possesses higher
recognition rate than C method, B method and BWC method.
The third observation from Figs. 5.8(a)-(d) is that discriminative DDs
represent edges in an images. The results in Figs. 5.8(a)-(d) show that the
magnitudes of gradients are essential for image pattern recognition, since the
distribution of the magnitudes of gradients determines the edge shape. Figure
5.10 also implies the importance of the edges in an images since this result
show the dominant direction for gradient-based image pattern recognition.
The discrimination using B1WD and the L1-norm gives a lower recognition
rate than that with the 1WD since the gap between indices in the histogram
is large and the value of the histogram is almost the same as that in the
DDD. Comparing Figs. 5.8, 5.9, 5.10 and 5.11, the local DDD feature with
discrimination using 1WD gives the highest recognition rate among the DD-
based methods. These results show that if we use the DDD, we have the
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same recognition rate as the HoG method with 9 oriented directions and the
L2-norm.
The fourth observation is for discriminative properties of the gradient
histogram. The results for the HoG feature in Fig. 5.8(e) imply that the HoG
feature is not a probabilistic distribution of gradients but a feature based on
gradients, since the results are dierent from the results of B method in
Figs 5.8(c). The dierence between the B method and HoG method is the
normalisation method. We presented the properties of the normalisation of
the HoG method as Theorems 2 and 3. Figure 5.12 shows that the nonlinear
mapping from the L1-normalised HoG feature to the L2-normalised HoG
feature gives a more discriminative distribution of the distance.
The results in our experiments imply that measuring the dierence be-
tween aggregated distributions of gradients in local regions of images is not
a discriminative method in the context of the image pattern recognition. For
the construction method of histograms, both the magnitudes and directions
of gradients are important since a pair of them can represent the smoothness
and the directions of gradients.
If we use the L1-norm for the histogram of oriented gradients features, we
obtain a higher recognition rate than using the L2-norm and the Wasserstein
distances. This results is coincident to eq.(5.60) We show that the global
method is a discriminative feature compared with the methods based on the
directional distributions in local regions. Furthermore, the results of a com-
parison between the histogram of oriented gradients method and the global
method imply that the histogram of oriented gradients method extracts the
low-frequency features of local regions. If we use L1- and L2-norms, aggre-
gating has a similar role to blurring for images. Moreover, the dominant
directional distribution for image pattern recognition is the discriminative
directional distribution. If we use the Wasserstein distance for the domi-
nant directional distribution features, we obtain the highest recognition rate
among the directional-distribution-based methods. These dominant direc-
tional distributions represent edges such as the structure lines [50] in images.
Using the L1-norm for the directional distribution in both the local and global
directional distribution methods, we achieve accurate detection without the
extraction of dominant directions.
5.7 Summary
We introduced metrics for directional distributions of gradients for image
pattern recognition. Firstly, we dened three methods for constructing his-
tograms of directional distributions. The rst method is based on only the
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directions of gradients. The second method is based on both the directions
and magnitudes of gradients. The third method is based on the dominant
directions of gradients. Secondly, we dened a dividing method for images
based on cells and blocks. On the basis of these divided regions, we de-
ned the simple directional distribution feature, the directional distribution
feature and the dominant directional distribution feature. For matching, we
dened the cell method, block method, blockwise cell method, global method
and Lp-norm to measure the dierence between the directional distributions.
Furthermore, we gave a functional representation and functional analysis for
the histogram of oriented gradients method. Finally, in experiments using
the cell method, block method, blockwise cell method and global method,
we evaluated the performances of all the features.
From the results of our experiments, we have following observations. For
the image pattern recognition, the discriminative feature is the edges of an
image. In the context of the directional distribution, the dominant direc-
tional distributions represent the edges of a blurred image. For the image
pattern recognition with the dominant directional distribution, the Wasser-
stein distance is an appropriate metric. As the acceptable approximation
of the fast and accurate recognition with a pair of the dominant directional
distributions and the Wasserstein distance, we can use the pair of the global
directional distribution and L1-norm. The comparisons between the his-
togram of oriented gradients method with our dened methods show that
the feature of the histogram of oriented gradients method does not represent
the probabilistic distribution of directions of gradients. By the normalisation
with the L2-norm, the feature of histogram of oriented gradients possesses
more discriminative distribution in a feature space than the features that rep-
resent probabilistic distributions of gradients. These claried mathematical
properties are benecial for those who use the histogram of oriented gradi-
ents method and who design a new feature extraction method based on the
gradients of an image.
Chapter 6
Estimation of Geometrical
Transform
This chapter is based on two published works. The following contents of this
chapter for two- and three-dimensional images are based on Publications of
International Conferences, \12. Two-Dimensional Global Image Registration
Using Local Linear Property of Image Manifold" and \10. Global Volumetric
Image Registration Using Local Linear Property of Image Manifold", respec-
tively.
6.1 Manifold Learning for Image Registration
We propose a method of generating a new entries in a image dictionary from
entries in a sparse dictionary. Using this generation method, we develop a
global image registration method with a sparse dictionary.
In global image registration, the optimal transformation between tem-
plate and reference images is accomplished by computing the best matching
between these two images. Therefore, for accurate registration, we are re-
quired to prepare as many reference images as possible in an image dictionary
of reference images. This implies that the spacial complexity of global image
registration depends on the population of reference images in the dictionary.
The generation of a new reference image from the existing reference images
reduces the spacial complexity of global image registration. In image regis-
tration with a sparse dictionary that consists of a small number of reference
images, we are required to generate a new entry and to compute the trans-
form from this new entry simultaneously.
Since the image pattern space is a curved manifold in higher-dimensional
space, on the tangent space of this curved manifold, an image pattern is
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expanded to a nite Fourier series using local bases. This expansion means
that local bases span a local part of the manifold. Figure 6.1(a) illustrates
a manifold on a low-dimensional subspace [181, 36, 65]. Moreover, in the
neighbourhood of an image pattern, image patterns can be expressed as a
linear combination of this image and derivatives of this image. We call this
property of an image manifold the local linear property. Figure 6.1(b) shows
the generation of a template image. By combining these two local expressions
for an image pattern, we obtain two benets. One is that we can compute
the parameters of the transform. The other is that we can compute a new
pattern that is suciently close to a reference image. Figure 6.1(c) shows the
relation between a generated image g and the nearest neighbour in a local
subspace. In Fig. 6.1(c), the perturbation  is small because the generated
g is close to the nearest neighbour. If the rotation angle, scaling factor and
shear ratio are all small, these transforms can be expressed as a linear sum
of the identity transform and linear transforms with parameters that dene
the type of transform. Therefore, we can decompose an ane matrix into
rotation, scaling and shearing to estimate the parameters.
To use the local linear property for image registration, rst, a curved
manifold of image patterns is generated from reference images. For a tem-
plate image, we generate this curved manifold using the k-neighbourhood
method. To reduce the temporal and spacial complexities of the search of
the k-neighbourhood, a dimension-reduction method is used for the genera-
tion of the curved manifold. For the dimension-reduction method, We adopt
a random projection.
The random projection is a metric-embedding method that approximately
preserves distances between points in the original space [166]. Furthermore,
for an arbitrary set of points, the random projection preserves angles among
points, the volumes of simplexes [118], the lengths of smooth curves [4] and
manifolds [14]. Therefore, the random projection is used for approximation
in the nearest-neighbour search [13]. Furthermore, the validity of the random
projection for the dimension reduction of noiseless images, noisy images and
text data is shown in [19]. In [19], experimental results show that the random
projection preserves distances among the original high-dimensional data in a
low-dimensional subspace. Therefore, we can use the random projection for
manifold learning in a low-dimensional subspace.
Using the local linear property of a image manifold in the low-dimensional
Euclidean space and the decomposition of ane transform, we have a linear
equation system. This linear equation system represents relation between
topological change on a manifold and geometrical change of images for a
template and reference images. Therefore, solving this equation system, we
can estimate parameters for the ane transform between the two images.
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Figure 6.1: (a) Nearest neighbours of g searched for by the k-nearest-
neighbour search on a manifold. Our method of projecting the manifold
to a low-dimensional subspace. (b) Generation of a new entry in a dictio-
nary. The input image g is projected onto the subspace spanned by three
nearest neighbours. (c) Interpolation of parameter. For the new entry g,
we interpolate the parameter  of the image g. Here,  represents the
parameter space of the transform.
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6.2 Related Works
For two-dimensional image registration in the computer vision and medical
imaging, we can dene three types of problems as shown in Fig. 6.2 In the
rst problem, a template image and a number of stored reference images
are given. We are required to nd the reference image that best matches
the template image. After nding the best matching image, we estimate
geometrical transform between the template and reference images. Second
problem is to nd a location of a template image in a reference image. To
locate the template image within the reference image, we are require to nd
the best-match position of the template image in the reference image. In third
problem, we are require to nd the transform between a template image and
a reference image that are taken by dierent cameras with dierent position
and direction. Note that the second problem is a special case of the third
problem.
In remote sensing [11, 102, 15] and computer vision [186, 7, 93], the
second problem appear as a template matching. This template matching is
important for localization in map and application for automatic factorisation.
To solve the second problem, Kuglin and Hines adopt phase correlation of
two images [97]. They proposed the phase-only correlation method that
accurately estimate translation and rotation, that is, a rigid transform.
For the third problem, computer vision denes structure from motion
(SfM) method [109, 69]. The SfM method reconstructs three-dimensional
structure from estimation of relative motion of a camera using pinhole-camera
model. To solve the third method, Torr et al. [159], and Pritchett and
Zisserman [138] applied epipolar geometry and random sample consensus
(RANSAC) to short- and wide-baseline matchings, respectively. Combina-
tion of epipolar geometry and the RANSAC that based on corresponding
points in two images allow us to estimate homography between two images
[70]. For further robust estimation of geometry, Torr and Zisserman pro-
posed two modication of RANSAC called M-estimator sample and Consen-
sus and maximum likelihood estimation sample and consensus [158]. Chum
and Matas proposed randomised RANSAC to reduce time complexity of the
RANSAC [34].
Although the above approaches mainly dealt with linear transform be-
tween images, medical image registration categorised into linear and non-
linear methods. For nonlinear image registration, global image registration
is used as preprocess because nonlinear image registration is mainly valid
for local deformation between images [162, 29, 80]. Nonlinear registration is
used to detect optimally local transform between a template and the refer-
ence images, if the dierence between these two images are small and local
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[89]. Linear registration, however, detects global geometric relations between
a template and the references [32].
Brown surveyed standard techniques [29] for two-dimensional registration.
If a template image has only local dierences from a reference image, nonlin-
ear registration can be used to obtain the optimal local transform based on
physical mode such that elastic, uid and diusion models [28, 33, 127, 27].
Therefore, for the accomplishment of nonlinear registration, medical image
registration requires optimal linear registration.
In medical imaging, registrations are also used to overlap images that are
captured by dierent instrument such that CT and MRI, CT and PET, and
MRI and ultra sound data [154, 127, 136]. Furthermore, organs of each per-
son have pattern perturbations even within same organ. Therefore, global
registration in medical imaging adopt a priori knowledge as landmark given
by medical expert and statistical information. Alpert et al. proposed prin-
cipal axis transform for medical image registration [9]. Finding and overlap-
ping principal axes between two images, we can establish global registration.
Pluim et al. surveyed mutual information based image registration method.
After maturing of the computer vision technique, medical imaging started to
import these method. Dusty et al. [147], Sergey et al. [150] and Moradi et
al. [126] adopt the SIFT for landmark in image registration.
6.3 Global Image Registration
Setting  to be an appropriate parameter space for image generation, we
assume that images are expressed as f(x;i) for 9i 2 , x 2 
, 
 2
fR2;R3g. The parameter i generates a transform for f(x). We call the set
of generated images f(x;i) and parameters figNi=1 a dictionary.
For the global alignment of images with respect to the region of interest

, we nd the linear transformation x0 = Ax+t that minimises the criterion
R(f; g) =
sZ


jf(x0)  g(x)j2dx (6.1)
for functions f(x) and g(x) dened on R3 such thatZ


jf(x)j2dx <1;
Z


jg(x)j2dx <1: (6.2)
In image registration, we assume that the parameter i in  generates the
ane coecients A and t. Solving the NNS problem using the dictionary,
we can estimate the transform A and t as i. The computational cost of a
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Figure 6.2: Registration problems in the computer vision. (a) Registration
to one of the stored images. (b) Registration to the local region of an image.
(c) Registration based on the camera model.
naive approach for the NNS is O(Nd), where N and d are the cardinality of
the set of points in the metric space and the dimension of the metric space,
respectively. The factor d in the nearest-neighbour search [166] is reduced by
using the random projection. Furthermore, using the local linear property
in section 6.4.2, we can also reduce N in the nearest NNS.
6.4 Local Eigenspace
6.4.1 Two-Dimensional Image
Setting the Hilbert space H to be the space of patterns, we assume that in
H, the inner product (f; g) is dened. Furthermore, we dene the Schatten
product hf; gi, which is an operator from H to H. Let f 2 H and P be a
pattern and an operator for a class, respectively. We then dene the class
C = ff jPf = f; P P = Ig. For recognition, we construct P for f 2 C
while minimising E[kf  Pfk2] with respect to P P = I, where f 2 C is the
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pattern for a class, I is the identity operator and E is the expectation in H.
This methodology is known as the subspace method [76, 130, 176]. For the
practical calculation of P , we adopt the Karhunen-Loeve expansion, which
approximates the subspace of data in H.
We deal with images f(x) dened on the two-dimensional Euclidean plane
x = (x; y)> 2 R2. We assume that a small perturbation of the parameter
causes a small geometrical transform on the image pattern, that is, we accept
the relation f(x + ;) = f(x; +  ). Therefore, small perturbation of an
image caused by parameter-perturbation is replaced to geometrical pertur-
bation of the image, that is,
f(x; + ) = f(x+ ) = f(x) + >rf(x; y); (6.3)
where  is a perturbation vector. SinceZ
R2
ffxdx = 0;
Z
R2
ffydx = 0;
Z
R2
fxfydx = 0; (6.4)
for images g(x) = f(Ax + t) with a small perturbation ane transform A
and a small translation vector t, we can assume the relation
g(x) = a0f(x) + a1@xf(x) + a2@yf(x): (6.5)
Equation (6.5) implies that the number of independent images among the
collected images,
L(f) = ffijjfij(x) = f(Aix+ tj)gp;qi;j=1; (6.6)
is three. We can use the rst three principal vectors of Lf as the local basis
for image expression. We call this property the local linear property. Figure
6.1(b) shows the projection of the input image g to the three-dimensional
local subspace.
6.4.2 Three-Dimensional Image
Setting the Hilbert space H to be the space of patterns, we assume that the
inner product (f; g) is dened in H. Let f 2 H and P be a pattern and an
operator for a class, respectively. We then dene the class C = ff jPf =
f; P P = Ig. For recognition, we construct P for f 2 C while minimising
E[kf Pfk2] with respect to P P = I, where f 2 C is the pattern for a class,
I is the identity operator and E is the expectation in H. This methodology is
known as the subspace method [36, 65]. For the practical calculation of P , we
adopt the Karhunen-Loeve expansion for the construction of the eigenspace.
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We deal with images f(x) dened in the three-dimensional Euclidean
space x = (x; y; z)> 2 R3. We assume that a small perturbation of the
parameter causes a small geometrical transform of the image pattern, that
is, we assume the relation f(x + ;) = f(x; +  ). Therefore, a small
perturbation of an image caused by parameter perturbation is replaced with
a geometrical perturbation of the image, that is,
f(x; + ) = f(x+ ) = f(x) + >rf(x; y); (6.7)
where  2 R3 is a perturbation vector. Setting fx; fy and fz to @xf(x); @yf(x)
and @zf(x), respectively, sinceZ
R3
ffxdx = 0;
Z
R3
ffydx = 0;
Z
R3
ffzdx = 0; (6.8)Z
R3
fxfydx = 0;
Z
R3
fyfzdx = 0;
Z
R3
fzfxdx = 0; (6.9)
for images g(x) = f(Ax + t) with a small perturbation ane transform A
and a small translation vector t, we can assume the relation
g(x) = a0f + a1fx + a2fy + a3fz; x 2 R3: (6.10)
Equation (6.10) implies that the number of independent images among the
collections of images,
L(f) = ffijjfij(x) = f(Aix+ tj)gp;qi;j=1 (6.11)
is four, if the domain of the image is R3. We can use the rst four principal
vectors of L(f) as the local basis for image expression for a three-dimensional
image. We call this property the local linear property and the space spanned
by ff; fx; fy; fzg the local eigenspace. Figure 6.1(b) shows the projection of
the input image g to the three-dimensional local subspace.
6.5 Ane Transformation
6.5.1 Two-Dimensional Image
In an ane transformation, by translating the centre of gravity of an image
to the centre point of the image, we can omit the translation in the estimation
process of the ane transform. Therefore, we consider rotation, scaling and
shearing. Furthermore, assuming a small ane transform with a small angle
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 , small scaling factors x and y, and small shear ratios sx and sy, we have
an ane transform given by the transform matrices such that
A1 = I +

0   
 0

= I +R; (6.12)
A2 = I +

x 0
0 0

+

0 0
0 y

= I +x +y; (6.13)
A3 = I +

0 sx
0 0

+

0 0
sy 0

= I + Sx + Sy; (6.14)
respectively. Combining A1;A2 and A3, we can dene all ane transforms
except translation. For i = f0; 1g; i = 1; 2; : : : ; 5, multiplying these three
matrices and ignoring higher-order terms than the rst order, we have an
ane transform matrix
A = I + 1R++2x + 3y + 4Sx + 5Sy = I + A; (6.15)
where the rotation, scaling and shear transform are commutative since their
transform matrices consist of small-value elements. Here,
P5
i=1 i represents
the sum of coecients in the target ane transform.
6.5.2 Three-Dimensional Image
To avoid the estimation of a translation, we set the origin of the coordinates
to be the centre of an image. We assume small rotations around the x, y and
z axes of angles 1, 2 and 3, given by the transform matrices such that
Rx = I +
0@0 0 00 0  1
0 1 0
1A = I +R0x; (6.16)
Ry = I +
0@ 0 0 20 0 0
 2 0 0
1A = I +R0y; (6.17)
Rz = I +
0@ 0  3 03 0 0
0 0 0
1A = I +R0z: (6.18)
Multiplying Rx;Ry and Rz, and ignoring terms of order larger than one, we
have an arbitrary rotation expressed as
R() =
0@ 1  3 23 1  1
 2 1 1
1A = I +R0x +R0y +R0z = I + [R]; (6.19)
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where [R] is the outer-product operator of vector  = (1; 2; 3)
>.
For small scaling factors 4, 5 and 6, and small shearing ratios 7, 8,
9, 10, 11 and 12, we have the scaling matrix and shearing matrix0@1 + 4 0 00 1 + 5 0
0 0 1 + 6
1A = I +; (6.20)
0@ 1 7 89 1 10
11 12 1
1A = I + S; (6.21)
respectively.
Combining these rotation, scaling and shearing matrices in eqs. (11)-
(6.21), we can dene all ane transforms except translation. Multiplying
these three matrices and ignoring terms of order larger than one, we have
the ane transform matrix
A = I + [R] ++ S = I +A; (6.22)
where the rotation, scaling and shear transforms are commutative since their
transform matrices consist of only small-value elements. Here, A represents
a small ane transform.
6.6 Neighbours of Template Image
For the reference image f and template image g in Hilbert space H, apply-
ing ane transforms fAigNi=1 except for translation to f , we have the nite
collection ffijAixgNi=1. For 0 < k  N , let (i) be one-to-one injection from
1  i  N to 1  (i)  k such that (i) 6= (j) for i 6= j. Using (i),
we dene the k-neighbourhood KN(g) 2 L(f) of g. For a nite collection of
images ffigNi=1, KN(g) is a collection ff(i)gNi=1 that satises the inequalities
kg   f(1)k2  kg   f(2)k2      kg   f(N)k2 (6.23)
where k  k2 is the L2 metric on H.
6.7 Manifold Generation by Random Projec-
tion
We construct the image manifold of entries in the dictionary using the nearest-
neighbour method. To reduce the time complexity of the nearest neighbour-
hood mesh on the image manifold, we adopt the random projection.
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The random projection reduces the dimension of the discrete vector space
while preserving both local and global topologies and geometries. The ran-
dom projection satises the following theorem. For a set X = fxigNi=1
of N points in d-dimensional Euclidean space, consider a mapping onto
the set X^ = fx^igNi=1 in k-dimensional Euclidean space. For the vector
x = (x1; : : : ; xd)
>, we dene the Euclidean norm as kxk2 =
Pd
i=1 xi
1=2
.
The Johnson-Lindenstrauss lemma indicates that there is a mapping approx-
imately preserving the Euclid distance between two arbitrary points [83].
Setting jx yj2 to be the Euclidean distance between two points x and y in
appropriate dimensional Euclidean space, the next Theorem is satised [55].
Theorem 6.1 (Johnson-Lindenstrauss lemma). For a subspace with dimen-
sion d^  d^0 = 9 logN2  2
3
3
+ 1 = O( 2 logN), where  is a real number such that
0 <  < 1
2
, a set X of N d-dimensional points fxigNi=1 and an integer d^ with
d^ d, there exists a mapping f from Rd to Rd^ such that
(1  )jxj   xij2  jx^j   x^ij2  (1 + )jxj   xij2; (6.24)
for all i; j = 1; 2; : : : ; N .
Therefore, settingR to be the random projection from Rd to Rd^, Theorem
6.1 implies the relation
P (j jx  yj2   jRx Ryj2 j < ") > 1   (6.25)
for small positive constants " and , where P is a probability distribution.
To use these topological and geometrical properties for fast computation in
the nearest neighbour method, we use sampled images to construct the image
manifold of data in the dictionary.
Let Zd be the integer grid in Rd, Setting D and  to be a nite subset of
Zd and a positive number that denes the resolution of sampling, respectively,
the distance
D(f; g) =
sZ
Rd
jf(x)  g(x)j2dx (6.26)
is approximately computed as
D(f; g) =
s X
z2DZd
jf(x)  g(z))j2; (6.27)
for functions f(x) and g(x) dened on Rd.
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By expressing ff(z)gz2D and fg(z)gz2D as nite vectors f and g,
respectively, eq. (6.27) is expressed as
D(f; g) = jf   gj2 (6.28)
if we set  = 1. Using the random projection, the distance between f and
g is computed as
D(f; g)  jRf  Rgj; (6.29)
for functions f(x) and g(x) dened on Rn such thatZ
Rn
jf(x)j2dx <1;
Z
Rn
jg(x)j2dx <1: (6.30)
Therefore, by searchingKN(g) in d^-dimensional Euclidean space with the
random projection, we obtain the discrete version of KN(g). For practical
computation, we adopt an ecient random projection [143].
6.8 Local Linear Method
6.8.1 Two-Dimensional Image
For a two-dimensional image, we introduce a method of reducing the number
N of images in the dictionary. Using the local linear property of images
in the image space, we rst generate an image in a sparse dictionary [80,
119]. For the registration of a template g, using the generated image, we
next estimate the small ane transform between the generated image and
nearest neighbour of g in the dictionary. From the generated image and the
estimated transform, the local linear method can generate new entries in the
dictionary.Figure 6.1 shows a ow of this local linear method.
For image generation, we use the k nearest neighbours of g in the dictio-
nary. Let ff rgki=1 2 L, be the rth neighbour of g. The random projection
preserves the pairwise distances between vectorised images. Therefore, f r is
searched for in a random projected space. For a template g(x), we assume
g(x) = f 1(Ax; ) + , where A gives best matching between g and f 1, and
 is a small dierence between the reference pattern and the registered tem-
plate pattern. Using the local linear property, we can approximate the space
spanned by fuig3i=1 using one spanned by fgg [ ff rg3r=1 if the data space L
is not extremely sparse. Using Gram-Schmidt orthonormalisation for f 1; f 2
and f 3, we obtain the basis fuig3i=1. Projecting the template to the space
spanned by fuig3i=1, we obtain a new image,
g =
3X
i=1
iui; (6.31)
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from a triplet of pre-prepared entries in the dictionary. Here, i represent
the coecients of the linear combination.
For coecients i 2 f0; 1g, the projected template image and its nearest
neighbour f 1(x;), using the Taylor expansion, we have
g = f 1(x+ ;) = f 1(Ax;) = f 1((I + A)x;)
= f 1(x;) + ( Ax)>rf 1(x;) (6.32)
as an approximation. For transform matrix A, we have
( Ax)>rf 1(x;) = g   f 1(x;): (6.33)
Setting
A(x) =

x
@f1
@y
  y@f
1
@x

; B(x) =

x
@f1
@x

;
C(x) =

y
@f1
@y

; D(x) =

y
@f1
@x

; E(x) =

x
@f1
@y

;
we can represent the left side of eq. (6.33) as
1 A(x) + 2xB(x) + 3yC(x) + 4sxD(x) + 5syE(x): (6.34)
By solving eq. (6.33), we obtain the parameters.
However, the sum of coecients
P5
i=1 i is greater than or equal to one
although we have only one template. We adopt the line integral of eq. (6.34)
for one template. Selecting dierent paths of a line integral, we obtain more
than one independent equation. For the centre  of an image with radius
frigni=1, we set
Ci = fxj(x  u)>I(x  u) = r2i g; ri 6= rj (6.35)
to be a path for the line integral. For the rotation matrices fRigni=1 with
angle i =
(i 1)
2(n+1)
and ex = (1; 0)
>; ey = (0; 1)>, we set
Ri = f+ lRiex;+ lRieyj   r  l  rg (6.36)
as another path for the line integral. Figures 6.3(a) and 6.3(b) show these
two paths for the line integral. For Pi 2 fCi;Rigni=1, we set coecient vector
i as
(
I
Pi
A(x)dx;
I
Pi
B(x)dx;
I
Pi
C(x)dx;
I
Pi
D(x)dx;
I
Pi
E(x)dx; ): (6.37)
Setting  = (1 ; 2x; 3y; 4sx; 5sy)
> and hi =
H
Ci
(g   f 1)dx, we have
the relations i 6= j and hi 6= hj for i 6= j. Therefore, we can estimate the
parameters as a solution of
(>1 ;
>
2 ; : : : ;
>
5 )
> = (h1;h2; : : : ;h5)>: (6.38)
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(a) (b)
Figure 6.3: Example of two paths for line integral. (a) and (b) show circular
paths and line paths, respectively. In (a), the solid line and dashed lines
represent circles Ci and Cj, respectively. Here, we set ri < rj. In (b), the
solid and dashed lines represent R0 and R5, respectively.
6.8.2 Three-Dimensional Image
Using the local linear property of images in the image space, we rst generate
an image in a sparse dictionary. To register a template g, using the generated
image g, we next estimate the small ane transform between the generated
image g and the nearest neighbour f 1 of g in the dictionary. From the
generated image and the estimated transform, the local linear method can
generate new entries in the dictionary. Figure 6.1 shows a ow of this local
linear method.
For image generation, we use the k nearest neighbours of g in the dictio-
nary. Let ff igki=1 2 L(g), be the ith neighbour of g. The random projection
preserves the pairwise distances between vectorised images. Therefore, f i
is searched for in a random projected space. For a template g(x), we as-
sume g(x) = f 1(Ax; ) + , where A gives the best matching between g and
f 1, and  is a small dierence between the reference pattern and the regis-
tered template pattern. For three-dimensional images, using the local linear
property, we can approximate the space spanned by fuig4i=1 using the space
spanned by fgg[ff ig4i=1 if the data space L(g) is not extremely sparse. Using
Gram-Schmidt orthonormalisation for ff ig4i=1, we obtain the basis fuig4i=1.
Projecting the template to the space spanned by fuig4i=1, we obtain a new
image,
g =
4X
i=1
biui; (6.39)
from a triplet of preprepared entries in the dictionary. Here, fbig4i=1 repre-
sents the coecients of the linear combination.
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For the projected template image and its nearest neighbour f 1(x;),
using the Taylor expansion, we have the relation
g = f 1(x+ ;) = f 1(Ax;) = f 1((I +A)x;)
= f 1(x;) + (Ax)
>rf 1(x;) (6.40)
if the higher order terms with respect delta is suciently small. For the
transform matrix A, we have the relation
(Ax)
>rf 1(x;) = g   f 1(x;): (6.41)
Representing the left side of eq. (6.41) in terms of the variables that gen-
erate each transform, we can decompose the small ane transform between
the reference and template. Using matrices [R]; and S, and coecients
i 2 f0; 1g, i = 1; 2; : : : ; 9, we can represent the left side of eq. (6.41) as
x>
0@0@ 0 3 23 0 1
2 1 0
1A  [R]> + diag(4; 5; 6)+ diag(7; 8; 9)S>
1Arf 1;
(6.42)
where A B is the Hadamard product of matrices A and B. Furthermore,
setting
1 = yf
1
z   zf 1y ; 2 = zf 1x   xf1z ; 3 = yf 1x   xf 1y ; (6.43)
4 = xf
1
x ; 5 = yf
1
y ; 6 = zf
1
z ; (6.44)
7 = yf
1
y ; 8 = zf
1
z ; 9 = xf
1
x ; 10 = zf
1
y ; 11 = xf
1
z ; 12 = yf
1
z ; (6.45)
we rewrite eq. (6.41) as
6X
i=1
iii +
3X
j
(2(j 1)+72(j 1)+7 + 2(j 1)+82(j 1)+8) = g   f 1(x;):
(6.46)
Equation (6.46) contains 12 unknowns in a single equation. The sum
of coecients
P6
i=1 i +
P9
i=7 2i is greater or equal to one even though we
have only one template. We adopt the surface integration for eq. (6.46) for
this template image. Selecting dierent surfaces of a surface integration, we
obtain more than one independent equation. For the centre  = (; ; )>
of a template image and radius frigni=1; ri 6= rj, we dene surface of a sphere
as
S3(r) = fx j kx  k2 = rg: (6.47)
For the centre  = (; ; )> of a template image, radius r, rotation angles
i = (i1; i2; i3)
> and vectors p1 = (x   ; y   ; )>, p2 = ( ; y  
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(a) (b)
Figure 6.4: Surfaces used for surface integration to obtain independent equa-
tions. (a) and (b) show surface S3(r) of the sphere and surface P3(r; 0)
comprising three planes. Integration of the volume gives a equation for an
image. The integration of dierent surfaces, such as a dierent spheres and
orthogonal square planes, gives several independent equations for an image.
; z   )> and p3 = (x   ; ; z   )>, we dene the surface comprising
three planes as
P3(r;) = f+R()p1;+R()p2;+R()p3 j   r  x; y; z; + rg:
(6.48)
For a set of radius frigni=1, we obtain sets of fS3(ri)gni=1 and fP3(ri)gni=1.
We adopt fS3(ri)gni=1 and fP3(ri)gni=1 as surfaces f
igni=1 for the surface
integration. Figure 6.4 shows the surfaces used for surface integration. For
f
igni=1 and ij =
R

i
j(x)dx; j = 1; 2; : : : ; 12, we set the coecient vector
i = (i 1; i 2; : : : ; i 12): (6.49)
Here, we have the relations i 6= j and hi 6= hj for i 6= j. Setting n P6
i=1 i +
P9
i=7 2i,0BBB@
1 1 1 2 : : : 1 12
2 1 2 2 : : : 2 12
...
n 1 n 2 : : : n 12
1CCCA  =
0BBB@
h1
h2
...
hn
1CCCA : (6.50)
where
 = (11; 22; : : : ; 66; 77; 78; 89; 810; 911; 912)
>; (6.51)
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(a) (b) (c)
(d) (e) (f)
Figure 6.5: Slice images and character images. (a)-(c) are slice images ex-
tracted from volume data obtained by MRI simulation of a human brain [37].
The size of the volume data is 181217181 pixels. The slice images (a),
(b) and (c) are extracted from the z = 50, z = 48 and z = 52 planes, respec-
tively. (d)-(f) are character images in a handwriting dataset [142]. The size
of the character images is 127 128. In experiments, we embed (a)-(c) and
(d)-(f) in 543543 pixel and 272272 pixel background images, respectively.
The intensities of background images are 0.
and
hi =
Z
Si
(g   f 1)dx; (6.52)
then, we can estimate the transforms as a solution to the linear system of
equations.
6.9 Experiments
6.9.1 Two-Dimensional Image
To evaluate the accuracy of estimation of transform between two-dimensional
images by our local linear method, we evaluate the estimation error of rota-
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(a) (b) (c) (d)
(e) (f) (g) (h)
??
Figure 6.6: Accuracy of estimation of single transform for transformed slice
images of human brain. Thee upper and lower rows represent the accuracy
for rotation and scaling, respectively. The rst column shows the accuracy
for the transformed Fig. 6.5(a) with no ltering. The second, third and
fourth columns show accuracy for the transformed Figs. 6.5(a), (b) and (c)
with Gaussian ltering of the standard deviation  .
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6.7: Accuracy of estimation of single transform for transformed char-
acter images. The upper and lower rows represent the accuracy for rotation
and scaling, respectively. The rst column shows the accuracy for the trans-
formed Fig. 6.5(d) with no ltering. The second, third and fourth columns
show the accuracy for the transformed Figs. 6.5(d), (e) and (f) with Gaussian
ltering of standard deviation  .
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tion and isotropic scaling. We use two data sets: slice images extracted from
volume data obtained by MRI simulation of a human brain [37] and images
of a handwriting Chinese character [142]. Figures 6.5, (a)-(c) and (d)-(f)
show the slice images and character images, respectively. The slice images
are extracted from dierent planes of the volume data. The characters are
written by dierent people. We select Figs 6.5. (a) and (d) as reference
images for the slice images and Chinese characters, respectively.
First, we evaluate the estimation for single transform. For both two image
sets, i.e., slice images and character images, we use the following settings.
For rotation and isotropic scaling, we generate two sets of transformed im-
ages with rotation angles of  60; 48; : : : ; 60 degrees and with scaling factor
of 0:4; 0:6; : : : ; 1:4 times, respectively. For rotation and isotropic scaling, the
transform of the template are given by rotation angles of 1; 2; : : : ; 6 degrees
and scaling factor of 0:02; 0:04; : : : ; 0:10 times, respectively. In the compu-
tation of the line integral, we adopt eqs. (6.35) and (6.36) as the paths for
rotation and scaling, respectively. For the integration, we compute the sum-
mation of the absolute values of the left and right sides of eq. (6.35) for
numerical stabilisation. We adopt radii r = 20; 25; : : : ; 110 for the path of
the line integral. Furthermore, we apply Gaussian ltering to the generated
images and template as preprocessing.
Second, we evaluate the estimation for multi transform. For the slice im-
ages, we generate rotated and isotropically scaled images with combinations
of the rotation angles of  2 f 60; 48; : : : ; 60g degrees and the scaling fac-
tors of  2 f0:4; 0:45; : : : ; 1:4g times. We set combinations of the rotation
of  2 f 1; 2; : : : ; 6g degrees and the scaling of  2 f1:01; 1:02; 1:03g
times as transforms for the template. For the character images, we gen-
erate the rotated and isotropically scaled images with combinations of the
rotation angles of  2 f 54; 48; : : : ; 54g degrees and the scaling factors
of  2 f0:4; 0:5; : : : ; 1:4g times. We set combinations of the rotation of
 2 f 1; 2; : : : ; 4g degrees and the scaling of  2 f1:01; 1:02; 1 : : : ; 1:05g
times as transform for the template. For computational stability, we use ve
paths given by eq. (6.35) and ve paths given by eq. (6.36) for estimation.
We randomly select each of the ve paths from radii r = f15; 20; 25; : : : ; 60g
for eq. (6.35) and ve paths given by eq. (6.36).
Figures 6.6 and 6.7 summarise the rst evaluation. Figure 6.8 summarises
the second evaluation. Figures 6.6 (a) and (e), and 6.7(a) and (d) show
that our method can accurately estimate a transform in the case of a small
displacement with a sparse dictionary. Figures 6.6 (b) and (f), and 6.7(a) and
(d) show that our method can accurately estimate a transform for a larger
displacement by Gaussian ltering of a larger standard deviation. Figures
6.6(c), (d), (g) and (h) and 6.7(c), (d), (g) and (h) show that our method can
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figure 6.8: Accuracy of estimation of multi transform for slice images and
character images. The upper and lower rows represent the accuracy for ro-
tation and scaling, respectively. From left to right, each column represents
the accuracy of parameter for the transformed Figs. 6.5(a), (b), (c), (d), (e)
and (f). For the radius r of the integration path, rotation angle  and scaling
factor , we dene the displacement as
p
(1 + )2r2 + 2r2.
estimate a transform even for images which have small pattern perturbation.
Figure 6.8 shows that our method can estimate more than one transform.
6.9.2 Three-Dimensional Image
Three experiments evaluate the performance of our local linear method for
volumetric images. The rst and second experiments show the accuracy of
estimation for a single transform and multiple transforms, respectively. The
third experiment shows the robust estimation of templates with small pattern
perturbations.
The rst and second experiments use volumetric data obtained by MRI
simulation of human brain [37]. Figure 6.9 shows slice images of the volu-
metric data. Furthermore, for the rst and second experiments, we generate
smooth images from these slice images by linear ltering of the convolution
with Gaussian kernel of standard deviation  . For third experiment, we use
volumetric spatiotemporal MRI lung data. [25]. Figure 6.9.2 shows a few
frame of the volumetric spatiotemporal MRI lung data. In a sequence, the
volumetric data gradually changes with the breathing of the patient. Table
6.1 summarises the parameters for the rst and second experiments. Table
6.9.2 summarises the data for the third experiment.
Figure 6.11 shows the results of the rst experiment for the estimation
of rotation angle. In Figs. 6.11(a), (b) and (c), for displacements of less
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(a) Coronal (b) Sagittal (c) Transverse
Figure 6.9: Slice images extracted from volumetric data. (a)-(c) Slice images
extracted from a voxel image obtained by MRI simulation of a human brain
[37]. The size of the voxel image is 181217181 voxels. The slice images
(a), (b) and (c) are extracted from the z = 45, x = 90 and y = 100 planes,
respectively. In experiments, we embed the voxel image in a background
image of 308308308 voxels. The intensities of the background images are
0.
Table 6.1: Parameters for the rst and second experiments using voxel image
of human brain data.
A Pregeneration Template Filtering Dimension Lines
R1
 60 < 1 < 60 1 < 1 < 6 0 <  < 5
d^ = 1024
S3(r)
step of 12 step of 1 step of 0.1 10 < r < 110 step of 10
R2
 60 < 2 < 60 1 < 2 < 6 0 <  < 5
d^ = 1024
S3(r)
step of 12 step of 1 step of 0.1 10 < r < 110 step of 10
R3
 60 < 3 < 60 1 < 3 < 6 0 <  < 5
d^ = 1024
S3(r)
step of 12 step of 1 step of 0.1 10 < r < 110 step of 10
R
 7 < 1; 2; 3 < 7 1 < 1; 2; 3 < 3 0 <  < 5
d^ = 1024
S3(r)
step of 7 step of 1 step of 0.1 10 < r < 50 step of 10
Table 6.2: Data for the the third experiment using the volumetric spatiotem-
poral data.
A Pregeneration Template Filtering Dimension Lines
with 22nd frame with 22nd, 23rd, 24th and 34th frame
R3
 60 < 3 < 60 1 < 1 < 6 not used d^ = 1024 S3(r)
step by 12 step by 1 10 < r < 20 step by 5
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(a) Image frame (b) Sagittal: y = 9 (c) Sagittal: y = 29 (d) Sagittal: y = 41
Figure 6.10: Volumetric spatiotemporal MRI lung data [25]. (a) Voxel image
of a frame of a sequence. (b)-(d) Sagittal slices of the frame. The spatial
and time resolutions of the data are 50224224 and 200, respectively. The
time between frames is 331 ms. In the experiments, we embed a volumetric
image of a frame on a background image of 316316316 voxels. Each voxel
value in the background image is 0.
than 4 voxels, the estimation errors are smaller than 2.5 degrees if we use the
surfaces fS3(ri)g10i=1 for surface integration. Figures 6.11(d), (e) and (f) show
that for displacements of less than 4 voxels, the estimation errors are smaller
than 3.5 degrees if we use the surfaces fP(ri;0)g10i=1 for surface integration.
In Figs. 6.11(g), (h), (i), (j), (k) and (l), for displacements of greater than
4 voxels in smooth images, our method estimates rotation angles with errors
smaller than 1 degree.
The second experiment evaluates estimation errors for multiple trans-
forms. Figure 6.12 shows the results of the second evaluation. In Fig. 6.12,
the results show that the estimation of multiple transforms is unstable. Fur-
thermore, the estimation errors are larger than 1 degree even for small dis-
placements of one voxel. However, for smoothed images, the mean estimation
error of the multiple transforms is about 1.5 degrees for the three rotation
axes.
The third experiment evaluates the accuracy and robustness of estimation
of rotation for a template with a small pattern perturbation. Figures 6.13(a)
and (b) show the dierences between the 22nd frame and the 23rd-200th
frames of the four-dimensional data. Figure 6.13(c) shows the results of the
estimation. In Fig. 6.13(c), curves represent absolute values of the estimation
error plotted against the displacement caused by the rotation. For dierences
from  1 to  6:94 dB, the estimation errors are smaller than 1.5 degrees.
Table 6.3 shows the dierence between a template and generated g. In Table
6.3, the distance between the generated g and template is smaller than one
between template and its nearest neighbour.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 6.11: Accuracy of estimation for a spatial rotation. We estimate the
rotation angles 1; 2 and 3 independently. The rst, second and third
columns represent the accuracy of estimation for rotation around the x; y
and z axes, respectively. (a) and (d), (b) and (e), and (c) and (f) show the
accuracy of estimation without Gaussian ltering. (g) and (j), (h) and (k),
and (i) and (l) show the accuracy of estimation for smooth images, for the
rotation around x; y and z axes, respectively. In the rst and third rows and
the second and fourth rows, we adopt S3(r) and P3(r;) as the surfaces for
the surface integration, respectively. Displacements are given by r1; r2 and
r3.
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(a) Rotation around x (b) Rotation around y (c) Rotation around z
Figure 6.12: Accuracy of estimation for multiple transforms. For the estima-
tion, we adopt combinations of three rotations around the x, y and z axes.
The left, middle and right graphs show the results of estimation for rotation
around the x, y and z axes with Gaussian ltering with standard deviation
 , respectively. For the surface integration, we adopt surfaces fP1i gni=1. For
the rotations around the x, y and z axes, the displacements are given by
r
p
23 + 
2
2, r
p
23 + 
2
1 and r
p
21 + 
2
2 with radius r in the surface integral,
respectively.
Table 6.4 summarises the accuracy, the number of pregenerated images
and the dimension of the search space in Figs. 6.11 and 6.12. The re-
sults in Fig. 6.11 imply that integration with the surfaces fS3(ri)g10i=1 leads
to more accurate and stable estimation than integration with the surfaces
fP(ri;0)g10i=1 for the case of a rotation. For the estimation of a single
transform, our method requires 16.7% of the number of pregenerated im-
ages of naive NNS. Furthermore, for the estimation of multiple transforms,
our method requires 2.1% of the number of pregenerated images of the naive
NNS. Moreover, our method reduces size of search space to 4:010 3% . For
both the estimations, the dimension of the search space is 3:510 3% of the
original dimension of the images. Moreover, the results of third experiment
show that our method estimate transform for the template image with small
pattern perturbation.
6.10 Summary
For two- and three-dimensional images, we rst dened the local-linear prop-
erty of the image manifold for a small geometrical perturbation. We then
introduced an algorithm based on the local-linear property for two- and
three-dimensional ane image registration to reduce the time and spatial
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Table 6.3: Evaluation of approximation for generated new entries. We gen-
erate new entries for rotated images with small pattern perturbation. For a
generation of a new entry, we use 4-neighbours of a template. As templates,
we use rotated images of the 22nd, 23rd, 24th and 25th frame of data with
angle 3. For a template g, we rst compute the dierence between g and its
nearest neighbour in pregenerated images as 10 log10 (kf 1   gk2=kgk2). Sec-
ond, we compute the dierence between g and a generated new entry g as
10 log10 (kg   gk2=kgk2). In this Table, the columns for the nearest neigh-
bour (NN) and the local linear method (LLM) show the dierence between
f 1 and g and between g and g, respectively.
angle [degree] Dierence between f 1 and g[dB]
22nd 23rd 24th 25th 34th
3 NN LLM NN LLM NN LLM NN LLM NN LLM
2 -4.77 -5.15 -4.85 -5.15 -4.78 -5.06 -4.39 -4.70 -4.60 -4.90
4 -3.19 -3.95 -3.31 -3.96 -3.26 -3.91 -3.21 -3.81 -3.25 -3.87
6 -2.57 -3.71 -2.70 -3.72 -2.66 -3.68 -2.69 -3.62 -2.68 -3.65
Table 6.4: Accuracy and compression ratio for volumetric data obtain by MRI
simulation of human brain. First column shows given accuracy in the esti-
mation. Second column shows necessary step sizes in pregeneration, which
give the accuracy in rst column, for the nearest neighbour search (NNS)
and the local linear method. Third column shows dimensions of search space
for NNS and LLM. Fourth column illustrates compression ration of the LLM
compared with the NNS.
A Accuracy Necessary step size Dimension Compression ratio
NNS LLM Original Search space in pregeneration
R1 1 [degree] 2 [degree] 12 [degree] 29218112 1024 16.7 [%]
R2 1 [degree] 2 [degree] 12 [degree] 29218112 1024 16.7 [%]
R3 1 [degree] 2 [degree] 12 [degree] 29218112 1024 16.7 [%]
R 1.5 [degree] 3 [degree] 12 [degree]
29218112 1024 2.1 [%]2.0 [degree] 4 [degree] 12 [degree]
1.5 [degree] 3 [degree] 12 [degree]
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(a) (b) (c)
Figure 6.13: Estimation for a template with small pattern perturbation. (a)
Dierence between 22nd frame and 23rd-200th frames of four-dimensional
MRI lung data. (b) Scaled-up graph of (a) showing dierence between 22nd
frame and 23rd-38th frames. (c) Accuracy of estimation for rotation angle
3 around the z axis. The dierences between the 22nd frame and the 22nd,
23rd, 24th, 25th and 34th frames are  1; 10:11; 9:19; 6:94 and  5:65
[dB], respectively. For surface integration, we adopt the surface S3(r). The
displacement is given by r3.
complexity of computation. The algorithm rst generates a new image for
a template using a small number of images preproduced from the reference
image. Second, using the new image, the proposed method nds a small
ane transform between the new image and the best matching image in the
dictionary. Finally, our method estimates transforms using the new image
and its neighbours. This algorithm reduces the computational cost of pre-
processing and the size of the images used in the nearest-neighbour search.
In the numerical examples, we show that our method can accurately esti-
mate single and multiple transforms using a small number of pregenerated
images.
Chapter 7
Conclusions
In this dissertation, we introduced recognition methods for pattern in multi-
linear forms.
First, we introduced rst-, second-, third- and Nth-order tensor repre-
sentation for multidimensional data. For multiway data in these multilinear
forms, using a multilinear projection, we introduced computational methods
for signal processing such that principal component analysis and discrete co-
sine transform. For the approximation of principal component analysis for
Nth-order tensors, we present N -dimensional discrete cosine transform as
fast computational methods.
Second, we mathematically and experimentally show the eects of linear
and bilinear dimension-reduction methods for pattern recognition methods
of linear and bilinear forms. We dened four essential conditions for dimen-
sion reduction for image pattern recognition. By clarication of the non-
expansive mapping and topology-preserving mapping, we showed that only
the topology-preserving mapping preserves distances and angles among data.
The approximate preservation of distances and angles among data is the weak
condition for dimension-reduction methods. Furthermore, we claried that a
classier can achieve a higher recognition rate if we use nonexpansive map-
ping for preprocessing. This property is a common property to both linear
and nonlinear methods. We concluded that the weak condition is only satis-
ed by the random projection among the linear dimension-reduction meth-
ods. For the bilinear recognition method, that is tensor subspace, tensor
principal component analysis and two-dimensional discrete cosine transform
give almost same eects in recognition rates. Furthermore, for linear recog-
nition methods, two-dimensional discrete cosine transform gives almost the
same eects of the random projection in recognition rates.
Third, we introduced tensor subspace method and mutual tensor sub-
space method for multiway data. By dening the tensor subspace of queries,
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which belong to the same category, we can represent patterns of queries with
geometrical perturbations. Tensor subspaces are found by tensor principal
component analysis from sampled multiway data. We, then, dene dissimi-
larity between two tensor subspaces. Using this dissimilarity, we developed
the mutual tensor subspace method. In numerical experiments, we show
validations of the subspace method and mutual tensor subspace method for
three-way data. Using three-way data of gait patterns, we showed proper-
ties of computational methods for tensor principal component analysis, that
is higher-order singular value decomposition and multilinear principal com-
ponent analysis. The results showed that the computation by higher-order
singular value decomposition gives almost the same results by multilinear
principal component analysis. This property claries that iteration in the
computation of principal component analysis is unnecessary. Furthermore,
experimental results show that three-dimensional discrete cosine transform
approximates third-order tensors in dimension reduction. Therefore, we con-
clude that N -dimensional discrete cosine transform is the fast approximation
method for the computation of the tensor principal component analysis.
Fourth, we experimentally explore an essential feature in gradient elds
in two-dimensional images, that is second-order tensors. From the results
of our experiments, we have following observations. For the image pattern
recognition, the discriminative feature is the edges of an image. In the con-
text of the directional distribution, the dominant directional distributions
represent the edges of a blurred image. For the image pattern recognition
with the dominant directional distribution, the Wasserstein distance is an
appropriate metric. As the acceptable approximation of the fast and accu-
rate recognition with a pair of the dominant directional distributions and the
Wasserstein distance, we can use the pair of the global directional distribu-
tion and L1-norm. By the normalisation with the L2-norm, the feature of
histogram of oriented gradients possesses more discriminative distribution in
a feature space than the features that represent probabilistic distributions of
gradients.
Fifth, we introduced image registration methods, which are applications
of the subspace method for two- and three-dimensional images. Our proposed
algorithm, the local linear method, reduces the time and spatial complexity
of computation of the dictionary-based image registration. The algorithm
rst generates a new image for a template using a small number of images
preproduced from the reference image. In the numerical examples, we show
that our method can accurately estimate single and multiple transforms using
a small number of pregenerated images.
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