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ABSTRACT 
 
Brown, Jovan C.  VALIDATION OF THE INTEGRAL-DIFFERENTIAL SCHEME 
AS A NAVIER-STOKES SOLVER VIA SIMULATION OF 2-D EXPERIMENTAL 
FLUID STUDIES. (Major Advisor: Frederick Ferguson, Ph.D), North Carolina 
Agricultural and Technical State University. 
 
The goal of this research effort was to test the validity of an ‘in-house’ Navier-
Stokes Solver.  Using a unique scheme coined ‘Integral Differential Scheme (IDS),’ this 
code was designed to be an efficient and accurate numerical solver for various laminar 
single phase flows.  The numerical scheme developed and programmed herein, is based 
on the solution of the integral form of the Navier-Stokes equation.  This approach focuses 
on the benefits of the traditional finite volume and finite difference schemes, thus 
guaranteeing the conservation properties throughout the domain.  Using low cost personal 
computing capabilities, this Computational Fluid Dynamics (CFD) code was tested with 
the simulation of three fluid experiments commonly conducted in industry. A quantitative 
study of these results is presented.  In addition to flow field properties, a qualitative 
validation of flow structures is examined to further demonstrate the fidelity of the CFD 
code.  The three classical experiments discussed herein are, Hypersonic flow over a flat 
plate, Mach jet injection normal to flat plate, and Shock boundary layer interactions.  
The investigation of hypersonic flow over flat plate provided excellent agreement 
with velocity profiles normal to the plate.  Temperature comparisons showed a less 
favorable agreement in peak temperature values while thermal boundary layers were 
accurately captured.  Mach jet injection flow provided a comparison of wall pressure 
xvi 
 
where trends in the pressure profile were captured.  A pure qualitative study of schlieren 
structures was compared in the Shock Boundary Layer investigation.  Here, the results 
obtained were promising in capturing the structures of the fluid system.  The agreement 
between the primitive variables measured experimentally and the results acquired from 
the CFD simulations provided evidence that the code was able to accurately capture 
complex flows. 
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CHAPTER 1  
INTRODUCTION  
 
Since the 1700’s conceptual thoughts have been developed for simple solutions to 
the occurrence of natural fluid phenomena.  These naturally occurring events that exhibit 
fluid phenomena were often natural disasters such as tornados, hurricanes, or tsunami’s. 
In an effort to control or prevent these natural disasters early philosophers were 
concerned with how to study these phenomena.  At a time where there were no 
established methods of solving or quantifying fluid systems, primitive experiments and 
theories based on observations were adapted.  The earliest contributor to the field of fluid 
studies was Sir Isaac Newton.  His early conceptual solutions to fluid phenomena paved a 
foundation for innovation in harnessing the characteristics of fluids.  Examples of this are 
evident in the schematics of early flight mechanisms designed by Leonardo Da Vinci.  As 
a result, his efforts sparked the imagination of individuals like the Wright brothers, and 
birthed the field of aviation as we know it today.  In the same respect other branches of 
sciences have arisen such as Oceanography, Hemodynamics, and Aeroelasticity.   
The earliest methods of solving fluid phenomena were by experimental studies or 
by analytical methods (Anderson, 1995).  Experiments conducted in fluid studies relied 
on observation and primitive measuring techniques.  The analytical approach to solving 
fluid systems required the flow to be idealized.  Simplification of the fluid system was the 
one way to solve the analytical equations that described the flow field.  In simplification 
of the flow, laminar docile flow regimes were considered while the behaviors of more 
2 
 
chaotic systems were left unstudied.  These two techniques were the only methods 
available to the scientific community until the advent of digital computing in the 1940’s.  
The technological advancement in computers broke the threshold of fluid regimes that 
could be studied.  As a result, a new technique was birthed for solving fluid problems 
known as Computational Fluid Dynamics (CFD).  Over the next seven decades there was 
an exponential growth in computational power of computers as well as the complexity of 
classical fluid problems that can now be solved.   
A historic review of the computer industry indicated that it has completed four 
generations and is now entering into its fifth generation.  Engineers have labeled 
computers that use the vacuum tubes as the first generation computers, and those that 
used the transistors and diodes as the second generation of computers.  The integrated 
circuits (ICs) ushered in the third generation computers.  Currently we are enjoying the 
benefits of the fourth generation computers that were made possible thanks to the 
development of micro-processors. 
Arguably, the fifth generation of computers is already with us.  The development 
of integrated ‘software and multiprocessors’, of the type facilitated by field 
programmable gate arrays (FPGA) and others, are ushering a new generation of ‘Peta-
scale’ computers.  In principle, computer engineers have developed a common consensus 
on the path toward the fifth generation of computer based systems.  This path involves 
the global unification of software components that interacts with a series of hardware 
coprocessors.  The fifth generation of computers is expected to deliver performances in 
the order of petabytes (storage capacity in the order of 10 million or more gigabytes) and 
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pataflops (one quadrillion floating point operations per second).  In the US, the National 
Science Foundation and DARPA have initiated funding for the development of such 
computers.  In fact, DARPA has contracted with IBM through the PERCS (Productive, 
Easy-to-Use, and Reliable Computer System) program.  Other countries, such as, China, 
Germany and Japan, have similar programs.  The immediate computational focus of the 
‘Peta-scale’ computers under development will be on weather and climate simulations, 
nuclear and quantum chemistry simulations, and cosmology and fusion science 
simulations.  The motivation of the research program described herein is geared towards 
the validation of a unique in-house developed Computational Fluid Dynamic tool that 
seeks to maximize the benefits of future ‘Peta-scale’ computers. 
 
1.1 A Historical view of CFD as an Industrial Design Tool 
A historic view of the Fluid Dynamic industry, especially, as it relates to the 
aerospace industry, indicates that there are at least three major breakthroughs in CFD. 
The first breakthrough occurred in the 1950’s and 1960’s.  During this period, numerical 
methods and grid generation techniques were merged into the formation of 
Computational Fluid Dynamics (CFD) as a special branch of fluid mechanics.  However, 
in the 1950s and 1960s CFD did not play a dominant role, mainly due to the lack of 
computational facilities.  Nevertheless, numerical methods were developed and applied to 
2D flows.  In those days, the results were always supported by experimental data, thus 
validating the importance of CFD. 
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A second breakthrough in CFD occurred in the 1970s, when the science of 
orthogonal surface-fitted structured grids was introduced.  During that time, the storage 
and speed of selected and limited digital computers were sufficient to conduct CFD 
studies on flow problems of practical interest.  Using structured surface-fitted grids, the 
computations of flow over airfoils and wings became accurate, affordable and efficient. 
This breakthrough led to remarkable improvements in the design and performance of 
fixed wing aircrafts (Bush, 1986). 
The third breakthrough in CFD occurred in the 1980s and 1990s.  During this 
time, the computer had fully penetrated the industrial market and was well on its way to 
making it in every home.  In addition, there were remarkable improvements in both 
computational speed and storage.  At this time, numerical algorithms and grid generation 
techniques were expanded to included unstructured grids on realistic aircraft 
configurations. In doing so the successful aerodynamic analysis of full size aircraft 
configurations using CFD was demonstrated by Bush (1986).  It was also in the 1990s 
that CFD penetrated into other industries, such as, the automobile, civil and 
environmental industries. 
CFD as a design tool is playing a leading role wherever a flow field is being 
analyzed. CFD has significantly influenced the way engineers analyze problems and 
conduct design.  However, notwithstanding these successes, there are still great CFD 
challenges remaining today (Anderson, Pletcher, & Tannehill, 1984). 
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1.2 Challenges of the CFD Industry 
Typically, any problem facing the CFD engineer can be solved through the 
integrated use of the following three elements (Wilcox, 1997): 
(i)   the available or intended computational hardware, 
(ii)   an appropriate form of the conservation laws and their constitutive relations, and 
(iii)  a specified set of computational grid points. 
As such, to understand the challenges facing the CFD industry, one must put these three 
elements in proper perspective. 
1.2.1 Conservation Laws and their Constitutive Relations 
The conservation laws and their constitutive relations are usually specified by the 
CFD designer.  In most instances, these equations are chosen based on the capability of 
the available computational hardware and in the case of industrial software, the available 
turbulence model.  The relevance of turbulence models is becoming a very significant 
issue in CFD simulations (MacCormack, 1985).  Turbulence models are an attribute to 
the analytical process in solving the Navier-Stokes equations.  The laminar models must 
prove to be sufficient in fidelity before attaching a turbulence model to the system of 
governing equations. The scope of this research is validating the IDS code can handle 
with fidelity laminar fluid flows in preparation of attaching a turbulence model.  
 Designers are currently focusing on problems where turbulence has the dominant 
effect and problems where the traditional two-dimensional equation models are no longer 
adequate.  Clearly no proper evaluation of the merits of different turbulence models can 
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be made unless the discretization error of the numerical algorithm is known.  As such, 
grid sensitivity studies are crucial for all turbulence model computations. 
1.2.2 Computational Grid Points 
The successful analysis of any CFD design problem can be traced back to the 
development of a quality grid structure.  As such, in order to appreciate the challenges 
facing the CFD Industry one must take a critical look at the grid generation techniques 
available (Ghia, Ghia, & Shin, 1982).  Typically, the grid generation procedure is left up 
to the CFD designer, who has one of two choices, structured grids, unstructured grids, or 
a combination of the two.  The grid generation procedure used in this CFD tool was be 
the Structured Grid method. 
Structured grid methods take their name from the fact that the grid is laid out in 
blocks of regular repeating pattern.  These grids utilize quadrilateral elements in 2D and 
hexahedral elements in 3D.  Although the element topology is fixed, the grid can be 
shaped to be body fitted through stretching and twisting of the block.  In reality, 
structured grid tools utilize sophisticated elliptic equations to automatically optimize the 
shape of the mesh for orthogonality and uniformity (Dass, Kalita, & Nidhi, 2008).  
Structured grids can be arranged in multiple blocks, with and without overlapping. 
Structured grids like those depicted in Figure 1.1 enjoy a considerable advantage 
over its unstructured counterpart, in that they allow a high degree of control.  In addition, 
hexahedral and quadrilateral elements, tolerates a high degree of skewness and stretching 
without significantly affecting the solution accuracy in the case of well-behaved flow 
fields.  In addition, structured block flow solvers typically require the lowest amount of 
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memory for a given mesh size and execute faster because they are optimized for the 
structured layout of the grid.  The major drawback of structured block grids is the time 
and expertise required to lay out an optimal block structure for industrial size model.  
Grid generation times are usually measured in days if not weeks.  This study will use 
low-cost personal computers to generate the computational grids as well generate the 
solutions to the fluid systems.   
 
 
Figure 1.1. Structured Overlapping Grids (Elamin, 2004) 
 
1.3 Current Research Focus 
The immediate phase of this research is focused on the validation of the in-house 
Navier-Stokes Solver.  The results from the previous phase of this research were 
inconclusive.  The computational power of the computers used lacked the fidelity to 
recover the flow properties accurately.  For this reason only qualitative studies of the 
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flow regime were investigated.  The results were only valid if there was a visual trend in 
the IDS solution and expected flow regime.  Although only qualitative studies of the IDS 
code were investigated, it showed promising results in accurately solving the Navier-
Stokes equations in the Cartesian system of coordinates.  This phase of the research 
focuses on quantitative studies to validate the codes ability to accurately capture the 
physics of the flow.  A simulation of experimental studies conducted in the industry will 
be compared to primitive variables for their agreement.  To further test the fidelity of the 
IDS code, a simulation of a turbulent flow regime will be conducted to compare the 
agreement of flow structures to Schlieren images.  From these studies it is expected that 
some knowledge is gained on how resolute the grids must be to capture any turbulent 
phenomena.  The studies carried out herein will validate the codes ability to fully recover 
the physics of any laminar single-phase fluid flow.  In this stage, the following three 
classical CFD problems in 2D will be solved to demonstrate the validity of the 
computational tool: 
i. PLIF Hypersonic Flat Plate Flow 
ii. Mach Jet Injection Flow 
iii. Shock Boundary Layer Interactions 
The in-house Navier-Stokes solver uses an Integral-Differential Scheme (IDS) to 
develop a robust, efficient, and accurate numerical framework that is capable of solving a 
variety of laminar single phase fluid dynamics problems (Hafez & Oshima, 1998).  The 
numerical scheme is based on the solution of the integral form of the Navier-Stokes 
equation.  The details of which are discussed further in chapter 2.  
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CHAPTER 2 
THEORETICAL BACKGROUND 
 
In this research, the integral forms of the Navier-Stokes equations, (2.1) to (2.3) 
are of paramount importance (Gutfinger & Pnueli, 1992).  This chapter focuses on the 
governing equations and the method by which these equations are solved.  The Integral-
Differential Scheme is the numerical framework of this Navier-Stokes solver.  This 
approach focuses on the benefits of the traditional finite volume and finite difference 
schemes, and therefore guarantees the conservation properties throughout the domain. 
 
2.1 Navier-Stokes Equation 
The equations that govern fluid flows and the associated heat transfer are the 
continuity, momentum and energy equations.  These equations were independently 
constructed by Navier and Stokes during the mid-1800’s, and are referred to as the 
Navier-Stokes equations (Anderson, 1995).  The continuity, momentum and energy 
equations are listed as follows: 
  

v s
sdVdv
t
0

   (2.1) 
  sdsPdVsdVdvV
t
ssv
 

 ˆ.   (2.2) 
 

ssssv
sdqsdVsdVPsdVEEdv
t
.ˆ..      (2.3) 
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In equations (2.1) the symbols, tv,, , represent the density, the volume of a 
control fluid element, and time, respectively.  In addition, the symbols, V  , ds  and q , in 
equations (2.4) (2.5) and (2.6) represent the fluid velocity, the surface of the control 
volume and the local heat transfer rate.  In this research, fluid velocity and the surface 
element are described through the use of vector quantities as follows (Anderson, 1984): 
 
kwjviuV       (2.4) 
 
kdxdyjdxdzidydzsd      (2.5) 
 
kqjqiqq zyx         (2.6) 
 
In equations (2.2) and (2.3), the symbol, P, represents the pressure and the 
symbol, ,ˆ  represents a symmetric tensor that defines the various components of the local 
viscous stresses.  This symmetric tensor is described by equation (2.7), (Caughey, 2005): 
 











zzzyzx
yzyyyx
xzxyxx



ˆ      (2.7) 
 
where the symbols of the six independent components (Choi & Merkle, 1995), 
zyzxyyxyxx  ,,,,  and zz , are the local shear stress that were defined in equations (2.2)-
(2.3) as follows: 
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 
x
u
2V
3
2
xx


  .      (2.8) 
 
 
y
v
2V
3
2
yy


  .      (2.9) 
 
 
z
w
2V
3
2
zz


  .      (2.10) 
 












x
v
y
u
yxxy       (2.11) 
 












x
w
z
u
zxxz 
    
 (2.12) 
 












z
v
y
w
zyyz       (2.13) 
 
The symbols, 
yx qq  , and zq , in equation (2.6) represent the components of the 
heat flux vector in the x- , y-, and z-directions, respectively (Anderson, 1984).  These 
components are defined by Fourier’s law, and expressed mathematically as,  
 
z
T
kq
y
T
kq
x
T
kq
z
y
x












      (2.14) 
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The symbols, P and E, in equations (2.2) and (2.3) are defined as follows: 
 
2
222 wvu
TCE
RTP
v


 
     (2.15) 
 
where R is the gas constant.  The symbols μ and k represents the viscous and thermal 
properties of the fluid of interest.  In this analysis, the viscosity of the fluid is evaluated 
through the use of Sutherland’s law presented in equation (2.16), (Choi, 1993), where μ∞ 
and T∞ are freestream values. 
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In the case of 3D aerodynamic analysis, the Navier-Stokes equations (2.1) to (2.3) 
defined previously can be treated as a closed system of five equations relative to five 
unknowns.  The unknowns are the following five primitive flow field variables: 
 Twvu ,,,, .   
 
2.2 Integral-Differential Scheme 
In the previous developmental stages of this research, a typical fluid flow is 
represented by a rectangular domain.  This spatial computational domain is further 
divided into a collection of elementary cells or ‘spatial’ cells.  These cells are chosen as 
infinitesimal rectangular prisms, with unit normal, ñ, in the x, y, and z directions.  The 
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dimensions of each side of a cell are defined by dx, dy, and dz, respectively, as presented 
in Figure 2.1.  Further, a given cell is defined locally by six independent surfaces, and 
each surface defined by four points or nodes in a given plane.  Additionally, plus and 
minus notations are used to define the unit normal, ñ, with respects to each surface.  
Next, each surface of each cell is defined by four nodes; namely, nodes-1, nodes-2, 
nodes-3 and nodes-4. Figure 2.1 illustrates the plus and minus notations for the surfaces 
with normal to the z-direction. It is of interest to note that the use of the object oriented 
programming concept makes it very convenient to use identical surface objects in the x 
and y directions. 
Analogous to ‘spatial’ cells, the concept of ‘temporal’ cells is also introduced. 
The ‘temporal’ cells are defined as rectangular prisms formed from the center points of 
eight neighboring ‘spatial’ cells.  Finally, a fluid control volume is defined, as a 
collection of eight ‘spatial’ cells and one temporal cell. A typical control volume is 
presented in Figure 2.2. 
 
 
Figure 2.1. Spatial Cell 
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Figure 2.2. Illustration of Control Volume 
 
Each term in the Navier-Stokes equations are applied systematically to each 
spatial cell.  The mean value theorem is invoked and a set of algebraic equations 
representing the rate of change of mass, momentum, and energy associated with each 
spatial cell is derived.  However, the rates of change of the time-fluxes are not associated 
with any grid point, but with the ‘spatial’ cell.  When the spatial cells are pieced together 
to form a temporal cell within the control volume, the arithmetic average of the rates of 
change within the temporal cell then defines rates of change at the ijk-point of interest as 
outlined by Elamin (2008). 
It is of interest to note that the plus and minus surfaces in each direction are 
adequate to evaluate the invicid fluxes.  However, two additional and adjacent surfaces in 
each direction are needed for evaluating the viscous terms.  Nevertheless, in the analysis, 
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these surfaces are denoted as the plus-plus and minus-minus surfaces, and are evaluated 
in the manner described earlier. 
2.2.1 Application of the Conservation of Mass to a spatial Cell 
To demonstrate the utility of this numerical approach to fluid dynamic problems, 
consider a typical flow through the surfaces of an infinitesimal spatial cell, as presented 
in Figure 2.3.  In general, the fluid flows arbitrary in all directions.  Even though the 
Integral-Differential Scheme ‘IDS has the potential to solve 2D or 3D fluid-flow 
problems, for the purpose of illustration, the discussions conducted in this paper are 
limited to a 2D fluid flow application. 
 
 
Figure 2.3. Typical Flow through the Surface of a Control Volume (Elamin, 2008) 
 
Flow enters from the lower side
1 2
4 3
Flow leaves from the upper side
Flow enters from 
the left side
Flow leaves from 
the right side
dy
dx
dz
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’
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When describing the 2D approach of the Integral-Differential Scheme, a major 
challenge involves the conversion of the naturally 3D conservation laws into their 2D 
counterparts that maintain the integrity of the 3D flow field and its associated effects. To 
achieve this goal, two scientific assumptions were made (Lax, Wendroff, & Wendroff, 
1960).  They are as follows: 
i. Using the Cartesian system of coordinates, the spatial cells are chosen as 
infinitesimal rectangular prisms, with unit normal, ñ, in the x, y, and z 
directions. 
ii. It is assumed that no flow occurred in the z-direction. In addition, the 
dimension, dz, of a typical control volume is always a single unit, ie. dz = 1. 
 These assumptions led to the fact that the fluid properties in the z-direction across 
any cell are constants and the net flow of mass, momentum, and energy in the z-direction 
is always zero.  Consequently, in all surface integration processes, all pertinent terms that 
are associated with the z-directions as required by the conservation laws are neglected. 
Armed with these two assumptions, the governing equations were converted into their 
non-dimensional form and applied on each small control volume (Essers, Vaassen, & 
Vigneron, 2008).  The algebraic forms of the rate of change of mass, momentum, and 
energy at the center of each control volume are formulated as follow: 
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2.2.2 Explicit Time Marching Process 
The explicit time marching process associated with the Integral-Differential 
Scheme is conducted based on the taylor series expansion formulation as follows: 
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where the time flux vector, U, is defined at each ijk-point, such that, 
 TEvvuU  .  The terms on the right of equation (2.19) are not defined 
at an ijk-point but rather from the control volume and the temporal cell associated with 
each ijk-point.  The term, 
tavg
kjiU
,
,, , is the average value of the flux quantities associated 
with the control volume surrounding the ijk-point.  Whereas the time derivative term, 
tavg
kjidt
dU
,
,,






, is associated with the average rate of change of temporal fluxes associated 
with the temporal cell at the ijk-point (Spalding, 1972). 
Since the Integral-Differential Scheme is an explicit numerical technique for the 
Navier-Stokes equations, the time step, t  is subjected to a stability criterion (Richtmyer, 
1962).  This criterion is determined by the following form of the Courant-Friedrichs-
Lewy (CFL) relationship (Anderson, 1995), 
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The constant, C, in equation (2.19) is defined in the range of 80C50 ..  , and 
the symbols, 
kjia ,,  and kji ,,
' , represent the local speed of sound and dynamic viscosity.  
In this analysis, kji ,,' , is evaluated by Anderson (1984) as follows: 
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CHAPTER 3 
COMPUTATIONAL MODEL FOR EXPERIMENTAL STUDIES 
 
In satisfying the objective of this thesis, the IDS code will simulate three classical 
experiments conducted in industry.  The first of which being Hypersonic Flow over a Flat 
Plate, followed by a simulation of Mach Jet Injection normal to Flat Plate.  The last study 
is the Shock Boundary Layer Interaction.  The intellectual merit of each study is noted to 
demonstrate the shed some light on the IDS codes ability to duplicate experimental 
conditions.  These studies are milestones in their own right within the CFD community.  
The physics of each problem test the codes ability to accurately capture the flow field 
characteristics.  Based on the experimental setups the appropriate boundary conditions 
and flow properties are applied. 
 
3.1 Simulated Fluid Experiments Overview 
The simulated experiments will validate the IDS code based on primitive variable 
agreement, and a qualitative study of flow structures.  A brief summary of each 
experiment follows: 
1. Planar Laser Induced Fluorescence (PLIF), (Danehy, 1996). 
i. Rotational and velocity distributions are measured across a hypersonic 
laminar flat-plate boundary layer.  
ii. The Hypersonic freestream flow was produced by the T2 free-piston 
shock tunnel in Australian National University. 
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iii. Ultimately provide temperature wall conditions as well as temperature 
and velocity profiles to compare with IDS results. 
2. Experimental investigation of secondary jets from two-dimensional nozzles 
with various exit Mach Numbers for hypersonic control application. (Alston, 
1967). 
i. Examine jet shock structures, jet penetration, separation distance, and 
the gross aerodynamic normal forces as determined from pressure 
distributions. 
ii. Test conducted using the Langley 20-inch hypersonic Mach 6 tunnel 
with secondary jets issuing perpendicularly from flat plate. 
iii. Ultimately provide wall pressure data, as well as Schlieren structures 
for comparison with IDS code results. 
3. Hypersonic Boundary Layer/Shockwave Interaction.  (Lindsay, 2004). 
i. A Navier-Stokes solver based on the MacCormack Predictor-
Corrector technique was developed.  
ii. FORTRAN, TECPLOT, and EXCEL were used to provide numerical 
solutions to Shock/Boundary layer interactions, as well as post-
processing of primitive variables. 
iii. Preliminary analyses to support the results were in accordance with 
the physical behavior of the flow fields. 
The solution procedure adopted during the numerical simulation of these 
problems is as follows: 
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i. The physical domain of the problem is defined in Cartesian Coordinates. 
ii. The freestream parameters of interest (M, Re, Pr, T, P, ρ, μ, etc.) are 
mapped to fit the Navier-Stokes equations requirements and the physical 
domain. 
iii. The boundary conditions are assigned in accordance with Integral-
Differential Scheme methodology. 
iv. The solution grid and initial solution are auto-generated. 
v. The solution data is extracted from the 2D domain and post-processed 
using TECPLOT. 
The non-dimensional algebraic form of the mass, momentum, and energy 
equations derived in section 2.1 and outlined in section 2.2, are used to develop the 
numerical solution. The solution marches in time from the initial conditions until it 
converged to the steady state condition. The convergence was considered to occur when 
the maximum residual of the mass, momentum, and the energy fluxes at each internal 
grid point changed no more than 10E
-09
 between time steps.  Mathematically (Elamin, 
2004), the maximum residual of the fluxes is calculated as the difference between the 
new and the old value of the flux for each two consecutive time steps such that, 
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During the previous development phase of this research preliminary grid 
independent studies were conducted.  The results from this study proved to be 
inconclusive since the computational limit of the computer peaked without convergence 
of primitive variables.  Based on this, only qualitative studies could be conducted since 
the models lacked the grid density to recover the flow physics.  From this knowledge the 
aim was to generate the largest grid size the computer is capable of analyzing through 
trial and error.  From this investigation the computational power limited the grid size to 
937 by 937.  Any increase in grid density past this point caused the compiler software to 
abandon the executable commands.   
The numerical computations performed by the IDS code require a massive storage 
location for the primitive variables calculated at the cell nodes.  Without the ability to 
divide the computational task and memory database onto individual processes, the CPU 
reaches its limit on the amount of data it can store within its stack frame.  When this limit 
is reached the processor is unable to handle further computations causing a crash in the 
compiler software.   
In an effort to combat this issue a creative way to fully capture the flow had to be 
developed by increasing the density of the mapped grid without increasing the size of the 
grids.  In order to achieve this, a fine grid study was conducted where the computational 
domain was cut in half.  In doing so the grid size was maintained at 1001 by 1001.  Since 
part of the flow physics is neglected those properties had to be induced into the inflow 
conditions.  This technique is a very innovative way of maximizing a low-cost PC with 
limiting computational power and increasing the fidelity to that comparable to a super 
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computer.  The results based on this method were very promising in that the comparison 
to experimental data showed full convergence of the primitive variables.  This 
investigation gives merit to the CFD tool, and implies the solution obtained based on 
largest allowable grid size are valid and provide accurate representations of the flow 
field.  
The IDS solvers numerical framework is designed such that it is capable of 
providing high fidelity models without the use of expensive servers, and super computers.  
In an effort to optimize the CFD process a compiler study was conducted.  This 
investigation compared the convergence rate of four different computer systems.  Each 
computer analyzed the same fluid model under the same grid size.  The only variable in 
the study was the compiler used to execute the IDS code.  The computer hardware 
specifications as well as computing time are listed in Table 3.1.  As can be seen in Figure 
3.1, the code converged on the same solution irrespective of the computer or compiler 
software implemented.   
 
Table 3.1. Computer Study Specifications 
Computer Compiler MEM (GB) CPU Speed (GHz) Time (min) 
Title 3 (Compaq Visual) 3 Quad Core   2.33 10 
Linux OS (Gfortran) 3 Dual Core   2.13 17 
ND Laptop (Absoft) 2 Single 2.2 20 
AMD Athlon (Silverfrost) 3 Single 2.7 26 
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Figure 3.1. Compiler Study 
 
This study gives insight into the logistics of the computational tool.  Each 
computer handles the computations the same in that each successive iteration in the 
solution produced the exact same values.  The only major difference is how fast one 
computer can complete a single iteration over another computer.  As a result we chose to 
use the Title III computer to improve the efficiency of our simulations.  This would result 
in less downtime when the code is running. 
 
3.2 Planar Laser Induced Fluorescence Hypersonic Flow over a Flat Plate 
This section focuses on the simulation of the PLIF experiment which tests a 
developing boundary layer on a flat plate under supersonic conditions (Danehy, 1996).  A 
normal shock wave develops at the leading edge of the flat plate due to the flow seeing 
the front of the plate as a disturbance. The viscous boundary layer effects create a second 
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barrier which the shock conforms to.  The supersonic flow over a flat plate is a classical 
fluid dynamic problem, and it has received considerable attention from many researchers; 
including Boyd & Rasmussen (1994), Akwaboa (2004), & MacCormack (1985).  The 
occurrence of the boundary layer often provokes dramatic changes in the flow field 
features, both qualitatively and quantitatively.  The study of these effects on hypersonic 
viscous flow is necessary for the design of hypersonic vehicles.   
The simulation of the Planar Laser Induced Fluorescence experiment provides an 
investigation into the IDS codes ability capture momentum boundary layers as well as 
thermal boundary layers.  The use of lasers provides rotational temperature and velocity 
distributions at points above the plate.  This technique is significant in that its fluid-
mechanical abilities accurately document flow field behavior whereas the majority of 
studies rely on surface measurements.  Without this study there would otherwise be no 
way to validate quantitatively that results produced by the IDS code are accurate 
representations of the flow field. 
 
3.3 Planar Laser Induced Fluorescence Experimental Setup 
The hypersonic free stream flow for the PLIF experiment was produced using the 
T-2 free piston shock tunnel at the Australian National University.  The plate was 
mounted in the test section using a sting balance such that the flat surface lay along the 
nozzle axis. All measured values for the velocity and temperature were centered 80mm 
downstream of the plate’s leading edge which can be seen in Figure 3.2.   Due to the 
expansion of the tunnel nozzle there is an inherent uncertainty in the free stream 
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quantities, which are seen in Table 3.2.  These nominal quantities were based on 
uncertainties in nozzle expansion, the measured tunnel shock and reservoir pressure.  In 
the simulation of this study the freestream properties were chosen based on the nominal 
values calculated in the experiment to best model the flowfield. 
 
 
Figure 3.2. PLIF Setup Diagram (Danehy, 1996) 
 
Table 3.2. PLIF Freestream Properties 
Parameter Quantity Units 
T∞ 360 ± 25 °K 
u∞ 3185 ± 80 m/s 
P∞ 2.4 ± 0.2 kPa 
M∞ 8.6 ±0.15 N/A 
Г 1.3 N/A 
Pr 0.70 N/A 
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3.4 Planar Laser Induced Fluorescence Computational Setup 
The 2-D simulated flow for the IDS code is set such that a Mach of number 8.6 is 
considered. The specific heat ratio, γ, is set to 1.3, and the Prandtl number, Pr to 0.70. 
The freestream density, temperature, viscosity, and pressure are set to 1.25518 kg/m
3
, 
360K, 2.04E-5 kg/ms, and 2400Pa, respectively.  The Reynolds number is 
4.2621*10.0E+5, based on a 1.0 m long flow field.  The flow field domain is 0.09 m by 
1.0 m. 
Figure 3.3 is a visual representation of the computational domain which 
encompasses the flat plate.  The inflow and outflow conditions are satisfied through the 
techniques discussed earlier.  For the surface boundary conditions no slip at the wall and 
constant wall temperature were applied.  In an effort to increase grid density, a fine grid 
study was also conducted which focused on half of the entire domain to ultimately double 
the resolution of the grids.  This secondary domain is represented by the dashed line in 
Figure 3.3.  
 
 
Figure 3.3. PLIF Computational Setup 
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To coincide with the experimental PLIF data readings the IDS code was adapted 
to provide data at the equivalent 80mm location within the CFD domain.  Although the 
IDS code is capable of providing primitive variables anywhere within the domain it is of 
significance to focus where the PLIF data is measured.  This location in our study is 
denoted by Q3.  To compensate for the upstream flow that was cut out of the domain for 
the fine grid study, a momentum boundary layer was induced in the inflow conditions.  
The momentum boundary layer height is introduced using equation (3.2) which defines 
the x-component of the velocity profile.  The symbols δ, ӯ, and Ū, represent the boundary 
layer height, non-dimensional domain height, and x-component of the velocity field 
respectively. 
 
  
 
  
 
   
 
  
  
 
 
 
    (3.2) 
 
The boundary layer height in equation (3.2) is defined by equation (3.3). 
 
    
       
   
         (3.3) 
 
3.4.1 PLIF Internal Points Initial Guess 
In this case, the boundary conditions are applied to the boundaries of the 
computational domain.  This is the initial inputs used in the numerical scheme that 
updates the primitive variables to a steady state solution.  The steady state condition is 
satisfied only when the residual of all parameters in negligible.  Here we begin with 
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freestream conditions for the prescribed parameters, with the exception of the y-
component of velocity. 
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3.4.2 PLIF Surface Conditions 
There are two different types of surface conditions that occur on the wall: 
constant temperature wall conditions and adiabatic wall conditions.  A constant 
temperature wall condition means that the temperature value is set to that of the wall 
temperature.  This is the boundary condition we will consider for this study.  The values 
for the primitive variables for the constant temperature wall conditions are as follows:  
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3.4.3 PLIF Outflow Conditions 
The outflow plane is described by the indices, i= IMAX and j = 2 to JMAX-1. 
Here the flowfield properties are second order accuracy boundary conditions.  
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3.4.4 Inflow Conditions 
The inflow plane is described by the indices, i= IMIN and j = 2 to JMAX-1. Here 
the freestream conditions are introduced into the flowfield.  For this study we used two 
different inflow conditions to sample fidelity results, the values used in this study are 
presented in Table 3.3 as follows: 
 
Table 3.3. PLIF Inflow Boundary Conditions 
Full Domain Fine Grid Study 
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3.5 Mach Jet Injection 
When the flow from a secondary jet issues into a hypersonic primary stream, it 
produces a very complex flow field (Alston, 1967).  It is difficult to describe the flow in 
detail but Figure 3.4 depicts the aerodynamic structures that develop as a result of the 
initial and boundary conditions.  The simulation of the mach jet injection demonstrates 
the IDS solvers ability to capture wall pressure measurements as well as recovering 
Schlieren structures within the flow field, as seen in Figure 3.5.  Schlieren photography 
techniques capture local differences in the density of the medium.  In the case of fluid 
dynamics, the image visually depicts shocks, boundary layers and separation zones 
otherwise illusive to traditional photography methods.  In addition to jet shock structures, 
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jet penetration, and separation distances.  The wall pressure distributions were 
determined for an investigation into aerodynamic forces.  
 
 
 
Figure 3.4. Sketch of Secondary Jet Introduced into a Hypersonic Flow  
 
 
 
Figure 3.5. Experimental Schlieren photograph (Alston, 1967) 
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3.6 Mach Jet Injection Experimental Setup 
The diagram in Figure 3.6 illustrates the side and top view of the flat-plate used in 
the experiment.  The two dimensional jets were formed by the back of the plate and 
interchangeable nozzles were used to allow for variations in nozzle throat size.  A series 
of twenty-eight pressure ports are staggered medial down the chord of the plate.  
Downstream of the leading edge a boundary layer trip is introduced.  By impeding on the 
supersonic free stream flow, a turbulent region is invoked into the flow field.  This is an 
important case to note since the inherent numerical framework for the IDS code is not 
designed to handle turbulent models (Alston, 1967).  To date there is no computational 
model that provides an exact solution to turbulent flows.  In an effort to demonstrate the 
IDS Navier-Stokes solvers limits in simulating highly chaotic fluid systems, a 
comparison of flow structures are investigated.   
 
 
Figure 3.6. Mach Jet Injection Experimental Setup Diagram 
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3.7 Mach Jet Injection Computational Setup 
In this computational setup the boundary conditions were adapted to correlate 
with the physics of the experiment.  The fore mentioned experiment was conducted using 
the Langley 20-inch Hypersonic Mach 6 tunnel.  The tunnel was operated at a stagnation 
pressure of approximately 101.325 kPa and at a stagnation temperature of 478°K.  The 
corresponding Reynolds number was approximately 6.5*10.0E+6.   The computational 
domain of interest is illustrated in Figure 3.7.  
 
 
Figure 3.7. Mach Jet Computational Setup 
 
Our study will focus on an injection speed of Mach 1.  The largest nozzle throat 
width of 0.137cm was used in this simulation.  This case was chosen since the resolution 
of the grid size must be small enough to analyze the physics at the orifice where the jet 
issues.  For small orifice size, only a small number of grids will fit into this gap on the 
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order of twelve cells.  The larger this orifice the higher the number of grids can fit within, 
ultimately providing a larger computational resolution at the issuing location.  The 
freestream properties are simulated to reflect those values determined in the experiment.  
At the inflow conditions the pressure was prescribed in non-dimensional terms as a 
relation between the plate pressure and the jet total pressure.  This gave some correlation 
parameter for the performance characteristics of the Mach jet injection.  These terms 
must be non-dimensionalized in such a way that the results can be compared to the 
isentropic relations prescribed by the experiment. 
3.7.1 Initial Conditions 
In this case, the boundary conditions are applied to the boundaries of the 
computational domain.  Here the initial condition values follow the same physics as the 
previous simulation and the boundary conditions are unchanged. 
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3.7.2 Outflow Conditions 
The outflow conditions cover the boundary from the indices IMAX, J and Initial 
values must be assigned to all internal grid points.  The initial values for each unknown 
primitive variable for all internal points are as follows: 
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3.7.3 Inflow Conditions 
 Where the freestream conditions are introduced into the flowfield, the values used 
in this study are as follows: 
Fine Grid Study 
0.1
0.0
2
0.1
.1
,1
2
,1
,1












j
j
j
j
T
v
yLyL
u


 
3.7.4 Surface Conditions 
There are two different types of surface conditions that occur on the wall due to 
the injection of the hypersonic flow.  Constant temperature wall conditions are used on 
the plate’s surface where the temperature value is set to that of the freestream 
temperature.  However, at the jet section the boundary conditions are determined from 
the pressure ratio of the injected flow to the freestream pressure.  The boundary 
conditions prescribed to the lower domain of the system are shown in Table 3.4. 
 
Table 3.4. Jet Injection Surface Boundary Conditions 
Wall BC Jet Section BC 
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The density and temperature boundary conditions were calculated from isentropic 
relations as outlined by Anderson (1984).  Deriving the freestream pressure required a 
manipulation of the non-dimensional pressure used in the experiment. This is important 
to note since the same method was used to set the inflow temperature and density 
boundary conditions. 
 
3.8 Shock Boundary Layer Interaction 
The focus of this investigation is to conduct a qualitative comparison of flow 
features in shock wave interactions and there agreement with known flow structures of 
shock boundary layer interactions.  A characteristic of supersonic internal flows is the 
development of a strong shock wave that forms as a result of the flow interaction with the 
boundary layer along the wall surface.  In this case, the study is focused on the interaction 
of a shockwave in a developing boundary layer as seen in Figure 3.8. 
 
 
Figure 3.8. Shock Boundary Layer Interaction (Lindsay, 2004) 
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3.9 Shock Boundary Layer Computational Setup 
In the simulation of this study we directly mimic the study conducted by Lindsay 
(2004).  In his defense he used the McCormick method of solving the Navier Stokes 
equations.  Expectations are high that the solutions obtained here through the IDS scheme 
will be in good agreement with the solution from the McCormack method.  This in return 
will setup an investigation allowing a comparison and contrast of the solutions received 
from both the McCormack scheme (MacCormack, 1985) and the IDS scheme (Elamin, 
2008).  
Figure 3.9 is a simple representation of the computational domain of interest for 
this investigation.  In this simulation it is important to note that the entire computational 
domain is considered rather than the fine grid domain.  This action was taken to alleviate 
any error when introducing the physics into the inflow boundary conditions.  It is much 
too difficult to apply the shock properties as well as the boundary layer properties into the 
inflow conditions and accurately represent the physics to mimic the flow.  By considering 
the entire domain, the recovery of the physics is entirely dependent upon the CFD tool. 
 
 
Figure 3.9. Shock Boundary Layer Computational Setup 
38 
 
 
For this case an artificial wedge was introduced into the farfield boundary 
conditions. The induced wedge creates the 30 degree shock that interact with the growing 
boundary layer at the plate.  The relationship for the shock angle is derived from the 
theta-beta-mach relationship.  The two dimensional form of this relationship is presented 
in Figure 3.10.  The freestream conditions for this simulation are seen in Table 3.5 
 
Table 3.5. Shock Boundary Layer Freestream Properties 
Parameter Quantity Units 
M∞     5.0 N/A 
a∞ 340.28 m/s 
P∞ 101.325 kPa 
µ∞     1.7894e-05 kg/(m*s) 
u∞         1361.12 m/s 
Γ     1.4 N/A 
Pr∞     0.71 N/A 
Rgas           287.0 J/(kg*K) 
T∞           288.16 °K 
v∞     0.0 m/s 
Cv     2.5 N/A 
Cp     3.5 N/A 
 
 
 
Figure 3.10. Shockwave Wedge  
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3.9.1 Outflow Conditions 
 In this case, the boundary conditions are applied to the boundaries of the 
computational domain by the following parameters (Childs, 1993).  The points 
designated by (IMAX, JMIN+1) to (IMAX, JMAX-1) are called the leading edge of the 
plate.  These points carry values for the four unknown primitive variables as follows: 
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3.9.2 Farfield Conditions 
The flow conditions set at the upper boundary are defined such that it follows the 
oblique shock relations (Lindsay, 2004).  Here the boundary conditions are set such that a 
an artificial wedge is induced into the flow to induce the shock at the upper boundary in 
the upstream vicinity of the computational domain. 
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3.9.3 Inflow Conditions 
Inflow conditions set the upstream properties of the flow.  These values cover the 
domain from (IMIN, JMIN+1) to (IMIN, JMAX-1).  Instead of focusing on a small 
portion of the domain as adapted in previous simulations, here the entire computational 
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domain is considered for simplification purposes.  Where the freestream conditions are 
introduced into the flowfield, the values used in this study are as follows: 
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3.9.4 Surface Conditions 
In this simulation the surface conditions used are the same as those used in the 
planar laser induced fluorescence study.  The physics at the surface of the plate for both 
simulation s are the same; hence the same boundary conditions are applied.  The values 
for the primitive variables for the constant temperature wall conditions are as follows:  
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CHAPTER 4 
RESULTS AND VALIDATION 
 
The previous chapter focused on the computational setup of the fluid studies.  
Boundary conditions were addressed to duplicate the fluid experiments.  A fine grid study 
was implemented for cases where the densities of the grids were inadequate to capture the 
physics of the flow field.  This chapter will present the results from each respective fluid 
study.  Any inconsistency in the experimental data and the IDS results are addressed case 
by case.  Through this chapter a clear agreement between experimental and IDS results 
will be presented with supporting evidence.  Each simulation will be addressed to 
determine how well the IDS code was able to accurately represent the fluid systems.  In 
addition the direct correlation between primitive variables is addressed to provide some 
conclusive evidence to the IDS codes true validity. 
  
4.1 PLIF Simulation Results 
Here a study of the 2D distribution of the x component of the velocity at the Q3 
plate location was investigated.  The first study analyzed the CFD domain with a 
computational grid size of 937 by 937.  As expected the velocity distribution starts from 
zero on the plate surface due to the no slip boundary condition and increase gradually 
until it reaches the freestream value.  In the second study the grid size remained the same 
while the domain height decreased from a non-dimensional height of 0.15 to 0.09 (18mm 
to 10.8mm).  This attempted to capture the boundary layer height better by introduced 
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finer grid resolution in the y-direction.  The results show a slightly higher convergence 
level in the boundary layer height, but were still unable to accurately represent the u-
velocity profile.   
For the next studies a skewed grid was mapped in hopes of providing small 
enough cells at the wall surface to capture the momentum interactions.  The results of the 
skewed grids ultimately provided little convergence mainly due to the fact that the 
resolution decreased in the x-direction.  No major convergence was observed from this 
study.  Without convergence of the solution the quantitative results from the experimental 
studies become inconclusive.  Based on the information gathered from the mapped grids 
its evident the fidelity of our models are insufficient.  As a result, the remainders of all 
experimental studies were conducted using the fine grid technique. 
The improvement in the fidelity produced results in better agreement with the 
results obtained from the PLIF experiment. The regions of the flow field that developed 
boundary layer interactions require fine grid generation to accurately model the simulated 
system.  At a grid size of 1001 by 1001 the computational limits of the computer 
hardware peaked, and an alternative fine grid study discussed earlier was adapted.  The 
data for this study is represented by the blue line in Figure 4.1 and 4.2.  There is a 
noticeable discrepancy in the thermal boundary layer agreement in Figure 4.2.  Possible 
reasons for this result from the impeded velocity profile on the inflow boundary 
conditions, while neglecting the introduction of a thermal profile to the inflow conditions. 
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Figure 4.1. Momentum Boundary Layer Profile 
 
 
Figure 4.2. Thermal Boundary Layer Profile 
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When the fine grid study results are compared to the PLIF experimental data, the 
convergence of the momentum physics is clear. Refer to Figure 4.3.   Along the entire 
chord of the flat-plate the IDS solver shows full agreement with the laser velocimetry 
readings measured in the PLIF experiment.  In the case of the temperature profile the 
peak temperature within the thermal boundary layer fell short of the experimental as 
depicted in Figure 4.4.  A comparison to the earlier results in Figure 4.2 to the 
experimental results in Figure 4.4 at a location of approximately 0.02, it is noticed that 
the thermal boundary layers converged for all cases where the entire computational 
domain was considered.  The disagreement in the temperature peak can be attributed to 
the need for a computational hardware able to map a finer computational grid.  Another 
contribution could be the inherent error in the lasers used for the temperature readings. 
 
 
Figure 4.3. IDS u-velocity vs PLIF experimental measurements 
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Figure 4.4. IDS non-dim temperature vs PLIF experimental measurements 
 
4.2 Mach Jet Injection Results 
Figure 4.5 is a comparison of the wall pressure IDS results, and experimental 
data.  The results show that a relative trend is observed along the plate upstream of the jet 
issuing location.  The IDS codes solution under predicted the magnitude of the wall 
pressure down the entire chord of the plate.  This under prediction can be due to the fact 
that the flow is no longer two-dimensional when the boundary layer trip induces 
turbulence.  There is some cross flow occurring in the z-direction which cannot be 
captured from the two-dimensional computational domain, resulting in a 
misrepresentation of the true pressure by a magnitude of 2.2.  These cross flows produce 
pressure gradients which amplify or dampen the wall pressure.  This data shows that 
under turbulent conditions the wall pressure of supersonic flow increases evenly across 
the plate.  
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Figure 4.5. IDS Wall Pressure Results vs Experimental  
 
Pressure fluctuations in the upstream flow of the experimental results were not 
captured by the IDS solution.  In a turbulent flow, pressure gradients are a dominant 
feature producing recirculation zones.  The upstream properties for pressure showed 
constant in my results while experimental measurements showed fluctuations.  It is 
important to note from the results that the trend in the wall pressure just before the jet 
was captured.  We recover the single hump and then the pressure exponentially increases 
due to the jet.  For a better understanding of the parameters of the flow that are accurately 
recovered, a flow structure study was compared to Schlieren structures.  Figure 4.6 is an 
accurate illustration of the flow structures under the Mach jet issuing conditions.   
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Figure 4.6. Schematic of flow regime (Alston, 1967) 
 
When compared to the vector plot results in Figure 4.7 it is clear to see the two 
recirculation zones before and the single dead zone after the jet.  This is due to the jet 
injection displacing the boundary layer.  When this happens, the high mach inflow 
suppresses the boundary layer growth, and creates a stagnation zone where recirculation 
occurs upstream as well as downstream.  There is a dividing boundary that creates the 
primary strong shock at the leading edge.  This shock gets disturbed through the jet 
issuing and reforms as a reflected shock downstream of the jet injection.  The density 
contour gives a visual representation of density gradients in the flow.  Shock waves in the 
flow correlate to IDS density contour plots.  Based on the solutions obtained, the IDS 
code can clearly see the structures discussed earlier.  The only issue is the resolution of 
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the structures, which mainly can be a result of the turbulence of the flow and the inherit 
error in experimental data not accounted for. 
 
 
Figure 4.7. IDS Mach Jet Injection Vector Flow Field Results 
 
4.3 Shock Boundary Layer Results 
The qualitative study left many promising outcomes.  This investigation began by 
observing the features from schlieren and numerical images of shock boundary layer 
interactions illustrated in Figure 4.8.  The IDS results show the comparison between the 
actual flow structures of the study in question and the results from the IDS analysis.  The 
boundary layer as well as the primary shock is clearly noticed.  The shock induced into 
the boundary conditions is present in both cases.  As expected at the interaction zone the 
boundary layer rises and the induced shock is reflected downstream.  It is important to 
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note that the flow field in the comparable shock boundary layer images in Figure 4.8 was 
conducted at a significantly higher mach regime.  As a result aerodynamic structures are 
less prominent in the IDS results.  Nonetheless they are still recovered as expected. 
 
 
Figure 4.8. Schlieren image (a), Numerical image (b) (Carroll, 1990) 
 
The set of images that follow in Figures 4.9 and 4.10 are Mach contours and 
velocity vector plots to show the magnitude, and direction of the velocity components of 
the flow.  This highlights separation regions in the flow at the interaction point.  Also 
clearly visible are the shocks created downstream as they interact with the separation 
layer of the flow.  Similarities in the solution produced from the IDS results in 
comparison to the Numerical and Schlieren images are in well agreement.  There is a 
clear boundary layer forming at the plate surface, as well as the primary induced shock, 
(a) 
(b) 
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and the shock produced as a result of the boundary layer growth.  Downstream the 
induced shock is still present as it emerges through the separation zone.  
 
 
Figure 4.9. IDS Shock Boundary Layer Mach Contour Results 
 
 
Figure 4.10. Shock Boundary Layer Vector Results 
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CHAPTER 5 
CONCLUSION 
 
The validation of the in-house IDS code as Navier–Stokes solver was addressed in 
this paper.  In doing so, the simulations of three classical fluid dynamics problems were 
investigated.  Clear agreements were presented in the results section of this report.  The 
quality of the results obtained led to conclusive evidence that the code was able to 
capture the physics of a laminar single-phase fluid flow.  Here the experimental data with 
the IDS results are summarized.  The conclusive nature of the results is further outlined to 
demonstrate the validity of the IDS in-house Navier-Stokes solver. The intellectual merit 
of this thesis is outlined in this chapter as well as recommendations on future work. 
 
5.1 Independent Review of Simulations 
For the case of the PLIF study, we were able to compare two important fluid 
parameters.  The first being the temperature profile, and the second being the velocity 
profile.  I was unable to recover the peak temperature within the boundary layer.  From 
the studies conducted I believe this disagreement in the peak temperature is due to a lack 
of computational power.  The thermal effects are sensitive to grid density and the fidelity 
wasn’t fine enough to recover the thermal boundary layer.  The velocity profile came in 
perfect agreement with the experimental studies.  This implies that for momentum 
physics to be recovered it takes less grid resolution.  The IDS code accurately produced 
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the velocity profile expected.  This study drastically increased the merit of the code on its 
ability to provide meaningful valid data that duplicated experimental results.   
In the simulation of the Mach jet injection flow several conclusion were made.  
The turbulent nature of the flow prevented the IDS solver from capturing the full physics.  
Upstream plate conditions are constant for wall pressure in the IDS results.  From the 
experimental results we notice small fluctuations in wall pressures.  This again is due to 
the turbulent structures near the wall of the flow.  In a comparison of the wall pressure, 
the trends were captured while the magnitude of the pressure was under predicted.  This 
is contributed to the chaotic flow regime which the IDS code at this point cannot directly 
simulate.  To further demonstrate the IDS solvers ability the flow structures were 
compared.  The Mach and density contours were able to show with some detail the 
structures we would expect to see. This is a significant observation. If the resolution of 
the mapped grids can increase, then there is reason to believe a solution with more 
detailed structures can be produced.   
The shock boundary layer was the only study that didn’t provide primitive 
variable comparisons.  This study was a pure qualitative study.  Here an observation of 
the shock development and the interaction of the boundary layer and shock are compared.  
What we see it what is expected.  At the interaction point you can see a secondary shock 
reflected back to the upper boundary.  A fully developed boundary layer is recognizable 
as well as the primary shock induced from the inflow boundary conditions.  The 
separation of the boundary layer where the induced shock impedes on is easily 
identifiable as well as the reattachment point.  The solutions generated for these problems 
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using the IDS Navier-Stokes solver showed very good agreement with the physical 
expectations and experimental data for each problem.  
These classical problems are practical test models for most computational tools.  
Many studies have been conducted with varying methods.  Based on our numerical 
framework for this IDS code we can say with confidence that the results are valid 
representations of the flow field.  In conclusion based on the solutions from the simulated 
fluid experimental studies I was able to validate the IDS codes ability as a low-cost CFD 
tool to fully recover the physics of any laminar single-phase fluid flow. The overall scope 
of these investigations gave insight into the next phase for the development of this 
project.   
 
5.2 Future Work 
Upon completion of this phase of the research there are several recommendations 
for the longevity of this project.  In order for this in-house Navier-Stokes solver to 
cultivate into a versatile CFD tool, a turbulence model must be attached to the Navier-
Stokes equation.  In doing so the code becomes more sophisticated in that it can handle 
higher complexity flow physics.  This will also increase the fidelity and overall 
confidence in the solvers solutions. 
As a second recommendation the IDS code should integrate a user friendly GUI 
to prescribe the appropriate conditions based on the physics of the problem.  This will 
improve the efficiency of the IDS Navier-Stokes solver.  In order to allow the code to run 
on multi-processor systems it is suggested that the code be adapted as a parallel code.  As 
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a result, it will reduce the computing time drastically, and allow for higher fidelity in the 
grid generation.  These developmental attributes are suitable for future engineering 
research projects. Completing these recommendations will ultimately produce a high 
fidelity CFD research and analysis tool primed for commercialization, as well as being 
licensed as a Navier-Stokes solver for public distribution. 
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APPENDIX 
IDS SUPPORTING RESULTS 
 
The following figures are results obtained through the aforementioned studies.  
These results provide supporting evidence for the IDS solver for laminar, single phase 
flows.  Figure A.1 presents the recirculation at the jet issuing location.  Here clear 
stagnation zones are visible upstream and downstream of the jet issuing. 
 
 
Figure A.1. Jet stream Mach injection Zone 
 
Figure A.2 is a representation of the density contour of the jet issuing location.  In 
this case we can see clearly the density gradients which depict aerodynamic shocks in the 
flow.  In comparison to expected flow structures, the shocks are recovered through the 
IDS solutions. 
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Figure A.2. Mach Jet Injection Density Contour 
 
The results in Figure A.3 and A.4 show velocity vectors of the flow.  The IDS 
code was accurately able to capture these flow structures which can be clearly seen in 
Figure A.3.  Where shocks are present in the flow there is a noticeable divergence of the 
velocity vectors.  Also important to note is the separation zone where the boundary layer 
and shock interact.  The recirculation zone is visible in Figure A.4 which occurs at the 
separation location. 
 
 
Figure A.3. Mach Contour with vector for Shock/BL Interaction 
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Figure A.4. Mach Contour with vector for Shock/BL Interaction 
 
The following image in Figure A.5 is velocity vector plots of the shock boundary 
layer interaction.  These results were overlapped with the mach contour to give a visual 
representation of the direction of the flow through the system.  This gives a better view of 
multiple phases  of the flow when combined with the Mach contour. 
 
 
Figure A.5. Vector  for Shock/BL Interaction 
 
Figures A.6 as well as A.7 are results from the hypersonic flow over a flat plate.  
These present the convergence of the thermal and momentum boundary layers 
respectively.  As expected excellent agreement of the boundary layer height was 
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achieved.  The same can be said for the expected thermal boundary layer with the 
exception of the convergence of the peak temperature within the thermal boundary layer. 
 
 
Figure A.6. PLIF Temperature contour 
 
 
Figure A.7. PLIF U-Velocity contour 
 
