INTRODUCTION
The design of highway bridges and culverts typically includes an evaluation of the flood-related risks associated with the design. These risks can be divided into three categories: (1) direct damages to the roadway and bridge; (2) traffic-related losses, such as extra miles necessary due to detours; and (3) flood damage in the upstream floodplain, such as inundation of upstream buildings and structures (Schneider and Wilson, 1980) . In order to quantify traffic-related losses and upstream floodplain damage, the length of time that a site is inundated is required. This type of analysis requires flood hydrographs for the particular site.
Another specific use of an estimated flood hydrograph is in the design of detention ponds in urban areas. Most cities require detention ponds to detain the additional runoff resulting from urbanization; to accomplish this purpose, a simulated flood hydrograph for a design flood is needed at the entrance of a detention pond. The size of the detention pond and outlet structure can be designed by other methods.
For ungaged sites, flood hydrograph information is difficult to obtain; therefore, a method is needed to estimate the flood hydrograph associated with a design peak discharge. Recognizing this need, the U.S. Geological Survey (USGS), in cooperation with the Georgia Department of Transportation, began an investigation in 1998 to develop such a method.
Purpose and Scope
This report describes the results and methods used to develop regression equations for estimating lagtime for any urban site in Georgia. Lagtime is generally defined as the time from the center-of-mass of rainfall excess to the center-of-mass of the resultant runoff hydrograph. When basins are modified by impervious cover, lagtime usually becomes shorter. This report also demonstrates the use of lagtime for estimating design-flood hydrographs as described by Inman (1986) . The scope of this study includes selected urban basins of 25 square miles (mi 2 ) or less within the State of Georgia.
Lagtime estimating equations were developed for urban streams in the metropolitan Atlanta, Ga., area as part of the Inman (1986) study. However, the equations might not be applicable for the remainder of the State because there are only 19 stations in the Atlanta area; thus, the data base is much too small to provide relations for the entire State. The lagtime equations in this study supersede the lagtime equations in the Inman (1986) study.
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DATA BASE
The data used in this study for the regression analysis of lagtime came from 69 urban stations in 11 cities throughout Georgia. The locations of cities with gages and the number of gages in each city are shown in figure 1. The cities and number of gages in each city are Albany-2, Athens-6, Atlanta-19, Augusta-6, Columbus-4, Moultrie-4, Rome-6, Savannah-4, Figure 1 . Rural flood-frequency regions in Georgia, cities where gaging stations were used in this study, and number of gages in each city. Some cities have gaging stations in more than one region. See table 2 (p. 6-7) for gages and regions. Thomasville-6, Titon-4, and Valdosta-8. A total of 329 floods were selected from these 69 stations by reviewing the rainfall-runoff hydrographs that were plotted for use in other urban-related studies. The selection criteria were: (1) uniform, relatively shortduration rainfall; and (2) a simple (noncompound) discharge hydrograph. Both rainfall and discharge data at 5-minute intervals were available for these floods.
HYDROGRAPH-SIMULATION PROCEDURE
Several traditional methods were considered for simulating a hydrograph for a flood of a selected recurrence interval at the outlet of an ungaged watershed. However, the dimensionless hydrograph procedure based on observed data from 61 rural basins and 19 Atlanta urban basins developed by Inman (1986) was used for this study and is summarized below.
Method Summary
A statewide dimensionless hydrograph was developed by Inman (1986) for use in urban basins up to 25 mi 2 and rural basins up to 500 mi 2 ( fig. 2 ; table 1). Peak discharge and lagtime are necessary parameters to convert the dimensionless hydrograph to a simulated hydrograph. The simulated hydrograph should be considered a typical, or average, hydrograph for the design peak discharge. It is not intended to reproduce actual runoff hydrographs. Stamey and Hess (1993) presented a technique for estimating peak discharges for selected recurrence intervals for rural basins in Georgia. Inman (1995) presented a technique for estimating peak discharges for selected recurrence intervals for urban basins up to 25 mi 2 in Georgia. Lagtime is computed as the time at the centroid of the unit hydrograph minus one-half the time of the computation interval (duration). The unit hydrograph computation method was described by O'Donnell (1960) . 
TESTING OF DIMENSIONLESS HYDROGRAPH
Four tests generally are required to establish the soundness of hydrologic models. The first test is the standard error of estimate, followed by verification, bias, and sensitivity; these were described by Inman (1986) .
Additional Verification and Bias Testing
As other states also completed studies of simulating flood hydrographs, it became apparent that the Georgia dimensionless hydrograph could be used over a widespread area of the Southeastern United States. Olin and Atkins (1988) tested the Georgia dimensionless hydrograph using both urban and rural Alabama data and showed that the Georgia dimensionless hydrograph was appropriate for use in Alabama. Neely (1989) tested the Georgia dimensionless hydrograph using both urban and rural data in Arkansas and showed that the Georgia dimensionless hydrograph fit Arkansas observed data better than a dimensionless hydrograph developed using Arkansas data. Becker (1990) used the Georgia procedure to develop a dimensionless hydrograph for Missouri, using both urban and rural data, and showed that the Georgia dimensionless hydrograph was 4.4 percent wider at 50 percent of peak flow and 7.3 percent wider at 75 percent of peak flow. Becker (1990) stated that the minor differences between the two dimensionless hydrographs were the result of the different hydrologic settings of basins in Missouri and Georgia. Mason and Bales (1996) used the Georgia procedure to develop a dimensionless hydrograph for North Carolina using local urban data only. They then used the North Carolina and Georgia dimensionless hydrographs to simulate 96 hydrographs for 29 North Carolina basins. The results showed that at 50 percent of peak flow, the Georgia standard error of estimate was 0.4 percent higher than the North Carolina estimate; and for 75 percent of peak flow, the Georgia estimate was 0.1 percent higher than the North Carolina estimate. Based on these results, the Georgia and North Carolina dimensionless hydrographs can be applied to the Piedmont, Sand Hills, and Coastal Plain physiographic provinces of North Carolina. Sherwood (1993) verified the Georgia dimensionless hydrograph for use on both urban and rural basins in Ohio. Sherwood (1993) stated that the errors at 50 percent and 75 percent of peak flow for the Ohio data were comparable to the errors for the Georgia data. Robbins (1986) used the procedure developed in Georgia to develop a dimensionless hydrograph for central Tennessee using both urban and rural data. After extensive testing and comparing, Robbins concluded that the Georgia dimensionless hydrograph provided a better fit for the Tennessee data.
Caution should be exercised, however, when using the Georgia dimensionless hydrograph in the lower Coastal Plain (region 3). In this region, continuous records are lacking for streams with extremely flat slopes. As a result, the Georgia dimensionless hydrograph was developed without using data from streams having channel slopes that average about 10 feet per mile or less. Consequently, for slopes of less than 5-10 feet per mile, a simulated hydrograph width could be underestimated.
REGRESSION ANALYSIS OF LAGTIME
To estimate lagtime for ungaged urban sites, the average station lagtimes obtained from the 69 stations used in this study were related to their basin characteristics. This was done using the linear multiple-regression method described by Riggs (1968) .
The regression equations provided a mathematical relation between the dependent variable (lagtime) and the independent variables (the basin characteristics found to be statistically significant). All variables were transformed into logarithms before analysis to obtain a linear regression model, and to achieve equal variance about the regression line throughout the range (Riggs, 1968, p. 10) . A 95-percent confidence limit was specified in the analysis to select the significant independent variables.
The regression analyses were performed using procedures available in the "Statistical Analysis System" (SAS) (SAS Institute, Inc., 1989) . The six specific SAS analyses performed were: (1) backward elimination; (2) stepwise regression, forward and backward; (3) MAXR-forward selection with pair switching; (4) MINR-forward selection with pair searching; (5) forward searching; and (6) GLM-plots of predicted and observed peaks, and residuals and significant parameters.
Selected independent variables, or physical basin characteristics, that were tested for significance are defined in the following paragraphs and listed for each station in table 2.
Lagtime (T L )-The elapsed time, in hours from the centroid of rainfall excess to the centroid of the resultant runoff hydrograph. Lagtime is computed from the unit hydrograph.
Drainage area (DA)-Area of the basin, in square miles, planimetered from USGS 7 1/2-minute topographic maps. All basin boundaries were field checked.
Channel length (L)-The length of the main channel, in miles, as measured from the gaging station upstream along the channel to the basin divide.
Channel slope (S)-The main channel slope, in feet per mile, as determined from USGS 7 1/2-minute topographic maps. The main channel slope was computed as the difference in elevation, in feet, at the 10-and 85-percent points divided by the distance, in miles, between the two points.
Measured total impervious area (TIA)-The percentage of drainage area that is impervious to infiltration of rainfall. This parameter was determined by a grid-overlay method using 1972-94 aerial photography (obtained from the U.S. Department of Agriculture, Agricultural Stabilization and Conservation Service). According to Cochran (1963) , a minimum of 200 points, or grid intersections, per area or subbasin provides a confidence level of 0.10. Three counts of at least 200 points per subbasin were obtained and the results averaged for the final value of measured total impervious area. For several of the larger basins where some development occurred during the period of data collection, this parameter was determined from aerial photographs taken in 1972 (near the beginning of data collection), and then averaged with the values obtained from aerial photography taken in 1978 (near the end of data collection).
L/(S) 0.5 -A ratio, where L and S have been previously defined.
Rural lagtime (RT L )-The lagtime, in hours, for an equivalent rural drainage basin. The equivalent rural lagtimes were computed from regression equations developed by Inman (1986) .
Regionalization
The initial regressions were run separately for each of the four flood-frequency regions ( fig. 1 ) delineated by Stamey and Hess (1993) . The regressions for regions 1, 3, and 4 did not show more than one independent variable significant at the 95-percent confidence limit. Region 2 had three independent variables-DA, TIA, and S-which were significant at the 95-percent confidence limit.
Another regression was run that combined all 69 stations into one analysis. This combined regression showed that DA, TIA, and S were significant at the 95-percent confidence limit. However, the predicted lagtimes in region 4 were consistently positive, indicating that the predicted lagtimes were greater than the observed lagtimes. Therefore, a qualitative variable was established to account for the apparent bias in region 4. This qualitative variable (QV) was set equal to 10 if the site was in region 4, and set to 1 if the site was in any of the other regions. All variables were transformed to logarithms, and the regression analysis was re-run with the qualitative variable as an independent variable. The final statewide equation resulting from this analysis is Table 2 . Selected basin characteristics for statewide urban lagtime study sites, by city [t L , lagtime in hours; DA, drainage area, in square miles; L, channel length, in miles; S, main channel slope, in feet per mile; TIA, area that is impervious to infiltration of rainfall, in percent; L/(S) 0.5 , a ratio where L and S have been previously defined; RT L , rural lagtime, in hours, for an equivalent rural drainage basin in the same hydrologic area as the urban basin (Inman, 1986) ; R, flood-frequency region where the basin is located (Stamey and Hess, 1993 , a ratio where L and S have been previously defined; RT L , rural lagtime, in hours, for an equivalent rural drainage basin in the same hydrologic area as the urban basin (Inman, 1986) ; R, flood-frequency region where the basin is located (Stamey and Hess, 1993)] 12 percent is due to other factors. The standard error of regression (or estimate) is, by definition, one standard deviation on each side of the regression line and contains about two-thirds of the data within this range.
The standard error of prediction defines the error to be expected at ungaged sites about two-thirds of the time. A summary of the lagtime equations and their related statistics is given in table 3. 
TESTING OF URBAN LAGTIME REGRESSION EQUATIONS
The accuracy of the urban lagtime regression equations were evaluated using the same four tests used for the dimensionless hydrograph. The standard error of regression has been explained and presented in a previous section of this report. Discussions of verification, bias, and sensitivity are presented below.
Verification
Verification was conducted by computing the PRESS statistic using SAS (SAS Institute, Inc., 1989) . The PRESS statistic, according to Myers (1986) , is computed by setting aside the first observation of the data set and using the remaining n-1 observations to estimate the coefficients for the regression model. The first observation is then replaced and the second observation with held with coefficients estimated again. Each observation is removed sequentially, and the model is fit n times. The deleted observation is estimated each time, resulting in n prediction errors or PRESS residuals. The PRESS statistic is computed as the sum of the squares of these residuals. The PRESS residuals are true prediction errors because the residuals are independent of the equation used to estimate them. Thus, because the observations are not used simultaneously for model fit and model assessment, a true test of validation can be accomplished.
Limits of Independent Variables
The effective usable range of basin characteristics for the region 1, 2, and 3 urban lagtime equation is as follows:
The effective usable range of basin characteristics for the region 4 urban lagtime equation is as follows: The standard error of prediction can be computed, as described by E.J. Gilroy (U.S. Geological Survey, written commun., 1988) from the PRESS statistic using the equation
where SEP is the standard error of prediction; PRESS is the prediction sum of squares; and
where n is the sample size; and p is the number of parameters including the constant 5.
In the above equation, τ is a multiplier derived from n and p by which the PRESS statistic is multiplied. τ is a constant for a given set of equations with the same number of parameters and sample size.
Application of Technique 9
The standard error of prediction is a measure of how accurately the regression equations estimate the dependent variable at other than calibration sites (Sauer and others, 1983) . On the other hand, the standard error of regression, or estimate, obtained from the calibration phase, is a measure of how accurately the regression equations estimate the dependent variable at the sites used to calibrate them.
Bias
Two tests for bias were performed-one for variable bias and the other for geographical bias. The variable bias tests were conducted by plotting the residuals (difference between observed and predicted lagtimes) against each of the independent variables for all stations. The plots were visually inspected to determine whether there was a consistent overprediction or underprediction within the range of any of the independent variables. These plots also verified the linearity assumptions of the equations. On the basis of visual inspection of the plots, the equations are free of variable bias throughout the range of independent variables.
Geographical bias was tested by determining the number of positive and negative residuals at sites in a city. Although some cities do have a majority of negative or positive residuals, the Wilcoxin Signed Ranks test, as described by Tasker (1982) , when applied to the residuals in each of the 11 cities, indicates that the estimated lagtimes are not biased.
Sensitivity
The sensitivity of lagtime to errors in the three independent variables in the regression equations was analyzed. The computation of independent variables is subject to errors in measurement and judgment. To illustrate the effect of such errors, the equations were tested to determine how much error was introduced into the computed lagtime from specified percentage errors in the independent variables. The test results are shown in table 4. The table was computed by assuming that all independent variables were constant, except the one being tested for sensitivity.
APPLICATION OF TECHNIQUE
The following example illustrates the procedural steps included in computing a hydrograph and estimating lagtime at a site. For this example, a hydrograph with a 25-year recurrence interval is simulated for peak discharge at Conley Creek at Rock Cut Road near Forest Park, Ga. The procedures are as follows.
1. Locate the site on the best available topographic map and determine the drainage area and slope upstream from the highway crossing. At Rock Cut Road, the drainage area is 1.88 mi 2 and the slope is 74.1 feet per mile. Next, locate the site on the best available aerial photography and determine the TIA. In this case, TIA is 26.7 percent.
2. Using figure 1, determine the rural floodfrequency and lagtime region in which the site is located. For this example, the site (basin) is in region 2.
3. Using the most recent flood-frequency equation for region 2 (Inman, 1995) , compute the peak discharge and estimate the lagtime from this report. For this example the computed 25-year peak discharge is 1,360 cubic feet per second, and the estimated lagtime is 1.25 hours.
4. Simulate a hydrograph using the statewide dimensionless hydrograph, the estimated 25-year peak discharge, and the estimated lagtime. For this example basin, the simulated hydrograph is illustrated in figure 3 and the data points are listed in table 5. It should be emphasized that this simulated hydrograph is a typical, or average, hydrograph that can be used for design purposes, and is not an actual storm hydrograph. 
SUMMARY
Lagtime is one of the components needed to simulate a design flood hydrograph for an ungaged site. Estimating equations for lagtime in rural areas and for the Atlanta urban area were presented in a 1986 U.S. Geological Survey report; however, the applicability of these equations to urban areas other than the Atlanta metropolitan area was unknown. Therefore, a need existed for estimating lagtime for urban areas in other parts of Georgia. To address this need, multipleregression analysis was used to define relations between lagtime and selected basin characteristics, of which drainage area, total impervious area, and main channel slope were significant at the 95-percent confidence limit for urban basins up to 25 square miles in Georgia. A qualitative variable was used to account for a geographical bias in region 4 in southwestern Georgia. A total of 329 floods at 69 gaging stations in 11 cities in Georgia were used in the analysis. These new lagtime equations supersede the equation published in 1986 for the Atlanta area.
The statewide lagtime equation was verified by computing the PRESS (Prediction Sum of Squares) statistic using SAS (the Statistical Analysis System). There was no variable bias in the statewide equation, and sensitivity tests indicated that drainage area was the most sensitive basin characteristic.
A simulated flood hydrograph can be computed by applying lagtime, obtained from the proper regression equation, and peak discharge of a specific recurrence interval, to the dimensionless hydrograph published in 1986. The coordinates of a runoff hydrograph can be computed by multiplying lagtime by the time ratios and peak discharge by the discharge ratios of the dimensionless hydrograph. The simulated hydrograph is a typical, or average, hydrograph that can be used for design purposes, and should not be confused with an actual storm hydrograph.
