Abstract. In order to detect pedestrian targets of different sizes in complex environments, a pedestrian detection method based on multi-structure combination HOG (Histograms of oriented gradients) is proposed. This method generates HOG feature in series through blocks composed of cell of different structures. For new high-dimensional HOG feature, the low-dimensional HOG descriptor is extracted by PCA (Principal Component Analysis) dimensional reduction method. At last, the detection of pedestrian target is realized by using SVM (Support Vector Machine) classification tool. The experiment verified the high accuracy of multi-structure combined HOG in multi-scale pedestrian detection through the INRIADATA.
Introduction
Pedestrian target detection is widely used in the fields of image restoration, video monitoring and intelligent traffic system, and it is also one of the focuses of computer vision research. In recent years, many methods of pedestrian target detection based on monocular camera have been proposed. These methods use the static features of images (such as color, shape, texture, etc.) to directly apply the human detection of images. Histograms of oriented gradients HOG features have been verified in the pedestrian detection has higher recognition rate, it is in the SIFT [1] on the basis of the Dala [2] of the algorithm, it is a kind of edge shape description, should be in research in recent years were extensively O. Denized [3] adopt rules such as the grid scale degrees with no HOG provided into pedestrians face recognition, has achieved ideal experiments on four databases effect; WL Lu et al [4] adopted PCA-HOG operator to identify and track the target and achieved good results. However, because the allusion HOG operator ignores the information of feature space scale, it only USES cell and block of a single structure to extract the HOG feature from the image, so there is a problem that the feature description is not precise enough.
In this paper, use of the advantages of HOG feature, this paper puts forward the PCA -HOG algorithm based on the combined structure of target detection, the block and the cell with different structure and different cross combinations generate HOG feature, then using the principal component analysis (PCA) to recompose the HOG features are combined drop subsist into new, and new features are verified by the experiment of dimension influence on identification accuracy.
Histogram of Oriented Gradient

Histogram of Oriented Gradients (HOG)
Histogram of Oriented Gradients is an image feature extraction algorithm proposed by French researcher Dala at the 2005 CVPR conference, which is combined with SVM classifier for pedestrian detection. The core idea of HOG is that the detected local object shape can be described by the distribution of pixel gradient or edge direction. By dividing the whole image into small connected areas (called cells), a directional gradient histogram is generated for each cell. The combination of these histograms can represent the descriptor to be detected. To improve accuracy, local histogram can be compared and standardized as measure by calculating the light intensity of a larger area (called blocks) in the image, and then all cells in the block can be normalized with this value. This normalization process completes better illumination invariance. The specific steps of extracting image HOG features are as follows:
Step 1: The input image was normalized by Gamma correction:
The parameter Gamma indicates the degree of normalization.
Step 2: The first order template operator   1, 0,1  is used to extract gradient operations from horizontal and vertical, Then the gradient image of the detection window is obtained. For pixel points   , xy , its gradient is calculated as: 
Step 3: Divide the image into cells of the same size ( nn  pixels), and each mm  connected cells constitutes a block.
Step 4: The gradient magnitude and gradient direction were used to conduct histogram voting in each unit, where the gradient direction was used as the histogram voting interval and the gradient magnitude was used as the voting weight of histogram. In this way, each block can get a histogram vector of mmh  dimension. (The h is the rejection division of gradient direction Angle).
Step 5: The histogram vectors of all blocks are concatenated to obtain the image descriptor subvector that is finally used for classification. 
Multi-structure HOG Feature
Hog feature does not have scale invariance, when using the trained classifier for target detection, often using different sizes of sliding window to detect target, thus, the different scales of target detection in the detection of larger or smaller goals to reduce the efficiency of the detector, and the different scale of the target recognition rate is low. Therefore, a method of multi-structure cell and block combination is proposed to extract hog features and extract more features to improve the recognition accuracy. The gradient 0~ direction in a cell is divided into 9 regions. For the image of size 64 128  , the histogram of the block composed of different cells after normalization is shown as follows: 
PCA Dimensional Reduction
For the newly generated HOG feature, it has a maximum of 21276 dimensions, and there is a large amount of redundant information. This information will not only reduce the training speed of classifier, but also reduce the accuracy of target identification. In this paper, the dimensionality of eigenvectors is reduced by PCA. PCA compared with other dimensionality reduction algorithms achieve more simple, more concise, can in the dimension reduction steps to save more time than other algorithm, and results show that PCA algorithm dimension reduction effect is obvious, HOG features down to 30 dimensions still have relatively good recognition rate (97%) [5] , to ensure the accuracy of the classifier to identify the premise of guarantee the robustness of the algorithm.
The dimensionality reduction principle of PCA is to make the original coordinate projection onto a new, lower dimensional and mutually orthogonal space by performing a space transformation on the original sample space, so as to achieve the purpose of dimensionality reduction. Assuming that i
x is an eigenvector in the training sample   , 1, 2, 
The Experimental Results and Analysis
The experiment verified the algorithm in this paper through INRIADATA, and compared the algorithm with HOG and PCA-HOG, experiments show that this method has a higher recognition rate. After using PCA to reduce the dimension, the recognition rate of this algorithm is higher than PCA-HOG in the same dimension, and the optimal recognition rate is achieved when the dimension is equal to 100. The recognition rate pairs are shown in 
Summary
This paper puts forward a HOG features of the combined structure, the characteristics of the reconstruction by means of different structure of the cell block HOG feature, and use PCA algorithm to reconstruct the HOG feature dimension reduction processing, after the experiment proved that the features in the dimension reduction is still has high identification accuracy, and when testing the size change of the target has a better robustness. The disadvantage of this feature is that the dimensions of the new feature are relatively high, and it will take more time to reduce the dimension of this sample feature by using PCA, which makes training more difficult.
