ABSTRACT Face hallucination is an example of the image super-resolution problem, where the higher resolution face images can be obtained from the lower resolution ones. Many methods based on the sparse representation have been proposed to solve this problem. These methods use the position-patch strategy, which divides the input image into several small patches and represents each patch by the patches at the same position in the training set. An effective image prior is critical to improve the quality of the estimated superresolution images. Thus, we try to exploit the gradient information during the patch representation to achieve better hallucination result. In this paper, we propose a novel face hallucination model based on the sparse representation, called iterative gradient constrained weighted sparse representation method. Our model incorporates both the gradient information of the images and the l 1 reweighted constraint into the sparse representation to achieve better performance. An iterative algorithm is proposed to refine these reconstructed high-resolution images. The experiments on several face databases show the better performance of our algorithm compared with other baseline algorithms.
I. INTRODUCTION
Face-Hallucination, which is also called face superresolution, is an example of the image super-resolution problem, which aims to recover the high-resolution face images from the corresponding low-resolution face images. Besides the assumption can be made in the standard image super-resolution problem, face images have some human face structures that could be used as the prior knowledge to achieve better face hallucination performance. As the face hallucination is an example of super resolution, those general super-resolution methods can be directly used for face hallucination. Many algorithms have been proposed to solve the image super-resolution problem. Until now, there are three categories of super-resolution algorithms, which are interpolation-based, reconstruction-based and learning-based methods.
The interpolation based methods estimate the highresolution(HR) images by interpolating the unknown pixels according to their surrounding pixels using polynomial approximation or adaptive-structure kernels. The simplest and earliest interpolation methods are bilinear interpolation and bicubic interpolation [1] . After that, more sophisticated interpolation methods are proposed. Mallat et al. developed a super-resolution method using sparse mixing estimators [2] .
Zhang and Wu [3] proposed an image interpolation method using adaptive 2-D autoregressive modeling. Dai et al. [4] and Sun et al. [5] use the natural image priors to improve the super-resolution results and achieve better performance in recovering and preserving edge information from the zoomed image. However the interpolation based method has unsatisfactory results which tend to produce watercolor-like artifacts when the image contains detailed textures or smooth shading [6] .
Reconstruction-based algorithms generate the HR images by combining a set of LR images from the same scene. This category of algorithms was first introduced by Tsai and Huang [7] who try to reconstruct HR images through registering and fusing multiple images. After that, many sophisticated techniques have been used to enhance the performance of the reconstruction-based sparse representation (SR). Stark and Oskoui proposed the projectiononto-convex-sets (POCS) approach to reconstruct remotely obtained images from image-plane detector arrays [8] . Elad and Feuer [9] used an adaptive filtering approach for restoration from an image sequence. But this type of SR approach has fundamental limits that their effects mainly depend on registration accuracy. Besides, the performance of these reconstruction-based SR algorithms degrades rapidly when the desired magnification factor is larger than two or the number of available input images is small [10] .
Then learning-based, also known as example-based, algorithms were proposed and produce better result. They can deal with the higher magnification factor and directly build the priors from image statistics without the registration process, based on the assumption that the high-frequency detail information can be learned from the training set. The original work by Freeman et al. [11] aims to learn from patchbased or feature-based examples to recover HR images with higher magnification and his work performs well beyond the practical limit of multi-image SR. The assumption of the manifold consistency between the high-resolution manifold and the corresponding low-resolution manifold (LLE) was adopted by Chang et al. [12] who learn the linear representation of LR patch neighbors and use it to reconstruct HR images. However, using a fixed number of nearest neighbors for reconstruction may lead to over-or under-fitting problem. To solve this, Yang et al. proposed to use sparse representation with over-complete dictionary which achieves the state-of-art result [13] at that time. After that, different sparse representation based image super-resolution methods have been proposed [14] - [16] .
Although the face hallucination is an example of the image super-resolution problem, algorithms used for the face hallucination are slightly different from the standard one where the face hallucination tries to incorporate with the strong structure of human face. The first work was done by Baker and Kanade [17] who use the Bayesian formulation to estimate the high-resolution face from the corresponding low-resolution images and propose the term ''face hallucination''. After that Liu et al. [18] developed a two-step approach which integrates a global parametric model with the Gaussian assumption and a local non-parametric model based on Markov random field. In order to incorporate more face structure priors, Ma et al. [19] propose a position-patch based framework, which divides the input images into several small patches and represents each patch by other patches at the same position in the training set, based on the least squares representation. But the solution to the least square representation may be unstable, not sparse and blurry. To overcome this difficulty, the sparse representation (SR) based face hallucination has been proposed [6] , [13] , [20] , [21] , [37] - [39] . Because the human eye is more sensitive to the primal sketch features (such as edges, ridges and corners) for the recognition task, Sun et al. [22] hallucinate face images using primal sketch priors. In addition to the sparsity, the locality is also important for face hallucination with the low-resolution images containing noise. Following the intuition of Local Coordinate Coding (LCC) [23] , Jiang et al. [24] , [25] propose an efficient robust face hallucination algorithm using locality-constrained representation (LcR). The noise factor in super-resolution for face images are considered in [33] and [35] ; A multi-layer approach is discussed in [34] and [36] ;
We can see that all these methods use various regularization and face structure priors to improve the super-resolution result [20] - [25] . However they only super-resolve images at visual level, where we think they may not fully use the information of those images. Besides visual level features, the gradient information is also an important feature for the image processing [26] - [28] . Hence we try to exploit the gradient information and use it to improve the hallucination result. The main contributions of this paper are listed as follows:
1) We propose a novel model, named Gradient Constrained Sparse Representation (GCSR), for face hallucination. Specifically, we introduce a gradient recovery constraint and incorporate it into the weighted sparse representation to preserve the image gradient.
2) To improve the hallucination result, we develop an iteration policy named Iterative-GCSR (I-GCSR). Specifically we update the gradient information using the output of GCSR from the last iteration.
3) We show that the performance of our algorithm on several face databases and compare the result against other baseline algorithms. Our algorithm gains some improvement compared to others.
The rest of this paper is organized as follows. Section II reviews SR and LcR algorithms. Section III presents the proposed GCSR method. Section IV illustrates the experiment result of GCSR. Section V draws the conclusion for this paper.
II. RELATED ALGORITHMS A. NOTATIONS AND DEFINITIONS
Let T n h denote the High-Resolution training images and T n l denote the corresponding Low-Resolution training images, n = 1, . . . , N , where N is the number of the training images. Suppose X l is the Low-Resolution input image and X h is the estimated High-Resolution output. Based on the patch-based face hallucination, each Low-and highresolution face image is divided into a grid of small overlapping patches with U patches in the row and V patches in the column,
The goal of the patch based representation scheme is to find a N -dimensional weight vector w(i, j) that could generate the final patch representation.
B. SPARSE REPRESENTATION
The solution of the least square problem may not be sparse. While the sparse representation can be found with the help from the development of the compressed sensing theory. There are many image super-resolution methods based on the sparse representation [6] , [13] , [20] , [21] . The object function of the sparse representation could be written as follows [20] :
Equ. (1) is a convex constrained optimization problem which could be solved by the existing algorithms, where the training patches at position (i, j) could be regarded as an overcomplete dictionary. The input LR patches can be represented by the over-complete dictionary. According to [30] , the solution is naturally sparse when the size of the training patches is large enough.
C. LcR ALGORITHM
Based on the local coordinate coding [23] , Jiang et al. [24] , [25] propose a method called Locality-Constrained Representation which emphasizes more on locality than sparsity, because locality performs better at revealing the true geometry of a nonlinear manifold [23] . Jiang et al. combine a locality constraint into the least square representation formulation:
In Equ. (2) where • denotes the point-wise vector product and d(i, j) is a N -dimensional penalization determined by the Euclidean distance between the test patch and each training patch at position (i, j):
To solve Equ. (2), the corresponding Lagrangian equation is:
where D is a diagonal matrix with
The first term in Equ. (4) measures the reconstruction error and the second term preserves the locality. The parameter τ balances the reconstruction error and the locality.
III. PROPOSED METHOD
Although SR and LcR based methods can achieve impressive hallucination results, there still has some room for improvement. Because they only reconstruct images at the visual level, we propose to use the gradient information to help the reconstruction and we call the gradient information as gradient constraint. In the following subsection, we will introduce our proposed GCSR and its application in face hallucination.
A. GRADIENT CONSTRAINT
In this paper, we denote the image gradient as in [26] , specif-
where T n h indicates the n-th image in the training set. Other types of gradients will not be discussed. Motivated by the gradient constraint idea that the face image should also be recovered in the gradient domain, we introduce the gradient recovery constraint as follow:
Equation (6) Pw n 1
where P is a diagonal penalty matrix. In fact, there are two main factors that may affect the matrix P, which are the similarity between G in and G n and the value of |G n |. More similar the G in and G n are, smaller the value P nn should be. Usually, we could use the Euclidean distance to measure the similarity. But, in this paper, we propose to use the Cosine −1 similarity, because we think the Cosine similarity can measure the difference between two gradient maps better than the Euclidean distance. However, using the Cosine similarity alone may neglect the effect of |G n |, which is another important factor for the penalty matrix. So we combined them together and defined P as:
B. FORMULA AND TRANSFORM Taking (6) and (7) into account, our object function should be constructed as follows:
Objection function (9) consists of three parts: The first term is the reconstruction error of LR images. The second term is the gradient recovery constraint, which ensures the reconstruction in the gradient level. The last term is the weighted L 1 -norm. The parameter α and β balance the importance of the reconstruction error, the gradient constraint and the weighted L 1 -norm. Equation (9) could be transformed into the following matrix form:
where
To solve equation (10), we can further transform it into:
. Equation (11) 
C. FACE HALLUCINATION VIA I-GCSR MODEL For our proposed method, the input gradient map should be the same size as the HR training gradient map. So we need to use the bicubic interpolation first to get temporary HR image and then calculate its gradient as the input gradient map. Based on the patch-based strategy, we use the same dividing strategy as Jiang's method [25] . For each LR input image patch, we calculate its linear combination weight of the LR training patches through GCSR. Based on the manifold consistency between the LR patches and the HR patches [12] , we could use the linear combination weight of the LR training patches for the reconstruction of HR patches. The procedure of GCSR model is shown in algorithm 1 and illustrated in Fig. 1 . Calculate the diagonal penalty matrix P by equation (8) 5:
Compute the weight vector w(i, j) by equation (11) 6:
Construct the HR patch by equation (12) In fact, the gradient information is pretty important in our algorithm, which means better gradient information leads better results. But the gradient of the original input image lacks of the detailed information for the gradient recovery. To handle this problem, we use an iterative strategy which iteratively updates the gradient map using the GCSR hallucination output from the last iteration as showed in Fig. 2 . The entire process of our face hallucination model is showed in algorithm 2. 
Algorithm 2 Face Hallucination via I-GCSR

IV. EXPERIMENT
In this section, we evaluate our algorithm on some baseline databases and compare the results with other state-of-the-art algorithms such as Bicubic [1] , NE [12] , SR [20] and LcR [25] . To measure the performance of different algorithms, we use peak signal-to-noise ratio (PSNR) and structure similarity (SSIM) index [29] . Besides we analyze the influence of different parameters, such as the magnification factor, the scale of Gaussian blur widows and the α, β.
We also show the effect of the iteration of I-GCSR. To testify the effectiveness of our proposed method on the real-world data, we also conduct an experiment on the CMU+MIT face database.
A. RESULTS ON THE FEI FACE DATABASE
We first test our algorithm on a subset of the FEI face database which is composed of the frontal face images that have been previously aligned. The FEI face database consists of 200 distinct persons and each person has two frontal images with smiling and non-smiling expression. So the total number of frontal images is equal to 400 and all the images have been cropped and resized to 120*100 pixels to form the HR faces set. For the the LR images, they are formed by blurring and down-sampling the HR images with an average blur window. In our experiment, we randomly select 40 images from the 20 subjects for testing, and the rest is left for training. As for our proposed method, there are six parameters that may affect the final recovery result which are patch size, size of blur window, upscale, overlap, hyper-parameter α and β.
In this subsection, we only show the results with different upscale size and blur widows. The effect of other parameter will be discussed later. Note that the patch size is set to 12 and the overlap is set to 4 for all algorithms in this subsection. Tab. 1 shows the average PSNRs and SSIMs on the FEI database. When upscale = 2, the parameter α and β for our algorithm are empirically set to 0.02 and 0.0001 (the experiment about the choies of α and β will be shown in subsection D) respectively and the number of iterations is set to 10 (the experiment on convergence will be shown in subsection C). [12] , SR [20] , LcR [25] and the proposed I-GCSR, and the last one is the ground truth HR image. The first row is the super-resolution results and the second row is the corresponding amplified reconstruction error maps. The next two rows are the same. (The image part in red box can help us distinguish the reconstruction effect of each algorithms. Note that the effect is more pronounced if the figure is zoomed).
For the fairness, we also choose the best parameter for other algorithms. For the LcR algorithm, we set τ = 0.001. For the SR algorithm, we set λ = 0.05. For the NE based superresolution algorithm, we set the number of nearest neighbor to 75. When upscale = 4, the parameter α and β for our algorithm are set to 0.002 and 0.0001 respectively and the number of iterations is set to 15. For LcR, we set τ = 0.01. For other methods, the best parameters remain unchanged.
From Tab. 1, we notice that our algorithm performs better than other algorithms with a margin of improvement of 0.36 in PSNR and 0.0011 in SSIM when the size of upscale equals to 2. But the performance decreases when the size of upscale equals to 4. This is because the larger size of upscale would lead to less gradient information which means the advantage of our algorithm is gone. Besides, when the size of blur windows increase, the performance of our algorithm increases to 0.71 in PSNR and 0.0032 in SSIM. The same trend can be observed when upscale = 4. This could be explained that our algorithm can preserve more detail information against blurring effect by using the gradient constraint. Fig. 3 shows the hallucination results from different algorithms with upscale = 2 and blur window = 4.
Note that the error maps in Fig. 3 are calculated by directly subtracting each super-resolved result from the ground truth. From these results, we can see that the HR faces reconstructed by the Bicubic interpolation are the most blurry. Zhuang's method [12] cannot recovery pixels around edges and corners well and Jung's method [20] seems to bring ghosting effects. Compared to Jiang's method [25] , our method can keep more details on edges and corners. 
B. RESULTS ON THE CAS-PEAL-R1 FACE DATABASE
To further examine our algorithm, we also conduct the same experiments on the CAS-PEAL-R1 face database [36] which provides a large-scale Chinese face dataset. The CAS-PEAL-R1 face dataset contains 30,900 images of 1040 different people with different sources of variations, especially Pose, Expression, Accessories, and Lighting (PEAL). In this experiment, we only use the subset of the frontal faces with the normal expression and illumination which contains 1040 face images. We randomly sample 40 images for the testing and leave the rest for the training. For all the images, we firstly align them to a common template so that the pixel-wise features extracted from the images correspond roughly to the same location across all subjects. Then they are cropped and resized to 120*100 resolution. The LR images are generated as described in subsection A. Besides, the parameter setting for all the algorithms are the same as those mentioned in the last subsection. The PSNR and SSIM of different methods on the CAS-PEAL-R1 are showed in tab. 2.
From table 2, we can see that our algorithm still outperforms other algorithms by a margin of improvement of 1.05 in PSNR and 0.0055 in SSIM when the size of upscale equals to 2 and the size of blur window equals to 4. When upscale = 4, our PSNR score is not the best due to the fact that our algorithm tries to preserve the inter-pixel information and the noise may be brought from lower resolution images to higher ones. Thus the PSNR score will be penalized with the noise. Fig. 4 shows the hallucination results for different algorithms on the CAS-PEAL-R1 database with upscale = 2 and blur window = 4.
C. RESULTS ON REAL-WORLD FACE IMAGES
For real-world face images, there are no ground truth and the image degradation process can not simply simulated by smoothing and down-sampling the corresponding [12] , SR [20] , LcR [25] and the proposed I-GCSR. The last one is the ground truth HR image. The first row is the super-resolution results and the second row is the corresponding amplified reconstruction error maps. The next two rows are in the same type with the first two rows.
HR images. In this subsection, we test the performance of our method on the CMU+MIT face database [32] and we use the FEI face dataset as the training data. Due to the fact that our training data (the FEI face dataset) only contains frontal faces, we only use the images from the CMU+MIT face dataset that contain the frontal face and we manually crop and resize these face images into 60*50 resolution. Besides, we set the blur window to 2 and the upscale to 2 to generate LR training faces. Then we hallucinate the HR face image through our I-GCSR algorithm. The hallucination results of some test faces are shown in Fig. 5 . To illustrate the effect of our method, fig. 6 compares the hallucination results of different methods. We can see that the I-GCSR method can produce some reasonable results but tends to amplify the noise, which means our method cannot deal with the noise well. While NE and LcR based methods are good at handling the noise and achieve more comfortable visual results.
D. EFFECT OF ITERATION OF I-GCSR
In this subsection, we show the results of PSNR and SSIM at each iteration on the FEI face database, which could examine the effect of iteration of our proposed I-GCSR.
From Fig. 7 , we can see that the PSNR and SSIM of I-GCSR keep increasing after each iteration until convergence. To be specifically, when the upscale equals to 4 ( Fig. 7(a) ), the PSNR and SSIM become stable when the number of iterations is larger than 12. When the upscale equals to 2 ( Fig.7 (b) ), the PSNR and SSIM quickly become stable when the number of iterations is larger than 5. In addition, we notice that the SSIM and PSNR are more fluctuated when the upscale equals 4 and need more time to converge. In fact, the fluctuation is caused by using the HR output from 4582 VOLUME 6, 2018 [1] , NE [12] , SR [20] , LcR [25] and the proposed I-GCSR.
the last iteration to calculate the gradient map. Because this process may amplify the unnecessary reconstruction error and lead to deviation from the ground truth. This would be more serious if the accuracy of the super-resolution is low, especially when the value of SSIM and PSNR are low. The accuracy of the super-resolution keeps rising and the process converges after a sufficient number of iterations even with the fluctuation. While with upscale = 2, the PSNR and SSIM increase steadily without the fluctuation and converge quickly. This further reflects that the gradient information is important for our algorithm and it works better with more gradient information.
E. THE ANALYSIS ON PARAMETERS AND THE EFFECT OF THE GRADIENT CONSTRAINT
In this subsection, we analysis the effect of different parameters on the FEI face database. Besides, we illustrate the importance of our proposed Gradient Recovery constraint. 
1) EFFECT OF DIFFERENT α AND β
We first test the effect of parameter α and β. In table 3, the upscale is set to 2, the blur window is set to 4, the patch size is set to 12 and the overlap is set to 4. While in table 4, the upscale is set to 4 and other parameters remain unchanged. The PSNR and SSIM of different α and β are listed below. From table 3 and table 4 , we can see that when upscale equals to 2, the best parameter for α and β are 2e-2 and 1e-4 and when upscale equals to 4 the best parameter for α and β are 2e-3 and 1e-4. This is the reason that we set parameters to these value for experiments in subsection A and B. What's more, when α is too small, the result seems to be more affected by β. Besides, we can conclude that the parameter α has more influence on the hallucination result which indicates the importance of gradient recovery constraint. But when α = 2e-1, the result becomes less affected by β. It is interesting that best α varies with different upscale size. As we know, α controls the balance of gradient recovery. When the size of upscale is larger, the corresponding gradient map contains more invalid information and if we keep α unchanged, our algorithm tends to amplify these invalid details and bring worse hallucination results. So the parameter α should change with the gradient information which means the more valid information it contains the larger the parameter α should be and vice versa. 
2) EFFECT OF DIFFERENT PATCH SIZE AND OVERLAP PIXELS
For the patch based methods, different size of each patch and overlap can also affect the hallucination result. Theoretically, when the patch size is too small, it may works better on some visual details such as freckles on the face but lacks the connection between other part of the information such as the geometric structure of human faces. So the hallucination results may seem noncontinuous. On the other hand, when the patch is too large, the visual details may be neglected and need more training images to avoid over-fitting. Table 5 illustrates the result of different methods with different size of patches and overlaps. We can conclude that given the same patch size, the larger the overlap pixels is, the better the hallucination result is. With the increasing patch size, the performance first becomes better and then becomes worse which proves our theoretical analysis.
3) EFFECT OF GRADIENT RECOVERY CONSTRAINT
In fact, when α is equals to 0, our proposed method degenerate into the weighted sparse representation. To illustrate the benefit of gradient recovery constraint, we test our algorithm with and without gradient recovery constraint. Their SSIM and PSNR index are showed below. From Fig. 8 , we can see that with the gradient recovery constraint our algorithm has significant improvement for face hallucination with an average improvement of 0.71 in PSNR and 0.0038 in SSIM. This verifies the importance of the gradient recovery constraint and verifies our assumption about incorporating the gradient information into face hallucination.
V. CONCLUSION
In this paper, we propose a face hallucination algorithm, called Gradient Constrained Sparse Representation (GCSR). It incorporates the gradient information into the image super resolution problem. Specifically, we add a new constraint called gradient recovery constraint into the weighted sparse representation and propose an iterative strategy (I-GCSR). Thus our algorithm can preserve more detailed face information and achieve better performance compare to other stateof-art algorithms. The experiment results on some public datasets show the effectness of the gradient recovery constraint and good performance from our proposed method.
However, there are still several issues that need to be further investigated in the future: 1) Although experiments show that the gradient constrained sparse representation can bring some improvement, but it tends to preserve and amplify noisy pixels which means this algorithm is not good at handling noise. How to selectively preserve and amplify the meaningful pixels in images and suppress the noisy part is an interesting research direction. 2) Another problem is that the patch representation and reconstruction based method is very time consuming, particularly for the I-GCSR algorithm. How to reduce the iteration number and eventually reduce the computation cost is another problem that needs to be addressed.
