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Abstract: The escape transition due to quantum tunnelling of a particle from a metastable region, created by a cubic potential, 
is studied. Finding this amplitude is reduced to the computation of a Feynman path integral. This calculus has been carried 
out using the instanton method, which demands to rotate the time coordinate along the imaginary plane. The results obtained 
show that the ground state energy has actually an imaginary part (fact that is actually related to the metastability of the system) 
and allows to find the decaying rate of the metastable state.
  
I. Introduction 
Quantum tunnelling is a quantum phenomenon through 
which a particle can surpass a potential barrier even if its total 
energy is lower than that of the barrier. It is known to be of 
prime importance in many different quantum-sized physical 
phenomena. For instance: heavy nuclei that decay by an alpha 
decay process, nuclear fusion processes [1], scanning 
tunnelling microscopy and quantum devices in solid-state 
physics [2], Bose-Einstein condensates [3], a wide range of 
chemical reactions [4], in biology [5], etc. 
It can be taken even further if we study it via quantum field 
theory (QFT) formalism: now a scalar field positioned in a 
local minimum of its potential can tunnel to an absolute 
minimum. This is, the study of false vacuum states [6],[7]. 
There is a wide range of methods to study this phenomenon 
(each one convenient for different specific cases) such as the 
WKB approximation, scattering methods, the instanton 
method, etc. ([8], [9]). Path integral methods are useful 
because of their quite “easy” generalization to problems with 
arbitrary dimensions. Moreover, they are one of the few 
methods that are nonperturbative. Apart from that, they allow 
to control very well the level of approximation that is being 
made and, thus, it is easier to carry a classical limit. The 
method we are going to use in this work, the instanton method, 
starts from a Feynman path integral and, thus, it will have all 
these advantages.  
II. Feynman Path integral 
 Suppose that a particle is confined by a potential.  We want 
to evaluate the transition amplitude of it tunnelling through the 
barrier that is confining it. It can be easily seen that this object 
actually matches with the matrix elements of the time 
evolution operator, namely 
 ⟨𝑥𝑓, 𝑡𝑓|𝑥𝑖, 𝑡𝑖⟩ = ⟨𝑥𝑓|𝑈(𝑡𝑓 , 𝑡𝑖)|𝑥𝑖⟩. (1)  
This element turns out to be computable as the Feynman’s path 
integral ([10]) over all the possible trajectories (classical and 
quantum) which the system could go through in order to 
evolve from the initial state to the final state (since, in quantum 
mechanics, one must take into account all the paths that are 













where 𝒟𝑥 stands for the integration over all the possible paths 
(all of them starting from the same initial state and ending up 
at the same final state). 𝑆[𝑥] is the action of each trajectory and 
𝑇 ≡ 𝑡𝑓 − 𝑡𝑖. 
III. Imaginary time 
The action of each trajectory is given by  
 












Note that if a classical trajectory is allowed, then Eq. (3) will 
have an extreme for that trajectory. Thus, we will be able to 
expand our total action around it, since the main contributions 
to the integral come from the paths close to the classical one, 
while the distant ones cancel each other. However, in quantum 
tunnelling there is no classical trajectory, so, to continue, one 
must take some additional steps, which will finally allow us to 
use such expansion, as it will be seen below. 
In order to compute the transition amplitude in Eq. (2) using 
this method, a rotation to imaginary time can be done: 𝑡 → 𝑡′ =
−𝑖𝜏. This is called “Wick rotation”. Note that we moved from 
the Minkowski space to an Euclidian space: 
 
 
𝑥𝜇 = (𝑡, ?⃗?) → (−𝑖𝜏, ?⃗?), 
𝑥𝜇𝑥
𝜇 = (𝑡2 − ?⃗?2) → −(𝜏2 + ?⃗?2). (4)  



























is the Euclidean action. 
It will be interesting later to expand the left-hand-side of 
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We can see here that the imaginary argument of the 
exponential turned into a real one by implementing this 
change. Moreover, now the trajectory is governed by a 
potential −𝑉(𝑥), and not +𝑉(𝑥). This is the key point of this 
method: by implementing a Wick rotation, we managed to 
change the sign of our potential. This has a direct consequence 
to the trajectory, as it follows. 
If the potential had a barrier that the particle could classically 
not cross, now, in the inverted potential, that barrier will have 
turned into a well. Thus, now the particle is able to move 
classically along the previously forbidden region.  
More specifically, the potential barrier that is studied in this 
work comes from a cubic potential (𝑉(𝑥) ≡ 𝑉𝑐(𝑥)), which has 










It can be seen in Fig. 1 that, as said before, the particle starting 
at the initial point 𝑥𝑖 = 0 has a classically allowed trajectory 
along the x axis, while before the Wick rotation clearly hadn’t, 
since it is assumed that the total energy of it is inferior than the 
relative maximum at 𝑥𝑒 =
2
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The action 𝑆𝐸[𝑥] must present, therefore, a minimum for 
the classical trajectory discussed. Following ([7], [8]), an 
expansion around this trajectory and therefore, of the action, 
can be done. Together with this, the oscillations around the 
classical trajectory, 𝜂(𝑡), can be expressed as a linear 




+ 𝑉′′(𝑥𝑐𝑙),  
 
 𝑥(𝜏) = 𝑥𝑐𝑙(𝜏) + ∑ 𝑐𝑛𝜓𝑛𝑛 . (9)  
 





















where 𝑆0 ≡ 𝑆𝐸(𝑥𝑐𝑙) is the action for the classical trajectory, 
governed by the potential −𝑉𝑐(𝑥), and N is just a normalization 
factor. The determinant comes in fact from the following 
expression: 
 












where B is the operator that appears at the denominator of Eq. 
(10), 𝑑𝑐𝑖 stand for the integration over all possible paths and 
𝜆𝑛 are the eigenvalues of the operator B. 
So now, the “only” things that remain to be done is the 
computations of the exponent factor (𝑒−
1
ℏ
𝑠0) and the 
determinant value. It will be shown how to do it on the next 
sections. Note that here the determinant could take a negative 
value and thus the transition amplitude would be imaginary. 
Even, it could take a value of zero and the amplitude would 
diverge. This is, in fact, our case of study and it will be further 
studied in the next sections. 
IV. Classical trajectory and instantons. The 
exponential factor. 
 Let us focus for now on the exponential factor, which 
comes from the contribution of the classical trajectory, that 
follows the inverted potential (−𝑉𝑐(𝑥)). The action of this 
system is: 
 







= 2 ∫ 𝑑𝑡
0
−∞





Note here that the action can actually be computable directly 
by knowing the potential and there is no need to know the 
actual classical trajectory. By plugging the potential of Eq. (8) 





. (13)  




= 0, which gives: 
 𝑚?̈? − 𝑉′(𝑥) = 0. (14)  
FIG.1: Qualitative illustration of the cubic potential, Eq. (8), 
before (red) and after (blue) the rotation to imaginary time. For 
the inverted potential, it is shown the classical trajectory that 
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Solving this equation we find the classical trajectory: 




(𝜏 − 𝜏𝑐)], (15)  
where 𝜏𝑐 is an integration constant that will be discussed 
below. In Fig. 2 we can see that the trajectory is a bounce 
between the starting point (𝑥 = 0) and a returning point 𝑥0. 
This can also be seen in Fig. 3 where the Lagrangian of this 
trajectory is shown. Two peaks can be observed for the 
Lagrangian. That should not bother us, as we know that a 
bounce occurs at 𝜏𝑐 and, thus, the velocity at that point is zero. 
Moreover, the duration of the bounce can be obtained 
analysing the “width” in time of this trajectory, which turns 
out to be ∆𝑡~
1
𝑤
 (small quantity). So we see that this solutions 
are quite localized in time, around  𝜏𝑐.  This is why they are 
commonly called “instantons”, because of their similarities 
with “solitons”, but now centered in time. It is now when we 
can recover the integration constant 𝜏𝑐: we see that the value 
of this constant is actually irrelevant to the physics of the 
system, because it only changes in time (imaginary time) the 
center of the phenomena. This is actually quite important, so it 

























We can see how, indeed, the system stays still most of the time 
and, near 𝜏𝑐, performs the bounce for a short period of time. 
V. Calculation of the determinant: zero 
eigenvalues and complex energies 
 
It can be easily seen that, as the classical trajectory must obey 
Eq. (14), the classical velocity, namely 
𝑑𝑥𝑐𝑙
𝑑𝑡
, is actually an 
eigenfunction with zero eigenvalue of the operator B (of which 
we intend to calculate its determinant). So, we can define the 









= 0 → 











With this, we encounter that the determinant of B must be zero 
and, thus, the amplitude in Eq. (10) seems to diverge. This is a 
direct consequence of the time invariance of the system. 
Stepping a little bit back, but now being aware that one of the 
eignevalues is zero, Eq. (11) can be written as (see [8]):  
 













where the (2𝜋ℏ)−1/2 are just normalization factors. 
 
The second integration in Eq. (17) is a Gaussian and it can 
be calculated, giving as a result a determinant that does not 
take into account the zero eigenvalue. So we see more clearly 
now where the divergence does come from: the first 
integration is not a Gaussian and, thus, it’s not damped. As 
said, this is a consequence of the time invariance and, for that 
reason, should be solvable be changing the integration variable 
from 𝑑𝑐0 to 𝑑𝜏𝑐 (an integration over all the possible centers of 
the instanton). Recalling Eq. (9), if we vary 𝑐𝑛 by Δ𝑐0, we get 
the change in 𝑥(𝜏): Δ𝑥(𝜏) = 𝜓0(𝜏)Δ𝑐0. And, the change in 
𝑥(𝜏) due to a change in the center of the instanton (namely, a 














. (18)  




























FIG.2: Classical trajectory for the instanton solution. As we 






FIG.3: Classical Lagrangian for the instanton solution. It’s 
also localized around 𝜏𝑐. 
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where det’ stands for the determinant of the operator without 
the zero eigenvalue (i.e. only the second integration in Eq. 
(17)) and is the last term left to calculate. 
  The complete calculus can be done by different methods, 
which are plenty described in [7], [8]. In most of them, it is 
done for a quartic potential, but the procedure is the same as 
for the cubic potential.  
Finally, plugging all the calculations into Eq. (10), it is 













2  𝑟 ∫ 𝑑𝜏𝑐
Τ/2
−Τ/2 
, (20)  
with 
 








As said, Eq. (20) corresponds only to the contribution of one 
instanton (just one bounce). However, the physical observable 
would not change if n instantons contributed to the 
phenomenon (i.e. n bounces occurred). Then, if we want to 
compute the total transition amplitude, we must sum over all 
possible contributions, from one instanton to infinity. For 
instance, for an n-instanton contribution, each instanton will 
be centered at a different 𝜏𝑐
(𝑖)
 (all of them between the initial 




(𝑛) ≤ ⋯ ≤ 𝜏𝑐
























Considering that the r comes from the calculus of one 
instanton, for n instantons it will be simply 𝑟𝑛. The total 
amplitude will be then: 
 
















𝑛=1 . (23)  
And this sum can be done: 
 












2 𝑒𝑟𝑇. (24)  
 
 
Recalling from Eq. (21) that r is imaginary; we see that the 
total amplitude is imaginary too. 
This should not surprise us, since from Eq. (16) we know that 
the eigenfunction with zero eigenvalue is proportional to the 
classical velocity of the particle. In Fig. 4 is shown this 
function and it’s obvious that it has a node. As it is widely 
known from quantum mechanics, the eigenfunction with the 
lowest eigenvalue has no nodes. So, if 𝜓0 is the eigenfunction 
with zero eigenvalue, but there is a function with lower 
eigenvalue (thus negative), it’s obvious that the determinant in 
Eq. (10) will be negative and, in consequence, the total 



















Now that we have the total amplitude, let us recover Eq. 
(7). If we suppose that the main contribution of it comes from 





 𝑇𝐻|0⟩ ≃  𝑒−
𝐸0𝑇
ℏ  |⟨𝑛 = 0|𝑥 = 0⟩|2. (25)  







We see that the energy has an imaginary part. This is related 
to the decaying rate of the metastable state, as it follows. 
Knowing that the evolution of the wave function (back to real 






ℏ |𝜓0(0)⟩. (27)  







𝑡|𝜓0(0)⟩. (28)  
As the first exponential has a real and positive argument, we 
can easily see that it is a damping exponential. So, 𝑘 ≡ 𝐼𝑚(𝑟) 












Result that can actually be obtained, by a slightly different 
method (used in [12] for the double well case). It can be 
studied the dependence with the different parameters 
(w,m,𝑥0). In Fig. 5 is shown as an example how this rate 
increases at first with increasing w but then rapidly decreases, 
as the exponential damping gains importance. In Fig. 6 a 
density plot is shown where both axis correspond to the 
parameters that may affect the decaying rate.  
By taking the squared module of Eq. (24), [10], we can 













FIG.4: Eigenfunction of the zero eigenvalue over time. It has a 
node at 𝜏𝑐 which, remember, can take any value. 
 
 
























To compute the Feynmann path integral associated to the 
transition amplitude, we used the saddle-point method, which 
demands to make an expansion around the local extreme of the 
action. However, as the action had no local minimum (firstly, 
there is no classical trajectory for such potential) we had to 
perform a Wick rotation (and thus, work in imaginary time) in 
order to be able to continue. 
We found in sections IV and V that the classical trajectory 
takes place in sudden and short intervals of time (instantons) 
and that more than one of these can happen, as it is irrelevant 
to the final result if one or n of these instantons contribute. 
The fact that the amplitude found is imaginary traduces 
directly to the damping of the state and, thus, to the 
metastability of the system. From this the decaying rate, K, of 
the state could be obtained. The lifetime of the system can be 
obtained by just computing the inverse of K. With the 
transition probability, one can see that it decreases with the 
transition time, fact that is completely logic, since the longer it 
is the transition time, the less likely is tunnelling. 
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FIG.5: Evolution of the decaying rate as a function of 
the frequency w. 
FIG.5: Density plot of the decaying rate in function of both 
parameters (w and 𝑥0). 
