It is shown that a square matrix A over an arbitrary field F is a sum of two diagonalizable matrices, except when F = GF(2), in which case A is a sum of three diagonalizable matrices. The extent to which the ranks of the summands can be prescribed over an infinite field is also investigated, and necessary and sufficient conditions are presented.
Introduction
A square matrix over a field F is diagonalizable if it is similar to a diagonal matrix over F. In the sequel, F will denote an arbitrary field, unless stated otherwise. The set of all n × n matrices over F will be denoted by M n (F) . Similarity of A, B ∈ M n (F) will be denoted by A ∼ B.
In Section 2, we show that every A ∈ M n (F) is a sum of two diagonalizable matrices, except when F = GF (2) . In that case it is a sum of three diagonalizable matrices-it is a sum of two if and only if
where N and M are nilpotent, and X and X + I are nonsingular (Theorem 2.6). Sections 3 and 4 investigate the extent to which the ranks r 1 , r 2 in a diagonalizable sum decomposition of a matrix A ∈ M n (F) can be prescribed. It turns out that, over an infinite field F, r 1 , r 2 may be chosen arbitrarily, subject to the following three conditions:
(i) r 1 + r 2 rank A, (ii) n r 1 , r 2 s(A), and (iii) r 1 + rank A r 2 (assuming r 2 r 1 ), where s(A) denotes the number of invariant polynomials of λI − A of nonzero degree which does not split over F into linear factors with distinct roots (Theorem 4.7). A further remark on notation and terminology: The kth row and column of A ∈ M n (F) will be denoted by A (k) and A (k) , respectively, and the (i, j)th element of A by a ij . The ith column of I n will be denoted by e i (the magnitude of n will be clear from the context). In the product a 1 . . . a n , omission of the ith term will be denoted by a 1 · · ·â i · · · a n . We call a matrix cyclic if it is similar to a companion matrix.
Diagonalizable matrix sums
For n even, let Let v = (a 0 , . . . , a n−2 ) T . The proof follows from the following four decompositions, which distinguish between n even and odd, and between a n−1 zero and nonzero:
(i) n 3 odd and a n−1 = 0:
,
(ii) n 3 odd and a n−1 / = 0:
where x / = 0, −a n−1 . (iii) n even and a n−1 = 0:
where x / = 0, 1. (iv) n even and a n−1 / = 0: Let a n−1 = b n−1 + c n−1 , where b n−1 , c n−1 / = 0. Then
where x / = 0, c n−1 .
To prove the corresponding result for |F| = 2, we need the following.
Lemma 2.2. Suppose |F| = 2, and A ∈ M n (F) is a nonsingular matrix which can be expressed as a sum of two diagonalizable matrices. Then trace A = n · 1.
Proof. Let A = E 1 + E 2 , where E 1 and E 2 are diagonalizable. Since F = GF(2), E 1 and E 2 are also idempotent. Now,
The sum is direct, for suppose
and since A is nonsingular, v = 0. Thus
and therefore Proof. It suffices to prove the result for companion matrices. Let therefore A and v be as in Lemma 2.1. For n 3 odd,
The number 3 is sharp, since, e.g. by Lemma 2.2
is not a sum of two diagonalizable matrices.
To establish necessary and sufficient conditions for a matrix over GF (2) to be a sum of two diagonalizable matrices, we need the following preliminary result. 
Lemma 2.4. Let
where X and X + I are nonsingular.
Proof.
If A is similar to (1), then
and both matrices on the right are idempotent. Conversely, suppose A = E 1 + E 2 , where E 1 , E 2 are diagonalizable, and hence also idempotent in this case.
Then
Since A + I is nonsingular, it follows as in the proof of Lemma 2.2 that
With respect to this decomposition, A + I has the form
I B C I ,
Since A is nonsingular, B and C must also be nonsingular. Moreover, since the zero blocks are square, B and C must be of order n/2. Hence
where X = BC is nonsingular. Finally, the nonsingularity of A + I implies the same for X + I . 
where N and M are nilpotent, and X and X + I are nonsingular.
Proof. It follows from the rational canonical form of A that 
Prescribing the ranks-some necessary conditions over an arbitrary field
In this section and in the next, we investigate the extent to which the ranks in diagonalizable sum decompositions can be prescribed. In this section, we derive a set of necessary conditions over an arbitrary field, which in the next section is shown to be sufficient over an infinite field.
For A ∈ M n (F), let s(A) denote the number of invariant polynomials of λI − A of nonzero degree which does not split over F into linear factors with distinct roots (equivalently, the companion matrix associated with each one of them is not diagonalizable). Proof. The proof is done by induction on n. The result holds for n 2m, since the companion matrix associated with each of the s(A) polynomials defined above is of order at least 2. Assume therefore n > 2m and that the result holds for matrices of order less than n. Assume therefore without loss of generality that
By performing, if necessary, a suitable similarity operation on A resulting in a permutation of the columns of E, we may assume that E (1) , . . . , E (r) are linearly independent.
The proof is established by considering the following three cases:
F (1) . . .
Then 2 t = r m < n − m. Let i and j be such that t < i n − m and 1 j m. It follows that the minor The only way for d n−m to divide this polynomial, is when
Hence
Similarly
by interchanging the roles of E and F . Hence the result follows by induction in this case.
. , F (t ) are linearly independent, it follows as in (i) that
hence E = 0. Therefore A has a set of n − m linearly independent eigenvectors. Hence it can be expressed as a direct sum of at least n − m cyclic matrices, and it follows that not more than m of them can be of order greater than 1. Suppose therefore F (1) , . . . , F (t ) are linearly dependent -say, without loss of generality, (1) . . .
Then X −1 AX is identical to A, except that F (t ) is replaced by 0. Applying induction to the matrix obtained from X −1 AX by deleting the tth row and column yields the result also in this case. (iii) Suppose
Performing a series of similarly operations of the type used in (ii), we may assume that 
It follows that the minor
by performing a Laplace expansion along the r columns containing what remains of the first r columns of E and another along the l rows containing what remains of rows r + 1, . . . , r + l of F . Since d n−m is a divisor of this polynomial, which is nonzero, it follows that m + r + l < m + t. Hence we conclude that F (r+1) , . . . , F (t ) is linearly dependent.
An argument similar to the second part in (ii) yields the results in this case, and completes the proof.
Lemma 3.2. Suppose A ∈ M n (F) can be expressed as a sum
A = E 1 + E 2 of diag- onalizable matrices E 1 , E 2 of rank r 1 , r 2 , respectively. Then (i) r 1 + r 2 rank A, (ii) r 1 , r 2 s(A), and (iii) r 1 + rank A r 2 .
Proof. (i) Holds since
(ii) Choose a basis With respect to this basis, E 1 and E 2 have the following 4 × 4 block matrix forms (in each case the matrix partitioning corresponds to the partitioning of the basis as indicated)
where D 1 is a nonsingular diagonal matrix. Hence
where
and C is of order r 1 .
By Proposition 3.1, r 1 s(A). Similarly r 2 s(A).
(iii) We may assume k = r 2 − rank A > 0, otherwise the result is automatically true.
Let v 1 , . . . , v k be linearly independent eigenvectors of E 2 in range E 2 such that
Write
This linear combination lies in the intersection (2) . Hence
Prescribing the ranks -necessary and sufficient conditions over an infinite field
In this section, we show that the necessary conditions derived in Lemma 3.2 for a matrix over an arbitrary field to be a sum of two diagonalizable matrices with prescribed ranks are also sufficient when F is an infinite field.
We start with the following preliminary result which holds over an arbitrary field. But first we fix some additional notation for the rest of this section: J n denotes the Jordan block of order n associated with the eigenvalue 0, i.e.
and C n denotes a companion matrix of order n, i.e. C n = J n + ye T n for some y ∈ F n . The diagonal of a matrix A, written as a column vector, is denoted by diag A, while Diag y denotes the diagonal matrix of which y = (y 1 , . . . , y n ) is the diagonal. The n × m matrix with 1 in the (i, j )th position and 0 elsewhere is denoted by E ij . The actual size of the matrix is determined from the context. 
. Note that X is an upper triangular matrix with last row equal to e n .
Proof. Since
and hence the result follows.
Lemma 4.2. Let C n = J n + ye T n denote a companion matrix of order n 2 over an infinite field F, and let n r 1 , r 2 1 be integers such that r 1 + r 2 = n. Then C n is similar to
where D 1 , D 2 are diagonal matrices such that their diagonal elements are distinct and different from 0, 1 and 2·1. Moreover, the similarity XC n X −1 can be achieved by an upper triangular matrix X with last row equal to e n .
Proof. The proof is done by induction on n. For n = 2, r 1 = r 2 = 1 is the only possibility. If
which is of the required form, then
Choosing a ∈ F such that a, y 2 − a / = 0, 1, 2·1, the result follows for n = 2. Assume therefore n > 2 and that the result holds for companion matrices over F of order less than n. We may assume r 2 > 1.
Partition C n as
where C n−1 is the companion matrix obtained form C n by deleting the first row and column. By induction there exists a nonsingular upper triangular matrix Y of order n − 1 with last row equal to e n−1 such that
where D 1 and D 2 are diagonal matrices satisfying the conditions listed in the statement of the lemma. If X 1 = [y 11 ] ⊕ Y (where y 11 denotes the (1,1) entry of Y), then
By Lemma 4.1 there exists a nonsingular upper triangular matrix Y 2 of order r 2 with last row equal to e r 2 such that
Finally, let
Then X = X 3 X 2 X 1 is of the required form, and
The result follows by choosing a in such a way that the diagonal entries of D 1 and D 2 remain distinct and different from 0, 1 and 2·1.
Lemma 4.3.
A companion matrix C n = J n + ye T n of order n 2 over an infinite field F can be expressed as a sum of two diagonalizable matrices of rank n r 1 , r 2 
1, respectively, if and only if r
Proof. By Lemma 3.2(i) the condition is necessary. To prove sufficiency, begin by assuming r 1 + r 2 = n − 1. This implies that rank C n = n − 1, and therefore C n can be partitioned as
where C n−1 is the companion matrix obtained from C n by deleting the first row and column. It follows form Lemma 4.2 that
where D 1 , D 2 are nonsingular diagonal matrices of rank r 1 , r 2 , respectively. Hence
and the matrices on the right are diagonalizable of rank r 1 , r 2 , respectively. Now assume r 1 + r 2 n. Choose r i > t i 0 such that (r 1 − t 1 ) + (r 2 − t 2 ) = n. Let t = t 1 + t 2 , and note that r 1 , r 2 t, since n r 1 , r 2 . It follows from Lemma 4.2 that To prove in general that the conditions in Lemma 3.2 are sufficient when F is an infinite field, one could attempt to apply Lemma 4.3 to the individual direct summands C n j in the rational canonical form A = Then
where D 1 , D 2 are nonsingular diagonal matrices of rank r 1 , r 2 , respectively.
Proof. For k = 0 the result follows from Lemma 4.2. Assume therefore k > 0. From Lemma 4.2, applied to C m , it follows that there exists a nonsingular matrix X 1 such that
where D 1 , D are nonsingular diagonal matrices of rank r 1 , r 2 − k, respectively, with distinct diagonal elements. Choose an r 1 × k matrix X O , with X of order k such that
where a / = 0 is chosen different from the diagonal elements of D and such that
Let
and X = X 2 X 1 . Then
In the next product the partitionings in (3) and (4) cannot be used to block multiply, since the blocks are not compatible. Instead, in both partitionings we group the first two block rows and columns together to form a single block row and column of width m. Then
The result follows since by the choice of a the lower triangular matrix, J r 1 + D 1 − Z has distinct, nonzero diagonal elements and the spectrum of J r 2 −k + D and aI k are disjoint, hence 
If rank C m = m, if follows form Lemma 4.4 that
where D 1 , D 2 are nonsingular diagonal matrices of rank r 1 , r 2 , respectively. Hence the result follows since the matrices on the right are similar to
until r 11 + r 21 = rank C m , and thereafter enlarge all of r ij , subject to ( * ) and Then r i k − t + 1, and 
By (a) above
yields the required decomposition, and completes the proof.
The next lemma will go a long way in describing how Lemmas 4.3 and 4.5 can be used to prove the sufficiency result in general. Direct summands are combined in certain ways to circumvent the difficulties described earlier (after Lemma 4.3), and then the rest of the proof is basically a description of how to systematically choose the components of r 1 , r 2 in order to apply the above-mentioned lemmas to the individual direct sum combinations.
Lemma 4.6. Let
denote a matrix of order n 2 over an infinite field F, with l, k, t, m 0, 0 / = z i ∈ F (1 i t) and rank C n i 2 (1 i l) .
Let r 1 , r 2 be integers such that n r 2 r 1 k + l, r 1 + r 2 rank A, and r 1 + rank A r 2 . In each of the following cases A can be expressed as a sum of two diagonalizable matrices of rank r 1 , r 2 , respectively. 
Proof. (a)
The proof is divided into the following two cases: (i) Suppose k is large enough such that A can be written as
where k i = rank C n i − 2 0, 1 i l, and
and
Enlarge, if necessary, all of r ij , subject to
r ij , i = 1, 2.
By Lemmas 4.3 and 4.5,
where X i , Y i are diagonalizable matrices of rank r 1i , r 2i , respectively, 1 i l
yields the required decomposition.
(ii) Suppose k is not large enough to satisfy the condition in (i) above. Then A can be expressed as
Enlarge r ij , l j l, until
which is possible, since r 1 + r 2 rank A. Proceed by further enlarging, if necessary, all of r ij , subject to
The rest of the argument is similar to (i).
where X, Y are diagonalizable matrices of rank r 1 , r 2 , respectively. Hence,
yields the required decomposition. Assume therefore m = r 2 − (n − m) > 0. Then
Start with r 1j = 1, 1 j l + k + m (which is possible according to (5)), and proceed to enlarge them, subject to r 1j r 2j , until
By Lemma 4.3,
where X i , Y i are diagonalizable matrices of rank r 1i , r 2i , respectively, 1 i l + k.
with 0 / = x ∈ F yields the required decomposition. Proceed by enlarging r 2j through the following stages until
r 2j :
• If r 2 > l, change r 2,l+1 , r 2,l+2 , . . . to 1, but do not exceed r 2,l+t .
• If r 2 > l + t, enlarge r 21 , . . . , r 2l , subject to r 2i rank C n i − 1.
• If r 2 > rank A − l, enlarge r 21 , . . . , r 2l , subject to r 2i n i .
• If r 2 > n − m, change r 2,l+t +1 , r 2,l+t +2 , . . . to 1. Proof. The necessity of the conditions was established in Lemma 3.2. If one of the invariant polynomials of A is equal to t 2 , then the corresponding companion matrix is J 2 , and A can be expressed as in Lemma 4.6(b), with k + l = s(A). Hence the result follows.
If none of the invariant polynomials of A is equal to t 2 , then A can be expressed as in Lemma 4.6(c), with k + l = l = s(A). This concludes the proof.
For further results on additive combinations of matrices (operators), the reader is referred to the survey paper by Wu [4] .
