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Abstract 
In this paper, we propose a simple and effective system to extract a pupil and gaze detection. This system is 
developed using an optical based method to extract user's pupil. For extracting the pupil of the eye and detecting gaze, 
we use a camera with an infrared filter, an optical see-through HMD, and infrared light. We can possible to move 
freely without fixing it to user's head because of optical see-through HMD with the camera, and infrared light. The 
proposed system displays the gaze point on the HMD after extracting user's pupil and detecting gaze real time. 
© 2012 Published by Elsevier Ltd.  
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1. Introduction 
Many researchers have been studied on gaze detection in the HCI (human-computer interface) in order 
to use them in interface between humans and computers. Conventional gaze detection system can be 
classified as follows according to the method of realization. They include systems of skin electrode, 
contact lenses, desktops and head-wearing type. 
The method of skin electrode is to attach skin electrode around the eyes to measure the amount of 
rotation of the eyeball based on continuous measurement of electrical difference between retina and 
cornea and calculate the gaze location [1]. The method of contact lenses is to attach contact lenses that do 
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not slip or move to cornea to measure the location of gaze, and an additional device that can act as a 
magnetic coil or a mirror needs to be attached to the lenses [2]. The method of desktops is to install 
lighting and a camera in the personal computer environment and acquire the movement of face and eyes 
through the use of a camera while finding out the location of gaze [3]. This method has an advantage of 
convenient installation and easy transfer to another computer, but the face is not freely moved. In order to 
overcome this problem, the direction of a camera needs to change according to the movement of the face, 
so a wide-angle camera and a narrow-angle camera need to be used in addition to pan-tilt equipment, 
which costs a lot of money [4]. 
The method of head-wearing is to attach a small camera and lighting to a hat, a headband and a helmet 
in order to acquire the image of the eyes and measure the location of gaze in consideration of relative 
relationships between images acquired through lighting patterns or a camera. This method can adopt such 
devices as a hat, a headband or a helmet, but many studies have been recently conducted on how to trace 
gaze in the HMD (head mounted display) environment. It requires neither a camera taking pictures in all 
directions in order to calculate the movement of the face as seen in the method of head-wearing nor 
lighting patterns, and as it uses such a moving monitor as displacement in terms of face movement. It can 
be simply implemented [5]. However, if HMD moves or if a camera trembles to acquire the movement of 
the pupil after initial calibration, it might result in errors in measured gaze.  
This paper aims to resolve errors in pupil extraction coordinates caused by a trembling camera in the 
HMD environment where an infrared camera is attached and propose gaze detection system based on 
homography. The system is operated in three stages. The first stage is a preprocessing where the amount 
of calculation is reduced and noises in eyebrows and reflection points are eliminated. Images acquired 
from a camera go through down sampling to reduce their size, and median filtering is carried out to 
remove noises. In acquired images, the eyes are mostly located at the center, so the central area of the 
images is set as ROI (region of interest). This designated area is enlarged to eliminate other unnecessary 
factors than main elements before conversion into binary images. The binary images are used to detect a 
contour line and a central point based on ellipse fitting. The second stage is to acquire the contour part of 
the eyes not related to movement of the pupil as auxiliary images based on images acquired from a camera. 
After that, template matching is used to acquire information on camera trembling for calibration with 
regard to all images acquired from a camera. The third stage is to acquire the distortion coefficient of a 
camera through the use of pupil coordinates in order to eliminate distortion of pupil images before 
detection of gaze through the use of homography between extracted pupil coordinates and correction 
coordinates in addition to Kalman filter. Fig. 1 indicates the flow chart of the proposed algorithm. 
 
Fig. 1. Flow chart of the proposed algorithm
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2. Extraction of the Eyeball, Detection and Camera Displacement Calibration 
2.1. Preprocessing 
Fig. 2 indicates images acquired through the use of an infrared camera. It is hard to immediately 
extract the eyeball from the original image due to the eyebrow or the reflecting point of a source of light. 
Accordingly, the eyeball needs to be extracted through a series of processes, but it needs to be rapidly and 
simply processed in order to be used in the wearable computer environment. As a portable computer lags 
behind general desk top computers in terms of performance, the time of processing should not be long, 
and the quantity of calculation should not be large. In this regard, this paper proposes preprocessing 
enabling effective use in the wearable computer environment. 
 
 
Fig. 2. Original image 
DoG (Difference of Gaussian) was used to reduce the quantity of calculation through the reduction of 
the size of image, eliminate information not required to extract the eyeball and extract unchangeable 
characteristics of the size of image. DoG operator convolutes two Gaussian masks with different variance 
values into subsequently calculated mask. Median filtering is conducted with regard to reduced image. 
The median filtering is classified into non-linear space filtering technique, and in particular, it effectively 
removes impulse noises. After filtering, ROI (region of interest) is set up to deal with only the interesting 
area in the image. As most eyeballs are located in the center of the image, ROI was set to be located in the 
central part. Fig. 3(a) is the resultant image after down sampling, median filtering and ROI. Reflecting 
points (glint) caused by a source of light or such noises as the eyebrow are gone. Fig. 3(b) is the result of 
binary image in order to make calculation easier with regard to image.  
    
Fig. 3. Image acquired as a result of proprocessing; (a) result of down sampling and ROI, (b) binary image 
Algorithm where ellipse composed of many points is approximated into an ellipse fitting has been 
proposed in various areas including computer vision. Of these methods, Fitzgibbon proposed a method of 
approximating ellipse by using least squares method [6], and Halir suggested a method of calculation 
without repeated arithmetic calculation by revising a method by Fitzgibbon [7]. Coefficient of an ellipse 
fitting that indicates a group of ellipse points formed in binary eyeball image can be calculated based on 
approximation of ellipse through the adoption of a method by Halir. This method decomposition-based 
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calculation can effectively and simply resolve least squares that could be a singular value. Fig. 4 indicates 
extracted ellipse. 
 
Fig. 4. Ellipse fitting image 
2.2. Calibration of camera displacement 
A camera is attached to acquire the image of the eyeball in the HMD environment. However, the 
position of a camera might change or a camera might tremble in the course of using it according to 
careless use or a method of mounting a camera in the wake of characteristics of HMD. As coordinates of 
the pupil are extracted through the processing of images acquired through the use of a camera, and as the 
gaze is extracted based on it, changes in the position of a camera might result in errors in extracted gaze. 
Accordingly, this paper extracts displacement of a camera through the use of template matching to 
calibrate coordinates.  
In order to use the template matching, acquired two lower images are designated as templates, and 
template matching is implemented on each template. NCC (normalized cross correlation) is applied to 
template matching. NCC is to get a regular correlation coefficient, and at that time, the area with the 
largest correlation coefficient is extracted. 
2.3. Distortion calibration and gaze detection 
In order to detect and trace gaze, it is important to obtain accurate information on images acquired 
from a camera. At that time, acquired images necessarily have distortions due to characteristics of a 
camera and surrounding environment, and one of the most affected distortions is radial distortion caused 
by characteristics of lenses. This paper assumes that there is no distortion caused by camera lenses. The 
human eyes are about 2.5cm in diameter, and they have an irregular round shape and are located within 
the skull. Only one sixth of the frontal part is exposed 
Fig. 5(a) indicates pupil coordinates detected when gaze one after another after display of correction 
coordinates in HMD. Fig. 5(b) indicates correction coordinates aimed to calibrate distortions of the 
eyeball. As indicated in Fig. 5, the human eyeball has an irregular round shape, so the pupil moves 
according to the shape of the round. This paper assumes that the eyeball has a perfect round shape. It 
indicates that the shape of radial distortion of lenses is similar to distortion of the pupil shown in Fig. 5(a). 
Accordingly, distortion of the eyeball can be calibrated through the application of a method of calibration 
of radial distortion of lenses. 
    
Fig. 5. Extracted pupil coordinates and correction coordinates; (a) pupil extraction coordinates, (b) user correction coordinates
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For correcting radial distortion, lattice patterned images are used, and this paper used extracted pupil 
coordinates as lattice patterns. Distortion coefficients are acquired through the use of extracted pupil 
coordinates. Image of the eyes entered through a camera looks flat, but as the eyeball has a round shape, 
the coordinate of actually extracted pupil is not coordinate in a plane. Accordingly, distorted pupil 
coordinates need to be calibrated through distortion calibration. If there are three or more points in a plane, 
it could lead to a plane. Homography can be acquired through the use of 16 characteristic points acquired 
based on it. 
3. Experiment and Discussion 
We used in the test includes light-penetrating HMD (LITEYE LE-750, resolution 800x600) and a 
computer camera (Phillips SPC 900NC) without an infrared filter. In addition, a filter that can block 
800nm wavelength or lower was attached to a camera sensor in order to remove other areas than infrared 
bandwidth. As for a source of light, infrared LED that could release 900nm infrared light or higher was 
used. Gaze location and errors in gaze points displayed in HMD (800x600 in resolution) when gaze 
location was assumed through the use of homography were indicated in Table 1. Errors in gaze 
coordinates are caused by calibration errors due to instable gaze on the part. Instable gaze is caused by 
quivering pupil (jitter) and combined use of dominant eyes. Jitter can be calibrated through the use of 
buffer effect of Kalman Filter, but concentration and training are required to prevent combined use of 
dominant eyes. 
Table 1. Errors in gaze location through the use of homograpy 
Accuracy of homography differs according to the number of reference points, and the exactitude of 
gaze coordinate depending on the number of base points was evaluated in tests. The first test referred to 
16 base points gazed by once, and the second test and the third one referred to pupil-oriented coordinates 
entered for one or two seconds per base point to calculate homography. We pressed a button while 
watching 16 red cross shapes displayed in HMD to save gaze coordinates and repeated the process five 
times to calculate average errors in base points and gaze coordinates. Errors were large in the first 
distortion calibration, but they were reduced as time. Fig. 6 indicates gaze errors based on the tests. 
 
Fig. 6. Gaze errors 
Reference number of each point 
(total number of reference points)
Distance mean error 
(pixels) 
Angle mean error 
(degrees)
1 unit (16) 17.1 0.79 
2  unit (384) 11.8 0.52 
3  unit (768) 8.1 0.37 
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In the conventional head-wearing method, errors occurred in the extracted eyeball coordinates when 
the location of a camera changed for some reasons after extraction of eyeball coordinates. In order to 
resolve the problem, this paper used template matching to reduce errors in gaze location according to 
displacement of a camera and acquired camera displacement. Characteristic points were acquired in the 
image of the eyes at a time of the first distortion calibration to acquire camera displacement based on the 
characteristic point. At a time of extracting eyeball coordinates through the use of acquired displacement, 
displacement is calibrated to the first distortion calibration location instead of pupil location. In the 
process of calibrating coordinates, errors caused at a time of camera movement can be reduced. Fig. 7 
indicates the resultant images after calibration to pre-movement coordinates of a camera through the use 
of displacement acquired from the template matching. In Fig. 7, the circle above is acquired pupil area in 
the present image, and the circle below is the area of displacement calibration to the first distortion 
calibration location. Table 2 indicates the result of errors in gaze location through calibration of template 
matching location. 
 
Fig. 7. Template matching 
Table 2. Errors in gaze location through calibration of template matching location 
 
 
 
User gaze location was assumed through the use of homography, and then camera displacement was 
acquired through template matching to calibrate errors in user gaze location. User gaze location acquired 
based on it was used to experiment on gazing objects in HMD. As for the test, the speed at a time of using 
an ordinary mouse was compared to the speed of the gaze detection method proposed by this paper.  
The mouse-based method and the user-gazing information method have similar protocol. Accordingly, 
comparison with the mouse frequently used in the existing computing environment makes it possible to 
judge how comfortably a user can adopt the proposed method. As a result of tests, as time went by, 
similar performance to the mouse-based method was displayed or stronger performance was realized. It 
indicates that stronger performance can be realized than the mouse after concentration and training on 
gazing interaction on the part of users.  
 
Reference number of each point 
(total number of reference points)
Distance mean error 
(pixels) 
Angle mean error 
(degrees)
1  unit (16) 15.4 0.74 
2 unit (384) 11.7 0.56 
3 unit (768) 8.2 0.39 
3536  Sung-Sub Song et al. / Procedia Engineering 29 (2012) 3530 – 3536 Sung-Sub Song et al. / Procedia Engineeri g 00 (2012) 000–000 7
4. Conclusion 
This paper extracted pupil through preprocessing of image acquired from a camera before obtaining 
pupil coordinates through the use of ellipse fitting and getting curvature of the eyeball through the use of 
the extracted pupil coordinates based on the assumption that the eyeball has a perfect round shape. It was 
assumed that the curvature was radial distortion caused by a camera lens, and coordinates were re-
calculated after calibration of distortion. Where a user is gazing in HMD was detected through the use of 
plane homography among correction coordinates in HMD, and user gaze coordinates were traced through 
the use of Kalman Filter. The method proposed by this paper is to remove noises and surrounding 
environment thorough simplified preprocessing on image entered through a camera, so that processing 
speed and accuracy can be improved. In addition, camera displacement was acquired from entered image, 
and gaze detection errors were calibrated through the use of the displacement to reduce detected gaze 
errors. In addition, experimental result showed that pupil was effectively detected, and that relatively 
accurate gaze was detected. Studies on how to simplify initial correction processing and accurately detect 
and calibrate gaze location through the use of three-dimensional information on the eyeball need to be 
conducted in the future. 
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