Abstract. A complete procedure is given to determine the outer and inner expansions of a singularly perturbed boundary value problem in I". The validity of such expansions is deduced from a generalized Shadowing Lemma, where the inner and outer approximations are treated like pseudo-orbits in the classical dynamical system theory.
1. Introduction. In the past few years, several people have attempted to bring some of the methods of dynamical systems to bear on singularly perturbed boundary value problems, e.g., for centermanifolds see Fenichel [7] and Carr and Pego (unpublished manuscript), for the Lyapunov-Schmidt method see Hale and Sakamoto [12] . The early work of Hoppensteadt [13] also used the idea of dynamical systems.
In this paper we shall use the method developed in the theory of dynamical systems to study the matched asymptotic expansion for the singularly perturbed boundary value problem e =f(x, t, e), a <--<--_ b, (1.1) B(x(a),e)=O, B2(x(b),e)=O. We shall discuss the following problems. Given a candidate for zero-order asymptotic approximations of 1.1), is there an exact solution for the full problem that lies near it? How are the higher-order expansions for the exact solution computed, and how is the exact solution computed based on the asymptotic expansions, if there is such an exact solution? where a>0 is a constant, u a, -1-<_ t_-<1/2 and u2=-a, 1/2-< t=< 1 are two regular approximations. Let e" and use for d/dr; then we have u"= uu', u'= u2/2 + C.
The phase portrait for various C is depicted in Fig. 1 .
FIG.
It is clear from the phase portrait that there is a unique heteroclinic solution q('), with q(0)=0, q(r)-+/-a as ---> q:oo. Define u(')=a,-1/e=<r<=l/2e-e -, u(r)= q(r-1/2e), 1/2e e t-I -_< r_-< 1/2e + e t-, and u(') -a, 1/2e + e-l-_ < '_-< l/e, where 0 </3 < 1. u(r) is a formal approximation. However, no exact solution is close to u(r) as e -0, since by symmetry an exact solution u(r, e) must satisfy u(0, e)=0. Many efforts have been made to give rigorous foundations for methods of matched asymptotic expansions. Here we must distinguish the work on the matching principles from the work on the existence of an exact solution and the estimates of the remainder of the exact solution, to the asymptotic approximations. The matching principles are a set of auxiliary conditions that ensures the unique solvability of the inner expansions and the asymptotic matching of the outer and inner expansions so that a composite expansion can be constructed. The most general methods on this area are: (i) the method of intermediate variables originated by Kaplun and Lagerstrom; and (ii) the method of asymptotic matching principle originated by Van Dyke. It is known that in many cases, the two methods are equivalent (see Eckhaus [5] ), and many simple examples, mostly in R2, have been treated thoroughly by both methods. However, there does not seem to exist an explicitly stated complete procedure for computing the inner expansions or boundary expansions for the system (1.1) in [". The auxiliary conditions on the inner expansions given in this paper are a set of simple growth conditions that do not depend on the specific outer expansions. However, the matching of the inner and outer expansions can be proved as a consequence of the growth conditions.
The correctness of the asymptotic expansion obtained by various matching principles cannot be justified by the asymptotic analysis itself. At this stage the small parameter e has to be fixed and the increasing of the order of truncation does not help either. Here we face the problems of the existence of an exact solution close to the formal expansion solution and how to compute the exact solution for a small but fixed e. There are two major schools working in this direction. The first uses the maximum principle and various comparison theorems (see Chang and Howes [3] , Angenent, Mallet-Paret, and Peletier [1] , and Nagumo [16] ). The second uses the contraction principle, the Inverse Function Theorem, Newton's method, or the like (see Eckhaus [5] and van Harten [14] ). In the application of the latter methods, we must frequently investigate the inversion of certain linear operators, obtained from linearizing the whole boundary value problem (1.1). The method developed in this paper uses a modification of the classical Shadowing Lemma (see Guckenheimer, Moser, and Newhouse [11] for a proof of the classical Shadowing Lemma). The extended version used in this paper seems to be new and its application to singular perturbations is close to the Inverse Function Theorem or Newton's method. By virtue of the Shadowing Lemma, the investigation is reduced to the study of local solutions of the linear variational equations of the outer and inner approximations. This is much easier than the global inversion of the linear operators mentioned above. From a computational point of view, the justification of the validity of the asymptotic expansion automatically leads to a numerical scheme of obtaining an arbitrarily accurate solution based on that approximation. One of the major characteristics of classical singular perturbation methods is to treat the outer and inner layers separately and then use some form of matching. Therefore it seems natural to extend the application of the Shadowing Lemma to singular perturbation problems, which allows the inversion of the linear variational equations in the outer and inner regions separately. We state our hypotheses and results in 2, which also includes some examples that have been treated in previously published articles and that can be shown to fit our hypotheses. Basic definitions and lemmas concerning exponential dichotomies and Fredholm operators induced by the linearization around the formal approximations are given in 3. The perturbation of angles between the stable and unstable manifolds is studied in Lemma 3.10, which is crucial in studying the interior transition layers. The Shadowing Lemmas are given in 4. It is first proved for a system on the whole real axis (Theorem 4.3) and then applied to the boundary value problem (Theorem 4.4) and the periodic system (Theorem 4.5). In 5, we give the complete procedure for the construction of inner and outer expansions. The major features of our expansions are given in Theorems 5.5 and 5.6. The proof of the validity of the formal solutions obtained in 5 is given in 6. The most unpleasant fact about exponential dichotomy on finite intervals is that the stable and unstable spaces are not uniquely defined. We have to extend the equations to the whole real axis such that it is compatible with the change of e. This makes the proof very technical.
The general references for the singular perturbation problem are so extensive that we mention only a few that happened to catch our attention. The books of O'Malley [15] , Eckhaus [5] , and Wasow [18] offer comprehensive descriptions of the method and the theory, as well as many references. The work we present is closely related to the early work of Fife [8] , [9] . The conditions we imposed on the boundary points are geometry-oriented and also have appeared in Hoppensteadt [13] . Hale and Sakamato [12] use the Lyapunov-Schmidt method and bifurcation theory to obtain a necessary and sufficient condition for the existence of the transition layers in a second-order problem in the neighborhood of a given approximation. The matching of the outer and inner expansions is a consequence of the method when we use the Shadowing Lemma. The method of Hale and Sakamoto [12] also gives the stability of the solution as an equilibrium point of a parabolic PDE. Exponential dichotomies are employed by Battelli and Lazzari [2] qg'('r) f(qi('r), 6 , 0)q(7")=0
.i'(7")+fx(qi(7"), ti, 0)1//(7")--0 are important in our investigations. Let Pl(r), z + be any nontrivial bounded solution of (2.3)0 and p(r), z-be any nontrivial bounded solution of (2.3); then
It should be clear that ql(r), r, 1 <-i<=r 1, is a nontrivial solution for (2.3)i.
Assume that ql(z), 1 _-< i-<_ r-1, is the only bounded solution for (2. 3) up to a scalar factor; then from the general theory of exponential dichotomy and Fredholm alternative (see Lemma 4.2 in Palmer [17] and 3 of this paper), there exists a unique bounded solution I]/i("/'), 7", l<=i<-_r-1, of (2.4), up to a scalar factor. Moreover, pi(z)-> 0 exponentially as '--> +/-. The following generic assumption will be crucial for our investigation"
We now state our main results as follows. THEOREM 2.1. Suppose {p,(t)}, 1 < <-r, {qi(r)}, 0<= i<= r, satisfy (2.1),, ( Assume that the linear variational equation (2. 3)i has the unique bounded solution q'i(r) and the formal adjoint equation (2.4) has a unique bounded solution q,(7.), 7 . , 0 <--< r, up to a scalar factor. We shall also assume the generic assumption (H3). THEOREM 2.3. For the periodic system (2.6), suppose {p(t)}, l<-_i<=r, {q(r)}, 0 <-<-r, satisfy (2.1)i, (2.2) with qo(7.) qr(7.), a =0, b to, and (HI), (H3) are satisfied for 1 <-_ <= r. Then there exist formal power series: eXj(t), Xo(t)=pi(t), l<-i<=r, j=O 2 eJY(7"), y(z) qi(7"), 7 We can also consider (-o, +c) with no boundary condition at all. Moreover, the number of subintervals does not have to be finite. In some sense, the boundary value problem and initial value problem need not be treated separately. However, in the semistable case, only part of the initial conditions should be specified as follows from our general theory easily.
3. Preliminaries. We first present some properties of the exponential dichotomies of the linear nonautonomous equations and the application to the linear variational equation of the heteroclinic solution qi('). We refer to Coppel [4] and Palmer [17] for proofs of the following results.
Consider a linear ODE in n
where A(t), J is a continuous and uniformly bounded matrix-valued function. Let T(t, s) be the solution map for the linear homogeneous equation. DEFiNiTiON 3.1. We say that (3.1), or T(t, s), has an exponential dichotomy in J if there exist projections P(t) and P,(t)= I-P(t), J, such that
T(t,s)P(s)=P(t)T(t,s),
t>-s in J, [4] . Suppose that q(t), -> 0 is a solution for a nonlinear autonomous ODE, which approaches a hyperbolic These observations will be useful throughout the paper. {x(t)lsuptj(Ix(t)leltl(l+ltll)-l)<o}, which is a Banach space with the norm Ilxll,, sup, {Ix(t)l eVl'l(1 + Itl)-), where 3' is a real constant and l>= 0 an integer. Let Ek(3', l) {x(t)[x(t), x'(t),. ", xk)(t) Ej(%/)}, which is a Banach space with DEFINITION 3.5. Let 'E)(3",l)-E(3",l), x--h, be defined as h(t)= Yc(t) A(t)x(t). Let *" El(% l) E(% l), y--g be defined as g(t) p(t) + A( t)*y(t). (iii) If J =, then for any h Eu(3", l), there exists a unique solution x E(3", l) of (3.1) with ixll,,<-_ CIIhll,,.
Proof. (i) We can write the solution as
From a simple estimate using Definitions 3.1 and 3.4, we have C(lihll -,,)/ Ilull). The estimate for Ilxll -,,) comes from (3.1).
Proofs for (ii) and (iii) are similar to that of (i). The following definition is from Gohberg and Krein [10] , which also contains proof of Lemma 3.9. DEFINITION 3.8. Let 1 and t2 be two linear subspaces of ". By the minimal angle between 1 and //2, it is meant the angle 0(1, 2)(0--< 0 -< r/2), defined by cos 0(, 2) sup {l(x, y)lx , y e ,ff/2, Ix[--lyl-1}.
Obviously 0(, 2) # 0 and dim + dim ://2 n is equivalent to q)'/2 n. (3.2) still possesses exponential dichotomies in -and +. Let the projections be P(t, e)+ P(t, e) I and P(t, e)+ P+,(t, e)= I, respectively, in R-and +. We are interested in the following situation: (i) dim P(t, e) =dim P+,(t, e)=d +, (d-= n-d+) (ii) P(0, 0)f-)YtP(0, 0) is one-dimensional. Let q(t) be the only bounded solution of (3.2)o, up to a scalar factor. From Lemma 3.7, Ind 0 and there is a unique bounded solution q(t) for q)(t) + A(t, 0)*q(t) =0. Indeed, both and q E(a, 0). ]q(0)l 1 and u v =(0). We claim that for e #0 and small, we have a basis {u(e).'".u.+(e)}={u+al(e).'".ua++a.+(e)} in P-(O,e), with a(e)e P2(0,0), i=l,...,d +. We also have a basis {vl(e),".,ve-(e)}= {Vl +5(e), , re-+ 5e-(e)} in P,+(0, e), with 5(e) e P+(0, 0). To show these, let x(t, e) be a solution of (3.2), x(0, e) u(e) 1 _-< -_< d +, and x(t, e) -0 as -* -.
Clearly, x(t, e) satisfies the following integral equation Define a projection Q(F'), which is from "--)9P(O, F') and parallel to 3P(0, F').
Consider a linear algebra equation
Clearly, Q(F')w=2i=l iui(F') and IQ(e)l= <Ci=l Iff, I. Observe that Yi= I'1 =< C{det(u(F'),..., Ud+(e), V(F'),''', Vd-(F'))} -, as can be seen from the inversion formula of matrices. Observe that det (u,(e),..., Ud+(e), Vl(F'), Vd-(F')) (3.6) =det (tT,(e)-3,(F'), , Vd-(e)) =det (a,(F')-t3,(F'), u:,.
Ud+, V,,"
Vd-)+ O(e2). From our definition of 0(t), q(0) PT*(0, 0)VIP*(0, 0), where * denotes the adjoint of an operator. Thus, 0(0) _1_ P(0, 0) and (0) _t_ 9P(0, 0). Without loss of generality, let Iq(0)] 1. Then (3.6) is equal to 
Using the relation T(t,+. t,)'P+l(t,)-Pi,+'(t,+l) and T(t,+l, t,)'P'.+l(t,)-P(t;+l Since oeqj(t)=f(t,e)+O(e'+), we have the right-hand side of (5.2)= F(f(t, e)+ O(e"+), ,fk(t, e)+ O(e"+), t, e)+O(e "+) whence (5.2) The solution )7i of (5.10).i shall be the initial condition for (5.8), yj(')l__o
Finally, we assume that
which is a growth condition for (5.8) at " +.
We now construct our formal solution i=o eY.7("r) of (5.5) as follows. First let y(r) qo(r), which satisfies (5. It is straightforward to verify that the formal power series j=o eJYY('r) thus obtained is a formal solution for (5.5). We shall not render the details here.
We remark that ys.(-) is determined by the growth condition at T--+oO rather than matching principles as commonly used. However, there is a matching of y.(') with outer layer that can be proved as the consequence of our construction and that is useful in the sequel. Consider the inner expansion of the outer formal solution (5.14)
=0 =0
It is easy to show that x.(-) is a polynomial of degree ---j. We can now state the following result.
THEOREM 5.5. The formal solution Yj=o e"y(-) of (5.5), with yo(')=qo(") is uniquely computable from (5.8)j, (5.10)j, and (5.11)j reeursively. Moreover, we have y.(') x(') E/( % j). Proof. From (5.14) and the fact that j=o eJx)(t) formally satisfies (1.1) without boundary conditions, we easily derive that j=o eJx() formally satisfies y'(') =f(y('), a + e-, e). ,j) , from the uniqueness, z(r) (r) y(r) x.('). We refer the justification to Lemma 3.6(ii). Therefore, y(r) xj.(7") 6 Ee+(y, j). [3 Similarly, we can derive the recursive equations for the formal series Y=o eY(r), which formally satisfies the boundary layer equation at b, y'(r, e)=f(y (', e) , b+ e', e), -< '<-0, B2(y(0, e), e) 0, which also satisfies a growth condition at r -, i.e., y(r) qr(7") En-(0, 0), y(r) where we may assume that f has been extended to all It.
Suppose that Y=o e yj(') is a formal solution of (5.16), we have y(r)= f(y(r),ti, O). We also assume that y(')-pi(t) as --and y(r)pi+(ti) as +. Therefore, from our assumptions on q(r), we may set y(r) q(r + ), where is a parameter to be determined. Equivalently and more conveniently we shall assume that =o e y(r) is a formal solution of (5.17) y'(r, e)=f(y(r, e), ti + e(r+ ), e), with y(r) q(r). We assume that E ((e)) .i:o #%. .)-x,(7.) En-(T,j) and y!(7.)-xj,(7.) E+(T,j) Proof We shall show that yi(7.)-X,z(7.)E+(y,j). Clearly, for j=0, y(7.)= q(7.) pi+,( t) Xo,2(7.) as 7. +o exponentially fast as does e -r. Assume that yi, (7.) xi,,2(7.) En+(T, k), O<-_k<=j-1. Since both y. (7. ) and x,(7.) satisfy (5.20)j, it follows that the inhomogeneous equation for y.i(7.)-xj,z(7.) is (yj(7.)-xj,(7.)'-f(y(7.), li, O)(y(7.) x,2(7.)) {fx(Yo(7.), li, O)-f,, 0)}Xj,2(7. It is of interest to compare our method with the classical matching principles (see Eckhaus [5] ). For all the boundary layers and interior layers, we have merely imposed growth conditions on y.(z), 0_<-i_-< r. The limiting behavior y)(z)-x(r) E(y,j) is proved as a consequence but not a constraint.
However, there exist overlap regions and the intermediate variable can be (tti)/e , for any 0</3 < 1, in a neighborhood of ti in [a, b] . Also, the asymptotic matching principle, using the notation of Eckhaus [5] Let g > 0 be a small and fixed constant and consider p p(g) g, 0 </3 < 1 and 0_-< e _-< g. Let Ai(r, e)=fx(2"-o eJ)7j(r), tin te('r2.7= ;' #rj), e). We observe that Ai(r, e) is C1/1 in e and uniformly bounded in r, (O/Oe)Ai(', e) E(O, 1). Moreover, A(r, O)=f,(q(r), t, 0). From our assumptions on q(r), the only bounded solution of (6.8) is (r) q(r), up to a scalar factor. Let 0(r) be the only bounded solution, up to a scalar factor, of the formal adjoint equation of (6.8) . To Strictly speaking, the entire equation, (6.7), depends on g, i.e., it should be written as z'('r)-A(7", e, g)z(7")=0. The projections P(-, e, e) and P,(z, e, g) also depend on g. From Lemma 3.10, (6.9) 0 (/5 (0 + the constant C (g) > 0 also depends on g. Suppose we can prove that there exists eo > 0 such that for all 0 < g =< o, C(g) >_-C > 0, and (6.9) is valid for all 0 < e Co, the desired results can be obtained by setting e g in (6.9). Here we refer back to the proof of Lemma 3.10 and make the folloWing observations. If Co> 0 is sufficiently small, and 0 -<-g-<-eo, then (i) the unique solvability of (3.3) for [e[-eo does not depend on g;
(ii) the estimates fi(e)= O(e), (2)- (5) of this proof. We also know that the constants K and a, for all the subintervals are uniform with respect to 0 =< e =< eo, The projections P ('-, e ), P ('-, e), P ('+, e and P (r+, e ), at the common points =(t_+ea)/e or r---(t,-e/3)/e, are close to the spectral projections of f(x(e, e), e, ) provided that eo is small. Therefore 0(P(r-, e), P(r+, e))_ -> C, C > 0 is a constant. Our result in (5) also shows that O(P(-, ), P(r+,'e)) => Clel, C > 0 is a constant for all the common points r t,/e, 1,' , r-1. Let Q(r) bc the projections "-p(r-, e), parallel to P(r+, e), hcrc r is one of the 3r-1 common points of the 3r subintervals, then [Q(r) O(1/e), 0< e <_-Co. We also know that O(Y{B,(x(a, e), e), P(a/e, e)) and O(Y{Bx(x(b, e), e), P,(b/e, e)) are bounded away from zero, uniformly with respect to 0 < e _-< Co. Define the projections Q(a/e)'l"Y{Bx(X(a,e),e), Y{Q(a/e)=P(a/e,e) and Q(b/e)'"-* P,(b/e, e), ?KQ(b/e)=Y(B,,(x(b, e), e). It is clear that Q(a/e) and Q(b/e) are bounded uniformly with respect to 0 < e _-__ Co. Finally, the length of each interval is no less than e/3->_-e -. We now consider Ix(r, e)-(-, e)i where (r, e) is the composite expansion in (2.5). 
