Tankestrøm by Justesen, Bjarke Bender et al.
TANKESTRØM
Kim Christensen, Bjarke Bender Justesen, Matias Hjulmann Seidler og Astrid Lilja Wille
Abstract
I forsøget på at imitere den menneskelige kognition i tænkende maskiner møder den 
funktionalistiske forskning i AI i dag en række problemer der kan hævdes at grunde i en 
streng reduktionistisk bevidsthedsopfattelse. Dette udmunder i teorier som indtager et 
tredjepersonsperspektiv og som tilsyneladende ikke formår at mekanisere mening og/
eller immaterielle aspekter ved bevidstheden. Fænomenologien tilbyder en 
bevidsthedsmodel der orienterer sig imod ikke-konceptuelt tankeindhold og som 
igennem kropsliggørelse kan påstås at gøre maskinen menneskelig. Det kan hævdes at 
det modsatte hidtil har været tilfældet; at mennesket er blevet opfattet som maskine for 
at gøre bevidstheden mekanistisk intelligibel. En syntetisk fænomenologi danner 
grundlag for et førstepersonsperspektiv på hvad der konstituerer tænkning og ligeledes 
fornyet fokus på ideen om kropsliggørelse som betingelse for (kunstig) bevidsthed.
Résumé
In the pursuit of  creating conscious machines, science encounters a series of  problems 
claimed inherent in strongly reductionist views on mind. These result in a third person 
perspective that fail to mechanize meaning and other seemingly immaterial aspects of  
the mind. Phenomenology offers a model of  mind orientated towards non-conceptual 
mind content, while placing emphasis on embodiment as a necessary and permanent 
constituent of  consciousness. A brief  historical investigation allows the claim that the 
mind has been regarded as purely mechanical, in order to increase its intelligibility. 
Specifically, synthetic phenomenology establishes the foundation upon which a first 
person perspective on what constitutes consciousness is founded, while furthering the 
idea of  embodiment as prime requisite for the (eventual) presence of  (artificial) 
consciousness.
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Prolog
I 1994 eksperimenterede Karl Sims, computerprogrammør og grafisk designer, med at 
opfinde og udvikle bevægelige kroppe i form af  visuelt simulerede robotter. Disse blev 
testet i et kunstigt, virtuelt 3D-univers hvor deres programmering manifesterede sig ved 
deres bevægelse. Robotterne startede som simple programmer, visualiseret som to-leds 
figurer, sammensat af  klodser eller stumpe genstande ("terninger"), og blev 
videreudviklet til stadigt mere komplekse, overlevelsesdygtige sammensætninger af  
lemmer og led1.
 De virtuelle robotter var prototyper simuleret i et computerprogram som 
imiterede jordoverfladelignende betingelser såsom tyngdekraft og friktion. Således 
forsøgte man at lade dem "svømme" i et 3D-univers der skulle tilbyde samme forhold 
som under vandet i en given dybde, eller man lod dem bevæge sig over "landjord", dvs. 
et fladt grundareal. Formålet var at regne sig frem til hvilke motoriske og dynamiske 
designs der var bedst egnede for konstruktionen af  en materielt realiseret robot. Dette 
baserede man på hvor hurtigt skabningerne kunne nå et givent mål i form af  en grøn 
klods, som man havde indprogrammeret i det kunstige 3D-miljø. Man lod to robotter 
bevæge sig imod klodsen fra samme afstand på hver sin side af  denne. Den robot der 
nåede målet først blev bragt videre til en ny runde, hvor den samme simulation gentog 
sig, blot over for en ny modstander. På denne måde skabte man en udvælgelsesproces 
som foregik over mange runder, for at finde de bedste designs. Gradvist produceredes 
forholdsvis komplekse væsener med flere og bedre muligheder for at bevæge sig frit i 
simulationen. 
 De simulerede væseners virtuelle ’gener’, eller deres programkode, blev 
kombineret og muteret i en kontinuerlig udvælgelse af  den ’arvemasse’ som resulterede i 
de robotter der mest effektivt klarede sig igennem prøverne, samt i kraft af  en udskillelse 
af  de mindst effektive. Som denne cyklus af  variation og selektion fortsatte, skabtes der 
robotter med stadig mere, set i forhold til prøvernes overlevelsesobjektiv, 
hensigtsmæssige adfærdsmønstre. 
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1 Sims
På det for vores formål interessante punkt i forsøget, havde figurerne opnået egentlige 
kroppe med ‘arme’ og flere funktionelle led der bidrog til robottens fremdrift. I en dyst 
mellem to robotter, nåede disse indenfor en kort afstand af  den grønne klods næsten 
samtidigt. Men så skete der noget uventet: den ene robot sprang over klodsen og angreb 
sin konkurrent for, efter sidstnævnte var ‘flygtet’, at vende tilbage og gøre krav på 
klodsen.
 Her bryder robotterne med deres programmering i en uventet akt der overskrider  
det, de oprindeligt var designede til. Ingen steder i den originale kode programmerne 
består af, var denne pludseligt tilsynekommende kapacitet til at angribe den modstående 
robot planlagt. Dette kan altså anses som en form for spontan udvikling eller ‘evolution’ 
af  robotterne, katalyseret af  dem selv, uden overlagt indvirken udefra (fra mennesker). 
Essensen af  dette tilfælde illustrerer og anleder til et afgørende spørgsmål i forskningen 
indenfor kunstig intelligens; her, om programmets spontaneitet kan tolkes som værende 
udtryk for opnåelsen af  bevidsthed om sin modstander eller sin omverden – og i det hele 
taget om det er en mulighed. Det kan imidlertid diskuteres hvorvidt dette og lignende 
eksempler kan siges at udvise tegn på tænkende maskiner. Et aspekt der mangler 
redegørelse for, er spørgsmålet om hvorvidt robotten intenderede dets handling. Eller med 
andre ord om hvorvidt robottens handling tilkendegav tilstedeværelsen af  intentionalitet, 
noget der i filosofien er bredt accepteret som bevidsthedskonstituent. 
Indledende overvejelser
Tanken om mennesket som maskine blev født i 1700-tallet og tydeligst formuleret af  
Julien Offray de La Mettrie i hans L’Homme Machine (1747). Tanken kan spores i mere 
nutidige anskueliggørelser af  menneskets bevidsthed som værende reducerbart til 
mekaniske processer, hvilket aktualiseredes ved Alan M. Turings beskrivelse af  en 
formal-logisk registreringsmaskines kalkulationsfunktion som en form for 
bevidsthedstilstand i 1936. Som den første computationalist dannede Turing hermed 
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grundlag for at antropomorfisere teknologien; her forsøgt beskrevet i formuleringen 
maskinen som menneske. 
 At tænke maskinen som menneske; at skabe tænkende maskinen eller kunstig 
intelligens2, er ikke et typisk teknisk problem hvis løsning nødvendigvis alene afhænger af  
tilstrækkelig tid, ressourcer og teknologisk kunnen. Det er i lige så høj grad et filosofisk 
spørgsmål forklædt i en moderne teknovidenskabelig metodologi, og hvis realisering er 
genstand for stadig diskussion. Diskussionen om den tænkende maskines eventualitet 
præsenterer et genstandsfelt som ikke udelukkende lader sig udtømme og udkrystallisere 
gennem naturvidenskabens indsigter. Der præsenteres nemlig i særdeleshed en 
problemstilling der vedrører bevidsthedsfilosofien, idet at der i emnet er indlejret en 
diskussion af  aspekter ved bevidstheden, som ikke kan erkendes via et 
tredjepersonsperspektiv, men hvis indsigt er funderet introspektivt og omhandler 
umiddelbart ’usynlige’ og 'uigennemskuelige' elementer ved bevidstheden. Disse er 
aspekter der ’opleves indefra’ og kan betragtes som værende særligt konstituerende for 
det at være bevidst og som nødvendige kriterier for at kunne anvende betegnelsen 
bevidsthed.
Beskæftigelsen med de centrale af  disse kriterier finder vi særligt indenfor det 
fænomenologiske genstandsfelt, hvilket vi vil forsøge at vise ved at fremhæve de 
væsentligste problemer i den analytisk-reduktionistiske tilgang til AI-forskingen. Dennes 
forsøg på at mekanisere mening i kognitive systemer har vist sig problematisk i relation til 
bevidsthedsaspekter som intentionalitet og qualia. Disse begreber vil således have en 
udfordrende funktion i forhold til den objektivt orienterede betragtningsmåde; at 
mennesket kan reduceres til maskine. Således vil vi vise at debatten flyttes væk fra en 
opfattelse af  at tankeindhold udelukkende er konceptuelt imod en mere kontingent og 
ikke-konceptuel tankeontologi. 
Som indgang til emnet må vi nå til en større forståelse for bevidstheden for med 
rimelighed at kunne drøfte, hvilke processer der må ligge til grund for kunstig 
bevidsthed. Den eksternalistiske tanke om at bevidstheden, for at være bevidst om 
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2 Forkortes i øvrigt til ”AI”: Artificial Intelligence
noget, må rette sig mod en genstand eller et forhold mellem sin omverden og sig selv 
som subjekt, forekommer problematisk at forene med en computers mekaniske, 
regelbaserede informationsbehandling af  det der kunne modsvare et menneskes 
sanseindtryk. Tilsyneladende forudsætter tænkningen af  en kunstig bevidsthed i et 
ikke-menneskeligt, kognitivt system at netop den menneskelige bevidsthed reduceres til 
en række kalkulationsprocesser, hvis funktion i princippet er mulig at imitere ved 
teknologiske midler. Anskues dette som en reel mulighed, forudsætter det samtidig 
intentionalitetens indlejring i- og reducering til potentielt identificerbare mekanismer, 
hvilket forekommer at være et kriterium for en kunstig bevidstheds plausibilitet.
Teknologifilosofisk perspektiv: Hvilken bevidsthedsopfattelse forudsættes for at 
forestille sig kunstig bevidsthed? Hvilke problemer kan en sådan funktionalistisk 
bevidsthedstænkning tænkes at føre med sig når den anvendes som fundament for at 
skabe tænkende maskiner? Disse spørgsmål, som primært behandles fra et 
tredjepersonsperspektiv inden for forskningen af  AI, vil blive forsøgt besvaret igennem 
og udfordret af  et førstepersonsperspektiv på hvad der konstituerer tanken. Denne optik 
kædes sammen med og understøttes af  den fænomenologiske bevidsthedsmodel som 
betinger en art kropsliggørelse.
Filosofihistorisk perspektiv: Hvorledes har tanken om mennesket som maskine (La Mettrie) 
udviklet sig og ført til den moderne idé om maskinen som menneske (Alan Turing)? Kan 
denne udvikling ses som et forsøg på en antropomorfisering af  teknologiens svar på 
intelligens?
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Bevidsthedens ontologier
Det skal indledningsvist tydeliggøres at vi skelner imellem begreberne tanke og tankens 
indhold. For at kunne tilvejebringe en vis åbenhed overfor varierende 
bevidsthedsontologier, tilslutter vi os ikke en streng analytisk-reduktionistisk3 opfattelse 
af  tanken som indfanget alene ved propositioner. Afgørende pointer i diskussionen af  
hvorvidt AI kan påstås at være mulig eller ej, afhænger af  en bredere forståelsesramme 
for begrebet; begrebet tanke vil blive anvendt som omfattende, abstrakt betegnelse for det 
der foregår i bevidstheden (dvs. også følelser, oplevelser, bevidsthedstilstande osv.) og kan 
som sådan optræde mere eller mindre synonymt med denne – eller i betydningen “det 
bevidstheden gør” eller “bevidsthedens bevægelse”. Således er dette kapitel, 
“Bevidsthedens ontologier”, et forsøg på en udspecificering og refleksion over 
bevidsthedens struktur og – om man vil – funktion igennem forskellige teorier. 
Som tema vil det psykofysiske problem fremstå centralt i denne afhandling. Det kan dog 
anses som at dette blot diskuteres indirekte, idet vi primært vil søge at opstille en række 
ontologiske kriterier for hvordan man kan forstå den ene side af  problematikken, 
bevidstheden. Ikke desto mindre vil denne begrebsanalyse være et forsøg på at indkredse 
og diskutere netop det bevidsthedsfilosofiske spørgsmål vedrørende sjæl-legeme-
paradokset. Selvom den moderne subjektivitetsforskning på mange punkter har ændret 
karakter siden Descartes' substansdualisme og idealismens monismer som de optræder 
hos Berkeley og Spinoza, er spørgsmålet angående tankens ontologi i dag stadig yderst 
aktuel – særligt i relation til det teknologiske forsøg på mekanisering af  den 
menneskelige bevidsthed. Som det fremgik af  indledningen, er la Mettrie et, for vores 
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3 Med “analytisk” henvises til en (begrebs)analytisk tilgang til filosofiske problemstillinger der vedrører den menneskelige 
tænkning. Analytisk filosofi betegner mange retninger, men disse er fælles på enkelte, og for vores formål væsentlige 
punkter: “De har en empiristisk grundholdning og tager afstand fra metafysiske systemdannelser, og de enkelte filosofiske 
problemer kan og skal [i denne tankegang] behandles isoleret uden hensyntagen til en systematisk helhed.” (Den Store Danske, 
opslag: analytisk filosofi: 
http://www.denstoredanske.dk/Livsstil,_sport_og_fritid/Filosofi/Filosofi_i_1800-_og_1900-t./analytisk_filosofi, 
06/11/09). Således sættes “analytisk” i forbindelse med det tredjepersonsperspektiv på genstande der præger den empiriske 
videnskab og som står i kontrast til fænomenologien. “-reduktionistisk” henviser her til den analytiske filosofis forsøg på at 
reducere tanken og dens indhold til propositioner alene, og kan således ses i nært forhold til en logisk-positivistisk 
sprogopfattelse.
formål, ideelt og tydeligt eksempel på at ideen om mennesket som maskine har optrådt i 
historien længe inden teknologien tillod et egentligt håb om dens realisering.
Eftersom at en materialistisk og udpræget mekanisk forståelse af  menneskets bevidsthed 
ligger til grund for og betinger en tænkning af  kunstig bevidsthed som en reel mulighed, 
vil denne opfattelse danne udgangspunkt for begrebsanalysen af  begge fænomener. 
Denne forestilling findes i mange udformninger, men skal overordnet udgøre en 
ontologisk rumlighed for afhandlingens begrebstaksonomi. Denne rumlighed vil senere 
blive diskuteret og udfordret gennem andre syn på hvad der konstituerer bevidsthed og 
en eventuel syntetisering af  samme.
 Forståelsen af  semantisk indhold, dvs. mening i syntaks, kan opstilles som et 
kriterium for at et system kan betragtes som bevidst. Dette kan, som vi skal se, være i 
konflikt med visse former for funktionalistiske, reduktionistiske teorier (machine state 
functionalism)4.
Intentionalitetsprincippet, som betegner den repræsentation der ifølge denne tankegang 
må være tilstede i kognitionen, før man kan tilskrive et væsen bevidsthed, kan inddrages 
som et fænomenologisk argument imod tanker der fremskriver kunstig intelligens.
Det skal bemærkes at vi vil skelne mellem begreberne “intelligens” og “bevidsthed” 
alene i det omfang det vil hjælpe til en specifik forståelse af  det aktuelle begreb i en 
kontekst. Det er imidlertid bevidstheden i betydningen af  det engelske begreb 
“mind” (det at være bevidst), vi finder interessant i det perspektiv vi har valgt at tage på 
denne del af  teknologifilosofien. Vi anser det som plausibelt at intelligens og bevidsthed 
i traditionel forstand er essentielle for det at være menneske; disse to karakteristiske 
egenskaber er generelt set den tærskel hvorudfra vi bedømmer og legitimerer os selv 
som art. Det er to af  de helt unikke kendetegn der ikke forefindes i samme grad hos 
andre arter. Vi vil ikke bevæge os ind i en polemik om disse to begrebers forskellighed 
og om hvorvidt det ene begreb påfølger det andet. Begreberne er bærere af  forskellige 
ontologier (eksempelvis fremstår bevidsthed umiddelbart som et mere regidt og specifikt 
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4 Stanford, opslag: “Functionalism”, 3.1 Machine State Functionalism
(http://plato.stanford.edu/entries/functionalism/#MacStaFun, 27/11/09)
begreb der kan siges at tilhøre en meget snæver gruppe af  væsener, hvor intelligens 
virker mere fleksibelt i den forstand at det oftest fremstår som en egenskab der kan 
tilskrives væsener eller sågar ikke-væsener), men det skal her blot gøres klart at vi 
anvender et snævert intelligensbegreb for at kunne indkredse bevidsthedsbegrebet, idet 
at vi lader de to fremstå som tæt forbundet og gensidigt afhængige. Det forekommer os 
indlysende at lade menneskets intelligens og bevidsthed være ideal for hvad der menes 
med begreberne. Når vi som mennesker forsøger at måle og vurdere en kapacitet eller en 
evne for noget ydre, som tillige findes i os selv, er det kun meningsfuldt at gøre det i 
forhold til os selv. Der kan findes mange indvendinger imod at bruge de to begreber 
tilnærmelsesvist synonymt, bl.a. at begreberne ikke er fastsatte værdier, men kan 
gradbøjes til at beskrive andet end egenskaber ved mennesket. Det kan hævdes at en 
regnemaskine besidder en form for intelligens, men det er netop på steder som disse at 
vi tager et filosofisk standpunkt og lader dette og lignende eksempler falde uden for 
kategorien “intelligens”.
Intelligens kan være prædikat til en selvstændig, autonom handlen. Intelligens er evnen 
til at tænke, forstå og analysere5. Således indbefattes en regnemaskine, hvorend 
kompleks, eller en automatisk dør ikke af  denne betegnelse. Disse vil falde under 
kategorien “svag kunstig intelligens”6 (”weak artificial intelligence” – når vi omtaler et 
mekanisk objekt som værende bevidst om noget (f.eks. at den automatiske dør “ved” at 
den skal åbne når jeg nærmer mig), er denne naive metafor i øvrigt blot resultatet af  et 
forsøg på tilskrive artefakter intentionalitet og dermed et udtryk for menneskets 
projicering af  sin egen intentionalitet over på et ikke-tænkende objekt), hvorimod stærk 
kunstig intelligens (“strong artificial intelligence”) alene omfatter en kognition der 
behandler og forstår mening, dvs. semantisk indhold. Sidstnævnte er, trods dens 
urealiserede tilstand, genstand for vores interesse, da det alene er denne der sidestilles og 
tænkes som værende på nivaeu med den menneskelige intelligens og bevidsthed. En 
anden måde at anskueliggøre denne skelnen på er betegnelserne “mentalistic artificial 
8
5 Politikens Elektroniske Ordbog, opslag: “intelligens”
6 Garfield: 189 (Essay af  Searle, J.: Minds brains and programs)
intelligence”7 og “nonmentalistic artificial intelligence”, hvor førstnævnte forudsætter en 
funktionalistisk forståelse af  bevidstheden, og som søger at skabe ægte (”strong AI”) 
intelligens i informationsbehandlende maskiner (“information processing machines”), 
dvs. computere. Da denne opfattelse adskiller sig fra en mere instrumentalistisk tilgang 
til maskiners evne til at kalkulere data uden ønsket om at imitere tænkning som sådan, 
kaldet “nonmentalistic artificial intelligence”, vil førstnævnte alene her betegnes som 
“kunstig bevidsthed”. Dette beskriver endnu kun et hypotetisk tilfælde hvor der er 
tilstrækkelige betingelser til stede for at en bevidsthed (i betydningen mind), der matcher 
den menneskelige, opstår ved kunstige midler. Dette uddybes i det følgende.
Et reduktionistisk bevidsthedsbegreb
La Mettries beskrivelse af  mennesket som maskine i L’homme Machine var en 
konsekvent og kontroversiel holdning til den kartesianske substansproblematik. La 
Mettrie mente at mennesket udelukkende kan forklares og forstås som en række 
sammensatte og kausalstyrede kropsfunktioner, hvilket sjælen er et resultat af. 
Bevidstheden er en realitet, men opstår igennem mentale processer som er afhængige af  
fysiologiske processer – eller rettere: de to er gensidigt afhængige i et 
årsags-virkningsforhold som tilsammen giver illusionen af  at sjælen er spaltet i to 
substanser, mens der i virkeligheden kun er én: det materielle. Således kom La Mettrie til 
at fremstå som den første materialistiske monist (forudsat at der ses bort fra antikkens 
atomister8).
 Det La Mettrie mente var i sin essens at de mentale processer kan reduceres til 
fysiologiske tilstande. Dette fremstår som reduktion i sin strengeste form; en 
bevidsthedsteori der så at sige 'undgik' den daværende kartesianske substansdualisme og 
dennes problematiske inkonsistens mellem det materielle og det åndelige. Vi 
introducerer de to yderpunkter eller grænsetilfælde her: Reduktionisme er teorien om at 
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7 Jacquette: 82
8 Atomisterne op opfattede sanseverdenens fænomener som sammensat af  udelelige atomer, som udgør verdens 
grundsubstans (Den Store Danske, opslag: atomisme, http://www.denstoredanske.dk/Livsstil,_sport_og_fritid/Filosofi/
Oldtidens_filosofi/Atomisme, 06/10/09)
alle komplekse systemer kan forstås fuldstændig via sine komponenter. Dette er 
imidlertid en streng definition som i en mildere form beskriver komplekse ting og 
sammenhænge igennem en analyse af  simplere konstituenter9. Dette er en væsentlig 
skelnen der vedrører opfattelsen af  selve strukturen af  bevidstheden, og som er 
afgørende for at forstå og argumentere i forhold til en fysikalistisk bevidsthedsontologi. 
Førstnævnte, den strenge reduktionisme, er en tese der insisterer på at der kan findes 
faste lovmæssigheder, der beskriver et nødvendigt forhold mellem et givent mental og et 
givent fysiologisk (f.eks. neural) modi. Der er altså tale om et typeidentitetsforhold 
mellem to former for egenskaber ved det, der forstås ved bevidsthed; bestemte mentale 
modi afføder bestemte fysiologiske modi og vice versa. Dette henføres oftest til 
typefysikalisme10 fordi teorien forholder sig til det fysiske som det ontologiske grundlag 
for alle bevidsthedstilstande.
 Den milde form for reduktion betragter relationen mellem fysiologiske og 
mentale modi som multibelt realiserbar (“multiple realizability”11); en given mental 
modus er ikke med nødvendighed knyttet til en given fysisk tilstand. Dette kaldes også 
superveniens og står i modsætning til typefysikalisme12 idet der som sådan ikke er tale 
om egentlig reduktion; altså et strengt afhængighedsforhold, men om at bestemte fysiske 
forhold altid har mulighed for at afstedkomme fra hinanden forskellige mentale 
oplevelser. Med dette menes at der kan findes et fysisk fundament for alle tilstande og 
fænomener, som synes at have immateriel virkelighed. Superveniens er på sin vis et 
reduktionistisk begreb i den forstand at det er en forenklende forklaringsmodel af  
forholdet mellem krop og bevidsthed; det fysiske og det mentale, hvilket er grunden til 
at reduktion og superveniens traditionelt forbindes med hinanden. Begrebet 
superveniens arbejder med et instansidentitetsforhold (“token identity”13) frem for et 
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10 Kim: 14. Fysikalisme er, kan det bemærkes, en filosofisk grundholdning der siger, at intet der eksisterer transcenderer det 
fysiske. Dvs. at alt der har virkelighed, alle fænomener, er fysiske ting eller forhold. Fysikalisme er altså en videnskabsteori 
der tager udgangspunkt i den fysisk iagttagelige verden.
11 Kim:112
12 Burwood, Gilbert & Lennon: 35 
13 Kim: 14
strengt typeidentitetsforhold; at begivenheder på ét ontologisk plan, det fysiske, i visse 
tilfælde afføder visse men ikke altid de samme begivenheder på et andet ontologisk plan, 
det mentale. Superveniens orienterer sig imod en envejs-relation fra fysiske til mentale 
tilstande, men er ikke fastlåst som i typeidentitetsforholdet, og dermed ikke tilstrækkelig 
stærkt til at indfange strenge fysikalistisk-reduktionistiske forståelser eller den 
ontologiske prioritet som fysikalismen tilskriver det fysiske14.
 Multibel realisation af  mentale egenskaber er grundtesen bag Hilary Putnams 
introduktion af  maskinfunktionalismen som i 1967 i skriftet Psychological Predicates 
radikaliserede bevidsthedsfilosofien. Med tanken om at mentale egenskaber ved 
bevidtsheden supervenierer på fysiske egenskaber i hjernen i et instansidentitetsforhold, 
fremfor at kunne reduceres strengt til et typeidentitetsforhold, undergravede Putnam 
typefysikalismens argumentation og muliggjorde en antireduktionistisk fysikalisme 
igennem en maskinfunktionalisme, som var et forsøg på at forklare tilsyneladende 
immaterielle egenskaber ved bevidstheden ved at henvise til deres fysiske (f.eks. 
organiske) fundament15. Før Putnams skrift herskede den fysikalistiske reduktionisme 
kortvarigt som den mest plausible teoriramme som løsning på det psykofysiske problem, 
dvs. som forklaring på hvori mentale tilstande består. Maskinfunktionalismen ændrede 
debatten fundamentalt og pegede på den inkonsistens ved typefysikalismen at fysiske 
forhold synes at manifestere sig i multiple mentale modi.
Det monistiske udgangspunkt hvori La Mettrie eksemplificerer bevidstheden som 
direkte resultat af  hjernemekanismen, dvs. som en slags 'kroppens instrument', kan 
spores op til en nutidig instrumentel menneskeforståelse. Forestillingen om mennesket 
som mekanisk system blev allerede i 1950’erne revolutioneret ved behaviourismen og 
dens påstand om, at indre tilstande kan forstås igennem observation af  adfærd16; en 
videreudvikling heraf  der involverede aspekter fra lingvistikken og psykiatrien 
tilvejebragte kognitionsvidenskaberne. Funktionalismens opfattelse af  bevidstheden som 
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henholdsvis et system baseret på et kausalt input-output-forhold, samt mentale tilstande 
som værende afgrænsede genstande for undersøgelse, åbner op for spørgsmålet om 
hvorvidt der kan tales om multibel realiserbarhed; teorien omhandlende hvorvidt alle 
bevidsthedsdygtige livsformer, værende enten den menneskelige fysiske leveform eller 
eksempelvis programmerede digitale computere, vil ”opleve” samme kvalitet af  
sanseindtryk, f.eks. smerte. Funktionalismen har som genstandsfelt primært de processer 
der ligger til grund for, og antageligvis konstiturerer vores fysiske og mentale tilstande, 
dette i øvrigt meget lig La Mettries projekt:
“But there is another more subtle and marvelous force, which animates them all; it is the source of 
all our feelings, of  all our pleasures, and of  all our thoughts: for the brain has its muscles for 
thinking, as the legs have muscles for walking”17
Hvad La Mettrie dengang ikke havde mulighed for at inddrage i sin teori i forhold til 
moderne teknologi, har senere fostret nye og mere specifikke tråde ud fra den 
oprindelige teori. Putnams maskinfunktionalisme var ligeledes et forsøg på at indkredse 
de nye problematikker som udfordrede behaviorismen. Den radikale behaviorisme 
allierer sig med et positivistisk adfærdskriterium for bevidsthed som på et vigtigt punkt 
kan sammenlignes med en funktionalistisk reduktionisme. Førstnævnte tillægger ikke 
mentale tilstande betydning, men betragter hjernen som en ‘sort boks’; det eneste der 
kan og må studeres er adfærden da det er observationer der kan verificeres (eller Denne 
anskuelse, at adfærden er tilstrækkelig som tegn på bevidsthed, tilsynekommer i 
Turingtesten (se senere afsnit). Maskinfunktionalismen stiller sig med sin tese om 
multipel realisation kritisk overfor at bevidstheden kan forstås og forklares alene 
igennem en fast sammenhæng mellem stimuli og respons18.
 Fysikalismen søger at forstå mentale modi som rent fysiske 
årsags-virkningsforhold. Forgreninger heraf  er bl.a. funktionalismen og 
computationalismen som søger at opstille en mekanistisk forklaringsmodel for 
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bevidstheden; det er ikke den fysiske form der konstituerer bevidstheden, men derimod 
det at maskinen udfører en kompleks funktion der omformer input til output, dvs. 
funktionen. Således inkluderes muligheden for kunstig bevidsthed hvilket kommer til 
udtryk indenfor bl.a. kybernetikken19. En del af  problematikken ved ”The 
computational theory of  mind” er i høj grad at definere forholdet til de følelser der ikke 
umiddelbart kan beskrives som funktioner, eller rettere, ikke er egnede til at indgå i et 
repræsentationssystem20. De aspekter ved bevidstheden som tilsyneladende er 
irreduktible, såsom tanker, følelser, intentioner og qualia, bliver problematiske når disse 
søges  forklaret ved fysikalistiske principper (som reduktion), hvilket kan indebære at de 
blot elimineres.
Intentionalitet
Intentionalitet er et nøglebegreb inden for fænomenologien, der forsøger at klarlægge  
en del af  de oplevelsesmæssige eller fænomenale egenskaber ved bevidstheden, og kan 
derfor indgå i argumentation imod de eliminative og reduktionistiske teorier der søger at 
beskrive bevidstheden rent fysikalistisk. Intentionaliteten repræsenterer nogle af  de 
immaterielle egenskaber ved bevidstheden som nødvendigvis må medtænkes i 
udformningen af  kunstig bevidsthed21.
 Intentionalitet er den abstrakte relation mellem bevidsthedsmodi og en given 
genstand. Det er bevidsthedens rettethed mod noget, det være sig en ydre, indre eller 
eks. en ikke-eksisterende genstand. Som sådan betegner begrebet det at mene noget, 
altså at tænke på noget bestemt og dermed indgår det som essentielt led i beskrivelsen af 
mental repræsentation. Når et objekt repræsenteres konceptuelt i bevidstheden har dette 
at gøre med intentionalitet, idet der er tale om en bevægelse af  tanken imellem et indre 
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elektroniske systemer set i analogi med processerne i levende organismer. Kombinerer forskellige aspekter af  matematik, 
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(http://www.rep.routledge.com/article/V038, 07/10/09) – Computationalismen vil blive uddybet i senere afsnit.
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begreb og en korrelerende ydre genstand. Intentionalitet er således opfattelsen af  at en 
tanke altid er om noget og i den forstand rettet mod et objekt, virkeligt eller imaginært.
 Intentionalitet har vist sig svær at afvise eller reducere til funktioner og fysiske 
processer i hjernen da dette ville medføre en benægtelse af  at en tanke altid handler om 
noget, dvs. har noget som genstand. Det at tanken kan rette sig imod noget, selv ting der 
ikke findes, såsom en enhjørning eller en afdød historisk figur (f.eks. Shakespeare), tyder 
på en vis frihed for tanken. Dvs. at vi til en vis grad kan intendere et objekt på baggrund 
af  viljen og dermed foretage denne tankens bevægelse i en ønsket retning. Omvendt kan 
der også tales om ufrivillig eller instinktiv intentionalitet som når bevidstheden af  sig selv 
retter sig imod mad når den føler sult eller mod en truende person når man frygter 
denne. Tro, håb, frygt, ønske og tvivl kan fungere som ufrivillig anledning til at intendere 
et objekt (en ting, en person, en katastrofe, en hændelse osv.). Under alle 
omstændigheder er denne intrinsiske relative frihed udtryk for en forskel mellem den 
menneskelige bevidsthed og et funktionelt, programmeret system der påstås at have en 
form for (svag) kunstig intelligens. Intentionaliteten får på baggrund af  ovenstående en 
særlig status eller “værdighed” som irreduktibel, ikke-duplikerbar egenskab ved den 
menneskelige bevidsthed, som gør den kvalitativt forskellig (og overlegen) fra ikke-
mentale, mekaniske systemer22.
 I en egenskabsdualisme (“property dualism”23) er intentionaliteten det princip der 
udfordrer den substansmonistiske materialisme/fysikalisme, da den beskriver et ikke-
fysisk aspekt ved bevidstheden og virkeligheden som tingenes partikulære, fysiske 
sammensathed alene er utilstrækkelige til at konstituere. I denne optik er 
bevidsthedskvaliteten ikke blot en kategorisering af  mentale modi men i særdeleshed et 
særegent fænomen24.
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substans; det materielle. Disse to egenskaber er det mentale (såsom tro, ønsker og følelser) og det fysiske der begge er 
rodfæstet i den samme substans (http://www.routledge.com/textbooks/philosophy/downloads/a2/unit3/philosophy-
mind/PropertyDualism.pdf, 06/10/09)
24 Stanford, opslag: “Dualism”, 4.1 The Knowledge Argument Against Physicalism  (http://plato.stanford.edu/entries/
dualism/#KnoArgAgaPhy, 06/10/09)
Intentionalitet arbejder med bevidsthedens metafysik som kræver en anerkendelse af  tankens 
indhold som en irreduktibel, immanent intentionel neural omstændighed. Især moderne 
fortalere for intentionalitet peger på at bevidstheden ikke kan undersøges via en tredje-
persons, empirisk videnskabelig metode; den psykologiske behaviorisme og den materiel-
funktionalistiske opfattelse af  bevidsthed kan ikke redegøre til fulde for de 
uhåndgribelige aspekter ved det menneskelige selv. Intentionalitet er genstand for 
filosofisk metafysik, mens de neurofysiologiske egenskaber er genstand for 
informationsvidenskaberne25.
 Således er intentionaliteten, som sidestiller bevidsthed med selvet, med Dale 
Jacquettes ord, opmærksomme på at der ikke er nogen “a priori retfærdiggørelse af  et 
forenet substantielt selv” og der findes “intet empirisk bevis på dets eksistens”26, hvilket 
allerede Hume observerede gennem introspektion. Psykologien og neurovidenskaben 
(hjerneforskning) må altså ifølge denne tankegang tage fænomenologien til hjælp for at 
forstå de førstehåndsoplevelser der hævdes at ligge til grund for intentionalitet. 
Filosofien samler så at sige resterne op hvor de empiriske videnskaber giver op; de 
spørgsmål som ikke formås besvaret eller slet og ret fornægtes (som det er tilfældet med 
eliminativismen og reduktionismen), må fænomenologien søge at forklare. Disse 
spørgsmål retter sig primært imod det, egenskabsdualister vil kalde immaterielle, 
irreduktible egenskaber ved bevidstheden. De to egenskaber der oftest bliver fremhævet 
er qualia og, som introduceret her, intentionalitet.
    Et væsentligt punkt for iagttagelse når de empiriske videnskaber sammenlignes 
med filosofiens og fænomenologiens tilgang til AI, er en forskel i måden hvorpå man 
grundlæggende observerer og anskuer bevidstheden i tid. Dette antydes i psykologiens 
sprog der bruges til at redegøre for menneskers mentale modi (mental states); der 
hersker en udbredt tendens til at anskue psyken som sammensat af  momenter. Det 
samme gør sig gældende indenfor neurovidenskaben og hos f.eks. computeringeniører 
når man søger at skildre et system som udgjort af  øjeblikkelige kompositioner af  
mekaniske elementer. Denne analogi forholder sig til tider ufuldstændigt og måske endda 
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misvisende til spørgsmålet om bevidsthedens kontinuitet. I mange tilfælde kan det fra 
filosofisk side påstås at være mere korrekt at fremhæve denne kontinuitet i beskrivelsen 
og derved undgå en instantiering af  bevidsthedens bevægelse i tid som begrebet “tilstande” 
medfører. Bevidstheden kan anskues som værende indlejret i en for teknovidenskaben 
flygtig, flydende kontinuitet; bevidsthed er altid i bevægelse og er som sådan altid rettet 
mod fremtiden, for dens tidsmæssigt perceptuelle tilsynekomster. Dette vil behandles 
yderligere i de senere afsnit. 
Som det fremgår af  ovenstående omtales fænomenologien i forbindelse med en metode 
til at redegøre for bevidsthedens metafysik. Den fænomenologiske disciplin er aktuel 
hvor perception på baggrund af  legemliggørelse stilles som betingelse for bevidsthed.
Qualia
Overordnet forudsætter bevidsthed kapaciteten til subjektiv erfaring. Ofte forbindes 
dette med en personlig unik, oplevelse af  verden, også kaldet qualia27. Qualia bruges i 
filosofien til at beskrive de aspekter af  vores indre, mentale liv, vi kun har adgang til 
introspektivt28. Det er så at sige den følelse man har af  at befinde sig i et givent 
bevidsthedsmodi og er således tæt forbundet med både sansning og følelsesliv. Jeg 
oplever det at se farven blå eller at føle at jeg bliver vred på en ganske bestemt måde, 
som ikke synes at kunne beskrives til fulde for andre. Kun jeg kan opleve denne følelse, 
ligesom enhver anden kun til fulde kan opleve eller “føle” sin egen modsvarende qualia. 
Dette gør begrebet flygtigt og uhåndgribeligt for dem (materialister) der ønsker at 
reducere bevidstheden til en fysisk proces i hjernen. Accepteres ideen om qualia, kan 
dette fænomen påstås at være én af  de irreduktible, ikke-fysiske aspekter ved den 
menneskelige bevidsthed, der netop omsætter sanseindtryk til et aftryk på – eller del af  – 
en indre forståelsesverden til forskel fra når en “tom” maskine blot behandler 
information på mekanisk vis. En computer der udelukkende anvender kalkulationer og 
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algoritmer til at bearbejde de data den modtager, vil ifølge nogle fortalere for eksistensen 
af  qualia, aldrig være i stand til at generere denne form for “følelse” eller mening af  at 
opleve eller være til på. Heriblandt tælles teoretikere som John Searle som konstruerer 
stærke argumenter imod netop påstanden om at computerens syntaks kan bære 
semantisk indhold29. Dette har at gøre med bevidsthedens kapacitet til at operere med 
repræsentationelle mentale modi, dvs. subjektets konceptualiseringer af  erfarede 
genstande. Når jeg nærer en indre repræsentation af  et ydre objekt, virkeligt eller fiktivt, 
forholder jeg mig meningsfuldt til dette objekt, dvs. jeg mener det i og med at jeg tænker 
det. Dette er, som man vil huske, en anden måde at betegne intentionalitet på, og således 
kan de to begreber, qualia og intentionalitet, ses i forhold til hinanden. De indgår begge 
som fænomener vedrørende tankens indhold, der, som nævnt, kan påstås at være 
irreduktibelt og ikke-fysisk og dermed genstand for diskussion angående forsøget på og 
muligheden for at genskabe dem kunstigt.
Personlig identitet
Bevidstheden betinger ligeledes en anden art af  qualia; den personlig identitet der gør 
hver bevidsthed unik og forskellig fra andre bevidstheder (eller giver en følelsen heraf). 
Kroppen gennemgår konstant forandring gennem tid, det samme gør bevidstheden – 
omend på et andet plan. Som levende væsener udvikler vi os og kan på den måde aldrig 
siges at være præcis den samme som vi var for selv et øjeblik siden. Man omtaler dette 
som at vi til enhver tid vil befinde os på et spatiotemporalt sted, en placering i tid og 
rum hvor vi indeholder visse følelser, besidder visse egenskaber, nærer visse forbehold 
osv. Ved hver modi/tilstand kan jeg tilskrives en række egenskaber. Således kan man tale 
om et uendeligt antal udgaver eller versioner af  et subjekt med varierende egenskaber og 
træk der gør hver version forskellig fra de andre. Alligevel er der stadig tale om et 
subjekt, den samme person. På en måde formår vi at bibeholde en personlig identitet 
igennem konstant forandring af  kroppen, altså de fysiske omstændigheder for 
bevidstheden. Ligeledes gennemgår bevidstheden en forandring, den opnår ny viden 
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29 Her kan nævnes Searle’s Chinese Room-argument, hvilket vil blive omtalt senere i denne afhandling.
som den bruger i tænkningen og udførelsen af  handlinger, ligesom at den kan glemme 
dele af  allerede opnået viden. På dette plan er vi også i en evig transformationsproces, 
men de spatiotemporale, psykiske og fysiske forandringer ændrer ikke ved den 
kendsgerning at vi forbliver numerisk og kvalitativt kongruente med os selv30; vi bevarer 
vores personlige identitet. Denne forbindes ofte med selvet og dets psykologiske kontinuitet 
som dels antyder hvilket videnskabeligt felt den personlige identitet primært er genstand 
for (psykologien), dels bruges filosofisk til at forklare og problematisere emnet. 
Psykologisk kontinuitet har at gøre med hukommelse og mindet af  at være den samme 
person fra et tidspunkt til et andet. Som kriterium indebærer det imidlertid en række 
problemer da det viser sig hverken at være en nødvendig eller tilstrækkelig betingelse for 
bevarelsen af  personlig identitet. Det er muligt at forestille sig abstrakte tilfælde hvor den 
psykologiske kontinuitet igennem en eksakt, teknologisk duplikering af  hjernen, hvis en 
sådan var mulig, efterfølgende ville fortsætte i to separate bevidstheder, hvilket 
umiddelbart lyder absurd, men som i øvrigt stemmer overens med tesen om multipel 
realisation.
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Tænkende maskiner
I det følgende vil vi forsøge at gøre rede for dominerende opfattelser af  hvad kunstig 
bevidsthed eller AI (“Artificial Intelligence”) kan være og hvilke muligheder, der kan 
tænkes at være for at generere bevidsthed med fundament i et alternativ til den 
menneskelige hjerne. Dette forehavende er tæt forbundet med den klassiske 
naturfilosofiske idé om mennesket som maskine, som implicerer at også bevidstheden 
må kunne reduceres til mekaniske processer. Denne holdning er det punkt hvorom der i 
dag hersker størst uenighed, da der stadig ikke foreligger en entydig bestemmelse af  
hvad der konstituerer bevidsthed. 
Man kan anskue AI som et forsøg på at genskabe det menneskelige i en maskine. 
Dette forsøges ad to overordnede veje: 1) ved at imitere den menneskelige hjerne og 
forsøge at skabe en bevidsthed som mentalistic artificial intelligence, dvs, et forsøg på at 
efterligne de indre mekanismer som konstituerer bevidsthed. Eller 2) ved at argumentere 
for at den menneskelige bevidsthed kan reduceres til nonmentalistic intelligence31, dvs. en 
kompleks maskine der basalt set forsøger at efterligne menneskelig adfærd, men en 
maskine ikke desto mindre. I sidstnævnte tilfælde forekommer opgaven mere 
overkommelig end hvis vi opfatter hjernen som værende så kompleks, at dens funktion 
kun tilnærmelsesvis kan imiteres. Men denne skelnen er for vores formål i sidste instans 
ikke af  stor betydning, da begge anskuelser fordrer den antagelse at det er muligt at 
skabe en kunstig ækvivalent til hjernen, hvilket leder os tilbage til det oprindelige 
spørgsmål: Kan maskiner tænke?
 Den tankegang der mest elegant bærer tanken om mennesket som maskine videre 
i moderne, nutidig subjektivitetsforskning/bevidsthedstænkning er funktionalistiske 
teorier32 (nærmere betegnet computationalism, en specificering af  funktionalismen. 
Denne teori vil blive uddybet i det nedenstående). Uden at interessere sig for de 
konkrete neurale processer der angiveligt fører til bevidsthed i den menneskelige hjerne, 
beskæftiger funktionalismen sig overordnet med resultatet af  disse. Hvad der ligger til 
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grund for kognitionen er underordnet funktionen af  de mekanismer der skaber den. 
Denne opfattelse foreskriver en forståelse af  bevidstheden som en funktion af  
grundlæggende mekaniske årsag-virkningsforhold. Den stiller ingen krav om hvori disse 
mekanismer skal bestå og åbner dermed op for ideen om at disse kan udgøres af  
komponenter i en kunstig maskine. Med andre ord betinger tænkningen af  kunstig 
bevidsthed en funktionalistisk forståelse af  bevidsthed generelt. Tilhængere af  AI støtter 
sig altså til en funktionalistisk tankegang idet deres forehavende ellers ville fremstå 
absurd.
I en undersøgelse af  hvad AI er og hvad den eventuelt vil indebære, må vi 
indledningsvist tage udgangspunkt i præmisserne for denne tanke og opbygge en 
ontologisk rumlighed i form af  et funktionalistisk bevidsthedsbegreb. Dette betyder ikke 
at vi accepterer dens påstande, men derimod at vi vil anskue det ud fra disse præmisser 
mens vi indefra udfordrer og problematiserer de antagelser de bygger på. Sidstnævnte 
fase vil primært foregå i afhandlingens senere diskussionsafsnit.
Computationalism
Computationalismen (af  det engelske “computationalism”) eller ‘kalkulationismen’ kan 
bedst anskues som en forgrening af  funktionalismen, idet at den overordnede opfattelse 
om hjernen som realiseret af  et funktionelt system stadig er gældende for dette 
synspunkt. Den reduktionistiske tanke om bevidstheden som noget i sidste instans 
reducerbart der kan forklares via fysiske årsag-virkningsforhold, træder tydeligt frem i 
teorien. Denne tager afsæt dér hvor funktionalismen i mange tilfælde så at sige afslutter 
sin søgen:
First, and most obviously, computationalism fleshes out the functionalist framework. […] we 
found the functionalist account somewhat wanting as a “black box” view of  mentality. Computa-
tionalism allows us to specify the relation between the mind and the brain33
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Der tales indenfor computationalismen om forbindelsen mellem “mind and brain”, som 
fremstår i et relationsforhold, dvs. at bestemte fysiske funktionsforhold kan lede til 
mentale repræsentationer. Ved at distingvere hjerne og sind i forskellige begreber gives 
der større mulighed for at besvare nogle af  de spørgsmål som den rene funktionalisme 
ofte vil negligere ved at fokusere på funktion frem for indhold. Funktionalismen 
beskæftiger sig ikke konkret med de fysiske mekanismer, den forestiller sig ligger til 
grund for hjernens og kroppens funktion, hvilket kan anses som en mangel eller brist i 
teorien. Computationalismen forklarer disse mekanismer som svarende til de 
kalkulationer en computer benytter til at behandle information. Den skelner iøvrigt ikke 
mellem hardware og software eller kunstigt og organisk som legeme for disse 
kalkulationer - legemet som substans er kalkulerende; alle hændelser kan beskrives som 
kalkulationer.
 Sætningen ”minds are what brains do”34 tilbyder et nyt og nuanceret billede på de 
komplekse forhold der optræder som led mellem hjerne og bevidsthed. Dette giver 
teorien en ekstra dimension og giver den således også større mulighed for at udvikle sig i 
takt med den digitale/teknologiske udvikling. Forklaringsmodellen kan opsummeres 
således: Det semantiske indhold af  den information der antagelig behandles via 
menneskehjernens kalkulationsprocesser (“computations”), optræder som sådan i 
bevidstheden. Denne reduktionistiske redegørelse giver stor mulighed for at betragte 
disse kalkulationsprocesser som duplikerbare eller reproducerbare. Kan de fysiske 
processer i funktionen der påstås at generere bevidstheden forklares mekanisk, må disse 
også i princippet være mulige at imitere og genskabe teknologisk. En 
mekanistisk-funktionalistisk, dvs. en fysikalistisk-reduktionistisk opfattelse af  hvad det 
vil sige at have bevidsthed (mind), går således ud over princippet om at funktionen af  en 
maskine er i stand til at udføre en given kalkulation. At anse tanken som en mekanisk 
funktion ved hjernen, forudsætter først og fremmest at bevidstheden kan reduceres til en 
mekanisme, dvs. et regelbaseret kognitionssystem. Dette er en strengt reduktionistisk 
antagelse. Således er det ikke nødvendigvis korrekt at antage at nutidens digitale 
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supercomputere som værende i stand til at udføre en funktion der er kraftfuld eller 
omfattende nok til at besidde bevidsthed. Bevidsthed må forstås som en yderst 
kompleks sammensætning af  variabler, der ganske vist er forskellig fra system til system, 
men som dog besidder en slags fælles egenskaber det kan anskues som multipelt 
realiserbare. 
 Det primære argument inden for computationalismen er, som nævnt ovenfor, 
opfattelsen af  hjernen som en kalkulationsenhed der indgår i et helhedssystem som også 
indbefatter (og eventuelt reducerer) de immaterielle egenskaber ved bevidstheden. Det er 
derfor også naturligt at spørgsmålet om subjektivitet og individualitet må diskuteres for 
at kunne tage næste skridt i teorien. Computationalismen har bl.a. udfordret 
forestillingen om at det individuelle subjekt som må medregnes som en betingelse for 
eksempelvis begær, altså en subjektiv følelsestilstand. Men der er her ikke nogen 
betegnelse for hvad begæret nødvendigvis indeholder. Begæret er individuelt, men giver 
sig til udtryk universelt i form af  f.eks. planlægning, motivation og handling. Selvom den 
reducerer bevidsthedens funktion til kalkulationer, hævder computationalismen ikke at 
disse kalkulationer eller deres produkt på alle punkter er identiske hos forskellige hjerner. 
Tesen er som sådan ikke i konflikt med ideen om at den enkelte bevidsthed, i kraft af  sin 
autonome adfærd og handlingsverden, er enestående. Både egenskabsdualismens tanke 
om immaterielle bevidsthedsaspekter (tanker, følelser, intentionalitet, qualia osv.) og den 
modsatte eliminativistiske eller reduktionistiske fysikalisme/materialisme er i denne 
henseende kompatible med computationalismen.
 Et AI-system bygger som alle andre kalkulationssystemer på algoritmer, og er i 
teorien kraftfuldt nok til at generere den programmering (kalkulationsmønster) der 
kunne forventes at facilitere det program man kunne kalde [bevidsthed]. Dette program 
ville modsvare bevidstheden i et biologisk system, som ifølge computationalismen skal 
forstås som et kompleks der ikke blot lader algoritmer fungerer én ad gangen, men 
simultant. Dette kompleks skal kunne fungere indenfor det afgrænsede/finite system og 
kunne varetage indlæring samtidig med samtlige andre mentale eller neurologiske 
tilstande. 
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 Det kan drøftes hvorvidt visse mentale funktioner eller egenskaber vil være 
sværere at placere i forhold til andre når vi skal determinere algoritmerne i et bevidst 
system. Kreativitet er et af  de abstrakte begreber man kan argumentere for har rod i 
nogle faktorer, der ikke kan sammenlignes eller forklares med matematiske udregninger, 
dvs. logiske algoritmer. Det kan hævdes at der ikke var tale om udregninger i finite 
regelbaserede systemer da eksempelvis Mona Lisa-maleriet blev til. Men dette betyder 
ikke at en kunstig bevidsthed vil komme til kort da kreativiteten, hvis ikke der alene kan 
tales om universelle funktioner i hjernen, kan betragtes som alsidigheden i algoritmernes 
neurologiske mønstre. Der kan med andre ord hævdes fra computationalismens side at 
den førnævnte individualitet ikke bliver undertrykt eller kvalt, men derimod klarlagt med 
variation igennem et mekanisk sprog.
Turingtesten
Alan Mathison Turing (1912-1954), britisk matematikker, logiker og filosof, brugte som 
den første i 1936 betegnelsen bevidsthedstilstande i en fortolkning af  en maskines evne til at 
kalkulere. I 1945 påstod han at en computers kalkulationsprocesser i teorien ville kunne 
programmeres til at omfatte alle hjernens mentale funktioner35 – disse var så at sige 
ifølge Turing kalkulerbare. Igen i 1950 fremførte han i hans Computing Machinery and 
Intelligence argumenter for at de processer der ligger til grund for tanken ikke blot er 
kalkulerbare, men realiserbare i en totalt finit, kunstig maskine, en såkaldt 
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35 Stanford, opslag: ”Alan Turing” (http://plato.stanford.edu/entries/turing/, 12/10/09)
Turingmaskine36. Denne påstand blev udviklet i forbindelse med at han opsatte et berømt 
kriterium for, hvornår computere kunne hævdes at være intelligente eller besidde evnen 
til at tænke37. Ifølge turingtesten må en computer tilskrives intelligens hvis dens svar i en 
samtale ikke kan skelnes fra det af  et menneske. Turing forestillede sig en situation hvor 
en dommer førte en samtale med et menneske og en computer (Turingmaskine), uden af 
vide hvem der var hvem. Var computerens tegn på intelligens, dvs. evne til at forstå 
spørgsmål og svare meningsfuldt tilstrækkelig ‘menneskelig’ til at narre dommeren, ville 
dette være en sikker indikation på at computeren var tænkende. Testen forholder sig dog 
ikke til de intrinsiske værdier ved det at opføre sig intelligent, den betragter udelukkende 
de forelagte outputs adfærd, dvs. den forholder sig kun til hvad der opfattes som 
intelligent adfærd.
 Turingtesten er endnu aldrig blevet bestået af  en computer, selvom der gøres 
ihærdige forsøg herpå af  computeringeniører verden over. Tilsyneladende stemmer 
Turingtestens krav overens med realiteterne omkring udviklingen af  AI (da der endnu 
ikke findes bevidste maskiner) og, hvilket er en vigtig betragtning, med opfattelsen af  
nødvendigheden af  forståelse og anvendelse af  sprog for kategoriseringen af  et systems 
intelligens. Men hvorvidt Turings kriterium for intelligens tilbyder tilstrækkelige 
betingelser for kunstig bevidsthed er  i dag stadig meget omdiskuteret.
For at kunne fortsætte med en uddybelse af  tematikken omkring kunstig bevidsthed eller 
spørgsmålet kan computere tænke?, må vi præcisere betydningen af  fænomenet computer 
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(http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Matematik_og_statistik/It_og_numerisk_analyse/Turingm
askine, 16/11/09)
37 Den Store Danske, opslag: “Alan M. Turing” (http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Informatik/
Informatik/Alan_Mathison_Turing, 12/10/09)
eller kalkulationsmaskine (af  eng. “computation” = kalkulation). Vi har alle mere eller 
mindre kendskab til computere, men for at kunne hævde eller afvise om de besidder en 
form for bevidsthed eller intelligens , kræver dette en bredere forståelse for deres 
struktur og logik. Ydermere kræver det, som Tim Crane påpeger, at man stiller det rigtige 
spørgsmål38: Kan computere tænke? eller er den menneskelige hjerne/bevidsthed en computer?, kan 
synes som to forskellige måder at spørge om det samme på. Denne opfattelse forbindes 
med en funktionalistisk og mere præcist en computationalistisk tankegang, hvilket gerne 
skal fremgå af  det ovenstående. De to formuleringer griber så at sige sagens kerne an ad 
to veje, men et bekræftende svar forudsætter i begge tilfælde at computerfunktioner kan 
realiseres i et kausalstyret system. En fyldestgørende redegørelse for computeres 
systematiske kalkulationsprocesser vil imidlertid ikke være mulig at indbefatte i en 
afhandling af  begrænset omfang som denne. I stedet vil vi tage udgangspunkt i Cranes 
beskrivelse af  en computer som en anordning der systematisk behandler repræsentationer39. 
Repræsentation skal her forstås i sproglig sammenhæng som overordnet betegnelse for 
meningsdannelse og omfatter begreber som reference og intentionalitet. 
Repræsentationelle modi er meningsfulde mentale modi – de er om noget eller står for 
noget som en repræsentation af  en genstand40. Dette fungerer som analytisk model til at 
forklare den menneskelige tænkning og reference – herunder det at tanker retter sig 
imod noget (intentionalitet). Computere kalkulerer i en vis forstand information i form 
af  tegn og symboler som repræsentationer for objekter uden for dem selv. Således kan 
man forestille sig at en computer udregner et regnestykke bestående af  tal som er 
repræsentationer af  numeriske værdier, som behandles af  en programmering, dvs. et 
inkorporeret regelmønster som maskinen følger. På samme måde kunne den oversætte et 
ord eller sætning fra ét sprog til et andet, givet at den besidder tilstrækkelig information 
om begge, som gør den i stand til at oversætte korrekt. Det er dog af  afgørende 
betydning for den senere diskussion at denne behandling af  informationens syntaks ikke 
forveksles med en forståelse af  informationens semantiske indhold. Det at repræsentation 
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indgår i både tænkning (bevidsthed) og en computers behandling af  information anleder 
til en umiddelbar svag identifikation de to begreber imellem, hvilket kan indgå som 
argument for AIs eventualitet. Men denne omstændighed medfører ikke nødvendigvis at 
der er tale om den samme form for ‘intelligens’ eller ‘bevidsthed’.
 Der bruges i mange tilfælde på det mere umiddelbare plan den samme 
terminologi til at beskrive tanke og informationsbehandling, som eksempelvis 
konnotationen 'intelligent', hvilket kan udmunde i fejlslutninger forårsaget af  
begrebernes dobbelttydighed. F.eks. er det meningsfuldt at sige at den menneskelige 
bevidsthed behandler information i den forstand, at vi opfatter sanseindtryk og 
efterfølgende reagerer på dem afhængig af  den information vi læser ud af  dem. 
Computere kaldes også informationsprocessorer (“information proccessors”41) hvilket 
synes at indikere en vis lighed. Men denne analogi som retter sig mod det ene eller det 
andet begreb, alt efter hvilken betydning vi tillægger “information”, det værende sig 
enten kausale input eller data med propositionelt indhold, kan ikke tages som et bevis på 
at en computers kalkulationer (“computations”) er en måde at tænke på. Denne 
fejlslutning bygger på at informationsbehandling, når det møntes på bevidstheden, 
forstås i mere løs forstand end når det i streng betydning betegner en computers 
mekaniske ekspedering af  data.
 Det forekommer at vi er tilbøjelige til at sammenligne os selv og vores adfærd 
med den nyeste teknologi42, idet vi ofte anvender metaforer fra vores egen natur til at 
beskrive maskiners uselvstændige handlen. Vi antyder hermed, fejlagtigt, en form for 
agens bag maskinen, hvilket tit fører til stadig større misforståelser omkring den 
teknologi vi antagelig behersker. Således fødes analogien om en tænkende maskine i 
situationer hvor vi vælger ikke at bekymre os om mekanismerne bag f.eks. en bilalarm 
eller en automatisk dør, og i stedet siger at den ‘ved’ at den skal aktivere når vi nærmer 
os den. Selvom vi ved dette ikke er tilfældet, dannes der ved sådanne tilfælde grundlag 
for at benytte teknologien som omvendt forklaringsmodel på os selv. John Searle skriver:
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Because we do not understand the brain very well we are constantly tempted to use the latest 
technology as a model for trying to understand it. In my childhood we always assured that the 
mind was a telephone switchboard [...] Sherrington, the great British neuroscientist, thought that 
the brain worked as a telegraph system. Freud often compared the brain to hydraulic and electro-
magnetic systems. Leibniz compared it to a mill, and I am told that some of  the ancient Greeks 
thought the brain functions like a catapult. At present, obviously, the metaphor is the digital 
computer.43
For Searle og andre skeptikere af  AI-fænomenet forekommer det altså usandsynligt at 
netop computeren er et rammende billede på den menneskelige bevidsthed. Omvendt 
kan det påpeges at computerteknologien adskiller sig fra de andre eksempler, Searle 
nævner, idet at disse kan betragtes som instrumenter; forsøg på at forlænge og 
demonstrere det menneskelige intellekt i konkret form, og som sådan virker de som en 
rimelig model til at forklare tankens struktur. I modsætning hertil udmærker computeren 
sig ved at den af  nogle tildeles en rolle som forsøg på at imitere eller kopiere 
menneskehjernen. I denne tankegang er det ikke underligt at de tidlige computere i 
efterkrigsårene44 af  den almene befolkning blev døbt “elektroniske hjerner”45.
Kroppens fænomenologi
Kroppen er som middel til perception i fænomenologisk forstand bevidsthedens 
nødvendige eksistensbetingelse, især som den fremtræder hos Maurice Merleau-Ponty. 
Dette synspunkt er interessant for denne afhandlings diskussion af  kropsliggørelse 
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(“embodiment”), da dette begreb får særlig betydning i forbindelse med eksternalistiske46 
teorier om tankens abstraktion, her intentionalitet, i kunstig bevidsthed.
Fænomenologien fremstår som den blev formuleret af  Edmund Husserl i starten af  
1900tallet som bevidsthedsmodel der søger at forklare hvordan mennesket via 
perceptionen erkender virkeligheden som den viser sig. Fænomenologiske analyser 
bruges i den moderne, kontinentale filosofi til at undersøge tanken og dens bevægelse i 
forhold til fænomenerne. Bevidstheden, der karakteriserer mennesket til forskel fra f.eks. 
planter og dyr, udøver en bestemt form for fokusering på genstande. Denne kaldte 
Husserl intentionalitet og brugte begrebet til at beskrive hvordan perceptionen, dvs. 
sansningen, er en “aktivitet der strukturerer vor omverden. [...] Tingenes væren svarer 
[...] til komponenter i bevidstheden”47 og således siges genstanden at konstitueres af  
tanken og dens aktivitet.
Forestillingen af  at være legemliggjort, at have en fysisk krop som bærer en bevidsthed 
(som et immaterielt aspekt ved hjernen), bygger på ideen om intentionalitet. Kroppen 
muliggør at bevidstheden kan rette sig imod en genstand i en fysisk virkelighed. Heri 
berettiges analogien om kroppen som bevidsthedens fartøj. Når vi ønsker at føre en 
tanke ud i livet, vil kroppen i traditionel fænomenologisk forstand stå som et uundgåeligt 
medie for udlevelsen af  en indre bevidst eller ubevidst vilje i mennesket. For at 
bevidstheden kan rettes imod et objekt, en genstand, i en for bevidstheden ydre 
virkelighed, må forbindelsen til dette realitetsplan være til stede: kroppen. Dette 
forudsætter ydermere et mentalt koncept af  denne specifikke krop som middel til at ‘nå’ 
ud i objekternes rige. Denne tankens forholden-sig-til en ydre virkelighed, fremstår 
samtidig som betingelse for tankens bevægelse (intentionalitet) i det hele taget. 
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 Tanken er karakteriseret ved at have intentionalitet48, denne intentionalitet kan 
være bevidst (“conscious”) eller ubevidst (“unsconscious”). F.eks. søger en person 
bevidst at slukke sin tørst ved. at række ud efter et glas vand og drikke det. Her er tanken 
rettet mod glasset og en konkret korporlig følelse af  tørst. På den anden side er 
vedkommendes vejrtrækning, balance og tilmed alle de subimpulser der går fra tanke til 
den faktiske handling at række ud, gribe fat og drikke, et udtryk for en indlejret og 
selvfølgelig vilje til at overleve, som man kan være bevidst om, men som drives og 
kontrolleres af  en række motoriske reflekser og impulser der ikke kan undertrykkes49. I 
dette tilfælde er tanken rettet mod en instinktiv overlevelsesakt; legemets immanente 
formål.
 Den ubevidste side af  menneskets perceptionsfelt kan vi sammenligne med det, 
Merleau-Ponty beskriver som motoriske vaner som led i en taktil kropsperception. 
Vanen er ikke styret af  bevidstheden (“consciousness”), men frembringer sammen med 
en udtrykkelig (overlagt) perception den rumlighed som kroppen udgør50. Idet at 
kroppen fremtræder for bevidstheden som et fænomen, dvs. en ting der “bliver perciperet i 
sit fulde sanselige nærvær”51, må den betragtes som genstand herfor. Imidlertid må vi også 
tage højde for den ubevidste kropsperception som middel til at styre tanken. Denne 
perceptuelle intentionalitet kaldes af  Shaun Gallagher for kroppens negative 
fænomenologi52.
 Perception forudsætter en rumlighed, dvs. en referenceramme til forståelse og 
tolkning af  sansedata. Denne rumlighed funderes på en egocentrisk 
(egenkropsorienteret) perspektivering af  omverdenen. Sagt med andre ord; for at 
percipere må mennesket tage udgangspunkt i sin egen fysiske position i forhold til den 
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51 Politikens filosofiske leksikon, 1. udgave, 16. oplag 2004: 148
52 Gallagher 2005: 40
omgivende verden. Dette forhold, denne rumlighed mellem subjekt og objekt, udgøres 
af  kroppen53.
 Denne omstændighed kan også forklares ved at fokusere på den intentionelle 
handling. Det at udføre en handling der transcenderer tanken, vil per definition være 
rettet mod en genstand, abstrakt eller fysisk. Kroppen må altså ses som en betingelse for 
enhver intentionel handling, da denne handling altid medieres af  legemet. Uden 
kroppens rumlighed kan bevidstheden ikke ‘gribe ud’ i og interagere med en anderledes 
ontologisk virkelighed54, hvilket udgør et eksternalistisk standpunkt.
 En anden måde at forklare dette betingelsesgrundlag på forholder sig til det 
transcendentale subjekts55 væren i tid og rum. Tid og rum er eller må være til stede i 
mennesket som anskuelsesformer; de må være til stede i jegets bevidsthed som grundlag 
for tænkningen overhovedet56. Uden relationerne tid og rum bliver enhver 
intentionalitet så udflydende at den tangerer til det umulige eller meningsløse, da tanken i 
så fald hverken har udgangspunkt eller mål for sin bevægelse. Mennesket er altså ifølge 
fænomenologien defineret ved sin kropslighed og dermed situeret i tid og rum.
Mekaniseringen af  mening (The Chinese Room)
I 1980 beskrev Searle et tankeeksperiment hvori han argumenterede imod muligheden af 
et system, hvis behandling af  information byggede på intentionalitetsprincippet og ergo 
var i stand til at forstå semantisk indhold i den syntaks, den opererede med. Især var 
hans artikel en reaktion på professor i computer science ved Yale University Roger 
Schanks forsøg på at overføre sine teorier om naturlig sprogforståelse (“natural language 
understanding”) til et projekt som involverede en computers genkendelse af  det engelske 
sprog i slutningen af  1970’erne. Schanks computer var designet til at modtage en historie 
som input, hvorefter den skulle være i stand til at besvare spørgsmål angående både 
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56 Jf. samtale med Erik Bendtsen 26/04/2009
historiens eksplicitte og implicitte handling. Med andre ord var påstanden at computeren 
kunne bestå en Turingtest af  begrænset omfang57. Schank hævder 1) at hans computer i 
bogstavelig forstand kan forstå den historie den bliver fortalt, og 2) at de 
kalkulationsprocesser (“computations”) der ligger til grund for denne forståelse kan 
forklare den menneskelige evne til at forstå den og lignende historier58. Dette er et tydeligt 
udtryk for et funktionalistisk bevidsthedsbegreb, eller nærmere; Schank er som 
computationalist repræsentant for stærk kunstig intelligens.
 For at eksplicitere Schanks første og for vores formål vigtigste påstand, kan den 
nedbrydes i to dele: 1a) Maskinen som implementerer Schanks program besidder en 
form for bevidsthed (idet at den forstår). 1b) Den bevidsthed Schanks program 
genererer i maskinen kan forstå (meningen med) den historie der præsenteres for den. 
Hvis et system kan bestå Turingtesten, altså hvis dens svar på spørgsmål vedrørende en 
given mening ikke kan skelnes fra et menneskes, altså dens adfærd, følger påstanden at 
denne maskine må tillægges intelligens59. Turingtesten opstiller altså et adfærdskriterium 
for bevidsthed. Dette var ræsonnementet bag Schanks succeskriterium og er dét der 
indirekte leder til 1a). Searles kritik gik på netop dette kriterium og viste sig på den måde 
at være rettet imod både Schanks påstande, men måske primært imod Turingtesten som 
metode til at bedømme tilstedeværelsen af  intelligens og bevidsthed i systemer.
 Searle forsøgte med sit tankeeksperiment at forestille sig opgaven at forstå 
meningen med en historie fra maskinens synspunkt. Han foreslog at sammenligne en 
maskines behandling af  information med en mand i et rum: manden (Searle omtaler sig 
selv som denne) er afskåret fra en ydre verden, i rummet har han kun et omfattende 
(dvs. i teorien uendeligt) opslagsregister bestående af  tal og korrelerende kinesiske tegn. I 
princippet indeholder værket enhver tænkelig kombination af  tegn og en tilsvarende 
kode af  tal, således at manden ved at slå en hvilken som helst kode (tal) op, vil kunne 
fremproducere en meningsfuld sammensætning af  kinesiske tegn. Manden forstår 
imidlertid ikke et ord kinesisk. For ham har tegnene ingen mening, de kunne ligesåvel 
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59 Den Store Danske, opslag: “Alan M. Turing” (http://www.denstoredanske.dk/It,_teknik_og_naturvidenskab/Informatik/
Informatik/Alan_Mathison_Turing, 08/10/09)
være arabiske eller en anden, for ham, ikke-læselig skrift. Opslagsregistret tilbyder ham 
ingen mulighed for at lære kinesisk da han kun har talkoderne at sidestille tegnene med, 
hvilket ikke fortæller ham noget på hans eget sprog, engelsk. Manden modtager kodede 
meddelelser i talkoder ind ad én sprække i den ene side af  rummet. Med meddelelsen 
følger en instruktion om at han skal omkode tallene til kinesiske tegn ved at bruge 
opslagsregistret. Resultatet sender han ud af  en anden sprække i den modsatte ende af  
rummet.
 Searle sammenligner den modtagne meddelelse med en computers input og det 
omkodede svar med dens output. Nu er Searles påstand at manden i rummet, The Chinese 
Room, vil kunne fortsætte med denne dechifrering i én uendelighed uden nogensinde at 
forstå meningen, altså det semantiske indhold, med de meddelelser han modtager og 
producerer og dermed heller ikke af  den historie han “oversætter”. Han fungerer som en 
maskine i den forstand at han blot behandler informationen han modtager, følger et 
givent sæt regler som kan sammenlignes med en computers programmering, og via disse 
omformer informationen til et andet udtryk. Searle peger på at de betingelser manden i 
rummet, eller en maskine i hans sted, har for at gennemskue den information de 
behandler ikke er tilstrækkelige for forståelse.
As long as the program is defined in terms of  computational operations on purely formally defined 
elements, what the example suggests is that these by themselves have no interesting connection with 
understanding. They are certainly not sufficient conditions, and not the slightest reason has been 
given to suppose that they are necessary conditions or even that they make a significant contribution 
to understanding.60
Ydermere er de omstændigheder informationsbehandlingen foregår under, ifølge Searle, 
end ikke nødvendige betingelser for en proces der fører til forståelse, og tilbyder dermed 
ingen forklaring på eller bidrag til denne.
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 Dét Schank og andre repræsentanter for kunstig bevidsthed efter ham lige siden 
har forsøgt, er med et andet udtryk at mekanisere mening og betydning61. Det er denne 
tankegang Searle modsætter sig med henvisning til det, han ser som en manglende 
mulighed for at implementere intentionalitetsprincippet i en maskine, der ikke kan forstå 
det semantiske indhold den omsætter.
Den teknologiske forskning tæller mange eksempler på maskiner, ofte i form af  
legemliggjorte computere, dvs. robotter, der i større eller mindre omfang behandler 
information på en måde, der kan anlede til at tro de forstår det de tilsyneladende læser, 
hører, ser eller på anden måde registrerer. Denne registrering af  data omtales nogle 
gange som at computeren eller robotten “sanser”, men dette er blot en analogi man 
tilskriver den, hvilket samtidig er en antagelse af  en bevidsthedsagtig substans i 
maskinen, i stand til at percipere på samme måde som et menneske eller et dyr. Det er 
Searles påstand at der imidlertid er tale om en simpel mekanisk behandling af  input når 
computeren ‘læser’ en meddelelse, ‘hører’ en lyd eller ‘ser’ en genstand. Dét der antyder 
at maskinen tænker, er at den i sit output kan programmeres til at reagere på disse 
indtryk på en måde som minder om det, et menneske ville gøre. Således kan en 
computer opfatte et spørgsmål den stilles som et sådant og generere et svar, baseret på 
en viden den har i en database og udformet i syntaks som et svar i overensstemmelse 
med et sæt indprogrammerede logiske, grammatiske regler. Ligeledes kan computeren 
sættes til at følge et bestemt reaktionsmønster som styres af  de værdier, visuelle indtryk 
fra robottens optiske sensorer oversættes eller omkodes til i dens CPU (“central 
processing unit”62). Denne ‘adfærd’ vil dog, mener Searle, ikke være et udtryk for 
intelligens eller bevidsthed da enhver respons fra computeren vil være et resultat af  en 
forudgående programmering, hvilket vil vise sig det øjeblik, at de værdier computeren 
forbinder med sit input overstiger de værdier, den er indkodet til at operere med. Således 
røbes maskinens begrænsede intelligens når den f.eks. stilles et spørgsmål hvis indhold, 
den ikke kan referere til noget i dens database eller som stiller for høje krav til dens 
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kendskab til sætningsopbygning (syntaks). Ligeledes røbes maskinens manglende 
bevidsthed når den ikke formår at udvise kontingens i evnen til at forstå mening. Dette er 
en meget simplificeret beskrivelse af  hvordan en såkaldt registreringsmaskine virker, men 
det illustrerer i denne kontekst forskellen mellem kompleksitet og det man kan kalde 
forstand. Moderne computere, både dem vi har i hjemmet og dem der bruges til 
størstedelen af  videnskabelig forskning i dag, fungerer på de samme fundamentale 
principper som en simpel regnemaskine63 og kan som sådan betegnes Turingmaskiner. 
De er systemer som bygger på formal logik og stringens og kan avanceres til at behandle 
information af  enorm kompleksitet såsom at afkode mønstre i stemmeførelse 
(stemmegenkendelse), forstå sammenhænge i en samtale, eller at anvende reglerne i skak 
til at vurdere samtlige muligheder seks træk frem (hvilket indebærer at analysere 200 mio. 
stillinger i sekundet og derved overveje over 36 mia. kombinationer på under 3 minutter) 
som det var tilfældet i 1997 da supercomputeren Deep Blue besejrede skakmesteren 
Garri Kasparov64. På trods af  den høje kapacitet og ydeevne, kan disse ikke påstås at 
være eksempler på mekaniseret mening eller viden. Maskinen handler i forhold til et 
formål der ikke stiller krav til systemets evne til at forstå, men blot til dets adfærd.
Ét af  de forhold der for Searle at se umuliggør mekaniseringen af  mening, er hvis 
Turingmaskinen (dvs. computeren) mangler evnen til at interagere med sin 
omkringværende virkelighed. Dét at programmet (eller manden i rummet) der behandler 
informationen ikke har adgang til viden om sin omverden, det vil i dette eksempel sige 
det kinesiske sprog, kommunikationssituationens omstændigheder eller historiens 
semantiske indhold, forklarer hvorfor maskinen aldrig vil forstå formålet med det den 
foretager sig. Dette henfører Searle til kendsgerningen af  at maskinen (eller manden i 
rummet) som ikke-kropsliggjort ikke besidder et sanseapparat, blot et input-
outputsystem der ikke giver sansedata. Turingmaskinen kan ikke drage erfaringer, dvs. 
interagere med og lære, af  sine omgivelser på grund af  sin afskærmelse fra disse. 
Maskinen er i denne forstand blind og døv og uden andre forudsætninger for at lære det 
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sprog der kræves for at forstå historien. En legemliggørelse i en ydre verden vil gøre 
perception mulig, hvilket videre vil danne grundlag for tænkning. Semantisk indhold 
udvikles ikke i isolation, men afhænger af  en erfaring af  en empirisk foreliggende 
verden65.
 Searle berører samtidig nogle grundlæggende fænomenologiske antagelser om 
perception og legemliggørelse som betingelse for bevidsthed, hvilket, som nævnt 
tidligere, illustrerer denne disciplins rolle i AI-forskningen. Samtidig formulerer han en 
kritik af  AI som går på at maskinen blot simulerer en samtale. Dvs. at computerens 
mekaniske behandling af  information, der muligvis indeholder mening i sig, ikke er 
tilstrækkelig betingelse for computerens forståelse, og derfor altid kun vil være en 
bevidsthedssimulation. Dette synspunkt udløste det svar man kalder “the robot reply”66 på 
Searles idé om kropsliggørelse og interaktion i den verden, det semantiske indhold af  
informationen refererer til, som betingelse for intentionalitet. AI-forskere på Yale 
University udformede dette svar ved at foreslå at Schanks program bliver indført i en 
computer der styrer en robotkrop. Således ville det man tilnærmelsesvis kunne kalde 
robottens ‘perception’ (f.eks. i form af  visuelle billeder produceret af  et kamera og 
bearbejdet i CPU’en til at udgøre en form for for systemet aflæselig data) af  omverdenen 
udgøre computerens input. Herved mente man at have omgået Searles (valide) 
eksternalistiske pointe om kropsliggørelse. Tilhængere af  synspunktet fremført i the 
robot reply tæller bl.a. Jerry A. Fodor, “cognitive scientist” og udtalt funktionalist. 
Denne påpeger at Searles opfattelse af  intentionalitet afhænger af  en misforstået 
forestilling om hvad der kan udgøre og indeholde mening67. Searle lader sig ikke 
overbevise af  dette68, men forsøger at bevare metaforen om manden i rummet (nu blot 
placeret i hovedet på en robot) og påstår at formen af  inputtet er irrelevant for om 
systemet kan forstå meningen med det. Tilhængere af  the robot reply inkluderer også 
Bruce Bridgeman, professor i psykologi og psykobiologi på UCSC (University Center 
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Santa Cruz)69, som hævder at menneskelig intentionalitet ikke er kvalitativt anderledes 
end en maskines behandling af  et ydre objekt i form af  informationsinput (dvs. den 
erfaring der modsvarer sansedata) og det efterfølgende handlingsoutput (dvs. forståelsen 
og handlen herefter). Bridgeman anerkender kravet om kropsliggørelse, men mener at 
Searles kategori for denne er for snæver, derudover tildeler han ifølge Bridgeman, den 
menneskelige biologiske perceptionsproces for meget af  æren for meningsdannelsen. 
Hjernens neuroner forstår akkurat lige så lidt af  den sansedata den omsætter, udgjort af  
lange strenge af  DNA-baserede sekvenser, som en maskines noder forstår meningen i 
den strøm af  0.1-volts signaler der konstituerer det aktuelle input70. Ved at påstå at 
intentionaliteten ikke kan mekaniseres, men findes i form af  et immaterielt princip eller 
egenskab ved kroppens (dvs. det centrale nervesystems) ‘intuitive’ forståelse, implicerer 
Searle det Bridgeman anser som en absurd dualisme i hans teori. Bridgeman mener altså 
at hverken mennesker eller maskiner formår at forstå information på den måde Searle 
beskriver det, men at den menneskelige informationsbehandling kan reduceres til en 
regelbaseret, mekanisk kognition, der ikke besidder intentionalitet i den udstrækning at 
den er immateriel. At have bevidsthed om tal højere end fem, som er indbygget i vores 
krop i antallet af  fingre på hånden, er f.eks. ifølge Bridgeman en illusion; ethvert tal der 
overstiger fem er vi kun i stand til at begribe og behandle ved hjælp af  indlærte regler i 
vores interaktion med omverdenen (såsom gangetabeller). Bevidsthed er et neurologisk 
system af  funktioner, herunder adfærdens eller handlingens retning imod genstande, 
med Bridgemans ord: “intentionality is a cognitive illusion”71. Dét der gør at en maskine 
(endnu) ikke er i stand til at genere bevidsthed, er simpelthen et spørgsmål om begrænset 
kapacitet og ydeevne.
Searle opstiller en primær præmis for at konkludere at maskiner ikke kan tænke: form 
(syntaks) kan ikke konstituere eller være tilstrækkeligt grundlag for mening (semantisk indhold)72. På 
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dette punkt møder han modstand fra teoretikere der ekspliciterer “the systems reply”73 
der ikke accepterer hans analogi med manden i rummet. Dette billede kan ikke beskrive 
en computers behandling og (antagede) forståelse af  information, mener hans 
modstandere, bl.a. forskere fra Berkeley University, fordi man her mener at en maskinens 
agens må opfattes som hele systemet (rummet + manden + reglerne + data) og ikke blot 
en isoleret enhed. Fortalere for AI vil påstå at meningen (og dermed intentionaliteten) 
ikke afhænger af  en enkelt del af  dette system, men af  den samlede helhed.
 Daniel Dennett forsvarer argumenterne fremført i the systems reply og beskylder 
Searle for at modsige sig selv når han, i Dennetts øjne, ikke er i stand til at skelne 
imellem systemet og enhederne det består af. Searle siger at dét at manden i the Chinese 
Room ikke forstår meningen med de kinesiske meddelelser han oversætter, svarer til at 
computeren ikke forstår det input den behandler og omformer til output. Men her fejler 
Searles tankeeksperiment ifølge Dennett: “I understand English; my brain doesn’t”74 
skriver han og vender så at sige Searles analogi om: manden i rummet svarer ikke til en 
person som helhed (systemet), men kun til hjernen. Det har ikke været hævdet af  
hverken Searle eller hans modstandere at det er hjernen der forstår sprog, men derimod 
at det er bevidstheden, som ifølge Searle selv, er betinget af  en kropsliggørelse. Searle er 
udtrykkelig omkring at hjernen i sig selv ikke er tilstrækkelig forudsætning for tanken75. 
Men at påstå at manden i rummet er analog med det element i en computer eller robot 
der kunne forventes at udgøre bevidstheden, er en selvmodsigelse, hvilket tydeliggøres 
når metaforen vendes tilbage på menneskekroppen. Searle forveksler, for Dennett at se, 
hjerne med bevidsthed hvilket undergraver hans egen tese.
Crane definerer computere som “anordninger der behandler repræsentationer i 
overensstemmelse med regler”76. Denne beskrivelse har at gøre med computeres 
behandling af  sprog som informationsinput. Hubert Dreyfus fremhæver ligeledes at 
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computeres adfærd bygger på logiske principper. Menneskers intelligens og bevidsthed 
er i modsætning hertil kendetegnet ved vores fornuft og frie vilje – som ofte anvendes til 
at handle i overensstemmelse med denne fornuft, dvs. ud over eller i modstrid med 
eventuelle regelrammer man måtte befinde sig i (f.eks. et pokerspil). Fornuft kan ifølge 
Dreyfus ikke implementeres/repræsenteres i en computers programmering i form af  
strenge, logiske regler. Fornuften kan kun ‘aktiveres’ af  viljen og afhænger af  en slags 
intuition som Dreyfus kalder “know-how”77. Denne know-how er en menneskelig 
egenskab der består i kraft af  kropsligheden og berøringen med omverdenen, dvs. evnen 
til at interagere med og danne mening af  en ydre virkelighed. Som sådan minder det om 
Aristoteles’ techne begreb.
 Dreyfus’ tese om en intuition der bestemmer menneskets autonome handlen, kan 
sidestilles med Searles synspunkt idet at tænkningen her forudsætter en egenskab ved 
hjernen, der antageligvis ikke kan reduceres til logiske mønstre som vil kunne simuleres i 
en registreringsmaskine. Et lignende argument fremføres at Thomas Nagel der påpeger 
at autonom handlen, og den bagvedliggende frie vilje, fremstår som en absurditet hvis 
ikke man anerkender subjektive impulser og oplevelsesaspekter som konstituerende for 
bevidsthedsdannelsen. Dette vil blive uddybet i senere afsnit.
Som det fremgår af  Dreyfus’ know-how-teori og Searles Chinese Room-
tankeeksperiment og de respektive svar herpå, findes der et tungtvejende argument for at 
sprog og forståelse af  semantisk indhold, altså mening, er betingelse for at noget kan 
betegnes som havende bevidsthed. Uden at kunne forstå og mene noget 
(intentionalitet?), er det tvivlsomt at et system opfattet som subjekt kan opnå egentlig 
viden, som fører til bevidsthed om hverken sig selv eller sin omverden. Det der kan gøre 
en maskine til mere end en mekanisk enhed der blot behandler information, er altså 
ifølge Searle evnen til at forstå data den på en eller anden vis gives – enten i form af  
informationsinput eller igennem en art selvstændig sansning. Det der deler vandene 
inden for forskningen af  AI i dag er netop hvordan forståelse og mening skal defineres. Et 
uomtvisteligt spørgsmål er hvorvidt maskiner kan inkorporere intentionalitet, hvorved 
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de ifølge fænomenologerne ville kunne forstå og anvende sprog og dermed kunne påstås 
at være bevidste. Dette er grunden til at der på den anden side trives funktionalistiske 
påstande, der opfordrer til tænkningen af  kunstig intelligens; sagen afhænger af  hvilken 
ontologi tanken tillægges. Tydeligvis er intentionalitet stadig aktuel genstand for voldsom 
debat inden for forskningen af  AI og subjektivitetsforskning overhovedet.
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Kunstige neurale netværk
Kunstige neurale netværk78 er computermodeller der har til formål at simulere 
strukturen og/eller funktionelle aspekter ved biologiske neurale netværk, essensen af  
dette er altså en form for hjernesimulation79, hvorfor kunstige neurale netværk også 
omtales som simulerede neurale netværk. 
I 1943 fremsatte de to videnskabsmænd neurofysiologen Warren McCulloch og 
matematikeren Walter Pitts hypotesen at neuroner kan bruges som redskaber til at 
manipulere binære talkoder, altså computere, ved at modellere et simpelt neuralt netværk 
ved hjælp af  et elektrisk kredsløb. I 1949 pointerede Donald Hebb det faktum at styrken 
mellem neuronerne i de neurale forbindelser forøgedes hver gang de blev brugt, hvilket 
er et koncept der fundamentalt minder om måden hvorpå mennesker lærer80. Tidlige 
forsøg på at simluere neurale netværk hindredes i manglen på tilstrækkelig 
computerkraft, en udfordring hvis imødekomst eksemplificeres ved, og er inhærent i den 
kontinuerligt forøgende processorkapacitet vi har været vidne til sidenhen81, og som i 
dette tilfælde udmunder i en nyvakt interesse for neurale netværk i 1980érne82.
 Med tilsynekomsten af  kunstige neurale netværk introduceredes en mere brugbar 
metode til at implementere og modellere visse kognitive fænomener som indenfor 
AI-forskningen forinden denne introduktion, var besværlige at implementere i en 
klassisk symbolbaseret, beregningsmæssig (“computational”) arkitektur, som det netop 
adskiller sig fra på nogle væsentlige punkter. De processer som kunstige neurale netværk 
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tillader er designede til at efterligne den menneskelige hjernes neurale sammensætning, 
hvilket betyder at de ofte omtales som havende implementeret en ‘hjernelignende’ 
driftsform eller aktivitet83.
Neurale netværk består af  store summer af  enheder der er analoge til neuroner. 
Tilsammen udgør disse en struktureret sammenhæng. Målinger foretages mellem 
enhederne der skal angive styrken eller intensiteten af  forbindelserne og hensigten med 
dette er at modellere effekten af  de synapser der forbinder neuronerne. Enheder i et 
netværk inddeles som regel i tre forskellige klasser: inputenheder hvis funktion er at 
modtage information som skal bearbejdes, outputenheder hvori resultatet af  denne 
bearbejdning findes, samt ‘skjulte’ enheder der findes imellem de to andre enhedstyper. 
Hvis et neuralt netværk konstrueres med hensigten at modellere det menneskelige 
nervesystem i sin helhed, ville inputenhederne således være analoge til “sensory 
neurons” (sanseneuroner), outputenheden til “motor neurons” (bevægelsesneuroner) og 
de gemte enheder ville tilsvare de resterende neuroner84. 
 Som regel er neurale netværk tilpasningsdygtige systemer hvis strukturer ændrer 
sig i forhold til de eksterne eller interne informationer som netværket behandler under 
indlæringsfasen. Eksperimenter på de resulterende modeller har demonstreret deres 
kunnen til at tilegne sig egenskaber som ansigtsgenkendelse, læsning og detektion af  
simple grammatiske strukturer. Det betyder at anvendelsesmulighederne hovedsageligt 
findes i forskellige former for mønstergenkendelse i datasamlinger.
Neurale netværk adskiller sig fra tidligere tænkning af  og forsøg på at realisere AI ved at 
divergere fra avancerede registreringsmaskiner, dvs. computere, der behandler 
information via formelle systemer af  logiske regler. Neurale netværk er et forsøg på at gå 
anderledes til værks ved at bygge på den viden vi igennem empirien har om den 
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menneskelige hjerne (cognitive science85), og hvordan denne tilsyneladende bærer 
bevidsthed. De tekniske detaljer vil ikke blive videre udredt her, men opbygningen af  
sådanne kunstige systemer divergerer fra klassiske kalkulationssystemer ved at være 
dynamiske frem for statiske modeller af  kognitive processer. Hovedprincippet bag 
neurale netværk er indlæring, hvorimod klassisk AI via formalsystemer har til formål at 
indsamle og anvende tilstrækkelig data til at simulere bevidst adfærd; at instantiere mentale 
processer. Dette har vist sig at være en noget nær umulig opgave da den verden der 
danner rammen om tænkning, udtrykt ved bl.a. sproget som indikerer bevidsthed, er 
dynamisk og ikke med rimelighed synes at kunne indfanges i databaser og regelsæt. Disse 
systemer kommer til kort når deres programmering ikke formår at forstå, hvilket kan 
anses som essentielt ved bevidstheden. Fordi neurale netværkssystemer er 
tilpasningsdygtige og ikke fungerer ved at lagre information, men ved så at sige at lære den 
og umiddelbart efter anvende den ved at ændre sin interne struktur på baggrund heraf, 
kan det påstås at dette istandsætter en interaktivitet og kropsliggørelse der situerer 
netværket på en måde, der minder om et givent menneskes egen tilstedeværelse i verden 
på en anderledes nærværende måde end en given klassisk computers bestemthed. Videre 
indebærer dette at et neuralt netværk er i stand til at tilegne sig meningsfuld viden om 
deres omverden – omend på et ganske primitivt plan. Dette er f.eks. tilfældet når et 
neuralt netværk ændrer eller raffinerer informationsbehandlingsprocesserne løbende for 
at forbedre eller præcisere dets output. Således har man konstrueret systemer der med 
relativ stor succes genererer vejrudsigter på baggrund af  satellitbilleder af  jorden. Det 
neurale netværk observerer (registrerer) skyformationer, høj- og lavtryksfronter, 
temperaturmålinger osv. og danner på baggrund af  tidligere målinger tolkningsmønstre 
til at producere kvalificerede bud på nærfremtidige vejrforhold. Dette foregår i en proces 
der konstant reguleres og tilpasses for at tage højde for nye indlæringer i systemet, som 
omgående implementeres i dets samlede ‘ekspertviden’. Dette fremstår som en 
afgørende udvikling da det netop er på dette punkt – evnen til at lære – at 
formalsystemerne anfægtes og udsættes for en tungtvejende kritik af  bl.a. intentionalister 
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som afviser et systems imitation af  en intelligens som bevis på intelligens (Turingtesten). 
Samtidig er logisk-stringente formalsystemer, dvs. Turingprogrammer,  som middel til 
AI mål for en generel eksternalistisk kritik fra både tilhængere og skeptikere af  kunstig 
bevidsthed, fordi denne form for informationsbehandling, i forhold til dynamiske 
neurale netværk, ikke kan siges at fungere i samspil med sin omverden og dennes 
sproglige (semantiske) indhold. Der er her snarere tale om en envejs datastrøm som er 
svær at sammenligne med den interagerende meningsforståelse Searle sætter som 
bevidsthedskriterium, og som også påpeges af  mange computationalister (bl.a. Dennett 
og Fodor).  
 Eftersom det neurale netværk er designet til at forholde sig dynamisk til, reagere 
på, og undergå strukturmæssige ændringer forårsaget af  dets situerethed og virke, 
muliggør og bidrager denne teknologi med noget der tilnærmer sig kropsliggørelse i, og 
autonom forholden sig til omverdenen. Dette tydeliggøres især når eksperimenter med 
forskellige former for kropsliggørelse af  disse systemer bogstavelig talt giver maskinen 
den af  eksternalismen krævede adgang til sine omgivelser.
Legemliggørelse og kunstige neurale netværk
Ulig traditionel computerarkitektur lagres information ikke i neurale netværk. Det 
betyder at specifikke situationelle inputs ikke implicerer fysisk lagring, men snarere at 
forbindelsen mellem neuroner modificeres i overensstemmelse med hensigtsmæssig 
adfærd på en sådan måde, at lignende eller ens input producerer lignende eller ens 
output. Neurale netværk leverer i denne henseende en model for en forståelse af  
hvordan fortiden kan indvirke på en nutidig perception uden behovet for lagring af  
specifik hukommelse overhovedet, så input leder her til output der ikke er forårsaget af  
hidtidige oplevelser, men produceres af  nettets tilstand selv. Dreyfus skriver:
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The moral is that the way brains acquire skills from input-output pairings can be simulated by 
neural-networks, but such nets will not be able to acquire our skills until they have been put into 
robots with a body structure like ours.86
Dreyfus fremhæver videre at selvom neurale netværk adskiller sig fundamentalt på en 
række væsentlige punkter fra kropsliggjorte hjerner, præsenterer dette samtidig en 
overkommelig udfordring for den videre forskning i kropsliggjorte neurale netværk.
Still there are many important ways in which neural nets differ from embodied brains. Some of  
them seem to be limitations that can be overcome by further research.87
Synspunktet og den stillingstagen til AI Dreyfus repræsenterer, antyder at kroppen er 
umulig at borttænke i forhold til bevidsthed. Især med værkerne What Computers Can’t Do 
(1972) og senere What Computers Still Can’t Do fra 1992 stiller Dreyfus sig åbenlyst kritisk 
overfor muligheden af  AI med de på udgivelsestidspunktet til rådighed stående midler, 
dvs. mere eller mindre avancerede former for registreringsmaskiner og formalsystemer. 
Dreyfus fremskrev med andre ord allerede dengang, den udvikling vedrørende 
bevidsthed og kropsliggørelse der kan spores inden for den senere kognitionsforskning, 
hvorom han også selv skriver i f.eks. The Current Relevance of  Merleau-Ponty's Phenomenology 
of  Embodiment i 1997 hvorfra ovenstående citater er taget. Det tilsyneladende skiftende 
genstandsfelt i hans skrifter illustrerer teknologiudviklingens enorme hastighed på dette 
område, men herudover røber Dreyfus’ forfatterskab en gennemgående interesse for 
kropsligheden som betingelse for tankens væren. Her er Dreyfus’ kritik relevant for 
denne afhandlings argumentation.
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Mennesket som maskine, maskinen som menneske
Forestillingen om kunstig intelligens er som nævnt ikke en udelukkende moderne 
invention fremspiret med opfindelsen af  den digitale computer. Den kan i sin 
rummeligste forstand spores helt tilbage til de antikke grækere, hvor kunstigt skabte 
væsner er blevet tilskrevet intelligens eller forstand, som f.eks. (guden) Hephaestus’ 
bronze golem, Talos. Ligeledes har der siden disse gryende myter op gennem 
middelalderen og renæssancen været flere afskygninger af  idéen om kunstige intelligente 
væsner; eksempelvis Albertus Magnus’ talende hoved88. Dog sker der et væsentligt 
spring, der har givet grobund for en mere solid tro på at kunstig intelligens er mulig, med 
den ”videnskabelige revolution” i 1700 tallet, her eksemplificeret ved tænkere som 
blandt andre Descartes, Locke, Hobbes og Darwin. 
Det gennemgående verdensbillede der prægede tiden før 1700 tallet tog primært sit 
udspring i den aristoteliske tankegang, som anskuede verden ud fra et teleologisk 
perspektiv. Denne formålsorientering, at tingene – det organiske og det uorganiske – i 
verden har et i-sig boende formål der driver dem mod deres naturlige tilstand – som at 
en sten falder til jorden fordi den er opbygget af  elementet jord, og derfor er det dens 
naturlige tilstand at befinde sig ved jorden – foreskrev verden som en helhedsorganisme, 
hvor alt så at sige bevægede sig mod dets endegyldige mål. Omkring det 17. århundrede 
begynder denne teleologiske verdensforståelse imidlertid at falme til fordel for en mere 
opbrudt og mekanisk opfattelse af  verden. Forklaringsmodellerne der opstår i denne tid 
for hvordan verden er ordnet, bliver udpræget instrumentaliserende og tager oftest afsæt 
i kausale forhold frem for den tidligere aristoteliske tankeform. Trods Descartes’ 
dualistiske opfattelse af  at verden grundlæggende består af  to vidt forskellige substanser 
som ånd og materie, er han dog ikke bange for at beskrive dyrene som maskiner; at dyrs 
natur kan forklares på baggrund af  udelukkende mekaniske principper. Naturen bliver 
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således usjæleliggjort og i stedet opstilles der deterministiske love og regler som 
forklaringer for dens væremåde. Fremgangsmåden for at forstå de bestanddele verden er 
bygget op af  skal ikke længere søges i de aristoteliske eller åndelige skrifter, men 
igennem observation og eksperimentation med den for os givne verden ud fra præcise 
målinger af  naturens sammenspil. Denne forestilling om at naturen kan opmåles og 
forstås i henhold til rene matematiske formler og naturlove, er essensen af  det vi forstår 
ved at have et mekanisk syn på naturen, og forgængeren til nutidens empiriske 
naturvidenskaber. Senere udviklinger inden for videnskaberne, som Einsteins 
relativitetsteori eller Newtons forklaring på tyngdeloven, adskiller sig på sin vis fra denne 
strenge mekaniske opfattelse af  naturen, men det underminerer ikke det generelt stående 
billede af  verden som ikke længere formålsstyret men kausalitetsstyret. 
 Det antikke og middelalderlige verdensbillede karakteriseret ved en organisk 
tænkning af  det uorganiske, her forstået sådan at alt havde sin naturlige plads i det 
harmoniske ’verdensdyr’, vendes på hovedet med fremkomsten af  det mekaniske 
verdensbillede. Det organiske bliver nu opfattet på linje med det uorganiske i den 
forstand at genstande – organiske som uorganiske – opfører sig som de gør, alene fordi 
de påvirkes af  andre genstande i en proces der kan udformes og beskrives på baggrund 
af  formale principper af  matematisk karakter. Denne fremspirende opfattelse af  verden 
som bestående af  en enkelt substans, materien, foranledigede til tanker og spørgsmål om 
hvorvidt menneskets bevidsthed også kunne forklares udelukkende på baggrund af  en 
mekanisk-materiel forståelsesramme. I 1651 publicerer Thomas Hobbes sin afhandling 
Leviathan, hvori han argumenterer for en materialistisk og mekanistisk opfattelse af  
mennesket og i 1747 sættes spørgsmålet på spidsen med Mettries L’Homme Machine. I 
denne afhandling, som for sin tid udgjorde en radikal fri-/nytænkning, fortolkes 
mennesket som en selvorganiserende og reproducerende maskine. Verden består ikke af  
flere fra hinanden adskilte substanser som vi finder det hos Descartes, men de 
forskellige værensformer der kan forbindes med det åndelige eller immaterielle, og som i 
en dualisme besidder egensubstans, afviser la Mettrie; selvom oplevelsen af  det åndelige 
kan forekomme, er det alene et biprodukt af  en ren fysisk væren. Divergensen mellem 
mennesket og de andre dyr i dets rige skyldes udelukkende forskelle i hjernens kvalitative 
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og kvantitative fysiske sammensætning. Mennesket bliver altså her gjort analog med en 
kunstigt skabt maskine; en ren mekanisering af  tanken. Denne forståelse – at tanken kan 
mekaniseres – kan groft siges at holde stand helt frem til starten af  det 20. århundrede 
forstået på den måde at det man forsøger, er at analysere mennesket gennem en dybere 
forståelse af  verden makaniske og menneskets logiske betingelsesgrundlag, som det 
eksempelvis ses med Charles Babbages general-purpose machine omkring 1830, eller 
Gottlob Freges Begrieffsschrift fra 1879, hvori han udvikler grundlaget for den moderne 
logik. I 1936 begynder begrebet om tankens mekanisering at ændre form med Alan 
Turings udgivelse af  On computational numbers, hvori idéen om Turing maskinen skitseres. 
Med udviklingen af  Turing testen kan der antydes et fokusskifte i anskuelsen af  
maskiner og intelligens; spørgsmålet om at tanken kan mekaniseres, forskydes nu til at 
omhandle maskinen som menneske. På sin vis er de to anskuelser to sider af  samme sag, 
men der er stor væsensforskel på fokuspunkterne, idet der med Turing testen åbnes op 
for et mere eller mindre nyt univers – mindre nyt i den forstand at man kan fornemme 
en venden tilbage til antikkens myter om kunstige væsner, der skænkes intelligens. Altså 
kan man sige at Turing åbner op for en gammel æske der nu, set i lyset af  det moderne, 
sandsynliggør realiseringen af  en ældgammel gåde; kan maskiner tænke.
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Intelligente kroppe
I et laboratorium i Florida bor en hjemmedyrket rottehjerne på 60 elektroder arrangeret i 
en petriskål. De 60 elektroder faciliterer input og output mellem 25000 rotteneuroner og 
en computer. Systemet tillader netværket af  rotteneuroner at navigerer en F-22 jetjager 
rundt i en virtuel simulation89; F-22 jetjageren udgør her en art krop som det neurale 
netværk trænes i at mestre; det kunstigt neurale netværk uploades eller legemliggøres 
gennem dets indlejring i en virtuel krop som interagerer med en bredere, simuleret 
virkelighed.
Eksperimentet er interessant i dets eksemplificering af  et forskningsfelt kaldet 
neurorobotik som befinder sig på grænsefladen mellem neurovidenskaben og 
kybernetikken, og som beskæftiger sig med den teknologi og videnskab som er tilknyttet 
kropsliggjorte autonome neuralsystemer. Det inkluderer blandt andet hjerneinspirerede 
algoritmer, computationale (kalkulationsmæssige) modeller af  biologisk-neurale netværk, 
samt in vivo og in vitro neurale netværk der kan kropsliggøres i maskiner hvis virke kan 
være funderet på en hvilken som helst fysisk (mekanisk) eller virtuel (elektromagnetisk) 
måde, f. eks. robotter, proteser, virtuelle verdener, møbler og infrastruktur90.
Taget i betragtning isoleret set besidder neurale systemer i sig selv stor alsidighed 
og plasticitet, men i det øjeblik de kropsliggøres og sammenkobles med en given intern 
eller ekstern virkelighed, tilpasses de og opnår specificitet. Det førkropsliggjorte, initiale 
neurale netværk er altså tilstandsmæssigt ubestemt men udviser senere vidststrakt 
anvendelsesmæssig tilpasningsdygtighed.
EAI
Forståelsen af  hvorfor forskningen i kropsliggjort AI (forkortes EAI91) kan vise sig mere 
frugtbar end klassisk AI (også betegnet “Good Old Fashioned Artificial Intelligence” 
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eller GOFAI) , forudsætter troen på at kroppen med nødvendighed er konstituerende 
for bevidstheden. Vores intrakonceptuelle væsen begrænses af  forskellige perceptions- 
og handlemodi, neurofysiologiske omstændigheder og hormonsystemer. Dette hentyder 
til at det er i kraft af  intententionelle systemers ikke-konceptuelle fysiske grundlag (både 
organisk og kunstigt) at de kan udvise nogen form for intelligens eller intentionalitet 
overhovedet. Dette kan altså samtidig betyde at EAI skal have et begrænset konceptuelt 
repertoire i stil med det i menneskelegemet for at kunne demonstrere bevidsthed. Givet 
koncepternes kropsmæssige dependens udledes nødvendigheden af  en krop som 
betingelse for eksistensen af  koncepter og meningsdannelse. Påstanden om kroppens 
absolutte nødvendighed for intentionalitet eller intelligens hænger sammen med en 
fænomenologisk bevidsthedsopfattelse, hvilket vil uddybes det følgende. Grunden til at 
AI skabes med mennesket som forbillede, er at det er på denne måde at vi vil være i 
stand til at håndtere og raffinere de koncepter som er nødvendige for udviklingen af  AI. 
Er dette tilfældet har kropsliggørelsen af  AI ligeså meget at gøre med udviklingen af  
vores egne evner som det har at gøre med maskinens.
Den drivende ånd i AI forskningen kan karakteriseres som en total blotlæggelse af 
det menneskelige, istandsættende en reproducerbarhed af  bevidsthedens byggesten, 
ideelt set. Neurale netværk repræsenterer en operationalisering af  selvet eller tænkningen 
- en videretænkning af  den filosofihistoriske idé om at teknologien projicerer noget 
indre ud i verden: vi forsøger teknologisk at eksternalisere tanken om mennesket som 
maskine (i den konkrete tilsynekomst af  robotter, androids osv.).
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Syntetisk fænomenologi
Strømmende tanker
Konfronteret med spørgsmålet om kunstig intelligens, deler teoretikere sig i to lejre, den 
ene for, den anden imod muligheden for at skabe tænkende maskiner. Dette har, som vi 
har set, at gøre med hvordan man vælger at opfatte bevidstheden og hvor man placerer 
de ontologiske grænser for visse aspekter af  denne, altså hvilket udgangspunkt man 
indtager for at definere tænkning. Ofte udspringer den motivation der driver forskningen 
i AI i en dyb fascination af  den mulige verden, teknologien åbner op for. Teknologernes 
holdning til teknologien præger, fordi disse primært tæller forskere og videnskabsmænd i 
direkte berøring hermed, den såkaldte frontier science eller grænsevidenskab der ligger til 
grund for udviklingen af  områder såsom kunstig bevidsthed.
 William Irwin Thompson92 kalder, i en abstraktion fra ordets oprindelige 
betydning, skeptikerne af  forskningsområder som AI, for mystikere93. Dette er en 
hentydning til det forhold at indvendingerne mod AI ofte indeholder en forestilling af  
noget for de empiriske videnskaber uhåndgribeligt og/eller udefinerbart. Således 
optræder intentionalitetens og qualias immaterialitet som mystiske og tvivlsomme 
egenskaber ved tanken, eller ligefrem som tåbelige principper for strenge reduktionister 
eller eliminitavister der ikke anser introspektion som valid metode til erkendelse af  
virkeligheden som den fremstår for bevidstheden. Den fænomenologiske tankegang er 
svær at forlene med et kybernetisk forsøg på at mekanisere mening forstået som ren 
konceptuel repræsentation af  virkeligheden i et systems behandling af  information. 
Mening forstås af  computationalister og generelt i funktionalismen som et 
referencesystem af  tegn brugt til at repræsentere genstande eller egenskaber herved. På 
denne måde overskueliggøres behandlingen af  det semantiske indhold i sproget i et 
regelbaseret system der netop bygger på koder af  tegn og symboler. Den 
fænomenologiske førstepersonserkendelse, dvs. introspektionen, står, hvis denne 
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antages, i kontrast til det analytisk funderede tredjepersonssyn. Dette objektive 
udsigtspunkt præger (natur)videnskaben og den klassiske funktionalisme som en 
opfattelse af  at mening, dvs. semantisk indhold, er materielt/fysisk reducerbart. Dette 
udgør en fundamental uenighed imellem de stridende parter med interesse i tænkningen 
af  kunstig bevidsthed. I modsætning til den reduktionistiske funktionalisme betragter 
fænomenologien det afgørende ved bevidsthedens struktur som tankens bevægelse: dens 
relation til fænomenerne; med andre ord intentionalitet. Tanken kan være fokuseret på en 
genstand eller subjektet kan befinde sig i en “fritflydende bevidsthedsstrøm”94 hvor 
intentionaliteten umiddelbart tager genstande uafhængigt af  en bevidst vilje. 
Bevidstheden anskuet som denne tankestrøm i modsætning til et kybernetisk 
referencesystem, fordrer en ganske anderledes kontingent subjektopfattelse; 
repræsentationelle forhold (tegn-betydningsforhold) har anderledes gyldighed i 
fænomenologien hvor det er tankens abstraktion, fremfor dens indholds korrelation eller 
konceptliggørelse af  objektet der har væsentlighed.
 Den klassiske funktionalisme har hidtil været tilbøjelig til at anskue bevidsthed 
som bestående af  meningsdannelse som repræsentationelle forhold, reduktible til logiske 
referencesystemer som de optræder i algoritmer i en maskine. Dette har i Thompsons 
øjne medført at funktionalismen med stor succes har søgt at “eliminere den 
fænomenologiske virkelighed i den menneskelige bevidsthed”95. Dette er et 
kontroversielt men interessant synspunkt set i lyset af, at det er svært at afvise den 
funktionalistiske tankegang, og at dennes forudsætninger har fået lov at præge den 
teknologiske tænkning siden man i 1960’erne, efter Turings teorier om kunstig intelligens 
blev fremført, begyndte at overveje mulighederne for en realisering af  AI.
 Searle tager via sit eksternalistiske syn på et tænkende systems interageren med sin 
omverden indirekte stilling til denne diskussion. Han er ikke analytiker, men udtrykker 
med sin anerkendelse og anvendelse af  intentionalitetsprincippet en åbenhed overfor de 
af  Thompson betegnede ‘mystiske’ begreber der synes at støtte den påstand, at 
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bevidsthed er fænomenologisk bevidsthed96. Dette er ingen overraskelse givet ovenstående 
udredelse af  kritikken af  Schanks påståede tænkende maskine; et regelbaseret, afskåret 
system kan ifølge Searle aldrig være bevidst om hverken sin omverden eller sig selv. 
Hvad der kan overraske, er at også nogle funktionalister synes at imødekomme denne 
tanke med en fremskrivelse af  det der kaldes syntetisk fænomenologi. David Gamez skriver:
One of  the main objectives of  synthetic phenomenology is to establish whether work on machine 
consciousness is successfully creating artificial conscious states. Systematic techniques for examining 
systems for representational and phenomenal mental states will also become increasingly necessary 
as more complex robots are developed that learn through interaction with their environment. With 
such systems it will be unclear why they are behaving in the way that they do or how they are going 
to act next, which raises important safety concerns. This type of  analysis could also help us to un-
derstand the phenomenal states of  very young or brain-damaged people, who are incapable of  ex-
pressing their experiences in language.97
Gamez repræsenterer en retning inden for forskningen af  AI der, som citatet antyder, 
orienterer sig imod at forstå de basale hjerneprocesser der antagelig vil røbe hvordan  
bevidstheden interagerer med omverdenen. Som AI-teori forsøger den syntetiske 
fænomenologi at genskabe de fysiologiske processer der ligger til grund for 
bevidstheden, samtidig forsøges indregnet fænomenologiske grundprincipper, deriblandt 
førstepersonsperspektivet. Heri ligger syntesen: sammentænkningen af  det objektive og 
det subjektive udsigtspunkt. Som sådan er syntetisk fænomenologi en art 
maskinfunktionalisme. Denne viden skal føre til en ny model for kunstig intelligens der 
inkorporerer eller baserer sig på den fænomenologiske opfattelse af  tankens ontologiske 
indhold. Syntetisk fænomenologi er med andre ord et målrettet forsøg på at 
antropomorfisere kunstig bevidsthed. 
 Hvad der skal fremgå her, er at kunstige neurale netværk tilbyder nye muligheder 
for denne sammentænkning af  AI og fænomenologi som et nyt alternativ og modsvar på 
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de problemer den klassiske formalsystemfunderede og objektiviserende GOFAI 
indebærer98. Idet at den funktionalistiske AI-tænkning  indtager et ekskluderende 
tredjepersonsperspektiv på bevidsthedens komponenter, afskrives introspektionen og 
teorien udmunder i en reduktionisme der søger at forklare tanken udelukkende som 
fysikalistiske processer ved hjernen/hardwaren. 
Intentionalitet og qualia i tænkende maskiner
Qualia fremstår på linie med intentionaliteten, som vi har set, for den klassiske 
funktionalisme som et ‘mystisk’ eller under alle omstændigheder problemfyldt fænomen. 
Erkendelsen af  qualia baserer sig på subjektiv introspektion, og forsøges bevist vha. 
logisk deduktion og i øvrigt den viden den empiriske videnskab har produceret om 
funktionen af  de sanseorganer, der indgår i perceptionsprocessen99. Men da denne 
viden, som er frembragt af  en analytisk-reduktionistisk forskning på mange punkter er 
mangelfuld og til dette formål utilstrækkelig, viser sig en skepsis overfor qualias 
ontologiske legitimitet hos teoretikere på begge sider af  debatten. I den reduktionistiske 
funktionalisme forekommer qualia som en konfliktfyldt størrelse der er svær at placere 
som konceptuelt indhold i et kognitivt system pga. de udflydende rammer for dens 
ontologi. Dette forklarer til dels hvorfor man inden for tidligere tænkning af  AI har 
været tilbøjelig til at reducere eller eliminere qualia som et aspekt af  bevidstheden, der 
enten kan forklares via allerede til rådighed værende kognitive teorier (reduktionisme) 
eller helt afvises på baggrund af  netop manglende beviser for deres eksistens og 
funktion (eliminativisme). En sammenhæng mellem intentionalitet og qualia er svær at 
gøre rede for. Vi kan dog med rimelig sikkerhed sige at de har at gøre med den 
subjektive tankes bevægelse imod eller forhold til de fænomener der viser sig for 
bevidstheden. Intentionaliteten kan i fænomenologisk sammenhæng beskrives som en 
egenskab ved tanken der retter sig imod eller omhandler fænomener uden for sig selv. 
Disse fænomener får status eller funktion som mentale fænomener i bevidstheden og 
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bliver af  subjektet tillagt et oplevelsesmæssigt eller kvalitativt præg som med tilnærmelse 
kan betegnes qualia100. Den nøjagtige forbindelse mellem tankens rettethed og indvirken 
i en subjektiv følelse af  at opleve et fænomen, er genstand for stor debat. Spørgsmålet 
om begrebernes ontologi udspecificeres når disse sættes i forhold til hinanden: man taler 
om hvordan intentionalitet og qualia supervenierer på hinanden101. Mange funktionalister, 
såsom Dennett, afviser helt eksistensen af  qualia med begrundelse i deres, fra et 
empirisk tredjepersonsperspektiv, tilsyneladende manglende funktion og signifikans i 
kognitive processer. Visse andre kognitionsforskere anerkender som led i en kontingent, 
kropsorienteret tilgang til AI, at qualia spiller en afgørende rolle for bevidstheden ud fra 
den betragtning at tankens indhold og genstand må forstås som fænomener.
Seniorforsker i neuropsykologi på Regionshospitalet Hammel Neurocenter, cand.psyk., 
Ph.D Morten Overgaard beskriver hvordan de tilsyneladende immaterielle metafysiske 
aspekter af  mentale fænomener, qualia og intentionalitet, er forbundet i og via subjektet. 
Han indtager dermed et metafysisk standpunkt og siger at
intentionalitet, qualia og subjektivitet [...] synes forbundne i deres definition, således at kriterierne 
for at man meningsfuldt kan tale om eksistensen af  et subjekt er opfyldt i og med om en 
organisme er i stand til at have qualia eller ej. Tilsvarende indebærer tilstedeværelsen af  qualia 
altid tilstedeværelse af  intentionalitet, idet bevidste oplevelser altid er rettede mod et eller andet 
indhold (det være sig i form af  et synsindtryk af  et æble, en tanke om byen Amsterdam eller en 
vag smerte i foden). Omvendt, forholder det sig imidlertid ikke sådan at tilstedeværelse af  
intentionalitet indebærer tilstedeværelse af  qualia. Således kan man eksempelvis ved syndromet 
blindsight (tilbageblevne visuelle evner til f.eks. diskriminering efter en cortikal skade hvorved 
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subjekter meddeler at være blinde) hævde at det repræsenterer en rettethed mod en visuel genstand 
der imidlertid ikke er bevidst.102
Oplevelsen og dens fænomenologiske aftryk i subjektet, qualia, sættes igennem 
introspektion i direkte forbindelse med det at have bevidsthed. Imidlertid kan dette føre 
til en cirkulær definition på bevidsthed idet at sidstnævnte kan hævdes både at 
foranledige og være resultat af  førstnævnte – uden at nogen af  disse påstande kan 
bevises empirisk eller analytisk. For at undgå at ækvivalere oplevelse med bevidsthed og 
derved begrunde fænomenernes korrelation i en uendelig regres, kan vi forsøge at vise 
hvilken rolle qualia spiller som produkt af  eller årsag til bevidsthedens fra den ifølge 
førstepersonsvidenskaben øvrige konstituerende komponent/aspekt: intentionaliteten. 
Herved vil vi med større sikkerhed kunne sige noget om den fænomenologiske 
virkelighed i subjektets bevidsthedsstruktur ved hjælp af  et andet princip hvorom der 
hersker mindre – eller i hvert fald anden – tvivl. Dette løser dog næppe det 
filosofisk-psykologiske problem det er at forsøge at systematisere og korrelere indholdet 
og funktionen af  den menneskelige bevidsthed; tydeligvis møder videnskaben byggende 
på empiriske, tredjepersonserkendelser en væsentlig metodologisk forhindring når disse 
metafysiske begreber sættes som præmisser for tankens væren.
I psykologisk terminologi er qualia “selve den fænomenologiske grundkvalitet ved 
bevidsthedens indhold”103 og udgør den følelse eller mentale modi der fremkaldes når 
noget, dvs. et fænomen, forekommer og sanses i vor perceptionsfelt; qualia er “det 
fænomenologiske ‘grundstof ’ som man oplever i/med”104. I et mere empirisk-teknisk 
sprog, som benyttet af  visse teknologer, gives følgende definition: “Perception is the 
brain’s information acquisition process and the products of  this process appear as 
qualia”105. Med denne formulering tydeliggøres en tendens der kan spores i den 
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progressive funktionalistiske AI-forskning i dag: ved at indregne den fænomenologiske 
bevidsthed, søger man via begreber som intentionalitet og qualia den tidligere omtalte 
antropomorfisering af  tænkende maskiner. Dette medfører en mere eller mindre 
konsekvent forkastelse af  den strengt-reduktionistiske opfattelse for hvordan bevidsthed 
kan forklares, og som sådan kan det hævdes at omstændighederne for AI-spørgsmålet er 
ændret; tyngdepunktet i diskussionen er i denne optik flyttet fra et analytisk til et 
syntetisk plan, hvor man i mindre grad søger at instantiere og simulere indholdet i den 
menneskelige bevidsthed ud fra en mekanistisk funktionalisme, som det var tilfældet tidligere, 
og i højere grad håber på at indregne perceptionsfunktionen og dennes betingelse, 
legemliggørelsen, i en kontingent teknologi der retter sig imod en fænomenologisk 
realisering af  kunstig bevidsthed. Denne teknologi som primært er ekspliciteret i form af 
kunstige neurale netværk, må stadig betegnes som havende en funktionalistisk tanke bag 
sig da den stadig indebærer at anskue mennesket som maskine for derved at gøre maskinen 
menneskelig, men der kan samtidig siges at være sket et skred i tænkningen af  strukturen 
af  en eventuel tænkende maskine. Denne udvikling er tilsyneladende faciliteret af  en 
ophobning af  de problemer, man har erfaret det medfører at forsøge at generere kunstig 
bevidsthed i et uorganisk, ikke-kropsliggjort formalsystem som bygger på algoritmer. 
Denne rent mekanistiske metode forstår strengt taget bevidsthed som informationsbehandling, 
hvilket kan ses som en ureflekteret holdning til hvad kognition udover formel 
meningsforståelse også indebærer, såsom hukommelse, opmærksomhed, følelse osv.; den 
er ureflekteret i den forstand at den helt undgår at behandle qualia-problemet, som med 
langt større rimelighed kan forklare disse tilstande eller aspekter af  tænkningen106.
Mentale modi, med det vi kan kalde konceptuelt indhold (dvs. mellem objekt og begreb 
korrelerende indhold), kan til en vis grad forklares lingvistisk som repræsentationelle 
relationer. F.eks. kan vi specificere indholdet af  en persons tanke ved at sige “at” han 
eller hun tænker på en genstand: Rune mener at tasken er tung; her er indholdet af  Runes 
tanke at tasken er tung, det er så at sige det mentale modis udtryk. Denne metode rækker 
til at beskrive handlingers eller subjektive aktiviteters konceptuelle indhold, men ideen 
56
106 Aleksander: 447
om at tanker kan indfanges alene som propositioner møder problemer når den anvendes 
til at beskrive helhedsoplevelser (“experiences”) eller -erfaringer, heriblandt qualia, i 
bevidstheden. Udover at have et konceptuelt indhold kan disse nemlig hævdes også at 
være produkt af  et ikke-konceptuelt indhold, fordi en oplevelse, dvs. den subjektive følelse 
og resultat af  perceptionen, ikke (altid) kan påstås at følge rationelle og/eller 
kontrollerede universaliserbare mønstre for erkendelsens proces107. Ikke-konceptuelt 
indhold kan betegne ikke-logiske følelser, handlings- eller adfærdsmønstre eller beskrive 
en tavs, kropsskematisk viden af  at være et subjekt. Dette kommer eksempelvis til udtryk 
i form af  de konnotationer en tanke kan føre med sig når den manifesterer sig. Det gør 
at det f.eks. er problematisk at forklare logisk, hvorfor jeg forbinder to umiddelbart 
urelaterede ting i en given situation og tænker på solskinsvejr når jeg oplever duften af  
brændt brød, uden at søge begrundelsen i min subjektive, suveræne erfaringsverden.
 Det er dog en påstand at man kan tale om ikke-konceptuelt indhold; nogle 
teoretikere mener at dette blot er en form for ikke-intelligibelt udtryk for ganske 
rationelle konceptuelle bevidsthedsmodi, hvis indhold blot synes arbitrært og 
uigennemskueligt. Hvorvidt ikke-konceptuelt tankeindhold kan verificeres eller ej, 
forhindrer det imidlertid ikke at der hersker bred enighed om at ikke al erfaringsindhold 
kan specificeres sprogligt, hvilket kalder på alternative metafysiske modeller for at forstå 
dette indhold overhovedet. Under alle omstændigheder vil en anden (syntetisk) tilgang til 
spørgsmålet sandsynligvis kaste et påskønnet lys på måden vi søger at begribe tankens 
form og natur108. Orienteret imod at reproducere de antagelige mekaniske processer der 
ligger til grund for tanken i kunstig intelligens, er dette netop den syntetiske 
fænomenologis opgave. Chrisley og Parthemore (2005) skriver herom:
Synthetic phenomenology [...] is the attempt to use the states, interactions and capacities of  an 
artificial agent for the purpose of  specifying the contents of  conscious experience.109
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Ét bud på et alternativ til lingvistisk specificering af  bevidsthedsmodis ikke-konceptuelle 
indhold er at anvende ikke-symbolske billeder (“images”) som referenceramme for 
erkendelsen. Denne erkendelse baseres på det perceptuelle indhold, hvori omverdenen 
og subjektet i samspil indgår som det der konstituerer oplevelsens fænomenale værdi. Vi 
kan forestille os og forsøge at genskabe et førstepersonsperspektiv hvorfra omgivelserne 
kan gengives som billeder eller fotografier. Dette skal lede til en visuel fremstilling af  et 
erfaringsmæssigt indhold der også omfatter et pre-reflekteret udsigtspunkt på 
omverdenen. Dette punkt kan af  gode grunde ikke inddækkes af  en objektiv 
betragtning, da sidstnævnte per definition vil være afgrænset fra denne form for 
‘personlig’ perception. At anvende en mekanistisk (funktionalistisk) model som forsøg 
på instantiering af  mentale modi vil umuligt kunne redegøre for den unikke oplevelse et 
givent subjekt opnår gennem sansningen, hvorved der opstår et forklaringsmæssigt 
tomrum. Dette leder til reduktionisme eller eliminativisme hvilket må ses i relation til en 
uhensigtsmæssig objektivisering af  kognitionsvidenskabens genstandsområde; en 
objektivisering der ifølge Thomas Nagel er opstået i forbindelse med et positivistisk 
verdenssyn, og i snævrere forstand; problemet i at behandle subjektets indre 
handlingsverden fra et abstraheret ståsted. Idealismen medfører væsentlige usikkerheder 
og fejlkilder og er for så vidt umiddelbart uforenelig med analytisk videnskabelig praksis 
på grund af  førstnævntes nærliggende udmunding i solipsisme eller skepticisme. Dette 
er årsagen til videnskabens forkastelse af  idealismen110. Fra denne vinkel antydes 
paradokset i et andet lys, men bidrager blot til at understrege realiteten af  
komplikationen; en afskrivelse enten af  det subjektive eller af  det objektive udsigtspunkt 
for at skabe forståelse for bevidsthedens natur, fører begge til alvorlige filosofiske 
problemer.
Som blot et bud på en løsning, er det den syntetiske fænomenologis mål at indtænke et 
subjektivt udsigtspunkt i en kunstig bevidsthedsmodel. Den kan ses som en 
anerkendelse af  det intuitives signifikans i et tænkende system – syntetisk såvel som 
organisk. Med fremkomsten af  denne og muligvis andre tilgange med lignende 
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hensigter, udspiller der sig et igangværende opgør med en udpræget objektivisering af  
bevidstheden der kan spores i de empiriske videnskaber beskæftiget hermed. Dette 
tematiserer denne afhandlings egentlige, gennemgående problemstilling da en negligering 
af  en sondring mellem de to perspektiver kan hævdes at ligge til grund for de 
misforståelser og fejlfortolkninger, der udmaler AI-forskningens hidtil mislykkede forsøg 
på at gøre maskiner bevidste. 
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Indefra og udefra
Når vi undersøger de filosofiske implikationer af  forsøget på at mekanisere tanken (og 
dens indhold), tegner der sig et tydeligt billede af  at det ikke blot er afgørende hvordan, 
men også hvorfra vi betragter bevidstheden. Meget af  AI forskningen udfolder sig inden 
for rammerne af  den videnskabsparadigmatiske technoscience som ikke stiller krav til, 
hvilket perspektiv der tages på dens genstande. Når funktionalismen tager 
reduktionistisk form, tenderer den mod udelukkelse af  ikke-objektive aspekter ved 
bevidstheden hvilket inden for dette paradigme ikke problematiseres. Technoscience er 
ikke i sig selv reduktionistisk, men betegner en bred videnskabelig ramme som er neutral 
og dermed ukritisk og åben overfor teknologiske synteser af  videnskabelige viden. Den 
synes at omfavne ideen om en projicering af  noget indre-menneskeligt ud i en ydre 
verden via teknologien, og dette er grunden til at funktionalistiske teorier trives som en 
form for technoscience. Men et problem fødes ved overdreven fokus på hvad der kan 
observeres og efterfølgende anvendes, altså ved den rent instrumentaliserede videnskab og 
dens objektiviserende forståelse af  dens genstande. Dette har umiddelbart at gøre med 
hvorvidt man følger en streng reduktionistisk menneskeopfattelse, men det er en vigtig 
betragtning at anskuelsesmåden står i tæt relation til hvor agensen bag 
kognitionsvidenskaben manifesterer sig.
 I The View From Nowhere (1986) tager Nagel fat på en diskussion der i høj grad 
vedrører denne specifikke problemstilling, men må siges at række langt ud over blot 
spørgsmålet om egnetheden af  en funktionalistisk forklaringsmodel for kunstig 
intelligens. Mennesket har den unikke egenskab at kunne indtage et delvist objektivt 
perspektiv på verden; et fordelagtigt udsigtspunkt som ikke er noget bestemt sted 
(“nowhere in particular”), eller med andre ord er irrelevant da det – i teorien – ikke har 
(eller bør have) indflydelse på hvordan genstanden behandles videnskabeligt. Samtidig 
ser mennesket netop verden ud fra et bestemt sted i verden; fra et personligt 
førstepersonsperspektiv (“the subjective veiwpoint”111) som ikke kan borttænkes når vi 
anskuer perceptionen som helhed. Disse to udsigtspunkter, det subjektive og det 
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objektive, supplerer hinanden på nogle punkter og muliggør både et umiddelbart 
(præreflekteret) og et middelbart (reflekteret) syn på os selv og verden omkring os. Ofte 
tydeliggøres det ene udsigtspunkts afgrænsethed idet man bevæger sig væk herfra og 
imod dets modsætning; en præreflekteret førstepersonsoplevelse kan vise sig mere og 
mere fejlagtig jo mere jeg overvejer dens omstændigheder i et objektivt lys. Eksempelvis 
kan jeg intuitivt opfatte solen som blot en lille kugle svævende i luften foran mig, baseret 
på at jeg kan skygge for hele dens omkreds med min hånd, om hvis størrelse jeg føler 
mig relativt sikker, da jeg genkender den som en del af  mig selv. Men med et dybere 
kendskab til at objekters størrelser forekommer mindre på afstand, får jeg mulighed for 
at forholde mig rationelt til fænomenet og anvende min objektive viden til at korrigere 
min subjektive oplevelse og således konkludere, at solen må være meget større, idet at jeg 
igennem erfaringen indser at den befinder sig lang væk. 
 På den anden side kan det objektive tredjepersonsperspektiv negligere eller 
ligefrem ignorere det subjektive, men ikke mindre virkelige indtryk som kun erkendes via 
det, man kan henføre som introspektion. Denne sidste situation er et hovedtema hos 
Nagel, som peger på at de to udsigtspunkter på andre punkter kontradikterer hinanden 
og danner grundlag for misforståelser og/eller uenigheder, f.eks. om hvad der 
konstituerer bevidsthed i forbindelse med AI. Denne kontradiktion tematiseres i bl.a. 
sjæl-legemeproblemet, spørgsmålet om personlig identitet og den frie vilje, og 
tilsynekommer som hhv. skepticisme (når det objektive betvivles) eller positivisme (når 
det subjektive reduceres eller ignoreres)112. Ifølge Nagel har en overdreven 
objektivisering indenfor videnskaberne, som udtryk for en manglende evne til at 
indtænke førstepersonsperspektivet, ledt til en uhensigtsmæssig form for analytisk 
reduktionisme i bl.a. bevidsthedsfilosofien. Denne viser sig i form af  funktionalismens, 
dvs. primært kalkulationismens, instrumentelle menneskeopfattelse som siden Turings 
skrifter i 1950’erne har videreført la Mettries tanker i en muteret udgave, hvor maskinen 
søges menneskeligjort. Reduktionister som Dennett kan siges at foretage en degradering 
af  mennesket, hvis åndelige egenskaber ikke længere tages for givet i visse fysikalistiske 
tankegange, men derimod konsekvent forkastes. Her placerer Dennett sig på den 
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analytisk-reduktionistiske side af  AI-debatten. Fordi han er nådesløs i sin eller 
eliminering af  f.eks. qualia, som fra et intuitivt udsigtspunkt ikke lader sig afvise, møder 
Dennett stor modstand fra bl.a. fænomenologer. At mennesket er en maskine og at en 
kunstig maskine kan gøres til menneske113, er påstande der provokerer teoretikere, der 
forsøger at indtænke førstepersonsoplevelsen som et afgørende udtryk for bevidsthed. 
Som reduktionist gør Dennett sig, sammen med den den analytiske, reduktionistiske 
funktionalisme generelt, til mål for Nagels kritik.
The problem is one of  opposition between subjective and objective points of  view. There is a ten-
dency to seek an objective account of  everything before admitting its reality. But often what ap-
pears to a more subjective point of  view cannot be accounted for in this way. So either the objective 
conception of  the world is incomplete, or the subjective involves illusions that should be rejected.114
For Nagel er balancegangen mellem de to udsigtspunkter, og en stillingstagen til hvilket 
et vi indtager i forskellige situationer, afgørende for hvorvidt vi kan anerkende autonomi 
som årsag bag og ansvar som følge af  en fri vilje i mennesket. Denne positionering er 
dermed betingelsen for at kunne dømme moralsk i sager hvor årsagsnaturen bag 
handlinger afhænger af, om et individ betragtes som autonomt subjekt eller kausalt styret 
objekt. I en verden som er styret af  materielle årsager og hvis bestanddele, heriblandt 
mennesket, må følge disse love, bliver begreber som skyld og ansvar absurde. Den 
intentionelle forklaring115 på subjektets adfærd kan ikke accepteres hvis mennesket blot 
anskues som en ting, hvis handlinger begrundes i forhold som i sidste instans aldrig 
oprinder i subjektet selv, men derimod i en ydre verden. For at kunne handle, må 
mennesket være i verden116; være noget, hvilket ifølge samme logik må betyde at det må 
være genstand for de samme fysiske kausale love som alle andre ting i verden. Den 
subjektive bevæggrund for autonom handlen reduceres i det objektive udsigtspunkt til 
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materiel årsag og efterlader således ikke plads til den fantomagtige frie vilje. Dette er i sig 
selv et problem da den frie vilje ikke lader sig eliminere og til stadighed fremstår for 
subjektet som essentielt handlingsorgan – omend æterisk og uhåndgribeligt i sin form; 
jeg føler at jeg handler i overensstemmelse med min egen vilje. Det instrumentelle 
synspunkt er på den anden side svært at udelade, da det på paradoksal vis fødes af  et 
intuitivt, præreflekteret syn på omverdenen der betragter andre subjekter som genstande 
uden indre handlingsverdener, altså som ting. Det subjektive udsigtspunkt er i denne 
forstand selvkontradiktorisk hvilket tydeliggør nødvendigheden af  objektiviteten.
 Det subjektive udsigtspunkt, eller førstepersonsperspektivet, kan ifølge Nagel ikke 
borttænkes, hverken i videnskabelig metode eller eller til fordel for analytisk, ‘forsigtig’ 
(“prudential”) rationalisering uden at dette vil medføre alvorlige paradokser117. I det 
subjektive repræsenteres de basale drifter eller impulser der sammen med viljen udgør den 
indre ræsonnering, hvormed vi handler intuitivt. Udeladelsen af  intuitive 
bevidsthedsaspekter eller subjektivt indsete kvaliteter ved tanken (som kan kaldes hhv. 
intentionalitet og qualia) efterlader et hul i bevisførelsen for eksistensen af  den frie vilje. 
Hvis ikke det objektive udsigtspunkt, selv i form af  en objektiv fænomenologi, kan 
inkorporere eller tolerere disse fantomegenskaber, vil vi, som Nagel formulerer det, ikke 
have “freedom of  will”, men “weakness of  will”118. De empiriske videnskaber må først 
overveje de umiddelbare impulser i subjektet for derpå at indtænke, anvende eller afvise 
dets elementer for at nå til renere og mere rimelige konklusioner om hvad bevidsthed er.
The reductionist program that dominates current work in the philosophy of  mind is completely 
misguided, because it is based on the groundless assumption that a particular conception of  objec-
tive reality is exhaustive of  what there is. Eventually, I believe, current attempts to understand the 
mind by analogy with man-made computers that can perform superbly some of  the same external 
tasks as conscious beings will be recognized as a gigantic waste of  time. The true principles under-
lying the mind will be discovered, if  at all, only by a more direct approach.119
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117 Nagel: 25
118 Schory: kap. 3, nederst
119 Nagel: 16
Ingen objektiv anskuelse af  den mentale, indre verden kan indfange denne på 
tilstrækkelig måde. Verden er ikke blot den verden der viser sig ud fra et ekstremt 
abstraheret udsigtspunkt og kan ikke forstås alene på rationel, analytisk vis. Ren 
objektivitet er slet ikke muligt for mennesket, som er konstitueret af  sin subjektivitet. 
Dette tydeliggør problemet i at sværge til et tredjepersonsperspektiv. Følgelig er det 
ufrugtbart at borttænke førstepersonsperspektivet, og Nagel understreger at fejlen ikke 
ligger i det objektive synspunkt, men i videnskabens instrumentelle tilbøjelighed til eller 
valg om at afskrive introspektion totalt. At søge et udsigtspunkt der ikke placerer os i 
centrum er blot et udtryk for filosofisk realisme120 og denne hævder ikke at være 
fuldstændig som forklaring på og udgangspunkt for erkendelse. Forfølgelsen af  et 
abstraheret, objektivt perspektiv på verden er den eneste vej til at transcendere 
subjektivitetens begrænsede udsyn, men objektivitet er blot én måde hvorpå vi forstår 
virkeligheden. Den vil ligeledes altid være delvis, men dette er for Nagel ingen grund til 
at opgive hverken det ene eller det andet syn; vi behøver begge for at nå til forståelse for 
hvad tænkning er.
Uden at tilbyde en egentlig løsning på problemet, vil Nagel frem til at de to 
udsigtspunkter kan tillade hinanden, men at det ene i nogle tilfælde tilbyder bedre 
forklaring på visse aspekter ved menneskets natur end det andet gør eller kan. Dette 
synspunkt er transskriberet på dette punkt i afhandlingen da det underbygger en af  
afhandlingens primære pointer: Reduktionistiske teorier søger at afvise det ene af  de to 
perspektiver, det subjektive, og forklare handlinger og deres udfald alene ved hjælp af  én 
betragtning, den fysiske kausalitet. Dette kan, mener vi, aldrig lede til en sand forståelse 
for et genstandsområde. Den for vores formål vigtigste pointe hos Nagel er, at vi må 
indtænke både føste- og tredjepersonsperspektivet for først og fremmest at kunne forstå 
bevidstheden, for dernæst at kunne gøre os forhåbninger om, at kunne genskabe denne i 
kunstige kognitive systemer.
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120 Nagel: 26
Epilog: Fantomtanker
At skabe tænkende maskiner kræver en bredere forståelse for hvad bevidsthed er i det 
hele taget. Det forekommer rimeligt at en sådan forståelse også søger at indregne den 
førstepersonsoplevelse, subjektet har af  verden da dette nødvendigvis vil være med til at 
forme bevidstheden. AI-forskningen har i mange år været domineret af  et 
funktionalistisk menneskesyn som videre har katalyseret en reduktionistisk holdning til 
hvad der konstituerer en tanke. Således har man været tilbøjelig til at afskrive 
intentionalitet og qualia som nogle i sidste instans mekaniske egenskaber ved hjernen. 
Dette diskuteres stadig voldsomt, men hvad der er bemærkelsesværdigt, er at debatten 
har medført et fornyet fokus på kroppens rolle for perceptionen og dermed for 
bevidstheden: Ideen om kropsliggørelse som betingelse for bevidsthed forholder sig ikke 
til hvorvidt man betragter mennesket som maskine, da den ikke stiller krav til med hvilke 
midler kropsliggørelsen sker; måske vil en kunstig robotkrop være tilstrækkelig? Og i 
givet fald, hvornår er en krop kunstig? Tankegangen foreslår blot at bevidst tænkning 
ikke kan ske i et isoleret system, sådan som det har været forsøgt og mislykket med 
(stærk) kunstig intelligens i formalsystemer, dvs. Turingmaskiner. Set i dette lys fordrer 
disse progressive kræfter inden for AI en genovervejelse af  den instrumentalisme i form 
af  et reduktionistisk tredjepersonsperspektiv der præger kognitionsvidenskaben i dag.
Tænkningen af  det andet mulige
Hvad er AI et udtryk for? Hvorfor søger mennesket at genskabe sig selv eksternt på 
denne måde? Kunstig intelligens eller -bevidsthed antyder på kuriøs vis menneskets 
ønske om at gøre teknologien menneskelig, hvilket til dels forklarer hvorfor disse to 
størrelser, menneske og teknologi, må ses som interafhængige begreber. Men ønsket har 
en anden side idet at mennesket i processen af  at tænke bevidsthed som mekanisk 
intelligibel kommer at blive betragtet som funktionelt reduktibelt og teknologisk 
duplikerbart. Dette kan tolkes som et mål om at gøre mennesket objektivt håndgribeligt 
for videnskaben; at afmystificere mennesket som organisme. Eller det kan ses som et 
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uundgåligt skridt i retning af  at afdække den del af  vores virkelighed, vi hidtil har været 
afgrænset til at spekulere om; tanken. Om jeg styrer tanken eller om tanken styrer mig, 
synes at være en afgørende skelnen for hvilken bevidsthedsopfattelse der udvikles. Kan 
tanken indfanges på mekanisk vis, må den ifølge funktionalisterne også kunne genskabes 
teknologisk. Men er der egenskaber ved bevidstheden der ikke lader sig forklare alene 
ved neurale processer, synes dette projekt ekstremt problematisk.
 Mennesket er konstitueret ved dets teknologi og teknologien er et udtryk for 
menneskets fantasi, drømme og potentiale; teknologien er så at sige et udtryk for 
tænkningen af  det andet mulige; dét vi endnu ikke er eller har nået som (selv)reflekterende 
væsener. Som sådan kan teknologien, og især AI, ses som en måde at projicere noget 
indre menneskeligt ud i en ydre verden. Der aftegner sig dog en ironi omkring det 
instrumentaliserede videnskabssyn på bevidstheden: At være ‘fanget’ som subjekt i vores 
naturgivne krop og derved være afgrænset fra at studere tanken objektivt, søges omgået 
ved at afskrive det subjektives gyldighed som bevidsthedskonstituerende. Da menneskets 
indre følelsesverden og frie vilje udover deres eventuelle fysiske virkning tilsyneladende 
ikke har objektiv virkelighed, kan de opfattes som fantomtanker; tanker der opleves og 
som sådan har virkelighed, men som ikke umiddelbart kan forklares som fysiske 
egenskaber ved hjernen. Det er imidlertid problematisk at reducere det subjektive 
oplevelsesperspektiv til neurale processer blot fordi denne del af  menneskets natur ikke 
lader sig indfange af  instrumentalistiske bevidsthedsteorier. Dette vil være at gå ud over 
den viden vi har om tanken og afvise noget, der ikke kan bekræftes logisk eller objektivt, 
men som heller ikke kan afkræftes ad denne vej. Vi ved med andre ord ikke nok om den 
menneskelige bevidsthed hvilket anleder til at genoverveje kognitionsvidenskaben før vi 
vender tilbage til at analysere dens genstand.
 Meget tyder på at det ikke lader sig gøre at generere bevidsthed i en 
Turingmaskine hvilket hovedsageligt kan ledes tilbage til problemerne ved at mekanisere 
mening i formalsystemer. Det gør det ganske givet sværere at forestille sig bevidstheden 
kropsliggjort som syntese i en ‘tænkende’ maskine hvis vi indtænker betydningen af  
qualia og ideen om, at tanken bevæger sig imod og i forhold til objekter (intentionalitet). 
Dette vil ende i en absurditet i hvis vi betragter mentale tilstande som instantieringer af  
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tanken, da denne metode tilsyneladende har som sit primære formål at håndgribeliggøre 
tanken som formalfunktioner uden tidslighed, styret af  elementære/fysiske 
kausalforhold. Men herved benyttes en objektiv videnskabelig anskuelsesmodel for ydre 
genstande på subjektet, hvilket kan siges at være en uhensigtsmæssig og ‘baglæns’ tilgang 
til at opnå forståelse for bevidstheden. Kan denne med rette beskrives som en form for 
‘tankestrøm’ i et legeme, fremfor som et formalsystem opgjort udelukkende af  
konceptuelt indhold, understøttes dette af  igangværende forsøg på at kropsliggøre 
tanken i f.eks. kunstige neurale netværk. Med udgangspunkt i en syntese af  det 
subjektive og objektive udsigtspunkt på bevidstheden kommer kroppen som et evigt 
aspekt af  menneskeligheden igen i fokus, hvilket kan tænkes at anlede til at den omtalte 
teknologiske projicering af  menneskets indre vil antage en mere reflekteret form som 
afspejler realiteten af  fantomtankernes funktion for bevidsthedsdannelsen. 
Fantomtanker bliver således ikke en betegnelse for ikke-eksisterende egenskaber, men 
blot for egenskaber der forudsætter en et legeme, men som ikke lader sig observere fra 
et objektivt udsigtspunkt.
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