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Abstract 
Chin, P. and P.A. Forsyth, A comparison of GMRES and CGSTAB accelerations for incompressible 
Navier-Stokes problems, Journal of Computational and Applied Mathematics 46 (1993) 415-426. 
Recently, incomplete LU preconditioned conjugate-gradient-type matrix solvers have been used in con- 
junction with Newton or Newton-like methods to solve the fully-coupled incompressible Navier-Stokes 
equations. A number of acceleration methods can be used for the large sparse nonsymmetric linear 
systems that arise from such situations. In this work, we compare GMRES and CGSTAB, a “stabilized” 
variant of CGS. By observing the effect of various factors (e.g., grid size, preconditioning), we attempt 
to determine the classes of problems to which each acceleration method is best suited. Numerical results 
obtained with several two-dimensional geometries are provided. 
Keywords: Navier-Stokes; preconditioned conjugate gradient; CGSTAB; GMRES. 
1. Introduction 
Newton or Newton-like methods for solution of the fully-coupled incompressible Navier-Stokes 
equations involve solving a series of large sparse nonsymmetric linear systems. Direct methods for 
such systems often require excessive computer storage and running time. Recently, Incomplete LU 
(ILU) preconditioned Conjugate-Gradient-type (CG) iterative solvers have been used effectively 
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for these problems [ 3,5,13,15,18,19,25] and for other applications such as reservoir simulation 
[ 14 ] and semiconductor device simulation [ 2 1. 
The basic conjugate gradient method applies only to symmetric matrices. However, a number 
of conjugate-gradient-like methods have been developed for nonsymmetric cases. Among these are 
BiCG (Bi-Conjugate Gradient) [ 111, ORTHOMIN [ 11, GMRES (Generalized Minimum RESid- 
ual) [20], GCR (Generalized Conjugate Residual) [ 9, lo], CGS (Conjugate Gradient Squared) 
[22] and CGSTAB (or Bi-CGSTAB) [23,24], a stabilized version of CGS. Because GMRES and 
GCR require a large amount of computer storage for vectors in the Krylov subspace, restarted 
versions of these methods are often used. These are denoted GMRES(k) and GCR(k), where k is 
the maximum number of vectors used. 
It has been found that GMRES is generally preferable to ORTHOMIN and GCR [2,5] and that 
CGS is superior to BiCG [2,13-l 5 1. The performance of CGSTAB is similar to that of CGS, but 
the residual norm shows fewer wild oscillations [4,2 1,241. In some application areas, it has been 
seen that CGS is superior to GMRES (k ) for small values of k ( Q 10) [ 2,141. However, to the best 
of our knowledge, a thorough comparison of CGS-like methods and GMRES has not been carried 
out for Navier-Stokes problems. 
In this current work, we wish to examine the performance of CGSTAB and GMRES accelerations 
with respect to various factors. Our intent is to determine the classes of problems to which CGSTAB 
and GMRES are best suited. An ILU factorization is used as a preconditioner. Comparisons will 
be made for a complete solution of the full nonlinear two-dimensional steady-state incompressible 
Navier-Stokes problem. This involves solving a sequence of 20-30 Jacobians, of varying degrees 
of difficulty. We consider that this approach is a realistic indication of performance on practical 
problems, since sometimes very poor initial guesses for the solution are available (at the start of the 
nonlinear problem), in contrast to the situation as the steady-state solution is approached, where 
very good initial guesses are available, and only a few iterations are required for convergence. 
Several two-dimensional geometries with differing boundary conditions are used as test problems. 
2. Solution strategy 
2.1. Governing equations and general strategy 
The laws governing two-dimensional incompressible fluid flow are the conservation of momentum 
(Navier-Stokes) equations 






Here, u and 21 are the velocities in the X- and y-directions, and p is the pressure. Equations 
( 1 )- (3) are in nondimensionalized form, with a single parameter, the Reynolds number Re. We 
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are primarily interested in obtaining the steady-state solution to the above equations on a variety 
of two-dimensional regions. 
The steady-state solution is obtained by timestepping to a very large time. The equations are 
discretized over a staggered grid using a conservative finite-volume approach as described in [ 161. 
Fully-implicit timestepping is used, so that all discretized spatial derivatives involving pressures 
and momenta are evaluated at the new time. The velocities are given at the boundaries of the 
region. Since the system is incompressible, one of the pressure unknowns is fixed at an arbitrary 
value. All pressure and velocity unknowns are given at an initial time. During each timestep, full 
Newton iteration is used to solve the nonlinear discretized equations (i.e., all derivatives are taken 
into account). The Jacobian equation obtained in each Newton iteration is solved with an ILU 
preconditioned CG-type method. If pi,j, Ul,j and Ui,j are the discrete nodal pressures and velocities 
at the center of their respective finite volumes [ 161, then pl,j is associated with the discrete 
mass conservation equation surrounding node pi,j, and u,,~ (Vi,j) is associated with the discrete U- 
(v- ldirection momentum equation surrounding node Ui,j (Vi,, ). 
2.2. Computational details 
The discretized equations are solved to a dimensionless time of 104. An initial stepsize of 10-l 
is used. Subsequent timesteps are computed based on the size of the changes in the solution at the 
previous timestep. The maximum allowable timestep is ten times the size of the previous timestep. 
In the test cases described in the later sections, typically eight to fifteen steps were required to reach 
t = 104. 
The velocity and pressure unknowns are set to zero at t = 0. At each new time, the initial guess 
for the Newton iteration is the solution at the previous time. The Newton iteration at each timestep 
is stopped when there are no more changes in the first three digits of the solution. (All variables in 
the dimensionless system are 0 ( 1). ) 
Each Newton iteration produces an equation Ax = b, where x is the Newton update, b is the 
current residual of the nonlinear equations, and A is the Jacobian matrix. We use an initial guess 
of the zero vector for the iterative linear solver (i.e., we assume that the update is small). The 
matrix solver returns a solution when the &-norm of the residual r = b - Ax drops below 10e8 or 
when the maximum allowable number of iterations (300) has been reached. We have found this 
convergence criterion to be more efficient for computing the steady-state solution, as opposed to 
requiring a fixed residual reduction every Newton iteration. Earlier experiments [4,15] have shown 
that a level-2 ILU factorization preconditioner is appropriate for matrices from two-dimensional 
Navier-Stokes applications. This preconditioner is used in most of the current tests; some tests with 
other levels of ILU factorization are provided for comparison. It has been shown that the ordering 
of the unknowns can significantly affect the convergence rate of the matrix solver [4,6-81. In the 
following tests, the minimum updating matrix (MUM) ordering [6,7] is used; its calculation is 
based on the first Jacobian produced on the first timestep. Note that since the discrete pressure 
equation is the discrete mass conservation equation, the Jacobian has a zero diagonal for each row 
corresponding to the pressure equation. The MUM ordering method [6,7] symmetrically permutes 
rows and columns of the Jacobian matrix to minimize discarded fill in the incomplete factorization. 
Consequently, variables with small or zero diagonal pivots are ordered later in the ILU factorization. 
By the time these variables are eliminated, the diagonal positions have been filled with sufficiently 
large elements due to elimination of neighbouring variables. In our tests, the acceleration methods 
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are restricted to CGSTAB and GMRES, which are described in more detail in the following section. 
Some popular weighting schemes for calculating cell-interface velocities are upwind, central, 
hybrid and power-law, all described in [ 161. In most of our tests, we use upwind weighting 
because it generally produces a more diagonally dominant Jacobian and consequently requires 
fewer iterations of the matrix solver. To observe how the acceleration methods perform with less 
diagonally dominant matrices, we also include results obtained with power-law, hybrid and central 
weighting. 
3. Acceleration methods 
In this section, we examine the advantages and drawbacks of CGSTAB and GMRES. Right 
preconditioning will be used for both CGSTAB and GMRES. 
The choice between these two acceleration methods depends on a number of factors. One 
criterion is the amount of computer memory required. To solve a linear system Ax = b, both 
methods require workspace memory in addition to storage for A, X, b, the residual r = Ax - b and 
the preconditioning matrix. If the system has N unknowns, then a straightforward implementation 
of right-preconditioned CGSTAB requires storage for seven additional N-vectors, while GMRES (k) 
requires storage for k + 2 N-vectors. We have found that a large number of orthogonal vectors is 
required to obtain reasonable results with GMRES. If storage capacity is limited, this is a drawback 
of GMRES for large systems. For completeness, the precise GMRES and CGSTAB algorithms are 
given below (the incomplete factorization of A is denoted by LU). 
The right preconditioned GMRES (k ) algorithm is as follows. 
[ 1 I ro = b - AXO, VI = rol II ro 112 
For j = l,...,k 
h,,j = (A(LU)-"Uj,Ui),i = l,...,j 
?I,+1 = A(LU)-‘Uj - Ci=1 hi,jU, 
hj+l,j =!I cj+l II2 
‘vj+l = vj+llhj+l,j 
Compute yj = argmin, 11 pei - HJy 1)~ 
(HJ)i,m = /z~,~, i = l,..., j + l,m = l,..., j 
ei = [l,o,o,...lT,P =)I r0 II2 
If (converged or j = k), then 
Xj = X0 + (LU)-’ (xi=, .liiY,) 
If (not converged), then 
x0 * Xk 




As described in [20], the residual norm can be obtained without explicitly constructing the 
solution vector at each iteration. Note that each restart requires explicit construction of the current 
preconditioned solution vector (LU)Xj, a preconditioning step to recover the solution vector Xi, 
and a residual computation. 
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The CGSTAB algorithm is as follows. 
r. = b - Axe, 




i = 1,2,3, . . . 
B = (ro,r,-I),mi = (D/B)(hi-llai-l),P = P^ - 
4i = Yi-1 + ~i(qi-~i-IAq~-,) 
@i = (LU)-‘qi 
Aq, = Aqi 
Gi = j/(rO,Aqi) 
S = r,-l -cjiAqj 
s = (Lu)-5 
t = AS 
(XI = (t,s)/(t, t) 
^ _ 
Xi = Xl-1 + COiqi + CviS 
if converged, then quit 
Yi = .S-_l,t 
The computing time required per iteration of the matrix solver depends upon N, the number of 
unknowns, NZ, the number of nonzeros in the matrix A, and NZP, the number of nonzeros in the 
preconditioner. For the two-dimensional Navier-Stokes equations, NZ is typically 7N to 8N and 
NZP usually ranges from 2NZ to 5NZ with a level-2 ILU factorization. The computing requirements 
per iteration are shown in Table 1. The average number of orthogonal vectors used per iteration 
of the GMRES algorithm is denoted by kaVg. We have ignored the cost of solving the least-squares 
problems at each iteration, and the cost of final recovery of the solution if right preconditioning is 
used. 
Notice that CGSTAB requires an additional LU solve and an additional matrix-vector multiplica- 
tion. However, if the number of orthogonal vectors used is large, the cost of the dot products and the 
scalar-vector multiplications in the GMRES (k ) algorithm becomes significant. NZP floating-point 
multiplications are required for an LU solve, NZ are required for a matrix-vector multiplication, 
and N are required for a dot product or a scalar-vector multiplication. Thus, the total number of 
floating-point multiplications needed for one CGSTAB iteration is 
2NZP + 2NZ + ION, 
while the number needed for one GMRES iteration is 
NZP + NZ + (2k,,, + l)N. 
Table 1 
Work requirements per iteration for CGSTAB and GMRES 
CGSTAB GMRES 
LU solve 2 
Matrix-vector multiplication 2 
Dot product 4 
Scalar-vector multiplication 6 
1 
1 
kavg + 1 
k a% 




Fig. 1. Streamlines for the driven cavity problem 
(Re = 1000). 
Fig. 2. Streamlines for the backward-facing step prob- 
lem (Re = 1000). (a) Complete region; (b) close-up 
of vortex. 
The above figures indicate that GMRES is more advantageous with denser matrices but requires 
more computing time as the number of orthogonal vectors increases. 
The cost per iteration is not necessarily a good indication of total cost. With GMRES(k) 
acceleration, the cost per iteration increases, but the total number of iterations decreases with 
increasing k. Experimentation is necessary to determine the best value of k for a particular 
problem. In many of our test problems, CGSTAB required fewer total iterations than GMRES(k ), 
even with a large value (2 60) of k. 
One desirable feature of GMRES is the nonincreasing behaviour of the residual norm. CGSTAB 
sometimes shows oscillations in the residual norm, often in the early stages of the iteration. However, 
these oscillations are generally not as pronounced as those obtained with CGS [21,24]. A further 
disadvantage of CGSTAB is that the algorithm may break down completely due to a division by 
zero; however, this event only occurs in rare instances. Breakdown did not occur in any of the tests 
reported here. In fact, in our experience with numerous tests, breakdown occurred only once, and 
this problem was remedied by changing the initial guess. 
4. Test problems 
The performance of the acceleration methods was tested on several problems. Figures l-3 show 
the streamline patterns of flow at a Reynolds number of 1000 in the three geometries used. 
The first problem is confined flow in a driven cavity (Fig. 1). The region is a unit square. The 
velocity is zero on all the boundaries except the top boundary, where the horizontal velocity is 
equal to 1. This problem was solved on both a uniform grid and a nonuniform grid that contained 
more cells near the corners of the region. 
The second problem is sudden-expansion flow in a channel, commonly called the “backward- 
facing step problem” (Fig. 2). The dimensions of the region that we used are taken from [ 171. 
Fluid enters from the left, passes over a step and leaves at the right. At the left and right boundaries 
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Fig. 3. Streamlines for the convoluted channel problem (Re = 1000). 
of the region, the velocity has no vertical component, but has a parabolic profile for the horizontal 
component. There are no-slip conditions at the other boundaries. At the left boundary, the maximum 
horizontal velocity is equal to 1. At the right boundary, the velocities are set so that the amount 
of flow into the region is equal to the amount of flow out of the region. Recent work on the step 
problem has shown that, for certain geometries, the flow may not be completely developed at the 
end of the channel [ 121. Therefore, it may be unrealistic to impose a parabolic outflow condition. 
Because we are primarily interested in solution techniques rather than the solutions themselves, the 
velocity profile at the end of the channel is not a great concern. For notational convenience, we will 
refer to the grid sizes used for this problem as ylX x nY. It should be understood that these numbers 
refer to the smallest rectangle which overlays the problem domain. The cells in this rectangular grid 
which fall outside the problem domain (i.e., those in the lower left-hand corner) are not included 
in the computation. 
The third problem is the “convoluted channel problem” (Fig. 3). Flow enters from the left with 
a maximum velocity of 1 and leaves at the right. The horizontal components of the velocities have 
a parabolic profile at these boundaries, and the velocity is zero at all other boundaries. At the 
right boundary, the velocities are set so that the amount of flow into the region is equal to the 
amount of flow out of the region. As with the step problem, we are not overly concerned about the 
appropriateness of the outflow velocity profile. 
5. Numerical results 
A number of tests were performed to compare GMRES and CGSTAB. The numerical results 
provided in this section were obtained on a DEC 5000 workstation. The total CPU-times include 
factorization and solution times for all the Jacobian equations that arise in obtaining steady-state 
results. For each set of tests shown below, the CPU-times are normalized by a number close to the 
maximum of the execution times; a different normalization factor is used in each comparison. 
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(a) 
CPU time (normalized) 
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04 
Fig. 4. Total CPU-times with CGSTAB and GMRES (k ) for various values of k (Re = 1000, upwind 
weighting). (a) Results for 60 x 60 cavity problem; (b) results for 176 x 24 step problem. 
5.1. Number of orthogonal vectors 
The performance of GMRES (k) depends greatly upon the chosen value of k. Figures 4(a) and 
4(b) show the CPU-times for CGSTAB and for GMRES(k) with various values for k. Figure 4(a) 
shows results for the driven cavity problem on a 60 x 60 grid, while Fig. 4(b) shows results for 
the backward-facing step on a 176 x 24 grid. Both problems were solved at a Reynolds number of 
1000 using upwind weighting. Figure 5 (a) shows the iteration profiles of CGSTAB, GMRES (30) 
and GMRES(60) on the second Newton iteration of the sixth timestep in the solution of the first 
problem and Fig. 5 (b) shows the iteration profiles of CGSTAB, GMRES (30), GMRES( 60) and 
GMRES(90) on the first Newton iteration of the eighth timestep in the solution of the second 
problem. These particular Newton iterations were chosen because of their computational difficulty. 
In solving the cavity problem, sixty orthogonal vectors were required for GMRES to be competitive 
with CGSTAB (Fig. 4 (a) ). With only ten orthogonal vectors, the GMRES iteration stalled and an 
accurate solution could not be obtained. For the backward-facing step problem, GMRES performed 
much worse than CGSTAB, even when ninety orthogonal vectors were used (Fig. 4 (b) ). Figures 
5 (a) and 5(b) show that the residual norm for CGSTAB is very oscillatory in the early stages of 
the iteration but decreases very rapidly in the later stages. GMRES residual norms do not increase 
but periods of stalling can be seen in the graphs. 
It appears that CGSTAB is a particularly good choice if a large residual reduction is required. 
For example, in solving the fully-coupled Navier-Stokes equations with Newton iteration and 
very large timesteps, it is desirable to solve each linear equation to convergence. If only a small 
residual reduction is needed (e.g., with some continuation methods), GMRES is a better choice 
because of the more predictable behaviour of the residual norm. If a very conservative timestepping 
strategy were being used, it is possible GMRES will show reasonable performance with fewer 
orthogonal vectors, since the matrices should be better-conditioned. With the large number of 
orthogonal vectors needed for the current applications, computer memory is a concern. The largest 
test problem we attempted, the 100 x 100 driven cavity problem, has almost 30 000 unknowns. In 
this case, GMRES (60) requires approximately 13 MB more memory than CGSTAB. 
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Fig. 5. Iteration profiles with CGSTAB and GMRES (Re = 1000, upwind weighting). (a) 60 x 60 cavity 
problem, second Newton iteration of sixth timestep; (b) 174 x 24 step problem, first Newton iteration of 
eighth timestep. 
5.2. Problem size 
Figure 6 shows the behaviour of CGSTAB, GMRES(30) and GMRES(60) with respect to the 
number of unknowns in the solution of the upwind-weighted driven cavity problem at Re = 1000. 
Grids ranging from 10 x 10 to 100 x 100 were used to obtain these results. It can be seen that 
GMRES( 30) and GMRES(60) are competitive with CGSTAB for small problems. However, the 
performance of GMRES quickly degrades as the problem size increases. 
The acceleration methods were tested on all the problems on reasonably large grids to verify 
the conclusions obtained with the driven cavity problem. Figure 7 shows the CPU-times for the 
90 x 90 driven cavity, the 220 x 30 backward-facing step, the 90 x 90 convoluted channel and the 
90 x 90 driven cavity on a nonuniform grid. The numbers of unknowns for these problems are 
24 119, 18 649, 16 109 and 24 119, respectively. In all these cases, GMRES (60) required much more 
computing time than CGSTAB, and the performance of GMRES (30) was especially poor. 
5.3. Weighting schemes 
The weighting scheme used affects the conditioning of the Jacobian matrix. Usually, the upwind 
scheme produces the most diagonally dominant matrix. Power-law, hybrid and central schemes 
generally produce less diagonally dominant matrices, in that order. To test the performance of the 
acceleration methods on ill-conditioned matrices, the 60 x 60 Re = 500 driven cavity problem 
was solved using all four of these weighting schemes. The CPU-times are shown in Fig. 8. It can 
be seen that GMRES(30) is more sensitive to changes in the conditioning of the matrix. With 
GMRES(30), the CPU-time required for the centrally-weighted problem is almost three times the 
CPU-time required for the upwind-weighted problem. Also, GMRES(60) is noticeably slower than 
CGSTAB when central weighting is used in both cases. 
P. Chin, P.A. Forsyth /CGSTAB and GMRES for Navier-Stokes equations 
10000 2oboo 
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Fig. 6. Total CPU-times as a function of problem 
size for driven cavity problem (Re = 1000, upwind 
weighting). 
5.4. ILU preconditioner 
cavity step channel NU cavity 
test problem 
Fig. 7. Total CPU-times for all test problems 
(Re = 1000, upwind weighting). 
All of the tests described earlier used a level-2 ILU factorization as preconditioner. To obtain an 
idea of how the acceleration methods perform with different preconditioners, additional tests with 
level 0, 1, 3 and 4 factorizations were done. Figure 9 shows CPU-times for solving the 60 x 60 
upwind-weighted driven cavity problem. 
Both GMRES( 30) and GMRES( 60) perform much worse than CGSTAB at levels 0 and 1. 
Generally, GMRES( 30) and GMRES( 60) require more iterations than CGSTAB. At the lower 
ILU levels, the small amount of fill means that the extra LU solve required for CGSTAB will 
be inexpensive, and the total cost for each CGSTAB iteration is small. As expected, the overall 
upwind power-law hybrid 
weighting scheme 
central 
Fig. 8. Total CPU-times for the driven cavity prob- Fig. 9. Total CPU-times for the driven cavity prob- 
lem with various weighting schemes (Re = 500, lem with various ILU preconditioners (Re = 1000, 
60 x 60 grid). 60 x 60 grid). 
0 1 2 3 4 
ILU level 
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performances of GMRES(30) and GMRES(60) improve (in comparison to CGSTAB) as the ILU 
level increases. Recall that the cost per iteration of GMRES becomes cheaper than that of CGSTAB 
as the preconditioner becomes denser. Although GMRES( 60) performs well with high-level ILU 
preconditioners, memory limitations prohibit the use of this combination on very large problems. 
6. Conclusions 
For Jacobians arising from two-dimensional, incompressible Navier-Stokes problems, a large 
number of vectors in the Krylov subspace (i.e., sixty) must be retained for good convergence of 
GMRES (k). This same effect has also been observed for three-dimensional, compressible flows 
[ 181. Consequently, the average amount of work per iteration for GMRES is quite large. 
CGSTAB requires two matrix-vector multiplications, and two forward and back solves, compared 
to one each for GMRES, and consequently, CGSTAB must give at least twice the residual norm 
decrease per iteration in order to be competitive with GMRES. In fact, the observed performance 
of CGSTAB (in terms of total CPU-time) was usually superior to GMRES in all our test problems. 
For a fixed number of Krylov vectors, the performance of GMRES degrades as the number of 
unknowns increases, compared to CGSTAB. 
Central weighting schemes for momentum fluxes result in poorly conditioned Jacobians. In this 
case, GMRES appeared to be more sensitive to conditioning than CGSTAB, especially for small 
numbers of Krylov vectors. GMRES also performed poorly compared to CGSTAB for low-level 
ILU preconditioning. As the level of the incomplete LU factorization increases, the difference 
between CGSTAB and GMRES becomes smaller. At high levels of ILU, GMRES actually becomes 
slightly faster than CGSTAB. However, use of high levels of fill are prohibitive (due to memory 
limitations) for very large problems. 
In general, CGSTAB appears to be faster (sometimes by factors of two to three) and more robust 
than GMRES for two-dimensional Navier-Stokes problems. Of course, the relative advantages of 
these two methods depend crucially on the number of nonzeros in the matrix and incomplete 
factors. For very dense matrices and incomplete factors, GMRES would have an advantage because 
the matrix multiplication and forward and back solves would dominate the cost and memory 
requirements. 
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