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WEAKLY ALMOST PERIODIC TOPOLOGIES,
IDEMPOTENTS AND IDEALS
NICO SPRONK
Abstract. Let (G, τG) be a topological group. We establish rela-
tionships between weakly almost periodic topologies on G coarser
than τG, central idempotents in the weakly almost periodic com-
pactification GW , and certain ideals in the algebra of weakly al-
most periodic functions W(G). We gain decompositions of weakly
almost periodic representations, generalizing many from the lit-
erature. We look at the role of pre-locally compact topologies,
unitarizable topologies, and extend or decompositions to Fourier-
Stieltjes algebras B(G).
1. Introduction
1.1. Some classical decompositions. Let G be a topological group,
W(G) denote the C*-algebra of weakly almost periodic functions, and
AP(G) the algebra of almost periodic functions. The following is due
to Eberlein [Ebe] for locally compact abelian groups de Leeuw and
Glicksberg [dLG61, 5.11], generally:
(1.1) W(G) = AP(G)⊕W0(G)
where W0(G) = {u ∈ W(G) : m(|u|) = 0} for the unique invariant
mean m on W(G). On a similar note, if π : G → B(X ) is a weak
operator continuous representation on a Banach space which is weakly
almost periodic (i.e. the weak operator closure, π(G)
wo
, is weak oper-
ator compact) then there is a decomposition
(1.2) X = X πret ⊕ X πwm
where
X πret =
{
ξ ∈ X : for each η ∈ π(G)ξw we have ξ ∈ π(G)ηw
}
X πwm =
{
ξ ∈ X : 0 ∈ π(G)ξw
}
.
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We note that π(G)ξ
w
= π(G)
wo
ξ. The elements of X πret are called return
vectors, while elements of X πwm are called weakly mixing vectors. See
results of Bergelson and Rosenblatt [BR], Dye [Dye], or Jacobs [Jac];
in the latter, elements of X πwm are called “flight vectors”.
1.2. Plan. The goal of this paper is to devise a generalisation of (1.1)
and (1.2). The essential idea, is that we view these decompositions as
in terms of elements continuous with respect to the almost periodic, or
Bohr, topology, and view the complementary ideal/subspace as consist-
ing of a space of elements which are highly discontinuous with respect
to this topology. Hence we wish to find more general topologies with
respect to which we may obtain such decompositions.
Our first major theorem is Theorem 2.8 which establishes the rela-
tionship between weakly almost periodic topologies on G and central
idempotents in the weakly almost periodic compactification. This the-
orem establishes a Galois connection between these two sets, and al-
lows us to distinguish a complete sublattice of “maximally cocompact
topologies”, whose minimal elements is the almost periodic topology.
These are used in the next major result, Theorem 3.2 to determine some
special ideals of W(G), generalizing W0(G), which we call Eberlein-de
Leeuw-Glicksberg (E-dL-G) ideals. This discontinuous nature of ele-
ments of these E-dL-G ideals is indicated in Lemma 3.3. Finally, the
decompositions of weakly almost periodic representations in given in
Theroem 3.4. In ensuing corollaries, we show how this naturally lends
itself to various generalization of decompositions in the literatures, in-
cluding ones of de Leeuw and Glicksberg, Segal and von Neumann, and
of Lau and Losert.
In later sections we discuss pre-locally compact topologies and unita-
rizable topologies. We answer a question left open in the investigation
[IS07, IS12] about the semi-lattice structure of maximally cocompact
pre-locally compact topologies, and give a topological view of the spine
algebra. We give a version of our first main theorem, relating unita-
rizable topologies to central idempotents in the universal unitary com-
pactification of G (called the “Eberlein compactification” in, for ex-
ample, [SpSt]). We redevelop the basic theory of the Fourier-Stieltjes
algebra, for a unitarizable group. We show that this algebra also ad-
mits E-dL-G ideals. We close by indicating a cross-section of examples
from the literature, illustrating relationships between our objects.
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2. Weakly almost periodic topologies and central
idempotents
2.1. Weakly almost periodic functions and semitopological semi-
groups. Let G = (G, τG) be a topological group. Hence we think of
τG as the “ambient topology”. We let Cβ(G) denote the C*-algebra of
continuous bounded complex functions on G with uniform norm ‖·‖∞.
For s in G and f in Cβ(G) we let u · s(t) = u(st) for t in G. We define
the almost periodic and weakly almost peroidc functions on G by
AP(G) = {u ∈ Cβ(G) : u ·G is compact in Cβ(G)} , and
W(G) = {u ∈ Cβ(G) : u ·Gw is weakly compact in Cβ(G)} .
Each set is known to be a closed C*-subalgebra of Cβ(G), and may be
equivalently defined as those u for which G · u is closed, respectively,
G · uw is weakly closed, where s · u(t) = u(ts), for all s and t in G.
See the standard reference texts [Bur, Rup84, BJM] for other facts in
this paragraph. We let for A = AP or W, εA : G → A(G)∗ be the
evaluation map. Then
GAP = εAP(G)
w∗
, GW = εW(G)
w∗
are the Gelfand spectrums of AP(G), respectively, W(G). Under the
weak*-topology, GAP is a compact topological group, and GW is a com-
pact semi-topological semigroup — i.e. maps s 7→ st, s 7→ ts are contin-
uous for each t— each in a manner uniquely extending the group struc-
ture on εA(G). We note the universal property of (εW , GW). If (δ, S)
is a semi-topological compactification of G, i.e. S is a semi-topological
semigroup and δ : G → S a continuous homomorphism with dense
range, then there is a unique continuous map
δW : GW → S with δW ◦ εW = δ on G
which must hence be a surjective homomorphism. This map is the
adjoint of the inclusion C(S) ◦ δ →֒ W(G), restricted to characters. In
particular, if η : G→ H is a continuous homomorphism between topo-
logical groups with dense range, then it induces a continuous surjective
homomorphism
(2.1) ηW : GW → HW
which satisfies ηW ◦ εW = εW ◦ η on G.
Let G be a group and τ be a group topology on G. A filter F on G is
τ -Cauchy if for any τ -neighbourhood U of e, there is FU in F for which
s−1t, st−1 ∈ U for s, t in FU . Then we say that G is complete with
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respect to (the two-sided uniformity generated by) τ , if any τ -Cauchy
filter converges.
Let S denote any semigroup. We denote the set of idempotents by
E(S). If e ∈ E(S) we let the intrinsic group at e be given by
S(e) = {s ∈ eSe : e ∈ (seSe) ∩ (eSes)}.
Theorem 2.1. [Rup84, II.4.4,II.4.6] If S is a semi-topological semi-
group and e ∈ E(S), then the group S(e), with relativized topology, is
a complete topological group.
That S(e) is a topological group is a significant consequence of the
celebrated joint continuity theorem due separately to Ellis and Lawson.
2.2. Weakly almost periodic topologies. Given a set X and any
family of functions F = {fi : X → (Yi, τi)}i∈I , where each (Yi, τi) is
a topological space, we let σ(X,F) denote the initial topology on X
generated by F .
Let G = (G, τG) be a topological group.
Definition 2.2. We denote the family of weakly almost periodic topolo-
gies on G by
T (G) = {τ ⊆ τG : τ is a group topology, with τ = σ(G,Wτ (G))}
where Wτ (G) = {u ∈ W(G) : u is τ -continuous}.
Let Gd denote G qua discrete group. Then it follows form the Hahn-
Banach theorem that T (G) = {τ ∈ T (Gd) : τ ⊆ τG}. We make no
assumption that each τ in T (G) is Hausdorff, the value of which should
be apparent from the next example.
Example 2.3. The almost periodic, τap = σ(G,AP(G)), is frequently
not Hausdorff.
We shall henceforth assume that the following holds, unless indicated
otherwise.
Definition 2.4. We say that G = (G, τG) is weakly almost periodic
provided that τG is Hausdorff and τG ∈ T (G), i.e. τG = σ(G,W(G)).
Hence G being weakly almost periodic entails that the map εW : G→
GW is a homeomorphism onto its range. A locally compact group is
always weakly almost periodic, since C0(G) ⊆ W(G). We shall give
examples of weakly almost periodic, and non-weakly almost periodic
groups in 6.
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Given τ in T (G), we let εWτ : G → Wτ (G)∗ be the evaluation
mapping, and GW
τ
= εWτ (G)
w∗
, which is naturally isomorphic to the
weakly almost periodic compactification of (G, τ). Let
Gτ = G
Wτ (εW
τ
(eG)) and ητ : G→ Gτ , ητ (s) = εWτ (s).
In light of Theorem 2.1, the pair (ητ , Gτ ) will be referred to as the
τ -completion of G. More precisely, the group Gτ is the (unique, up to
topological isomorphism) completion of G/{eG}τ with respect to the
two-sided uniformity from the induced topology. Our assumption that
G is weakly almost periodic entails that GτG = G
W(εW(eG)) is the
completion of G.
By construction, each completion Gτ is a weakly almost periodic
group. In particular we have
(2.2) W(Gτ ) ◦ ητ =Wτ (G).
Also, we let εWτ : Gτ →W(Gτ )∗ denote the evaluation map.
Notice that ker ητ = {eG}τ . It follows that if τ1, τ2 ∈ T (G), then
τ1 ⊆ τ2 if and only if ker ητ1 ⊇ ker ητ2 and ker ητ1 is τ2-closed. Hence
there is a unique continuous homomorphism
ητ2τ1 : Gτ2 → Gτ1 for which ητ2τ1 ◦ ητ2 = ητ1 .
Definition 2.5. If τ1, τ2 ∈ T (G), we say that τ1 is co-compactly con-
tained in τ2, written τ1 ⊆c τ2, provided
• τ1 ⊆ τ2,
• ker ητ2τ1 is compact, and• ητ2τ1 : Gτ2 → Gτ1 is open.
In particular, if τ1 ⊆c τ2, then Gτ1 ∼= Gτ2/ ker ητ2τ1 , homeomorphically.
In the terminology of [IS12], if τ1 ⊆c τ2, say that τ1 is a quotient topology
of τ1. In an amusing play on words, the relation of co-compact con-
tainment is also called “co-Cauchy containment”, in [Rup90]. In fact,
the relation there is slightly more general than is presented here. This
terminology is motivated by the following, which (for abelian groups) is
proved in the same article. We include our own proof for completeness
of presentation.
Lemma 2.6. Let τ1 ⊆ τ2 in T (G). Then τ1 ⊆c τ2 if and only if every
τ1-Cauchy filter on G admits a τ2-Cauchy refinement.
Proof. Given a filter base E on a set X , we let 〈E〉 denote the filter
on X generated by E . If η : X → Y , η(E) = {η(E) : E ∈ E}; and if
η : Y → X then η−1(E) = {η−1(E) : E ∈ E}. For j = 1, 2, a filter F if
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τj-Cauchy, if and only 〈ητj (F)〉 converges to a point sj in the complete
group Gτj , if and only if F contains
(τj)sj = {η−1τj (U) : U neighbourhood of sj in Gτj}.
(⇒) Let F be a τ1-Cauchy filter on G, and let Fj = 〈ητj (F)〉 for
j = 1, 2. Then F2 contains (ητ2τ1 )−1(ητ1((τ1)s1)) for some s1 in Gτ1 ,
hence each element of F2 has non-empty intersection with the compact
coset C = (ητ2τ1 )
−1({s1}). Hence F2 admits a cluster point s2 in C, and
〈F ∩ (τ2)s2〉 is a τ2-Cauchy refinement of F .
(⇐) Let us first see that K = ker ητ2τ1 is compact. Let F2 be a filter
on K, for which F = 〈η−1τ2 (F2)〉 ⊇ (τ1)e1, where e1 is the identity of Gτ1 ,
and hence is τ1-Cauchy. But then F admits a τ2-Cauchy refinement
F ′, so F ′ ⊇ (τ2)s2 for some s2 in Gτ2 , which is necessarily an element
of the closed subgroup K.
We now show that ητ2τ1 is open. If s1 ∈ Gτ1 , F = 〈(τ1)s1〉 admits a τ2-
Cauchy refinement F ′, hence containing 〈(τ2)s2〉 for some s2 in Gτ2 . It is
clear that ητ2τ1 (s2) = s1, and hence η
τ2
τ1 : Gτ2 → Gτ1 is surjective, and in-
duces a continuous group isomorphism θ : Gτ2/K → Gτ1 . If, now, F ′1 is
any filter in Gτ1 converging to s1, then let F ′ be a τ2-Cauchy refinement
of 〈ητ1(F ′1)〉, so 〈ητ2(F ′)〉 converges to s2, and θ(s2K) = ητ2τ1 (s2) = s1.
Hence s2K is a the unique cluster point of the filter θ
−1(F1), thus the
limit point. This means that θ−1 is continuous, whence θ is open. 
2.3. Central idempotents and the Galois connection. Let G =
(G, τG) be a weakly almost periodic group. The following result is
crucial to our ensuing results. For the benefit of non-specialists, we
review its proof, indicating aspects from the books [Bur, Rup84, BJM].
Theorem 2.7. [Rup84, II.4.13 (iv)] Any closed subsemigroup S of GW
admits a unique minimal idempotent, and a unique minimal ideal which
is a compact topological group.
Proof. The semigroup S, being compact and semi-topological, admits
both a minimal idempotent e and a unique minimal ideal K(S) which
must contain e ([Bur, Theo. 2.2],[Rup84, I.2.1, I.2.6 & I.3.5] or [BJM,
3.11]). Then E(Se) is a right-zero semigroup, in particular ee′ = e′ for
e′ in E(Se); and E(eS) is a left-zero semigroup. It is a consequence of
a structure theorem given in [Rup84, I.3.8] or [BJM, 2.16 (ii)], that if
E(Se) = {e} = E(eS), then K(S) = eSe is a closed subgroup of S, and
hence admits only the idempotent e.
We shall find it essential to use the following form of the Ellis-Lawson
joint continuity result, as given in [Rup84, II.4.11], but with roles of
left and right reversed and applied to the compact left ideal GWx for
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some x in GW . For nets (si), (ti) in G
W we have that
lim
i
(si, tix) = (s, x) in G
W ×GW ⇒ sx = lim
i
sitix in G
W .
We shall prove that E(Se) = {e}, the argument for E(eS) being
symmetric. Fix a net (ti) ⊂ εW(G) with e = limi ti. We follow the
argument of [BJM, 5.9]. Let si = t
−1
i , and, by passing to subnet,
we may suppose that s = limi si exists in G
W . We now assume that
e′ ∈ E(Se). We then have that limi tie′ = ee′ = e so
e′ = e′e = lim
i
sitie
′e =
(
lim
i
si
)(
lim
i
tie
′e
)
= se =
(
lim
i
si
)(
lim
i
tie
)
= lim
i
sitie = e.
It is the classical application of the joint continuity theorem that
K(S) is a topological group. 
We consider the set of central idempotents:
ZE(GW) = {e ∈ GW : e2 = e and es = se for all s in GW}.
Then ZE(GW) is evidently a subsemigroup, in fact a subsemilattice of
GW . We let e1 ≤ e2 in ZE(GW) provided e1e2 = e1.
The following result is shown in [Rup90] for locally compact abelian
groups. Curiously, the main extra ingredient in the proof of our gen-
eral result is Theorem 2.7. Though we could borrow much of the proof
offered in [Rup90], we give a complete proof for completeness of pre-
sentation and further because we wish to extract more information, as
will be demonstrated in the corollaries.
Theorem 2.8. There exist two maps
T : ZE(GW)→ T (G) and E : T (G)→ ZE(GW)
which satisfy the relations
T (e1) ⊆ T (e2) if e1 ≤ e2 in ZE(GW);
E(τ1) ≤ E(τ2) if τ1 ⊆ τ2 in T (G);
E(τ1) = E(τ2) if τ1 ⊆c τ2 in T (G); and
E ◦ T = idZE(GW ) while τ ⊆c T ◦ E(τ).
Hence if we let T (G) = T (ZE(GW)), then E : T (G)→ ZE(GW) is an
order-preserving bijection with inverse T .
Proof. (I) We first construct T . Given e in ZE(GW), we let ηe : G →
GW be given by ηe(s) = eε
W(s). Then let
T (e) = σ(G, {ηe}).
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Notice that ηe : G → GW(e), where the latter is topological group, so
T (e) is a group topology. Furthermore, as WT (e)(G) = C(GW) ◦ ηe, we
see that T (e) = σ(G,WT (e)(G)). Thus T (e) ∈ T (G).
We remark that
(2.3) GT (e) = G
W(e).
Indeed, it suffices to show that eεW(G) is dense in GW(e). But this
follows form the facts that ηe(G) = eε
W(G) ⊆ GW(e) ⊆ eGW , and
εW(G) is dense in GW .
(I’) Observe that if e1 ≤ e2 in ZE(GW), then the map ηe2e1 : GW(e2)→
GW(e1) given by η
e2
e1 (s) = e1s, is continuous and satisfies η
e2
e1 ◦ηe2 = ηe1,
i.e. η−1e1 (U) = η
−1
e2
((ηe2e1 )
−1(U)) for open U in GW(e1). Hence T (e1) ⊆
T (e2).
(II) We now construct E. We let for τ in T (G), ηWτ : GW → GWτ
be the unique continuous extension of ητ , given in (2.1). Let e
W
τ =
ηWτ ◦ εW(eG), which is the identity of GWτ , and Sτ = (ηWτ )−1({eWτ }),
so Sτ is a closed subsemigroup of G
W . Then Theorem 2.7 provides a
unique minimal idempotent E(τ) for Sτ .
We wish to verify that E(τ) ∈ ZE(GW). We let Kτ = K(Sτ ) be the
minimal ideal, which is a group thanks to Theorem 2.7, with identity
E(τ). Given s = εW(t), for some t in G, it is evident that sSτs
−1 = Sτ .
This induces a semigroup automorphism on Sτ and hence sKτs
−1 is
a minimal ideal, thus sKτs
−1 = Kτ . Furthermore, sE(τ)s
−1 is an
idempotent, hence the unique idempotent in K(τ), so sE(τ)s−1 =
E(τ), or sE(τ) = E(τ)s. By density of εW(G) in GW , we see that
E(τ) ∈ ZE(GW).
Now if e ∈ E(Sτ ), then eE(τ), E(τ)e are idempotents dominated by
E(τ), hence E(τ). Hence E(τ) ≤ e. We may thus express E(τ) by the
succinct formula
(2.4) E(τ) = minE(Sτ ) where Sτ = (η
W
τ )
−1({eWτ }).
(II’) If τ1 ⊆ τ2, then (ητ2τ1 )W ◦ ηWτ2 = ηWτ1 , so Sτ1 ⊇ Sτ2 . Thus Sτ2Kτ1 ⊆
Kτ1 , so E(τ2)E(τ1), being a product of commuting idempotents, is an
idempotent in Kτ1 , hence is E(τ1). In other words, E(τ1) ≤ E(τ2).
If, further, τ1 ⊆c τ2, then we have that for K = ker ητ2τ1 there are
isomorphisms
(2.5) W(Gτ1) ∼=W(Gτ2/K) ∼=W(Gτ2) ∗mK
where each f ∗ mK(s) =
∫
K
f(sk) dk (s ∈ Gτ2) is convolution with
respect to the normalized Haar measure on K. Notice that εWτ2 (K) is a
compact centric (i.e. sεWτ2 (K) = ε
W
τ2
(K)s for all s in GWτ2 ) subgroup of
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the unit group of GWτ2 . Then the algebras of (2.5) give character spaces
GWτ1
∼= GWτ2 ∗mεWτ2 (K) ∼= G
W
τ2 /ε
W
τ2 (K)
where the last space is the semigroup GWτ2 modulo the congruence s ∼ t
if and only if sεW(K) = tεWτ2 (K). In particular, s ∼ eWτ2 if and only
if s ∈ εWτ2 (K). Hence if e in ZE(GW) satisfies ηWτ1 (e) = eWτ1 , then since
ηWτ1 = (η
τ2
τ1 )
W ◦ ηWτ2 , we have ηWτ2 (e) ∈ ((ητ2τ1 )W)−1({eWτ1 }) = εW(K), and
thus ηWτ2 (e) = e
W
τ2 . Then, by (2.4) and the relation E(τ1) ≤ E(τ2), we
see that E(τ1) = E(τ2).
(III) We wish to verify the relations of the compositions, E ◦ T and
T ◦E. First, if e ∈ ZE(GW), then since GT (e) = GW(e) ⊆ eGW , as given
in (2.3), wee see that ηWT (e)(e
′) = e for any e′ in E(GW) for which e′ ≥ e.
Thus, using (2.4), we obtain E(T (e)) = minE((ηWT (e))
−1({e})) = e.
Now if τ ∈ T (G), (2.4) provides that ηWτ (E(τ)) = eWτ , and we see for
s in G that ηWτ (ε
W(s)E(τ)) = εWτ ◦ ητ (s), i.e. εWτ ◦ ητ = ηWτ ◦ ηE(τ) ◦ εW
on G, where ηE(τ) is defined as in (I). Since ε
W
τ : Gτ → GWτ is a
homeomorphism onto its range, it follows that τ ⊆ T (E(τ)). Letting
Kτ = K(Sτ ), as in (II), above, we see that
(2.6) E(τ)GW ∩ Sτ = E(τ)Sτ = Kτ .
Now let F be a τ -Cauchy filter on G. We shall use Lemma 2.6
and the notation of its proof. Then 〈ητ (F)〉 converges to an element
t in Gτ . Also, by compactness, 〈ηE(τ)(F)〉 admits a cluster point s in
E(τ)GW . We find that ηWτ (s) = ε
W
τ (t). Letting F−1 = {{r−1 : r ∈
F} : F ∈ F}, we get Cauchy filter with, as above, associated limit
point t−1 in Gτ and s
′ in E(τ)GW . But then ss′ and s′s are in Kτ .
Hence there are elements l, r in Kτ for which ls
′s = E(τ) = ss′r. Thus
ls′ = ls′E(τ) = ls′ss′r = E(τ)s′r = s′r, and this element is the inverse
to s in E(τ)GW , whence s ∈ GW(E(τ)). Thus we see that the filter
〈ηT (E(τ))(F)〉 = 〈ηE(τ)(F)〉 on GT (E(τ)) = GW(E(τ)) (see (2.3)) admits
a Cauchy refinement, hence F admits a T (E(τ))-Cauchy refinement on
G. Thus τ ⊆c T (E(τ)). 
Let us relate our theorem to the theory of ordered sets. Our standard
reference is the treatise of Gierz et al, [GHKLMS].
Remark 2.9. (i) The pair of maps, (E, T ) is a Galois connection
or adjunction for the pair of partially ordered sets (T (G),ZE(GW)).
Indeed, this follows from the relations E ◦ T = idZE(GW) and τ ⊆
T ◦ E(τ), and [GHKLMS, O-3.6]. In this terminology, E is the upper
adjoint and T is the lower adjoint. We shall use this in Section 2.4 to
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establish the lattice structure on T (G), and in Section 4.1 to answer a
question left open in the investigations [IS07, IS12].
(ii) The map T ◦ E : T (G) → T (G), being order preserving and
idempotent, is a closure operator. Whe will call the set T (G) =
T ◦ E(T (G)), above, the set of maximally cocompact closures of ele-
ments of T (G). Observe that if κ is any pre-compact topology, i.e.
for which Gκ is compact, then T (E(κ)) = τap, where τap is defined in
Example 2.3, since GAP is the largest compact subgroup admitting a
continuous dense image of G. Hence if G is non-compact and weakly
almost periodic, then {τap, τG} ⊆ T (G).
Let us highlight some aspects of what we have shown above, which
will be useful in the sequel.
Corollary 2.10. Given τ ∈ T (G), the minimal ideal Kτ of the semi-
group Sτ = (η
W
τ )
−1({eWτ }) is isomorphic to ker ηT (E(τ))τ .
Proof. It follows from (2.6), and in the notation used there, that Kτ =
GW(E(τ)) ∩ Sτ . Since GT (E(τ)) = GW(E(τ)), as observed in (2.3),
we have that εW ◦ ηT (E(τ))τ ∼= ηWτ |GW(E(τ)). It then follows that Kτ ∼=
ker η
T (E(τ))
τ . 
Corollary 2.11. Given τ ∈ T (G) we have topological isomorphisms
of semigroups:
(i) GWτ
∼= E(τ)GW if τ ∈ T (G); and
(ii) GWτ
∼= (E(τ)GW)/Kτ if τ ∈ T (G).
Proof. We have that ηWτ (E(τ)) = e
W
τ . Letting ηE(τ) : G
W → GW be
the map of multiplication by E(τ) we then have that
(2.7) εWτ ◦ ητ = ηWτ ◦ εW = ηWτ ◦ ηE(τ) ◦ εW on G.
Hence the map ηWτ factors through ηE(τ)(G
W) = E(τ)GW . Conversely,
since Gτ ∼= GW(E(τ)), as follows from (2.3), then the universal prop-
erty of GWτ shows that E(τ)G
W must be a quotient of GWτ . Thus we
obtain (i). Then (ii) follows from part (II’) of the proof of Theorem
2.8. 
2.4. Lattice structure. Notice that ZE(GW) is a semilattice with
e∧e′ = ee′, possessing a maximal element eWG = εW(eG), and a minimal
element eap = E(τap). If S ⊆ ZE(GW)) is non-empty then we let its
infimum be given by
(2.8)
∏
S = lim
F⋐S
FրS
∏
e∈F
e
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where F ⋐ S indicates that F is a non-empty finite subset of S
and the family of such set is directed by inclusion. Let us say a
few words to verify that this infimum is defined. Consider the net
(eF )F = (
∏
e∈F e)F . For any pair (eF (j))j and (eF (i))i of converging
subnets, we have eF eF (j) = eF (j) for F (j) ⊇ F and similar for i, so
letting s = limj eF (j) and t = limi eF (i) we have
s = lim
i
lim
j
eF (i)eF (j) = st = lim
j
lim
i
eF (i)eF (j) = t.
Hence (eF )F admits a unique cluster point, hence a limit which is
clearly an idempotent, which is easily verified to be central. Then
limF eF is clearly a lower bound for S. If e in ZE(G
W) is any other
lower bound, then eeF = e for any F , so e limF eF = e, i.e. e ≤ limF eF .
With similar effort, this result may be deduced from [Rup84, I.2.6]. We
will simply define the supremum by∨
S =
∧
{e ∈ ZE(GW) : es = s for all s in S}.
We do not presently have a more “intrinsic” definition of supremum.
If S ⊆ T (G) is non-empty then its intersection ⋂S is certainly a
group topology on G. Indeed, one needs only to inspect the inverse im-
age of U in
⋂S under both the product and inversion maps. Moreover,⋂S ∈ T (G) as we have that⋂
S =
⋂
τ∈S
σ(G,Wτ (G)) = σ
(
G,
⋂
τ∈S
Wτ (G)
)
= σ(G,W
⋂
S(G))
The definition of the supremum is more satisfactory than for ZE(GW),
above. We let∨
S = σ(G, {δ}) where δ : G→
∏
τ∈S
Gτ , δ(t) = (ητ (t))τ∈S .
We observe that since we have an embedding into a compact semi-
topological semigroup,
∏
τ∈S Gτ →֒
∏
τ∈S G
W
τ , we obtain that
∨S ∈
T (G).
It is not a priori obvious for τ1, τ2 in T (G) that either of τ1 ∨ τ2 or
τ1 ∩ τ2 is in T (G). However, this follows from the completeness of the
lattice T (G), as is evident from the next result.
Proposition 2.12. The subset T (G) of maximal cocompact closures
of T (G) is a complete sublattice of T (G).
Proof. This is an application of Tarski’s fixed point theorem, [GHKLMS,
O-2.3]. Indeed, T (G) is the set of fixed points for the monotone closure
operator T ◦ E on T (G). 
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Proposition 2.13. The maps E : T (G)→ ZE(GW) and T : ZE(GW)→
T (G) ⊆ T (G) enjoy the following lattice continuity properties:
E(
⋂
S) =
∏
E(S) and E(
∨
S) =
∨
E(S)
for any non-empty subset S of T (G), respectively in T (G), and
T (
∨
S) =
∨
T (S) and T (
∏
S) =
⋂
T (S)
for any non-empty subset S of ZE(GW).
Proof. As noted in Remark 2.9, The pair (E, T ) is the pair of upper
and lower adjunctions for the pair (T (G),ZE(GW)), while (T,E) is the
pair of upper and lower adjuctions for the pair (ZE(GW), T (G)). Upper
adjuctions respect infema, while lower adjunctions respect suprema,
thanks to [GHKLMS, O-3.3]. 
3. Eberlein-de Leeuw-Glicksberg ideals
3.1. Definition and main result. Let G = (G, τG) be a weakly al-
most periodic group.
Definition 3.1. An Eberlein-de Leeuw-Glicksberg ideal (E-dL-G ideal)
of W(G) is a proper closed proper ideal J which satisfies
• J is translation invariant, and
• there is a C*-subalgebra A of W(G) which is a closed linear com-
plement of I.
The above definition allows {0} to be considered a E-dL-G ideal.
If s ∈ GW and u ∈ W(G), we let for t in G u · s(t) = limi u(sit)
where (si) is any net for which s = limi ε
W(si).
The following is our main result regarding these ideals.
Theorem 3.2. (i) Given τ in T (G),Wτ (G) =W(G)·E(τ). Moreover
I(τ) = {u · E(τ) = 0 : u ∈ W(G)}
is a E-dL-G ideal for which Wτ (G) is its linear complement. Hence
W(G) =Wτ (G)⊕ I(τ).
(ii) Any E-dL-G ideal J is of the form I(τ) of (i), above.
Proof. (i) That Wτ (G) = W(G) · E(τ) is a simple consequence of
Corollary 2.11 (i). Moreover, the set I(τ) is the set of elements of
W(G) ∼= C(GW) which vanish on E(τ)GW , and hence I(τ) is an ideal
in W(G). Since E(τ)GW is an ideal in GW , I(τ) is translation invari-
ant.
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(ii) Let H = {s ∈ GW : s(J ) = 0} be the hull of J . Since J
is translation-invariant we find that εW(G) · H,H · εW(G) ⊆ H , and
it follows from density and continuity that H is an ideal in GW . Let
A be a C*-algebra which is the linear complement of J . Then the
composition of maps A →֒ W(G) → W(G)/J must be an injective
∗-homomorphism, hence isomorphism of C*-algebras, and, moreover,
commutes with the actions of translation. We conclude that A is unital
and translation invariant. Thus the Gelfand spectrum GA of A is
topologically isomorphic to the semigroupH . In particular, the element
e in H corresponding to εA(eG) in G
A is the identity for H .
If t ∈ εW(G), then (2.1) then γt(s) = tst−1 defines a continuous
homomorphism on GW with inverse γWs−1, hence an automorphism of
GW . Since H is an ideal, it follows that γWs |H is an automorphism on
H , so γWs (e) = e. In other words, e commutes with each element of
εW(G), and thus e ∈ ZE(GW).
We conclude that H = eGW , and hence J = {u ∈ W(G) : u · e =
0} = I(T (e)), since e = E(T (e)), by Theorem 2.8. 
For the case of τap, we recover exactly the classical decomposition
(1.1), due to Eberlein, and to de Leeuw and Glicksberg.
Since for τ in T (G), Wτ (G) is the subalgebra of τ -continuous el-
ements of W(G), we may deem I(τ) to be the ideal of “purely τ -
discontinous functions” inW(G). This ideal enjoys the following prop-
erty.
Lemma 3.3. If τ in T (G), and u1, . . . , un ∈ I(τ), then for any ε > 0
and for any neighbourhood U of eG in τ , there is t in U for which
|uk(t)| < ε for each k.
In other words, for each finite subset F of I(τ), each τ -neighbourhood
of eG contains “nearly vanishing” elements of G for F .
Proof. From part (I) of the proof of Theorem 2.8 we see that U =
η−1E(τ)(V ) = {t ∈ G : εW(t)E(τ) ∈ V } for some neighbourhood V of
E(τ) in GW(E(τ)) ∼= Gτ . Now fix s in V and let (ti) be a net in G for
which limi ε
W(ti) = s in G
W . But then limi ε
W(ti)E(τ) = sE(τ) = s
and it follows that εW(ti)E(τ) is eventually in V , and ti is eventually in
U . It also follows that for each k we have limi uk(ti) = limi uˆk(ε
W(ti)) =
uˆk(s) = 0, where uˆk in C(GW) is the Gelfand transform of uk. 
If τ ∈ T (G) \ T (G), then it follows from (2.5) and Corollary 2.10
that we get a linear decomposition
WT (E(τ))(G) =Wτ (G)⊕
{
u ∈ WT (E(τ))(G) :
∫
Kτ
u · k dk = 0
}
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where the second summand is merely a closed, translation-invariant
linear space, and not generally an algebra. We do see, however, that
u 7→ ∫
Kτ
u · k dk is an expectation from WT (E(τ))(G) onto Wτ (G).
3.2. Decompositions of weakly almost periodic representations.
Let X be a Banach space. A weak operator continuous representation
π : G → B(X ) is weakly almost periodic if the weak operator closure
π(G)
wo
in B(X ) is weak operator compact. Hence the weak operator
closure of the convex hull of π(G), Affwoπ (G), is also weak operator
compact, thanks to the Krein-S˘mulian theorem.
Theorem 3.4. Let π : G → B(X ) be a unital weakly almost periodic
representation and τ ∈ T (G), and denote
X πτ = {ξ ∈ X : π(·)ξ is τ -continuous on G}.
Then X πτ is a π(G)-reducing subspace, i.e. there is an idempotentMπτ ∈
Affwoπ (G) for which π(s)M
π
τ =M
π
τ π(s) for s in G and X πτ = Mπτ X .
If, moreover, τ ∈ T (G), then Mπτ ∈ π(G)
wo
, and the π-invariant
complement X πτ⊥ = (I −Mπτ )X of X πτ is described by
X πτ⊥ =
{
ξ ∈ X : for any τ -neighbourhood U of eG, 0 ∈ π(U)ξw
}
.
Proof. We let πW : GW → π(G)wo be the unique continuous extension
of π. We then let Mπτ =
∫
Kτ
πW(k) dk, where the integral is under-
stood in a weak operator sense. Hence Mπτ ∈ Affwoπ (G) via the usual
approximation of probability measures by convex combination of point
masses form a dense subset. ThatMπτ commutes with elements of π(G)
follows from centricity of Kτ in G
W .
If τ ∈ T (G), then Kτ = {E(τ)}, which shows that Mπτ ∈ π(G)
wo
=
πW(GW). Further, if ξ ∈ X πτ⊥, then for any η in X ∗, then 0 =
η(π(·)Mπτ ξ) = η(π(·)ξ) · E(τ), so η(π(·)ξ) ∈ I(τ). Hence it follows
Lemma 3.3 that 0 ∈ π(U)ξw = π(U)woξ. Converesely, if ξ ∈ X \ X πτ⊥,
then we may find η ∈ X ∗ for which 1 = η(Mπτ ξ) = η(Mπτ π(eG)ξ). Then
(Mπτ )
∗η(π(·)ξ) = η(Mπτ π(·)ξ) = η(π(·)ξ) ·E(τ) is a non-zero element of
Wτ (G) and hence for any ε < 1, there is a τ -neighbourhood of eG on
which |(Mπτ )∗η(π(·)ξ)| ≥ ε. 
Remark 3.5. We refer to the subspace X πτ⊥ as the space of τ -weakly
mixing vectors of π. Hence if X is a Hilbert space, then the τap-weakly
mixing vectors are the “weakly mixing” vectors of Bergelson and Rosen-
blatt [BR] or of Dye [Dye], or “flight” vectors of Jacobs [Jac]. Notice
that in this case, we may first specify a τap neighbourhood which con-
tains our nearly vanishing element of G. Hence we gain a mild refine-
ment of Bergelson and Rosenblatt’s description of these vectors.
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We also gain a partial generalization of many of the decomposition
results from [dLG65], which in turn generalizes a result in [SvN]. This
is shown by simply observing that τG ∈ T (Gd) where Gd is the dis-
cretisation of G, and applying Theorem 3.4.
Corollary 3.6. Let (G, τG) be a weakly almost periodic group, and
π : Gd → B(X ) an almost periodic representation. Then the space
of continuous vectors, X πτG , is a π(G)-reducing subspace. In particularW(G) is a complemented translation-invariant subspace of W(Gd).
Remark 3.7. (i) Note that in [dLG65], many theorems are stated for
locally almost periodic representations, i.e. π : G → B(X ) for which
π(V ) is relatively weak operator compact for some open V . Since
our methods are global, they do not point to any means of obtaining
decompositions for locally almost periodic representations.
We remark that for a locally compact group (G, τG), every locally
bounded weak operator continuous representation on a Banach space
is automatically strong operator continuous, thanks to [dLG65, Theo.
2.8]. In this case, the space X πτG of Corollary 3.6 consists of strongly
continuous vectors.
(ii)We do not generally expectW(G) to be the complement of an E-
dL-G ideal in W(Gd). For example, on Rd we have τR ( τ¯R = τR ∨ τap.
See [IS07, IS12] and Proposition 4.1, below.
As a further application, we consider the quotient via a closed normal
subgroup. If (G, τG) is a weakly almost periodic group andN is a closed
normal subgroup, we let qN : G→ G/N denote the quotient map and
(3.1) τG:N = σ(G,W(G/N) ◦ qN ).
Each element of W(G/N) ◦ qN is constant on cosets of N . Likewise
if u in W(G) is constant on costs of N , u˜(sN) = u(s) is well defined
on G/N with u˜ · (G/N) = u · G relatively weakly compact. Hence
WτG:N (G) =W(G/N) ◦ qN is simply the subalgebra of elements which
are constant on cosets of N . The following is now an evident conse-
quence of Theorem 3.4.
Corollary 3.8. If (G, τG) is a weakly almost periodic group with closed
normal subgroup N , and π : G → B(X ) is a weakly almost periodic
representation, then
X πτG:N = {ξ ∈ X : π(n)ξ = ξ for each n in N}
is a π(G)-reducing subspace. In particular W(G/N) ◦ qN is a comple-
mented translation invariant subspace of W(G).
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Remark 3.9. (i) If G is locally compact, the quotient by any closed
normal subgroup is also locally compact. In this case, the corollary
above is obtained in [LaLo].
(ii) Returning to weakly almost periodic groups, notice that τG:N
induces a topology τG;N on G/N . We shall see in Section 6 that τG;N
may strictly coarser than the quotient topology τG/N on G/N . To
the author’s knowledge, it is an open question as to whether τG;N is
Hausdorff on G/N .
3.3. Lattice stucture of E-dL-G ideals. We first observe the order-
theoretic properties of our realisation of E-dL-G ideals.
Proposition 3.10. The map I : T (G) → EdLG(G), i.e. from the
maximal cococpact weakly almost periodic topologies to the set of E-dL-
G ideals of W(G), is antitone:
I(τ1) ⊇ I(τ2) if τ1 ⊆ τ2.
Furthermore, (I, I−1) is an antitone Galois connection on the pair
(T (G),EdLG(G)).
Proof. If τ1 ⊆ τ2 in T (G), then E(τ1)E(τ2) = E(τ2). Hence it follows
form definition that I(τ1) ⊇ I(τ2). We observe that I is bijective,
thanks to Theorem 3.2. 
We gain the following join operations on E-dL-G ideals.
Proposition 3.11. Let S ⊂ T (G) be non-empty. If S is finite, then
I(
⋂
S) =
∑
τ∈S
I(τ).
In particular the latter set is closed. For general such S we have
I(
⋂
S) =
∑
τ∈S
I(τ).
Proof. For the finite case, we will show this only for S = {τ1, τ2}, since
the general finite case follows from induction. We have that E(τ1∩τ2) =
E(τ1)E(τ2), by Proposition 2.13. If uj ∈ I(τj) for j = 1, 2 we have
(u1 + u2) · E(τ1 ∩ τ2) = (u1 · E(τ1)) · E(τ2) + (u2 · E(τ2)) · E(τ1) = 0,
so I(τ1) + I(τ2) ⊆ I(τ1 ∩ τ2). Conversely, if u ∈ I(τ1 ∩ τ2), write u =
u−u ·E(τ1)+u ·E(τ1). Then u−u ·E(τ1) ∈ I(τ1) and u ·E(τ1) ∈ I(τ2),
since E(τ1)E(τ2) = E(τ1 ∩ τ2).
To see the general case we first see that if u ∈ W⋂S(G) then we may
use Proposition 2.13, (2.8) and to see that
u = u · E(
⋂
S) = u ·
∏
E(S) = lim
F⋐S
FրS
u ·
∏
E(F)
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where each u · E(F) ∈ ∑τ∈F I(τ), and convergence is pointwise in
C(GW) ∼= W(G). On the relatively weakly compact set u · G the
pointwise and weak topologies coincide (see [BJM, A.6], for exam-
ple), and hence by an application of Hahn-Banach theorem we see
that u ∈∑τ∈S I(τ). To obtain the converse inclusion we observe that∑
τ∈S
I(τ) =
⋃
F⋐S
∑
τ∈F
I(τ) =
⋃
F⋐S
I(
⋂
F).
Each I(⋂F) ⊆ I(⋂S), by Proposition 3.10. 
Remark 3.12. We notice that if τ1, τ2 ∈ T (G), then I(τ1) ∩ I(τ2)
may be identified as the ideal in C(GW) of elements vanishing on the
ideal E(τ1)G
W ∪ E(τ2)GW , which is generally smaller than the ideal
E(τ1∨τ2)GW . Hence the infimum I(τ1)∧I(τ2), qua E-dL-G ideal, does
not generally coincide with usual meet I(τ1)∩I(τ2). See Example 4.4,
below. This seems to be in keeping with the fact that we do not have
an intrinsic description of E(τ1)∨E(τ2) = E(τ1 ∨ τ2) in terms of E(τ1)
and E(τ2).
With the considerations above, for a non-empty subset S of T (G)
we have lattice relations∧
τ∈S
I(τ) = I(
∨
S) and
∨
τ∈S
I(τ) = I(
⋂
S)
where the latter may be understood as the usual supremum of ideals,
thanks to Proposition 3.11.
4. Locally precompact topologies
4.1. Definition and semilattice structure. Let (G, τG) be a topo-
logical group. We define the set of pre-locally compact topologies on G
by
Tlc(G) =
{
σ(G, {η}) : η : G→ H is a continuous homomor-
phism into a locally compact group H
}
.
If τ = σ(G, {η}), as above, then Gτ = η(G) ⊂ H is, up to topologi-
cal isomorphism, the unique completion with respect to the two-sided
uniformity (or left, or right uniformity) with respect to τ . See the dis-
cussion in [IS07, Sec. 1]. Hence if τ ∈ Tlc(G), we let ητ : G → Gτ
denote the map into the completion.
The inclusions C0(Gτ )◦ητ ⊆ W(Gτ )◦ητ =Wτ (G) show that Tlc(G) ⊆
T (G).
The initial topology onG generated by the map s 7→ (ητ1(s), ητ2(s)) ∈
Gτ1 ×Gτ2 is τ1 ∨ τ2. Hence (Tlc(G),∨) is a subsemilattice of T (G).
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The following is suggested by [IS07, Thm. 2.2]. Regrettably, the
proof of the result, as stated there, is wrong, but corrected in the
Corrigendum [IS12]. Part (ii), however, answers a question left open.
Proposition 4.1. (i) T lc(G) = T◦E(Tlc(G)) ⊆ Tlc(G). Hence T lc(G) =
Tlc(G) ∩ T (G).
(ii) If τ1, τ2 ∈ T lc(G), then τ1 ∨ τ2 ∈ T lc(G). Thus (T lc(G),∨) is a
semilattice.
Proof. Since Gτ ∼= GT (E(τ))/ ker ηT (E(τ))τ is locally compact with K =
ker η
T (E(τ))
τ compact, H = GT (E(τ)) is locally compact. Indeed, let
η = η
T (E(τ))
τ : H → Gτ , V a compact neighbourhood of the identity in
Gτ and W = η
−1(V ). If F is a filter on W , then η(F) is a filter on
V , hence with cluster point t. It follows that every neighbourhood of
the compact set η−1({t}) meets each element of F . Since F1 ∩ F2 ⊆
F 1∩F 2, we see that {F ∩η−1({t}) : F ∈ F} is a filter base on η−1({t}),
and hence admits a cluster point, which in turn must be a cluster point
for F . Thus W is compact, and we have (i).
Part (ii) is immediate from part (i) and Proposition 2.12. 
We do not generally have that T lc(G) is a complete semilattice (see
[IS07, Sec. 6.3]), and no indication of whether or not it is generally a
lattice.
We note the following dichotomy result.
Proposition 4.2. Let τ ∈ T (G). Then either
(i) τ ∈ Tlc(G), which is exactly the case in which GW(E(τ)) is open
in E(τ)GW ; or
(ii) E(τ)GW \GW(E(τ)) is dense in E(τ)GW .
Proof. If τ ∈ Tlc(G), then so too is T (E(τ)), by Proposition 4.1. If
T (E(τ)) ∈ Tlc(G), then soo too is Gτ/ ker ηT (E(τ))τ . Hence let us assume
that τ = T (E(τ)) ∈ T lc(G). In this case C0(Gτ ) ⊆ W(Gτ ), from which
it follows that GWτ \ εW(Gτ ) is closed in GWτ . Thanks to Corollary
2.11 and (2.3), this is equivalent to having that GW(E(τ)) is open in
E(τ)GW . This is case (i).
If GW(E(τ)) in E(τ)GW , contains a neighbourhood of any of its
points, then it must be open. Hence if GW(E(τ)) is not open, then we
get (ii). 
4.2. The spine algebra. In this section we give a topological con-
struction of the spine algebra. A harmonic analysis based construction
is the main topic of [IS07, IS12]. For abelian groups, this construction,
in a dual context, goes back to [Var, Tay, Ino].
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Given τ ∈ Tlc(G), let Cτ0 (G) = C0(Gτ ) ◦ ητ . We define the spine
algebra by
C∗0(G) =
∑
τ∈Tlc(G)
Cτ0 (G) ⊆ Cβ(G).
Let us see that this is indeed an algebra. If τ1, τ2 ∈ Tlc(G), then
multiplication on Cτ10 (G)⊗ Cτ20 (G) factors through the injective tensor
product
Cτ10 (G)⊗ˇCτ20 (G) ∼= C0(Gτ1)⊗ˇC0(Gτ2) ∼= C0(Gτ1 ×Gτ2)
as the map of restricting to the diagonal, i.e. if uj ∈ C0(Gτj ), j = 1, 2,
then for s in G we have u1◦ητ1 ·u2◦ητ2(s) = u1⊗u2(ητ1(s), ητ2(s)). This
defines an element of Cτ1∨τ20 (G). Comparing with the join on Tlc(G),
we see that
(4.1) Cτ10 (G)Cτ20 (G) ⊆ Cτ1∨τ20 (G).
In order to learn about the structure of the spine algebra, we shall
use the following.
Lemma 4.3. [LaLo, Lem. 12] If H is a locally compact group, then all
non-zero translation invariant C*-subalgebras of C0(H) are of the form
C0(H/K) ◦ qK , where K is a compact normal subgroup and qK : H →
H/K is the quotient map.
An an immediate consequence we see that for τ1, τ2 in Tlc(G) that
(4.2) Cτ10 (G) ⊆ Cτ20 (G) ⇔ τ1 ⊆c τ2.
Furthermore, we see that
Cτ10 (G) ∩ Cτ20 (G) 6= {0} ⇔(4.3)
T ◦ E(τ1) = T ◦ E(τ2) = T ◦ E(τ1 ∨ τ2).
Indeed, if non-zero, the intersection algebra is isomorphic to the algebra
C0(Gτ1/K1) ∼= C0(Gτ2/K2) for compact subgroups Kj ⊆ Gτj , j = 1, 2,
and hence corresponds to τ3 ⊆c τj . But then by properties of the closure
operator T ◦ E we have T (E(τ3)) = T (E(τj)), for j = 1, 2. Hence we
find, using Proposition 2.13 that each T ◦E(τj) = T ◦E(τ1)∨T ◦E(τ2) =
T ◦ E(τ1 ∨ τ2). Conversely, the latter condition of (4.3) gives that
each τj ⊆c τ1 ∨ τ2, and the intersection is naturally isomorphic to
C0(Gτ1∨τ2/(ker ητ1∨τ2τ1 · ker ητ1∨τ2τ1 )).
Combining (4.2) and (4.3) we have
C∗0(G) = u-
⊕
τ∈T lc(G)
Cτ0 (G)
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where the direct sum u-
⊕
indicates that the direct sum is completed in
the uniform norm. The multiplication between the factors is indicated
by (4.1). Hence this is a commutative C*-algebra, graded over the
semilattice (T lc(G),∨). Similar examples are considered in [Mag].
The spectrum of C∗0(G) is a certain spine compactification G∗ of G.
This object is described in [IS07], and a description of its topology given
there, though with a correction in [IS12]. This is a Clifford semigroup,
of which specialized versions of this may be seen in [Ber] and [Mag].
Let us note that
G∗ =
⊔
τ∈T̂lc(G)
Gτ
where
(4.4) T̂lc(G) = {
∨
S : S ⊆ T lc(G)}
is the lattice completion of T lc(G). We note that for each S ⊆ T lc(G),
the set S ′ = {τ ∈ T lc(G) : τ ⊆
∨S} is both hereditary and directed,
and the group G∨S ∼= GS′, where the latter notation is that used in
[IS07]. If τ1, τ2 ∈ T lc, then τ1∧τ2 =
∨{τ ∈ T lc(G) : τ ⊆ τ1∩τ2}. Then
the multiplication on G∗ is given as follows: if s ∈ Gτ1 and t ∈ Gτ2 ,
then
st = ητ1τ1∧τ2(s)η
τ2
τ1∧τ2(t) ∈ Gτ1∧τ2
where ηττ = idGτ .
4.3. On totally minimal groups. A locally compact group (G, τG)
is called totally minimal if each quotient by a closed normal subgroup
admits a unique Hausdorff group topology. Connected totally minimal
groups are characterized by Meyer [May97a].
For totally minimal locally compact G we letN (G) denote the lattice
of closed normal subgroups and it is evident that we have
T (G) = {τG:S : S ∈ N (G)} = Tlc(G)
where τG:S is defined as in (3.1). We define a topological commensura-
bility relation on closed normal subgroups: S ∼ S ′ if both S/(S ∩ S ′)
and S ′/(S ∩ S ′) are compact. We note that
S =
⋂
{S ′ : S ′ ∼ S}
is closed and normal. The quotient S/S is a closed subgroup of G/S,
which admits the unique topology arising from the “diagonal” embed-
ding
xS 7→ (x(S ∩ S ′))S′∈N (G)
S′∼S
: G/S →
∏
S′∈N (G)
S′∼S
G/(S ′ ∩ S)
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and it follows that S/S is compact. Thus each equivalence class admits
a minimal element and we let N (G) denote the set of these minimal
representatives. We see, then, that
T (G) = {τG:S : S ∈ N (G)} = T lc(G).
We note that τG = τG:{e} and τap = τG:C , where C is the smallest
co-compact normal subgroup in G.
Furthermore, for S, S ′ in N (G) we have
(4.5) τG:S ∨ τG:S′ = τG:S∩S′ and τG:S ∩ τG:S′ = τG:SS′.
The pair of the map S 7→ τG:S and its inverse are an antitone Ga-
lois connection for the pair (N (G), T (G)), and hence for the pair
(N (G), T (G)), as follows Tarski’s fixed point theorem (as referenced
in Proposition 2.12).
When G is connected, it follows from [May97a, Theo. 4.5] that G is
totally minimal exactly when
W(G) = u-
⊕
S∈N (G)
C0(G/S) ◦ qS = u-
⊕
S∈N (G)
CτG:S0 (G) = C∗0(G).
We observe, then, that for S in N (G) we have
WτG:S (G) = u-
⊕
S′∈N (G)
S′⊇S
CτG:S0 (G) and I(τG:S) = u-
⊕
S′∈N (G)
S′ 6⊃S
CτG:S0 (G).
Example 4.4. The group G = C2 ⋊ T, with multiplication
(z, w, t)(z′, w′, t′) = (z + tz′, w + tw′, tt′)
is minimal, as indicated in [May97b, Rem. 18]. Let L denote the family
of one-dimensional C-subspace of C2. Then
N (G) = N (G) = {{e}, L⋊ {1} (L ∈ L),C2 ⋊ {1}}.
If L 6= L′ in L then (4.5) provides τG:L⋊{1} ∨ τG:L′⋊{1} = τG. Hence
we conclude for the meet of E-dL-G ideals that
I(τG:L⋊{1}) ∧ I(τG:L′⋊{1}) = {0}
while
I(τG:L⋊{1}) ∩ I(τG:L′⋊{1}) =
 u- ⊕
M∈L\{L,L′}
CτG:M⋊{1}0 (G)
⊕u C0(G)
as suggested in Remark 3.12.
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5. Unitarizable topologies
5.1. Definition and properties. Given a group G and a group topol-
ogy τ on G we let Pτ (G) denote the set of τ -continuous positive defi-
nite functions. We let the unitarizable topologies on a topological group
(G, τG) be given by
T u(G) = {τ ⊆ τG : τ is a group topology, with τ = σ(G,Pτ (G))}.
Let us justify the term “unitarizable”. Given u in Pτ (G) we review the
Gelfand-Naimark-Segal construction on u. On C[G] we consider the
positive Hermitian form[
n∑
i=1
αisi,
m∑
j=1
βjtj
]
u
=
n∑
i=1
m∑
j=1
αiβju(t
−1
j si)
and let Ku = {ξ ∈ C[G] : [ξ, ξ]u = 0}. We induce a form, hence a
Euclidean norm on C[G]/Ku, and letHu be the completion of the latter
space. We define πu : G→ U(Hu) by extending πu(s)ξ =
∑n
i=1 αissi+
Ku, where ξ =
∑n
i=1 αisi + Ku. Then for η =
∑m
j=1 βjtj +Ku we have
〈π(s)ξ, η〉 = ∑ni=1∑mj=1 αiβju(t−1j ssi). Hence it is evident that πu is
τ -weak-operator continuous. Let ξu = e+Ku, so u = 〈πu(·)ξu, ξu〉. We
then let
̟τ =
⊕
u∈Pτ (G)
πu on Hτ = ℓ2-
⊕
u∈Pτ (G)
Hπτ
and it is straightforward to check, using the polarization identity, (5.2)
below, that
σ(G, {̟τ}) = σ(G,Pτ (G)).
Hence ̟τ : (G, τ) → U(Hτ ) is a homeomorphism onto its range. We
use the well-known fact that so = wo on U(Hτ ), as is immediate from
the identity
(5.1) ‖uξ − vξ‖2 = 2‖ξ‖2 − 2Re〈uξ, vξ〉
for u, v in U(Hτ ), ξ in Hτ .
If τG ∈ Tu(G), then we call (G, τG) a unitarizable group. For such a
group we let ̟ = ̟τG on HG = HτG be the universal unitary represen-
tation. We shall assume that (G, τG) is unitarizable for the rest of this
section, and write P(G) = PτG(G). We let G̟ = ̟(G)
wo
(weak oper-
ator closure) which is a compact semi-topological semigroup. Notice,
then, that P(G) ⊂ C(G̟) ◦̟ ⊆ W(G), so Tu(G) ⊆ T (G).
TOPOLOGIES, IDEMPOTENTS AND IDEALS 23
We note that Tu(G) is a complete sublattice of T (G). Indeed, let
S ⊆ Tu(G). Then
̟S =
⊕
τ∈S
̟τ on HS = ℓ2-
⊕
τ∈S
Hτ
satisfies
∨S = σ(G, {̟S}) ∈ Tu(G). Just as with weakly almost
periodic topologies we see that⋂
S =
⋂
τ∈S
σ(G,Pτ (G)) = σ(G,P
⋂
S(G))
so
⋂S ∈ Tu(G) too.
We consider central idempotents
ZE(G̟) = {p ∈ G̟ : p2 = p and ̟(s)p = p̟(s) for each s in G}.
SinceG̟ is contained in the weak-operator compact unit ball of bounded
operators B(HG), ZE(G̟) consists of projections: p = p2 = p∗.
Theorem 5.1. There exist two maps
Tu : ZE(G
̟)→ Tu(G) and P : Tu(G)→ ZE(G̟)
which satisfy the relations
Tu(p1) ⊆ T (p2) if p1 ≤ p2 in ZE(G̟);
P (τ1) ≤ P (τ2) if τ1 ⊆ τ2 in Tu(G);
P (τ1) = E(τ2) if τ1 ⊆c τ2 in Tu(G); and
P ◦ Tu = idZE(G̟) while τ ⊆c Tu ◦ P (τ).
Hence if we let T u(G) = Tu(ZE(G̟)), then P : T u(G) → ZE(GW) is
an order-preserving bijection with inverse T .
Furthermore, T u(G) is a complete sublattice of Tu(G).
Proof. It is a straightforward exercise to recreate the proof of Theorem
2.8 in this context. We remark on some details. For the construction
of P , we need to observe that ̟τ : G → G̟τ = ̟τ(G)wo admits a
unique continuous extension ˜̟ τ : G
̟ → G̟τ . This is evident as ̟τ
is a subrepresentation of ̟. The intrinsic groups Gτ = G
̟τ (I) (where
I = ̟τ(eG)) are groups of unitaries, complete with respect to the two-
sided uniformity thanks to Theorem 2.1. [In fact, a more elementary
proof is available. If (vi) is a Cauchy net in G
̟τ (I), let v in G̟τ be
a cluster point. Use (5.1) to see that v ∗ v = I = vv∗ and that this
cluster point is unique.] If τ1 ⊆ τ2 in Tu(G), we let ητ2τ1 : Gτ2 → Gτ1 be
the unique continuous homomorphism extending the induced map from
G/{eG}τ2 to G/{eG}τ1 . If τ1 ⊆c τ2 in Tu(G), then K = ker ητ2τ1 , then
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averaging over K in G̟τ2 is achieved by compression by the central
projection
∫
K
̟τ2(k) dk.
That T u(G) is a complete sublattice of Tu(G) follows from the fact
that (P, Tu) is a Galois connection for the pair of partially ordered sets
(Tu(G),ZE(G̟)), and Proposition 2.12. 
The following is proved similarly as Corollary 2.11.
Corollary 5.2. Let for τ in T u(G), G̟τ = ̟τ(G)wo. Then we have
an isomorphism of semitopological semigroups
G̟τ = P (τ)G̟.
It can be checked for τ in Tu(G) that P (τ) = ̟W(E(τ)). However,
the following suggests that Theorem 5.1 may not be thus witnessed as
a straightforward corollary of Theorem 2.8.
Question 5.3. If τ ∈ Tu(G) and τ ′ ∈ T (G) with τ ⊆c τ ′, does it follow
that τ ′ ∈ Tu(G)?
If the answer to the question is ‘yes’, then T u(G) is a sublattice
of T (G). We note that this is already a quotient lattice. Indeed, we
observe that ZE(G̟) is a quotient of ZE(GW). If p ∈ ZE(G̟), we let
Sp = (̟
W)−1({p}), which by part (II) of the proof of Theroem 2.8,
admits a central idempotent, e, so ̟W(e) = p. We identify p = P (τ)
for some τ ∈ T u(G), and hence e = E(τ).
5.2. Decompositions of Fourier-Stieltjes algebras. We let the
Fourier-Stieltjes algebra of a unitarizable group (G, τG) be given by
B(G) = spanP(G).
Thanks to polarization identity, for a continuous unitary representation
π : G→ U(H) and ξ, η in H we have
(5.2) 4〈π(·)ξ, η〉 =
3∑
k=0
ik〈π(·)(ξ + ikη), ξ + ikη〉
and we see that B(G) consists of matrix coefficients of continuous uni-
tary representations. As with the case of a locally compact group, this
is a subalgebra: we use direct sums and tensor products of continuous
unitary representations, as in [Eym]. This is a Banach algebra, with
a certain norm, as noted in [LaLu12]. Let us briefly indicate this, but
with an alternative approach. Many of the indicated results are noted
in [LaLu15].
We let W∗(G) = ̟(G)′′ denote the von Neumann algebra gener-
ated by ̟(G) in B(HG), and W∗(G)⊗¯W∗(G) its normal spatial tensor
product.
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Theorem 5.4. (i) Each continuous unitary representation π : G→
U(H) admits a unique normal extension π′′ : W∗(G)→ π(G)′′.
(ii) We have duality relationship B(G)∗ = W∗(G) with duality
〈u, T 〉 = 〈π′′(T )ξ, η〉 where u = 〈π(·)ξ, η〉.
(iii) The map Γ = (̟ ⊗ ̟)′′ : W∗(G) → W∗(G)⊗¯W∗(G) admits
preadjoint Γ∗ : B(G)⊗ˆB(G) → B(G), which shows that B(G),
as the predual of W∗(G), is a Banach algebra of functions on
G.
(iv) Any closed translation-invariant subspace A of B(G) is of the
form
A = Z · B(G)
where Z ∈ ZProj(W∗(G)) is a central projection and
Z · 〈π(·)ξ, η〉 = 〈π(·)Zξ, η〉.
The symbol ⊗ˆ, above, indicates the operator projective tensor prod-
uct, of this predual space, B(G) = W∗(G)∗, with itself. See [EfRu] for
more on this. Hence we conclude that B(G) is a completely contractive
Banach algebra, which implies that it is a Banach algebra.
Proof. By construction ̟ is the direct sum of all continuous cyclic uni-
tary representations of G. Hence (i) is a simple matter of observing
that π can be gotten from ̟ by taking compressions, then amplifica-
tions. The action of B(G) on W∗(G) as functionals, indicated in (ii), is
one of normal functionals, and must be separating as span̟(G) is weak
operator dense in W∗(G), hence weak*-dense. Each normal functional
is a linear combination of 4 positive normal functionals, each which has
the indicated form.
Part (iii) is an immediate application of (i) and (ii) and duality.
Part (iv) is [Ars, (3.17)] (in the case that G is locally compact). The
present case can be achieved with the same proof. 
Now we get to our main application.
Theorem 5.5. Let τ ∈ T u(G), and
Bτ (G) = P (τ) · B(G) and I(τ) = (I − P (τ)) · B(G).
Then
Bτ (G) = {u ∈ B(G) : u is τ -continuous}
I(τ) = {〈π(·)ξ, η〉 : π admits no τ -continuous subrepresentations}.
Moreover we have a decomposition
B(G) = Bτ (G)⊕ℓ1 I(τ)
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into a closed translation-invariant subalgebra and a closed translation
invariant ideal.
Proof. Let E(G) = B(G)‖·‖∞ , the uniform closure of B(G). We call this
the Eberlein algebra of G. Then G̟ is the Gelfand spectrum of E(G);
see, for example, [SpSt, Theo. 2.4] or [Meg08, Theo. 3.12]. Analogously
to Theorem 3.2, we get a E-dL-G decomposition
E(G) = E τ (G)⊕ IE(τ).
Using Corollary 5.2 in place of Corollary 2.11 we see that E τ (G) =
E(G) ·P (τ) is the algebra of τ -continuous Eberlein functions, and IE(τ)
those Eberlein functions vanishing on P (τ)G̟.
We let Bτ (G) = B(G) ∩ E τ(G). We note that for s in G, that
left translation and predual action by ̟(s) on u in B(G) coincide:
s · u = ̟(s) · u. Hence letting P (τ) = wo- limi̟(si) we see that
P (τ) · u = u · P (τ) may be regarded, as an element of E(G), in a sense
analagous to the action of GW on W(G). The formulas describing
Bτ (G) and I(τ) follow immediately.
That the direct sum of the last formula is an ℓ1-direct sum follows
from [Ars, (3.9)]. 
Remark 5.6. Let ∆ = ∆(B(G)) ⊂ W∗(G) denote the Gelfand spec-
trum of B(G). We have that G̟ ⊆ ∆. Proper inclusion may hold, as is
shown by the Wiener-Pitt phenomenon on classical abelian groups. If
there were Z ∈ ZProj(W∗(G))∩∆\G̟, then u 7→ Z ·u is a homomor-
phism on B(G), with closed range, and hence it kernel (I−Z) ·B(G) is
an ideal. We do not know of an alternative description of such ideals,
or even if such Z exist.
6. Comparison with other classes of topologies
We point to some theorems and examples in the literature, showing
the scope of weakly almost periodic topologies. In this section (G, τG)
will be a Hausdorff topological group. We note the following inclusion
of families topologies which are defined in this paper:
(6.1) Tlc(G) ⊆ Tu(G) ⊆ T (G).
To see the first inclusion, we have for τ in Tlc(G) that τ = σ(G, Cτ0 (G)) =
σ(G, {λτ ◦ ητ}), where λτ : Gτ → U(L2(Gτ )) is the left regular repre-
sentation of the locally compact completion.
6.1. Linear representability. It is shown in [Tel] that there is a
weakly continuous representation π : G → Is(X ) (isometries on X
with weak operator topology) with τG = σ(G, {π}).
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6.2. Reflexive representability. (G, τG) is weakly almost periodic if
and only if there is a reflexive Banach space X and a weak operator con-
tinuous representation π : G → Is(X ) for which τG = σ(G, {(π, wo)}),
i.e. the topology on G is recoverable from the weak operator topol-
ogy on Is(X ). This important result is in [Sht], and is improved in
[Meg99], where it is further shown that τG = σ(G, {(π, so)}), i.e. strong
and weak operator topologies must coincide on π(G). Compare with
[dLG65, Theo. 2.8], as mentioned in Remark 3.7.
6.3. Some non-weakly-almost-periodic groups. (i) The groupG =
H+[0, 1] of orientation preserving homeomorphisms, with compact-open
topology, has that W(G) = C1, as shown by [Meg01]. Hence T (G) ={{∅, G}}.
(ii) The (real) Banach space c0, with its norm topology has that
εW : c0 → cW0 is not a homeomorphism onto its range, as shown by
[FeGa]. This Banach space and other non-weakly-almost-periodic Ba-
nach spaces are indicated in [BYBF].
6.4. Some weakly almost periodic but non-unitarizable groups.
(i) For n in N, the (real) Banach space G2n = L
2n(µ) is shown to be
reflexively representable, hence weakly almost periodic, in [Meg00]. For
n ≥ 2, G2n is not unitarizable, as noted below.
(ii) Following work of [Ban] and (i), above, it is shown in [GlWe]
that there is a discrete subgroup Γ of the real Banach space ℓ4, for
which ℓ1/Γ is weakly almost periodic, non-unitarizable, and mono-
thetic. Hence Tu(Z) ( T (Z).
6.5. Some non-locally compact unitarizable groups. (i) Given
a measure space (X, µ) the (real) Banach space Gp = L
p(µ) with
its norm topology is unitarizable exactly when 1 ≤ p ≤ 2. This
is the work of many authors, and the result put together in [Gal,
Theo. 2.2]. The proof of sufficiency is curiously simple. We see that
τGp = σ(Gp, {e−‖•−v‖p
2
: v ∈ Gp}), where each e−‖•−v‖p2 ∈ P(Gp), by
an old result of Schoenberg.
(ii) For any completely regular Hausdorff space X , the universal
(real) locally convex space G = L(X) generated by X is unitarizable,
and hence so too is the universal free abelian group A(X) as is shown
in [Usp]. In the course of the proof, he also notes that the Banach
space ℓ1 is unitarizable.
6.6. On quotients of weakly almost periodic and unitarizable
groups. Combining resuls 6.3 (ii) and 6.5 gives rise to an interesting
conculsion, noted in [FeGa]. Let Q : ℓ1 → c0 be a linear quotient
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map, and K = kerQ. Then the Banach space ℓ1 is unitarizable while
c0 = ℓ
1/K is not. In particular, in the notation of Remark 3.9 (ii),
τℓ1;K is not the quotient topology on ℓ
1/K.
In particular, the quotient of a unitarizable group need not be weakly
almost periodic, in particular need not be unitarizable.
The author is extremely grateful to J. Galindo for indicating this
example.
6.7. Proper inclusions of families of topologies. Let G = Z⊕N,
which is the free abelian group of countably infinite rank. If X is a
real Banach space with dense spanning sequence {ξ1, ξ2, . . . } (e.g. a
Schauder basis), we define ηX : G→ X by
ηX ((nj)j∈N) =
∞∑
j=1
(n2j−1
√
2 + n2j)ξj
and τX = σ(G, {ηX}). It is a well-known fact that Z
√
2 + Z is dense
in R, from which it follows that (G, τX ) admits completion GτX = X .
This completion is, in fact, the metrical completion of ηX (G) in the
norm of X . The examples τG (discrete topology), τ ℓ1 , τL4(µ) (µ is
Lebesgue measure on [0, 1], say) and τ c0 show that
Tlc(G) ( Tu(G) ( T (G) ( {all group topologies on G}.
We let T̂lc(G) be as given in (4.4). Let, as above, X be a separable
Banach space with fixed map ηX and topology τ
X as above, and assume
that τX ∈ Tu(G). We shall see that
(6.2) τ¯X = Tu ◦ P (τX ) ∈ T u(G) \ T̂lc(G).
We first note that X is an almost periodic group, since {e−if(•) : f ∈
X ∗} separates points. Hence, as observed in [IS12], τ¯X = τX ∨ τap.
We let S = {τ ∈ T lc(G) : τ ⊆ τ¯X}. Hence
∨S ∈ T̂lc(G), and is
the maximal such element dominated by τ¯X . We then consider the
map ητ¯
X∨
S : Gτ¯X → G∨S , and let σ = σ(Gτ¯X , {ητ¯
X∨
S}). Since Gτ¯X is an
extension of X be a compact group, we see for each τ in S that Gτ ,
having dense subgroup ητ¯
X
τ (Gτ¯X ), is almost connected, hence compactly
generated. Thus we see that Gτ = R
nτ × T where nτ ∈ N and T is
compact, and we have that τ = τnτ ∨ τap, where τnτ is induced by the
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map from Gτ¯X into R
nτ . For a net (ξi) and a point ξ0 in Gτ¯X we have
σ- lim
i
ξi = ξ0 ⇔ lim
i
ητ¯
X
τ (ξi) = η
τ¯X
τ (ξ0) in Gτ for each τ in S
⇔ lim
i
ητ¯
X
τnτ
(ξi) = η
τ¯X
τnτ
(ξ0) in R
nτ for each τ in S
and lim
i
ητ¯
X
τap(ξi) = η
τ¯X
τap(ξ0) in G
ap.
On finite dimensional vector spaces, weak and norm topologies coincide.
Hence we may consider a net in X which is weakly converging but with
no norm converging subnets. For example, let F denote the set of all
finite subsets of X ∗, and direct F × N by (F, n) ≤ (F ′, n′) if F ⊆ F ′
and n ≤ n′; and let ξ(F,n) be in
⋂
f∈F ker f of norm n. If we let (ξi) be
subnet of a lift of such a net, which converges as above, then the net
(ητ¯
X
τX (ξi)) cannot converge in the norm topology of X , hence (ξi) cannot
converge in Gτ¯X . If follows that τ¯
X (
∨S, and hence (6.2) holds.
It is now straightforward to conclude that
T lc(G) ( T̂lc(G) ( T u(G) ( T (G).
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