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Re´sume´ en franc¸ais
Ce travail de recherche vise a` de´finir des me´thodologies pour la pre´diction robuste et l’optimisation
de la performance acoustique, aux basses fre´quences, de syste`mes se´paratifs dits ”le´gers” du baˆtiment.
Dans les faits, acceptation et demandes croissantes sont observe´es au cours des dernie`res de´cennies en-
vers la construction bois multi-e´tages. Cependant, au sein d’une industrie du baˆtiment bien structure´e
autour de la construction dite ”lourde”, les principes constructifs centre´s autour du bois repre´sentent un
de´fi industriel dans de nombreux domaines, parmi lesquels l’e´valuation de la qualite´ acoustique. Ainsi,
et malgre´ un encouragement par des politiques publiques [1] pour atteindre un objectif de 20 % de bois
au sein de la construction en France d’ici a` 2020, la part globale de la construction le´ge`re augmente
difficilement [2]. Pourtant, les aspects positifs associe´s couvrent un large e´ventail, combinant qualite´s
thermiques intrinse`ques, mate´riaux durables, fabrication industrielle modulaire, rapidite´ de montage, etc.
En particulier, la pre´fabrication en se´rie de syste`mes le´gers permet un controˆle strict de la qualite´ et une
gestion des ressources ame´liore´e, ouvrant dans le meˆme temps la voie a` des processus d’optimisation
de structure. En ce qui concerne le confort acoustique, la principale source de complaintes du point de
vue des concepteurs re´sulte du manque de donne´es ou de retours d’expe´riences, mais aussi de l’absence
de me´thodes pre´dictives a` un stade pre´coce de la conception, ce qui a la plupart du temps pour effet un
rejet pur et simple des projets ou bien des solutions couˆteuses et surdimensionne´es. En conse´quence, des
projets de recherche nationaux ou internationaux ont e´te´ initie´s (en Europe : Acoubois, AkuLite, Acu-
Wood, COST, Silent Timber Build) pour enrichir la connaissance des structure le´ge`res et des principes
constructifs a` base de bois, et dans le meˆme temps de communiquer les enseignements acquis au cours
de ces recherches.
Par suite, une me´thodologie a e´te´ introduite dans le cadre du COST Action FP0702 (Coope´ration
europe´enne en science et technologie) [3] pour la pre´diction de la performance acoustique a` l’e´chelle
du baˆtiment. L’approche initiale a e´te´ introduite dans [4] comme un moyen d’e´tendre la me´thode SEA
(Statistical Energy Analysis) incluse dans le corpus normatif actuel [5] et largement utilise´ pour les
constructions lourdes. En particulier, une mise a` jour des normes NF EN 12354-1 (relative a` l’isolement
au bruit ae´rien) et NF EN 12354-2 (relative a` l’isolement au bruit d’impact), pour la construction le´ge`re,
est actuellement soumise a` examen. De telles approches ne´cessitent des indices de performance associe´s
aux chemins de transmission directs des diffe´rents syste`mes se´paratifs mis en oeuvre dans le baˆtiment
e´value´. A` l’heure actuelle, ces indices associe´s a` la performance individuelle des syste`mes proviennent
de mesures expe´rimentales en laboratoire. Le de´fi scientifique re´side alors dans la grande diversite´ des
syste`mes constructifs bois dont les performances doivent eˆtre e´value´es. En conse´quence, le besoin en
me´thodes pre´dictives capables de prendre en compte la complexite´ structurelle de ces syste`mes afin
d’e´valuer leur performance acoustique individuelle est le facteur de motivation pour cette recherche.
Tel que mis en avant par de nombreux chercheurs au cours des anne´es (de manie`re non exhaustive
dans [6–13]), la performance aux basses fre´quences de ces structures est critique en ce qui concerne
l’acceptation par les habitants. En effet, les mobilite´s me´caniques de ces dernie`res (qui sont plus im-
portantes par comparaison avec les syste`mes lourds), associe´es a` des niveaux e´leve´s d’e´nergie injecte´e
dans les basses fre´quences (bruits de pas, syste`mes audio ou e´quipements tel que re´seau sanitaire, etc.),
ge´ne`rent insatisfactions ou plaintes si la question de la performance acoustique n’est pas soigneusement
traite´e. Par suite, les chemins de transmission directs au travers de ces syste`mes sont ge´ne´ralement
pre´dominants par rapport aux voies de transmission late´rales et motivent une recherche approfondie
a` l’e´chelle du syste`me. En outre, les indices uniques de performance sont, dans le cas des syste`mes
se´paratifs le´gers, domine´s majoritairement par les premiers tiers d’octave jusqu’a` 200 Hz. En guise
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d’argument final, il peut eˆtre note´ que les e´ventuelles tentatives de correction acoustique apre`s-coup
telles que l’ajout de reveˆtements de sol, de planchers flottants ou de plafonds de´couple´s sont montre´es
inefficaces aux tre`s basses fre´quences (voir par exemple [7]), ce qui plaide en faveur d’une de´marche qui
doit eˆtre mene´e lors la phase de conception initiale.
Enfin, compte tenu de la large gamme de performances observe´es aux basses fre´quences pour des
syste`mes nominalement identiques [14–17], de la complexite´ des syste`mes assemble´s et du question-
nement re´current sur l’effet des conditions de mise en oeuvre [18, 19] et, aspect non ne´gligeable, de
la nature inhomoge`ne des mate´riaux de construction le´gers, les incertitudes constituent une the´matique
centrale [8, 10, 20, 21]. A la connaissance de l’auteur, seules des approches a posteriori sont a` ce jour
utilise´es pour l’e´valuation de la robustesse de la performance acoustique des syste`mes du baˆtiment, de
sorte que les incertitudes en sortie de mode`le ne de´pendent pas de l’e´tat ou des proprie´te´s du syste`me
me´canique. En conse´quence, les diffe´rentes sources d’incertitude ne sont, a` l’heure actuelle, pas claire-
ment identifie´es et par conse´quent ne peuvent pas eˆtre propage´es aux sorties de mode`les nume´riques ni
eˆtre inte´gre´es aux processus de conception.
En accord avec le contexte pre´ce´demment introduit, et en particulier compte tenu de l’e´tat de l’art
des mode`les existants et du manque ge´ne´ral de connaissances sur le comportement vibro-acoustique
associe´ a` de tels syste`mes dans la gamme de fre´quences d’inte´reˆt, une strate´gie de recherche est de´finie.
Tout d’abord, deux efforts de mode´lisation doivent eˆtre mene´s, le premier portant sur la construction
d’un mode`le nume´rique de´terministe pertinent vis a` vis du proble`me vibro-acoustique basses fre´quences
associe´ aux structures le´ge`res, et le second e´tant de´die´ a` la construction de mode`les probabilistes pour
les variables ale´atoires du proble`me. En effet, la pre´diction de la performance acoustique associe´e a`
l’isolement au bruit ae´rien et au bruit d’impact ne´ce´ssite un mode`le nume´rique incluant une description
de´taille´e de domaines structuraux, acoustiques et poroe´lastiques ainsi que de leurs couplages. A ce titre,
la me´thode des e´le´ments finis est choisie pour la mode´lisation de ce proble`me multi-physique/multi-
domaine. Le cadre de la the´orie de l’e´lasto-acoustique line´aire [22, 23] est choisi pour la mode´lisation
des parties structurales et des cavite´s acoustiques internes, les milieux poroe´lastiques e´tant quant a` eux
mode´lise´s au travers de la the´orie de Biot-Allard [24]. En fonction des proprie´te´s me´caniques de la phase
solide du mate´riau poreux, la formulation utilisant les de´placements de la phase solide et de la phase
fluide comme variables d’e´tat est avantageusement remplace´e par une formulation de fluide e´quivalent.
De plus, en ce qui concerne les connexions des multiples sous-domaines structuraux mis en oeuvre, le
mode`le pre´sente´ dans [25] pour l’analyse des assemblages autour de configurations rigidement lie´es est
utilise´. Par souci de flexibilite´ et d’adaptabilite´, l’ensemble du code de calcul, mailleur, e´le´ments finis et
solveurs sont implemente´s sous Matlab dans un cadre nume´rique unifie´.
Par suite, le mode`le nume´rique qui re´sulte de la discre´tisation par e´le´ments finis du proble`me vibro-
acoustique appartient a` une classe donne´e de mode`les mathe´matiques avec des entre´es et dont les sorties
sont utilise´es pour la construction des indicateurs de performance acoustique. En raison du processus
de mode´lisation mathe´matique-me´canique associe´ a` ces syste`mes complexes, il existe des erreurs de
mode´lisation qui induisent la propagation d’incertitudes dites de mode`le aux observables, et qui ne peu-
vent eˆtre prises en compte par aucune variation des parame`tres d’entre´e. Parmi les sources sous-jacentes
d’incertitudes dans les re´fe´rences [8, 10, 14–21] existent par conse´quent deux types d’incertitudes qui
doivent eˆtre prises en compte pour obtenir une pre´diction robuste. Afin de mode´liser et de quantifier les
fluctuations statistiques parmi les entre´es ou les parame`tres de conception (ci-apre`s de´signe´s en tant que
parame`tres du syste`me), ainsi que les incertitudes de mode`le induites par les erreurs de mode´lisation,
il est propose´ de suivre l’approche probabiliste ge´ne´ralise´e des incertitudes introduite par Soize [26].
Une telle approche consiste a` remplacer les matrices ge´ne´ralise´es d’un mode`le e´le´ments finis de dimen-
sion re´duite par des matrices ale´atoires. Les mode`les probabilistes de ces matrices ale´atoires sont alors
construits a` partir de variables ale´atoires inde´pendantes mode´lisant respectivement les fluctuations statis-
tiques associe´es aux parame`tres du syste`me et aux incertitudes de mode`le. En particulier, ces dernie`res
sont mode´lise´es au travers de l’approche probabiliste dite non-parame´trique des incertitudes [27, 28].
Il apparait alors ne´ce´ssaire de disposer d’un mode`le nume´rique de dimension re´duite pour la con-
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struction d’un tel mode`le probabiliste. La projection du syste`me line´aire en coordonne´es physique sur
une base tronque´e de dimension minimale ne´ce´ssite en particulier la de´finition d’une strate´gie pour la
construction d’une telle base. Dans le cadre d’un proble`me vibroacoustique conventionnel, les strate´gies
de re´duction de mode`le sont bien de´finies et utilisent des se´ries tronque´es de vecteurs propres solutions
de proble`mes aux valeurs propres ge´ne´ralise´s respectivement associe´s a` la structure ou au fluide acous-
tique interne [22, 23, 29, 30]. De meˆme, la de´finition d’une telle strate´gie a e´te´ investigue´e dans le cadre
de milieux poroe´lastiques. Historiquement, un premier effort a e´te´ dirige´ vers les formulations mixtes
de´placements/pression [31–34] avec des re´sultats mitige´s en raison d’instabilite´s ou de proble`mes de con-
vergence. L’utilisation de bases modales de´couple´es pour un proble`me fortement couple´ pose e´galement
la question de la limite de troncature en fre´quence. Dans le meˆme temps, des recherches ont e´te´ initie´es
en direction des formulations syme´triques en de´placements/de´placements [35–40], pourtant moins pop-
ulaires en raison de la performance nume´rique en solveurs directs des quatre degre´s de liberte´ associe´s
aux formulations mixtes. Ce travail s’inscrit en continuite´ de ces recherches pour la de´finition d’une
strate´gie globale de re´duction de mode`le par sous-structuration dynamique adapte´e aux proble`mes vibro-
acoustiques basses fre´quences incluant des milieu poroe´lastiques tridimensionnels.
Faisant suite a` un premier effort de mode´lisation, de l’information expe´rimentale est recherche´e afin
d’enrichir la connaissance me´canique des syste`mes se´paratifs le´gers du baˆtiment. En particulier, des
inconnues sont a` lever concernant les proprie´te´s e´lastiques des mate´riaux mis en oeuvres, les connexions
des diffe´rents e´le´ments structuraux et les fluctuations statistiques associe´es. L’objectif est alors triple.
Premie`rement, les lois de comportement de mate´riaux peu ou pas documente´s sont identifie´es. Dans les
faits, la caracte´risation me´canique des mate´riaux le´gers est la plupart du temps limite´e a` l’e´valuation de la
re´sistance a` une charge statique de´finie par la norme et l’information qui en ressort n’est par conse´quent
pas suffisante pour une mode´lisation en dynamique. Deuxie`mement, le comportement dynamique des
assemblages d’e´le´ments structuraux est caracte´rise´. En effet, une particularite´ des syste`mes de construc-
tion le´gers est la pre´sence d’un nombre e´leve´ de connexions structurelles. Une e´tape ne´cessaire dans la
compre´hension de leur comportement vibroacoustique consiste a` eˆtre en mesure de mode´liser correcte-
ment les chemins de transmission vibatoires. Il est alors montre´ qu’une prise en compte de la flexibilite´
des connexions est un pre´requis pour une bonne pre´diction des fonctions de transfert structurelles. En-
fin troisie`mement, les hyperparame`tres des mode`les probabilistes pre´ce´demment e´voque´s vont pouvoir
eˆtre identifie´s. Une de´marche expe´rimentale est alors construite. Afin de s’affranchir autant que possi-
ble de l’influence de l’inhomoge´ne´ite´ des mate´riaux ou de conditions aux limites non-maıˆtrise´es sur les
donne´es expe´rimentales, les mesures sont e´ffectue´es sur des e´le´ments structuraux de taille re´elle et sus-
pendus. Une excitation des syste`mes conside´re´s permet alors l’extraction d’une information dynamique,
sous la forme de mobilite´s. Par suite, des proble`mes inverses de´terministes et stochastiques sont con-
struits pour l’identification des parame`tres ou hyperparame`tres des mode`les conside´re´s. En particulier,
ces derniers sont obtenus par l’interme´diaire d’une strate´gie originale. Deux proble`mes de maximisation
de la vraissemblance sont construits successivement ou` le premier, peu couˆteux, offre un point de de´part
avantageux au second.
Enfin, la recherche d’une conception optimale parmi un certain nombre de configurations admissi-
bles, constitue´es de l’assemblage de divers produits manufacture´s et dont les caracte´ristiques doivent eˆtre
conformes a` la re´glementation, revient a` re´soudre un proble`me combinatoire. En particulier, en raison
des valeurs discre`tes prises par les parame`tres admissibles, il n’existe pas d’application continue entre
l’espace de recherche et la performance objective du syste`me. De´rive´es et gradients ne peuvent pas eˆtre
de´finis et un algorithme e´volutionnaire [41], particulie`rement adapte´ aux espaces de recherche discrets et
a` l’optimisation multi-objectifs, est choisi et mis en œuvre afin de re´soudre des proble`mes d’optimisation
sous-incertitudes. La de´finition des fonctions de performance objective associe´es a` l’isolement au bruit
ae´rien et au bruit d’impact est e´ffectue´e dans le but de se conformer autant que possible a` la perfor-
mance re´sultant des essais normalise´s en laboratoire. En particulier, une me´thode est pre´sente´e pour la
construction de l’excitation associe´e a` la machine a` choc normalise´e.
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CHAPTER 1. INTRODUCTION
1.1 Context
The present research aims at defining methodologies for the robust prediction and optimisation of
the acoustic performance, at low frequencies, of lightweight wood-based separative systems used within
building construction. As a matter of fact, an increasing acceptance and demand over multi-storey
wooden buildings was observed during the last decades. However, within a well established heavy
construction industry, such building techniques represent an industrial challenge in many areas, among
which acoustic quality assessment. Thus, despite being stimulated by public policies [1] to reach the
objective of 20% of wood within building construction in France by 2020, the share of lightweight con-
struction struggles to increase [2]. Yet, associated positive aspects range from intrinsic thermal qualities
to sustainable materials, possible industrial modular manufacturing, quick assembly etc. In particular,
serial prefabricated systems allow gains in quality control and resource management as well as open the
way to research spendings into structural optimisation processes. In regard to acoustic comfort, most of
the blame, from the designers point of view, comes from the lack of data or feedback but also from the
lack of predictive methods at the early design stage, ensuing rejection of the projects or costly overde-
signed solutions. By way of consequence, national or international research projects were initiated (in
regard to Europe : Acoubois, AkuLite, AcuWood, COST Actions, Silent Timber Build) to enrich sci-
entific knowledge about lightweight wood-based structure as well as to release practical information
acquired during the course of such researches.
Thus, a methodology was introduced within the COST Action FP0702 (European Cooperation in
Science and Technology) [3] for a prediction of the acoustic performance at the building scale. The
initial approach was introduced in [4] as a way to extend the predictive capacity of the first order SEA
method (Statistical Energy Analysis) included within the current set of standards [5] and extensively used
for heavy constructions. In particular, updated editions of the standards NF EN 12354-1 (airborne sound
insulation) et NF EN 12354-2 (impact sound insulation) including lightweight buildings are currently
submitted for review. Such approaches require the performances associated with the direct transmission
paths of the different separative systems involved within the considered building. At the moment, the
respective indices associated with the individual performance of the different lightweight systems de-
rive from experimental measurements in laboratory. The challenge consequently lies in the diversity of
lightweight wood-based systems whose performances have to be evaluated. Ensuing, the need for pre-
dictive methods able to take into account the structural complexity of those systems in order to evaluate
their raw acoustic performance is the motivating factor for this research.
Furthermore, as enlightened by many researchers over the years (such as non-exhaustively in [6–13]),
the low frequency performance is critical in regard to lightweight structures acceptance by inhabitants.
Indeed, such designs display higher mobilities in comparison with heavy systems which, associated with
the high levels of energy in the lower frequency bands injected by footsteps, modern audio devices or
building service equipments (such as waste water installations, etc..), yields issues and complaints if
not carefully considered. Ensuing, direct transmission paths through separative systems are generally
predominant in comparison with lateral transmission paths and motivate for extensive research at the
system scale. Besides, the global performance indices in regard to lightweight building systems are
dominated in most cases by the performance within the first third octave bands up to 200 Hz. More,
potential late system rectifications such as floor coverings, floating floors or decoupled ceilings are shown
to be inefficient at very low frequencies (see for example [7]) advocating for early considerations at the
design phase. However, it can be noted from the previous reference that the medium to high frequency
performance is naturally better than the one displayed by heavy structures.
Finally, given the wide range of performances observed at low frequencies with respect to nomi-
nally identical systems [14–17], the complexity of the assembled systems associated with the longtime
questionning about workmanship effects [18, 19] and, last but not least, lightweight construction mate-
rials which are by-nature non-homogeneous, uncertainties constitute a recurrent thematic in regard to
lightweight wood-based systems [8, 10, 20, 21]. To the best knowledge of the author, only output error
approaches are used to assess the evaluated performance, such that uncertainties are not dependent on the
state or properties of the mechanical system. Following, the different intrinsic sources of uncertainties
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are, at the present time, not clearly identified and consequently cannot be propagated to the output of a
computational model nor be integrated within the design process.
1.2 Objectives
Given the previous context, the following objectives are defined for this research. The first objective
consists in defining a computational framework, suited to low frequencies and able to handle the struc-
tural complexity inherent to lightweight wood-based building systems. In particular, models need to be
constructed in regard to the external excitations of the system according to the standard evaluation of air-
borne and impact sound insulation in laboratory conditions. That way, part of the individual performance
required by the above-mentionned prediction method at the building scale can be obtained. Moreover,
outputs of the computational models can be compared with laboratory experimental data. Then, the sec-
ond objective consists in validating the computational models associated with the structural components
with experimental measurements. At the same time, variations among experimental data as well as dis-
crepancies with respect to the computational model will be investigated to identify potential sources of
uncertainties, can they be associated with system parameters or modeling errors. The third objective
consequently lies within the modeling of the detected sources of uncertainties and the identification of the
associated hyperparameters. Uncertainty quantification can then be performed in order to propagate un-
certainties to the observables and to construct confidence regions allowing robust prediction. Finally, the
fifth objective is, given the computational model constructed for the systems, the probabilistic models
constructed and identified with respect to uncertainty sources and external excitation models associated
with the standard laboratory evaluation procedures, to be able to identify robust optimal designs.
1.3 Strategy
According to the previously formulated objectives associated with this research, the following strat-
egy is defined. First of all two modeling efforts have to be conducted, the first one in regard to determinis-
tic vibroacoustic computational models suited for lightweight building systems within the low frequency
range and the second one in regard to probabilistic modeling. Thus, in regard to the prediction of the
acoustic performance associated with airborne and impact sound insulation of the complex systems of
interest, a computational model requires a detailed description of structural, acoustic and poroelastic
components and their coupling. As such, the finite element method is chosen for the construction of
computational models suited for such multi-physics coupled problem. The framework of the classical
linear elastoacoustic theory [22, 23] is used with respect to the structure and internal acoustic cavities
meanwhile poroelastic media are described through the Biot theory [24]. Moreover, in regard to the
structural connections of the multiple involved subparts, the model introduced in [25] and suited for the
analysis of assemblies around perfectly tied configurations is used. For the sake of flexibility and adapt-
ability, the whole computational code, mesher and finite elements are implemented in Matlab within a
unified software framework.
Ensuing, constructed computational models belong to given classes of mathematical models with
inputs and whose outputs will be used for the definition of acoustic performance indicators. Due to
the mathematical-mechanical modeling process associated with complex systems, modeling errors ex-
ist and induce the propagation of model uncertainties to the output of the computational models, that
cannot be taken into account by any variation of the inputs. Among the underlying sources of uncer-
tainties within the references [8, 10, 14–21] consequently exist two types of uncertainties that have to be
taken into account to obtain a robust prediction. In order to model and quantify statistical fluctuations
among the inputs or design parameters (hereinafter denoted as system parameters) as well as model un-
certainties induced by modeling errors, it is proposed to follow the generalized probabilistic approach of
uncertainties introduced by Soize [26]. Such an approach consists in substituting the generalized matri-
ces of a reduced order computational model with random matrices, whose probabilistic models involve
independent random variables respectively associated with system parameters uncertainties and model
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uncertainties. Thus, the prior probabilistic models of such random variables are constructed within the
framework of the so-called probabilistic approach of system parameters uncertainties and within the
framework of the nonparametric approach of model uncertainties induced by modeling errors [27, 28].
Furthermore, the nonparametric approach requires the introduction of a reduced order computational
model resulting from the projection of the linear dynamical system in the physical coordinates onto a ba-
sis of reduced dimension. Thus, strategies for the construction of ad hoc projection basis associated with
structural, acoustic and poroelastic media are investigated within the framework of component mode
synthesis methods. The generalized probabilistic approach of uncertainties is subsequently implemented
within the previously introduced unified software framework.
Following the first modeling effort, experimental information is sought to enrich the mechanical
knowledge of the lightweight building systems, be it about the elastic properties of lightweight materials
or the connections of the different structural elements. Indeed, the mechanical characterisation of such
materials is most of the time limited to the assessment of the static load resistance requirements defined
by the standards and consequently not adapted to advanced dynamical modeling. In order to avoid as
much as possible an influence of the materials inhomogeneities or uncertain boundary conditions on the
experimental data, the measurement setup involves suspended full scale lightweight elements. Then, an
output-error approach is used as kinematic quantities are observed and compared with the ones resulting
from the solutions of the computational models. Ensuing from such experimental data, deterministic and
stochastic inverse problems are constructed with respect to the identification of system parameters and
associated prior probabilistic models.
Finally, seeking for optimal designs among admissible configurations, with respect to such systems
constituted of the assembly of engineered products and whose characteristics have to be consistent with
the regulation, happen to be equivalent to a combinatorial problem. Thus, due to the discrete values
taken by the admissible design parameters, there is no continuous mapping from the search space of
the configurations to the space of the fitness functions representative of the objective performance of
a system. Consequently, derivatives cannot be defined and the class of evolutionnary algorithm [41],
particularly well suited for discrete search spaces, is chosen and implemented in order to solve robust
optimisation problems.
1.4 Positioning
In an extensive state of the art [10], authors emphasized on the lack of predictive models able to
take into account the complexity of lightweight wood-based systems. In regard to airborne sound insu-
lation, the litterature survey undertaken in [42] converges towards the same conclusions after reviewing
many models. As previously mentioned, the challenge with respect to such systems lies in the wide
spread of admissible configurations resulting from the combination of varying stiffeners, boards, acous-
tic cavities or insulating materials, and in particular in the fact that such assemblies do not result in
classical multi-layered systems, for which case theory is well established. Thus, resulting systems ex-
hibit various transmission paths between outer layers whose prevalence is a priori unknown. Without
dwelling at length about the history of the predictive models in building acoustics, [10] summarizes the
current expectations in regard to the development of reference predictive methodologies, stating that ”in
lightweight and/or orthotropic structures the capacity of suggesting new solutions, even inventions, lies
in the possibility to simulate details beyond the current practise and beyond the capacity of standard or
non-standard simplified methods”.
The generality and extensive use of the finite element method in regard to low frequency vibroacous-
tic problems, such as presented in [22, 23, 29, 30], is then attractive for the development of a reference
approach. In particular, over the last decade the simulation of the three dimensional behavior of poroe-
lastic media became more and more affordable due to increasing computational resources. Several finite
element formulations were proposed with different choices of primary variables. Equivalent fluid mod-
els [24, 43–46], with the scalar pressure in the poroelastic medium as primary variable, were presented
at an early stage with the distinction between rigid and limp frame models. Depending on the physical
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properties and on the problem, the solid phase, or frame, can be considered infinitely rigid and motion-
less. This is typically the case when the inertial and viscous couplings are weak and the frame is not
submitted to a structural excitation (poroelastic material used as a wall covering for example). When
using lightweight limp frame poroelastic materials, such as fibrous, as a filling material for panels, the
necessity to take into account the inertial effect of the frame was emphasized [44, 46, 47], in particular
at low frequencies. For very limp materials, such as fiberglass, it was shown that the structural coupling
is not influencial in the sound transmission at low frequencies [48] and the limp frame model is valid.
However, in the general case (such as during an optimisation process) one has to take care of the nature
of the coupling [49]. Various formulations for the full description of the poroelastic medium were pro-
posed [45, 50–56], with two distinct fields as the primary variables for the two solid and fluid phases.
The displacement field is classicaly used for the solid phase while the displacement field, pressure field
or combination of pressure and displacement potential can be used to describe the fluid phase leading,
depending on the case, to symmetric or nonsymmetric formulations.
In order to model and quantify uncertainties resulting from statistical fluctuations within physical
properties or assembly conditions mentioned in [8, 10, 14–21] it is proposed to follow the methodol-
ogy introduced by Soize [26–28]. In particular, such methodology involves the so-called nonparametric
approach of model uncertainties induced by modeling errors, which consists in introducing prior prob-
abilistic models associated with the uncertain symmetric positive definite generalized matrices of the
problem. The extension to various applications was undertaken within extensive series of papers from
earthquake engineering [57,58], to elasticity theory [59,60], dynamical substructuring [25,61] or vibroa-
coustic applications [30, 62] including robust optimisation of vibroacoustic systems [63]. Ensuing the
construction of probabilistic models suited to computational dynamics, strategies were defined in regard
to the identification of the prior probabilistic model associated with system parameters uncertainties as
well as with the nonparametric approach of model uncertainties. Thus, in [64, 65], using experimental
kinematic quantities resulting from the forced excitation of a set of uncertain systems, deterministic in-
verse problems are constructed in order to obtain optimal realisations of the random variable of interest.
Then, the maximum likelihood method is used to find the optimal probabilistic model associated with
such random variable. Later on, a second strategy was introduced in [26, 66, 67]. With respect to the un-
certain boundary value problem of interest, an ad hoc stochastic computational model is constructed and
indexed on a set of hyperparameters. Then, for given values of the hyperameters it is possible to evaluate
the statistics of random outputs of the computational model, using a stochastic solver such as the Monte
Carlo method for example. Thus, the likelihood of experimental observables can be determined with
respect to random outputs of the aforementioned stochastic computational model in order to find optimal
hyperparameters.
A framework for uncertain computational classical vibroacoustics at low frequencies is well estab-
lished and summarised in [22]. In regard to poroelastic materials, probabilistic approaches were initiated
with respect to impedance modelings such as for example in [68–70], but are not considered in this
work which is focused on a three dimensional continuum modeling. Following the previous introduc-
tion of the generalized approach of uncertainties, there is consequently a need for the definition of a
reduced order model suited for poroelastic applications. In the context of classical vibroacoustic prob-
lems, methodologies are well defined to obtain reduced order models from the projection on truncated
series of eigenvectors which are solutions of distinct generalized eigenvalue problem respectively associ-
ated with the structure or the internal acoustic fluid [22, 23, 29, 30]. Similarly, the definition of a general
methodology through the resolution of a standard eigenvalue problem or set of eigenvalue problems was
investigated for poroelastic media. Over the different formulations that were discussed in the previous
paragraph, a first effort was directed towards the mixed displacement pressure formulations [31–34] with
mixed results due to unstabilities or convergence problems. The use of decoupled modal basis for a
strongly coupled problem also asks the question of the definition of the truncation limit, as a number of
eigenvectors out of the frequency band of interest will be involved to ensure the convergence. At the
same time, investigations were conducted in regard to the symmetric displacement formulations, less
popular due to the computational efficiency with respect to direct solvers, of the four degrees of free-
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dom per node mixed formulations. A decoupled eigenvectors basis was proposed in [35, 36] which was
showing promising results in terms of convergence but dealt with spurious frequencies in the fluid, in-
herent to the displacement formulation, in a manner that was not adapted to the simple implementation
of a standardized procedure. More recently the symmetry of the formulation was used as an advantage
to construct a basis of real coupled eigenvectors in a general way, without assumptions on the material
properties or the couplings. In [37] the authors compared, for a two dimensionnal poroelastic medium
sample submitted to an prescribed displacement, the convergence rate of different truncated basis with
respect to the boundary conditions prescribed for the definition of the eigenvalues problems. They also
introduced the idea of mixed fixed-free boundary condition respectively for the solid and fluid phase.
In [38–40] the real static limit of the complex frequency dependent operators was used for the definition
of a generalized eigenvalue problem involving real matrices but the methodology presented convergence
problems and a high eigenmode density.
1.5 Structure of the document
This dissertation is structured as follows and thematics articulate according to Fig 1.1.
Chapter 2 presents the boundary value problem associated with a vibroacoustic system constituted
of structural, acoustic and poroelastic components. Sesquilinear forms are detailed and the finite ele-
ment method yields a computational model in physical coordinates. Depending on poroelastic material
properties, an alternative computational model using an equivalent fluid formulation is presented.
Chapter 3 reviews typical lightweight building materials as well as noteworthy particularities or
manufacturing process. A deterministic inverse problem is constructed in order to identify optimal real-
isations of elastic parameters in regard to batches of nominally identical elements.
Chapter 4 focuses on the flexible connections of structural elements. Inverse identification is per-
formed and sets of connection parameters are found to improve the prediction of the mean model. Thus,
it is shown that with the knowledge of the elastic properties associated with the different structural com-
ponents as well as with a good enough characterisation of their connections, transfer mobilities can be
predicted over a typical shear panel.
Chapter 5 defines a set of standard eigenvalue problems suited to the construction of a reduced
order computational model. In particular, in regard to poroelastic materials modeled as coupled solid and
fluid phases with displacements as primary variables, it is shown that an adequate choice of boundary
conditions improves the computational efficiency in the sense that a smaller number of eigenvectors has
to be computed in comparison with most recent methods.
Chapter 6 presents the generalized probabilistic approach of uncertainties. Prior probabilistic mod-
els are constructed in regard to system parameters uncertainties as well as model uncertainties induced
by modeling errors. Then, a strategy is introduced for the identification of hyperparameters associated
with the typical materials treated in Chapter 3.
Chapter 7 introduces a methodology for the prediction of the airborne sound insulation performance
in laboratory conditions. Decoupled room models allow the construction of an external excitation for
the previously defined computational models as well as the construction of an objective performance
criterion.
Chapter 8 introduces a methodology for the prediction of the impact sound insulation performance
in laboratory conditions and defines the external excitation resulting from the standard tapping machine.
In particular, a novel approach is presented for the quantification of uncertainties propagating from the
structure to the force in the impact case.
Chapter 9 presents optimisation cases and analyses trends among generations of the genetic algo-
rithm. Fitness functions associated with the objective performance are constructed according to most
recent findings about inhabitant perceptions.
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CHAPTER 2. VIBROACOUSTIC PROBLEM
2.1 Introduction
Separative lightweight structures in building constructions, for example walls or floors, are complex
assemblies combining the intrinsic properties of each component to meet various constraints: mechanical
durability, minimum heat transfer, sound insulation etc. Figure 2.1 gives an example of the geometries
and materials that can be encountered within a typical lightweight floor system and highlight the strong
structural transmission paths, inherent to most timber based designs and source of most of the insulation
problems at low frequencies. A typical lightweight wood-based system is then constituted of a load bear-
ing shear panel consisting in wooden composite boards rigidly connected to a primary wooden frame.
Thus, one of the advantages of such design is allowing thermal insulation materials to be comprised
within the system, resulting in compact separative solutions. Then, a secondary frame of wooden lath or
steel profiles, possibly structurally decoupled from the primary frame, supports the plasterboard facing.
Such systems can be set up in parallel in order to obtain double separative solutions with independent
primary frames. Three domains of different physical natures are then identified: a solid elastic struc-
ture, internal acoustic cavities and poroelastic components. In the following, we focus on giving the
hypothesis and details of the mathematical modeling eventually resulting in a computational model.
Plasterboard facing
Fibrous insulation material
Wooden composite board
Internal acoustic cavity
Wooden lath
Wooden beam
Figure 2.1: Typical lightweight floor system.
2.2 Definition of the vibroacoustic system
Three different physical subdomains occupy respectively the domain Ωs for the viscoelastic structure,
Ωf for the internal acoustic fluid medium and Ωp for the poroelastic medium (see Fig. 2.2). Let us, σs(us)
and s(us) respectively be the three dimensional displacement field in Ωs, the Cauchy stress tensor and
the strain tensor associated with the structure. Let p be the disturbance of the pressure field in Ωf . Within
the general case, the poroelastic medium can be modeled as coupled solid and fluid phases with the
classical displacement Biot theory, in which tridimensional displacement fields in the solid and acoustic
fluid phases of the poroelastic medium, denoted ups and upf , are the primary variables. The respective
associated stress and strain tensors are denoted σps(ups ,upf ), σpf (ups ,upf ), ps(ups) and pf (upf ). The total
stress tensor in the poroelastic medium is then σP(ups ,upf ) = σps(ups ,upf ) + σpf (ups ,upf ). Depending on
its physical properties, as seen in [48, 49], the poroelastic medium can also be modeled as an equivalent
fluid with the pressure disturbance field pE as primary variable, which results from a direct simplifica-
tion of the full displacement model. The coupling equations between the different media are written on
the boundaries Π for the structure-acoustic fluid coupling, Γ for the structure-poroelastic coupling and Σ
for the acoustic fluid-poroelastic coupling. The interface ∂Ωsu is fixed (homogeneous Dirichlet boundary
conditions) and external forces fs are applied (Neumann boundary conditions) on ∂Ωsn. The problem is
treated on the frequency band B = [ωmin, ωmax] of central frequencyωB such that 0 < ωmin < ωB < ωmax.
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[Ωs,us]
[Ωf , p]
[Ωp, (ups ,upf ) or pe]
∂Ωsn
∂Ωsu
np
Π
Σ
Γ
fs
nf
ns
Figure 2.2: Vibroacoustic system with a poroelastic medium.
2.3 Boundary value problem for the vibroacoustic system
2.3.1 Structure
Let ρs be the mass density of the elastic structure in Ωs. The boundary value problem for the solid
elastic medium is written, with the implicit summation convention on subscript k and for j = 1, 2, 3, as
− ω2 ρs usj − σsjk,k(us) = 0 in Ωs , (2.1)
usj = 0 on ∂Ω
s
u , (2.2)
σsjk(u
s) nsk = f
s
j (ω) on ∂Ω
s
n , (2.3)
σsjk(u
s) nsk = p n
f
j on Π , (2.4)
usj = u
ps
j on Γ , (2.5)
usk n
s
k = − upfk npk on Γ, (2.6)
σsjk(u
s) nsk = − σpjk(ups ,upf ) npk on Γ . (2.7)
Moreover, the constitutive equation for the viscoelastic medium with a linear viscous damping term is
written, with the implicit summation convention on subscripts l and m, as
σsjk(u
s) = asjklm 
s
lm(u
s) + iω bsjklm 
s
lm(u
s) , (2.8)
in which
slm(u
s) =
1
2
(usl,m + u
s
m,l) . (2.9)
The linear viscous damping model (Kelvin-Voigt) is constructed such that
bsjklm =
ηs
ωB
asjklm , (2.10)
where ηs is the structural damping coefficient associated with the frequency band B. Hereinafter, for the
derivation of the sesquilinear forms of the problem, the structure is considered free on its boundary Γ
with the poroelastic medium. The linear constraints defined by Eqs. (2.5), (2.6) and (2.7) will then be
taken into account at the discrete level.
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Let CΩs be the function space constituted of all the sufficiently differentiable three dimensional
complex-valued functions defined on Ωs, with zero values on ∂Ωsu. For any us and δus in CΩs the usual
mass, damping and stiffness sesquilinear forms for the structure are defined by
ms(us, δus) =
∫
Ωs
ρs us · δus dV , (2.11)
ds(us, δus) =
∫
Ωs
bsjklm 
s
lm(u
s) sjk(δus) dV , (2.12)
ks(us, δus) =
∫
Ωs
asjklm 
s
lm(u
s) sjk(δus) dV . (2.13)
Moreover, the sequilinear form of the structure-acoustic fluid coupling and the anti linear form of the
external loads are respectively defined by
cΠ(p, δus) =
∫
Π
p nfj δu
s
j dS , (2.14)
f s(δus;ω) =
∫
∂Ωsn
f sj (ω) δu
s
j dS . (2.15)
2.3.2 Internal dissipative acoustic fluid
Let c0 and ρf respectively be the sound velocity and mass density in Ωf . The boundary value problem
is written for ω , 0 (see for example [22, 23]) with the implicit summation convention on subscript k as
− ω2 1
Kf
p − (1 + iω τ) 1
ρf
p,kk = 0 in Ωf , (2.16)
(1 + iω τ) p,k nfk = − ω2 ρf usk nsk on Π , (2.17)
(1 + iω τ) p,k nfk = − ω2 ρf ((1 − φ) upsk + φ upfk ) npk on Σ . (2.18)
in which Kf = ρfc20. Parameter τ is used to model the internal acoustic dissipations due to the viscosity
of the fluid as well as the dissipations on the boundary layer of the fluid.
Let CΩf be the function space constituted of all the sufficiently differentiable complex-valued func-
tions defined on Ωf . For any p and δp in CΩf the usual mass, damping and stiffness sesquilinear forms
for the internal acoustic fluid are defined by
mf(p, δp) =
1
Kf
∫
Ωf
p δp dV , (2.19)
df(p, δp) = τ
1
ρf
∫
Ωf
p,k δp,k dV , (2.20)
kf(p, δp) =
1
ρf
∫
Ωf
p,k δp,k dV , (2.21)
Moreover, the sesquilinear forms respectively associated with the poroelastic medium solid and fluid
phase coupling with the internal acoustic fluid are defined by
cps
Σ
(p, δups) = (1 − φ)
∫
Σ
p nfk δu
ps
k dS , (2.22)
cpf
Σ
(p, δupf ) = φ
∫
Σ
p nfk δu
pf
k dS . (2.23)
2.3.3 Poroelastic medium
The following equations derive from the Biot-Allard theory with the physical quantities, variables
and hypothesis detailed in [24]. Let φ, σ, α∞, Λ and Λ′ respectively be the intrinsic quantities related
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to the porosity, flow resistivity, tortuosity, viscosity and thermal effects and let ρps be the mass density
of the poroelastic medium solid phase material. It should be noted that within the general anisotropic
case, σ, α∞ and related quantities are symmetric second-order tensors [71]. In the following, isotropic
poroelastic medium are considered. Among diverse phenomenological models, the Champoux-Allard
and Johnson models are respectively chosen for the fluid bulk modulus K˜f(ω) and effective density ρ˜f .
With the standard pressure P0, heat capacity ratio γ, Prandtl number Pr and dynamic viscosity ηf we then
have
K˜f(ω) =
P0
1 − γ−1γ
[
1 + 8ηfiω PrΛ′2ρf
(
1 + iω PrΛ
′2ρf
16ηf
) 1
2
]−1 , (2.24)
φ ρ˜f = φ ρf + ρa +
b˜(ω)
iω
, (2.25)
Inertial ρa and viscous drag b˜(ω) coupling factors are defined by
ρa = φ ρf (α∞ − 1) , (2.26)
b˜(ω) = φ2σ
(
1 +
iω 4 α2∞ ηf ρf
σ2Λ2φ2
) 1
2
. (2.27)
Within the framework of the classical Biot theory with displacements as primary variables for the
solid and fluid phases of the poroelastic medium, the boundary value problem in Ωp is written, with an
implicit summation on subscript k and for j = 1, 2, 3, as
− ω2
((
(1 − φ) ρps + ρa) upsj − ρa upfj ) + iω b˜(ω) (upsk − upfk ) − σpsjk,k(ups ,upf ) = 0 in Ωp , (2.28)
− ω2
(
−ρa upsj + (φ ρf + ρa) upfj
)
+ iω b˜(ω)
(
− upsj + upfj
)
− σpfjk,k(ups ,upf ) = 0 in Ωp , (2.29)
upsj = u
s
j on Γ , (2.30)
upfk n
P
k = − usk nsk on Γ , (2.31)
σPjk(u
ps ,upf ) nPk = − σsjk(us) nsk on Γ , (2.32)
σ
ps
jk(u
ps ,upf ) npk = (1 − φ) p nfj on Σ , (2.33)
σ
pf
jk(u
ps ,upf ) npk = φ p n
f
j on Σ . (2.34)
Moreover, the constitutive equations for both phases of the poroelastic medium, coupled through the
potential coupling tensor Q jklm, are written within the framework of the classical displacement formula-
tion [24, 39, 71]. We then have the constitutive equations for the solid phase
σ
ps
jk(u
ps ,upf ) = a˘psjklm(ω) 
ps
lm(u
ps) + iω bpsjklm 
ps
lm(u
ps) + Q jklm(ω) 
pf
lm(u
pf ) , (2.35)
and for the fluid phase
σ
pf
jk(u
ps ,upf ) = R jklm(ω) 
pf
lm(u
pf ) + Q jklm(ω) 
ps
lm(u
ps) , (2.36)
in which

ps
lm(u
ps) =
1
2
(upsl,m + u
ps
m,l) and 
pf
lm(u
pf ) =
1
2
(upfl,m + u
pf
m,l) . (2.37)
Considering a poroelastic medium with the underlying hypothesis that the frame material at the micro
scale is much more stiff than the homogenised elastic material at the macro scale (otherwise see [24, 71]
for full expressions), we have
a˘psjklm(ω) = a
ps
jklm + δ jk δlm
(1 − φ)2
φ
K˜f(ω) , (2.38)
Q jklm(ω) = δ jk δlm (1 − φ) K˜f(ω) , (2.39)
R jklm(ω) = δ jk δlm φ K˜f(ω) , (2.40)
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where δ jk denotes the Kronecker’s delta. Tensor a
ps
jklm is the in-vacuo or zero pore pressure elasticity
tensor of the homogenised elastic frame. Thus, if one considers viscous damping within the elastic
frame, damping tensor bpsjklm can be written as
bpsjklm =
ηps
ωB
apsjklm . (2.41)
In regard to the derivation of sesquilinear forms and in a similar fashion than for the structure, the
poroelastic medium is considered free on its boundary Γ with the structure and linear constraints defined
by Eqs. (2.30) and (2.31) will be taken into account at the discrete level. Thus, let CΩp be the function
space constituted of all the sufficiently differentiable three dimensional complex-valued functions defined
on Ωp. For any upS , upF , δupS and δupF in CΩp the sesquilinear forms associated with the solid and fluid
phases of the poroelastic medium and their coupling are respectively defined by, for the mass
mps(ups , δups) =
(
(1 − φ) ρps + ρa) ∫
Ωp
upsj δu
ps
j dV , (2.42)
mpf (upF , δupf ) =
(
φ ρf + ρa
) ∫
Ωp
upfj δu
pf
j dV , (2.43)
mpsf (upf , δups) = − ρa
∫
Ωp
upfj δu
ps
j dV , (2.44)
for the damping
dpS(upS , δupS ;ω) =
∫
Ωp
bpSjklm 
pS
lm(u
pS) pSjk (δu
pS) dV + b˜(ω)
∫
Ωp
upSj δu
pS
j dV , (2.45)
dpF(upF , δupF ;ω) = b˜(ω)
∫
Ωp
upFj δu
pF
j dV , (2.46)
dpSF(upF , δupS ;ω) = − b˜(ω)
∫
Ωp
upFj δu
pS
j dV , (2.47)
and finally for the stiffness
kpS(upS , δupS ;ω) =
∫
Ωp
a˘pSjklm(ω) 
pS
lm(u
pS) pSjk (δu
pS) dV , (2.48)
kpF(upF , δupF ;ω) =
∫
Ωp
R jklm(ω) 
pF
lm(u
pF) pFjk (δu
pF) dV , (2.49)
kpSF(upF , δupS ;ω) =
∫
Ωp
Q jklm(ω) 
pF
lm(u
pF) pSjk (δu
pS) dV . (2.50)
2.4 Computational model for the vibroacoustic problem
A computational model is constructed to solve Eqs. (2.1) to (2.50) using the finite element method.
Primary variables for the description of the structure and of the internal acoustic fluid repectively are
the displacement field us and the acoustic fluid pressure disturbance field p. Primary variables for the
description of the poroelastic medium are the solid and fluid phases displacements fields ups and upf .
Ensuing, we have compatible finite element meshes of Ωs, Ωf and Ωp and those fields are interpolated
on their nodal values by a finite element basis.
2.4.1 Finite element implementation
The whole finite element procedure as well as the mesher are implemented from scratch in Matlab
such that a limited array of input parameters controls the construction of the computational model. Three
dimensional eight nodes volumic elements as well as two dimensional four nodes shell elements with
normal rotational degree of freedom are used for the discretization of the sesquilinear form associated
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with the structure. Those elements are constructed following the references [72–74] in which specific
reduced integration of the shear stress with respect to the hexahedron element and a modified flexibility
with respect to the shell elements allow to avoid the different locking phenomena inherent to elements
with low degree interpolating polynomials. The finite elements involved in the discretization of the
acoustic fluid and poroelastic fluid phase are the classical eight nodes isoparametric fully integrated ele-
ments. In particular, the finite element implementation with respect to the Biot displacement formulation
is validated in Appendix A according to the cases presented in [35] and previously introduced in [75].
2.4.2 Computational model
Let Us and P respectively be the vectors of the nodal values of us on Ωs and p on Ωf . Let Up be
the vector of the nodal values of ups and upf on Ωp. The dynamical system is also dependent on a set of
system parameters, some of which are identified as uncertain, assembled into the vector p = (p1, . . . , pnp)
belonging to an admissible set Cpar ⊂ Rnp [26]. For any ω > 0, the nominal finite element model of
a vibroacoustic system with a poroelastic medium modeled with Biot theory as coupled solid and fluid
phases with displacements as primary variables, subjected to an external excitation, is written in the
physical coordinates and in the frequency domain as
[As(ω; p)] Us + [CΠ(p)] P = Fs(ω; p) , (2.51)
[Af(ω; p)] P + ω2[CΠ(p)]TUs + ω2[CΣ(p)]TUp = 0 , (2.52)
[Ap(ω; p)] Up + [CΣ(p)] P = 0 , (2.53)
[Bs] Us + [Bp] Up = 0 . (2.54)
The displacement continuities between the structure and the poroelastic medium defined by Eqs. (2.5),
(2.6) or (2.30) and (2.31) are discretized to give Eq. (2.54), a set of linear constraints that can be treated
in the general case with Lagrange multiplayers or, depending on the properties of [Bs] and [Bp], with
equation transformation as presented in [76]. Hereinafter we detail the different properties of the matrices
from the computational model as a preamble for the construction of a set of standard eigenvalue problems
eventually resulting in a tailored reduction strategy.
Structure
In Eq. (2.51) the (Ns×Ns) complex dynamical stiffness matrix [As(ω; p)] associated with the structure
is defined by
[As(ω; p)] = −ω2[Ms(p)] + iω [Ds(p)] + [Ks(p)] , (2.55)
where [Ms(p)], [Ds(p)] and [Ks(p)] repectively are the (Ns × Ns) real symmetric positive definite mass,
damping and stiffness matrices resulting from the discretization of the sequilinear forms ms(us, δus),
ds(us, δus) and ks(us, δus), associated with the structure with fixed interface ∂Ωsu and free interfaces ∂Ωsn,
Γ and Π. The coupling matrices between the structure and the internal acoustic fluid [CΠ(p)] and the
vector of the discretized frequency dependent external load onto the structure Fs(ω; p) respectively ensue
from the discretization of the sesquilinear form cΠ(p, δus) and antilinear form f s(δus;ω).
Internal dissipative acoustic fluid
In Eq. (2.52) the (Nf × Nf) complex acoustical dynamic stiffness matrix [Af(ω; p)] is defined by
[Af(ω; p)] = −ω2[Mf(p)] + iω [Df(p)] + [Kf(p)] , (2.56)
where [Mf(p)], [Df(p)] and [Kf(p)] repectively are the (Nf×Nf) real symmetric positive definite mass and
positive semidefinite damping and stiffness matrices resulting from the discretization of the sequilinear
forms mf(p, δp), df(p, δp) and kf(p, δp), associated with the internal acoustic fluid with rigid boundary.
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Poroelastic medium
In Eq. (2.53) the (Np×Np) complex dynamic stiffness matrix [Ap(ω; p)], associated with both poroe-
lastic medium coupled phases, is defined by
[Ap(ω; p)] = −ω2[Mp(p)] + iω [Dp(ω; p)] + [Kp(ω; p)] , (2.57)
in which
[Mp(p)] =
 [MpS] [MpSF][MpSF]T [MpF]
 , [Dp(ω; p)] =  [DpS] [DpSF][DpSF]T [DpF]

and [Kp(ω; p)] =
 [KpS] [KpSF][KpSF]T [KpF]
 , (2.58)
where the different block matrices result from the discretization of the sequilinear forms defined by
Eqs. (2.42) to (2.50), associated with the poroelastic medium with free interfaces Γ and Σ.
Following, the mass, damping and stiffness matrices [Mp(p)], [Dp(ω; p)] and [Kp(ω; p)] respectively
are (Np × Np) real symmetric positive definite and complex frequency dependent matrices. Moreover,
according to Eq. (2.45), the matrix [Dp(ω; p)] verifies by construction
[Dp(ω; p)] = [Dp1(p)] + b˜(ω) [D
p
2(p)] , (2.59)
where [Dp1(p)] and [D
p
2(p)] are real positive semidefinite matrices. Furthermore, as emphasized in [39],
the real standard pressure P0 is the static limit of the complex effective fluid bulk modulus K˜f(ω) such
that
lim
ω→0 K˜f(ω) = P0 , (2.60)
and the matrix [Kp(ω; p)] can be written as
[Kp(ω; p)] = [Kp1(p)] + (K˜f(ω) − P0) [Kp2(p)] , (2.61)
where [Kp1(p)] and [K
p
2(p)] are real positive semidefinite matrices.
Finally, according to the numbering used in Eq. (2.58), the coupling matrix between the internal
acoustic fluid and the poroelastic medium [CΣ(p)] is written as
[CΣ(p)] =
[CpSΣ ][CpF
Σ
]
 (2.62)
where the different block matrices ensue from the discretization of the sesquilinear forms cpS
Σ
(p, δupS)
and cpF
Σ
(p, δupF) defined by Eqs. (2.22) and (2.23).
2.5 Alternative computational model with limp frame poroelastic medium
modeled as an equivalent fluid
Let Pe be the vectors of the nodal values of the equivalent fluid pressure disturbance field pe in Ωp.
Ensuing the classical derivations (see [24, 52]), briefly summarized in Appendix B, for any ω > 0, the
nominal finite element model of a vibroacoustic system with a limp frame poroelastic medium modeled
as an equivalent fluid, subjected to an external excitation, is written in the physical coordinates and in the
frequency domain as
[As(ω; p)] Us + [CΠ(p)] P + [CΓ(p)] Pe = Fs(ω; p) , (2.63)
[Af(ω; p)] P + ω2[CΠ(p)]TUs = 0 , (2.64)
[Ae(ω; p)] Pe + ω2[CΓ(p)]TUs = 0 , (2.65)
[Bf] P + [Be] Pe = 0 . (2.66)
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In Eq. (2.63) the coupling matrix between the structure and the poroelastic medium modeled as an equiv-
alent acoustic fluid [CΓ(p)] derives from the discretization of the sesquilinear form cΓ(pe, δus) defined
by Eq. (B.13). The pressure continuity between the internal acoustic fluid and the poroelastic medium
defined by Eq. (B.6) is discretized to give Eq. (2.66), a set of linear constraints that can be treated in a
similar way than Eq. (2.54). In Eq. (2.65) the (Ne × Ne) complex matrix [Ae(ω; p)] is defined as
[Ae(ω; p)] = −ω2[Me(p)] + [Ke(p)] , (2.67)
where [Me(p)] and [Ke(p)] repectively are the (Ne × Ne) complex symmetric mass and stiffness matrices
resulting from the discretization of the sequilinear forms me(p, δp) and ke(p, δp) defined by Eqs. (B.11)
and (B.12), associated with the equivalent acoustic fluid with rigid boundary. As emphasized in [46],
the real total mass density of the poroelastic medium ρpt , defined by Eq. (B.10), is the static limit of the
complex corrected effective mass density ρ˜f ′(ω) such that
lim
ω→0 ρ˜
f ′(ω) = ρpt . (2.68)
Consequently, the complex frequency dependent stiffness matrix [Ke(ω; p)] can be written as
[Ke(ω; p)] = [Ke1(p)] + (
φ
ρ˜f
′(ω)
− φ
ρ
p
t
) [Ke2(p)] , (2.69)
where [Ke1(p)] and [K
e
2(p)] are real symmetric positive semidefinite matrices. Moreover, according to
Eq. (2.60) the complex frequency dependent mass matrix [Mf(ω; p)] can be written as
[Me(ω; p)] = [Me1(p)] + (
φ
K˜f(ω)
− φ
P0
) [Me2(p)] , (2.70)
where [Me1(p)] and [M
e
2(p)] are real symmetric positive definite matrices.
2.6 Conclusion
In this chapter were given the equations and the boundary conditions for a vibroacoustic system with
poroelastic medium. The primary variables respectively describing the different media are the displace-
ment field for the structure, the acoustic pressure disturbance field for the internal acoustic fluid and the
displacement fields of the solid and fluid phases of the poroelastic medium. In the case where the latter is
sufficiently limp such that an equivalent fluid model is valid, an alternative model was presented. Then, a
computational model was derived from the discretization through the finite element method of sesquilin-
ear operators which construction was explicitly defined. Finally, notations and matrix decompositions
were introduced as a preamble for the construction of a reduction basis and a stochastic computational
model. The whole computational code, mesher and finite elements were implemented in Matlab such
that a limited array of input parameters controls the construction of the computational model. Fast re-
alisations of system whose geometries and material properties belong to a broad range of admissible
designs was then possible. This approach is moreover adapted to distributed computing with minimum
data exchange as every step takes place within a unique software framework.
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CHAPTER 3. OVERVIEW OF LIGHTWEIGHT STRUCTURAL MATERIALS AND
IDENTIFICATION FROM EXPERIMENTAL MEASUREMENTS
3.1 Introduction
In this chapter, the methodology used for the experimental identification of system parameters,
such as for example the elastic properties of the different structural elements that make up a standard
lightweight building separative system, is introduced. Among those elements are found typical wood
industry products, from particle boards or oriented strand boards (OSB) to mere wooden beams, which,
due to the fabrication process or the material itself, are highly inhomogeneous [77]. The scale of the
inhomogeneities being around the centimeter, the representative elementary volume, in the sense of [78]
”sufficiently large to be statistically representative of the composite”, is consequently the element it-
self. In order to avoid cumbersome sampling procedures, the measurements were then carried out at
the building element scale to obtain effective values of the parameters. Moreover, as some of those el-
ements might be oversized, difficult to manipulate and non-adapted to classical experimental devices, a
specific measurement protocol was implemented to extract the informations from dynamic data. Similar
approaches were used in [79,80] for experimental identification of wooden elements damping properties.
The experimental setup is such that the structural elements are suspended, close to free boundary condi-
tions, and excited through steady punctual hammer impacts performed manually. This protocol allows to
remove eventual boundary condition influence as well as to have the necessary versatility to treat bulky
systems. The impact force is then measured and a set of mobilities, according to the usual definition [81],
is derived from the velocities of different points of the element.
3.2 System parameters identification problem
3.2.1 Definition of the admissible set for the structural system parameters
The structure, constituted of the assembly of different elements supposed homogeneous, is described
through the knowledge of parameters associated with its geometry, elasticity tensors and mass densities.
Elements of vector p associated with materials elastic properties are then typically Young’s moduli E j,
shear moduli G jk, Poisson’s ratios ν jk. Let CE , CG and Cν respectively be the admissible set for the three
kind of elastic parameters. Positiveness of the strain energy implies the strict positiveness of Young’s
moduli as well as of shear moduli such that CE =]0,+∞[ and CG =]0,+∞[. For isotropic materials,
Poisson’s ratio are bounded and we have Cν = [−1, 0.5]. Within the general anisotropic case, Poisson’s
ratio is not bounded [82] and belong to R, with the constraint that the strain energy remains positive.
Hereinafter, given the considered class of materials, the support of Poisson’s ratios is chosen such that
Cν = R. Moreover, the mass density ρs belong to Cρ =]0,+∞[. Consequently, within the case of elastic
parameters identification, the admissible set Cpar for the vector of the system parameters p is defined by
Cpar =
{
p ∈ Rnp | ∀ j, k, E j ∈ CE ,G jk ∈ CG, ν jk ∈ Cν, ρs ∈ Cρ
}
. (3.1)
3.2.2 Definition of the optimisation problem
A computational model is constructed for the frequency band B = [ωmin, ωmax], according to Sec-
tion 2.4, and parametrized by the vector p belonging to Cpar subset of Rnp . For nex excitation points, nobs
mobility functions are experimentally measured and subsequently computed. According to the usual
notations, y jk(ω) denotes the mobility associated with the point k when the point j is submitted to an
excitation. The parameter dependent error estimator p 7→ Ep(p) is then defined by
Ep(p) =
nex∑
j=1
nobs∑
k=1
∫ ωmax
ωmin
| log10
(
|y jk(ω; p)|
)
− log10
(
|ymesjk (ω)|
)
|2 dω , (3.2)
where y jk(ω; p) and ymesjk (ω) respectively are the mobilities ensuing from the computational model and
from the measurements. The use of the logarithm of the mobilities within the objective function allows
to give a comparable weight to the resonances and antiresonances such that the model fits over the whole
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frequency band of interest. A subspace exploration algorithm is then used to find the optimal vector popt
solution of the optimisation problem
popt = arg min
p∈Cpar
Ep(p) . (3.3)
It should be noted that the updating strategy then belongs to the class of output-errors methods,
opposite to the input-errors methods as presented in [83], as the objective function is constructed from
the inverses of updated operators. Moreover, it can be noted that the full modal analysis of each measured
system is not considered. Given the high number of real systems to be analysed, such a strategy would
be inefficient implementation wise as well as time consuming.
3.3 Validation of the computational model and identification of the elastic
parameters for typical lightweight building elements
3.3.1 Wooden beams
Solid wood is described in the references as an orthotropic material due to its growth patterns [77] al-
lowing to distinguish longitudinal (l), radial (r) and tangential directions (t). Associated elasticity tensor
can consequently be described through nine independent parameters: three elasticity moduli (respec-
tively denoted El, Er and Et), three shear moduli (Glr, Glt and Grt) and three Poisson’s ratios (νlr, νlt and
νrt). Within most structural applications, solid wood elements are to be stressed in bending or with axial
efforts such that the longitudinal Young’s modulus is the first order parameter. By way of consequence,
the longitudinal Young’s modulus El is most of the time the only measured and given design parameter
while the remainder are defined by a ratio with respect to El. Among the diversity of wood species used
for structural construction, following prior nominal properties (see Table. 3.1) are chosen according to
the available data [77, 84] for those belonging to the general ”pine” denomination.
El [GPa] Et [GPa] Er [GPa] Gtl [GPa] Glr [GPa] Grt [GPa] νrt νlr νlt ρs [kg/m3]
9 0.3 0.3 0.7 0.7 0.05 0.1 0.1 0.1 400
Table 3.1: Pine nominal physical properties
A suspended wooden beam, of dimensions 2.873 m × 0.045 m × 0.145 m, is excited on point 1 (see
Fig.3.1), in the z direction, with steady hammer impacts and experimental mobilities are measured over
the frequency band B = [10, 1000] Hz with respect to the velocities in the z direction of points 1 and 2,
whose coordinates are given in Table 3.2. A computational model for one beam is then constructed for
the frequency band B, in which the structural loss factor is fixed to ηs = 0.02.
0 0.5 1 1.5 2 2.5 3
-0.1
0
0.1
x axis
y
ax
is 2 1
Figure 3.1: Wooden beam. Observation points (squares).
Given the measured mass density for one beam, the optimal longitudinal Young’s modulus was de-
termined as the solution of the optimisation problem defined by Eq. (3.3), in which the error estimator
Ep(p) is evaluated with the computational model. Figure 3.2 compares the squared modulus of the mo-
bilities measured and computed with the optimal longitudinal Young’s modulus and mass density for
different points on one beam. The homogeneous orthotropic model is then able to correctly represent the
bending of a wooden beam element in the frequency band B of interest.
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Point 1 Point 2
x [m] 1.325 0.022
y [m] 0.735 0.022
Table 3.2: Observation point coordinates.
Accordingly, the optimal longitudinal Young’s modulus as well as the mass densities were deter-
mined for two independent batches constituted of eight beams each. The respective identified values are
summarized in Tables 3.3 and 3.4. Large statistical dispersion is observed, in particular with respect to
the elastic properties, and is emphazised by the measurement envelope for the entire set of beams.
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Figure 3.2: Set of mobilities obtained for an excitation on point 1. Experimental measurements (thin
black dashed lines); computational model updated with optimal physical parameters (thin blue solid
line); envelope obtained for the entire set of beams (grey areas).
B1 B2 B3 B4 B5 B6 B7 B8
El [GPa] 12.5 11.2 10.8 9.2 10 12.5 15 10.5
ρs [kg/m3] 467 464 448 459 448 491 517 456
Table 3.3: Batch 1: wooden beams identified physical properties.
B1 B2 B3 B4 B5 B6 B7 B8
El [GPa] 8 8 12.5 12.5 10.5 11 11 9.5
ρs [kg/m3] 394 445 469 496 517 480 448 426
Table 3.4: Batch 2: wooden beams identified physical properties.
3.3.2 Lightweight boards
Among the different boards used within lightweight building construction, noteworthy are plaster-
boards and wood-based composite boards. As illustrated by the rich content of manufacturers product
indexes, very diverse material properties can be encountered but quite few are sufficiently documented to
allow accurate dynamical modeling. Indeed, if the mass densities of those products are known, their elas-
tic properties were subjected to little investigation while critical for low frequencies analysis. Thus, in
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regard to wood-based composite boards for example, whose elastic properties and mass densities depend
on the length of the wood flakes or wood particles, the property of the adhesive matrix or the manufactur-
ing process, high contrasts can be observed among the different products [77,85,86]. Given the objective
of establishing robust predictions of the vibroacoustic behavior at low frequencies, property fluctuations
of typical lightweight board elements were investigated before any workmanship took place. Ensuing,
series of ten nominally identical boards from the same batches were analysed.
In order to easily carry out series of measurement for various boards from different materials, a
standard protocol was established. For any board of dimensions a × b, the input mobilities y j j as well as
the cross mobilities y jk were measured with respect to the points 1 and 2 whose normalised coordinates
with respect to the boards dimensions can be found in Table 3.5. Given the measured mass densities
for each board, the optimal elastic parameters for the computational model to fit the measurements were
then determined according to the optimisation problem defined in Section 3.2. A parameter sensitivity
analysis shows that among the elastic parameters involved in the description of the two dimensional
elastic behavior, Ex, Ey, Gxy and νxy can be identified from the given dynamic information within the
frequency band B = [6, 200] Hz.
1
2
a
b
Figure 3.3: Lightweigth boards. Observation
points (black squares).
Point 1 Point 2
x [m] 0.6a 0.25a
y [m] 0.5b 0.8b
Table 3.5: Observation point
coordinates.
Oriented strand boards
Constituted of bonded and compressed wood flakes, oriented strand boards offer high mechanical
properties and are consequently used for structural load bearing roles, as bracing panels within walls or
floors. The associated manufacturing process induces preferential directions for the flakes resulting in
a slight orthotropy [85, 87] strengthening the longitudinal direction of the board. Usually modeled as
isotropic in the structural acoustic litterature [21] the effect of this orthotropy is limited as long as the
panel is mounted with the long direction across the supports. According to the available data [8, 21, 77,
85, 86] prior nominal properties are chosen and given in Table. 3.6 for oriented strand boards class 2
(indoor structural use in dry conditions).
Ex [GPa] Ey [GPa] Gxy [GPa] Gyz [GPa] Gxz [GPa] νxy ρs [kg/m3]
5 2 1.5 1 2 0.3 550
Table 3.6: OSB nominal physical properties
A computational model for one oriented strand board of dimensions a = 2.5 m, b = 1.25 m and
12 mm thick is constructed for the frequency band B = [6, 200] Hz, in which the structural loss factor
is fixed to ηs = 0.02. Table 3.7 gives the optimal parameters determined for the set of ten boards.
Figure 3.4 compares the squared modulus of the mobilities measured and computed with the optimal
physical parameters for different points on one board. The envelope obtained for the set of ten boards
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is also drawn. As showed by the large span of the envelope for the frequency responses below 10 Hz,
the bad spectral coherence at very low frequencies leads to discard the information given by the first
mode around 5 Hz that could also be influenced by the suspension system. Some discrepancies can
be observed but the Mindlin-Ressner homogeneous orthotropic plate model is overall able to give a
good prediction of the bending behavior of the oriented strand boards below 200 Hz. The discrepancies
observable around antiresonances shall be put in perspective with the apparent inconsistencies of the
measured cross mobilities y12 and y21 around those frequencies, where the signal to noise ratio tends to
be low.
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Figure 3.4: Oriented strand board. Set of mobilities obtained for excitations on point 1 and 2.
Experimental measurements for one board (thin black dashed lines); computational model updated with
optimal physical parameters for one board (thin blue solid line); envelope obtained for the set of ten
measured boards (grey areas).
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10
Ex [GPa] 4.54 3.95 3.59 3.52 3 3.76 3.73 3.39 3.49 3.4
Ey [GPa] 2.47 2 2.07 1.81 1.52 1.93 1.84 1.73 2.07 1.93
Gxy [GPa] 1.04 0.97 0.94 0.8 0.83 0.96 0.93 0.94 0.94 1.0
νxy 0.15 0.15 0.32 0.45 0.43 0.4 0.41 0.42 0.34 0.39
ρs [kg/m3] 592 589 573 581 552 581 586 570 568 586
Table 3.7: Oriented strand boards, identified physical properties.
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Particle boards
Particle boards are typically constituted of wooden particles which are small in comparison with
the flakes used for oriented strand boards [77, 85]. Their manufacturing process does not aim to create
significative material orientation but a weak orthotropy can be observed. Ensuing from the smaller
particles, high mechanical properties of wood fibers are not exploited as well for the particle boards
than for the oriented strand boards. The resulting stiffness properties at the board scale are then usually
slightly inferior. As a consequence, a superior thickness is commonly used within building constructions
resulting in a higher mass per square meter than for oriented strand boards. According to the available
data [21,77,85,86], prior nominal properties are chosen and given in Table. 3.8 for oriented strand boards
whose thickness is comprised between 20 and 25 mm, adapted for indoor structural use in dry conditions.
Ex [GPa] Ey [GPa] Gxy [GPa] Gyz [GPa] Gxz [GPa] νxy ρs [kg/m3]
2.7 2.7 0.8 1 1 0.3 600
Table 3.8: Particle boards nominal physical properties
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Figure 3.5: Particle boards. Set of mobilities obtained for excitations on point 1 and 2. Experimental
measurements for one board (thin black dashed lines); computational model updated with optimal
physical parameters for one board (thin blue solid line); envelope obtained for the set of ten measured
boards (grey areas).
A computational model for one particle board of dimensions a = 2.060 m, b = 0.920 m and 22
mm thickness is constructed for the frequency band B = [6, 200] Hz, in which the structural loss factor
is fixed to ηs = 0.02. Very limited fluctuations are observed and identified over the identified elastic
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properties or measured mass densities given in Table 3.9. Figure 3.5 compares the squared modulus
of the mobilities measured and computed with the optimal physical parameters for different points on
one particle board. As it could be expected with regard to the homegeneous design of the material, the
envelope obtained from the ten measured boards shows very little fluctuations and the Mindlin-Ressner
plate homogeneous orthotropic model is able to give a good prediction of the bending behavior of the
particle board below 200 Hz.
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10
Ex [GPa] 2.24 2.19 1.95 2.37 2.27 2.33 2.14 2.34 2.34 2.13
Ey [GPa] 2.86 2.88 2.79 2.98 2.9 2.9 2.93 2.89 2.89 2.85
Gxy [GPa] 1.03 1.03 1.02 0.99 0.88 1.02 1.03 1.08 1.02 1.02
νxy 0.13 0.16 0.23 0.1 0.18 0.1 0.2 0.08 0.08 0.18
ρs [kg/m3] 633 645 645 636 633 638 640 638 633 633
Table 3.9: Particleboards, identified physical properties.
Plasterboards
Typical plasterboards are constituted of one layer of isotropic plaster between two layers of or-
thotropic cardboards [88]. The elasticity tensor associated with the resulting effective homogeneous
material consequently displays a slight orthotropy. Moreover, in order to fulfill fire or impact resis-
tance criteria, a range of products is fiber reinforced or manufactured to keep a high level of chemically
combined water, then drastically modifying the mechanical properties. In order to assess mechanical
durability according to CE marking standards, the standard [89] solely takes care of evaluating a bending
strength criterion. The only sources of engineering data for advanced mechanical design consequently
ensue from previous researches that obviously cannot cover the whole range of manufacturers and their
respective products. In the following are investigated the differences in mechanical properties between
three representative products used within textbook acoustical solutions, as well as the potential fluctua-
tions associated with each of them. Table 3.10 gives the nominal values of the physical properties for a
typical plasterboard according to the available data [8, 21, 86].
Ex [GPa] Ey [GPa] Gxy [GPa] Gyz [GPa] Gxz [GPa] νxy ρs [kg/m3]
2.5 2 1 1 1 0.3 700
Table 3.10: Plasterboards nominal physical properties
Standard 12.5 mm The standard 12.5 mm thick plasterboard is the most basic product from the gyp-
sum industry and does not involve any fiber reinforcement or specific fire resistance treatment. In the
same fashion than for wooden composite boards, Table 3.11 gives the optimal parameters determined
for the set of ten boards in the sense of the optimisation problem defined in Section 3.2 as well as the
measured mass densities. Identified values are then consistent with the nominal ones.
Figure 3.6 compares the squared modulus of the mobilities measured and computed with the optimal
identified physical parameters for different points on one plasterboard of dimensions a = 2.500 m,
b = 1.200 m and of thickness 12.5 mm. Quite good match is observed but it can be seen once again
with the discrepencies around the first modes that the system might by influenced by the suspension
conditions.
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Figure 3.6: Plasterboard 12.5mm. Set of mobilities obtained for excitations on point 1 and 2.
Experimental measurements for one board (thin black dashed lines); computational model updated with
optimal physical parameters for one board (thin blue solid line); envelope obtained for the set of ten
measured boards (grey areas).
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10
Ex [GPa] 2.95 2.88 2.88 2.9 2.85 2.87 2.84 2.88 2.55 1.97
Ey [GPa] 2.32 2.34 2.28 2.32 2.27 2.35 2.28 2.32 2.08 2.39
Gxy [GPa] 1.07 1.1 1.12 1.12 1.12 1.09 1.13 1.05 0.96 0.88
νxy 0.19 0.22 0.2 0.22 0.2 0.15 0.2 0.3 0.22 0.28
ρs [kg/m3] 712 706 706 712 704 704 706 712 704 688
Table 3.11: Plasterboard 12.5 mm, identified physical properties.
Fire resistant 15 mm The 15 mm thick fire resistant plasterboard includes glass fibers as well as
additives within the plaster core such that remains a high level of chemically combined water. Table 3.12
gives the optimal elastic parameters as well as the mass densities determined for the set of ten boards.
The higher mechanical properties as well as mass densities illustrate the consequences of the previous
remarks. Moreover, as the effective material orthotropy level seems to increase, the orientation of the
boards for the mounting with respect to the secondary frame might become a first order concern at low
frequencies (see experimental observations in [90]).
Figure 3.7 compares the squared modulus of the mobilities measured and computed with the optimal
physical parameters for different points on one particle board of dimensions a = 2.600 m, b = 1.200 m
and of thickness 15 mm. Good match is observed over the whole frequency band however the level of
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structural damping appears at too high as the frequency increases.
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Figure 3.7: Plasterboard 15mm. Set of mobilities obtained for excitations on point 1 and 2.
Experimental measurements for one board (thin black dashed lines); computational model updated with
optimal physical parameters for one board (thin blue solid line); envelope obtained for the set of ten
measured boards (grey areas).
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10
Ex [GPa] 2.27 2.34 2.21 2.32 2.34 2.36 2.22 2.29 2.24 2.34
Ey [GPa] 4.38 4.43 4.18 4.36 4.34 4.45 4.2 4.38 4.24 4.41
Gxy [GPa] 1.42 1.36 1.32 1.4 1.37 1.39 1.3 1.35 1.34 1.37
νxy 0.08 0.26 0.22 0.08 0.22 0.24 0.2 0.12 0.16 0.2
ρs [kg/m3] 1100 1075 1053 1060 1080 1080 1053 1057 1053 1068
Table 3.12: Plasterboard 15 mm, identified physical properties.
Standard 18 mm The standard 18 mm thick plasterboard is marketed as a high density and hardness
product, which reflects in the identified properties given in Table 3.13. Thus, three very different ma-
terials were considered during this overview of gypsum products, for which mechanical properties are
hardly found or transmitted to the designer.
Figure 3.8 compares the squared modulus of the mobilities measured and computed with the optimal
physical parameters for different points on one particle board of dimensions a = 2.600 m, b = 1.200 m
and 18 mm thickness.
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Figure 3.8: Plasterboard 18mm. Set of mobilities obtained for excitations on point 1 and 2.
Experimental measurements for one board (thin black dashed lines); computational model updated with
optimal physical parameters for one board (thin blue solid line); envelope obtained for the set of ten
measured boards (grey areas).
B1 B2 B3 B4 B5 B6 B7 B8 B9 B10
Ex [GPa] 4.04 4.45 4.41 3.85 4 4.24 4.06 3.92 3.9 4.22
Ey [GPa] 3.93 4 3.96 3.99 3.81 4.09 4.05 3.7 3.69 4.12
Gxy [GPa] 1.78 1.74 1.5 1.49 1.58 1.73 1.67 1.55 1.54 1.7
νxy 0.14 0.24 0.15 0.15 0.22 0.12 0.25 0.27 0.27 0.12
ρs [kg/m3] 913 918 897 917 900 915 931 899 904 918
Table 3.13: Plasterboard 18 mm, identified physical properties.
3.4 Conclusion
In this chapter, a methodology was presented to identify effective elastic properties associated with
typical lightweight building elements. Considering the large span of nominal values that could be ob-
served in the litterature [21, 77, 85, 86] and the frequently emerging uncertainty concerns in building
construction [8,10,14,16–21], batches of nominally identical lightweight elements were measured, thus
initiating a systematic approach to discriminate the different sources of uncertainties going from the sin-
gle subpart to the whole assembled system. Fluctuations among the materials involved within typical
lightweight building construction were then highlighted, before any workmanship took place. The level
of known inhomogeneity for each material was consistent with the level of fluctuations observed within
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the elastic properties or mass densities, reaching an expected maximum for mere wooden beams. What
could not be quantified however are the statistical fluctuations for a given product among different man-
ufacturers or different batches. Various mechanical behavior and material symmetries observed within
the overview of classical products definitely illustrates the diversity of properties available to the design
of lightweight separative systems.
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4.1 Introduction
The complex systems of interest, constituted of the rigid assembly of multiple elastic subparts, might
exhibit uncontrolled residual flexibilities within the connections of their elements. While many work in
the past focused on modeling assemblies (non-exhaustively [20,21,35,81,91–101]) for structural acoustic
applications, few models involved a sufficiently high level of detail to be interested in the characterisation
of the connections by themselves. The residual flexibilities in the latter derive from the technological na-
ture of the assembly and is emphasized for screwed or nailed elements in [21,97], in which perfectly tied
models are overly stiffened in comparison with the experimental measurements. In particular, in [97],
a statistical energy analysis strategy is presented to filter moment transmissions through the connec-
tions but this approach is not adapted at low frequencies as significant discrepancies between predicted
and measured levels are noticeable. In [20], following the work initiated in [100], several measure-
ments on nominally identical particle board onto beam assemblies were presented and fluctuations were
highlighted, but whether those fluctuations come from the materials or the workmanship could not be
concluded.
In order to model and propagate the effects of the different flexible couplings involved within typical
lightweight elements onto the performance indicators at low frequencies, it is proposed to follow the
methodology introduced in [25] for the construction of a coupling operator at the discrete level, from
the finite element model of the different assembled elements. This approach allows to investigate the
dynamic behavior of an assembly around the perfectly tied configuration, with a minimum parameteriz-
ing, and benefits from an inherent good matrix conditioning. The methodology is then attractive as for
experimental identification as well as for systematic implementation, keeping an eye on automatic gener-
ations of computational models, associated with given designs, within the framework of an optimisation
process.
4.2 Computational model for flexible mounting
Hereinafter, we briefly introduce the approach presented in [25] through treating the case of two
coupled substructures, but the extension to any number of substructures is straightforward. Let the
structure be constitued of two uncoupled elastic subparts occupying the domains Ωsdd=1,2, partition of Ω
s.
Let denote B the interface through which the two subparts are connected with compatible meshes. Let
UsdB be the vector of the nodal values of the structure displacement field u
sd on B and let UsdI be the vector
of the internal degrees of freedom in Ωsd . Accordingly, we have the following block decomposion of the
stiffness matrices
[Ksd (p)] =
 [KsdI ] [KsdIB][KsdIB]T [KsdB ]
 . (4.1)
Ensuing [25], the matrix used to model the flexible assembly of the two subparts is defined by
[Kˆs] = kB ([K
s1
B ] + [K
s2
B ]) , (4.2)
such that the stiffness matrix of the assembled system is written as
[Ks(p)] =

[Ks1I ] [K
s1
IB] 0 0
[Ks1IB]
T [Ks1B ] + [Kˆ
s] 0 −[Kˆs]
0 0 [Ks2I ] [K
s2
IB]
0 −[Kˆs]T [Ks2IB]T [Ks2B ] + [Kˆs]
 . (4.3)
The assembly is consequently dependent on the respective system parameters asociated with each subpart
as well as on the new parameter kB which characterises the mounting. Infinite values of this parameter
yields perfectly tied assembly in a penalty method fashion while zero value means total decoupling. In
fact, the perfectly tied configuration is reached as soon as parameter kB is of the order of unity [25] which
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ensures a good numerical conditioning. Within the framework of this model, the system is considered
assembled through pure stiffness components and is therefore designed for low frequencies around rigid
configurations. Hereinafter, parameter kB is included into the vector p of the system parameters.
4.3 Experimental identification of mounting parameters
It should be noted that the run through the present approach was carried out in reverse: given an as-
sembled shear panel fresh out the manufacture, measurements were carried out and the system gradually
dismantled in order to perform different sets of measurements focusing on different identification prob-
lems. This also explains why, in Section 4.4, the properties of only one board could have been identified
due to the delicate and destructive take off of the boards from the beam structure. Consequently, in the
following, we first endeavour to model an assembly of beams and then the assembly of one board on
beams in order to translate the obtained information to the whole assembled shear panel.
4.3.1 Assembly of beam elements
A suspended assembly of wooden beam elements, of dimensions 2.975 m × 2.990 m × 0.140 m,
is excited on different points and experimental mobilities are measured over the frequency band B =
[10, 280] Hz. The system is consituted of eight beams and five spacer elements (see Fig. 4.1). The cross
sectional dimensions of beam 1 are 140 mm × 80 mm while we have 140 mm × 45 mm for beams 2 to 8
and spacers 1 to 5. Beams 2 to 6 are regularly spaced by 600 mm intervals.
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Figure 4.1: Assembly of wooden beam elements. Observation points (black squares). Distinct
technological mountings (colored areas).
A computational model is constructed for the frequency band B, in which the structural loss factor is
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fixed to ηs = 0.02. The mass densities and longitudinal Young’s modulus are identified from experimental
measurements for each beam according to the methodology presented in Section 3.3.1, while nominal
values are chosen for the spacers (see Table 4.1).
B1 B2 B3 B4 B5 B6 B7 B8 S1-5
El [GPa] 12.5 11.2 10.8 9.2 10 12.5 15 10.5 9
ρs [kg/m3] 467 464 448 459 448 491 517 456 400
Table 4.1: Wooden beams physical properties.
Within the assembly, are distinguished three different technological mounting (tenon, nailing, etc.),
denoted by the colored areas on Fig. 4.1, and a parameter kB, element of the vector of the system param-
eters p, is associated to each of them. The parameter dependent error estimator p 7→ Ep(p) defined by
Eq. (3.2) is then minimised to obtain an optimal set of mounting parameters given in Table 4.2. In order
to deal with well-posed inverse problems, the identification is carried out in two steps. In a first one, the
system without spacers is considered such that the mounting parameters associated with the connections
types denoted by the red and green areas are identified. Then, the mounting parameter associated with
the connection type denoted by the blue areas is identified on the full beam assembly with spacers.
Following, every connection displays some level of flexibility. While it is reasonable to assume that,
given this configuration, the connections types denoted by the red and green areas mostly influence the
torsional modes of the frame that, in fact, would disappear with appropriate boundary conditions, the one
type denoted by the blue areas clearly controls the flexural stiffening of the beams by the spacers.
Assembly type 1 (red) 2 (blue) 3 (green)
Numerical value of parameter ”kB” 0.028 0.017 0.053
Table 4.2: Identified mounting parameters.
Figure 4.2 displays the squared modulus of the mobilities associated with the velocities in the z
direction on observations points 1 to 6, whose coordinates are given in Table. 4.3, for an excitation
in the z direction on point 1. In the case of a perfect rigid mounting, we observe that most of the
resonances are shifted upward and that the perfectly tied model of the beam assembly is effectively over
stiffened as mentioned in [97]. Moreover, the flexible mounting model is able to provide a satisfactory
prediction of the frequency response functions of this assembly of beam elements over the frequency
band of interest. In particular, the good prediction of transfer mobilities between points quite distant all
over the structure, and consequently of the associated transmission paths, is noticeable. However, as the
frequency increases, a discrepancy between the measurements and the computational model appears that
cannot be taken into account within the framework of this flexible mounting model.
Point 1 Point 2 Point 3 Point 4 Point 5 Point 6
x [m] 2.060 2.120 0.760 2.490 2.490 0.570
y [m] 1.830 0.640 1.230 1.540 0.400 1.830
Table 4.3: Observation point coordinates.
Moreover, it should be noted that only one parameter was associated with respectively six, six and
ten connections for the red, green and blue types. This leads towards the conclusion that, for this system
which was built in a manufacture, involving repeatable processes, no fluctuation associated with one
given technological type of mounting is propagating to the observable in the frequency band of interest.
Those potential fluctuations might however be part of the reason for the discrepancies that appear past
200 Hz but are out of the scope of this work.
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Figure 4.2: Set of mobilities obtained for an excitation on point 1. Experimental measurements (thin
black dashed lines); computational model with perfect rigid mounting (thin blue dashed line);
computational model with optimal set of mounting parameters (thin red solid line).
4.3.2 Assembly of one oriented strand board and beam elements
In order to investigate such potential flexible effects in regard to board onto beam assemblies, as well
as to assess for the latter possibility to be taken into account with the previous model, a simple system is
designed, built, and experimental measurements are carried out. A suspended assembly of one oriented
strand board on top of four wooden beams (see Fig. 4.3), of dimensions 2.405 m × 0.635 m × 0.152 m,
is excited on different points and experimental mobilities are measured over the frequency band B =
[10, 280] Hz. Beams 1 and 2 are of dimension 2405 mm × 45 mm × 140 mm while beams 3 and 4 are
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of dimension 45 mm × 545 mm × 140 mm and the board has a thickness of 12 mm. A computational
model is constructed for the frequency band B, in which the structural loss factor is once gain fixed to
ηs = 0.02. The different physical properties, identified from experimental measurements according to
the methodology introduced in Chapter 3, are given in Tables 4.4 and 4.5. Noteworthy is the fact that the
oriented strand board has not the same origin than those treated in Section 3.3.2, thus explaining the large
discrepancies between identified elastic properties and mass densities for the former, given in Table 3.7
with respect to those of the latter. Unfortunately, only one board specimen could have been measured
but, given the range of properties observed in Section 3.3.2, the considered oriented strand board is most
likely not a realisation from the same product.
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Figure 4.3: Assembly of one oriented strand board on top of wooden beam elements. Observation
points (black squares).
B1 B2 B3 B4
El [GPa] 12.5 12.5 9 9
ρs [kg/m3] 469 496 460 460
Table 4.4: Wooden beams physical properties.
Ex GPa Ey GPa Gxy GPa Gyz GPa Gxz GPa νxy ρs kg/m3
5.5 3 1.5 1 1 0.25 650
Table 4.5: OSB physical properties.
The system involves two types of assemblies: beam onto beam and board onto beam. In order to
discriminate the effects of each, the methodology was deployed in two steps. The assembly of beam
elements was first considered and experimental measurements of mobilities were carried out. Identical
mounting parameters were then associated with each of the four beam onto beam assemblies and iden-
tified with the same methodology than within the previous Section 4.3.1. Subsequently, experimental
measurements were performed considering the whole structure consisting in the strand board mounted
onto the beams. Identical mounting parameters were associated with each of the board onto four beam
assemblies and identified using the computational model updated with the mounting parameters associ-
ated with the beams only. The identified numerical values for the different kind of mounting parameters
are given in Table 4.6. It should be noted that, while the technological realisation of the mounting for
the beam onto beam assembly differs (screws) from the ones involved within the structure treated in
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Figure 4.4: Set of mobilities obtained for an excitation on point 1. Experimental measurements (thin
black dashed lines); computational model with perfect rigid mounting of the strand board (thin blue
dashed line); computational model with optimal set of mounting parameters (thin red solid line).
Section 4.3.1, the identified parameter in this case is quite close to a perfectly rigid assembly. Due to
its smaller dimensions, the system is in fact less sensitive to residual flexibilities as torsional modes are
hardly excited for example, but also as its frequency regime is different with a lower modal density in
an identical frequency range. Figure 4.4 displays the squared modulus of the mobilities associated with
the observations points 1 to 6, whose coordinates are given in Table. 4.7. In the case of a perfect rigid
mounting of the board onto the beams, we observe here again that the model is over stiffened. Thus,
the flexible mounting model is able to improve the predictive model even for the observation points 3
and 6 directly located on top of beams, which validates the continuous connection model for this type of
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mounting in this frequency range.
Assembly type Beam/Beam Beam/Board
Numerical value of parameter ”kB” 1 0.042
Table 4.6: Identified mounting parameters.
Point 1 Point 2 Point 3 Point 4 Point 5 Point 6
x [m] 1.610 0.595 0.770 0.995 1.410 0.020
y [m] 0.330 0.500 0.035 0.315 0.140 0.480
Table 4.7: Observation point coordinates.
4.4 Whole assembled shear panel
In Sections 4.3.1 and 4.3.2, parameters associated with the flexible model were identified for different
configurations. In this paragraph, the acquired information is applied in the case of a whole assembled
shear panel, constituted of oriented strand boards mounted on an assembly of beams. The beam assembly
treated in Section 4.3.1 is now covered with five oriented strand boards, delimited by the grey areas on
Fig. 4.5. Two new observation points, whose coordinates are given in Table 4.8, are placed on the boards
such that accelerometers on each side of the system provide transfer mobilities from boards to boards
and boards to beams.
A computational model is constructed for the frequency band B = [10, 280] Hz, in which the struc-
tural loss factor is fixed to ηs = 0.02. The different physical properties are given in Tables 4.1 and 4.5.
Each oriented strand board is modeled with an identical mass density and elasticity tensor. Boards are
however not connected with eachother on the edges, as an air gap of the order of 5 mm is observed
between them. Mounting parameters for the beam assembly are those identified in Section 3.3.2 and
given in Table 4.2, which are effectively identical as the system is the same, while the mounting param-
eter associated with the board onto beam connections is the one identified in Section 4.3.2 and given in
Table 4.6 which is chosen as a prior nominal value because none of the board onto beam connections of
the systems exactly corresponds to the ones treated within the previous section.
Figure 4.2 displays the squared modulus of the mobilities associated with the velocities in the z
direction on observations points 1, 7, 8 and 9 for an excitation in the z direction on points 7 and 8. First
of all, for any of the observation point, the model taking into account the flexible mounting improves the
prediction in comparison with the model using perfectly tied connections. However, the input mobility
y88, located on a board straight on top of a central beam, shows that the updated model fails to give a
good prediction for the points located directly on the connections, starting from 100 Hz approximately.
According to the french standards ( [102] in regard to walls and [103] in regard to floors) the boards were
nailed every 15 cm to the sidelong beams and 30 cm to the central beams. Moreover, an approximation
of the bending wavelength, function of the frequency, can be computed using the analytical dispersion
relation associated with an a isotropic thin plate given in [81] such that
k4 = ω2
ρsh
B
, (4.4)
in which B = Eh3/(12(1 − ν2)) and h denotes the thickness of the plate. Consequently, as the bending
wavelenght for such plate is around 70 cm at 100 Hz, half a wavelength can be comprised between
two connection points thus explaining the discrepancies in term of modification in the frequency regime
of the system, from low to medium frequencies. In constraining the board on the whole surface of
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contact with the beams for which the nails are placed every 30 cm, the model is consequently locally
over stiffened in regard to the experimental observation were the board is free to distort between the
nails. This transition in the dynamic behavior is consistent with the one mentioned in [96, 99] and was
not observed in Section 4.3.2 where the connection points were placed every 15 cm on the side of the
board, consequently increasing the frequency limit of validity for the model. The flexible model with
continuous connections is however able to give a good prediction of the transfer mobilities regardless of
the position of the observation point, which can be explained by the fact that long distance transmissions
are dominated by the low frequency modes with large wavelengths, still correctly taken into account in
the model.
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Figure 4.5: Assembled shear panel. Observation points on the beam side (black squares). Observation
points on the board side (red squares). Distinct boards (five shades of grey).
Point 7 Point 8 Point 9
x [m] 1.410 1.680 2.060
y [m] 0.980 0.640 2.150
Table 4.8: Observation point coordinates on the OSB side.
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Figure 4.6: Set of mobilities obtained for an excitation on points 7 and 8. Experimental measurements
(thin black dashed lines); computational model with perfect rigid mounting of the strand board (thin
blue dashed line); computational model with optimal set of mounting parameters (thin red solid line).
4.5 Conclusion
In this chapter, a flexible mounting model was used and its parameters were identified for typical
lightweight wood-based assemblies. It was shown that perfect rigid mounting effectively over stiffens
the model and that a flexible mounting model improves the overall prediction of the mobilities between
various points of the boards and beams of a typical shear panel. This simple flexible mounting model
was however shown to be limited by the flexural wavelength in the boards and the distance between the
connection points. Those considerations might become critical within walls where thin boards and large
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spacings between screws or nail can be found. For floors however, boards are much stiffer such that the
validity of the continuous connection model is extended in frequency as an identical spacing of nails or
screws is set within the standards.
Regardless of the possible identification of flexible models for given technological mountings, this
approach allowed a step forward in the comprehension of the systems of interest. Heretofore, the knowl-
edge of the material properties associated with each elastic subpart as well as a correct modeling and
characterisation of the connections allows to obtain an accurate deterministic predictive model for the
core constituent of most lightweight separative elements at low frequencies. In the following, the prob-
lematic will consequently be to provide a robust prediction while facing a downgrade with regard to the
available information.
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CHAPTER 5. REDUCED ORDER COMPUTATIONAL MODEL FOR THE VIBROACOUSTIC
PROBLEM
5.1 Introduction
In this chapter, the dynamical problem in physical coordinates is projected onto a reduced functionnal
basis. Such basis results from the resolution of a set of generalized eigenvalue problems associated with
each medium. Model reduction strategies in regard to the structure and internal acoustic cavities are clas-
sical and documented [22, 23, 29, 30] meanwhile reduced order models adapted to poroelastic problems
are subject of ongoing research [31–34, 36–40]. In Chapter 2, for the construction of the computational
model, the displacement field was chosen as the primary variable for the description of the solid and fluid
phases of the poroelastic medium. This choice was motivated by the generality of the model with respect
to an implementation within the framework of an optimisation algorithm exploring various admissible
configurations, as well as by the promising results associated with the reduction strategies recently pre-
sented in [37, 39]. However, within a significant part of lightweight building constructions, insulation
materials belong to the class of limp frame poroelastic materials and can be modeled accordingly, leading
to an alternative computational model which was defined in Section 2.5. Hereinafter, reduction strategies
are investigated and presented for both computational models.
5.2 Reduced order model for the structure
5.2.1 Construction of the truncated projection basis
A truncated modal expansion of Us, the vector of the nodal values of the displacement field us in Ωs,
is constructed on an ad hoc set of eigenvectors. We then introduce the following generalized eigenvalue
problem: find the eigenvectors Usα(p) respectively associated with the eigenvalues λsα(p) such that
[Ks(p)] Usα(p) = λ
s
α(p) [M
s(p)] Usα(p) . (5.1)
Vectors Usα(p) constitute an orthonormal family of RNs with respect to the inner product defined with the
mass matrix [Ms(p)] such that 〈[Ms(p)]Usα(p),Usβ(p)〉 = δαβ. The modal matrix [Us(p)] is introduced as
the matrix whose columns are the eigenvectors Usα(p) respectively associated with the first ns smallest
eigenvalues λsα(p). We then have the following approximation
Us ' [Us(p)] qs , (5.2)
where qs is the complex vector of the generalized coordinates associated with the structure.
5.2.2 Generalized matrices for the reduced order model
The projection of the dynamic stiffness matrix [As(ω; p)] associated with the structure, defined by
Eq. (2.55), according to Eq. (5.2), gives the (ns × ns) complex symmetric matrix [As(ω; p)] such that
[As(ω; p)] = −ω2[Ms(p)] + iω [Ds(p)] + [Ks(p)] . (5.3)
The generalized mass matrix [Ms(p)], damping matrix [Ds(p)] and stiffness matrix [Ks(p)] respectively
are, due to the boundary conditions, (ns × ns) real symmetric positive definite matrices defined by
[Ms(p)] = [Us(p)]T[Ms(p)][Us(p)] , [Ds(p)] = [Us(p)]T[Ds(p)][Us(p)]
and [Ks(p)] = [Us(p)]T[Ks(p)][Us(p)] . (5.4)
Moreover, the generalized external load onto the structure is written as
fs(ω; p) = [Us(p)]TFs(ω; p) . (5.5)
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5.3 Reduced order model for the internal acoustic fluid
5.3.1 Construction of the truncated projection basis
In a similar way than for the structure, a modal expansion of P the vector of the nodal values of the
pressure disturbance field p in Ωf is constructed on a set of eigenvectors and we introduce the following
generalized eigenvalue problem: find the eigenvectors Pα(p) respectively associated with the eigenvalues
λfα(p) such that
[Kf(p)] Pα(p) = λfα(p) [M
f(p)] Pα(p) . (5.6)
Vectors Pα(p) constitute an orthonormal family of RNf with respect to the inner product defined with the
mass matrix [Mf(p)] such that 〈[Mf(p)]Pα(p),Pβ(p)〉 = δαβ. The modal matrix [P(p)] is introduced as
the matrix whose columns are the eigenvectors Pα(p) respectively associated with the first nf smallest
eigenvalues λfα(p) and we have the following approximation
P ' [P(p)] qf , (5.7)
where qf is the complex vector of the generalized coordinates associated with the acoustic fluid medium.
5.3.2 Generalized matrices for the reduced order model
The projection of the acoustical dynamic stiffness matrix [Af(ω; p)] defined by Eq. (2.56) according
to Eq. (5.7) gives the (nf × nf) complex symmetric matrix [Af(ω; p)] such that
[Af(ω; p)] = −ω2[Mf(p)] + iω [Df(p)] + [Kf(p)] . (5.8)
The generalized acoustical mass matrix [Mf(p)], damping matrix [Df(p)] and stiffness matrix [Kf(p)]
repectively are (nf×nf) real symmetric positive definite and real symmetric positive semidefinite matrices
defined by
[Mf(p)] = [P(p)]T[Mf(p)][P(p)] , [Df(p)] = [P(p)]T[Df(p)][P(p)]
and [Kf(p)] = [P(p)]T[Kf(p)][P(p)] . (5.9)
Moreover, the (ns × nf) reduced coupling matrix between the structure and the internal acoustic fluid is
written as
[CΠ(p)] = [Us(p)]T[CΠ(p)][P(p)] . (5.10)
5.4 Reduced order model for the poroelastic medium modeled as coupled
solid and fluid phases with displacements as primary variables
Although promising results were mentioned in regard to model reduction strategies based on the
symmetric displacement formulation for the poroelastic medium, intrinsic issues remain associated with
the use of the displacement field for the description of fluid domains. In particular, quite high modal
densities are observed [40]. Indeed, the rotational part of the fluid displacement field is only coupled to
the rotational part of the displacement field through inertial and viscous effects. Shear strain components
associated with the fluid phase of the poroelastic medium are not coupled through Biot stress-strain re-
lations defined by Eqs. (2.35) to (2.36) and remain free. Thus, it induces the presence of numerous low
frequency coupled eigenmodes in the poroelastic medium (see Fig. 5.1) similar to the circulation modes
observed in pure acoustical applications. In the context of acoustics, such eigenmodes are spurious and
have been extensively treated in the literature. For example in [104] with the creation of an artificial stiff-
ness via a penalty method (the idea was later transposed to the poroelastic medium in [105]), or [106]
with a reduced integration of the elementary stiffness matrix and mode filtering by projection of the
elementary mass matrix, and more recently in [107] and [108], with the choice of irrotational interpola-
tion functions or additional constraint equations to satisfy irrotationality. However it was shown in [35]
45
CHAPTER 5. REDUCED ORDER COMPUTATIONAL MODEL FOR THE VIBROACOUSTIC
PROBLEM
and [56] that an hypothesis of irrotationnal fluid within the poroelastic medium formulation, which re-
sults in an overestimation of relative solid and fluid displacements, ultimately yields an overestimation
of viscous dissipation.
(a) Coupled mode 1 (b) Coupled mode 2 (c) Coupled mode 3
Figure 5.1: Example of low frequency coupled modes in the poroelastic medium. Solid displacement
(top) and fluid displacement (bottom).
Following, due to the high modal density associated with the poroelastic medium at low frequencies,
the convergence rate with respect to the dimension of the projection basis is of prime importance. Thus,
appropriate strategy has to be investigated in order to minimise the number of required eigenmodes or
attachment functions to reach a given level of precision with respect to a direct reference resolution of
the linear system in physical coordinates. Unlike classical structural-acoustics problems, in which cases
in vacuo modes of the structure can be used as a good projection basis due to the weak influence of the
fluid, the poroelastic medium and in particular its fluid phase is strongly influenced by the fluid particle
displacement continuity condition (see Eqs. (2.22) and (2.23)) at the boundary with acoustic cavities.
Then, the projection on a truncated functional basis such that no constraint is prescribed on the boundary
with the acoustic fluid is not optimal in terms of a convergence using a minimal number of eigenfunc-
tions. In order to improve the latter point, it was proposed in [39] to add the contribution of the non-kept
eigenmodes of higher natural frequencies through the static response of the poroelastic medium domain
to the excitation from the acoustic cavities. The pressure formulation then allows to use the acoustic pres-
sure generalized coordinates for the static solution and to avoid keeping the restriction of the poroelastic
phases displacement fields on the boundary with the acoustic fluid. However, a great number of modes
was still to be taken into account to converge whereas some showed a negligible participation [40]. In
a general context, a mixed boundary conditions approach was proposed in [37] Such approach belongs
to the class of hybrid component mode synthesis methodologies according to the review of presented
in [109]. The boundary of the poroelastic medium subjected to an external load is set free for the solid
phase and fixed for the fluid phase for the computation of the coupled eigenmodes and the convergence
is observed for a two dimensionnal application. This ultimately induces a trade off between keeping
interface degrees of freedom and improving the convergence depending of the physical nature of the
boundary conditions. In the particular case of this work with a poroelastic medium coupled with an
acoustic cavity, it is shown that the convergence rate is particularly improved due to better match of com-
puted eigenmodes with effective physical displacements. Hereinafter we detail the different generalized
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matrices resulting from an original hybrid reduction strategy for the vibroacoustic computational model
with poroelastic medium.
First, we introduce the notations for the derivation of the hybrid component mode synthesis method-
ology associated with the poroelastic medium. Let UpS
Γ
be the vector of the NΓ nodal values of ups on the
interface of the poroelastic medium with the structure Γ. Let UpF
Γ,n and U
pF
Σ,n respectively be the vectors
of the NΓ,n and NΣ,n nodal values of upf · np on Γ and the interface of the poroelastic medium with the
internal acoustic cavities Σ. Let us assume that within the appropriate reference frame, the vector Up has
the following numbering
Up =

U
p
I
U
pS
Γ
U
pF
Γ,n
U
pF
Σ,n
 , (5.11)
where UpI is the vector of dimension NI = Np − (NΓ + NΓ,n + NΣ,n), gathering every so called ”internal”
remaining nodal value of upS and upF in Ωp.
5.4.1 Construction of the truncated projection basis
In this paragraph we first introduce a standard generalized eigenvalue problem in order to construct
the truncated basis used for the modal expansion of vector UpI , combined with classical static boundary
functions improving the convergence. Then, the vectors of the interface degrees of freedom with the
structureUpS
Γ
andUpF
Γ,n are condensed out using the set of linear constraints derived from the discretization
of the displacement continuity equations.
Reduced set of vectors for the projection of the internal degrees of freedom
According to the numbering defined by Eq. (5.11), let [Kp1,I(p)] and [M
p
I (p)] respectively be the block
matrices in [Kp1(p)] and [M
p(p)] that correspond to the degrees of freedom UpI . We then introduce the
following generalized eigenvalue problem: find the eigenvectors Upα(p) respectively associated with the
eigenvalues λpα(p) such that
[Kp1,I(p)] U
p
α(p) = λ
p
α(p) [M
p
I (p)] U
p
α(p) . (5.12)
Vectors Upα(p) constitute an orthonormal family of RNI with respect to the inner product defined with
the mass matrix [MpI (p)] such that 〈[MpI (p)]U
p
α
(p),Upβ(p)〉 = δαβ. The modal matrix [Up] is introduced
as the matrix whose columns are the coupled solid-fluid phases eigenmodes Upα respectively associated
with the first nI smallest eigenvalues λ
p
α(p). We then have the following approximation
U
p
I ' [Up] qpI + [SsΓ] UpSΓ + [SfΓ] UpFΓ,n + [SΣ] UpFΣ,n , (5.13)
where qpI is the complex vector of the generalized coordinates associated with the internal values of the
poroelastic medium solid and fluid phases. Moreover, [Ss
Γ
], [Sf
Γ
] and [SΣ] are classical elastostatic lifting
operators [110, 111] constructed from matrix [Kp1(p)] through a set of static problems.
Elimination of the interface degrees of freedom with the structure
Let Us
Γ
be the vector of the nodal values of the structure displacement field us on Γ and UsI be the
vector of the remaining internal degrees of freedom in Ωs. Then, let us assume that we have the following
numbering
Us =
UsI
Us
Γ
 . (5.14)
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Let Us
Γ,n be the vector of the nodal values of the normal displacement field u
s ·np on Γ. We introduce the
(NΓ × Ns) localization matrix [Qs], extracting the interface degrees of freedom vector UsΓ from the vector
Us of the nodal values of the displacement field us in Ωs, as well as the (NΓ,n×NΓ) projection matrix [N]
such that
UsΓ = [Qs] Us and UsΓ,n = [N] UsΓ . (5.15)
The discretization of the displacement continuity conditions between the structure and the poroelastic
medium, defined by Eqs. (2.5) and (2.6) or (2.30) and (2.31) yields the set of linear constraints defined
by Eq. (2.54). Then, according to the numbering defined by Eq. (5.11) and Eq. (5.14), matrices [Bp] and
[Bs] are written as
[Bp] =
0 [INΓ] 0 00 0 [INΓ,n] 0
 , [Bs] = 0 −[INΓ]0 −[N]
 . (5.16)
Given the modal expansion of the vector Us defined by Eq. (5.2), vectors UpS
Γ
and UpF
Γ,n can then be
expanded on a truncated vector basis such that
U
pS
Γ
= [Qs][Us(p)] qs , (5.17)
U
pF
Γ,n = [N][Qs][Us(p)] qs . (5.18)
Finally, using Eqs. (5.17) and (5.18) into Eq. (5.13) yields
U
p
I ' [Up] qpI + [SsΓ][Qs][Us(p)] qs + [SfΓ] [N][Qs][Us(p)] qs + [SΣ] UpFΣ,n . (5.19)
We then introduce the following approximation for the vectorUp gathering the nodal values of the poroe-
lastic medium solid and fluid phases
Up ' [H(p)] qp , (5.20)
where the vector of the generalized coordinates qp is defined by
qp =

qpI
qs
U
pF
Σ,n
 , (5.21)
and with the transformation matrix [H(p)] written as
[H(p)] =

[Up] ([Ss
Γ
] + [Sf
Γ
][N])[Qs][Us(p)] [SΣ]
0 [Qs][Us(p)] 0
0 [N][Qs][Us(p)] 0
0 0 [InΣ,n]
 . (5.22)
In the most general case and as potential future prospects, constraint modes [109] are methodologies to
be investigated to additionally reduce the dimension of the interface degrees of freedom on Σ which is
already of one degree of freedom per poroelastic medium interface node.
5.4.2 Generalized matrices for the reduced order model
Let np be the dimension of the reduced order model for the poroelastic medium such as np = nI +
ns + NΣ,n. The projection of the dynamic stiffness matrix [Ap(ω; p)] defined by Eq. (2.57) according to
Eq. (5.20) gives the (np × np) complex symmetric matrix [Ap(ω; p)] such that
[Ap(ω; p)] = −ω2[Mp(p)] + iω [Dp(ω; p)] + [Kp(ω; p)] , (5.23)
in which, according to Eqs. (2.59) and (2.61) we have
[Dp(ω; p)] = [Dp1(p)] + b˜(ω) [D
p
2(p)] , (5.24)
[Kp(ω; p)] = [Kp1 (p)] + (K˜f(ω) − P0) [Kp2 (p)] . (5.25)
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The generalized matrices [Mp(p)], [Dp1(p)], [D
p
2(p)], [K
p
1 (p)] and [K
p
2 (p)] repectively are (np × np) real
symmetric positive definite and real symmetric positive semidefinite matrices defined by
[Mp(p)] = [H(p)]T[Mp(p)][H(p)] , (5.26)
[Dp1(p)] = [H(p)]T[Dp1(p)][H(p)] and [Dp2(p)] = [H(p)]T[Dp2(p)][H(p)] , (5.27)
[Kp1 (p)] = [H(p)]T[Kp1(p)][H(p)] and [Kp2 (p)] = [H(p)]T[Kp2(p)][H(p)] . (5.28)
Moreover the (np × nf) reduced coupling matrix between the poroelastic medium and the acoustic fluid
is written as
[CΣ] = [H]T[CΣ][P] . (5.29)
5.4.3 Comparison of different reduction strategies for a poroelastic medium coupled with
an acoustic cavity
The three dimensional case presented in [39] also treated in [35, 36] is used to compare three reduc-
tion strategies related to the problem of a poroelastic medium, with displacements as primary variable
for the solid and fluid phases, coupled with an acoustic cavity. All three strategies use coupled eigen-
modes, solutions of the generalized eigenvalue problem constructed with the poroelastic medium mass
matrix and the static limit of the poroelastic medium stiffness matrix. The first one involves a projection
of the poroelastic medium equations onto the eigenmodes with free interface with the fluid. The second
one involves a projection onto the eigenmodes with free interface with the fluid and with an additionnal
attachment operator as proposed in [38,39]. The last one involves the mixed boundary condition strategy
as presented in Section 5.4. The cavity is of dimension 0.6 m × 0.4 m × 0.75 m. A 5 cm thick poroelas-
tic layer, whose properties are given in Table 5.1, covers one of the wall in the longest cavity direction
(meaning that the effective depth of the internal acoustic cavity is 0.7 m). The poroelastic medium is
bonded to the covered wall (all solid displacement and normal fluid displacement are constrained) and
sliding on the sides (normal solid displacement and normal fluid displacement constrained).
z
x
y
O
Q
Figure 5.2: Three dimensional case treated in [35, 36, 39].
A punctual acoustical source is placed into the cavity such that Q(x;ω) = |QS | ω2 δ(x − xQ), where
xQ denotes the coordinates of one of the corners opposite to the layer and |QS | = 10−9. The internal
acoustic fluid is discretized by a 12 × 8 × 15 mesh of hexahedric pressure elements while the poroelastic
medium is discretized by a 12 × 8 × 5 mesh of hexahedric elements. The finite element discretization
consequently yields Np = 3260 degrees of freedom for the poroelastic medium and Nf = 1872 degrees
of freedom for the internal acoustic cavity.
After resolution of the computational model over the frequency band B = [1, 1000] Hz the spatial
average of the quadratic pressure within the internal cavity is computed as
P2(ω) =
1
V
∫
V
|p(x;ω)|2 dV , (5.30)
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Young’s modulus [kPa] 845
Poisson’s ratio 0.3
Mass density (1 − φ)ρps [kg/m3] 30
Porosity φ 0.96
Flow resistivity σ [N.s/m4] 32000
Tortuosity α∞ 1.7
Viscous length Λ [µm] 90
Thermal length Λ’ [µm] 165
Structural loss factor ηpS 0
(a) Poroelastic medium parameters.
Standard pressure P0 1.015 × 105 Pa
Mass density ρf 1.21 kg/m3
Heat capacity ratio γ 1.4
Sound velocity cf 340 m/s
Prandtl number Pr 0.72
Dynamic viscosity ηf 1.81 × 10−5 N.s/m2
(b) Air parameters.
Table 5.1: Poroelastic medium and air parameters.
and the mean quadratic pressure level is defined by
L(ω) = 10 log10
P2(ω)p2re f
 , (5.31)
in which pre f = 2× 10−5 Pa. In order to evaluate the convergence rate of the different strategies, an error
estimator is constructed such that
Er(np) =
1
ωmax − ωmin
∫ ωmax
ωmin
|Lnp(ω) − Lre f (ω)|2 dω , (5.32)
where Lnp is the mean quadratic pressure level obtained with the reduced order computational model
projected on a truncated basis of np eigenmodes for the poroelastic medium. Lre f is the mean quadratic
pressure level computed with the computational model in the physical coordinates.
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Figure 5.3: Error estimator function of np for three strategies, computed with respect to the frequency
band [1,1000] Hz. Free interface (circles); free interface and attachment operator according to [38, 39]
(squares); hybrid boundary conditions (upward-pointing triangles).
Figure 5.3 displays the error estimator function of np. The consideration of the gradient of the error
estimator with respect to the number of modes included within the projection basis illustrates the problem
raised in [40], as numerous modes have to be computed without participating in the response, resulting
in a stagnation of the convergence rate over the frequency range [700,1600] Hz. The hybrid boundary
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conditions approach displays comparable stagnation but shifted towards higher number of poroelastic
modes such that a satisfactory precision could possibly be reached before. Within the case of the hybrid
boundary conditions method we have NΣ,n = 117 the number of remaining physical degrees of freedom
at the interface. The trade off between keeping those degrees of freedom and improving the convergence
is consequently advantageous as an acceptable error level is reached earlier than with respect to the
aforementioned other strategies.
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Figure 5.4: Sound pressure level. Reference solution (thin black solid line); hybrid boundary condition
strategy with np = 800 (thin red dash-dot line).
Figure 5.4 compares the mean quadratic pressure level obtained with the reference solution and with
the reduced model using the hybrid boundary condition strategy with np = 800 coupled eigenmodes and
displays the ability of the chosen strategy to converge towards the reference solution.
5.5 Reduced order model for the poroelastic medium modeled as an equiv-
alent fluid with pressure as the primary variable
In this paragraph, a reduction strategy for the poroelastic medium equations within the framework
of a limp frame equivalent fluid model introduced in Section 2.5, is presented. The disturbance of the
pressure field of an equivalent fluid is then the primary variable for the description of the poroelastic
medium. In the continuity of previous reduction strategies, a component mode synthesis approach is
carried out. Thus, eigenmodes of the equivalent fluid with fixed interface with the internal acoustic
fluid, combined with static boundary functions, are used as a projection basis. Then, the vector of
the interface degrees of freedom with the internal acoustic fluid is condensed out using the pressure
continuity condition at the boundary with the internal acoustic fluid, defined by Eq. (B.6), and the modal
expansion of the pressure disturbance field in Ωf defined by Eq. (5.7). It should be noted that, due to the
pressure continuity condition at the boundary with the internal acoustic fluid, domains Ωf and Ωp can
be seen as a unique internal acoustic cavity whith contrasts in physical properties, which are complex
and frequency dependent in Ωp. Following, a unique reduction basis could have been constructed for
the expansion of the pressure disturbance field in both domains, using a frequency dependent family of
eigenfunctions for example. Within the context of this work, component mode synthesis methodologies
are particularly attractive and favored due to their modular flexibility, allowing to distinguish and handle
different physics with dedicated solvers.
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5.5.1 Construction of the truncated projection basis
First, let Pe
Σ
be the vector of the NΣ,n nodal values of pE on the interface of the poroelastic medium
with the internal acoustic fluid Γ and let PeI be the vector of dimension Ne,I = Ne − NΣ,n gathering every
other ”internal” nodal value of pe in ΩP. Hereinafter, let us assume that we have the following numbering
Pe =
PeI
Pe
Σ
 . (5.33)
Reduced set of vectors for the projection of the internal degrees of freedom
According to the numbering defined by Eq. (5.33), let [Ke1,I(p)] and [M
e
1,I(p)] respectively be the
block matrices in [Ke1(p)] and [M
e
1(p)], defined by Eqs. (2.69) and (2.70), that correspond to the degrees
of freedom PeI . We then introduce the following generalized eigenvalue problem: find the eigenvectors
Peα(p) respectively associated with the eigenvalues λeα(p) such that
[Ke1,I(p)] P
e
α(p) = λ
e
α(p) [M
e
1,I(p)] P
e
α(p) . (5.34)
Vectors Peα(p) constitute an orthonormal family of RNe,I with respect to the inner product defined with the
mass matrix [Me1,I(p)] such that 〈[Me1,I(p)]Peα(p),Peβ(p)〉 = δαβ. The modal matrix [Pe(p)] is introduced
as the matrix whose columns are the eigenvectors Peα(p) respectively associated with the first ne,I smallest
eigenvalues λeα(p) and we have the following approximation
PeI ' [Pe(p)] qeI + [SeΣ] PeΣ , (5.35)
where qe is the complex vector of the generalized coordinates associated with the internal nodal val-
ues of the equivalent fluid pressure disturbance field. Moreover, the elastostatic lifting operator [Se
Σ
] is
computed from matrix [Ke1(p)] as
[SeΣ] = −[Ke1,I(p)]−1[Ke1,IΣ(p)] , (5.36)
where [Ke1,I(p)] is inversible due to the fixed interface.
Elimination of the interface degrees of freedom with the internal acoustic fluid
Let PΣ be the vector of the NΣ,n nodal values of the acoustic pressure disturbance field p on Σ and PI
be the vector of the remaining internal degrees of freedom in Ωf . Then, let us assume that we have the
following numbering
P =
PI
PΣ
 . (5.37)
The discretization of the pressure continuity condition defined by Eq. (B.6), between the internal acous-
tic fluid and the equivalent fluid modeling the poroelastic medium, yields the set of linear constraints
Eq. (2.54). According to the numbering defined by Eqs. (5.33) and Eq. (5.37), matrices [Bf] and [Be]
are written as
[Bf] =
[
0 [INΣ,n]
]
, [Be] =
[
0 −[INΣ,n]
]
. (5.38)
Moreover, we introduce the (NΣ,n × Nf) localization matrix [Qf], extracting the interface degrees of
freedom vector PΣ from the vector P of the nodal values of the internal acoustic fluid pressure disturbance
field p in Ωf , such that
PΣ = [Qf] P . (5.39)
Given the modal expansion of vector P defined by Eq. (5.7), the vector Pe
Σ
can then be expanded on a
truncated basis such that
PeΣ = [Qf][P] qf , (5.40)
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and finally, using Eq. (5.40) into Eq. (5.35), yields
PeI ' [Pe(p)] qeI + [SeΣ][Qf][P] qf . (5.41)
We then introduce the following approximation for the vector Pe
Pe ' [L(p)] qe , (5.42)
which does not involve any physical coordinates anymore and where the vector of the generalized coor-
dinates qe is defined by
qe =
qeIqf
 . (5.43)
Moreover, according to Eqs. (5.40) and (5.41) the transformation matrix [L] is written as
[L(p)] =
[
[Pe] [Se
Σ
][Qf][P]
0 [Qf][P]
]
. (5.44)
5.5.2 Generalized matrices for the reduced order model
Let ne be the dimension of the reduced model for the poroelastic medium such as ne = ne,I + nf . The
projection of the dynamic stiffness matrix [Ae(ω; p)] defined by Eq. (2.67) according to Eq. (5.42) gives
the (ne × ne) complex symmetric matrix [Ae(ω; p)] such that
[Af(ω; p)] = −ω2[Me(ω; p)] + [Ke(ω; p)] , (5.45)
in which, according to Eqs. (2.69) and (2.70), we have
[Me(ω; p)] = [Me1(p)] + (
φ
K˜e(ω)
− φ
P0
) [Me2(p)] , (5.46)
[Ke(ω; p)] = [Ke1(p)] + (
φ
ρ˜f
′(ω)
− φ
ρ
p
t
) [Ke2(p)] . (5.47)
The generalized matrices [Me1(p)], [M
e
2(p)], [K
e
1(p)] and [K
e
2(p)] respectively are (ne×ne) real symmetric
positive definite matrices real symmetric positive semidefinite matrices. Moreover, the (ns × ne) reduced
coupling matrix between the structure and the equivalent acoustic fluid is written
[CΓ(p)] = [Us(p)]T[CΓ(p)][L(p)] . (5.48)
5.6 Assembled reduced order computational models
Depending on the properties of the poroelastic medium or on its physical coupling with the structure,
two reduced order computational models are presented. The first one derives from a modeling of the
poroelastic medium as coupled solid and fluid phases with displacements as primary variables and is
consequently adapted to a broad class of vibroacoustic systems, being able to take into account shear
waves into the poroelastic media. Such a model should be suitable for most recent prefabricated sys-
tems in which can be found, for example, high compacity wood fiber insulation glued together with the
structure. Its dimension is however higher in comparison with the second one.
[As(ω; p)] qs + [CΠ(p)] qf = fs(ω; p) , (5.49)
[Af(ω; p)] qf + ω2[CΠ(p)]Tqs + ω2[CΣ(p)]Tqp = 0 , (5.50)
[Ap(ω; p)] qp + [CΣ(p)] qf = 0 . (5.51)
The second derives from a modeling of a limp poroelastic medium as an equivalent acoustic fluid
with pressure as primary variable and is consequently adapted to limp or decoupled with the structure
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poroelastic media. In most classical building construction systems, involving filling of cavities with
lightweight fibrous materials, this model is consequently suitable.
[As(ω; p)] qs + [CΠ(p)] qf + [CΓ(p)] qe = fs(ω; p) , (5.52)
[Af(ω; p)] qf + ω2[CΠ(p)]Tqs = 0 , (5.53)
[Ae(ω; p)] qe + ω2[CΓ(p)]Tqs = 0 , (5.54)
5.7 Conclusion
In this chapter were presented strategies for the construction of two reduced order computational
models. In particular, with a follow-up work in regard to recent publications [37, 39], a standard gen-
eralized eigenvalue problem was defined for the reduction of poroelastic medium equations using the
symmetric formulation with displacements as primary variables for the solid and fluid phases. An appro-
priate choice of boundary conditions for the construction of the truncated eigenmode basis was shown,
on a three dimensional example, to improve the convergence rate with respect to the dimension of the
projection basis, which was demonstrated as critical in [40]. Then, a similar component mode synthe-
sis approach was presented with respect to the computational model taking into account the poroelastic
medium as an equivalent acoustic fluid, which was previously derived as a simplification of the full
displacement model. Finally, the respective signatures of the different generalized matrices involved
within the reduced computational models were precised as a preamble for the construction of stochastic
computational models.
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6.1 Introduction
The computational models introduced within the previous chapters belong to a given class of mathe-
matical models with inputs and whose outputs will be used for the construction of acoustic performance
indicators. Statistical fluctuations among the system parameters, or design parameters, which are the
inputs of the computational model, were previously highlighted. Moreover, modeling errors happen to
exist, consequences of the mechanical modeling process of complex systems. By way of consequence,
model uncertainties are propagating to the output of the computational model, inherent to its class, for
any set of system parameters. In this research, it is chosen to follow the generalized proabilistic approach
of uncertainties introduced in [26–28]. Independent prior probabilistic models are then constructed in
order to take into account statistical fluctuations associated with system parameters as well as with model
uncertainties. In particular, the vector of system parameters p is substituted with a random vector whose
prior probabilistic model is constructed, within the framework of the information theory [112,113], using
the maximum entropy principle under the constraint of the available information. Then, the nonpara-
metric probabilistic approach of model uncertainties induced by modeling errors is used for the direct
construction of the prior probabilistic model of the generalized matrices of the reduced order compu-
tational model. Such approach was associated with substructuring techniques [61] and presented for
vibroacoustic applications [22, 30, 62] including robust optimisation of vibroacoustic systems [63].
In a second phase, using the available experimental data, an original identification strategy is pre-
sented with respect to the hyperparameters associated with the probabilistic approach of system param-
eters uncertainties. Such strategy involves a first set of values for the system parameters, identified
from experimental data through deterministic inverse problems. Then, a first set of hyperparameters is
identified using the maximum likelihood method [114] and the analytical probability density functions
associated with the prior probabilistic models. Thus, this first set of hyperparameters can be used as
an advantageous starting point for the standard identification method presented in [26, 67] which con-
sists in finding the optimal hyperparameters by maximising the likelihood of the experimental frequency
responses with respect to the random solutions of the stochastic computational model.
Finally, uncertainty quantification is performed with respect to the shear panel treated in Section 4.4.
In regard to the mobilities resulting from the updated stochastic computational model, confidence regions
associated with a given level of probability are compared with experimental measurements in order to
assess the ability of the probabilistic approach to take into account structural uncertainties.
6.2 Stochastic computational model and uncertainty quantification
6.2.1 Stochastic reduced order computational model
The probabilistic approach of uncertainties introduced in [26–28] consists in substituting the deter-
ministic generalized matrices of the computational model for random matrices whose prior probabilistic
model is constructed using the generalized probabilistic approach of uncertainties. With respect to the
first reduced computational model introduced in Section 5.6, the generalized dynamic stiffness matri-
ces [As(ω; p)], [Af(ω; p)] and [Ap(ω; p)] are respectively substituted with the random matrices [As(ω)],
[Af(ω)] and [Ap(ω)]. The deterministic generalized vectors qs, qf and qp of respective dimension ns,
nf and np are consequently modeled by the random complex vectors Qs, Qf and Qp and the resulting
stochastic reduced order computational model is written as
[As(ω)] Qs + [CΠ] Qf = fs(ω; p) , (6.1)
[Af(ω)] Qf + ω2[CΠ]TQs + ω2[CΣ]TQp = 0 , (6.2)
[Ap(ω)] Qp + [CΣ] Qf = 0 . (6.3)
Within the framework of the second computational model in which a limp poroelastic medium can
be modeled as an equivalent fluid, the generalized dynamic stiffness matrix [Ae(ω; p)] is then substituted
with the random matrix [Ae(ω)]. Moreover, the vector of the generalized coordinates qe is modeled
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by the random complex vectors Qe and the resulting stochastic reduced order computational model is
written as
[As(ω)] Qs + [CΠ] Qf + [CΓ] Qe = fs(ω; p) , (6.4)
[Af(ω)] Qf + ω2[CΠ]TQs = 0 , (6.5)
[Ae(ω)] Qe + ω2[CΓ]T Qs = 0 . (6.6)
Following, the uncertainty quantification consists in propagating the uncertainties associated with the
generalized random matrices to the random vectors Qs, Qf , Qp or Qe solutions of the stochastic reduced
order computational model.
6.2.2 Convergence of the random solution
The Monte Carlo method [115] is used to solve the previously defined stochastic reduced order
computational model. Independent realisations of the different random matrices are used to construct
a set of linear equations which is subsequently inverted. The convergence of the associated random
solution must be carefully checked with respect to the truncation of the functional basis as well as with
the number Nmc of independent realisations from the Monte Carlo method. Let Qr denote any of the
random vectors of the generalized coordinates associated with the structure, internal acoustic fluid or
poroelastic medium. The mean square convergence is assessed in constructing an estimator of the norm
defined by
|‖Qr‖|2B = E
{∫
B
‖Qr‖2dω
}
. (6.7)
6.2.3 Confidence regions for the observables
Confidence regions can be constructed with respect to observables which derive from the random
vectors Qs, Qf , Qp or Qe, solutions of the reduced order computational model, using the quantile method.
Let W ∈ R be such random observable and let x 7→ pW(x) from R to R+ be its associated probability
density function. Given a probability Pc such that 0 < Pc < 1, the function Pc 7→ ζ(Pc) from ]0, 1[ to R
is defined by
ζ(Pc) = arg min
w∈R |
∫ w
−∞
pW(x) dx − Pc| . (6.8)
The envelope of the confidence region associated with the probability Pc for the random observable W
is then defined by
wmin = ζ
(
1 − Pc
2
)
and wmax = ζ
(
1 + Pc
2
)
, (6.9)
and estimated with the Monte Carlo method.
6.3 Generalized probabilistic approach of uncertainties
Hereinafter, the generalized probabilistic approach of uncertainties is shortly presented in order to
construct the prior probabilistic model of the generalized random matrices associated with the structure,
internal acoustic fluid and poroelastic media. Let Mn(R) be the set of all the (n × n) real symmetric
matrices. For the sake of simplicity, let [A(p)] in Mn(R) denote any of the real symmetric generalized
matrices for a given p in Cpar and defined according to Sections 5.2.2, 5.3.2, 5.4.2 and 5.5.2. Matrix
[A(p)] is symmetric positive definite or positive semidefinite of rank m ≤ n and consequently it exists a
factorization of [A(p)] such that
[A(p)] = [B(p)]T[B(p)] , (6.10)
where [B(p)] is a (m × n) matrix that can be constructed, depending on the rank m, with Cholesky
factorization or singular value decomposition.
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According to [26], the vector of the uncertain model parameters p is modeled by the random variable
P = (P1, . . . , Pnp) with values in Cpar ⊂ Rnp , whose prior probabilistic model is defined by the probability
density function p 7→ pP(p; δp) from Cpar to R+. Thus, the probabilistic model associated with system
parameter uncertainties depends on the vector of the probabilistic model hyperparameters δp belonging
to an admissible set Cp. Moreover, let [GA] be a random matrix with values in the set M+m(R) of all the
(m×m) real symmetric positive definite matrix. Then, the generalized probabilistic model of the random
matrix [A], modeling the statistical fluctuations in [A(p)], is written as
[A] = [B(P)]T[GA][B(P)] , (6.11)
where the random variables P and [GA] are statistically independent. The prior probabilistic model of
random matrix [GA] is constructed, within the framework of the so-called nonparametric approach of un-
certainties, using the maximum entropy principle with the constraints given by the available information,
whose derivation can be found with more details in [27,28]. Let [G] 7→ p[GA]([G]) from M+m(R) to R+ be
the probability density function of [GA] with respect to the measure dG = 2m(m−1)/4
∏
1≤ j≤k≤l dG jk. The
available objective information is then written as
[GA] ∈ M+m(R) , (6.12)
E{[GA]} = [Im] , (6.13)
E{‖[GA]‖2f } < +∞ , (6.14)
where E{·} is the mathematical expectation operator and ‖A‖f = (tr{AAT}) 12 denotes the Froebenius norm.
Equation (6.14) yields that the solutions of the resulting stochastic computational model are second order
random variables. The probability density function p[GA] consequently has to verify a set of constraints
which is derived from the available information. First, the normalization condition of p[GA] with respect
to the support M+m(R) is written as ∫
M+m(R)
p[GA]([G])dG = 1 . (6.15)
Moreover, following Eqs. (6.13) and (6.14), the probability density function p[GA] respectively verifies∫
M+m(R)
[G]p[GA]([G])dG = [Im] , (6.16)∫
M+m(R)
ln(det{[G]})p[GA]([G])dG < +∞ . (6.17)
Furthermore, the entropy p[GA] 7→ S (p[GA]) is defined by Shannon [112], within the framework of the
information theory, by
S (p[GA]) = −
∫
M+m(R)
p[GA]([G])ln(p[GA]([G]))dG . (6.18)
The construction of the probabilistic model of [GA] is then carried out constructing the probability den-
sity function p[GA] that maximises S under the constraints defined by Eqs. (6.15) to (6.17). According
to [27, 28] we then have
p[GA]([G]) = 1M+m(R)([G]) CG det{[G]}a e−b tr{[G]} , (6.19)
in which
a = (m + 1)
(1 − δ2A)
2δ2A
and b =
m + 1
2δ2A
. (6.20)
Moreover, 1M+m(R)([G]) = 1 if [G] belongs to M
+
m(R) and 1M+m(R)([G]) = 0 otherwise. CG is a positive
normalization constant which is written as
CG =
(2pi)−m(m−1)/4 bmb∏m
i=1 Γ
(
b + 1−i2
) , (6.21)
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where Γ(z) =
∫ +∞
0 t
z−1e−tdt is the gamma function. Following, the prior probabilistic model of random
matrix [GA] is only dependent on the hyperparameter δA which has to verify the condition
0 < δA <
√
m + 1
m + 5
, (6.22)
and which by construction verifies
δA =
√√
E
{
‖[GA] − [Im]‖2f
}
‖[Im]‖2f
. (6.23)
An algebraic construction of [GA] ∈ M+m(R) is moreover proposed within the previous references as
[GA] = [BG]T[BG] , (6.24)
in which [BG] is a random upper triangular matrix. The elements [BG]i j, i ≤ j, of matrix [BG] are
statistically independent random variables defined by
[BG]ii = σm
√
2Vi , (6.25)
[BG]i j = σmUi j, i < j . (6.26)
The family {Vi , i = 1, . . . ,m} is constituted of statistically independent gamma random variables. The
associated scale and shape parameters are respectively equal to one and αm,i which is written as
αm,i = b +
1 − i
2
. (6.27)
Moreover, the family {Ui j , i ≤ j , j = 1, . . . ,m} is constituted of statistically independent gaussian
random variable whose means and variances are respectively equal to zero and one. Finally, the constant
σm is written as
σm =
δA√
m + 1
. (6.28)
Following, the prior generalized probabilistic model of uncertainties, taking into account system
parameters uncertainties as well as model uncertainties associated with matrix [A(p)], is dependent on
the vector of hyperparameters δp ∈ Cp as well as on the hyperparameter δA. Such vectors are respectively
associated with the probabilistic approach of system parameters uncertainties and with the nonparametric
approach of model uncertainties induced by modeling errors.
6.4 Probabilistic approach of system parameters uncertainties
Within the context of this work, few experimental information is available and, consequently, sta-
tistical dependency of the different random variables cannot be determined. Following, the maximum
entropy principle yields that the respective probabilistic models associated with the different random
variables are constructed as statistically independent. Hereinafter, the probabilistic approach of system
parameters uncertainties is carried out with respect to the structural parameters only. Indeed, fluctuations
around the nominal values of the system parameters associated with the internal acoustic fluid such that
mass density and sound velocity are considered sufficiently limited to be eventually taken into account
using only the nonparametric approach. The same considerations are made for the system parameters
associated with the poroelastic medium.
Following, the prior probabilistic models associated with the elastic properties as well as mass den-
sities for the structural elements have to be constructed. First, such probabilistic models are constructed
using the maximum entropy principle with the constraint of the available information. Then, as few
experimental information is available, moments of order two cannot be determined and the respective
hyperparameters are identified through a stochastic inverse problem using experimental data and the
maximum likelihood method [114].
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6.4.1 Prior probabilistic model of uncertainties for the structure parameters
In this paragraph we precise the construction, using the maximum entropy principle, of the different
probabilistic models associatied with typical lightweight structural elements. With respect to wooden
beam, prior probabilistic models are solely constructed with respect to the longitudinal Young’s modu-
lus and the mass density, which are the first order parameters controlling the bending behavior at low
frequencies. Whereas in regard to the different lightweight boards, a prior probabilistic model is di-
rectly constructed for the elasticity tensor in order to take into account the fluctuations of the various
contributing elastic parameters at low frequencies.
Prior probabilistic model of uncertainties for random variables with values in R+
Let Pi be a random variable, element of the random vector P, modeling the statistical fluctuations of
a strictly positive system parameter such as a Young’s modulus or mass density. The prior probabilistic
model associated with such random variable, with values in ]0,+∞[, is then constructed using the max-
imum entropy principle with the constraints given by the available information. Let
¯
pi = E{Pi} be the
mean value of Pi. Moreover, P−1i is a second order random variable. Let σPi be the standard deviation
associated with Pi and let δPi = σPi/
¯
pi be a dispersion parameter. According to [26, 28], the maximum
entropy principle yields that the prior probabilistic model associated with Pi is a gamma random variable
whose probability density function is written for 0 ≤ δPi < 1/
√
2 as
pPi(x) = 1]0,+∞[(x)
x(δ
−2
Pi
−1)e−x¯
p−1i δ
−2
Pi
(
¯
piδ2Pi)
δ−2Pi Γ(δ−2Pi )
. (6.29)
Prior probabilistic model of uncertainties for random anisotropic elasticity tensor
In Section 3.3.2, homogeneous orthotropic mean material hypothesis was formulated for the mod-
eling of lightweight boards and the deterministic identification of system parameters. Moreover, the
sensitivity of the observables, within the frequency band of interest, to several elastic parameters among
which Young’s moduli, shear moduli and Poisson’s ratio, was highlighted. Hereinafter, it is proposed to
construct the straight probabilistic model of the elastic tensor associated with each material, taking into
account anisotropic fluctuations around the mean orthotropic model. Using Voigt notation for the matrix
representation of the generalized Hooke’s law, the (m×m) elasticity matrix [Cela(p)] is introduced as the
symmetric positive definite matrix whose components are related, through index mapping, to those of
the elasticity tensor. Then, a prior probabilistic model of such matrix can be constructed using the non-
parametric probabilistic approach. Thus, the statistical dependency of the different elastic parameters is
taken into account and the positiveness of the elasticity matrix is as well guaranteed. Such an approach
was for example used in [59], or [60] in which additional matrix decomposition allowed to construct the
probabilistic model of elasticity matrix belonging to a given symmetry class.
First, we introduce the mean symmetric positive definite elasticity matrix [
¯
Cela], for which conse-
quently exists a factorization such that
[
¯
Cela] = [Bela]T[Bela] . (6.30)
Following, the prior probabilistic model of the random elasticity matrix [Cela] modeling the statistical
fluctuations in [Cela(p)] is constructed as
[Cela] = [Bela]T[Gela][Bela] , (6.31)
where [Gela] is a (m × m) random symmetric positive definite matrix whose probabilistic model is con-
structed according to the nonparametric approach (see Section 6.3). The prior probabilistic model as-
sociated with the elastic properties is then indexed by the hyperparameter δela controlling the level of
statistical fluctuations in [Cela].
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6.4.2 Strategies for the identification of the prior probabilistic model hyperparameters
from experimental measurement
With respect to stochastic inverse problems presented in [26, 64–67] for the identification of hyper-
parameters associated with prior probabilistic models, two main strategies stand out.
(i) The first strategy consists in identifying deterministic values of the system parameters from ex-
perimental data through a set of deterministic inverse problems, which were carried out in Chapter 3
for example. Then, for a given probabilistic model, it is possible to evaluate the likelihood of those
identified values. This strategy implies the resolution of as much deterministic inverse problems as there
are available measurements on real systems but then, the evaluation of the objective function is costless.
However the result is strongly dependent on a well-posed deterministic problem for the identification of
the values of the system parameters.
(ii) The second strategy consists, for a given probabilistic model, in propagating the uncertainties
to the observable through the computational model. Then, it is possible to determine the probability
density functions associated with the observables from the realisations of the computational model and
to evaluate the likelihood of the experimental data in regard to those probability density functions. This
strategy implies the resolution of a stochastic dynamical problem for each evaluation of the objective
function, with a high number of Monte Carlo independent realisations required to reach the convergence
due to the log weighting of the probability densities evaluated at extreme values. Moreover, as the
information consists in multiple random observables at various frequency values, the evaluation of the
likelihood and, in particular, of the joint probability density function associated with the observables
requires further enlightenment. By way of consequence, the numerical cost associated with this strategy
increases quickly with the dimension of the stochastic inverse problem. However, this approach might
give a better estimate (in the sense of a less conservative modeling) of the hyperparameters as the prior
probabilistic models can be identified using the information propagated, from the different probabilistic
models, to the computed observables.
Hereinafter, an original mixed strategy is introduced and investigated, which combines the advan-
tages of both previously discussed methodologies. In a first step, a set of deterministic inverse problems
is solved to identify deterministic values of the system parameters from experimental data (see Chap-
ter 3). Then, a first set of parameters in regard to the prior probabilistic models can be identified with
the maximum likelihood method, which corresponds to the first strategy. In a second step, the previously
identified probabilistic models are used as a first guess, or starting point, for the stochastic inverse prob-
lem associated with the second strategy. Thus, the dependency on the well-posedness of deterministic
inverse problems is minimised as they only provide a first guess to run through the second strategy, for
which the search space dimension and consequently the computational effort associated with the stochas-
tic inverse problem are drastically lowered. The aim would then to obtain less conservative probabilistic
models, refined using the additional information.
First step
Let us assume that we have Nmes independent realisations of a random system. We then have a
number of statistically independent realisations of a random observable defined on a probability space
(Θmes,Tmes,Pmes). The latter is constructed from Nmes experimental realisations of the random vector of
the N f req mobility modulus for and excitation on point j and an observation on point k, such that
Ymes(θi) =
(
10 log10
(
|Ymesjk (ω1; θi)|2
)
, . . . , 10 log10
(
|Ymesjk (ωN f req ; θi)|2
))
, θi ∈ Θmes , (6.32)
where the |Ymesjk (ωh)| are dependent random variables indexed on the frequency. The first step consists
in identifying an optimal vector of the probabilistic model hyperparameters δoptp using the family of
independent realisations of the vector of system parameters {pexp(θ1), . . . ,pexp(θNmes)} identified from
experimental data through Nmes deterministic inverse problems. We then introduce the log-likelihood
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estimator δp 7→ LIp(δp) from Cp into R, such that
LIp(δp) =
Nmes∑
i=1
ln
(
pP(pexp(θi); δp)
)
. (6.33)
The optimal vector of the probabilistic model hyperparameters δIp is then solution of the optimisation
problem
δIp = arg max
δp∈Cp
LIp(δp) . (6.34)
Second step
For a given prior probabilistic model indexed by the vector δp, let Y(δp) be the random vector written
as
Y(δp) =
(
10 log10
(
|Y jk(ω1; δp)|2
)
, . . . , 10 log10
(
|Y jk(ωN f req ; δp)|2
))
, (6.35)
whose statistics can be evaluated from the stochastic computational model. Following, the associated
joint probability density function pY
(
10 log10
(
|y jk(ω1)|2
)
, . . . , 10 log10
(
|y jk(ωN f req)|2
)
; δp
)
from RN f req
into R+ is estimated. Then, the log-likelihood estimator δ 7→ LIIp (δ) from Cp into R, associated with the
second step, is constructed such that
LIIp (δp) =
Nmes∑
i=1
ln
(
pY
(
10 log10
(
|Ymesjk (ω1; θi)|2
)
, . . . , 10 log10
(
|Ymesjk (ωN f req ; θi)|2
)
; δp
))
. (6.36)
Due to the numerical cost of evaluating the joint probability density function for a large number
N f req of frequency points, two suitable approximations were presented in [67]. The first one consists in
substituting the joint probability density function pY with the product of the marginal probability density
functions associated with each random variable |Y jk(ωh)|. Thus, Eq. (6.36) becomes
LˆIIp (δp) =
Nmes∑
i=1
N f req∑
h=1
ln
(
pY jk(ωh;δp)
(
10 log10
(
|Ymesjk (ωh; θi)|2
)
; δp
))
. (6.37)
The optimal vector of the probabilistic model hyperparameters δˆIIp is then solution of the optimisation
problem
δˆIIp = arg max
δp∈Cp
LˆII(δp) , (6.38)
in which a first guess δIp, resulting from the first step, is used to run through the optimisation algo-
rithm. It should be noted that a second approximation was presented in [67] and later in [26] using
a Karhunen–Loe`ve expansion of the random vector Y(δp) in order to construct an approximated log-
likelihood function in the space of the resulting uncorrelated generalized coordinates random variables.
This approach was introduced in order to mitigate the possibly too conservative consequences of the
hypothesis of statistical independence of the random variables |Y jk(ωh)|, using uncorrelated variables in-
stead. Hereinafter, this methodology is not considered, as it presented numerical problems at the first
glance that were not any further investigated due to the already satisfying results obtained from the stan-
dard method.
6.4.3 Identification of the prior probabilistic model hyperparameters for typical struc-
tural lightweight components
In this paragraph, the previously introduced identification strategy is undertaken in order to identifiy
the optimal hyperparameters associated with the prior probabilistic models constructed for the elastic
properties and mass densities of the typical lightweight materials that were reviewed within Chapter 3.
In a first step, the hyperparameters are identified for the random variables related to elasticity and mass
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density according to the optimisation problem defined by Eq. (6.34). From the consideration of the
confidence regions resulting from the stochastic computational model updated with the first set of op-
timal hyperameters, it might appear that this updated probabilistic model is too conservative. Indeed,
hypothesis such as statistical independence of the random variables, used for the construction of the
prior probabilistic models, might yield such consequences. Following, the second step of the strategy
is investigated in its ability to refine the identification, using the statistical information provided by the
different random variables indexed on frequency that constitute the experimental observable.
Wooden beams
The prior probabilistic models associated with the longitudinal Young’s modulus El and mass den-
sity ρs, with values in CE =]0,+∞[ and Cρ =]0,+∞[, whose respective probability density function
are constructed according to Eq. (6.29), are identified according to the optimisation problem defined by
Eq. (6.34) using the previously identified values given in Tables 3.3 and 3.4. Those values result from
a set of deterministic inverse problems that were constructed in Chapter 3 using experimental measure-
ments. First, it is assumed that with the available data, a correct estimation of the mean values for the
longitudinal Young’s modulus and mass density can be written as
¯
El =
1
Nmes
Nmes∑
i=1
Eexpl (θi) and ¯
ρs =
1
Nmes
Nmes∑
i=1
ρsexp(θi) . (6.39)
Then, the optimal hyperparameters associated with the respective prior probabilistic models are investi-
gated.
First step Figure 6.1 displays the values of LIp function of δEl and δrho respectively associated with the
probabilistic models of the longitudinal Young’s modulus and mass density. We then obtain the optimal
hyperparameters
¯
El = 10.9 GPa and δIEl = 0.16 for the prior probabilistic model associated with the
longitudinal Young’s modulus and
¯
ρs = 464 kg/m3 and δIρ = 0.065 for the prior probabilistic model
associated with the mass density of pine wooden beams.
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Figure 6.1: Wooden beams. First step log-likelihood estimator function of the hyperparameters δEl and
δρ respectively associated with the probabilistic models of the longitudinal Young’s modulus and mass
density.
The confidence regions associated with a probability Pc = 0.98 for the mobilities resulting from the
optimal stochastic computational model are displayed on Fig. 6.2 and compared with the experimental
mobilities. The updated probabilistic model is effectively conservative in the sense that the confidence
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Figure 6.2: Wooden beams. Confidence region associated with a probability Pc = 0.98 for the
mobilities resulting from the optimal stochastic computational model in the sense of the first step (grey
areas). Experimental measurements (thin black dashed lines).
regions around given modes are quite large in comparison with the statistical fluctuations observed on
the experimental mobilities.
Second step Following, the second step of the identification strategy is undertaken. As the mass density
was measured and not identified from kinematic of dynamic quantities, higher trust exists with respect
to its probabilistic model, and the associated hyperparameters
¯
ρs = 464 kg/m3 and δρ = 0.065 are
kept untouched. Further refinement is consequently investigated on the hyperparameter δEl associated
with the longitudinal Young’s modulus, whose optimal value with respect to the optimisation problem
defined by Eq. (6.38) is sought around the optimal value δIEl = 0.16 resulting from the first step. For a
given probabilistic model indexed by δEl we then consider the random vector Y(δEl) defined according
to Eq. (6.35) and gathering the N f req = 77 random variables associated with the values of the mobilities
sampled with respect to a frequency resolution of 10 Hz, sufficient due to the low modal density, in the
frequency band B = [40, 800] Hz. A number of 10000 Monte Carlo simulations allow to construct,
from the computational model, an estimation of the probability density functions associated with each
of the N f req and assumed statistically indepent random variables |Y jk(ωh)| indexed on frequency. Then, a
maximum for the objective function δEl 7→ LˆIIp (δEl) is investigated.
Figure 6.3 displays the values of LˆIIp function of δEl and we obtain the new optimal hyperparame-
ter δˆIIEl = 0.08, thus divided by two, for the prior probabilistic model associated with the longitudinal
Young’s modulus. Fig. 6.4 displays the confidence regions associated with a probability Pc = 0.98 for
the mobilities resulting from the stochastic computational model updated with δˆIIEl . Given the additional
statistical information propagated from the probabilistic model of the mass density to the observables, the
probabilistic model is then refined in a less conservative manner. Thus, the confidence regions display a
better match with respect to experimental mobilities. Table 6.1 summarizes, for each step, the resulting
values of the hyperparameters associated with each prior probabilistic model.
Young’s modulus Mass density
¯
El [GPa] δEl
¯
ρs [kg/m3] δρ
Step I 10.9 0.16 464 0.065
Step II 10.9 0.08 464 0.065
Table 6.1: Summary, for each step, of the numerical values for the hyperparameters associated with
each prior probabilistic model.
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Figure 6.3: Wooden beams. Second step log-likelihood estimator function of the hyperparameters δEl .
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Figure 6.4: Wooden beams. Confidence region associated with a probability Pc = 0.98 for the
mobilities resulting from the optimal stochastic computational model in the sense of the second step
(grey areas). Experimental measurements (thin black dashed lines).
Lightweight boards
The statistical fluctuations of the elastic properties are taken into account substituting the determin-
istic elasticity matrix [Cela(p)] with the random elasticity matrix [Cela] whose probabilistic model is
constructed using the nonparametric approach. In the following, the case of the oriented strand boards
is treated and the extension to other material models is straightforward. Within the framework of the
Mindlin-Ressner plate theory [116], elasticity matrix [Cela(p)] is a (5 × 5) symmetric positive definite
matrix. Then, according to Eq. (6.22), the hyperparameter δela which controls the level of statistical
fluctuations within the random elasticity matrix [Cela] belongs to the interval ]0, 0.7746[. A preliminary
parametric study allows to analyse the sensitivity of the confidence regions, constructed according to
Section 6.2.3 using the quantile method, for the mobilities resulting from the stochastic computational
models indexed on δela, to the nonparametric modeling of uncertainties constructed on the elasticity ma-
trix. Thus, for a deterministic mass density
¯
ρs = 578 kg/m3, Fig. 6.5 displays the above-mentioned
confidence regions associated with values of δela = 0.1, 0.3, 0.5, 0.7. First, it can be noted that extremum
values within the frequency passbands associated with resonances, which are damping controlled, re-
main comparable among the four probabilistic models. This means that although uncertainties propagate
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to the damping operators, constructed from the Kelvin-Voigt model, the sensitivity of the observable to
damping uncertainties is low. However, the statistical fluctuations of the resonance frequencies, which
define the frequency width of the confidence regions around resonances, is effectively dependent on the
values of δela. Moreover, given the different confidence regions, the optimal value of δela is most likely
comprised between 0.1 and 0.3.
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Figure 6.5: Oriented strand boards. Confidence regions associated with a probability Pc = 0.98 for the
mobilities resulting from the optimal stochastic computational model with δela = 0.1 (thin blue solid
lines), δela = 0.30 (thin green solid lines), δela = 0.50 (thin orange solid lines) and δela = 0.70 (thin red
solid lines). Experimental measurements (thin black dashed lines).
First step Given {pexp(θ1), . . . ,pexp(θNmes)} the family of independent realisations of the vector of sys-
tem parameters identified from experimental measurements, the first step of the strategy introduced
in Section 6.4.2 then consists in finding the optimal probabilistic model hyperparameter δIela solution
of the optimisation problem defined by Eq. (6.34). Consequently, the probability density function
p 7→ pP(p; δela) has to be constructed. First, it is assumed once again that with the available data a
correct estimation of the mean elasticity matrix from the identified values of the system parameters can
be written as
[
¯
Cela] =
1
Nmes
Nmes∑
i=1
[Cela(pexp(θi))] . (6.40)
Then, according to [27], the probability density function of the (m×m) matrix [Cela] such that the entropy
is maximised is such that
p[Cela]([C]) = 1M+m(R)([C]) CC det{[C]}a e−b tr{[ ¯C
ela]−1[C]} , (6.41)
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in which
a = (m + 1)
(1 − δ2)
2δ2
and b =
m + 1
2δ2
. (6.42)
Moreover, 1M+m(R)([C]) = 1 if [C] belongs to M
+
m(R) and 1M+m(R)([C]) = 0 otherwise. CC is a positive
normalization constant which is written as
CC =
(2pi)−m(m−1)/4 bmb∏m
i=1 Γ
(
b + 1−i2
)
det{[
¯
Cela]}b
. (6.43)
The hyperparameter δ , δela which depends on δela is defined by
δ(δela) =
√√
E
{
‖[Cela] − [
¯
Cela]‖2f
}
‖[
¯
Cela]‖2f
, (6.44)
and the mapping δela 7→ δ(δela) can be estimated with the Monte Carlo method. Thus, the log-likelihood
estimator associated with the first step can be evaluated as
LIp(δela) =
Nmes∑
i=1
ln
(
p[Cela]([C
ela(pexp(θi))]; δela)
)
, (6.45)
and maximised in order to obtain the optimal hyperparameter δIela, for the prior probabilistic model
associated with the elastic properties of a given board material. Figure 6.6 displays the values of LIp
function of δela associated with the probabilistic model of the elasticity tensor for oriented strand boards.
The optimal hyperparameters resulting from the first identification strategy are consequently δIela = 0.14
and δIρ = 0.02.
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Figure 6.6: Oriented strand boards. First step log-likelihood estimator function of the hyperparameters
δela and δρ respectively associated with the probabilistic models of the elasticity tensor and mass
density.
The confidence regions associated with a probability Pc = 0.98 for the mobilities resulting from the
optimal stochastic computational model are displayed on Fig. 6.7 and compared with the experimental
mobilities. As expected from the different hypothesis from which ensue the different prior probilistic
models, such as statistical independence of the random variables, the model is conservative in the sense
that the confidence regions around given modes are too large in comparison with the observed statistical
fluctuations. With the exception of the very low frequencies, below 20 Hz, where model uncertainties
induced by the not perfectly flexible suspension of the system cannot be taken into account with the pro-
bilistic approach of system parameters uncertainties, the confidence regions capture most of the random
dynamic response of the real board system.
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Figure 6.7: Oriented strand boards. Confidence regions associated with a probability Pc = 0.98 for the
mobilities resulting from the optimal stochastic computational model (grey areas). Experimental
measurements (thin black dashed lines).
Second step In accordance with the previously defined strategy, the second step is undertaken in a
similar way than for the wooden beams. Further refinement is consequently investigated on the hy-
perparameter δela of the prior probabilistic model associated with the elastic properties, whose optimal
value with respect to the optimisation problem defined by Eq. (6.38) is sought around the optimal value
δIEl = 0.16 resulting from the first step.
For a given probabilistic model indexed by δela we then consider the random vector Y(δela) defined
according to Eq. (6.35) and gathering the N f req = 39 random variables associated with the values of
the mobilities sampled every 5 Hz in the frequency band B = [10, 200] Hz. Thus, a maximum for the
objective function δela 7→ LˆIIp (δela) is investigated. Figure 6.8 displays the values of LˆIIp function of
δEl for different frequency samplings. Thus, when only considering the frequency band [10, 40] Hz, in
which modeling errors are influential due to the suspension conditions, the maximum likelihood gives
a conservative value of δˆIIEl = 0.14 in an attempt to take into account modeling uncertainties. However,
considering the frequency band [80, 200] Hz, the sensitivity of the model to uncertainties is naturally
increasing with frequency such that a lower value of δˆIIEl = 0.07 would be convenient. In order to
discriminate the model uncertainties associated with the suspension from the material uncertainties and
to obtain a probabilistic model suited for the whole frequency band, the value of δˆIIEl = 0.11 associated
with the frequency sampling over the band [40, 200] Hz is chosen.
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Figure 6.8: Oriented strand boards. Second step log-likelihood estimator function of the
hyperparameters δela for different frequency samplings.
Extension and remarks Table 6.2 gives the optimal hyperparameters identified according to both steps
for the set of typical lightweight boards (oriented strand boards or OSB, particle boards and plaster-
boards) that were considered within Chapter 3. It should be noted that with the exception of oriented
strand boards, the resulting level of statistical fluctuations after the second step is actually increasing
from the first step. Indeed, with respect to those materials, the deterministic identification was mostly
dominated by resonances. Even if resonant and non resonant portions of the frequency response have
the same weight, the sensitivity of the the objective function defined in Section 3.2 to variations around
resonances is much more important because of the associated steep gradient. Two distinct behaviours are
then enlightened. In regard to oriented strand boards, the first modes were disturbed by the suspension
conditions such that the deterministic inverse problems were erroneously evaluating the elastic parame-
ters in order to capture the dynamic behavior, leading to an overestimation of the statistical fluctuations
from the first step which was corrected within the second step. However, in regard to other materials,
modeling errors were sufficiently low to not be too influential on the resonances, leading to an estima-
tion of the elastic parameters for which a given level of fluctuation was associated in the first step. The
increasing level of statistical fluctuation in the second step then arise from the experimental fluctuations
in the portions of the frequency response in which no resonance take place and where otherwise second
order phenomena are contributing.
The previous remarks are illustrated by Fig. 6.9, which displays the confidence regions associated
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OSB Particle boards Plasterboards 12.5 Plasterboards 15 Plasterboards 18
δIela δρ δ
I
ela δρ δ
I
ela δρ δ
I
ela δρ δ
I
ela δρ
Step I 0.14 0.020 0.05 0.007 0.07 0.009 0.05 0.014 0.07 0.011
Step II 0.10 0.020 0.08 0.007 0.15 0.009 0.10 0.014 0.11 0.011
Table 6.2: Dispersion hyperparameters identified for typical lightweight boards.
with a probability Pc = 0.98 for the mobilities resulting from the optimal stochastic computational
model constructed with respect to particle boards and updated with δela = 0.05, 0.08. Thus, in regard to
the stochastic computational model in which δela = 0.05, experimental values belong to the confidence
regions around resonances but often take values outside of the envelope otherwise, which is corrected by
the second step using δela = 0.08.
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Figure 6.9: Particle boards. Confidence regions associated with a probability Pc = 0.98 for the
mobilities resulting from the optimal stochastic computational model with δela = 0.05 (thin blue solid
lines) and δela = 0.08 (thin red solid lines). Experimental measurements (thin black dashed lines).
Consequently, results from both steps have to be carefully interpreted. The methodology associated
with the first step is sensitive to model uncertainties meanwhile the methodology associated with the
second step is sensitive to potential measurement uncertainties or anomalies occuring within low signal
to noise ratio frequency response portions. With respect to the considered stochastic inverse problems,
both methods end up giving comparable values for the probabilistic models hyperparameters due to the
simplicity of the treated systems and respective qualities of the experimental measurements and mean
computational models.
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6.5 Uncertainty quantification for a shear panel and comparison with ex-
perimental measurements
The shear panel consisting in OSB mounted on wooden beams, treated in Section 4.4, is now consid-
ered. Prior probabilistic models are constructed with respect to the elastic properties and mass densities
of its lightweight components. Thus, the different dispersion parameters associated with wooden beams
and oriented strand boards that were identified in the previous section are used to update the stochas-
tic computational model. In regard to oriented strand boards, the mean elasticity tensor is constructed
from the nominal values that were given in Table 4.5 as they constitute the only available information on a
product that might be different from the batch of oriented strand boards that was treated within Chapter 3.
For the sake of clarity, the mean physical parameters as well as probabilistic model hyperparameters are
briefly recalled within Tables 6.3 to 6.5
El [GPa] Et [GPa] Er [GPa] Gtl [GPa] Glr [GPa] Grt [GPa] νrt νlr νlt ρs [kg/m3]
10.9 0.3 0.3 0.7 0.7 0.05 0.1 0.1 0.1 464
Table 6.3: Pine mean physical properties
Ex [GPa] Ey [GPa] Gxy [GPa] Gyz [GPa] Gxz [GPa] νxy ρ [kg/m3]
5.5 3 1.5 1 1 0.25 650
Table 6.4: OSB mean physical properties.
Pine beams OSB
δEl δρ δela δρ
0.08 0.065 0.10 0.020
Table 6.5: Dispersion hyperparameters with respect to each structural component.
With respect to the connections of the different components, two mean models are successively
considered. The first one uses the flexible mounting model that was presented and whose parameters
were identified from experimental measurements within Chapter 4. The second involves perfectly rigid
connections, consequently introducing a higher level of modeling errors. The ability of the generalized
probabilistic approach of uncertainties to take into account system parameters uncertainties as well as
model uncertainties is investigated with respect to both cases.
6.5.1 Mean model taking into account flexible connections
At first, identical mounting parameters are chosen such that the model considered in Section 4.4
is the mean model of the present stochastic computational model. Moreover, in a first step, only the
probabilistic approach of system parameters uncertainties is considered and the propagation of the latter
to the different mobilities of system is invesigated. Following, the confidence regions associated with a
proability Pc = 0.98, resulting from the stochastic computational model, are displayed on Fig. 6.10 and
compared with experimental values. It can be seen that the stochastic computational model constructed
solely from the probabilistic approach of system parameters uncertainties is able to improve the quality
of the prediction. Thus, experimental measurements are comprised within a confidence region that can be
constructed from a computational model enriched with the knowledge of few probabilistic information.
It should be noted that, as expected, the probabilistic approach of system parameters uncertainties
only is not able to take into account the model uncertainties resulting from the continuous connection
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Figure 6.10: Set of mobilities obtained for an excitation on points 7 and 8. Confidence regions
associated with a probability Pc = 0.98 for the mobilities resulting from the optimal stochastic
computational model (grey areas); experimental measurements (thin black dashed lines).
modeling on top of the beams (as can be seen with the mobility y88) for which the nails that realise the
mechanical assembly of the oriented stand boards on the beams is such that a bending wavelength of
the boards can be comprised between two real punctual connections. However, as it was highlighted
in Chapter 4, the resulting modeling errors and consequently associated uncertainties remain localized
such that most of the displacement and velocity fields over the structure can be accurately predicted over
the frequency band [10, 280] Hz. Heretofore, an accurate probabilistic predictive model can be con-
structed for a lightweight shear panel at low frequencies, core constituent of most lightweight separative
elements, using statistical information on the involved materials and a correct modeling and characteri-
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sation of the connections. Assuming that this characterisation is inaccessible and that the elastic subparts
are connected through perfectly rigid connections, it is investigated within the next paragraph how the
generalized probabilistic approach of uncertainties would be able to provide a prediction taking into
account this downgrade with regard to the available information.
6.5.2 Mean model including modeling errors induced by perfectly rigid connections
In this paragraph, an inherent level of modeling errors is associated with the mean model as a conse-
quence of its construction using perfectly rigid connections. As a result, the computational model belong
to a class of model that cannot represent the dynamic behavior of the real system given any variation of
its input parameters and, consequently, the associated uncertainties cannot be taken into account with the
probabilistic approach of system parameters uncertainties. Figure 6.11 illustrates this point in comparing
the confidence regions associated with a probability Pc = 0.98 (grey areas) for the mobilities resulting
from the stochastic computational model constructed from the mean model using perfectly rigid con-
nections and the probabilistic approach of system parameters only. Thus, it can then be seen that the
experimental observables do not belong to the confidence regions resulting from the probabilistic ap-
proach of system parameters uncertainties at low frequencies. Indeed, a general result with respect to
such parametric approach is that the confidence regions are spanned by the variations of the resonance
frequencies around their mean values [26]. Consequently, in the very low frequency range where the
modal density is low, such approach can not reasonably take into account the much more influential
effects of the connections, or in the general case of the boundary conditions.
Following, the generalized probabilistic approach of uncertainties is fully undertaken in order to
assess its ability to take into account model uncertainties. Let δMs , δDs and δKs respectively be the hy-
perparameters associated with the random matrices [GMs], [GDs] and [GKs] and controlling the nonpara-
metric statistical fluctuations within random mass matrix [Ms], damping matrix [Ds] and stiffness matrix
[Ks] associated with the structure, according to the prior probabilistic model recalled in Section 6.3. A
stochastic computational model is constructed using identical hyperparameters for the probabilistic mod-
els associated with the elastic properties and mass densities than obtained and used within the previous
paragraphs. Moreover, in regard to the nonparametric approach, values of δMs = δDs = δKs = 0.3 are
arbitrarily chosen, in order do demonstrate that it exists a set of hyperparameter such that experimental
mobilities belong to the confidence regions resulting from the stochastic computational model. Such
optimal set can be identified according to the methodologies presented in [26, 67] from experimental
measurements but this problem is not further investigated due to limited available experimental informa-
tion. The resulting confidences regions are displayed on Fig 6.11, denoted by the thin black solid lines,
and manifest the ability of the generalized probabilistic approach to take into account system parameter
as well as model uncertainties, using independent and suited probabilistic models. However, the prime
importance of a good predictive mean model is enlightened by the width of the confidence regions re-
quired to take into account model uncertainties. The fewer available knowledge of the system the bigger
the confidence regions will consequently be, which can be problematical when trying to rate the relative
performance of given systems during an optimisation process.
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Figure 6.11: Set of mobilities obtained for an excitation on points 7 and 8. Confidence regions
associated with a probability Pc = 0.98 for the mobilities resulting from the probabilistic approach of
system parameters uncertainties (grey areas) and generalized probabilistic approach of uncertainties
(thin black solid lines); experimental measurements (thin black dashed lines).
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6.6 Conclusion
In this chapter, a stochastic computational model suited for vibroacoustic systems including poroe-
lastic media was presented, within the framework of the generalized probabilistic approach of uncertain-
ties that was introduced in [26–28]. With respect to the structure, the probabilistic approach of system
parameters uncertainties allowed the construction of prior probabilistic models associated with the elas-
tic properties and mass densities of typical lightweight building components. Then, a novel two step
strategy was introduced in order to identify the respective hyperparameters associated with each prior
probabilistic model from experimental measurements. Finally, uncertainty quantification was performed
on the previously treated lightweight shear panel (OSB mounted on beams) using a stochastic compu-
tational model updated with the identified hyperparameters for each material. Depending on the choice
of the mean model, involving or not flexible connections of the elastic subparts, the probabilistic ap-
proach of system parameters uncertainties as well as the nonparametric approach of model uncertainties
induced by modeling errors demonstrated their ability to improve the prediction through the construction
of confidence regions consistent with the experimental observables.
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7.1 Introduction
As it was previously introduced, this research is aligned with a predictive methology at the building
scale, adapted to lightweight building construction. The latter was initially introduced in [4] then fur-
ther matured within the COST Action FP0702 (European Cooperation in Science and Technology) with
the aim to be presented as an extension of the current set of standards [5], extensively used for heavy
constructions. Thus, among other inputs that do not belong to the scope of this work, this methodol-
ogy requires the performances (sound reduction indices and normalised impact sound levels) associated
with the direct transmission paths of the different separative elements involved within the considered
building. In this chapter, we introduce a computational model suited to the evaluation of the airborne
sound insulation performance of diverse lightweight building elements. Following on from the previous
chapters in which deterministic and stochastic computational model dedicated to the description of the
systems were introduced, this work consequently focuses on the definition of ad hoc external excitations
and observables in order to derive performance indicators.
Within laboratory conditions, evaluated systems are inserted between one source room, which is
acoustically excited, and one receiving room. According to the standard [117], successive loudspeaker
positions or two or more fixed loudspeakers can be used to generate a steady excitation of the source
room. The aim is to evaluate the sound reduction index R, defined by the ratio of the incident and
radiated sound power such that
R = 10 log10
(
WS
WR
)
. (7.1)
In the early years of building acoustics, only the sound pressure was accessible to measurement and, by
way of consequence, adapted methodologies were introduced with respect to the evaluation of the sound
reduction index. As soon as the modal density becomes sufficiently large, the steady state power flows
WS and WR can be approximated according to Sabine, using the spatial averages of the quadratic presure
fields P2S and P
2
R within the source and receiving room, as
WS = S
P2S
4ρfcf
and WR = A
P2R
4ρfcf
, (7.2)
where S and A respectively are the surface of the evaluated element and the acoustic equivalent absorp-
tion area associated with the receiving room. Moreover, given the reverberation time T60, wich is the
time required to observe a decay of 60 dB after interruption of a sound source, the Sabine formula yields
A = 0.161
VR
T60
, (7.3)
where VR is the volume of the receiving room. Following on Eqs (7.1) and (7.2), the standard [117]
defines the sound reduction index by
R = LS − LR + 10 log10
(S
A
)
, (7.4)
where the quantities LS and LR are the sound pressure levels respectively associated with the source and
receiving rooms. Aforementioned levels are defined with respect to the reference value pre f = 2×10−5 Pa
such that
LS = 10 log10
 P2Sp2re f
 and LR = 10 log10
 P2Rp2re f
 , (7.5)
Then, the airborne sound insulation performance of the evaluated system can then be rated according
to [118].
At this point, it should be noted that at low frequencies the estimation of the sound reduction index
R defined by Eq. (7.4) is not representative anymore of the power flows within the vibroacoustic system.
However, pressure averaging based methods for the evaluation of the sound reduction index are exten-
sively used and standardized [117]. By way of consequence, most experimental laboratory data ensue
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from aforesaid methods. For such reasons, an intensimetry approach, even though generally accepted as
more accurate at low frequencies, is not considered in this work due to intricate interpretation of the pre-
dicted quantities, resulting from a simulated intensity approach, with respect to laboratory experimental
data resulting from room pressure averaging approaches.
Quick reminder for the definition of the levels in regard to different signals in dynamics. With
respect to a signal q whose reference value is conventionally set to qre f , the respective level is defined by
Lq = 10 log10
 |q|2q2re f
 . (7.6)
Thus, in regard to a pressure p, to a displacement d, to a velocity v or to an acceleration a, the reference
values respectively are pre f = 2 × 10−5 Pa, dre f = 10−12 m, vre f = 10−9 m.s−1 and are f = 10−6 m.s−2.
7.2 Model for the evaluation of airborne sound insulation
7.2.1 Parallelepiped room model
Although field measurements as well as laboratory measurements reproductibilities are questioned
at low frequencies [10, 119–123] and historically the reason for measurements to begin at 100 Hz, good
repeatability was experimentally observed down to 50 Hz [8]. Such good repeatability and poor re-
productibility are even stated within the standard [124]. Thus, if the evaluated performance at low
frequencies depends on the laboratory, the measured quantities are at least reapeatable within identi-
cal laboratory conditions, which allows to compare designs to each others. Due to the dependence of
the evaluated performance on the room geometries, reverberation times or modal smoothing from dif-
fusers, authors advocated for a room model minimizing this influence [125], in order to evaluate designs
in a more neutral environment. Hereinafter, the adopted standpoint is that the in fine evaluation of the
performance will be performed in a laboratory with given attributes. Consequently, we set and imple-
ment a methodology trying to be as close to laboratory conditions as possible such that numerical and
experimental quantities are comparable as far as this could be relevant. Without model updating at the
laboratory setup scale, such an approach remains exploratory and first and foremost aims to define a
suitable work basis. Following, the considered dynamical system is constituted of a source room, the
evaluated parting wall and a receiving room as depicted in Fig. 7.1. The characteristic dimensions are
LSx × LSy × LSz for the source room, LRx × LRy × LRz for the receiving room and LWy × LWz for the parting wall.
x
z
Source room Receiving room 
Figure 7.1: Laboratory setup for the evaluation of a parting wall.
The pressure field and the sound pressure level in the source room as well as the sound pressure
level in the receiving room are determined through the analytical solution of the Helmoltz Eq. (2.16) in
a parallelepiped room. Similar approaches for the study of the sound transmission through parting walls
were presented using analytical functionnal basis, full discretization of the rooms with the finite element
method or Rayleigh’s integrals [9, 35, 126–132]. In particular in [130, 131], with respect to laboratory
volumes, decoupled approach in which air loadings are neglected are shown to display consistent results
with fully coupled approaches. Hereinafter such decoupled approach is then adopted and no feedback
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from the evaluated system onto the source room nor from the receiving room onto the system is taken
into account. The source room and receiving room are not considered as internal acoustic cavities and
treated in a distinct manner. However it should be noted that any remaining internal air cavity or layer is
fully coupled with the structure and poroelastic media according to the remarks in [133]. Furthermore,
comparisons with experimental measurements in [9, 127, 128] display good agreement of such rigid
parallelepiped models with respect to rooms with rigid heavy boundaries (plastered brick walls and
concrete floor), corresponding to usual laboratory facilities, as long as the damping is properly known.
7.2.2 Analytical modal expansion of the pressure field in the rooms
In this paragraph, the pressure field in the aforementioned source room or receiving room is ex-
panded on the truncated basis constituted of the first analytical eigenfunctions associated with such par-
allelepiped acoustic cavities with rigid boundaries. Thus, given an acoustical excitation, the pressure
field as well as the spatial average of the quadratic pressure field can be evaluated. First, the truncated
modal expansion of the pressure field is written as
proom(ω; x) =
∑
p,q,r
Ap,q,r(ω) φp,q,r(x) , (7.7)
where the analytical eigenfunctions are such that
φp,q,r(x) =
1
Np,q,r
cos
(
ppi
Lx
x
)
cos
(
qpi
Ly
y
)
cos
(
rpi
Lz
z
)
. (7.8)
It can be verified that the eigenfunctions are orthogonal with respect to the usual inner product and the
mass normalization factor Np,q,r is defined by
N2p,q,r =
∫
VR
1
ρFc2F
(
cos
(
ppi
Lx
x
)
cos
(
qpi
Ly
y
)
cos
(
rpi
Lz
z
))2
dV . (7.9)
According to the modal expansion defined by Eq. (7.7), the projection of the Helmoltz Eq. (2.16) with
a source Qroom(ω; x) with respect to an eigenfunction φp,q,r(x) yields the expression of the generalized
coordinate Ap,q,r(ω) such that
Ap,q,r(ω) =
∫
ΓR
Qroom(ω; x) φp,q,r(x) dS
ω2p,q,r + 2i ξp,q,rωωp,q,r − ω2
. (7.10)
Moreover, with the knowledge of the reverberation time T60( f ) indexed on frequency, indicative of the
dissipated acoustic energy within a room, the modal damping ratio ξp,q,r can be constructed, according
to [134], as
ξp,q,r =
1
2
2.2
fp,q,r T60( fp,q,r)
. (7.11)
Furthermore, in order to enrich the characterisation of the systems and to identify phenomena as-
sociated with specific frequency bands, analogic time signals where historically filtered through octave
or third octave passband filters. Thus, sound pressure levels are computed per band, resulting in sound
reduction indices associated with each band. Let Hb be the frequency response function of an ideal-
ized passband filter, associated with an octave or third octave band. The spatial and time average of the
quadratic pressure in a given room per filter band is then given with the Parseval identity as
P2room,b =
1
Vs
∫
Vs
∫ +∞
−∞
|Hb proom(ω; x)|2 dωdV , (7.12)
where Vs is the sampling volume for the spatial averaging of the quadratic pressure field.
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7.2.3 Decoupled approach for the evaluation of the sound reduction index
For the sake of clarity, the adopted decoupled approach for the sound reduction index is briefly sum-
marized. As a first step, the source room is considered as an independent dynamical system. With
respect to a given acoustical excitation, the sound pressure field can be determined according to Sec-
tion 7.2.2. Then, an incident pressure field on the boundary with the evaluated parting wall as well as
the spatial average of the quadratic pressure field can be evaluated in the source room. As a second
step, the external excitation on the system is constructed from the incident pressure field resulting from
the first step. A computational model constructed according to Chapters 2, 5 or 6 with respect to the
deterministic or random vibroacoustic evaluated system is then solved for the displacement field of the
structure on the boundary with the receiving room. As a third step, the receiving room is considered as
an independent dynamical system. Then, the acoustical excitation of the receiving room is constructed
from the displacement field of the structure on the boundary with the receiving room and the spatial
average of the resulting quadratic sound pressure field can be evaluated.
External excitation of the evaluated system
Let ΓS and ΓR respectively be the interfaces of the structure with the source room and receiving room
constituting a partition of ∂Ωsn. Furthermore, ns is the outward-pointing normal vector with respect to the
structure according to the notations of Chapter 2. Let QS (ω; x) be an acoustical source placed into the
source room and pS (ω; x) the resulting pressure field, solution of the Helmoltz Eq. (2.16). The external
excitation field fs on the system is constructed such that fs = −pS (ω; x) ns , on ΓSfs = 0 , on ∂Ωsn \ ΓS . (7.13)
Thus, the vector of the external excitation Fs on the system is obtained from the finite element dis-
cretization of the anti linear form defined by Eq. (2.15). Then, the displacement field of the structure us,
resulting from an external excitation field fs on the system, is obtained as a solution of previously defined
deterministic or stochastic computational models.
Evaluation of the sound reduction index
The acoustical source QR(ω; x) with respect to the receiving room is constructed from the restriction
usR of u
s on the interface ΓR with the receiving room such that QR(ω; x) = ω2 usR · ns. Following,
the pressure field pR(ω; x) within the receiving room is obtained as a solution of Eq. (2.16) with the
source QR(ω; x). Within the case where the sampling volume Vs covers the whole room volume V , the
spatial average per filter band of the quadratic pressure field in a given room can be computed, using the
eigenfunctions orthogonality and Eq (7.12), as
P2room,b =
ρFc2F
V
∫ +∞
−∞
∑
p,q,r
|Hb Ap,q,r(ω)|2 dω . (7.14)
A numerical evaluation is otherwise performed for smaller sampling volumes, as prescribed in [135] for
example, and the estimation of the sound reduction index per band is performed according to Eq. (7.4).
7.2.4 Concluding remarks about the approach
Such airborne sound insulation performance evaluation model depends on four categories of param-
eters: room dimensions, modal damping factors, positions of the acoustical sources, sampling volumes.
In the following paragraphs, a case study is undertaken in order to obtain an overview of such approach
and of the behavior of typical systems within the first third octave bands. In particular, the sentitivy
of the airborne sound insulation model to input parameters such as source positions and modal damp-
ing factors will be enlightened, as well as the difficulty to translate current experimental data such as
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reverberation times into trustworthy input parameters for the model. Thus, the comparison with experi-
mental results below or around the Schroeder frequency [136] which gives an estimation for the validity
range of the diffuseness hypothesis, has to be put in perspective with the high sensitivity of the model
to small variations within its input parameters as well as with the large experimental standard deviations
associated with conventional measurements [121]. Eventually, the confidence regions resulting from the
propagation of the uncertainties from the modeled uncertain systems onto the sound reduction indices
will be compared in regard to the order of those previously enlightened and resulting from the simulated
experimental protocol. It should be noted that the whole approach considers deterministic external exci-
tation as well as radiations into the receiving rooms, as the objective is to compare the performance of a
set of uncertain systems in fixed laboratory conditions. For such potential uncertainty quantification, a
framework for the construction of the probabilistic models of the parameters for reverberant room model,
using the maximum entropy principle, was for example introduced in [137].
7.3 Application to double parting wall separative systems
7.3.1 Nominal systems
The aiborne sound insulation performance of two admissible configurations for a double parting wall,
whose dimensions are LWy =3.800 m and L
W
z =2.250 m, is investigated and compared with experimental
measurements. Both configurations (see Fig. 7.2) are symmetrically designed around a 2 cm air gap and
do not involve structural transmission paths between the facing single walls. They are constituted of a
load carrying primary wooden frame of 22 studs (11 for each side with 400 mm spacing and whose cross-
sectional dimensions are 140 mm × 45 mm) with a poroelastic material in between, 12 mm thick OSB
bracing panels, a secondary frame of 22 vertical battens (cross-sectional dimensions 45 mm × 27 mm)
with air in between and on which are fixed two layers of plasterboards 12.5 mm thick on each side. In
Fig 7.2, the grey areas denote the positions of the stud and battens whereas the textured areas denote
the positions of the poroelastic and air cavities. From the rooms perspective, the facing consists in two
layers constituted of multiple plasterboards, whose positions and orientations are unknown but whose
mounting is such that the joint do not overlap, resulting in a more or less homogeneous effective board.
As such, it is assumed that the effective behavior is identical to the one of a unique plasterboard, whose
thickness is doubled but whose physical properties remain identical. It should be noted that in order to
obtain the correct critical frequency of such multilayered plaster panel, the Young’s modulus associated
with the effective panel as to be modified (divided by 4). At low frequencies however, it is assumed that
the vibroacoustic effects responsible for such phenomenon do not appear yet. Moreover, in regard to
the assembly of the different structural component as well as to boundary conditions, the connections are
supposed to be perfectly rigid, the frame elements are supposed to be clamped at their extremities and the
boards have fixed displacements but free rotations over the edges. The variation from one configuration
to the other is defined by the position of the OSB bracing panels, towards the outside or towards the
inside of the primary frame. Hereinafter, the former is denoted ”system 1” and the latter ”system 2”.
Battens
Fibrous ins.
Air gaps
Studs
Plasterboards
Air cavities
OSB
System 1 System 2
Figure 7.2: Top sectional views of the parting walls.
82
7.3. APPLICATION TO DOUBLE PARTING WALL SEPARATIVE SYSTEMS
0 0.5 1 1.5 2 2.5 3 3.5
0
0.5
1
1.5
2
y axis [m]
z
ax
is
[m
]
Figure 7.3: Front view of the parting walls with the apparent stud pattern.
Young’s modulus [kPa] 400
Poisson’s ratio 0
Mass density (1 − φ)ρps [kg/m3] 70
Porosity φ 0.9
Flow resistivity σ [N.s/m4] 50000
Tortuosity α∞ 1.7
Viscous length Λ [µm ] 60
Thermal length Λ’ [µm] 150
Structural loss factor 0.05
(a) Poroelastic medium parameters.
Standard pressure P0 1.015 × 105 Pa
Mass density ρF 1.21 kg/m3
Heat capacity ratio γ 1.4
Sound velocity cF 340 m/s
Prandtl number Pr 0.72
Dynamic viscosity ηf 1.81 × 10−5 N.s/m2
(b) Air parameters.
Table 7.1: Poroelastic medium and air parameters.
With respect to the structural components, the nominal physical parameters are the mean values that
were identified within Chapter 3 for the pine beams, plasterboards and oriented strand boards. In regard
to the fibrous insulation material, the nominal parameters corresponding to the associated poroelastic
modeling are given in Table 7.1. In the following paragraphs, computational models constructed us-
ing the displacement formulation as well as equivalent fluid formulation with respect to the poroelastic
medium will be compared and the effects of hypothesis such as bonding between the poroelastic medium
and the structure (in the present case with the oriented strand boards), will be investigated.
7.3.2 Mean computational models
Computational models are constructed according to Sections 2.4 and 2.5, using the physical param-
eters given within the previous paragraph and suited for the frequency band B = [10, 220] Hz. First,
compatible meshes are generated with respect to the structure, internal acoustic cavities and poroelastic
media. It should be noted that the structures display quite contrasted bending stiffness within the orthog-
onal directions of the plane due to the unidirectional stiffening. By way of consequence, mesh density in
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both directions could be adapted in order to not over-mesh the stiffest direction for which the structural
wavelengths are naturally longer. However due to the code being reliant on compatible meshes, the den-
sity has to be determined with respect to the homogeneous acoustic cavities or poroelastic components.
The mesh density is chosen according to the smallest wavelength displayed by any of the aforementioned
media at 220 Hz. Thus, due to its higher modal density in the frequency range of interest, the poroelastic
medium is responsible for the mesh criterion. Figure 7.4 displays the theoretical wavelenght associated
with each solid-borne, fluid-borne and shear Biot waves computed according to the expressions of the
wavenumbers given within Appendix A with the properties given in Table 7.1. The shear wave has the
smallest wavelength at 220 Hz with 0.24 m. According to the results presented in [75] and due to the
fact that the detrimental shear locking effects mentioned in [75] were treated beforehand within the finite
element formulation (see Section 2.4.1), the number of six elements is chosen per wavelength, which
yields a density of 25 elements per meters.
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Figure 7.4: Biot waves wavelengths function of the frequency. Solid-borne wave (thin black dash-dot
line); fluid-borne wave (thin black dashed line); shear wave (thin black solid line).
From compatible meshes of the different structural, acoustic and poroelastic components, the finite
element method yields, in the physical coordinates, Ns = 226152 degrees of freedom for the structure,
Nf = 57456 degrees of freedom for the internal acoustic cavities and respectively Np = 284544 and
Ne = 47424 degrees of freedom for the poroelastic medium modeled as coupled solid and fluid phases
with displacements as primary variables or equivalent fluid with pressure as primary variable. In [48],
a case study in regard to a double panel system with bonded or unbonded lightweight poroelastic me-
dia, such as fibrous insulation materials, showed little to no difference in the dynamical behavior due to
the neglectible solid-borne Biot waves in such limp materials. Moreover, in [49], similar results were
observed in regard to poroelastic displacement formulation without bonding and equivalent fluid formu-
lations. In the present case, preliminary investigations converged towards the same conclusions. Thus, in
the following, considering that the fibrous insulation materials are filled within the wall cavities such that
no OSB to poroelastic frame displacement continuity is enforced, the limp frame equivalent fluid model,
less computationally intensive, is retained. In regard to the cases where stiffer insulating materials would
be involved, possibly glued or nailed to the structure, the full displacement formulation would have to be
considered due to the solid-borne waves into the poroelastic medium.
Furthermore, in the aim of obtaining a reduced order computational model, the equations associated
with the two distinct structural subsystems are projected on the truncated basis constituted of their re-
spective 100 first elastic modes and constructed according to Section 5.2 for a total of ns = 200 structural
eigenmodes. The equations associated with the 21 internal acoustic cavities are projected on the trun-
cated basis constituted of the first rigid cavity modes constructed according to Section 5.3 using a total
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of nf = 200 acoustic eigenmodes. Finally the equations associated with the 20 poroelastic components,
with respect to the limp frame equivalent fluid model, are projected on the truncated basis constructed
according to Section 5.5 using a total of ne,I = 3000 eigenmodes. Consequently, the dimension of the
resulting reduced order computational models is 3400. It should be noted that even if the dimension of
the reduced problem appears as quite high, the dynamic substructuring in fact leads to a relatively sparse
reduced system of equations, diagonal for the most part, such that the resolution is not too cumbersome
(less than a minute for a 500 point frequency resolution using 8 cores on a modern computer).
7.3.3 Definition of the external excitation for the computational model
Laboratory setup
The laboratory setup is such that LSx =5.390 m, L
S
y =4.320 m and L
S
z =3.000 m for the source room,
LRx =5.850 m, L
R
y =3.800 m and L
R
z =2.800 m for the receiving room. Moreover, the opening of the source
room is centered with respect to the y direction. A mean reverberation time for the receiving room was
associated with the experimental data provided by the laboratory and is given in Table 7.2 for the third
octave bands going from 50 to 250 Hz. It is then assumed that the reverberation time within the source
room is comparable over frequency. Moreover, it can be noted that such laboratory dimensions does not
meet the standards given in [124] in which a minimal dimension of 6.88 m is stated necessary to assess
a good reproductibility at low frequencies [123].
Third octave band [Hz] 50 63 80 100 125 160 200 250
T60 [s] 2.8 3.3 2.1 1.3 1.4 1.2 1.1 1.3
Table 7.2: Mean reverberation time for both rooms.
Number and positions of the acoustical sources
As it was previoulsy mentioned, the standard evaluation procedure laboratory conditions consists
generating an incident pressure field on the considered system. Has every laboratory has its own particu-
larities, only general requirements for the number and positions of the acoustical sources are formulated
within the standards. Thus, in the following, the acoustical excitation of the source room is constructed
from arbitrarily positionned omnidirectional point sources consistent with the aforementioned require-
ments.
Thus, in the standard [135] is introduced a methodology for the determination of the number and
positions of the acoustical sources in regard to the evaluation of airborne sound reduction indices. First,
a set of sound pressure level differences is measured using successively a number m of source positions,
in which m depends on the volume of the source room and verifies
m ≥ 152/V 23S . (7.15)
By way of consequence, according to the dimensions of the source room given within the previous para-
graph, the number of m = 12 sources is chosen and arbitrarily placed in the source room at a minimal
distance of 0.7 m from each others. Positions are chosen according to the additional requirements pro-
vided in [135]. In particular, a minimal distance of 0.7 m with respect to the room boundaries, denoted
by the grey area in Fig 7.5, is verified. Such positions are displayed on Fig 7.5 by the red dots. The
coordinates of the first source on the left of the figure are xQS ,1 = (0.72, 0.8, 0) and the other coordinates
can be found with successive translations along the vectors (1.4,0.1,0) or (0.1,1,0). Then, two sources
cannot belong to a same plane, parallel to room boundaries, which could potentially be an acoustic mode
nodal. Following, for each acoustical source QS (ω; x) = ω2 δ(x − xQS ,s), the external excitation on the
parting walls is constructed from the pressure field in the source room according to Section 7.2. Given
the reverberation time in Table 7.2, Eq. (7.11) yields the modal damping factors given in Table 7.3. No
85
CHAPTER 7. AIRBORNE SOUND INSULATION
0 1 2 3 4 5
0
0.5
1
1.5
2
2.5
3
3.5
4
x axis
y
ax
is
Figure 7.5: Top view of the source room. Acoustical sources (red dots).
experimental data is provided below 50 Hz for the reverberation time such that the modal damping factors
are arbitrarily set to 0.010.
Third octave band [Hz] < 50 50 63 80 100 125 160 200 250
Modal damping factor ξ 0.010 0.008 0.005 0.006 0.008 0.006 0.006 0.005 0.003
Table 7.3: Modal damping factors computed from the reverberation times given by the laboratory.
Then, the sound pressure level difference is evaluated with respect to each source position, using a
spatial sampling of the quadratic sound pressure over the volumes excluding areas closer than 0.7 m to
the boundaries of the rooms, and the differences between the source room and the receiving room are
displayed on Fig. 7.6. First of all, from Fig 7.6 it can be observed that sound pressure level difference are
quite similar with respect to both systems in the frequency range from 60 to 80 Hz. A closer look at this
particular interval will be taken later on. Moreover, Fig. 7.7 displays the sound pressure level differences
associated with each source, in third octave band. Then, due to the low modal density in the rooms, 15 to
20 dB differences can be observed function of the position of the acoustical source in the source room and
tend to decrease with frequency, in particular with respect to the system 2. However, it should be noted
that real laboratory facilities make use of acoustic diffusing elements. It is then reasonable to assume
that such disparities are lowered in amplitude in regard to experimental measurements and limited to a
lower frequency range.
In the spirit of [135], this first set of measurements, using a substantial number of sources, is aimed
to give an estimate of the standard deviation resulting from different source locations. Then, it is possible
to find the number of sources required to reach a given level of precision. Following, the methodology
in [135] considers the standard deviation estimator S b associated with the sound pressure level difference
Db within the third octave band b such that
S b =
 1m − 1
m∑
j=1
(Db, j − µb)2

1
2
, (7.16)
where µb is the mean value of Db in b. Given the dispersions observed on Fig. 7.7 it is clear that, with
respect to the present model, any statistical estimator associated with the mathematical expectation or
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Figure 7.6: Sound pressure level differences with respect to the twelve source positions (thin black solid
lines).
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Figure 7.7: Sound pressure level differences with respect to the twelve source positions (thin black solid
lines).
variance has not converged yet, meanwhile it is impossible to add sources according to the constraints
given in [135]. In regard to the considered laboratory and systems, according to this room model, there
is consequently an irreductible error associated with the positions of the sources, to be expected below
200 Hz. Thus, the totality of the twelve previously defined sources will be used for the evaluation of
the sound reductions indices. A number N = 12 of sound reduction indices Rb, j will then be computed
per third octave band, with respect to each source, and the mean sound reduction index per band is
determined according to the standard [124] as
Rb = −10 log10
 1N
N∑
j=1
10−Rb, j/10
 . (7.17)
7.3.4 Evaluation of the sound reduction indices
In regard to the comparison with laboratory data, Fig 7.8 displays experimental as well as predicted
sound reduction indices according to the previously introduced approach. In particular the sound reduc-
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tion indices are mean values resulting from Eq. (7.17) using the twelve previously defined acoustical
sources and a quadratic pressure averaging over the volume comprised between the boundaries of the
room minus 0.7 m, according to the aforementioned standards.
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Figure 7.8: Mean sound reduction indices R with respect to both systems. Computational model (thin
blue solid lines); experimental measurements (thin black solid lines).
First of all, a discrepancy of more than 20 dB at the 50 Hz third octave band with respect to the system
2, for which the measured airborne sound insulation is lower than the predicted one, can be interpreted
as a modeling issue where the structures display too much stiffness within the computational model.
From numerical modal analysis, the first structural resonances are respectively identified at 65.8 Hz with
respect to the the system 1 and 76.7 Hz with respect to the system 2. Indeed, in regard to the system 2,
single walls (associated with a single primary frame) display higher bending stiffness because the OSB
is set further from the neutral bending axis of the stud plus batten system, leadind to a first resonance
at higher frequency. Then, as no transmissions really happen below the first structural resonances, it
means that for such low experimental sound reduction indices associated with the 50 Hz third octave
band to be osbserved, structural resonances of the real structure must exist at lower frequencies than
predicted by the computational model. Thus, the boundary conditions and connections of the different
subparts can be questionned, in particular in regard to the findings of Chapter 4. Later on, the generalized
probabilistic approach of uncertainties will be used in order to evaluate the sensitivity of the computed
sound reduction indices to model uncertainties. However, comparable trends are able to be observed and,
notably, the variations in performance due to the variations in the design from system 1 to system 2 are
consistent between the experimental measurements and the mean computational models past 80 Hz.
Close look at the 63 and 80 Hz third octave bands
In order to have a better understanding of the dips observed at the 63 and 80 Hz third octave band,
a close look is taken at the mean sound pressure level difference in narrow band, computed according to
Eq (7.18) within the frequency band [55, 90] Hz, and displayed on Fig 7.9 in parallel with the resonances
frequencies respectively associated with the source room (blue vertical lines), single walls (black vertical
lines) and receiving room (red vertical lines).
D = −10 log10
 1N
N∑
j=1
10−D j/10
 . (7.18)
First of all, in such frequency range, it can be understood that, all other things being equal, the
systems behave almost solely has a stiffness component as it can be observed that for the system 2,
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stiffer, the mean sound pressure level difference is roughly shifted upward below 80 Hz. It should be
noted that, with respect to both systems, mass-air-mass configurations exist, some associated with lower
theoretical resonance frequencies due to deeper cavities. Thus, in regard to system 1, such mass-air-mass
phenomenon is theoretically expected to first happen with respect to the two OSB panels separated by
the 300 mm air plus fibrous gap. At normal incidence, the theoretical mass-air-mass frequency is given
by Eq. (7.19), in which H denote the distance between the two plates, and is consequently equal to
fr = 58.9 Hz for the system 1.
fr =
1
2pi
√
ρfc20
H
(
1
ρs1
+
1
ρs2
)
(7.19)
In regard to system 2, the mass-air-mass phenomenon associated with the plasterboard and OSB panel
separated by the 160 mm air layer is expected to happen first, at a frequency fr = 67.3 Hz. The resulting
dips are not apparent on Fig (7.9) and expected to be pushed towards higher frequencies due to the
stiffening of the plates and the multi-incidence pressure field [95]. In [138] it is also mentioned how
poroelastic filling and wooden studs can modify the frequency range of apparition for such phenomenon.
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Figure 7.9: Sound pressure level differences (thin black solid lines). Source room resonances (blue
vertical lines); structure resonances (black vertical lines); receiving room resonances (red vertical lines).
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Figure 7.10: Number of modes from the receiving room contributing to 99% of the sound pressure level.
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Moreover, Fig 7.10 displays the number of modes participating to 99% of the sound pressure level
within the receiving room. Thus, it can be seen how the evaluated performance is influenced by the
receiving room resonances between 60 and 65 Hz and between 75 and 80 Hz, where only one mode
contributes to the sound pressure level. Disturbances in regard to the two room modes that respectively
control the receiving room pressure field at 63 and 77 Hz would entirely change the sound pressure level
from the receiving side and consequently the evaluated sound reduction index. In particular, diffusing
systems or absorbers can have a huge impact on the acoustic energy per third octave band [120]. In regard
to experimental observation of the influence of room modes one can refer to [139]. Furthermore, it can
be seen that both systems radiate in a similar way below 80 Hz as they excite the exact same number of
acoustical modes within the receiving room.
Influence of the acoustical damping in the room model
In order to illustrate the remarks from the previous paragraph, different modal damping factors are
associated with the two room modes single-handedly controlling the sound pressure level in the receiving
room at 63 and 77 Hz. Following, such damping factors are computed according to Eq. (7.11) using the
arbitray value of T60 = 1s which can be found within the standard [135] and sets a maximum admissible
level of acoustical damping in the rooms. Thus, the damping factors associated with the aforementioned
two modes are respectively set to 0.018 and 0.014, actually tripled from those given Table 7.3. Following,
Fig 7.11 displays the mean sound pressure level difference resulting from the change of modal damping
factors for the two modes previously mentioned. In terms of third octave band results, this small variation
respectively yields 5 and 3 dB discrepancies for the 63 and 80 Hz bands in regard to system 1, 5 and 1 dB
in regard to system 2. Thus, it can be imagined how a drastic disturbance of such modes, using diffusers
for example, would modify the evaluated quantities.
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Figure 7.11: Sound pressure level differences. Modal damping factors computed from the experimental
reverberation time (thin black solid lines). Modified modal damping factors according to T60 = 1s for
the two receiving room modes at 63 and 77 Hz. (thin red solid lines)
In fact, if the reverberation time at low frequencies can give a first estimate of the damping in the
rooms, its measurement principle assume high modal overlap and identical decays among the modes of
the considered frequency band, which is not verified at low frequencies [140]. By way of consequence,
third octave band measurements do not constitute a sufficient information for a damping quantification
at low frequencies and correction terms such as used in Eq. (7.4) are not sufficient to set the final result
independent of the room damping with respect to the lowest third octave bands.
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Concluding remarks about the airborne sound insulation models
From the previous paragraphs, it is clear that the comparison with experimental measurements below
100 Hz requires additional information to enrich the models. Below this threshold, third octave band
quantities such as reverberation time are not sufficient for damping quantification and an accurate modal
characterisation of the rooms is needed. According to the current model, variations in the evaluation
conditions influence the final airborne sound reduction indices, in particular below 80 Hz were room
modes can single-handedly control the sound pressure levels. However, all other things being equal,
such model can be used to evaluate the performance of systems with respect to each others.
7.3.5 Uncertainty quantification
Hereinafter, we focus on the propagation of the uncertainties associated with the different structural,
acoustic and poroelastic components of the system for given probabilistic models constructed according
to Chapter 6. Then, the order of the computed confidence intervals can be compared with the variations
observed with respect to the evaluation conditions within the previous section. Such an approach aims
at discriminating the effects of the different involved phenomena on the final evaluated performance.
To the best knowledge of the author, such question remain currently open as, in general, experimental
quantification is quite challenging due to the difficulty to isolate a specific phenomenon out of the global
complexity of the systems. However, extensive experimental studies such as [8,90] can be used to support
computational trends associated with a focused source of uncertainty, to which experimental variations
could correspond.
Probabilistic approach of system parameters uncertainties
In this paragraph, stochastic computational models are constructed using the probabilistic approach
of system parameters uncertainties only, according to the prior probabilistic model introduced in Sec-
tion 6.4. Thus, the respective hyperparameters associated with the elastic properties and mass densities
are those previously identified within Chapter 6 and briefly recalled in Table 7.4.
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Figure 7.12: Sound reduction indices R. Confidence regions associated with a probability Pc = 0.98 for
the indices R resulting from the parametric probabilistic approach with respect to structural
uncertainties (grey areas); mean computational model (thin blue solid line); experimental measurements
(thick black solid lines).
Following, confidence regions associated with a probability Pc = 0.98 for the sound reduction in-
dices in third octave band resulting from such parametric probabilistic approach are displayed on Fig 7.12
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and compared with the experimental values. The statistical fluctuations of the sound reduction indices
induced by structural system parameters uncertainties remain limited, which is consistent with the experi-
mental rebuild repeatability that was investigated in [8] for airborne and impact sound insulation. Indeed,
good rebuild repeatability with respect to measured airborne sound reduction indices suggests that the
sensitivity to fluctuations among the physical parameters is low. Moreover, it should be noted that the
propagation of the uncertainties, from the structural system parameters to the sound reduction indices,
result in fluctuations whose order similar to inferior in comparison to those resulting from variations in
the experimental setup (source positions, acoustical damping etc.).
Pine beams OSB Plasterboards 12.5
δEl δρ δela δρ δela δρ
0.08 0.065 0.10 0.020 0.15 0.009
Table 7.4: Dispersion hyperparameters with respect to each structural component.
Generalized probabilistic approach of uncertainties
In this paragraph, the sensitivity of airborne sound insulation to model uncertainties is investigated
using the generalized probabilistic approach of uncertainties. Thus, stochastic computational models are
constructed in order to successively perform uncertainty quantification in regard to structural, acoustic
and poroelastic components. In particular, it was shown in Section 6.5.2 that the generalized probabilistic
approach of uncertainties was able to take into account model uncertainties induced by modeling errors
associated with the connections of the different subparts of the structure which, together with boundary
conditions, are suspected to be responsible for the discrepancies observed at the 50 Hz third octave
band in Section 7.3.4. Thus, with respect to structural uncertainties, independent probabilistic model are
constructed to take into account system parameters as well as model uncertainties according to Chapter 6.
With respect to internal acoustic cavities or poroelastic components, only the nonparametric approach of
model uncertainties is used as no information is available for the identification of the system parameters
probabilistic models.
Structural uncertainties The generalized probabilistic approach of uncertainties is used for uncer-
tainty quantification with respect to structural uncertainties. Thus, the stochastic computational models
depend on the hyperparameters of the probabilistic models associated with the probabilistic approach
of system parameters uncertainties, which are the ones used in Section 7.3.5, as well as on the hy-
perparameters associated with the nonparametric probabilistic approach. Because no identification of
the latter with respect to experimental measurements was possible due to the lack of data, values of
δMs = δDs = δKs = 0.3 are arbitrarily chosen for a sensitivity analysis. However, according to Sec-
tion 6.5.2 such values and the resulting confidence intervals were consistent with experimental measure-
ments.
Following, confidence regions associated with a probability Pc = 0.98 for the sound reduction indices
in third octave band resulting from such generalized probabilistic approach, with respect to structural un-
certainties, are displayed on Fig 7.13 and compared with experimental values as well as with the outputs
of the mean computational models. First of all, it can be seen that below 50 Hz the sound reduction
index associated with the nominal model is actually the superior envelope of the sound reduction indices
resulting from the stochastic computational model. As there is no structural resonances in the model
associated with such frequency bands, and the response of the structure is limited to the static response
of its modes without mass effects, it can be interpreted that the nominal model yields the stiffest model
at very low frequencies and that the generalized probabilistic approach tends to lower the structural res-
onance frequencies of the system (as it can also be observed on Fig. 6.11). Such effect can also explain
the lowest performance in the 63 Hz hird octave band in regard to system 2 according to the stiffness
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controlled behavior mentioned within the previous paragraphs. Moreover, it can be noted that with re-
spect to given third octave bands, such as the 80 Hz one in regard to system 1 or past 125 Hz in regard
to both systems, the prediction from the nominal model is out of the confidence regions resulting from
the generalized probabilistic approach. Thus, the performance in such frequency bands is particularly
sensitive to model uncertainties and such result illustrate the relevance of the probabilistic approach to
evaluate the sensitivity of the prediction around the nominal model. It should be noted that the nonpara-
metric approach of uncertainties is contructued around the means mass, damping and stiffness matrices.
By way of consequence, there is a non-linear transformation between the constructed random variables
and the random observables (inversion of the dynamic stiffness) and as a result no reason for the response
of the nominal computational model to be the mean response of the stochastic computational model.
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Figure 7.13: Sound reduction indices R. Confidence regions associated with a probability Pc = 0.98 for
the indices R resulting from the generalized probabilistic approach with respect to structural
uncertainties (grey areas); mean computational model (thin blue solid line); experimental measurements
(thick black solid lines).
Uncertainties associated with the internal acoustic cavities In a second stage, the sensitivity of the
sound reduction indices to statistical fluctuations within the generalized matrices associated with the
internal acoustic cavities is analysed using the nonparametric approach. Let δMf , δDf and δKf respectively
be the hyperparameters controlling the nonparametric statistical fluctuations within random mass matrix
[Mf], damping matrix [Df] and stiffness matrix [Kf] associated with the internal acoustic cavities. Values
of δMf = δDf = δKf = 0.3 are arbitrarily chosen for the sensitivity analysis.
Figure 7.14 compares the confidence regions associated with a probability Pc = 0.98 for the sound
reduction indices in third octave band resulting from such nonparametric probabilistic approach associ-
ated with the internal acoustic cavities. With respect to both systems, uncertainties start to be influential
above the 80 Hz third octave band which results in a widening of the confidence regions. Indeed, it
should be noted that the 2 cm central air gap displays a first resonance at 45 Hz (0,1,0) and the second
one at 76 Hz (0,0,1), meanwhile the acoustic cavities comprised between the battens display a first res-
onance at 76 Hz (0,0,1). By way of consequence, substantial effects of fluctuations around the mean
values of the resonances frequencies associated with internal acoustic cavities are observable past 80 Hz.
A slight influence of the uncertainties in regard to the first resonance associated with the 2 cm central
air gap can be observed with respect to system 1 in the 40 Hz third octave band. Resulting confidence
intervals are of comparable order than those associated with the structural system parameters.
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Figure 7.14: Sound reduction indices R. Confidence regions associated with a probability Pc = 0.98 for
the indices R resulting from the nonparametric probabilistic approach associated with the internal
acoustic cavities (grey areas); mean computational model (thin blue solid line); experimental
measurements (thick black solid lines).
Uncertainties associated with the poroelastic medium Finally, the sensitivity of the sound reduction
indices to statistical fluctuations within the generalized matrices associated with the poroelastic medium
is analysed in the same way than for the internal acoustic cavities, using the nonparametric approach only.
Let δMe1 , δMe2 , δKe1 and δKe2 respectively be the hyperparameters controlling the nonparametric statistical
fluctuations within the random matrices [Me1], [M
e
2], [K
e
1] and [K
e
2] respectively associated with the
static and frequency dependent parts of the equivalent fluid mass and stiffness matrices (according to the
notations of Section 5.5.2). Values of δMe1 = δMe2 = δKe1 = δKe2 = 0.3 are arbitrarily chosen.
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Figure 7.15: Sound reduction indices R. Confidence regions associated with a probability Pc = 0.98 for
the indices R resulting from the nonparametric probabilistic approach associated with the poroelastic
medium (grey areas); experimental measurements (thick black solid lines).
Figure 7.15 compares the confidence regions associated with a probability Pc = 0.98 for the sound re-
duction indices in third octave band resulting from such nonparametric probabilistic approach associated
with the internal acoustic cavities. With respect to both systems, the statistical fluctuations introduced
within the generalized matrices associated with this high modal density and high damping medium al-
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most does not propagate to the sound reduction indices at low frequencies. Such result is consistent with
experimental invetigations in [90], in which, all other things held constant, different insultating materials
(close with respect to their physical properties) gave identical results below 300 Hz.
7.4 Conclusion
In this chapter, a methodology was presented in regard to the airborne sound insulation prediction of
lightweight building systems in laboratory conditions. The laboratory rooms were modeled as uncoupled
rigid parallelepiped acoustic cavities whose associated pressure disturbance fields were expanded on the
classical analytical cosines basis. According to this model, it was emphasized how the performance can
be single-handedly controlled by room modes. In order to improve the quality of the predictive model
in regard to laboratory measurements, rigorous characterisation of the laboratory facilities is needed.
Thus, as it was clear that reproductibility was an incompressible issue with respect to such evaluation
procedure, a simple external excitation was constructed. Ensuing, the focus was set on the influence of
the uncertainties coming from the system itself, successively considering different probabilistic compu-
tational models constructed in order to analyse the sensitivity of the evaluated sound reduction indices to
uncertainties respectively associated to the structure, internal acoustic cavities and poroelastic medium.
All other things held constant, the predicted airborne sound insulation indices displayed a large band sen-
sitivity to structural model uncertainties, resulting from a generalized probabilistic modeling in which
the hyperparameters controlling the statistical fluctuatins were set to values consistent with previous ex-
perimental comparisons. In regard to the findings of Chapter 4, further reasearchs would have to be
conducted with respect to the connections and more generally boundary conditions of such systems, in
order to improve the quality of the prediction at low frequencies.
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8.1 Introduction
In this chapter, we introduce a computational model adapted to the evaluation of the impact sound
insulation performance of diverse lightweight floor elements. Within laboratory conditions, the tested
lightweight floor is placed over a receiving room and a standard tapping machine is used for the gener-
ation of a steady excitation in various positions. Then, microphones in the receiving room provide the
spatial sampling of the sound pressure field in the receiving room used to evaluate the spatial and time av-
erage of the quadratic pressure field. A methodology consistent with the one presented in Chapter 7 will
be used for the evaluation of the sound pressure level in the receiving room such that, in the following,
the emphasis is put on the structural excitation, sequence of impacts resulting from the standard tapping
machine [135, 141]. Motivations are dual, first of all the low insulation performance of the lightweight
structures at low frequencies associated with the high levels of excitation spectrum for the standardised
evaluation procedure makes the impact noise a delicate question [6, 7, 9, 10]. Moreover, as emphasized
in [81,93,142], the impact force is structure dependent due to the interaction of the floor with the falling
hammer and, consequently, an optimisation procedure with the objective of lowering the impact noise
levels might have to consider a structure dependent excitation spectrum. In Chapter 6, probabilistic
models were constructed within the framework of the generalized probabilistic approach of uncertain-
ties, in order to obtain stochastic computational models able to propagate uncertainties to the observable
of steady-state dynamical problems. A challenging problem is then to quantify the propagation, to the
impact forces, of the uncertainties from the probabilistic model of the structure.
The excitation force spectrum, associated with the impact sequences, is constructed through a set of
transient responses associated to the free response of the structure to punctual impacts. As the free re-
sponse is considered and the impact time is short, the first elastic modes might not constitute a sufficient
truncated basis for an accurate representation of the dynamic and a new stochastic reduced order compu-
tational model, statistically dependent on the one used for the steady-state problem, has to be introduced.
Thus, from a set of Ritz-vectors well suited to the representation of the impact dynamic and mass or-
thogonalized with respect to the first elastic modes, a new reduced order probabilistic stochastic model
is constructed for the impact problem. The explicit separation of the contributions from the first elastic
modes and from the higher frequency modes allows to set the random operators, associated with the im-
pact problem, dependent on the random variables from the steady-state stochastic computational model.
The uncertainties from the different contributions can then be propagated to the force. It should be noted
that this methodology is general and can be applied for the class of problems where the truncated basis
of the first elastic modes has to be completed in order to obtain a sufficiently good representation of the
dynamics (non-linear problems, etc..).
8.2 Model for the evaluation of impact noise level
In laboratory conditions, the floor is placed between two rooms, following the same principle than
within the previous chapter with the only difference being the horizontal orientation of the evaluated
system. As the name suggests, in regard to impact sound insulation the external excitation of the evalu-
ated system is structural, opposite to the acoustical excitation used for airborne sound insulation. Thus,
a tapping machine lays on top of the floor and hammers successively strike the walking surface. Here-
inafter, the influence of the source room for the impact problem is neglected, the dynamical system is
consequently constituted of the evaluated floor and a receiving room (Fig. 8.1) whose characteristic di-
mensions are LRx × LRy × LRz for the receiving room and LFx × LFy for the floor. A decoupled approach
consistent with the one presented in Chapter 7 is undertaken. The system is first submitted to an ad hoc
structural external excitation, modeling the action of the tapping machine, which is constructed within
the following paragraphs. Then, the displacement field on the boundary with the receiving room is
computed, in the frequency domain, as a solution of a stochastic or deterministic steady-state compu-
tational model constructed according to Chapters 2, 5 or 6. Using the analytical eigenmodes of a rigid
parallelepiped room and for appropriate damping within the receiving room, the spatial average of the
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quadratic pressure field can be evaluated according to Section 7.2.2. The resulting sound pressure level
yields the so-called impact sound level LI , which is then normalized with respect to the acoustical damp-
ing in the receiving room, using the measured reverberation time, according to [141]. The normalized
impact sound level is then written as
Ln = LI + 10 log10
(
A
A0
)
, (8.1)
where A denote the acoustic equivalent absorption area as defined in Section 7.1 and A0 = 10 m2.
Eventually, the impact sound insulation performance of the floor system can be rated according to [143].
Receiving room
x
z
Source room
Figure 8.1: Evaluation conditions of a floor. The five hammers of the standard tapping machine placed
on top of the floor hit the system periodically.
8.3 Model for the tapping machine excitation force
The following description of the standard tapping machine can be found in [93, 135, 142]. The mea-
surement configuration is such that five equally spaced hammers of mass Mh = 0.5 kg hit the structure
along a 40 cm line after a free fall from a h f = 4 cm height. Each hammer strikes the floor with the
velocity v0 =
√
2gh f = 0.886 m/s (standard acceleration du to gravity g = 9.81 m.s−2) at a given time
period T = 0.5 s and with a time shift from the previous one of ∆T = 0.1 s. By way of consequence,
the force time signal fh(t) resulting from a periodic impact from the hammer h can be expanded using a
complex Fourier series such that
fh(t) =
+∞∑
n=−∞
f hn e
i2pi nT t , (8.2)
in which
f hn =
1
T
∫ T
0
fh(t) e−i2pi
n
T tdt . (8.3)
The Fourier transform and inverse Fourier transform are defined with the convention
fˆ (ω) =
∫ +∞
−∞
f (t) e−iωtdt and f (t) =
∫ +∞
−∞
fˆ (ω) eiωtdω , (8.4)
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and, consequently, coefficients of the Fourier series are directly resulting from the Fourier transform of
a single impact time signal divided by the time period T . According to Eq. (8.2), the spectrum fˆh of the
periodic impact force for the hammer h is written as
fˆh(ω) =
+∞∑
n=−∞
f hn δ(ω − ωn) , (8.5)
in which ωn = 2pi nT and δ(·) denotes the Dirac distribution. Let Eh be the vector of RNS that has null
elements but 1 on the line corresponding to the degree of freedom impacted by the hammer h. Given
the single impact force spectrum Eq. (8.5), the vector resulting from the finite element discretization of
the external excitation field, in the physical coordinates and in the frequency domain, associated with the
five hammers, is then written as
Fs(ω) =
4∑
h=0
fˆh(ω)e−iωh∆TEh . (8.6)
In order to determine the Fourier series coefficients, a transient analysis following an impact of the
hammer h is performed and the time signal of the impact force is computed for 0 ≤ t ≤ T . The dynamical
system consists in the structure only with the mass added by the hammer h during the contact period.
The latter is written, in the physical coordinates, as
[∆Msh] = Mh EhE
T
h . (8.7)
For any t ≥ 0 the mean finite-element model of the elastic structure subjected to a single impact of the
mass Mh at the velocity v0 is then written, in the physical coordinates and in the time domain, as
([Ms(p)] + [∆Msh]) U¨
s(t) + [Ds(p)] U˙s(t) + [Ks(p)] Us(t) = 0 , (8.8)
The initial displacement and velocity vectors at the time t = 0 of the impact are
U˙s(0) = v0Eh , (8.9)
Us(0) = 0 . (8.10)
After the impact the system is freely evoluting from the kinematical initial conditions. An uncondi-
tionnaly stable Newmark scheme (see for example [116]) is used for the direct numerical integration of
the equations with a time step ∆t and the simulation is stopped at the time tcut, corresponding to nstep, of
the first zero-crossing of the acceleration at the impact point. Indeed, the null acceleration at the impact
point means that the hammer is projected away from the system. The impact force time signal is then
obtained by isolating the hammer such that f hcut(t) = ETh [∆Msh] U¨s(t), 0 ≤ t ≤ tcutf hcut(t) = 0, t > tcut . (8.11)
Thus, Fig. 8.2 displays two examples of impact force time signals with respect to impacts performed
on different points of the floor treated within the application case Section 8.5. Thick solid lines denote the
time signal before tcut that will be used to compute de Fourier series coefficients using Eq. (8.3). Without
dwelling too much on the discussion of such results, it can be seen that the impact on top of a joist, closer
to an elastic impact, displays higher magnitude and shorter impact time than the impact between two
joists. Furthermore, with decreasing impact time getting closer and closer to a perfect impulse, a large
band frequency excitation can be expected. Such observations are consistent with the results presented
in [142] for example. It should be noted that the present model assumes that the system is at rest by
the time of the impacts. In [144], the effect of an initial velocity of the floor, due to the standing waves
resulting from the steady excitation, is investigated. However, the proposed model remain dependent on
an a priori knowledge of the input mobilities of the system. An association of the present method to the
approach introduced in [144] could constitute a straight follow up but is not considered in this work.
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Figure 8.2: Time history of the impact force, the thick solid lines denote the kept time signals before tcut.
8.3.1 Probabilistic model for the external excitation resulting from the tapping machine
According to the the approach presented in the previous paragraph, it is clear that the constructed
external excitation depends on the structure. In Chapter 6, stochastic computational models were con-
structed using generalized structural matrices projected on a truncated basis constituted of the first elastic
modes. In the present case, as the free response of the system is involved, the first elastic modes might
not constitute a sufficient basis to describe the dynamics of the structure during the impact time. Thus,
Fig. 8.3 shows the magnitudes of the normal displacement fields resulting from one impact on top of a
joist (denoted by the horizontal bars) and one impact in the middle of a particle board between to joists,
according to the computational model defined by Eqs. (8.8) to (8.10). It can be seen that during such
short impact time, deformations remain localized in the sense that bending waves have yet to travel back
to the impact points. It should be noted that such displacement fields are associated with one single
impact, during the short time where the hammer is in contact with the structure, and not with a steady
excitation.
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Figure 8.3: Magnitude of the normal displacement fields on top of the floor, at the time t = tcut, for
different impact locations (colors are chosen for contrast and do not imply any order comparison
between both figures).
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The problematic is consequently the following: probabilistic models are constructed for the steady-
state problem in the frequency domain, using generalized structural matrices projected on the first elastic
modes. However, such basis cannot be used for the propagation of the structural uncertainties to the
single impact forces resulting from a transient analysis. Then, a methodology to translate the statistical
information from the steady-state random generalized matrices to a stochastic reduced order model suited
to the transient impact analysis is needed. First of all, such methodology requires the definition of a new
reduced order computational model suited to the impact dynamics.
Mean reduced order computational model for the impact problem
Hereinafter we derive a set of ad hoc Ritz-vectors, suited for a good representation of the dynamics
during the impact time. This projection basis is extracted from the proper orthogonal decomposition (see
[145] for a review in regard to non-linear applications) of a set of nodal displacement vectors solutions of
the transient problem defined by Eq. (8.8) in the physical coordinates, with the initial conditions defined
by Eqs. (8.9) and (8.10). It should be noted that any adequate set of vectors could be chosen, for example
solutions from different set of problems. Then, a mass orthogonalization of the Ritz-vectors solutions of
Eq. (5.1) with respect to the first elastic modes of the structure allows to discriminate the low and high
frequency contributions to the displacement field.
From a preliminary resolution of Eq. (8.8) in the physical coordinates and for a given p in Cpar
let
[
U(p)
]
be the (Ns × nstep) real matrix whose columns are the nstep time realisations of the nodal
displacement vector Us(t). We then introduce the following eigenvalue problem: find the eigenvectors
Vsα(p) respectively associated with the first Npod largest eigenvalues µsα(p) such that[
U(p)
] [
U(p)
]T Vsα(p) = µsα(p)Vsα(p) . (8.12)
Let [Vs(p)] be the (Ns×npod) matrix whose columns are the POD vectorsVsα(p), orthogonal with respect
to the usual Euclidian inner product and normalised such that 〈Vsα(p),Vsβ(p)〉 = δαβ. The vectors Vsα(p)
constitute an orthonormal family of vectors for RNs and we have the following approximation
Us(t) '
npod∑
α=1
Vsα(p)rα(t) . (8.13)
We then introduce the vectors V˜sα(p), orthogonal to the Ne first elastic structural modes Usβ(p), with
respect to the inner product defined with respect to the mass matrix [Ms(p)], such that
V˜sα(p) = V
s
α(p) −
Ne∑
β=1
Usβ(p)
(
Usβ(p)
T[Ms(p)]Vsα(p)
)
. (8.14)
Let [V˜s(p)] be the (Ns × npod) matrix whose columns are the POD vectors V˜sα(p) mass orthogonalized
with respect to the first elastic modes. The projection defined by Eq. (8.13) is rewritten as
Us(t) '
npod∑
α=1
V˜sα(p)rα(t) +
npod∑
α=1
 Ne∑
β=1
Usβ(p)
(
Usβ(p)
T[Ms(p)]Vsα(p)
) rα(t)
= [V˜s(p)]r(t) + [Us(p)][T(p)]r(t) ,
(8.15)
in which
[T(p)] = [Us(p)]T[Ms(p)][Vs(p)] . (8.16)
Let [Zs(p)] denote any of the mass, damping or stiffness matrices in the physical coordinates. By
projecting [Zs(p)] according to Eq. (8.15) we then have
[ZS (p)] =[T(p)]T[Us(p)]T[Zs(p)][Us(p)][T(p)] + [V˜s(p)]T[Zs(p)][V˜s(p)]
+ [T(p)]T[Us(p)]T[Zs(p)][V˜s(p)] + [V˜s(p)]T[Zs(p)][Us(p)][T(p)] . (8.17)
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In the case where [Zs(p)] denotes [Ms(p)] the mass matrix of the system without the additional hammer
mass, Eq. (8.14) implies that [Zs(p)] verifies
[V˜s(p)]T[Zs(p)][Us(p)][T(p)] = [0] , (8.18)
[T(p)]T[Us(p)]T[Zs(p)][V˜s(p)] = [0] . (8.19)
In the case where [Zs(p)] denotes [Ks(p)] the stiffness matrix of the system, the association of Eq. (5.1)
and Eq. (8.14) leads once again to Eqs (8.18) and (8.19). In the case where [Zs(p)] denotes [Ds(p)] the
damping matrix of the system and the associated damping model (Kelvin-Voigt for example) is such that
[Ds(p)] is a linear combination of [Ms(p)] and [Ks(p)] then the cross coupling terms nullify again. Let
denote [Z˜s(p)] = [V˜s(p)]T[Zs(p)][V˜s(p)], we then have
[ZS (p)] = [T(p)]T[Z(p)][T(p)] + [Z˜s(p)] , (8.20)
where [Z(p)] is any of the generalized mass, damping or stiffness structural matrices from the steady-state
reduced order computational models defined in Section 5.6.
Stochastic reduced order computational model for the impact problem
The uncertain generalized matrices [ZS (p)], [Z(p)] and [Z˜s(p)] are respectively modeled by the
random matrices [Zs], [Zs] and [Z˜s]. The probabilistic model of random matrix [Zs] was previously
constructed according to Section 6.3. Let [G˜m] be a random matrix with values inM+m(R) and constructed
according to Section 6.3. The nullspace of [V˜s(p)] is by construction reduced to 0 and [Z˜(p)] has the
same nullspace than [Zs(p)]. Therefore it exists a factorization of [Z˜s(p)] such that
[Z˜s(p)] = [B˜s(p)]T[B˜s(p)] , (8.21)
where [Bs(p)] is a (m × ns) matrix and m is the rank of [Z˜s(p)]. The generalized probabilistic model of
the random matrix [Z˜s] is then written as
[Z˜s] = [B˜s(P)]T[G˜m][B˜
s(P)] . (8.22)
Associating Eqs. (6.11) and (8.22) the generalized probabilistic model of the random matrix [Zs] is
written as
[Zs] = [T(P)]T[Zs][T(P)] + [Z˜s] . (8.23)
Such probabilistic model consequently depends on the random vector of the system parameters P as
well as on two sets of hyperparameters (δMs , δDs , δKs) and (δM˜s , δD˜s , δK˜s) respectively associated with
nonparametric modeling of uncertainties constructed on the generalized matrices projected on the first
elastic modes or first mass-orthogonalized POD vectors.
By projecting Eqs. (8.8), (8.9) and (8.10) according to Eq. (8.15) and using the generalized prob-
abilistic modeling of uncertainties defined by Eq. (8.23) yields the following stochastic reduced order
model, suited to the impact dynamics and statistically dependent on the random variables from the
steady-state computational model
([Ms] + [∆Ms(P)])R¨s(t) + [Ds]R˙s(t) + [Ks]Rs(t) = 0 , (8.24)
R˙s(0) = [Vs(P)]Tv0Eh , (8.25)
Rs(0) = 0 , (8.26)
where Rs(t) is a complex vector valued random variable. After resolution, the random impact force time
signal is written as  Fhcut(t) = ETh [∆Msh][Vs(P)]TR¨s(t), 0 ≤ t ≤ tcutFhcut(t) = 0, t > tcut . (8.27)
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According to Eq. (8.3), we then obtain the random Fourier series coefficients
Fhn =
1
T
Fˆhcut(ωn) , (8.28)
and the random force spectrum for one impact of the hammer h
Fˆh(ω) =
+∞∑
n=−∞
Fhn δ(ω − ωn) . (8.29)
Finally, the random external excitation force vector associated with the whole tapping machine, sta-
tistically dependent on the random variables from the stochastic steady-state problems introduced in
Section 6.2, is written as
Fs(ω) = [Us(P)]T
4∑
h=0
Fˆh(ω)e−iωh∆TEh . (8.30)
8.3.2 Concluding remarks about the approach
In the previous section, an approach was presented for the construction of the steady external excita-
tion resulting from the action of the tapping machine on the evaluated floor. In the case where uncertain-
ties are associated with the structure, the external excitation consequently becomes a random variable
statistically dependent on the uncertainties of the structure. The generalized probabilistic approach of
uncertainties was chosen in order to model those uncertainties with respect to steady-state problems in
the frequency domain. A methodology is then introduced for the construction of a probabilistic model
of the external excitation which is statistically dependent on the latter.
For the sake of clarity, the proposed methodology for the prediction of impact sound level is briefly
summarized. As a first step, successive transient problems respectively associated with each impact
position and involving the structure only are solved in the physical coordinates. Thus, deterministic as
well as probabilistic models for the external excitation associated with the whole tapping machine can
be constructed according to Eqs. (8.3), (8.5) and (8.6) or Eqs. (8.28), (8.29) and (8.30). As a second
step, the displacement field of the structure on the boundary with the receiving room is obtained as
the solution of a steady-state computational model constructed according to Chapters 2, 5 or 6 with
respect to the deterministic or random vibroacoustic evaluated system, using the aformentioned external
excitation. As a third step, the receiving room is considered as an independent dynamical system. Then,
the acoustical excitation of the receiving room is constructed from the displacement field of the structure
on the boundary with the receiving room and the spatial average of the resulting quadratic sound pressure
field can be evaluated in order to define the so-called impact sound level.
8.4 Validation of the computational model for the impact problem and
uncertainty quantification
In this section, the computational model constructed for the determination of the spectrum associated
with a single impact force, which consist in a transient problem with initial conditions, is validated using
experimental measurements performed onto a simple lightweight structural assembly. Then, uncertainty
quantification is undertaken, using the probabilistic model of the impact force proposed in Section 8.3.1,
in order to evaluate the sensitivity of the impact forces to structural system parameters uncertainties as
well as to model uncertainties. In particular, the aim is to determine the sensitivity of impact forces to
model uncertainties whose probabilistic models were constructed, within the framework of stochastic
steady-state problems in the frequency domain, unsing the nonparametric approach of uncertainties and
the mean generalized mass, damping and stiffness matrices projected on the first elastic modes.
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8.4.1 Experimental validation of the computational model for a simple lightweight sys-
tem
The simple assembly of one oriented strand board on top of beams that was treated in Section 4.3.2 is
considered and single impacts are performed manually using a hammer of mass Mh = 0.31 kg. The time
signals of the force on two points of the structure are recorded and compared to those issued from the
computational model defined by Eqs. (8.8) to (8.10). The different nominal physical properties are given
in Tables 4.5 and 4.4 and the identified mounting parameters are given in Table 4.6. Impact points are
displayed on Fig 8.4 and their coordinates are given in Table 4.7. Furthermore, as impacts are performed
manually, the initial velocity is a free parameter and was sought to best match the measurements. In
regard to the impact on point 1 we then have v0 = 0.38 m/s and for the impact on point 2 we have
v0 = 0.50 m/s.
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Figure 8.4: Assembly of one oriented strand board on top of wooden beam elements. Impact points
(black squares).
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Figure 8.5: Impact point 1: (a) Force time signal. Experimental measurements (thin black dashed line);
computational model (thin black solid line). (b) Impact force level in the frequency domain (ref. 10−6
N). Experimental measurements (thin black dashed line); model (thin black solid line); low frequencies
theoretical bounds (thin dash-dot lines).
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Figure 8.6: Impact point 2: (a) Force time signal. Experimental measurements (thin black dashed line);
computational model (thin black solid line). (b) Impact force level in the frequency domain (ref. 10−6
N). Experimental measurements (thin black dashed line); model (thin black solid line); low frequencies
theoretical bounds (thin dash-dot lines).
Impact force spectrum levels in the frequency domain displayed in Figs. 8.5 (b) and 8.6 (b), resulting
from the Fourier transforms of the impact force time signals displayed in Figs. 8.5 (a) and 8.6 (a), clearly
show that, with respect to the considered system, structural resonances do not control the response at
low frequencies. Hence the expansion of the displacement field on the truncated basis of the first elastic
modes defined by Eq. (5.2) is not sufficient for an accurate representation of the impact dynamics. More-
over, it can be seen that the prediction of the force spectrum is good up to 400 Hz, and enable to cover
the whole frequency band of interest for the steady-state problems introduced in Chapter 2.
Minimum and maximum momentum variations, respectively Mhv0 for an impact without rebound
and 2Mhv0 for an elastic impact, are used as the low frequency bounds for the impact force spectrum and
displayed on Figs. 8.6 (b)(d). The impact on point 1 in the middle of the oriented strand board almost
corresponds to an impact without rebound whereas the impact on point 2 closer to a beam, associated
with lower mobility, is subjected to a rebound resulting in a higher impact force.
8.4.2 Uncertainty quantification
In this section, the objective is twofold. First, quantify the propagation, to the impact forces, of
the structural uncertainties that were modeled in Chapter 6 with the generalized probabilistic approach
of uncertainties, using the stochastic reduced order models introduced in Section 8.3 and suited to the
impact problem. Then, the aim is to assess the ability of such stochastic reduced order models to take into
account potential new sources of uncertainties, in particular associated with high frequency contributions
to the impact forces.
Propagation of the uncertainties associated with the random generalized matrices from the steady-
state stochastic computatinal model
In this paragraph, the oriented strand board as well as the beams are supposed uncertain. Moreover,
it is assumed that model uncertainties induced by modeling errors propagate to the solutions of the
steady-state problem in the frequency domain. Thus, a stochastic computational model is constructed
using the generalized probabilistic approach of uncertainties. The nominal physical properties as well
as the hyperparemeters associated with the system parameters probabilistic approach of uncertainties are
taken from Section 6.5. Moreover, in regard to the nonparametric approach, values of δMs = δDs =
106
8.4. VALIDATION OF THE COMPUTATIONAL MODEL FOR THE IMPACT PROBLEM AND
UNCERTAINTY QUANTIFICATION
δKs = 0.3 are chosen, as they were previously shown as consistent with experimental measurements.
The methodology introduced in Section 8.3 is used for the construction of the probabilistic model of
the generalized matrices associated with the stochastic reduced order computational model suited to the
impact problem, using the generalized mass, damping and stiffness matrices projected on the ns = 100
first elastic modes (computed up to approximately 850 Hz) and on the npod = 40 first mass orthogonalized
POD vectors.
First of all, nonparametric fluctuations are introduced in the generalized matrices projected on the
first elastic modes only, in order to quantify the propagation of such uncertainties to the impact force.
Hence a probabilistic model of the generalized operators used for the random transient problem written,
according to the previous notations, as
[Zs] = [T(P)]T[Zs][T(P)] + [Z˜s(P)] . (8.31)
Following, Fig. 8.7 displays the confidence regions associated with a probability Pc = 0.98, using
800 Monte Carlo simulations, for the impact force levels on point 1 and 2, in the frequency domain. Thus,
at low frequencies, the sensibility of the force spectrum to fluctuations within the generalized matrices
projected on the first elastic modes is negligible with respect to the sensibility to mobility disparities due
to the proximity of stiffeners for example. In this class of impact problems, the impact time is in fact too
short and structures too larges for standing waves to appear and contribute to the dynamics.
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Figure 8.7: Confidence intervals associated with a probability Pc = 0.98 for the single impact force
spectrum levels over frequency (ref. 10−6 N).
Propagation of the uncertainties associated with the random generalized matrices projected on the
first POD vectors
In a second stage, nonparametric flucuations are introduced in the generalized operators projected on
the first mass-orthogonalized POD vectors only. Hence a probabilistic model of the generalized operators
used for the random transient problem written, according to the previous notations, as
[Zs] = [T(P)]T[Zs(P)][T(P)] + [Z˜s] . (8.32)
Then, Fig. 8.8 displays the confidence regions associated with a probability Pc = 0.98, using 800
Monte Carlo simulations, for the impact force level on point 1 and 2, in the frequency domain, resulting
from for the probabilistic model constructed using the set of hyperparameters δM˜s = δD˜s = δK˜s = 0.3. It
can be seen that the uncertainties on the generalized matrices projected on the first mass-orthogonalized
POD vectors, whose range is spanned by the contributions of the high frequency modes excluding the
107
CHAPTER 8. IMPACT SOUND INSULATION
Frequency, [Hz]
Fo
rc
e
le
ve
l,
[d
B
]
102 103
60
70
80
90
100
110
(a) Impact on point 1
Frequency, [Hz]
Fo
rc
e
le
ve
l,
[d
B
]
102 103
60
70
80
90
100
110
(b) Impact on point 2
Figure 8.8: Confidence intervals associated with a probability Pc = 0.98 for the single impact force
spectrum levels over frequency (ref. 10−6 N).
first elastic modes, propagate over the whole frequency range onto the force levels. Such probabilistic
model would consequently be able, function of the problem, to quantify different phenomena associated
with different frequency ranges. In particular, modeling errors can be expected due to the kinematic
reduction inherent to shell elements or to the limits of the finite element model in its ability to include
very high frequency contributions due to mesh restrictions. However, below 200 Hz it can be observed
that confidence intervals remain centered around the impact spectra resulting from the nominal model.
Thus, in the case of low frequency problems, an output-error probabilistic model might be more adequate,
meanwhile in regard to medium frequencies, such approach could be of interest.
8.4.3 Concluding remarks about impact forces modeling
In this section, the computational approach proposed for the construction of impact force spectra was
validated using experimental measurements. In a second stage, it was shown that system parameters un-
certainties do not propagate to impact forces at low frequencies. The same applies to model uncertainties
taken into account using a nonparametric approach of uncertainties associated with the generalized ma-
trices projected on the first elastic modes. However, model uncertainties associated with high frequency
contributions included in the range of the first POD vectors, and taken into account using a nonparamet-
ric approach, propagate to impact forces at low frequencies but remain centered around the mean values.
Thus, the proposed model for which uncertainty propagation depends on the state of the computational
model would be more adapted to medium frequency range problematics.
By way of consequence, in the following, the external excitation resulting from the tapping machine
is considered as statistically independent of any steady-state stochastic computational models associated
with the system. Moreover, as things currently stand and without additional information for the identi-
fication of hyperparameters δM˜s , δD˜s and δK˜s , such external excitation is considered deterministic in the
frequency band B = [10, 220] Hz of interest, in regard to any further application. The structural excita-
tion resulting from the tapping machine is then constructed according to Section 8.3 in order to take into
account the contrasts in mobilities over the floor for the determination of the force associated with each
of the five hammers.
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8.5 Application to a full scale lightweight floor system
In this section, nominal and stochastic computational models are constructed in regard to a typical
lightweight floor, corresponding to the floor C1 from the standard [135]. Then, deterministic external
excitations, associated with the tapping machine, are constructed according to the methodology defined
in Section 8.3. Detailed measurements in regard to the response of a lightweight floor C1 to tapping
machine excitation were performed by Fraunhofer-IBP in laboratory conditions, within the AcuWood
project, and transmitted to the Silent Timber Build project partners. First of all, velocity levels over
different points of the walking surface and ceiling were measured, using a unique known tapping machine
position. Then, a standard impact sound level measurement was performed. For successive tapping
machine positions, whose number and locations are unknown, sound pressure levels were measured in
the receiving room and averaged in order to obtain a mean impact sound level.
8.5.1 Nominal system
Dimensions of the considered floor are LFx =3.98 m and L
F
y =4.98 m. According to [135], the C1
reference floor is constituted of a 22 mm thick particle board topping on top of 8 equally spaced (625
mm off center) wooden joists whose cross-sectional dimensions are 180 mm × 120 mm. Moreover, a
100 mm thick fibrous insulation material layer lays on 8 equally spaced battens (500 mm off center),
perpendicularly oriented with respect to the joists and whose cross-sectional dimensions are 24 mm ×
48 mm. Finally, the ceiling is constituted of 12.5 mm thick plasterboards screwed every 300 mm onto
the battens. Schematic layout associated with such floor is depicted on Fig. 8.9.
Battens
Fibrous ins.
Plasterboards
Air cavities
Particle boards
Joists
Figure 8.9: Schematic layout (left and right views) of a C1 floor according to [135].
Mean elasticity matrices for the particle boards, pine joists, wooden battens as well as plasterboards
are constructed from the values identified in Chapter 3. However, mass density constraints are formulated
in appendix C of [135] with respect to particle boards and plasterboards that cannot be fulfilled using
the identified mass densities. Thus, the nominal values of 660 kg/m3 and 800 kg/m3 are respectively
chosen for the latter. In Chapter 3 particle boards displayed a slight orthotropy, in particular the strongest
bending direction was not the longitudinal direction of the boards. It is assumed that, in the present case,
boards are mounted with the longitudinal direction perpendicular to the joists.
In regard to the fibrous insulation material, nominal parameters are given in Table 8.1, taken from
[146] and verify the constraints in [135]. Such poroelastic properties correspond to a limp glass wool
insulating material, hence a limp frame equivalent fluid modeling. In regard to boundary conditions,
zero displacement is imposed on the edges of the boards while the joists are simply supported on their
extremities. Particle boards are considered perfectly connected to the joists on their whole surface of
contact. In Chapter 4, the bending wavelength was mentioned as a criterion for the validity of such
hypothesis and, due to the high stiffness displayed by such thick boards, the assumption is justified.
According to Eq. (4.4) one can estimate the transition frequency around 200 Hz. However, in regard to
the plasterboard, and as the information of the nominal distance between the screws is available, point
connections are assumed with the battens every 300 mm (transition frequency would be in that case
around 100 Hz).
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Mass density (1 − φ)ρps [kg/m3] 25
Porosity φ 0.96
Flow resistivity σ [N.s/m4] 7500
Tortuosity α∞ 1.1
Viscous length Λ [µm ] 50
Thermal length Λ’ [µm] 150
(a) Poroelastic medium parameters.
Standard pressure P0 1.015 × 105 Pa
Mass density ρF 1.21 kg/m3
Heat capacity ratio γ 1.4
Sound velocity cF 340 m/s
Prandtl number Pr 0.72
Dynamic viscosity ηf 1.81 × 10−5 N.s/m2
(b) Air parameters.
Table 8.1: Poroelastic medium and air parameters.
8.5.2 Mean steady-state computational model
A mean steady-state computational models is constructed according to Section 2.5 for the steady-
state problem in the frequency domain, with the poroelastic medium modeled as an equivalent fluid and
suited to the frequency band B = [10, 220] Hz. Due to the limp frame equivalent fluid poroelastic mod-
eling, the mesh criterion is chosen with respect to the Biot fluid borne wavevelength, equal to 54 cm at
220 Hz, in a similar way than within Section 7.3.2. Thus, a density of 12 elements per meter is cho-
sen. In the particular cases of impact transient analysis used for the construction of the impact forces,
involving high frequency modes, a refined mesh of the structure is created using 24 elements per me-
ter. From compatible meshes of the different structural, acoustic and poroelastic components, the finite
element method yields, in the physical coordinates, Ns = 102020 degrees of freedom for the structure,
Nf = 21310 degrees of freedom for the internal acoustic cavities and Ne = 11682 degrees of freedom for
the poroelastic medium modeled as an equivalent fluid with pressure as primary variable.
In order to obtain a reduced order computational model, the equations associated with the structure
are projected on the truncated basis constituted of the ns = 400 first elastic modes and constructed ac-
cording to Section 5.2. It should be noted that due to long joist span, floor systems are naturally more
flexible than walls and consequently display higher structural modal density and require a larger struc-
tural basis for an identical frequency range. Equations associated with the 18 internal acoustic cavities
are projected on the truncated basis constituted of the first rigid cavity modes constructed according to
Section 5.3 using a total of nf = 540 acoustic eigenmodes. Finally the equations associated with the 9
poroelastic components, with respect to the limp frame equivalent fluid model, are projected on the trun-
cated basis constructed according to Section 5.5 using a total of ne,I = 1125 eigenmodes. Consequently,
the dimension of the resulting reduced order computational models is 2065.
8.5.3 Stochastic steady-state computational model
A stochastic steady-state computational model is constructed, according to Section 6.2, using the
generalized probabilistic approach of uncertainties. The mean values in regard to the structural system
parameters are the aformentioned nominal values. Dispersion hyperparameters result from Chapter 6
and are recalled in Table 8.2. In a way which is consistent with the previous chapters, hyperparameters
associated with the nonparametric modeling of uncertainties are set to δMs = δDs = δKs = 0.3 with
respect to random mass, damping and stiffness structural matrices. Considering the prevailing structural
transmission path and the results from the previous chapter, uncertainties are not considered in regard to
acoustic or poroelastic components.
Pine beams Particle board Plasterboards 12.5
δEl δρ δela δρ δela δρ
0.08 0.065 0.08 0.007 0.15 0.009
Table 8.2: Dispersion hyperparameters with respect to each structural component.
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8.5.4 Comparison with experimental measurements: velocity levels
For a steady structural excitation of the floor resulting from a single tapping machine position, whose
hammers are depicted on depicted on Fig. 8.10, velocity measurements were performed at ten different
positions: 6 on the floor walking surface (positions 1 to 6) and 4 on the ceiling (positions 7 to 10).
Positions 1 to 4 are located on top of a joist whereas position 5 and 6 are located in between. Positions 7
and 9 correspond to the intersection of a batten and joists on the ceiling (position 9 being actually on a
screw). Position 8 is located on a ceiling batten and position 10 below a joist but between battens.
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Figure 8.10: Top view of the C1 reference floor according to [135]. Joist and batten positions are
resepctively denoted by the light and dark grey areas. Hammers (black squares); accelerometers on top
of the floor (red squares); accelerometers on the ceiling (blue squares).
Definition of the external excitation for a single tapping machine position
A single tapping machine position, shown on Fig. 8.10, is used for the generation of a steady velocity
field over the structure. Impact forces spectra associated with each hammer location, whose coordinates
are given in Table 8.3, are then constructed according to Section 8.3. Thus, successive transient analyses
involving the structure only are undertaken. For an initial velocity of the considered impact point, Fourier
transform of the resulting impact force time signals yield the force spectra displayed on Fig. 8.11. It can
be seen that impact forces are maximal on top of the joist, which is expected due to the associated low
mobility, and sweep a 2.5 dB range at low frequencies. Past 300 Hz, it is quite clear that in regard to any
extension of the present methodology to medium or high frequency range, the variations among impact
forces due to the hammer positions would have to be carefully considered as discrepancies of impact
forces among hammer positions quickly increase.
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Figure 8.11: Force levels associated with the different impact points. Hammer 1 (thin blue solid line);
hammer 2 (thin gree solid line); hammer 3 (thin red solid line); hammer 4 (thin cyan solid line);
hammer 5 (thin magenta solid line); min. and max. momentum variations (thin black dash-dot lines).
H1 H2 H3 H4 H5
x [m] 1.600 1.664 1.728 1.793 1.857
y [m] 3.530 3.453 3.377 3.300 3.224
Table 8.3: Hammers coordinates.
Velocity levels on various points of the system
From the knowledge of the impact force spectra, the vector of the external excitation in the physical
coordinates can be constructed using Eqs. (8.3), (8.5) and (8.6) and the velocity field of the structure
is obtained as the solution of the mean or stochastic steady-state computational model in the frequency
domain. Thus, predicted velocity levels as well as confidence intervals for the velocity levels, respectively
resulting from the mean computational model and the stochastic computational model, are compared
with experimental values. Figures 8.12 and 8.13 respectively compare predicted and measured velocity
levels on the particle boards (walking surface) and the plasterboards (ceiling) according to accelerometers
positions given in Table 8.4 and displayed on Fig. 8.10.
A1 A2 A3 A4 A5 A6 A7 A8 A9 A10
x [m] 2.010 2.010 2.680 2.680 2.680 2.010 2.190 1.660 2.190 1.660
y [m] 0.900 1.550 0.900 1.550 1.200 1.850 1.040 1.430 0.910 1.630
Table 8.4: Accelerometers coordinates.
First of all, it can be observed that deterministic as well as stochastic computational models are
once again over stiffened with respect to the real system. Indeed, first structural resonances for the
computational models are identified around 28 Hz whereas it can be seen that, in regard to the experi-
mental system, high velocity levels exist down to 20 Hz. Moreover, the stochastic computational model,
constructed using hyperparameters whether identified for similar materials with respect to probabilistic
models associated with system parameters uncertainties, or shown consistent with experimental mea-
surements with respect to probabilistic models associated with model uncertainties, is not able to take
into account such level of modeling error around first structural modes. The present observations sug-
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gest that an accurate prediction of the dynamical behavior of lightweight systems within the first third
octave bands would necessit a particular attention towards boundary conditions. Other than that, it can
be seen that besides the frequency band controlled by the first structural modes, relatively good orders of
prediction with respect to velocity levels can be obtained.
As a side note, it should be specified that peaks respectively observed within the 12.5 and 20 Hz
third octave bands with respect to the nominal computed velocity levels do not correspond to resonances
of any sort, but in fact to the tapping machine 10 Hz overall impact frequency. From Eq. 8.6 it can
be undestood that resulting from the impact frequency of 2 Hz associated with each hammer and the
phase shift of 0.1 s between hammers, harmonic components of the excitation are in phase every 10 Hz,
hence peaks in the otherwise static response of the system below the first structural resonance. Within
experimental studies including measurements below 20 Hz and using the standard tapping machine [6,7]
such peaks can be guessed. A potential weak point of the standard evaluation procedure in regard to low
frequencies might be enlightened, as unfortunate structural resonances of the evaluated system around
10, 20 or 30 Hz could result in a worse rating than maybe deserved.
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(a) Accelerometer 7
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(b) Accelerometer 8
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(c) Accelerometer 9
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(d) Accelerometer 10
Figure 8.12: Velocity levels on the plaserboard (ref. 8.10−8 m/s). Mean computational model (thin blue
solid line); confidence regions associated with a probability Pc = 0.98 resulting from the stochastic
computational model (grey areas); experimental measurement (thin black solid line).
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(a) Accelerometer 1
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(b) Accelerometer 2
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(c) Accelerometer 3
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(d) Accelerometer 4
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(e) Accelerometer 5
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(f) Accelerometer 6
Figure 8.13: Velocity levels on the particle board (ref. 8.10−8 m/s). Mean computational model (thin
blue solid line); confidence regions associated with a probability Pc = 0.98 resulting from the stochastic
computational model (grey areas); experimental measurement (thin black solid line).
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8.5.5 Comparison with experimental measurements: impact sound level
Methodology for the impact sound evaluation in laboratory conditions
The laboratory setup is such that the dimensions of the receiving room respectively are LRx =3.78 m,
LRy =4.78 m and L
R
z =2.67 m. The floor, larger than the opening of the receiving room, is centered with
respect to the latter. A mean reverberation time with respect to the receiving room was associated with
the experimental data provided by the laboratory and is given in Table 8.5 for the third octave bands
going from 20 to 250 Hz. Thus, it can be seen that the laboratory exhibits a substential amount of
acoustical damping, inducing reverberation times inferior to 1 s past 50 Hz. Using Eq. 7.11, modal
damping factors can be computed with respect to the room modes belonging to each third octave band.
Then, with the knowledge of the structure displacement field on the boundary with the receiving room,
the sound pressure level in the latter can be computed according to the decoupled room model introduced
in Chapter 7. In particular, the sound pressure level in the receiving room is constructed using a sampling
of the quadratic pressure field over the volume of the room excluding areas closer than 0.7 m from its
boundaries.
T.o. band [Hz] 20 25 31,5 40 50 63 80 100 125 160 200 250
T60 [s] 2.17 1.76 1.41 1.39 0.87 0.46 0.33 0.53 0.47 0.51 0.60 0.52
Table 8.5: Mean reverberation time for the receiving room.
In order to be able to compare the impact sound performance associated with different designs there is
a need to minimize the dependence of the result on the evaluation procedure. The position of the tapping
machine has two direct consequences on the definition of the external excitation of the system. The first
one is the dependence of the force magnitude on the mobility at the impact point. At low frequencies, a
theoretical maximum discrepancy of 6 dB in the force magnitude, resulting from the difference between
an impact with and without rebound, can be expected. In Section 8.5.4, a 2.5 dB maximum difference was
observed at low frequencies. Such influence is consequently more of a prevailing issue when considering
medium to high frequency range. The second one result from differences in the projection of the external
excitation, function of its position, onto the structural mode shapes. Thus, such influence is mostly a
concern in regard to the first structural modes and, by way of consequence, an issue at low frequencies.
Indeed, within the framework of an optimisation problem for example, the position of the excitation could
be determining for the outcome and, by way of consequence, standard measurements require multiple
tapping machine positions and averages. In this work, 21 tapping machine positions are considered, such
as depicted in Fig. 8.14. In [94], even if the formulation is quite different, 15 positions were used. It
should be noted that the minimal number of positions required by the standard [141] is four. Hereinafter,
the definition of the impact noise level LI is then the mean level, computed according to Eq. (8.33),
resulting from 21 different excitations of the evaluated floor.
LI = 10 log10
 121
21∑
j=1
10LI, j/10
 . (8.33)
In order to illustrate the previous remarks about the dependence of the evaluated impact sound level
on the position of the source, and in particular the low frequency issues associated with the projection
of the external excitation onto modal shapes, Fig. 8.15 displays the LI, j associated with each of the 21
positions as well as the mean impact sound level resulting from the nominal computational model. Then,
discrepancy of about 20 dB between extremum values is found within the 31.5 Hz third octave band,
which includes the first structural resonances. Minimal values in such band correspond in fact to the
tapping machine positions which are close to the center of the floor in the ”y” direction. Considering
modal shapes displayed in Fig. 8.16, it can be understood that those 6 tapping machine positions result
in structural excitations that do not project that well onto the modal shape of the second structural mode,
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hence a reduced transmission. Within higher third octave bands, 10 dB maximum differences are ob-
served and a reduced number of excitations could be conceivable. Increasing dispersions due to high
frequency issues, associated with varying mobilities over the system, are not observed yet.
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Figure 8.14: Top view of the C1 reference floor according to [135]. Joist and batten positions are
respectively denoted by the light and dark grey areas. Hammers (black squares).
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Figure 8.15: Impact sound levels. Solutions of the mean computational model (thin grey solid lines);
mean value obtained from the 21 evaluations (thin blue solid line); mean experimental values (thin
black solid line).
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27.9 Hz 29.9 Hz 33 Hz
Figure 8.16: Modal shapes for the walking surface associated with the three first structural modes
belonging to the 31.5 Hz third octave band.
Confidence regions for the mean impact sound level
From the stochastic computational model constructed using the generalized probabilistic approach
of uncertainties, confidence regions associated with a probability Pc = 0.98 are obtained for the mean
impact sound level computed from 21 different excitations. Fig. 8.17 compares such confidence intervals
with experimental measurements. Thus, the propagation of the modeled structural uncertainties result in
confidence regions that are comparatively small in regard to the dispersion that could be observed among
the single impact sound levels associated with different excitation positions in Fig. 8.15. Moreover, the
non-linear transformation of the random generalized coordinates associated with the structure into the
spatial average of the quadratic pressure into the receiving room yields smaller confidence regions in
comparison with single point velocities displayed in the previous paragraph. Finally, the discrepancies
past 125 Hz between the stochastic computational model and the mean computational model can be
put in perspective with the discrepancies that were observed in the same frequency range with respect
to the velocities of the plasterboard in the previous section. It should be recalled that hyperparameters
associated with the nonparametric probabilistic approach of uncertainties, which typically yields such
discrepancies, were chosen arbitrarily. Such values were however consistent with experimental measure-
ments associated with a comparable structure.
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Figure 8.17: Impact sound levels. Mean computational model (thin blue solid line); confidence regions
associated with a probability Pc = 0.98 resulting from the stochastic computational model (grey areas);
experimental measurement (thin black solid line).
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8.6 Conclusion
In the case of structures submitted to impacts, the external excitation force is dependent on the
structure. Within the framework of stochastic computational models, the probabilistic model associated
with the force is consequently dependent on the one of the structure. In this chapter, a probabilistic model
was proposed for the impact force spectrum allowing uncertainty quantification to be performed while
separating the propagation of parameter uncertainties and the propagation of model uncertainties from
different frequency scales. The deterministic computational model was validated with measurements on
a simple lightweight structure, showing the influence of the mobility disparities over the structure on the
resulting impact forces for a simple lightweight system. Then, the sensitivity of the latter to different
sources of uncertainties was investigated. In the case of a single impact, system parameters uncertainties
as well as nonparametric fluctuations associated with generalized matrices projected on the first elastic
modes are, at low frequencies, of negligible order.
Then, the model for the deterministic external excitation resulting from a standard tapping machine
was applied to a full scale lightweight floor for which experimental measurements were available. Match-
ing orders of magnitude for velocity levels over different points of the walking surface and ceiling where
shown, out of the frequency range influenced by the first structural resonances. Finally, a methodology
was presented for the evaluation of a mean impact sound level in laboratory conditions. At this stage, no
floor covering is considered. Given an appropriate modeling, their inclusion in the approach would be
straightforward.
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9.1 Introduction
It has been shown within the previous chapters as well as with laboratory [8, 147, 148] or numer-
ical parametric studies [21, 35, 98, 101, 129] that the vibrational displacement field over a separative
lightweight element as well as its vibroacoustic behavior are sensitive at low frequencies to variations
within materials, mounting conditions or, in general, configurations. Moreover, some level of statistical
fluctuation exists and was highlighted, modeled and quantified for typical lightweight materials. Finally,
due to the complexity of the systems which consist in the assembly of multiple elements, whose con-
nections and boundary conditions are not perfectly known and worksmanship is questioned [8, 14–19],
model uncertainties propagate to the output of the current computational models. Consequently, in order
to find an optimal design robust to uncertainties, one has to consider a different approach, as mentioned
in [41, 63], than the traditional one of considering deterministic models and system parameters. Indeed
there is a priori no reason for an optimal design resulting from a deterministic problem to remain optimal
when uncertainties are introduced.
In the previous chapters, a methodology was presented to construct stochastic computational models
able to propagate different sources of uncertainties to the dynamic observables. A problematic, which
goes beyond the scope of this work, is then to define objective performance indicators for the acoustic
comfort which is by definition subjective with respect to inhabitant perceptions. Historically, objective
criteria were defined from the comparison of experimental field measurements and reference curves dow
to 100 Hz [118, 143], later extended to low frequencies down to 50 Hz in using weighted summation
of the low third octave band energy content. However, in regard to the very low frequencies down to
20 Hz, the agreement of standard single values with subjective perception is target of critical opinions
[6, 9–12, 149], in particular with respect to impact noise comfort prediction. The most recent findings
about this topic [11, 12] will consequently be used in order to construct taylored fitness functions.
An other problematic related to the optimisation algorithm itself lies in the continuous against dis-
crete representation of the search space [150]. In the framework of lightweight building construction,
the separative elements are constituted of engineered industry products whose dimensions and charac-
teristics belong to standard numbers. Moreover and worth example and argument, in regard to wooden
frames constituted of a discrete number of stiffeners a variation from one configuration to another can be
an increment in the number of stiffeners. By way of consequence, due to the non continuous mapping
from the search space of the configurations to the fitness function representative of the objective per-
formance of an element, the derivatives cannot be defined. Then, the class of evolutionnary algorithm,
particularly well suited to discrete search spaces, is chosen to treat the robust optimisation problem.
Moreover, beside airborne sound insulation performance and impact sound insulation performance, one
can imagine additional criteria, such as mass minimisation for example. Then, the class of evolutionnary
algorithm is also convenient to handle various multi-objective optimisation problems involving various
fitness functions. An extensive litterature survey of such a class of algorithm can be found in [41]. Here-
inafter, before introducing the algorithm developed for this specific application, the general structure and
principles will be briefly presented.
9.2 Optimisation algorithm
9.2.1 Definition of the fitness functions
The problem of the definition of an objective function for the evaluation of the acoustic performance
of lightweight systems, within the framework of an optimisation problem, refers directly to the problem
of the definition of single number quantities for the rating, from experimental data, of those systems.
In the standards respectively associated with the definition of single number quantities for airborne and
impact sound insulation [118, 143], the single numbers Rw and Lw, resulting from the reference curve
methods, are corrected with respect to a frequency band B using the respective adaptation terms CB and
CI,B. Thus, in the frequency band B the performance is rated by the quantities Rw + CB and Ln,w + CI,B.
By construction, the latter directly consist in the weighted summation of the energy content with respect
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to the third octave band that belong to B. Then, according to [118, 143], such single number quantities
can be written as
Rw + CB = −10 log10
∑
b∈B
10(Wb,A−Rb)/10
 , (9.1)
Ln,w + CI,B = 10 log10
∑
b∈B
10(Ln,b−Wb,I )/10
 , (9.2)
where Wb,A and Wb,I respectively are frequency dependent weighting coefficients. In particular, ac-
cording to [118], Wb,A is constituted of A-weighted levels. By way of consequence, the single number
Rw + CB is mostly dependent on the higher third octave bands in B, as can be seen in [11, 12]. Further-
more, according to [143], Wb,I = 15 dB over the whole frequency band of interest. Recently, researches
showed that single values resulting from such weighting coefficients, in particular in regard to impact
noise, cannot discrimate the good designs from the worse in a way which is consistent with inhabitant
perceived performance [11, 12]. Adapted weighting coefficients were consequently introduced in regard
to impact noise, such that the adequation of the resulting single number quantities was improved with
respect to inhabitant perception. Thus, in order to focus to low frequency problems associated with air-
borne sound insulation, it is proposed to introduce a fitness function JA, computed over the frequency
band B = [20, 200] Hz in the spirit of Eq. (9.1) but without A-weighted coefficients. Let d be the vector
of the nd design parameters belonging to Rnd . Thus JA is set as an objective performance indicator of the
design indexed by d and we have
JA(d) = −10 log10
∑
b∈B
10−Rb/10
 . (9.3)
Moreover, in regard to impact sound insulation performance, the adapted weighting coefficients from
[11, 12] and given in Table 9.1, which emphasize the frequencies below 50 Hz, are used to construct a
fitness function JI over the frequency band B = [20, 200] Hz, indicative of the objective performance,
such that
JI(d) = −10 log10
∑
b∈B
10(Ln,b−Wb,I,Akulite)/10
 . (9.4)
It should be noted that JI(d) is set negative because the objective is to minimise the impact sound level
and consequently to maximise JI .
Third octave band [Hz] 20 25 31.5 40 50-200
Wb,I,Akulite 7 9 11 13 15
Table 9.1: Weighting coefficients with respect to impact sound according to [11, 12].
9.2.2 Genetic algorithm
In the following, the aim is not to give an overview of evolutionary algorithms but whether to in-
troduce their general structure and the associated vocabulary that could help the reader situate this work
among others. First of all, evolutionary algorithms inspire from early Darwinian concepts such as sur-
vival and reproduction of the fittest on one hand and non-directed mutation of individuals on the other
hand. From an initial population, only the best individuals will survive, reproduce and mutate from a
generation to another. Thus, algorithms inspired by such concepts involve the following general struc-
ture [41, 150], with the usual terminology:
• Intiatilization of the individuals constituting the first generation
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• Evaluation of the individuals with respect to a fitness function
• Selection of the parents for the future generation
• Reproduction of the parents, through cross breeding, elitism or mutation
We have d the vector of the nd design parameters belonging to Rnd (hereinafter denoted as the phe-
notypic space). As it was mentioned within the introduction, the admissible designs are such that most
design parameters can only take discrete values in Cd subset of Rnd and the optimisation problem is con-
sequently equivalent to a combinatorial problem. Then, such parameters are naturally well suited for a
change of variables from the so-called phenotypic space to a binary representation in a genotypic space,
because no continuous mapping from one to another needs to be defined. Thus, assuming each design
parameter can take a power of two number of admissible values, there exists a bijection between the
phenotypic and genotypic spaces and, consequently, a system or individual is completely described by
the knowledge of a bit string of fixed length such that for example
Design parameter d1 d2 · · · dnd
Genotype of the individual 0 1 0 1 1 · · · 0 1
A usual initialization procedure for the creation of the first generation, which is adopted in this
work, is the random generation with independent uniform distributions with support [0, 1] and a staircase
function with threshold at 0.5 associated with each bit. Let Π0 be the initial population, or first generation,
constituted of P individuals and let d 7→ J(d) denote any of the fitness functions defined in Section 9.2.1.
The evalutation of the individuals from the first generation yields a ranking with respect to J and the
selection of the best parents for the next generation is then performed using a tournament of size Ts. For
each parent that has to be selected, a tournament is organized between Ts individuals picked at random,
with a uniform probability distribution, among the population. This popular selection procedure is an
arbitrary choice among others, but which has the advantage of not being too much of an elitist selection
as, depending on the size of the tournament (concept of selection pressure), intermediate individuals
can survive and maintain some level of diversity among the population. However, in order to ensure
that the best individual survive, an elite ratio among the children is introduced such that part of the
next generation is constituted of the best individuals from the preceding. Following, the creation of the
remaining individuals for the next generation takes place in two steps: crossbreeding and mutation. In
regard to crossbreeding, part of the parents (defined by a crossbreeding ratio) mix their genotypes, using
once again a random uniform selection of the alleles, or group of bits, respectively associated with each
design parameter. Such process can be schematically depicted as
Parent 1 1 1 0 0 0 · · · 1 1
Parent 2 0 1 0 1 1 · · · 0 1
Children 1 1 0 0 1 · · · 0 1
In regard to mutations, the remaining parents are submitted to so-called bit-flips (from 0 to 1 or 1 to 0)
which happen when the realisation of a uniform random variable with support [0, 1], associated with a
given bit, surpasses a threshold fixed by a mutation rate. As soon as the creation of the new generation
is completed, the evaluation takes place again until a maximum number of generation or any other exit
criterion is reached.
The resulting genetic algorithm consequently depends on multiple parameters such as the population
size, tournament size, elite ratio, crossbreeding ratio and mutation rate. The tuning of such parameters
with respect to the optimisation problem determines the global efficiency of the algorithm in its ability
to find an optimal design and avoid local minima within a satisfying computational time.
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9.3 Robust optimisation problems
In this section, a set of optimisation problems is constructed with respect to given admissible classes
of systems in the presence of uncertainties. In particular, system parameters uncertainties and model
uncertainties with respect to the structure are taken into account using the generalized probabilistic ap-
proach of uncertainties. Then, given a deterministic external excitation defined acccording to Chapters 7
or 8, the optimisation problem consists in maximising the objective performance, associated with air-
borne or impact sound insulation, with respect to the stochastic model of the evaluated uncertain design.
In the following, relatively simple problems are presented in the sense that admissible designs are not
spread out within too large search spaces and that physical interpretations remain possible. Thus, trends
in the way designs evolve along generations of the algorithm can be analyzed.
Stochastic computational models associated with uncertain designs
Stochastic computational models are constructed with respect to each evaluated uncertain design.
The generalized probabilistic approach of uncertainties is used for the construction of the probabilistic
models for random generalized mass, damping and stiffness matrices associated with the structure only.
The probabilistic approach of system parameters uncertainties makes use of hyperparameters that were
identified in Chapter 6 meanwhile hyperparameters associated with the nonparametric probabilistic ap-
proach of model uncertainties are set to δMs = δDs = δKs = 0.3. Preliminary convergence studies, carried
out with respect to a limited set of admissible designs for each considered problem, yield the dimension
of the reduction basis that will be used for the construction of the generalized matrices, as well as the
number of Monte Carlo simulations required for a reasonable mean-square convergence of the random
generalized coordinates.
Definition of the objective performance associated with uncertain designs
Let Xb(d) denote without distinction a random sound reduction index or random normalised impact
sound level evaluated for a given third octave band b ∈ B with respect to the stochastic computational
model associated with an uncertain design, indexed by the vector of design parameters d. Then, the 1%
and 99% quantile xb,min(d) and xb,max(d) are defined according to Section (6.2.3) such that P(xb,min(d) ≤
Xb(d) ≤ xb,max(d)) = 0.98, in which P denote the probability. Thus, in regard to the airborne sound
insulation, the fitness function JA is evaluated using xb,min(d) in order to maximise the inferior envelope
of the confidence region associated with the sound reduction index. Moreover, in regard to the impact
sound insulation, the fitness function JI is evaluated using xb,max(d) in order to minimise the superior
envelope of the confidence region associated with the normalised impact sound level.
9.3.1 Lightweight double parting wall systems
In this section, the optimisation algorithm is applied to the class of double parting wall systems
such as those presented in Chapter 7. The acoustic performance of such systems is rated in regard to
airborne sound insulation only. Single objective optimisations are then considered and the following
problem is formulated: given a class of admissible designs, indexed by the vector d belonging to the
admissible set of design parameters Cd ⊂ Rnd , and given a stochastic computational model associated
with each uncertain design, find the optimal configuration indexed by dopt that maximises the airborne
sound insulation such that
∀d ∈ Cd, JA(d) ≤ JA(dopt) . (9.5)
Admissible systems
Two classes of systems are considered which are such that the layouts displayed on Fig. 9.1 remain
identicals for any admissible design belonging to the aforementioned classes. It can be noted that such
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classes belong to a same larger class of systems which consists in the designs resulting from every
possible layer permutation.
Battens
Fibrous ins.
Air gaps
Studs
Plasterboards
Air cavities
OSB
System 1 System 2
Figure 9.1: Top sectional views of the layer patterns with respect to the considered classes of parting
walls.
Then, the vector d is constituted of five design parameters respectively associated with plasterboards,
cross-sectional dimensions of the studs, stud spacing, thickness of the air gap and orientation of the
battens. In particular, admissible configurations result from the combination of the different discrete
states associated with each parameter. Thus, in regard to the plasterboards, the design parameter d1
maps to eight admissible sets of system parameters and hyperparameters according to Table 9.2. Three
different materials P1, P2 and P3 correspond to the different types that were measured in Chapter 3.
Thus, P1, P2 and P3 respectively refers to standard, fire resistant fiber reinforced and high hardness
plasterboards. In a similar way than in Chapter 7, each facing can be doubled, resulting in an assumed
homogeneous effective plasterboard. Moreover, in regard to the highly orthotropic fire resistant boards,
different orientations with respect to the primary wooden frame are admissible (effect of the orientation
was experimentally observed in [90]). Furthermore, parameter d2 maps to four admissible cross-sections
for the studs {100 mm × 45 mm, 120 mm × 45 mm, 145 mm × 45 mm, 180 mm × 45 mm}. Parameter d3
maps to two admissible stud spacings {400 mm, 600 mm}. Parameter d4 maps to two admissible central
air gap depth {20 mm, 40 mm}. Finally parameter d5 maps to the orientation of the secondary frame with
respect to the primary frame {‖,⊥}.
B1 B2 B3 B4 B5 B6 B7 B8
Material P1 P1 P2 P2 P2 P2 P3 P3
Orientation ‖ ‖ ⊥ ⊥ ‖ ‖ ‖ ‖
δela 0.15 0.15 0.1 0.1 0.1 0.1 0.11 0.11
¯
ρS [kg/m3] 705 705 1070 1070 1070 1070 911 911
δρ 0.009 0.009 0.014 0.014 0.014 0.014 0.011 0.011
Thickness [mm] 12.5 25 15 30 15 30 18 36
Table 9.2: Each admissible value of parameter d1 maps to a set of parameters associated with the
plasterboard model.
Following, the change of basis from the admissible integer values of parameters d1 to d5 into a binary
representation in the genotypic space yields a coding of each admissible configuration on a 8 bit long
string. Thus, the resulting combinatory problem consists in finding the best design in the sense of the
previously defined fitness function JA among the search space constituted of the 28 = 256 admissible
configurations.
Definition of the external excitation and evaluation of JA
For the sake of simplicity, evaluation conditions are identical to those used in Section 7.3.5: twelve
acoustical point sources are placed into the source room and spatial average of the quadratic pressure
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field is performed over the room volumes excluding forbidden areas closer than 0.7 m to the boundaries.
Room dimensions and properties as well as wall dimensions LWy =3.800 m and L
W
z =2.250 m are taken as
identical with respect to Chapter 7.
Genetic algorithm setup
In paragraph 9.2.1, classical vocabulary associated with evolutionnary algorithms was introduced.
Then, an algorithm belonging to the class of the so-called genetic algorithms was chosen and imple-
mented. In particular, such algorithm is controlled through the definition of five parameters: population
size, tournament size, elite ratio, crossbreeding ratio and mutation rate. Thus the population size, directly
related to a more or less initial fine mesh of the search space, is set to 30 individuals, namely around one
eighth of the search space dimension. Other paremeters are related to the way the information translates
from one generation to another. Thus, each of those parameters is associated with one type of children
for the next generation. First, the elite ratio is set to one sixth of the population size, meaning that the best
five individuals of a generation, in the sense of the aforementioned fitness function, are directly trans-
mitted as children to the next generation. Then, the second category of children results from a breeding
of selected parents. The number of 24 individuals are chosen to result from such process and, by way of
consequence, 48 parents have to be selected. Ensuing, a tournament size of 4 is chosen, such that each
parent ensues from a tournament between four randomly selected parents among the current generation.
It can be noted that the size of the tournament, associated with the concept of selection pressure, directly
influences the ability of the algorithm to quickly converge towards an optimum. Indeed, in the case
where the tournament is opened to the whole population, only the very best individual reproduces. With
the present low selection pressure, the aim is to not converge too fast towards a local optimum and to
seek as far as possible for a global one. Finally, in regard to the remaining childrens, the mutation rate of
one percent is set such that, from a selected parent, each bit as a one percent probability to be fliped.
Results
In regard to each class of parting wall systems, chosen for the optimisation of the airborne sound
insulation performance, Figs. 9.2 and 9.3 show the proportion of given design traits associated with each
generation of the genetic algorithm. Thus, for both classes, similar trends are observed as the individuals
converge towards configurations for which the stud spacing is minimal, the stud cross-sectional dimen-
sions are maximal and the central air gap is maximal. Moreover, within the final generations, battens are
exclusively parallel with respect to the primary frame. Only plasterboard diversity persists among gen-
erations, which can be interpreted as a second order influence on the evaluated performance such that a
selection only happens as soon as other design parameters have been clearly selected. It can be seen that,
in regard to both systems, the algorithm eventually yields the stiffest admissible structural systems and
at the same time the deepest admissible acoustic cavities. Such results are consistent with the stiffness
controlled behavior in the 63 and 80 Hz third octave bands observed in Chapter. 7 as the system with the
higher bending stiffness displayed higher airborne sound insulation performance within such frequency
bands.
Such results must be put in perspective with existing knowledge in regard to the behavior of such
systems in higher frequency range. It should be noted that, in [90], the sensitivity of the sound reduc-
tion indices of single walls to stud spacing was emphasized through experimental measurements. In
particular, low and high frequencies were shown in competition, as smaller stud spacing implied better
low frequency performance but worse high frequency performance. By way of consequence, it can be
understood that such single objective optimisations can converge towards solutions displaying maximum
admissible structural stiffness, which possibly could be the best solutions at low frequencies, but some
sort of information from high frequency predictions, which are out of the scope of this work, might
be needed as a counterbalancing. In particular in regard to airborne sound insulation for which high
frequency performance is also a perceived acoustical comfort criterion [13].
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Figure 9.2: System 1. Proportion of individuals displaying a given trait among generations.
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Figure 9.3: System 2. Proportion of individuals displaying a given trait among generations.
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Eventually, given that systems treated in Chapter 7 belong to the considered search spaces, compar-
ison is possible between the nominal predictions as well as measurements associated with such systems
and the confidences regions for the sound reduction indices associated with the obtained optimal de-
signs. Thus, Fig. 9.4 shows that increasing the global stiffness of the systems such that they remain
stiffness controlled higher in frequency would allow, according to this model, a gain of 10 to 20 dB in
the frequency range [20, 200] Hz. It should be noted that such observation only relate to the individual
performance of systems in laboratory conditions, without structural transmission paths between single
walls.
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Figure 9.4: Sound reduction indices R. Confidence regions associated with a probability Pc = 0.98 for
the indices R resulting from the obtained optimal designs (grey areas); mean computational model
predictions for systems treated in Chapter 7 (thin blue solid line); experimental measurements for
systems treated in Chapter 7 (thick black solid lines).
9.3.2 Lightweigth floor system
In this section, the optimisation algorithm is applied to the class of floors whose layout are similar to
the C1 floor from [135] treated in Chapter 8. This time, impact sound insulation as well as airborne sound
insulation are considered. Hence a two objectives optimisation problem formulated as: given a class
of admissible designs and a stochastic computational model associated with each uncertain admissible
design, find the optimal configuration indexed by dopt that maximises airborne sound insulation as well
as impact sound insulation in the sense of fitness functions JI and JA. In the general case, there is a
priori no reason for an optimal design with respect to one objective to be optimal with respect to the
second objective, although it is generally considered that both objectives are not in competition [10]. By
way of consequence, in regard to the genetic algorithm, a methodology has to be defined for the rating
of individuals. If need be, an additional constraint would have te be defined to decide of the final best
design among nondominated, or Pareto efficient, individuals of the last generation.
Admissible systems
The construction of the set of dmissible configurations is inspired from the experimental parametric
study presented in [148] and allows comparison of the results. Parallel and perpendicular stiffening of
the primary frame are investigated, as well as different toppings or plasterboards. No resilent channels
are considered in this work such that structural transmission paths prevail. Furthermore, the optimisation
focuses on bare floors without covering, whose effect is generally limited at low frequencies. Hereinafter,
admissible configurations indexed by d verify the layout defined by Fig. 9.5. Perpendicular stiffening
128
9.3. ROBUST OPTIMISATION PROBLEMS
is not depicted but consists in blocking potential lateral bending of the joists using regularly spaced
(600 mm off center) 45 mm thick wooden struts. An 100 mm thick fibrous insulation material layer is
used, whose properties can be found in Chapter 8.
Battens
Fibrous ins.
Plasterboards
Air cavities
Topping
Joists
Figure 9.5: Schematic layout (left and right views) for the considered admissible class of floors.
Then, the vector d is constituted of five design parameters respectively associated with topping mate-
rial, cross-sectional dimensions of the joists, joist spacing, perpendicular stiffening of the primary frame
and finally with the plasterboards that constitute the ceiling. Thus, in regard to the topping, design param-
eter d1 maps to four admissible sets of system parameters and hyperparameters according to Table 9.3.
A 22 mm thick particule board is set in competition with different oriented strand boards and, in the case
of the markedly orthotropic 18 mm thick OSB, different orientations with respect to the primary frame
are admissible.
T1 T2 T3 T4
Material OSB OSB PB OSB
Orientation ‖ ⊥ ⊥ ⊥
δela 0.1 0.1 0.08 0.1
¯
ρS [kg/m3] 577 577 637 577
δρ 0.020 0.020 0.007 0.020
Thickness [mm] 18 18 22 15
Table 9.3: Each admissible value of parameter d1 maps to a set of parameters associated with the
topping model.
Furthermore, parameter d2 maps to two admissible cross-sections for the joists {220 mm × 45 mm,
220 mm × 90 mm} associated with a parallel stiffening of the floor with respect to the primary frame.
Parameter d3 maps to four admissible joist spacings {400 mm, 450 mm, 500 mm, 550 mm}. Parameter d4
relates to the presence of perpendicular blocking or not {Blocking,No blocking}. Finally, in regard to the
plasterboard ceiling, parameter d5 maps to four admissible sets of system parameters and hyperparame-
ters according to Table 9.4. In agreement with the previous section, P1, P2 and P3 respectively refers to
standard, fire resistant fiber reinforced and high hardness plasterboards.
B1 B2 B3 B4
Material P1 P2 P2 P3
Orientation ⊥ ‖ ⊥ ⊥
δela 0.15 0.1 0.1 0.11
¯
ρS [kg/m3] 705 1070 1070 911
δρ 0.009 0.014 0.014 0.011
Thickness [mm] 12.5 15 15 18
Table 9.4: Each admissible value of parameter d5 maps to a set of parameters associated with the
plasterboard model.
The change of basis from the admissible integer values of parameters d1 to d5 into a binary repre-
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sentation in the genotypic space yields a coding of each admissible configuration on a 8 bit long string.
By way of consequence the resulting combinatory problem consists in finding the best design in the
sense of the fitness functions JI and JA among the search space constituted of the 28 = 256 admissible
configurations.
Definition of the external excitation and evaluation of JI and JA
In regard to impact noise level evaluation and for the sake of simplicity, dimensions of the admissible
systems (LFx =3.98 m and L
F
y =4.98 m), joist orientations as well as evaluation conditions are identical
to those used in Section 8.5.5. Twenty-one tapping machine positions are consequently used for the
evaluation of a mean impact sound level. In regard to airbone sound, the dimensions of the source
room, which is smaller in comparison with the laboratory considered in Chapter 7, are LSx =3.78 m,
LSy =4.78 m and L
S
z =3.82 m. Then, nine acoustical point sources are successively used for the evaluation
of a mean sound reduction index. The respective coordinates associated with the point sources are
xQS ,1 = (0.7, 0.7, 3.82), xQS ,2 = (1.7, 0.8, 3.82), xQS ,3 = (2.7, 0.9, 3.82), xQS ,4 = (0.8, 2.1, 3.82),
xQS ,5 = (1.8, 2.2, 3.82), xQS ,6 = (2.8, 2.3, 3.82), xQS ,7 = (0.9, 3.5, 3.82), xQS ,8 = (1.9, 3.6, 3.82),
xQS ,9 = (2.9, 3.7, 3.82).
Genetic algorithm setup
As the dimension of the combinatory problem does not change from the previously treated optimi-
sation problems to the present one, population size, tournament size, elite ratio, crossbreeding ratio and
mutation rate are taken as identical. Due to the multi-objective nature of the optimisation, an adapted
strategy has to be selected in order to assign a rank to the individuals belonging to a given generation
of the genetic algorithm. Thus, among individuals belonging to a given generation, successive Pareto
fronts are identified. Such fronts are constituted of nondominated individuals, in the sense that any other
individual of the given generation that would be superior with respect to one fitness function would be
inferior with respect to the second fitness function. Individuals belonging to a same Pareto front are then
tied for the rank of the front. Figure 9.6 displays the schematic ranking principle. By way of conse-
quence, the genetic algorithm will preferably select non dominated individuals from the first Pareto front
as parents, and so on until the required number of parents for the next generation is reached.
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Figure 9.6: Schematic ranking principle for the two objectives optimisation. Dots denote the values
taken by both fitness functions with respect to individuals belonging to a given generation of the genetic
algorithm.
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Results
In order to illustrate the previous remark about potential existing competition between airborne and
impact sound insulation performance, Fig. 9.7 displays the evaluation of (JI(d), JA(d)) for the individ-
uals belonging to the first generation. Thus, no clear competition is observable, as improvements in
performance with respect to one finess function tend to result in improvements with respect to the other.
Observation which is further confirmed by the convergence of the algorithm towards a rather unique
direction, as seen with Fig. 9.8, and not towards a wide range of Pareto efficient designs.
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Figure 9.7: Positioning of the individuals of the first generation in the space of the normalized fitness
functions. Dots denote the points of coordinates (JI(d), JA(d)). Grey lines denote the dimensions of the
confidence area associated with each individual.
Let briefly recall that, in the present work, fitness functions respectively associated with airborne and
impact sound performances are constructed from the envelopes of random sound reduction indices and
impact sound levels. Using inferior or superior envelopes, confidences regions can be constructed with
respect to each fitness function, whose dimensions are denoted by the grey lines in Fig. 9.7. Following,
the constructed dual objectives optimisation problem consist in maximising the coordinates of the inferior
left corner associated with such confidence areas. Finally, it can be observed that, with respect to this
particular problem, the probabilistic approach do not drastically modify the ranking of individuals as
there is no overlap between confidence regions of the least efficient individuals and the best ones.
In Fig. 9.8 it is observed that the genetic algorithm converges towards two nondominated individuals
corresponding to two very similar designs. In fact, the only difference is about the topping, whether con-
stituted of particle boards or oriented strand boards perpendicularly oriented with respect to the joists. In
regard to both designs, largest admissible joists are involved. Interestingly enough, joist spacing is not
maximal nor minimal and takes quite some time to be selected. After two generations, all four admissi-
ble parameters associated with joist spacing are still appearing with comparable proportions among the
population, meanwhile after one generation only, more thant 80% of the population involves perpendic-
ular blocking for example. Finally, the selected plasterboard displays maximal mass density as well as
bending stiffness. Thus, every present observation is consistent with experimental sensitivities observed
in [148]. Standard lightweight floor C1 treated in Chapter 8 do not belong to the search space. However,
nominal predictions as well as experimental measurements are worth reference for the comparison of
the confidence regions for sound reduction indices and normalized impact sound levels associated with
obtained optimal designs. An improvement of 10 to 20 dB is observed with respect to airborne insulation
over the whole frequency range [20, 200] Hz, however, most of impact sound insulation improvements
are localized around or below the first structural resonances that could not be predicted whether by nom-
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inal or stochastic computational models. If impact sound insulation performance is to be rated from
low frequencies, and if the individual performance of the separative systems is the main factor, accurate
modeling of boundary conditions definitely seems an obligatory step forward.
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Figure 9.8: System 1. Proportion of individuals displaying a given trait among generations.
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Figure 9.9: Sound reduction indices R and normalized impact sound levels Ln. Confidence regions
associated with a probability Pc = 0.98 resulting from the obtained optimal designs (grey areas); mean
computational model predictions for C1 reference floor treated in Chapter 8 (thin blue solid line);
experimental measurements for C1 reference floor treated in Chapter 8 (thick black solid lines).
9.4 Conclusion
In this chapter, a methodology was presented, illustrated with different application cases, for the
robust multi-criterion optimisation of the acoustic performance of lightweight building systems. The
framework of evolutionnary algorithms was selected in response to the combinatorial nature of the op-
timisation problem, induced by discrete admissible values of the design parameters resulting from the
consideration of standard building products for example. Such approach is moreover suited to multi-
objective optimisation. Thus, a genetic algorithm was implemented, in Matlab, within the previously
mentioned software framework.
Deterministic fitness functions were constructed according to most recent publications about ob-
jective performance definition from experimental measurements. Then, using the confidence regions
resulting from stochastic computational models associated with the considered evaluated uncertain de-
signs, the performance of the latter could be rated. In the case of a dual optimisation problem, consisting
in the maximisation of airborne as well as impact sound insulation performance, a strategy was presented
in the general case for the rating of individuals among generations. Finally, in regard to treated systems,
the optimisation algorithm tended to converge towards designs displaying the highest bending stiffness.
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It is reasonable to assume, in regard to experimental studies, that such solutions might be efficient at low
frequencies, but potentially result in a downgrade with respect to high frequency performance. In such
case additional information would have to be considered from the high frequency range and formulated
as an additional fitness function for an ad hoc multi-objective optimisation problem.
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Conclusions and perspectives
Summary of present work
Formulated objective for the present work was to propose a methodology for the robust design of
lightweight wood-based building systems in the low frequency range. Considering the state of the art,
existing models and the overall lack of knowledge about the vibroacoustic behavior associated with such
systems in the frequency range of interest, research efforts were directed towards a number of targeted
objectives.
First of all, focus was given to the definition of a modeling framework able to take into account the
inherent complexity of lightweight systems, constituted of the assembly of multiple structural elastic
components, internal acoustic cavities and poroelastic media. Thus, classical linear vibroacoustic theory
is deployed. In addition, the Biot-Allard theory is used for poroelastic modeling with, depending on
the nature of the frame, both solid phase and fluid phase considered or fluid phase only. Then, a finite
element computational environment was implemented from scratch in Matlab allowing flexibility and
adaptability.
In a second time, experimental measurement were carried out in dynamics, over a range of full scale
structural elements. Associated objective was triple. First, constitutive laws could be identified in regard
to materials that are not so well or not at all documented with respect to dynamical modeling. Second,
statistical fluctuations within elastic properties or mass densities could be enlightened. Third, assemblies
of structural elements could be characterised. Indeed, a particularity of lightweight building systems is
the presence of a high number of structural connections. Thus, a necessary step in the understanding of
their vibroacoustic behavior consists in being able to predict structural transmission paths. Following,
it was shown that flexible connections are prerequisite for an accurate prediction of structural frequency
response functions, in particular around first structural resonances, and that perfectly tied models induce
substantial modeling errors.
In response to the recurrent problematic of uncertainties within lightweight construction, corrobo-
rated by aforementioned experimental observations, a probabilistic approach was undertaken. In partic-
ular, prior probabilistic models were constructed within the framework of the generalized probabilistic
approach of uncertainties introduced by Soize. Such approach requires a mean reduced order compu-
tational model. Within the framework of three-dimensional poroelastic modeling, dedicated researches
are still investigating for standard reduction strategies. As a follow-up to recent publications using cou-
pled phases poroelastic eigenmodes, a component mode synthesis strategy was presented for the whole
vibroacoustic system with poroelastic medium, whether modeled as coupled solid and fluid phases with
displacements as primary variables or as an equivalent fluid with pressure as primary variable. Such
strategy was then implemented in the unified software framework in Matlab. Following, the generalized
probabilistic approach of uncertainties could be carried on in order to take into account system param-
eters uncertainties as well as model uncertainties induced by modeling errors. In regard to structural
system parameters uncertainties, prior probabilistic models were constructed using the Maximum En-
tropy Principle. Given a limited number of experimental observables, stochastic inverse problems were
introduced using the Maximum Likelihood method to find optimal hyperparameters associated with the
prior probabilistic models of the structural system parameters. Finally, prior probabilistic models of
random generalized matrices could be constructed using the so-called nonparametric approach of model
uncertainties. Thus, the generalized probabilistic approach displayed its ability to take into account some
level of modeling errors associated with structural connections.
In order to find a robust optimal design, a strategy was defined with respect to the evaluation of
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physical quantities representative of the objective acoustic performance associated with a given evaluated
system. The choice was made to define sets of problems in keeping with standard experimental evaluation
procedures. Following, laboratory rooms are included in the model using a decoupled approach. In
regard to airborne sound insulation, successive acoustical point sources are used for the evaluation of a
mean sound reduction index. In regard to impact sound insulation, successive tapping machine positions
are used for the evaluation of a mean impact sound level. In particular, a general methodology was
presented for the construction of the structure dependent external excitation resulting from the tapping
machine. Emphasis was put on the sensitivity of the observables to the definition of the evaluation.
Eventually, the evaluation of the performance associated with an uncertain design consists in solving an
ad hoc stochastic computational model for a set of fixed deterministic external excitations.
Finally, considering the problem of seeking for a robust optimal design among a class of admissible
systems, a specific strategy was defined. Indeed, with respect to lightweight designs constituted of the
assembly of engineered products and whose characteristics have to be consistent with the regulation,
search space is discrete and the problem becomes combinatorial. Moreover, multi-objective optimisation
problems ultimately have to be considered, and the class of the evolutionary algorithms is chosen for
its ability to handle such problems. Fitness functions were proposed according to most recent findings
about single number quantities and comfort perception. Set of treated optimisation problems converged
towards identical directions, for which bending stiffness is maximised, thus pushing structural resonances
higher in frequency and keeping systems in their stiffness controlled state as far as possible.
Perspectives
Along this work, explicit or underlying perspectives could be perceived with respect to the robust
design of lightweight stuctural elements. Those would be separated in two categories. First of all, before
any further modeling considerations, there is a crucial need for the definition of a work basis and of what
has to be observed. If objective performance criteria are starting to head towards a good adequation with
inhabitant perceptions, the translation of this in situ information to laboratory evaluation is currently
unclear at low frequencies, in particular considering the influence of laboratory characteristics onto eval-
uated quantities. If objective performance is to be rated from first third octave bands comprised between
20 and 100 Hz, in which first structral resonances take place and pressure fields expand onto few room
modes, a close attention has to be directed towards boundary conditions, structural connections as well
as room characteristics, in situ as well as in laboratory conditions.
Then, from the modeling and understanding of individual systems standpoint, constructed nominal
models appeared self-sufficient to be able to take into account the complexity of systems which do not
include resilient channels or floor coverings. Such features would necessit further investigations and
validations which are straightforward from the existing basis. Furthermore, experimental characterisation
of the interaction between structural components and different poroelastic media would be necessary in
order to define adequate modeling strategies function of the poroelastic frame properties and mounting.
In general, ambitious experimental campaign with targeted measurements has to be conducted in
order to enrich nominal as well as stochastic predictions. In particular, evaluation of statistical dispersions
among nominally identical products but from different manufacturers could be of interest. Furthermore,
it could be observed that local quantities (such as velocities) or global quantities (such as sound pressure
levels) displayed high sensitivity to structural model uncertainties. On the one hand, this is a sign that
predictions resulting from nominal computational models are not trustworthy. On the other hand, a
strategy has to be chosen accordingly, whether hyperparameters for prior probabilistic models associated
with model uncertainties need to be identified, or nominal models need to be improved. In this work,
experimental investigations were performed from single structural components to full scale structural
shear panel. The next step forward would be the addition of boundary conditions and consideration of
systems within evaluation conditions. Localised quantities such as velocities or single point pressures
appear as the best source of informations in regard to current modeling capacities.
Finally, in order to ensure that obtained solutions at low frequencies do not result in a downgrade of
the performance at high frequencies, as it could have been previously experimentally observed, different
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approaches have to meet for the definition of fitness functions over the whole frequency range of interest
in building acoustics. Chosen optimisation framework is suited to multi-objective optimisation. Then,
considering relatively straightforward subsystem partitioning in regard to lightweight systems, statistical
energy analysis methods come to mind for the construction of additional fitness functions.
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A Validation of the finite element implementation with respect to the Biot
displacement formulation
In this appendix, the finite element implementation of the poroelastic elements using the displace-
ment formulation is validated with respect to one dimensional analytical solutions. In [75], reference
problems were presented, later used in [35] for similar validation of a finite element implementation.
A.1 Analytical solutions for the sound propagation in a unidimensional poroelastic medium
According to [24, 35, 75], the unidimensional dynamical behavior associated with a poroelastic
medium is governed by three waves: one solid-borne compressional wave, one fluid-borne compres-
sional wave and one shear wave. Moreover, wavenumbers k1, k2 and k3 respectively associated with the
solid-borne wave, fluid borne wave and shear wave can be written as
k21 =
ω2
2(PR − Q2)
(
Pρ22 + Rρ11 − 2Qρ12 −
√
∆
)
, (A.1)
k22 =
ω2
2(PR − Q2)
(
Pρ22 + Rρ11 − 2Qρ12 +
√
∆
)
, (A.2)
k23 =
ω2
µpS
ρ11ρ22 − ρ212
ρ22
 , (A.3)
in which ∆ = (Pρ22 + Rρ11 − 2Qρ12)2 − 4(PR − Q2)(ρ11ρ22 − ρ212).
For an isotropic poroelastic material and with the underlying hypothesis that the frame material at
the micro scale is much more stiff than the homogenised poroelastic material at the macro scale, the
parameters P, Q and R from the Biot theory are defined, using a viscous damping model for the frame,
by
P = (λ˜pS(ω) + 2µ˜pS(ω)) +
(1 − φ)2
φ
K˜f(ω) , (A.4)
Q = (1 − φ) K˜f(ω) , (A.5)
R = φ K˜f(ω) . (A.6)
Parameters λ˜pS(ω) and µ˜pS(ω) are complex and frequency dependent to account for a viscous damping
such as in Eq. (2.10). Moreover, parameters ρ11, ρ22 and ρ12 associated with inertial and viscous effects,
are defined by
ρ11 = (1 − φ) ρpS + ρa +
b˜(ω)
iω
, (A.7)
ρ22 = φ ρf + ρa +
b˜(ω)
iω
, (A.8)
ρ12 = − ρa − b˜(ω)iω . (A.9)
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The dilatational and rotational waves are decoupled such that, within the unidimensional poroelastic
material, the normal displacement field in the solid and fluid phases can be expanded on a functional
basis of plane compressional waves as
upS(ω; x) = upS1+ e
ik1 x + upS1− e
−ik1 x + upS2+ e
ik2 x + upS2− e
−ik2 x , (A.10)
upF(ω; x) = upF1+ e
ik1 x + upF1− e
−ik1 x + upF2+ e
ik2 x + upF2− e
−ik2 x , (A.11)
meanwhile the transverse displacement fields can be expanded on a functional basis of plane shear waves
as
vpS(ω; x) = vpS1+ e
ik3 x + vpS1− e
−ik3 x , (A.12)
vpF(ω; x) = vpF1+ e
ik3 x + vpF1− e
−ik3 x . (A.13)
A.2 Unidimensional reference problems
A poroelastic material sample, whose thickness L = 0.1 m, is considered and discretized using eight
hexaedron poroelastic elements. Depending on the problem, transverse or normal displacements are set
to zero to emulate unidimensionality. According to [35, 75], the response of the poroelastic medium
to three load cases is investigated. The first one consists in a normal incidence acoustic plane wave of
unitary amplitude. The poroelastic medium is bonded to an impervious wall on the opposite end and the
normal impedance is observed. Such load case was also presented in [52]. The second one consists in a
prescribed normal displacement on one end. The resulting solid and fluid phases normal velocities are
observed on the other end. Finally, a transverse displacement is prescribed on one end and the resulting
transverse displacements are observed on the other end.
Furthermore, the physical parameters corresponding to the poroelastic material 1 and 2 with respect
to the cases presented in [35] are given in Table 5. According to [52], material 1 corresponds to a fiber-
glass type of poroelastic, whose frame is very limp, whereas material 2 corresponds to glasswool which
is more representative of a typical lightweight insulating material associated with building construction.
Por. 1 Por. 2
Young’s modulus [kPa] 42 4400
Poisson’s ratio 0 0
Mass density (1 − φ)ρps [kg/m3] 30 30
Porosity φ 0.95 0.94
Flow resistivity σ [N.s/m4] 25000 40000
Tortuosity α∞ 1.4 1.06
Viscous length Λ [µm] 93.2 56
Thermal length Λ’ [µm] 93.2 110
Structural loss factor ηpS 0.05 0.1
(a) Poroelastic medium parameters.
Standard pressure P0 1.015 × 105 Pa
Mass density ρF 1.21 kg/m3
Heat capacity ratio γ 1.4
Sound velocity cF 340 m/s
Prandtl number Pr 0.72
Dynamic viscosity ηf 1.81 × 10−5 N.s/m2
(b) Air parameters.
Table 5: Poroelastic medium and air parameters.
Normal impedance
A normal incidence plane wave excites the poroelastic sample at x = −L whereas the other end is
fixed. Thus, assuming harmonic excitation and according to [35, 75], the following boundary conditions
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hold
upS(0) = 0 , (A.14)
upF(0) = 0 , (A.15)
P
∂upS
∂x
∣∣∣∣∣
x=−L
+ Q
∂upF
∂x
∣∣∣∣∣
x=−L
= (1 − φ) p , (A.16)
Q
∂upS
∂x
∣∣∣∣∣
x=−L
+ R
∂upF
∂x
∣∣∣∣∣
x=−L
= φ p . (A.17)
Then, one can refer to [35, 75] for the solutions upS and upF of Eqs. (A.10) and (A.11). Following, the
normal impedance at x = −L is written as
Z =
p
iω ((1 − φ) upS(−L) + φ upF(−L)) . (A.18)
Figure 10 compares the real and imaginary parts of the analytical and predicted normal impedance. Good
match is observed over the whole frequency band with respect to both materials.
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Figure 10: Normal impedance of the considered unidimensional poroelastic sample. Real part:
analytical solution (thin black solid line), finite element model (black squares); imaginary part (thin
black dashed line), finite element model (black circles).
Prescribed normal displacement
The prescribed normal displacement uex excites the poroelastic sample at x = −L whereas the other
end is free. Thus, assuming harmonic excitation and according to [35, 75], the following boundary
conditions hold
upS(−L) = uex , (A.19)
upF(−L) = uex , (A.20)
∂upS
∂x
∣∣∣∣∣
x=0
= 0 , (A.21)
∂upF
∂x
∣∣∣∣∣
x=0
= 0 . (A.22)
Once again, one can refer to [35, 75] for the solutions upS and upF of Eqs. (A.10) and (A.11). Figure 11
compares the analytical and predicted normal velocities with respect to the solid and fluid phases of the
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poroelastic medium. Good match is observed over the whole frequency band with respect to material
2. However, it can be seen that the model has yet to converge past 400 Hz in regard to the extremely
limp material 1 (which is also observed in [35]). Indeed, due to the low stiffness of the frame the modal
density associated with the solid phase of the poroelastic medium rapidly increases and the mesh has to
be refined. Therefore, it can be noted that the biggest discrepancies are observed with respect to the solid
phase velocity.
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(a) Poroelastic material 1. Solid phase velocity.
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(b) Poroelastic material 2. Solid phase velocity.
102 103
40
45
50
55
60
65
70
Frequency, [Hz]
20
lo
g 1
0(
ω
|uP
F
(ω
;0
)|/
u e
x)
,[
s−
1 ]
(c) Poroelastic material 1. Fluid phase velocity.
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(d) Poroelastic material 2. Fluid phase velocity.
Figure 11: Normal impedance of the considered unidimensional poroelastic sample. Real part:
analytical solution (thin black solid line), finite element model (black squares); imaginary part (thin
black dashed line), finite element model (black circles).
Prescribed shear displacement
The prescribed transverse displacement vex excites the poroelastic frame at x = −L whereas the other
end is free. The following boundary conditions hold
vpS(−L) = vex , (A.23)
∂vpS
∂x
∣∣∣∣∣
x=0
= 0 . (A.24)
Figure 12 compares the analytical and predicted transverse velocities with respect to the solid and fluid
phases of the poroelastic medium. Once again, good match is observed over the whole frequency band
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with respect to material 2 and the same observations than for the prescribed normal displacement load
case can be made for the extremely limp material 1. However, as the shear wave is dominated by the
frame, large discrepancy also appears in regard to the fluid phase velocity.
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(a) Poroelastic material 1. Solid phase velocity.
102 103
40
50
60
70
80
90
Frequency, [Hz]
20
lo
g 1
0(
ω
|vP
S
(ω
;0
)|/
u e
x)
,[
s−
1 ]
(b) Poroelastic material 2. Solid phase velocity.
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(d) Poroelastic material 2. Fluid phase velocity.
Figure 12: Normal impedance of the considered unidimensional poroelastic sample. Real part:
analytical solution (thin black solid line), finite element model (black squares); imaginary part (thin
black dashed line), finite element model (black circles).
B Limp frame poroelastic medium equivalent fluid model
In this appendix, we derive the equations associated with the poroelastic medium modeled as an
equivalent fluid from a simplification of the full displacement formulation, in a comparable manner than
in the classical references [24, 52] for the derivation of the mixed displacement-pressure formulation.
Within the case where the poroelastic medium can be modeled as an equivalent acoustic fluid, the poroe-
lastic solid phase, or frame, is considered motionless. Consequently, Eq. (2.29) becomes
− ω2(φ ρf + ρa) upfj + iω b˜(ω) upfj − σpfjk,k(ups ,upf ) = 0 in Ωp . (B.1)
Let pe be the equivalent fluid pressure disturbance field such that the stress tensor associated with the
fluid phase of the poroelastic medium is written as
σ
pf
jk(u
ps ,upf ) = − δ jk φ pe . (B.2)
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Then, using Eqs. (2.25) and (B.2) into Eq. (B.1), we obtain
− ω2φ ρ˜f upfj + φ pe, j = 0 in Ωp . (B.3)
Moreover, the constitutive Eqs. (2.36) and (2.40) yield
− pe = K˜f(ω) tr{pf (upf )} in Ωp , (B.4)
and finally, using Eq. (B.4) into the divergence of Eq. (B.3) gives the wave equation associated with the
poroelastic medium modeled as an equivalent fluid
− ω2 φ
K˜f(ω)
pe − φ
ρ˜f(ω)
pe, j j = 0 in Ω
p . (B.5)
The remaining normal stress continuity boundary condition with the internal acoustic fluid, defined by
Eq. (2.34), yields
pe = p on Σ . (B.6)
In regard to the structure however, the displacement continuity with the poroelastic medium can no
longer be prescribed due to the solid phase being assumed motionless. Consequently, it is supposed that
a thin air gap separates the structure from the poroelastic medium and the mass flux continuity across the
pervious interface, from which derives Eq. (2.18), then gives
usjn
s
j = − φ upfj npj on Γ . (B.7)
Using Eq. (B.7) into Eq. (B.3), we then have
pe, j n
p
j = − ω2
ρ˜f(ω)
φ
usjn
s
j on Γ . (B.8)
The equivalent fluid modeling is also adapted to limp media such as fibrous materials but in this case
the frame cannot be assumed motionless and there is a need to account for its inertial effect, in particular
at low frequencies [24, 44, 46, 47]. The corrected effective fluid density ρ˜f ′(ω), taking into account the
limp frame inertial effect, is then constructed according to [24, 46] such that
ρ˜f
′
(ω) =
ρ˜f(ω) ρpt − φ ρf2
ρ˜f(ω) + φ ρpt − 2 φ ρf
, (B.9)
where ρpt denotes the total mass density, which is written as
ρ
p
t = (1 − φ) ρps + φ ρf . (B.10)
Let CΩe be the function space constituted of all the sufficiently differentiable complex-valued func-
tions defined on Ωp. For any pe and δpe in CΩe the complex frequency dependent mass and stiffness
sesquilinear forms for the limp frame poroelastic medium modeled as an equivalent acoustic fluid are
defined by
me(pe, δpe;ω) =
φ
K˜f(ω)
∫
Ωf
pe δpe dV , (B.11)
ke(pe, δpe;ω) =
φ
ρ˜f
′(ω)
∫
Ωf
pe, j δp
e
, j dV . (B.12)
Moreover, the sesquilinear coupling form between the equivalent fluid and the structure is defined by
cΓ(pe, δus) =
∫
Π
pe npj δu
s
j dS . (B.13)
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Re´sume´
La compre´hension et la pre´diction du comportement vibro-acoustique des syste`mes le´gers bois du baˆtiment
constitue un enjeu scientifique d’actualite´. En 2015 une e´tude montrait encore que presque la moitie´
de ces syste`mes constructifs n’offrait pas satisfaction. Un mode`le pre´dictif a` l’e´chelle du baˆtiment, en
cours de normalisation, permet de prendre en compte la performance individuelle des diffe´rents syste`mes
se´paratifs pour remonter a` un niveau de performance globale. La difficulte´ scientifique re´side alors dans
l’e´valuation de la performance individuelle associe´e a` chaque conception admissible, dans un vaste en-
semble de syste`mes techniquement re´alisables.
Dans cette recherche, une me´thodologie est propose´e pour la construction de mode`les nume´riques capa-
bles de prendre en compte, aux basses fre´quences, la complexite´ et la diversite´ des syste`mes bois con-
stitue´s de multiples plaques, poutres, cavite´s acoustiques et mate´riaux poroe´lastiques. En accord avec
les proce´dures d’e´valuation normalise´es, des mode`les de´terministes pour les excitations me´caniques du
syste`me sont construits. Une approche probabiliste est alors de´veloppe´e en re´ponse a` la proble´matique
des incertitudes lie´es a` la construction le´ge`re. Ainsi, en re´solvant un proble`me stochastique inverse util-
isant des donne´es expe´rimentales pour identifier les hyperparame`tres de mode`les probabilistes de´veloppe´s,
il est possible de quantifier la propagation des incertitudes du syste`me a` la performance pre´dite en con-
ditions de laboratoire.
Par suite, des configurations optimales, robustes aux incertitudes, sont recherche´es. Du fait de la nature
combinatoire du proble`me d’optimisation, un algorithme ge´ne´tique, particulie`rement adapte´ a` un espace
de recherche discret ainsi qu’a` l’optimisation multi-objectif, est mis en oeuvre. Dans les cas traite´s, les
configurations optimales tendent vers une maximisation de la rigidite´ structurelle.
Mots clefs: Vibro-acoustique line´aire, Incertitudes, Mode`les probabilistes, Proble`me stochastique in-
verse, Conception robuste, Mesures vibratoires
Abstract
Being able to understand and predict the vibroacoustic behavior of lightweight wood-based building
systems contitute a serious scientific concern. In 2015, acoustic comfort investigation claims that unsat-
isfactions are expressed with respect to around 50% of such constructions. In particular, low frequency
discomfort is target of criticism. A methodology was proposed, currently running through standardisa-
tion process, which translates the individual performance of the building systems into a global building
performance index. The challenge consequently lies in the prediction of the individual performances in
regard to the wide spread of wood based designs.
In this research, a methodology is introduced for the construction of computational models able to han-
dle the complexity and diversity of the systems of interest, constituted of multiple boards, stiffeners,
cavities and poroelastic media. External excitations are constructed according to standard evaluation
procedures. Then, a probabilistic approach is undertaken in order to take into account the uncertainty
problematic, inherent to lightweight wood based constructions. In particular, stochastic inverse problems
are constructed to identify, from experimental measurements, hyperparameters associated with ad hoc
probabilistic models. Eventually, uncertainty quantification can be performed in regard to predicted per-
formance in laboratory conditions.
Following, robust optimal designs are sought in the presence of uncertainties. No continuous mapping
from the search space of the configurations to the space of the fitness functions representative of the
objective performance exists and derivatives cannot be defined. By way of consequence, the class of
evolutionnary algorithms, suited to discrete search spaces as well as multi-objective optimisation, is cho-
sen. Considered optimisation problems displayed preferential directions of the genetic algorithm towards
stiffest admissible designs.
Keywords: Linear vibroacoustics, Uncertainties, Probabilistic models, Stochastic inverse problem,
Robust design, Vibration measurements

