Information bias occurs when any information used in a study is either measured or recorded inaccurately. This paper describes some of the most common types of information bias, using examples from obstetrics and gynecology, and describes how information bias may affect results of observational studies. Non-differential misclassification occurs when the degree of misclassification of exposure status among those with and those without the disease is the same; in cohort studies, this type of bias is most likely and will bias estimates toward no association when exposure is dichotomized. Nondifferential underreporting of an exposure with more than two categories may mask a true threshold effect as a dose-response relation and, if a true threshold effect exists, the threshold will be set at too low a level, if the exposure is underreported. Differential misclassification may cause bias in either direction and is particularly likely, when exposure status is reported after the outcome occurred. Misclassification of confounders is an issue that needs special attention by researchers, as failure to measure accurately one or more (strong) confounders may seriously bias the observed results. Misclassification of disease status may also cause bias of estimates of association in either direction. Information bias is probably best prevented during planning of data collection, as there are few and insufficient methods available for correcting inaccurate information.
Introduction
Information bias occurs when any information used in a study is either measured or recorded inaccurately. Information bias -like all other types of bias -tends to produce erroneous results or conclusions that differ systematically from the truth. Essentially, three types of bias may be present in observational studies: selection bias, confounding and information bias. Selection bias and information bias may also be present in randomized trials.
Information bias is an umbrella term covering a great number of subtypes of bias. Sackett, in his 1979 paper on analytic research, described more than a dozen types of bias related to measuring inaccurately or wrongly what
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Information bias occurs when information used in a study is measured or recorded inaccurately. This paper describes the problems related to for example misclassification of exposure, outcome and confounders, how misclassification may be assessed, and how it may be handled. the researcher intended to measure (1) . These subtypes included well-known types of bias such as recall bias (study participants experiencing an adverse outcome may ruminate about possible causes of their illnesses and therefore recall exposure differently compared with controls), end digit preference bias (preferential use of certain digits with an unusual frequency) and apprehension bias (blood pressure, for example, may alter systematically from their usual levels when the subject is apprehensive during medical interviews). Types perhaps somewhat less familiar to modern day readers are family information bias (different recall of, for example, family history of disease by respectively affected and unaffected family members), expectation bias (systematic error in measuring and recording observations so that they concur with prior expectations) and rumination bias (essentially the same as recall bias) (1) .
Information bias relates to inaccurately measured information on exposure, outcome and potential confounders. It may occur because of: unintentional or intentional misreporting from a study participant of something not objectively verifiable (for example, levels of alcohol consumption); recording errors in self-administered questionnaires, interviews or diaries or medical records; misinterpretation of information because of unstandardized data collection by different individuals; unintentional or intentional erroneous assignment of outcomes by clinicians based on prior knowledge of exposure, or erroneous registration or lack of registration of exposure by clinicians based on prior knowledge of an outcome. In addition, in the analysis phase it may occur because of categorization of continuous data.
This paper describes some of the most common types of information bias, using examples from obstetrics and gynecology to illustrate the phenomenon, and describes how information bias may affect results of observational studies. Selection bias (2) and confounding (3) are dealt with elsewhere.
Misclassification of exposure
Misclassification may be defined as the assignment of a wrong value for a given piece of information. For categorical variables this means the assignment of study subjects to the wrong category, for instance, categorizing a smoker as a non-smoker.
There may be several reasons why information is misclassified. For self-reported information the information provided may be deliberately wrong because of denial (smokers saying they are non-smokers) or underreporting (underestimation of weight or alcohol intake) or simply because of poor memory or difficulties in providing reasonable averages of an exposure, where the exposure is not stable over time and occurs in peaks (examples may include alcohol intake, diet, physical exercise and medication). For objective measurements, the instrument may not be correctly calibrated, registration of results may be incorrect, results of individuals may be switched during data entry, etc.
For categorical data there are two different types of misclassification: non-differential and differential misclassification. The distinction between them is important when interpreting results.
Non-differential misclassification
Non-differential misclassification occurs when the degree of misclassification of exposure status among those with and those without the disease is the same. This is illustrated in Table 1 .
Non-differential misclassification with two exposure categories will always lead to bias towards the null-value (no association) (4). This is important to acknowledge when interpreting results of, for example, cohort studies. In a cohort study, where information on exposure is usually collected prospectively in relation to the outcome (i.e. before the outcome occurs), measurements of exposure may be hampered by information bias, but since the participants have not yet experienced the outcome, the degree of misclassification is likely to be the same among those experiencing the outcome and those not experiencing it (non-differential misclassification). If so, in any study with two exposure categories that shows a significantly increased or reduced risk among the exposed, for example, the risk cannot be explained by information bias. Even if information bias is likely, the estimated risk will have been underestimated and the true risk greater than estimated. For example, in a cohort study of the association between self-reported tobacco smoking during pregnancy and stillbirth, smoking was associated with a two times higher risk of stillbirth [adjusted odds ratio (OR) 1.9, 95% CI 1.3-2.9] (5). Even if smoking information were hampered by information bias, which is likely, non-differential misclassification would be most likely, and hence the true risk would be even greater (in the absence of other biases). In the context of obstetrics, it is worth noting that inclusion of pregnant women into birth cohorts in early pregnancy is likely to reduce the risk of non-differential misclassification. While some conditions such as growth retardation and preeclampsia are mainly described in late pregnancy, slow fetal growth in early pregnancy has been associated with growth retardation in late pregnancy and perinatal death (6) , and severe early onset preeclampsia presents as a severe condition. By early inclusion, such as has been the case in some of the largest birth cohorts worldwide (7, 8) , even suspicion of these conditions in early pregnancy is unlikely to influence the risk of misclassification. However, even if early inclusion is attempted, studies on early miscarriage will often be affected by differential rather than non-differential misclassification (9) . In the case of complete misclassification of all unexposed and exposed individuals, the estimated risk will be the inverse of the true risk. While unlikely to happen because of mismeasurement, this may happen during data analysis if the coding of smoker/non-smoker is switched by mistake.
Underreporting
In the case of three or more exposure categories the effect of non-differential misclassification may be different. An example may be seen in Table 2 , with no exposure as the reference category. In many cases underreporting is likely, for example, in relation to alcohol consumption in general and in pregnancy (10, 11) , in relation to self-reported weight (12) and in relation to number of cigarettes smoked, a measure used in many studies. If one considers underreporting to be expected, non-differential misclassification may increase the risk in a middle category (Table 2 ). In the highest category the risk estimate remains the same (as the proportions relative to the reference group remain constant) but the confidence interval becomes wider due to the reduced number of observations. This is important for several reasons. First, underreporting of an exposure with more than two categories may mask a true threshold effect as a dose-response relation. The fact that an observed dose-response relation may be explained solely by underreporting may clash with the general understanding of causation. Hill described his viewpoints on causation (often wrongly referred to as Hill's criteria) and mentioned increasing risk with increasing exposure as a result that would support the notion of a causal association (13) . Although this may be true in some cases, it is important to acknowledge that when an observed dose-response association (14) cannot be found in subsequent studies (15) , the initial finding is likely to be due to information bias.
Secondly, if a true threshold effect exists and if the exposure is systematically underreported, the threshold will be set at too low a level (11) . This is important to bear in mind when interpreting findings. For example, in the continuous debate on a potential, safe level of alcohol drinking during pregnancy it is often mentioned as an argument against proposing a limit above 0 that alcohol intake is underreported, and therefore any proposed threshold will be incorrect. This is true, but a threshold based on the estimates in the scientific literature will set the threshold lower than it really needs to be (from a biological point of view).
Differential misclassification
Differential misclassification occurs when the degree of misclassification of exposure status among those with and those without the disease is different. Differential misclassification will always lead to bias. The bias may be in either direction; hence a judgement of the direction of bias will be subjective and based on knowledge of the potential degree and direction of bias, if no data are available.
In a cohort study of the association between physical exercise and risk of miscarriage (9) , which was carried out in the Danish National Birth Cohort, the vast majority of women provided information of the exposure prior to the miscarriage (or birth in case of no miscarriage). However, because of the recruitment procedure, some women miscarried in the time interval between agreeing to participate and the actual baseline interview. These women retrospectively reported on physical exercise (retrospectively in relation to the outcome). Although the analyses of all women showed a consistently increasing risk of miscarriage with increasing time spent on physical exercise (compared with no exercise), no association was seen between physical exercise and miscarriage after exclusion of the women providing exposure information retrospectively (9) . As random error is a highly unlikely explanation for such a systematic change in results, the most plausible explanation is differential misclassification, as those women having already experienced a miscarriage overreported physical activity level relative to those who had not (recall bias). However, notice that this relative difference in precision does not necessarily mean that those reporting retrospectively provided less valid information. In fact they may have provided more accurate information, making an effort to remember more precisely all types of exposure and the time spent on physical activity.
J-or U-shaped associations
J-or U-shaped associations are well-known phenomena, especially in the literature on alcohol and cardiovascular disease (16) , where non-drinkers have been shown to be at increased risk compared to those with low exposure. Similar associations have been described in obstetrics and gynecology between, for example, alcohol intake and waiting time to pregnancy, preterm birth and birthweight (15, 17, 18) . There are several potential explanations for such findings. First, misclassification may due to denial of alcohol consumption, where women with high intake and therefore at high risk completely deny any consumption. Secondly, there may be confounding because intake of small amounts of alcohol may be associated with a generally healthy life style. Thirdly, there is the "healthy drinker" effect, i.e. while healthy women may allow themselves to drink (small amounts of) alcohol, women with certain chronic diseases may not drink at all because of their disease and/or medication. Finally, a true J-shaped association may exist if intake of small amounts of alcohol is indeed biologically favorable (19) . Although a combination of all explanations is likely to be at play, often the first three explanations are given in the literature.
Continuous measures of exposure
Categorizing an exposure variable that was initially measured on a continuous scale, for example, age or dietary habits, prior to performing statistical analyses is not uncommon (20) , even if the rationale for categorization is not explained. Including age as a dichotomized variable rather than a continuous one may introduce bias into estimates of association (21) . Simulation studies have suggested that in the case of dichotomization of a continuous variable, the further the cutting point is from the median of the variable, the greater the increase in the measure of association, suggesting that reducing information by unnecessary categorization may lead to information bias, which in turn causes confounding (21) .
Interestingly, when the measurement error of a continuous exposure variable is non-differential, the resulting misclassification may nonetheless be differential if the measure is subsequently categorized (22) . This also applies if dual measurements are averaged and then categorized (20) .
Misclassification of outcome
Misclassification of outcomes may also introduce information bias. One example is gestational age, which may be calculated 1) from the first day of the last menstrual period (LMP), 2) from ultrasound measurement(s) of the fetus during pregnancy, 3) from the age of the embryo and the timing of embryo transfer in connection with assisted reproduction, or 4) based on clinical judgement of the baby immediately after birth (23) .
All the above measurements are prone to some degree of misclassification. LMP may not be accurately recalled, bleeding episodes in early pregnancy may be wrongly interpreted as menstruation, yielding an untrue LMP, and often irregularities in cycle length and variability in the timing of ovulation are not taken into account (23) . Ultrasound-based gestational age may be hampered by both intra-and interobserver variability, which appears to increase with advancing gestation when expressed in millimeters, although the measurement error seems constant when calculated as a percentage of the fetal dimensions or when reported as a Z-score (24) . Further, as mentioned above, if ultrasound measurements are performed in the second or third trimester the measures may be misclassified because of decelerated or accelerated growth or genetic predisposition to being small-or large for gestational age (25) .
In any case, the choice of measurement may impact the results of a study. In a Danish setting, when selfreported tobacco smoking was used as the exposure, the risk of preterm birth with LMP-based measurement of gestational age was only insignificantly increased (OR 1.36, 95% CI 0.98-1.89), whereas the risk of preterm birth with ultrasound-based measurement of gestational age was significantly increased (OR 1.54, 95% CI 1.09-2.18) (26) . As suggested in the study (26) , the use of ultrasound dating may reduce the risk of selection bias and increase the power of a study by increasing the number of participants because estimates of gestational age will be available for women with no valid LMP. Even so, if the exposure under study is associated with early fetal growth -as may be expected for smoking -the risk estimates based on ultrasound dating may be biased (26) .
Differential misclassification of an outcome may occur if for example newborns of mothers with chronic diseases such as inflammatory bowel disease, rheumatoid arthritis or thyroid disease, diseases that have been associated with congenital malformations, are more likely to be admitted to a neonatal unit or at least seen by a neonatologist, who may be more likely to diagnose malformations in these children compared with other children.
Misclassification of confounders
In observational studies, problems with confounding are usually an issue that both researchers and readers are concerned with (3), and most papers include a discussion on the risk of confounding and residual (unmeasured) confounding. Most often, however, the risk of misclassification of potential confounders and its impact on the observed associations are not discussed.
Whereas researchers usually pay much attention to the measurement of the main exposure(s) and the outcome (s), potential confounders may not receive the same degree of attention.
Overall, non-differential misclassification of a confounder will reduce the extent to which confounding can be controlled, and bias of the measures of association may be in either direction.
In simulation studies it has been demonstrated that even moderate mismeasurement of a potential confounder may strongly bias the estimates, irrespective of whether the exposure, confounder or outcome are measured on continuous scales or categorized (27) . For example, in the absence of a true association between an exposure and an outcome, mismeasurement of a confounder, which is itself a strong risk factor for the outcome and by definition associated with the exposure, will lead to underestimation of the true risk associated with the confounder, and the exposure will appear as if it were associated with the outcome, although in reality it is not. The greater the degree of mis-measurement, the greater the bias (24) . Even if the measurement error of, for example, a dichotomized confounder is as little as 15%, the risk estimate may be altered by up to 50% (27) .
It has also been shown that the most profound effects of misclassification of confounders seem to occur when the exposure is a weak risk factor compared with the confounder (28) .
How to assess the degree of misclassification
It has been suggested that assessment of measurement error should somehow be performed in observational studies.
The validity of any variable may be evaluated in different ways. For example, a variable may be compared with a gold standard, often represented by a fairly objective measurement. Comparison of self-reported and directly measured weight and height among women is an example where one measure -the direct measurement -appears more objective than the self-reported measure and is therefore considered the gold standard (12) , even if lack of calibration or other factors may cause the seemingly objective measurement to be imprecise as well. In other studies, a seemingly objective biomarker is used as a reference for self-reports; cotinine in serum, saliva, urine, hair or placental tissue is used as a measure of exposure to tobacco smoke, and self-reports are measured against these biomarkers. Unfortunately, cotinine levels change over the course of pregnancy (29) , cut-off values for cotinine differ between studies and reasonable cut-off values may depend on, for example, use of contraceptives and even the type of contraceptive (30) , making the "gold standard" somewhat unreliable and study participants prone to misclassification of smoking status.
Often the relative validity of a variable can be assessed where no real gold standard exists. When measuring alcohol intake in pregnancy one must rely on self-reports as no objective biomarkers exist. In such circumstances, selfreported measures from questionnaires may be compared with those from interviews and diaries (31) , measuring the validity of one instrument relative to another. The assumption usually is that the method that yields the highest measure is the most valid. Another example would be comparison of different measures of gestational age calculated from either the LMP or from ultrasound measurements, as described above (25, 26) .
As for misclassification of disease, evaluation of the validity of secondary data may include an assessment of completeness by 1) comparing the total number of cases in a register or database with the total number in an independent reference source, 2) comparing -case by case -register data with an independent reference source or 3) a review of comprehensive records.
How misclassification can be handled
During data collection, standardized protocols for data collection can be applied, and interviewers or clinicians should be trained to perform standardized data collection.
For example, in a study where five-year-old children were administered a battery of cognitive tests, psychologists observed and supervised each other to ensure uniform and standardized administration of all test procedures and blindly rescored a number of subtests administered by other psychologists (32) . Collection of outcome data should preferably be performed without knowledge of exposure status and vice versa (parallel to blinding in randomized trials).
In the data analysis phase, different cumbersome methods have been proposed, some of which require separate validation studies before correction for measurement error can be performed (33) . As is evident from the literature, such corrections for measurement error are currently performed to a very limited degree.
In practice, a few rules of thumb are usually adhered to. First, unrealistic measures are usually excluded (34) . No standard for "unrealistic" exists for any given variable, and the cut-off may depend on the scientific question asked. Secondly, outliers -often a subjective description of values that the observer deems odd but not entirely unrealistic (although algorithms have been developed to identify outliers, for example, with respect to gestational age) (35) -may be excluded in some studies but retained in others for main analyses. Subsequently, sensitivity analyses omitting the outliers may shed light on their influence on results (36) . Thirdly, if data are available from different sources (for example, gestational age based on different measurements), data that are deemed unrealistic may be substituted by data based on another measurement tool (35) .
Conclusion
Information bias occurs when any information used in a study is either measured or recorded inaccurately. Nondifferential misclassification occurs when the degree of misclassification of exposure status among those with and those without the disease is the same; in cohort studies, this type of bias is most likely and will bias estimates toward no association when the exposure is dichotomized. Non-differential underreporting of an exposure with more than two categories may mask a true threshold effect as a dose-response relation; if a true threshold effect exists, the threshold will be set at too low a level, if the exposure is underreported. Differential misclassification may cause bias in either direction and is particularly likely when exposure status is reported after the outcome occurred. Misclassification of disease status may also cause bias of estimates of association in either direction. Misclassification of confounders is an issue that warrants special attention by researchers, as failure to measure accurately one or more (strong) confounders may seriously bias the observed results. Information bias is probably best prevented during planning of data collection, as only a few and insufficient methods are available for correcting inaccurate information. In any case, selection bias, confounding and information bias should be considered and discussed in any observational study.
