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Reflection positive one-parameter groups and dilations
Karl-Hermann Neeb, ∗ † Gestur O´lafsson ‡ §
Abstract
The concept of reflection positivity has its origins in the work of Osterwalder–Schrader on
constructive quantum field theory. It is a fundamental tool to construct a relativistic quantum
field theory as a unitary representation of the Poincare´ group from a non-relativistic field theory
as a representation of the euclidean motion group. This is the second article in a series on the
mathematical foundations of reflection positivity. We develop the theory of reflection positive
one-parameter groups and the dual theory of dilations of contractive hermitian semigroups.
In particular, we connect reflection positivity with the outgoing realization of unitary one-
parameter groups by Lax and Phillips. We further show that our results provide effective tools
to construct reflection positive representations of general symmetric Lie groups, including the
ax+ b-group, the Heisenberg group, the euclidean motion group and the euclidean conformal
group.
Introduction
This is the second article in a series of contributions to the mathematical foundations of reflec-
tion positivity, a basic concept in constructive quantum field theory ([GJ81, JOl98, JOl00, JR08,
JR07a, JR07, JP13]). In our first article [NO12] we developed the the theory of reflection posi-
tive distributions and reflection positive distribution vectors. This approach is natural to obtain
classification results, especially in the abelian case. In particular, we obtained a generalization of
the Bochner–Schwartz Theorem to positive definite distributions on open convex cones and dis-
cussed the important example of reflection positive distribution vectors for complementary series
representations of the conformal group O+1,n+1(R).
The main objective of the present article is to develop the theory of reflection positive one-
parameter groups and hermitian contractive semigroups as one key to understand reflection pos-
itivity for general symmetric Lie groups and their representations. One of our central methods
is an L2 realization of reflection positive one-parameter semigroups which is in some sense dual
to the outgoing realization of one-parameter semigroups of isometries developed by Lax-Phillips
[LP64, LP67]. A more general integration theory for reflection positive representations (of Lie
algebras) will be developed in the sequel [MNO14].
The underlying fundamental concept is that of a reflection positive Hilbert spaces, introduced
in Section 1. This is a triple (E , E+, θ), where E is a Hilbert space, θ : E → E is a unitary
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involution and E+ is a closed subspace of E which is θ-positive in the sense that the hermitian form
〈u, v〉θ = 〈θu, v〉 is positive semidefinite on E+. Let Ê denote the Hilbert space determined by this
form and q : E+ → Ê , v 7→ v̂ be the canonical map. Then E0 = {v ∈ E+ : θv = v} is the maximal
subspace of E+ on which q is isometric. In Section 1 we provide a collection of natural examples
illustrating this concept.
In Section 2 we introduce the notion of Osterwalder–Schrader quantization, as a passage from
(densely defined) operators T on Ê to operators T̂ on Ê such that T̂ v̂ = T̂ v, whenever this is well-
defined. In the present context, we mostly consider operators obtained by restriction of unitary
operators U preserving E+. If U commutes with θ, this leads to a unitary operator Û , and if
θUθ = U−1, then Û is a hermitian contraction. In particular, any unitary one-parameter group
(Ut)t∈R which is reflection positive in the sense that Ut(E+) ⊆ E+ for t ≥ 0 and θUt = U−tθ is
quantized to a semigroup (Ût)t≥0 of hermitian contractions on Ê .
Section 3 is dedicated to a thorough inspection of reflection positive unitary one-parameter
groups. Under the natural assumption that E+ is cyclic, we derive some interesting consequences.
One of the main results of Section 3 is that the subspace Efix of U -fixed points in E is contained
in E0 and maps onto the subspace Êfix of fixed points of the corresponding semigroup (Ût)t>0 of
contractions on Ê (Proposition 3.8). We think of this fact as an instance of “quantization commutes
with reduction”. We also connect our theory with the scattering theory of Lax-Phillips/Sinai
[LP64, LP67, Sin61]. In particular we show in Proposition 3.14 that, if E+ is U -cyclic in E and
Efix = {0}, then E+ is an outgoing subspace of E and hence (U, E) is equivalent to the right translation
group on L2(R,M), whereM is a Hilbert space (representing the multiplicity). Unfortunately this
realization does not provide a good picture for the involution θ. The Lax–Phillips realization is
unique up to unitary isomorphism of M. As a byproduct, it implies that the spectrum of U , resp.,
its infinitesimal generator, must be all of R if E+ is cyclic. In view of the examples arising in
physics, the case where the even smaller subspace E0 ⊆ E+ is U -cyclic, is of crucial importance and
sometimes even the much stronger condition q(E0) = Ê is satisfied. A characterization of this case
is provided in Proposition 3.17. It implies that E+ is generated by UtE0, t > 0, and that E+ is
maximal θ-positive. A particularly interesting class of examples where E0 is cyclic arises from the
work of A. Klein [Kl77, Kl78] on Osterwalder–Schrader positive processes (cf. Example 3.18) and
for the Hardy space of the real line (Subsection 3.4).
In Section 4 we change our perspective and start with a hermitian contraction semigroup (Ct)t≥0
on a Hilbert space H. We call a reflection positive unitary one-parameter group U on (E , E+, θ) a
euclidean realization of (C,H) if (Û , Ê) is equivalent to (C,H). Our starting point is the observation
that euclidean realizations for which E0 is cyclic always exist. This is derived from the positive
definiteness of the operator-valued function ϕ(t) = C|t| on R, which is a classical result in dilation
theory of operators (see [SzNBK10]). To make the corresponding Hilbert space E more concrete,
we use the representation theory of positive definite functions by positive operator-valued measures
developed in [Ne98] to obtain a realization as a vector-valued L2-space. An interesting case that is
discussed in detail is the case where we have a time-zero realization, i.e., where q : E0 → Ê ∼= H is a
unitary isomorphism. We also give a spectral characterization of the subspace E+ as those elements
in E whose inverse Fourier transform is supported in [0,∞[. Here elements of E0 correspond to
functions whose Fourier transform is supported in {0}, hence to polynomial functions. In this
picture, the basic building blocks are the spaces E = L2(R× R+, dζ), where dζ = 1π λx2+λ2 dx dρ(λ)
(which correspond to a cyclic contraction semigroup). We conclude Section 4 with an explicit
outgoing realization of the L2-space E in the sense of Lax–Phillips theory (Proposition 4.4).
In Section 5 we apply the theory of reflection positive one-parameter groups to construct reflec-
tion positive representations of more general symmetric Lie groups, i.e., pairs (G, τ) consisting of
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a Lie group G and an involutive automorphism τ . This leads to a natural concept of a “euclidean
realization” of a unitary representation of the dual symmetric Lie group Gc whose Lie algebra is
gc = h + iq, where h = {x ∈ g : τ(x) = x} and q = {x ∈ g : τ(x) = −x}. In all these examples,
the realization theory based on dilations developed in Section 4 turns out to be amazingly effective
to obtain the correct Hilbert spaces E , so that the main point is to implement the representation
of the group G. We show that all representations of the ax + b-group and the Heisenberg group
which satisfy the obvious necessary spectral condition do indeed have euclidean realizations. Fur-
thermore, the dilation process immediately provides representations of the euclidean motion group
of Rd associated to generalized free fields (cf. [KL82]) and we show that the conformally invariant
among these representations form the complementary series representations of the conformal group
O1,d+1(R)+ of R
d, resp., its conformal completion Sd (see [LM75] for a discussion of conformal co-
variance in quantum field theories). This observation builds a bridge to the prequel [NO12] where
these representations were studied in some detail.
In the appendices we collect and prove several technical results, some of which are contained in
one or the other form in the physical literature ([GJ81], [RS75]). For the convenience of the reader,
we include them with precise statements and proofs.
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Notation and terminology
Throughout this note, the space C−∞(M) of distributions on a manifold M consists of antilinear
functionals on the space C∞c (M) of smooth compactly supported functions.
We write elements x ∈ Rd as pairs x = (x0,x) with x0 ∈ R and x ∈ Rd−1. For the euclidean
scalar product we accordingly write
〈x, y〉 = xy = x0y0 + xy, x2 = ‖x‖2 = x20 + x2
where xy = 〈x,y〉, and for the Lorentzian scalar product
[x, y] = x0y0 − xy, [x, x] = x20 − x2.
The subset
V+ := {x ∈ Rd : x0 > 0, [x, x] > 0}
is called the open forward light cone. It is invariant under the action of the orthochronous Lorentz
group
L↑ := {g ∈ O1,n+1(R) : g00 > 0}.
For the Fourier transform of a measure µ on the dual V ∗ of a finite-dimensional real vector
space V , we write
µ̂(x) :=
∫
V ∗
e−iα(x) dµ(α).
The Fourier transform of an L1-function f on Rd is defined by
f̂(ξ) := (2π)−d/2
∫
Rd
f(x)e−i〈ξ,x〉 dx (1)
and we likewise define convolution on Rd in terms of the Haar measure dx
(2π)d/2
.
For tempered distributions D ∈ S ′(Rd), we define the Fourier transform by
D̂(ϕ) := D(ϕ˜), where ϕ˜(ξ) = ϕ̂(−ξ) = (2π)−d/2
∫
Rd
ϕ(x)ei〈ξ,x〉 dx. (2)
For D(ϕ) =
∫
Rd
ϕ(x)f(x) dx, we then obtain D̂(ϕ) =
∫
Rd
ϕ(x)f̂(x) dx, so that D̂ is represented by
the function f̂ .
If G is a locally compact topological group, then ∆ = ∆G : G → [0,∞[ denotes the modular
function, ϕ∨(g) = ϕ(g−1) and ϕ∗ = ϕ∨ · ∆−1. If τ : G → G is an involution, allowed to be the
identity map, and S ⊂ G is a semigroup invariant under s 7→ s∗ = τ(s)−1 then ϕ♯ = ϕ∗ ◦ τ , or
ϕ♯(g) = ϕ(τ(g)−1)∆(g−1).
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1 Reflection positive Hilbert spaces
In this section we introduce the notion of a reflection positive Hilbert space, a concept that will play
a fundamental role in the rest of this article. We also discuss various typical classes of examples.
Definition 1.1. Let E be a Hilbert space and θ ∈ U(E) be an involution. We call a closed subspace
E+ ⊆ E θ-positive if 〈θv, v〉 ≥ 0 for v ∈ E+. We then say that the triple (E , E+, θ) is a reflection
positive Hilbert space. In this case we write
N := {v ∈ E+ : 〈θv, v〉 = 0} = {v ∈ E+ : (∀w ∈ E+) 〈θw, v〉 = 0} = E+ ∩ θ(E+)⊥,
q : E+ → E+/N , v 7→ v̂ = q(v) for the quotient map and Ê for the Hilbert completion of E+/N with
respect to the norm ‖v̂‖Ê := ‖v̂‖ :=
√〈θv, v〉.
We write E0 for the maximal subspace of E+ on which the contraction q : E+ → Ê is isometric.
Writing v ∈ E+ as v = v+ + v− with θv± = ∓v±, we obtain
〈θv, v〉 = ‖v+‖2 − ‖v−‖2 ≤ ‖v+‖2 + ‖v−‖2 = ‖v‖2,
and equality is equivalent to v− = 0. This implies that
E0 = (E+)θ = {v ∈ E+ : θ(v) = v} = E+ ∩ θ(E+), (3)
where the last equality follows from the fact that a θ-invariant θ-positive subspace of E+ is contained
in Eθ.
Example 1.2. (a) Let X be a set, K : X×X → C be a positive definite kernel and E = HK ⊆ CX
the corresponding reproducing kernel Hilbert space. This is the unique Hilbert subspace of CX
on which all point evaluations f 7→ f(x) are continuous linear maps given by f(x) = 〈f,Kx〉 for
Kx(y) = K(y, x) (cf. Definition C.1). Suppose that τ : X → X is an involution leaving K invariant,
and X+ ⊆ X a subset with the property that the kernel
K+ : X+ ×X+ → C, K+(x, y) := K(τx, y)
is positive definite. Then the closed subspace E+ ⊆ E generated by the elements Kx, x ∈ X+, is
θ-positive for (θf)(x) := f(τx). We call K reflection positive with respect to (X,X+, τ).
(b) Typical examples arise if τ is an involution on a group G and S ⊆ G a subsemigroup
invariant under s 7→ s♯ := τ(s)−1. Then a function ϕ : G → C is called reflection positive if the
kernel K(x, y) := ϕ(xy−1) is reflection positive with respect to (G,S, τ) in the sense of (a) (see
[NO12] for a discussion of this concept). Prototypical examples are the functions ϕ(t) = e−λ|t|,
λ ≥ 0, for (R,R+,− idR).
(c) There are other important examples not related to subsemigroups. For β > 0, the corre-
sponding circle group G := R/βZ and the domain G+ :=
[
0, β2
]
+ βZ ⊆ G, the functions ϕ : G→ C
correspond to β-periodic functions on R. In [KL81] such a function is called (OS)-positive if the
kernel K(x, y) := ϕ(x − y) is reflection positive for (G,G+, τ) and τ(g) = g−1 in the sense of (a).
In particular, integral representations of such functions are obtained. Typical examples are the
β-periodic functions whose restriction to [0, β] is given by fa(t) := e
−ta + e−(β−t)a for a ≥ 0.
Example 1.3. Let M be a smooth manifold and D ∈ C−∞(M ×M) be a positive definite distri-
bution. Suppose further that τ : M →M is an involutive diffeomorphism and that M+ ⊆ M is an
open subset such that the distribution D+ on M+ ×M+ defined by
D+(ϕ) := D(ϕ ◦ (τ × idM ))
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is positive definite. We then say that D is reflection positive with respect to (M,M+, τ). Let E
denote the Hilbert space completion of C∞c (M), endowed with the scalar product
〈ϕ, ψ〉 := D(ϕ⊗ ψ).
Then the closed subspace E+ generated by C∞c (M+) is θ-positive with respect to θϕ := ϕ ◦ τ .
Before we turn to the next class of examples, we recall the concept of a distribution vector of a
unitary representations.
Definition 1.4. (Distribution vectors) Let (π,H) be a continuous unitary representation of the
Lie group G on the Hilbert space H. We write H∞ for the linear subspace of smooth vectors, i.e.,
of all elements v ∈ H for which the orbit map πv : G → H, g 7→ π(g)v is smooth. Identifying H∞
with the closed subspace of equivariant maps in the Fre´chet space C∞(G,H), we obtain a natural
Fre´chet space structure on H∞ for which the G-action on this space is smooth and the inclusion
H∞ → H (corresponding to evaluation in 1 ∈ G) is a continuous linear map (cf. [Mag92], [Ne10]).
We writeH−∞ for the space of continuous antilinear functionals onH∞, the space of distribution
vectors, and note that we have a natural linear embedding H →֒ H−∞, v 7→ 〈v, ·〉. Accordingly, we
also write 〈α, v〉 = 〈v, α〉 for α(v) for α ∈ H−∞ and v ∈ H∞. The group G acts naturally on H−∞
by
(π−∞(g)α)(v) := α(π(g)−1v),
so that we obtain a G-equivariant chain of continuous inclusions
H∞ ⊆ H ⊆ H−∞ (4)
(cf. [vD09, Sect. 8.2]). It is D(G)-equivariant, if we define the representation of D(G) on H−∞ by
(π−∞(ϕ)α)(v) :=
∫
G
ϕ(g)α(π(g)−1v) dµG(g) = α(π(ϕ∗)v).
Example 1.5. If τ is an involution on a Lie group G and S ⊆ G an open subsemigroup invariant
under s 7→ s♯ := τ(s)−1, then C∞c (S) is a ∗-algebra with respect to the convolution product and
the ∗-operation ϕ 7→ ϕ♯ := ϕ∗ ◦ τ . Accordingly, we call a distribution D ∈ C−∞(S) positive definite
if
D(ϕ♯ ∗ ϕ) ≥ 0 for ϕ ∈ C∞c (S).
We call a distribution D ∈ D′(G) reflection positive with respect to (G, τ, S) if the following
conditions are satisfied:
(RP1) D is positive definite, i.e., D(ϕ∗ ∗ ϕ) ≥ 0 for ϕ ∈ C∞c (G).
(RP2) τD = D, i.e., D(ϕ ◦ τ) = D(ϕ) for ϕ ∈ C∞c (G), and
(RP3) D|S is positive definite as a distribution on the involutive semigroup (S, ♯), i.e., D(ϕ♯∗ϕ) ≥ 0
for ϕ ∈ C∞c (S).
This is a special case of the situation in Example 1.3, where G =M , S =M+, and the distribu-
tion D♯ ∈ C−∞(G×G) is defined by D♯(ϕ⊗ψ) := D(ϕ∨ ∗ψ), where ϕ∨(g) = ϕ(g−1)∆G(g)−1. The
corresponding reproducing kernel Hilbert space E = HD ⊆ C−∞(G) carries the unitary representa-
tion πD of G whose integrated form is given by πD(ϕ)E = ϕ ∗ E for ϕ ∈ C∞c (G). Then D ∈ E−∞
is a distribution vector and the closed subspace E+ generated by π−∞(C∞c (S))D = C∞c (S) ∗D ⊆ E
is θ-positive for (θE)(ϕ) := E(ϕ ◦ τ).
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Example 1.6. (a) Let M be a smooth manifold and µ a measure on C−∞(M) with respect to the
smallest σ-algebra for which all evaluation maps ϕ∗(D) := D(ϕ), ϕ ∈ C∞c (M), are measurable (cf.
[GV64]). Let E := L2(C−∞(M), µ) be the corresponding L2-space.
For an open subset M+ ⊆M , we consider the corresponding closed subspace E+ ⊆ E generated
by the functions of the form eϕ(D) := e
iD(ϕ), ϕ ∈ C∞c (M+). Further, let τ : M → M be an
involutive isomorphism whose action on C−∞(M) preserves µ, and write (θF )(D) := F (τD) for
the corresponding unitary involution on E .
We then say that µ is reflection positive with respect to (M,M+, τ) if (E , E+, θ) is reflection
positive. This structure naturally occurs in euclidean QFT, where M = Rd, M+ = R
d
+ and
τ(x) = (−x0, x1, . . . , xd−1) (cf. [GJ81] and also [JR08, JR07a, JR07, JP13]).
(b) To interpret all that in the context of Example 1.2, we assume that µ is finite. Then its
Fourier transform
S(ϕ) := µ̂(ϕ) :=
∫
C−∞(M)
e−iD(ϕ) dµ(D)
is a sequentially continuous positive definite function. Then K(ϕ, ψ) := S(ϕ − ψ) is a positive
definite kernel on X = C∞c (M) which is reflection positive with respect to X+ := C
∞
c (M+) and the
involution τϕ := ϕ◦τ . Here K is non-linear, whereas it is sesquilinear for the kernels corresponding
to distributions D ∈ C−∞(M ×M) as in Example 1.3.
Examples 1.7. (a) Let (E , E+, θ) be a reflection positive Hilbert space. We write E for the complex
Hilbert space obtained by endowing E with the opposite complex structure and the conjugate scalar
product. For X := E , X+ := E+, τ := θ, and the positive definite kernel K(x, y) := 〈y, x〉, we then
obtain HK ∼= E and HK+ ∼= E+ (cf. [Ne00, Ex. I.1.10]). Therefore every reflection positive Hilbert
space can be obtained in the context of Example 1.2.
In Example 1.3 we can put
X := C∞c (M), X+ := C
∞
c (M+) and K(ψ, ϕ) = D(ϕ⊗ ψ)
to put the construction of the associated reflection positive Hilbert space into the context of Ex-
ample 1.2.
(b) If D ∈ C−∞(M ×M) is reflection positive with respect to (M,M+, τ), then
S(ϕ) := e−
1
2D(ϕ⊗ϕ)
is a positive definite function on the nuclear space C∞c (M) and the corresponding reproducing
kernel Hilbert space is isomorphic to the Fock space F(HD) (cf. Remark 1.8 below). In view of
the Bochner–Minlos Theorem ([GV64]), there exists a unique Gaussian measure µ on C−∞(M)
with µ̂ = S, which implies that F(HD) ∼= L2(C−∞(M), µ). It is easy to see that the reflection
positivity of D with respect to (M,M+, τ) is equivalent to the reflection positivity of µ with respect
to (M,M+, τ) (cf. Remark 1.8 and Lemma C.5 below).
Remark 1.8. (Fock spaces and reflection positivity) We have seen in Example 1.7(a), that we can
consider a Hilbert space E as a reproducing kernel space of antilinear functions on E , defined by the
kernel (v, w) 7→ 〈w, v〉. Accordingly, we may consider the Fock space F(E) as a reproducing kernel
space on E with kernel K(v, w) := e〈w,v〉 (this is a realization by antiholomorphic functions). Then
each operator U ∈ U(E) induces a unitary operator Û in F(E) by (ÛF )(v) := F (U−1v), which leads
to the relation ÛKw = KUw for w ∈ E .
Suppose that E+ ⊆ E is a θ-positive subspace. Let F(E)+ ⊆ F(E) denote the closed subspace
generated by the functions Kw, w ∈ E+. Then the kernel
〈θ̂Kv,Kw〉 = 〈Kθv,Kw〉 = K(w, θv) = e〈θv,w〉
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is positive definite on E+. This implies that F(E)+ is θ̂-positive and that the corresponding Hilbert
space can be identified with the Fock space F(Ê), where Ê is the “quantum Hilbert space” associated
to (E , E+, θ). If U ∈ U(E) preserves the subspace E+, then ÛKw = KUw implies that F(E)+ is
invariant under Û .
2 OS-quantization
In this section we introduce Osterwalder–Schrader quantization as a method to pass from operators
on a reflection positive Hilbert space (E , E+, θ) to operators on Ê . Our terminology follows [Ja08,
§VII.7]. If T is a linear operator from a Hilbert spaceH to a Hilbert space K which is not everywhere
defined, we write D(T ) ⊆ H for its domain of definition.
Definition 2.1. (OS-quantization) Let (E , E+, θ) be a reflection positive Hilbert space. Suppose
that T : D(T ) → E+ is an operator on E+, possibly unbounded, with T (D(T ) ∩ N ) ⊆ N . Then T
induces a linear operator
T̂ : D(T̂ ) := {v̂ : v ∈ D(T )} → Ê , T̂ v̂ := T̂ v.
The passage from T to T̂ is called Osterwalder–Schrader quantization (or OS-quantization for
short).
Lemma 2.2. Let (E , E+, θ) be a reflection positive Hilbert space and D ⊆ E+ be a subspace whose
image D̂ in Ê is dense. Suppose that T, U : D → E+ are linear maps satisfying
〈θTv, w〉 = 〈θv, Uw〉 for v, w ∈ D.
Then the following assertions hold:
(i) T̂ v̂ := T̂ v and Û v̂ := Ûv for v ∈ E+ define linear operators with domain D̂ ⊆ Ê . In particular,
both map N ∩D into N .
(ii) Û ⊆ T̂ ∗.
(iii) If U = T , then T̂ is symmetric.
(iv) If T = U is bounded and D = E+, then T̂ is bounded with ‖T̂‖ ≤ ‖T ‖.
Proof. (i) For v, w ∈ D we have
〈T̂ v, ŵ〉 = 〈θTv, w〉 = 〈θv, Uw〉 = 〈v̂, Ûw〉. (5)
It follows in particular, that v̂ = 0 implies that T̂ v ∈ D̂⊥ = {0}. Therefore T induces by T̂ v̂ := T̂ v
a well-defined operator on D̂, and the same argument applies to U .
(ii) and (iii) are immediate consequences of (5).
We now prove (v) (cf. [JOl00]). Suppose that T is bounded and D = E+. Then T̂ D̂ ⊆ D̂ implies
that all powers T̂ n define symmetric operators on the pre-Hilbert space D̂. First,
‖T̂ v̂‖2 ≤ ‖T̂ 2v̂‖‖v̂‖ for v ∈ E+
follows from the Cauchy–Schwarz inequality. Iterating this argument leads to
‖T̂ v̂‖2n ≤ ‖T̂ 2v̂‖2n−1‖v̂‖2n−1 ≤ ‖T̂ 4v̂‖2n−2‖v̂‖2n−1+2n−2 ≤ · · · ≤ ‖T̂ 2n v̂‖‖v̂‖2n−1.
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We also have ‖T̂mv̂‖2 ≤ ‖T ‖2m‖v‖2, which leads to
‖T̂ v̂‖2n ≤ ‖T ‖2n‖v‖‖v̂‖2n−1.
We conclude that
‖T̂ v̂‖ ≤ ‖T ‖ lim sup
n
‖v‖2−n‖v̂‖1−2−n = ‖T ‖‖v̂‖.
Therefore T̂ is bounded with ‖T̂‖ ≤ ‖T ‖.
Example 2.3. Typical examples to which the preceding lemma applies are unitary operators T
with θT θ = T−1 and TE+ ⊆ E+, and hermitian operators T commuting with θ. In both cases
T̂ : Ê → Ê is continuous and T̂ ∗ = T̂ .
Here is a simple observation about unitary operators mapping E+ onto itself.
Lemma 2.4. Let (E , E+, θ) be reflection positive and U : E → E be unitary with UE+ = E+. Then
the following assertions hold:
(a) If θUθ = U , then Û : Ê → Ê is unitary.
(b) If θUθ = U−1, then Û2 = idÊ . Moreover, E is a direct sum of reflection positive Hilbert
subspaces (F ,F∩E+, θ|F ) and (G,G∩E+, θ|G), invariant under U and U−1, such that Ĝ = {0}
and (U |F )2 = 1.
Proof. (a) is immediate from the definitions.
(b) Lemma 2.2, applied to U , implies that Û is a symmetric contraction. Applying the same
lemma to V := U−1 leads to another symmetric contraction V̂ . Now Û V̂ v̂ = ÛV v̂ = v̂ for
every v ∈ E+ implies that Û V̂ = idÊ . We likewise get V̂ Û = idÊ , so that Û−1 = V̂ , and thus
Spec(Û) ⊆ {−1, 1} leads to Û2 = idÊ .
Since the closed subspace N = E+ ∩ θ(E+)⊥ of E+ is also invariant under U and V = U−1
(Lemma 2.2(i)), the subspace G := N ⊕ θ(N )⊥ is invariant under U,U−1 and θ. Its orthogonal
complement F contains E+ ∩N⊥, so that Ĝ = {0} and F̂ = Ê . In particular, q|F+ is injective. Now
q ◦ U |E+ = Û ◦ q implies that U+ := U |F+ also satisfies the relation U2+ = 1. Since F+ + θ(F+) is
invariant under U,U−1 and θ, it is dense in F , and this leads to (U |F )2 = 1.
As a consequence we get:
Proposition 2.5. Let (E , E+, θ) be a reflection positive Hilbert space. Suppose that (U, E) is a
strongly continuous unitary representation of a topological group G on E such that
UgE+ ⊆ E+ and Ugθ = θUg for g ∈ G.
Then OS-quantization defines a continuous unitary representation (Û , Ê) of G on Ê.
Remark 2.6. Suppose that E is finite-dimensional and that U ∈ U(E) satisfies UE+ ⊆ E+ and
θUθ = U−1. Then the finite dimension implies that UE+ = E+, so that Lemma 2.4(b) show that
Û2 = 1.
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3 Reflection positive unitary one-parameter groups
In this section we define the concept of a reflection positive one-parameter group (Ut)t∈R on a
reflection positive Hilbert space (E , E+, θ) by the requirements that UtE+ ⊆ E+ for t > 0 and
θUtθ = U−t for t ∈ R. Under the natural assumption that E+ is cyclic, we derive some interesting
consequences. The main results of this section are that the subspace Efix of U -fixed points is
contained in E0 and maps onto the space Êfix of fixed points of the corresponding one-parameter
semigroup (Ût)t>0 of contractions on Ê (Proposition 3.8). If Efix is trivial, we show that E+ is
outgoing in the sense of Lax–Phillips scattering theory (Proposition 3.14). In Subsection 3.3, we
take a closer look at the case where E0 is cyclic. Here the case q(E0) = Ê is of particular interest,
and we show in Proposition 3.17 that in this case E+ is generated by UtE0, t > 0, and that it is
maximal θ-positive. A particularly interesting class of examples where E0 is cyclic arises from the
work of A. Klein [Kl77, Kl78] on Osterwalder–Schrader positive processes (cf. Example 3.18).
3.1 The associated contraction semigroup
Definition 3.1. Let (E , E+, θ) be a reflection positive Hilbert space. A reflection positive unitary
one-parameter group on (E , E+, θ) is a strongly continuous unitary one-parameter group on E for
which E+ is invariant under Ut for t > 0 and θUtθ = U−t for t ∈ R.
Proposition 3.2. If (Ut)t∈R is a unitary one-parameter group which is reflection positive with
respect to (E , E+, θ), then each Ut, t > 0, induces a hermitian contraction Ût on Ê. If U is strongly
continuous, we thus obtain a strongly continuous one-parameter semigroup of contractions.
Proof. From Example 2.3 we obtain the hermitian contractions Ût, t ≥ 0. The defining relation
Ûtv̂ = Ûtv easily implies that the operators (Ût)t≥0 form a one-parameter semigroup. Suppose
that U is continuous. Then the weak continuity of Û follows from the fact that, for v ∈ E+, the
function t 7→ 〈Ûtv̂, v̂〉 = 〈θUtv, v〉 is continuous. Now [Ne00, Cor. IV.1.18] implies that Û is strongly
continuous.
Definition 3.3. In the context of the preceding proposition, we call the quadruple (E , E+, θ, U) a
euclidean realization of the contraction semigroup (Û , Ê).
We shall see in Proposition 4.1 below that every strongly continuous contraction semigroup on a
Hilbert space has a euclidean realization, but in general there are many non-equivalent realizations,
as the following example shows.
Example 3.4. (see Section 4.2 and example 4.6 for details). For a finite measure ρ on R+, consider
on H := L2(R+, ρ) the contraction semigroup (Ctf)(x) = e−txf(x). Then a euclidean realization
of infinite multiplicity is given by
E = L2(R× R+, ζ), dζ(x, λ) = 1
π
λ
λ2 + x2
dx dρ(λ), (Utf)(x, λ) = e
−itxf(x, λ)
(see Section 4). But there are also multiplicity free realizations, such as
E = L2(R, ν), dν(x) = 1
π
∫ ∞
0
λ
λ2 + x2
dρ(λ) dx, (Utf)(x) = e
−itxf(x).
In both cases E0 is cyclic, but in the first case q(E0) = Ê ∼= H, whereas in the second case
E0 = C1 is one-dimensional.
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Lemma 3.5. Let (Ut)t∈R be a unitary one-parameter group on E and E+ be a subspace invariant
under Ut for t > 0. Then the following conditions are equivalent:
(i) The subspaces UtE+, t < 0, span a dense subspace of E.
(ii) There exists a dense subspace D ⊆ E such that Utv ∈ E+ for v ∈ D and t sufficiently large.
(iii) E+ is U -cyclic in E.
Proof. Since UtE+ ⊆ UsE+ for t > s, the subset E−∞ :=
⋃
t∈R UtE+ =
⋃
t<0 UtE+ is a linear
subspace. Assertions (i) and (iii) mean that E−∞ is dense and (ii) means that E−∞ contains a dense
subspace. Therefore (i), (ii) and (iii) are equivalent.
The following lemma provides a criterion for the density of a subspace of Ê . We shall use it to
verify that certain operators on Ê are densely defined.
Lemma 3.6. Let (Ut)t∈R be a reflection positive unitary one-parameter group on (E , E+, θ). If
D ⊆ E+ is a subspace invariant under the operators Ut, t > 0, for which
E0+ := {v ∈ E+ : (∃T > 0) UT v ∈ D}
is dense in E+, then D̂ ⊆ Ê is dense.
Proof. For w ∈ E0+ there exists a T > 0 with UTw ∈ D, and this implies that Ûtŵ ∈ D̂ for t ≥ T .
Since the curve R+ → Ê , t 7→ Ûtw, is analytic, Ûtw ∈ D̂ for every t > 0, and therefore w ∈ D̂
follows from the strong continuity of the semigroup (Ût)t≥0 (Proposition 3.2). As E0+ is dense in E+
it follows that D̂ is dense in Ê .
Remark 3.7. (Reduction to the E0-cyclic case if Ê0 is cyclic in Ê) Assume that (Ut)t∈R is reflection
positive on (E , E+, θ) and that the image q(E0) of E0 = Eθ+ in Ê is Û -cyclic.
Let E ′ ⊆ E denote the closed U -invariant subspace generated by E0 and E ′+ := E ′ ∩ E+. Then
θUtE0 = U−tθE0 = U−tE0 implies that E ′ is θ-invariant. Therefore U ′t := Ut|E′ is a reflection positive
unitary one-parameter group on (E ′, E ′+, θ|E′). Since q|E′+ has dense range, all the relevant data is
contained in E ′. It is therefore natural to assume that E0 is U -cyclic in E whenever q(E0) = Ê0 is
cyclic in Ê .
In quantization procedures it is of particular importance to which extent they are compati-
ble with reduction. The following proposition is an instance of “OS-quantization commutes with
reduction”.
Proposition 3.8. (OS-quantization commutes with reduction) Let (Ut)t∈R be a reflection positive
unitary one-parameter group on (E , E+, θ). Suppose that E+ is U -cyclic and write (Ût)t≥0 for the
one-parameter semigroup of contractions induced by U on Ê .
Let Efix denote the subspace of elements fixed under all Ut and Êfix the subspace of fixed points
for the semigroup (Ût)t>0. Then the following assertions hold:
(a) Efix ⊆ E0, the space of θ-fixed points in E+.
(b) The map q|Efix : Efix → Êfix, v 7→ v̂ is a unitary isomorphism.
(c) Efix = E∞ :=
⋂
t>0 UtE+.
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Proof. (a) We write P : E → Efix for the orthogonal projection onto the subspace of U -fixed points
in E . Then
lim
N→∞
1
N
∫ N
0
Ut dt = P
holds in the strong operator topology ([EN00, Cor. V.4.6]). Let D be as in Lemma 3.5(ii). For
v ∈ D, there exists a T > 0 with Utv ∈ E+ for t > T . Since
lim
N→∞
1
N
∫ T
0
Ut dt = 0,
we obtain Pv ∈ E+ for every v ∈ D. The density of D in E thus implies that Efix = PE ⊆ E+. Since
the fixed point spaces of (Ut)t>0 and (U−t)t>0 coincide, we also have
θPθ = lim
N→∞
1
N
∫ N
0
U−t dt = P,
so that Efix is θ-invariant. Now the θ-positivity of E+ implies that θ|Efix ≥ 0, and thus Efix ⊆ Eθ.
(b) Since P commutes with θ, Lemma 2.2(iv) shows that P defines a hermitian contraction
P̂ : Ê → Ê with P̂ v̂ = P̂ v for v ∈ E+. As P 2 = P entails P̂ 2 = P̂ , P̂ is a projection. For v, w ∈ E+,
we obtain
lim
N→∞
1
N
∫ N
0
〈v̂, Ûtŵ〉 dt = lim
N→∞
1
N
∫ N
0
〈θv, Utw〉 dt = 〈θv, Pw〉 = 〈v̂, P̂ ŵ〉.
Hence [EN00, Cor. V.4.6] implies that P̂ is the orthogonal projection onto Êfix.
Let q : E+ → Ê , v 7→ v̂, denote the canonical projection onto Ê . Then q ◦ P = P̂ ◦ q implies that
q(Efix) = q(PE+) = P̂ q(E+), and hence that q(Efix) ⊆ Êfix is a dense subspace. On the other hand,
Efix ⊆ Eθ+ implies that q|Efix is isometric, hence a unitary isomorphism onto Êfix.
(c) The subspace E∞ is closed and it is easily seen to be invariant under U . Therefore F :=
E∞ + θE∞ is invariant under U and θ, so that we obtain a reflection positive unitary one-parameter
group Vt := Ut|F on (F ,F+ := E∞, θ|F ) satisfying VtF+ = F+ for every t > 0. Now Lemma 2.4(b)
leads to V̂t = V̂t/2V̂t/2 = 1 for every t > 0. Therefore F̂ ⊆ Êfix, and (b) implies that Êfix = q(Efix),
so that E∞ = F+ ⊆ Efix +N .
Since the elements of Efix are θ-fixed and N = E+ ∩ θ(E+)⊥, we have N⊥Efix. ¿From Efix ⊆ E∞
it thus follows that E∞ = Efix ⊕ (N ∩ E∞) is a U -invariant orthogonal decomposition. As N ∩ E∞
is orthogonal to the U -cyclic subspace θ(E+), it must be zero, and this shows that E∞ = Efix.
Remark 3.9. Let E1 := E⊥fix. Then all the structure of a reflection positive one-parameter group
is adapted to the orthogonal decomposition E = Efix ⊕ E1:
E+ = Efix ⊕ E1+, θ = 1⊕ θ1, Ut = 1⊕ U1t
with respect to the obvious notation. The data corresponding to Efix is trivial and the one-parameter
group (U1t )t∈R on (E1, E1+, θ) has the additional property that E1fix = {0}. We also have that
Ê ∼= Êfix ⊕ Ê1.
Example 3.10. Any unitary one-parameter group (Vt)t∈R on a Hilbert space H can be embedded
into a θ-positive one in a trivial manner. We simply put E := H⊕H, E+ := H⊕{0}, Ut := Vt⊕V−t
and θ(v, w) = (w, v). Then Ê = {0} and E∞ = E+ is not cyclic.
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Lemma 3.11. If (Ut)t∈R is a reflection positive one-parameter group on (E , E+, θ) with a cyclic
θ-invariant distribution vector, then E+ is cyclic.
Proof. Let α ∈ E−∞ be a reflection positive cyclic distribution vector. Then E+ is the closed
subspace generated by U−∞(ϕ)α, ϕ ∈ C∞c (R+). For ϕ ∈ C∞c (R), there exists a t > 0 with
supp(ϕ) + t ⊆ R+. Then
U−∞(ϕ)α = U−∞(δ−t ∗ δt ∗ ϕ)α = U−tU−∞(δt ∗ ϕ)α ∈ U−tE+,
so that E+ is cyclic.
3.2 The connection to Sinai/Lax-Phillips scattering theory
One parameter groups and reflection positivity are closely related to the Sinai/Lax-Phillips scat-
tering theory and translation invariant spaces [LP64, LP67, LP81, Sin61] as was already noticed
in [JOl98]. In short, this theory says that every unitary representation of R on a Hilbert space E
satisfying some simple conditions stated below can be realized as translation in L2(R,M) for some
Hilbert space M.
Let (U, E) be a unitary representation of R. A closed subspace E+ ⊂ E is called outgoing if
(LP1) E+ is invariant under Ut, t > 0,
(LP2) E∞ :=
⋂
t>0
UtE+ = {0},
(LP3)
⋃
t<0
UtE+ is dense in H.
We have the classical Lax–Phillips Realization Theorem:
Theorem 3.12. ([LP64, Thm. 1]) If E+ is outgoing for (U, E), then there exists a Hilbert space
M such that E ≃ L2(R,M), E+ ≃ L2([0,∞[,M), and U is represented by translation (Ltf)(x) =
f(x− t). This representation is unique up to isomorphism of M.
This realization of (U, E) is called the outgoing realization of U .
Remark 3.13. It is instructive in this contest to recall the construction the Hilbert space M and
of the isomorphism E ≃ L2(R,M) as it is presented in [LP81]. Let P+ be the orthogonal projection
onto E+ and define
St = P+U−t for t ≥ 0 .
We claim that (St)t≥0 is a strongly continuous contraction semigroup on E+ satisfying
lim
t→∞Stv = 0 for v ∈ E+.
This follows from the fact that the projections UtSt = UtP+U−t onto UtE+ are decreasing and
converge strongly to 0 because E∞ = {0}.
Write St = e
−tH in the sense of the Hille–Yoshida Theorem ([EN00]). For u ∈ D(H) ⊆ E+, the
domain for H , define
‖u‖2M := 2Re〈Hu, u〉 ≥ 0 .
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Let K := {u ∈ D(H) : ‖u‖M = 0} and letM be the completion of D(H)/K in the norm ‖·‖M. Then
M is a Hilbert space. We write [u] for the image of u in M. For u ∈ D(H) define fu : [0,∞[→M
by fu(t) = [Stu]. Then one can show that
‖u‖2 =
∫ ∞
0
‖fu(t)‖2M dt .
Extend fu to be zero on ] − ∞, 0[. Next, if u ∈
⋃
t≤0 UtE+, then there exists r > 0 such that
v = Uru ∈ E+. Define fu(s) = fv(s + r), s ≥ −r, and fu(s) = 0 for s < −r. Then u 7→ fu is still
an isometry and extends to an isometry E → L2(R,M) with the stated properties.
We now connect the Lax–Phillips construction to the dilation process. The following proposition
is an obvious consequence of Theorem 3.12 and Proposition 3.8.
Proposition 3.14. Let (Ut)t∈R be a reflection positive unitary one-parameter group on (E , E+, θ)
for which E+ is cyclic and Efix = {0}. Then E+ is outgoing, so that (U, E) is unitarily equivalent to
the translation representation on L2(R,M) for some Hilbert space M. This realization is unique
up to isomorphism of M.
The preceding proposition suggests to approach the structure of reflection positive one-parameter
groups in an outgoing realization, but this turns out to be rather difficult because the involution θ
is not well visible in this picture.
Remark 3.15. Starting with the subspace E+ := L2(R+,M) of E = L2(R,M) and (Utf)(x) :=
f(x− t), we want to describe those unitary involutions θ for which E+ is θ-positive and θUtθ = U−t
for t ∈ R.
If F(f) = f̂ denotes the Fourier transform E → E , then the commutant of FURF−1 is
L∞(R, B(M)), which implies that θ can be described as
θ̂f(x) = m(x)f̂(−x)
for a measurable function m : R→ U(M) satisfying m(−x) = m(x)∗ for almost every x ∈ R.
To determine for which such functions m the subspace E+ is θ-positive, we calculate for f, g ∈
C∞c (R+) and v, w ∈M as follows:
〈fv, θ(gw)〉 = 〈f̂ v, θ̂(gw)〉 =
∫
R
f̂(x)ĝ∗(x)〈v,m(x)w〉 dx
=
∫
R
f̂ ∗ g(x)〈v,m(x)w〉 dx =
∫
R
(f ∗ g)(x)〈v,F−1(m)(x)w〉 dx
=
∫
R+
∫
R+
f(x)g(y)〈v,F−1(m)(x + y)w〉 dx dy.
We conclude that E+ is θ-positive if and only if the restriction of F−1(m) to R+ is a positive definite
B(M)-valued distribution with respect to the involution s♯ = s on the semigroup R+.
ForM = C, it follows from [NO12, Thm. 4.13] that F−1(m)|R+ is an analytic function which is
the Laplace transform L(ρ)(x) = ∫
R
e−tx dρ(t) of a Radon measure ρ on [0,∞[. Actually the above
calculation then implies that Ê ∼= L2([0,∞[, ρ).
As we shall see in Subsection 3.4 below, for every λ > 0, an interesting example with M = C is
given by the function
m(x) :=
λ− ix
λ+ ix
= −1 + 2λ
λ+ ix
. (6)
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Then
F−1(m) = −δ0 + 2λ
√
2πeλ with eλ(t) = e−λtχR+ .
Restricting this distribution to R+, yields the Laplace transform of a multiple of the Dirac measure
δλ. This example already shows the difficulty of recovering m from ρ because this requires an
extension of L(ρ) to a distribution on R whose Fourier transform should be a T-valued function.
3.3 The case where E0 is cyclic
In this section we explore reflection positive one-parameter groups (Ut)t∈R on (E , E+, θ) for which
the subspace E0 = Eθ+ (cf. Definition 1.1) is cyclic in E . Then the GNS construction permits
us to reconstruct U from the positive definite function ϕ(t) := PUtP
∗, where P : E → E0 is the
orthogonal projection (Example C.2). This function is reflection positive for (R,R+,− idR) in the
sense of [NO12], i.e., its restriction ψ := ϕ|R+ is positive definite with respect to the trivial involution
s♯ = s and ϕ(t) = ψ(|t|). Since the latter formula produces for every positive definite function ψ on
R+ a positive definite function on R (cf. [SzNBK10, §I.8.2, p. 29], [NO12, Rem. 3.2]), every positive
definite function on R+ extends to a reflection positive function on R.
Our starting point below is the observation that ϕ|R+ is a representation if and only if q|E0 : E0 →
Ê is unitary (Proposition 3.17), i.e., we can identify Ê with E0. In this sense we then have Û = ϕ|R+
and U is called the minimal unitary dilation of the contraction semigroup Û . The following lemma
provides a criterion for q(E0) = Ê .
Lemma 3.16. Let (E , E+, θ) be a reflection positive Hilbert space. If D ⊆ E0 is a subspace whose
image in Ê is dense, then the following assertions hold:
(i) D is dense in E0.
(ii) q(E0) = Ê.
(iii) N = E+ ∩ E⊥0 = E+ ∩ θ(E+)⊥.
(iv) N ⊕ E0 ⊕ θ(N ) is an orthogonal direct sum, hence in particular, a closed subspace of E.
Proof. (i),(ii) Since q|E0 is isometric, the density of q(D) in Ê implies that q(E0) = Ê and that D is
dense in E0.
(iii) For v1 ∈ E⊥0 ∩ E+ and v0 ∈ E0 we have
〈q(v0), q(v1)〉 = 〈θv0, v1〉 = 〈v0, v1〉 = 0 ,
so that q(v1) = 0 follows from q(E0) = Ê . On the other hand, E+ = E0 ⊕ (E⊥0 ∩ E+), and q|E0 is
isometric. This implies N = E+ ∩ E⊥0 . The relation N = E+ ∩ θ(E+)⊥ follows from the fact that
q(v) = 0 is equivalent to 〈θw, v〉 = 0 for every w ∈ E+.
(iv) The orthogonality of the decomposition follows from (iii), and this in turn implies that the
sum is a closed subspace.
For the notion of a positive definite function on an involutive semigroup and the corresponding
GNS construction we refer to Example C.2. We now apply Lemma C.3 to reflection positive one-
parameter groups.
Proposition 3.17. Let (Ut)t∈R be a reflection positive one-parameter group on (E , E+, θ) for which
E0 = Eθ+ is cyclic and write P : E → E0 for the orthogonal projection. Then the following are
equivalent:
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(i) q(E0) = Ê, i.e., Γ := q|E0 : E0 → Ê is unitary.
(ii) The reflection positive function ϕ : R→ B(E0), ϕ(t) := PUtP ∗, is multiplicative on R+.
(iii) The orthogonal projections P+ onto E+, P0 onto E0, and P− onto θ(E+) satisfy the Markov
condition P+P0P− = P+P−. 1
If this is the case, then
(a) ϕ(t) = Γ∗Û|t|Γ for t ∈ R. In particular, Γ intertwines ϕ|R+ with Û .
(b) E = N ⊕ E0 ⊕ θ(N ) is an orthogonal decomposition and E+ is maximal θ-positive.
(c) E+ is the closed subspace generated by
⋃
t>0 UtE0.
Proof. Let S := [0,∞[= {0} ∪ R+. Since E0 is U -cyclic, the map
Φ: E → (E0)R, Φ(v)(t) := PUtv
is an equivalence of the representation U of R on E to the GNS-representation defined by ϕ (cf. Ex-
ample C.2) and the representation Û of S on Ê is equivalent to the GNS-representation defined by
ϕ|S , where the map q : E+ → Ê simply corresponds to the restriction f 7→ f |S ([NO12, Prop. 1.11]).
The inclusion ι : E0 →֒ Hϕ is given by ι(v)(t) = PUtv = ϕ(t)v for t ∈ R, and likewise the inclusion
ι̂ : E0 →֒ Hϕ|S is given by ι(v)(t) = ϕ(t)v for t ≥ 0. Therefore (i) is equivalent to the surjectivity
of the inclusion ι̂. In view of Lemma C.3, this is equivalent to the multiplicativity of ϕ|S , which is
equivalent to the multiplicativity on R+.
To see that (i) is equivalent to (iii), we first observe that the Markov condition is equivalent to
〈P0θ(v), w〉 = 〈θ(v), w〉 for all v, w ∈ E+ .
This in turn means that ‖q(v)‖ = ‖q(P0v)‖ for v ∈ E+, which implies that q(E+) = q(E0), so
that (i) follows from Lemma 3.16. Conversely, (i) implies that N = E+ ∩ E⊥0 , which leads to
‖q(v)‖ = ‖q(P0v)‖ for v ∈ E+.
(a) Now we assume that (i) is satisfied, so that Γ is unitary, and Lemma 3.16(ii) implies that
q = Γ ◦ P |E+ . For t > 0, the relation Ût ◦ q = q ◦ Ut|E+ leads to ÛtΓP |E+ = ΓPUt|E+ , so that
Γ∗ÛtΓ = PUtP ∗ = ϕ(t), i.e., Γ intertwines ϕ(t) with Ût.
(b), (c) Let E+ ⊆ E be the closed subspace generated by the translates UtE0, t > 0, and note
that E+ ⊆ E+. For t ≥ 0 we then have UtE0 ⊆ E+, and for t < 0 we have UtE0 = θ(U−tE0) ⊆ θ(E+).
Therefore E+ + θ(E+) is dense in E . For N+ := N ∩ E+ we obtain the orthogonal decomposition
E+ + θ(E+) = N+ ⊕ E0 ⊕ θ(N+)
(Lemma 3.16(iv)), which implies that E+ + θ(E+) is closed, hence equal to E .
To see that E+ is a maximal θ-positive subspace, let F ⊆ E be a θ-positive subspace containing
E+. Then F = N+ ⊕ E0 ⊕ (F ∩ θ(N+)), and for every v ∈ F ∩ θ(N+) we have w := v − θv ∈ F
with 〈θw,w〉 = −〈w,w〉. Therefore the θ-positivity of F implies that w = 0, so that v = 0 follows
from v⊥θv. This shows that E+ is maximal θ-positive. In particular, we obtain E+ = E+.
1This is an abstraction of the Markov condition for Osterwalder–Schrader positive processes that one finds in
[Kl77, Kl78].
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Example 3.18. (OS-positive processes) (a) The following class of examples arises in A. Klein’s
papers [Kl77, Kl78] on path space models for Quantum Field Theory. Let (X,Σ, µ) be a probability
space, Σ0 be a σ-subalgebra of Σ, and assume that R acts by automorphisms Ut on the probability
space (X,Σ, µ). Further, τ is an involution of (X,Σ, µ) satisfying τUtτ = U−t and preserving Σ0.
It is further assumed that Σ is generated by the subalgebras UtΣ0, t ∈ R. We write Σ± for the
subalgebras generated by
⋃
±t≥0 UtΣ0 and note that Σ+ is invariant under R+.
On the Hilbert E := L2(X,Σ, µ), we then obtain a unitary one-parameter group (Ut)t∈R, a
unitary involution θ(f) := f ◦ τ , and a closed subspace E˜0 := L2(X,Σ0, µ). 2
Then E+ := L2(X,Σ+, µ) ⊆ E is the smallest closed subspace containing UtE˜0 for t > 0. Klein’s
condition of Osterwalder–Schrader positivity, OS-positivity for short, is equivalent to the θ-positivity
of E+. Since E˜0 is θ-invariant and contained in E+, this assumption implies in particular that θf = f
for f ∈ E˜0, i.e., E˜0 ⊆ E0. We thus obtain a reflection positive one-parameter group for which E0 is
cyclic.
(b) Typical situations as described under (a) arise in QFT as follows. Let H be a separable
real Hilbert space. Then there exists a probability space (X,Σ, µ) and, for each v ∈ H, a random
variable ϕ(v) on X such that any tuple (ϕ(v1), . . . , ϕ(vn)) is jointly Gaussian with covariance
(〈vi, vj〉)1≤i,j≤n ([Sim05, Thm. 2.3.4]). Since (X,Σ, µ) is uniquely determined up to isomorphisms
of measure spaces, we obtain a corresponding action of the orthogonal group O(H) on (X,Σ, µ).
If we start with a reflection positive one-parameter group (Ut)t∈R on (E , E+, θ) for which E0
is U -cyclic and E+ is generated by UtE0, t > 0, then all this structure is reflected in (X,Σ, µ).
In particular, the Ut and θ define automorphisms of measure spaces. We write Σ0 ⊆ Σ for the
σ-algebra generated by ϕ(E0). Then Σ+ is generated by the translates UtΣ0 and all assumptions
from (a) are satisfied.
Here F := L2(X,Σ, µ) is the Fock space of H and F+ := L2(X,Σ+, µ) can be identified with the
Fock space of E+. We thus arrive at the situation from Remark 1.8 which implies in particular that
the passage to the Fock space, i.e., second quantization, leads to a reflection positive one-parameter
group on F(E).
(c) Other situations as in (a) arise as follows. Let M be a smooth manifold, M+ ⊆ M open
and τ : M →M a smooth involution whose fixed point set M τ is a hypersurface such that M \M τ
is the disjoint union of M+ and τ(M+). In addition, we assume that (σt)t∈R is a one-parameter
group of diffeomorphisms of M preserving D such that τσtτ = σ−t, σtM+ ⊆ M+ for t ≥ 0 and⋃
t>0 σ−tM+ =M .
On the space X := C−∞(M) of distributions we consider the smallest σ-algebra Σ for which
all evaluation maps ϕ∗(D) := D(ϕ), ϕ ∈ C∞c (M), are measurable. Then αt(D)(ϕ) := D(ϕ ◦ σt)
defines a one-parameter group of measurable isomorphisms on (X,Σ).
For every open subset O ⊆ M we obtain a sub-σ-algebra Σ(O) which is minimal with the
property that all function ϕ∗, supp(ϕ) ⊆ O, are measurable. Then Σ+ := Σ(M+) is invariant under
(αt)t>0, and
⋃
t<0 αtΣ+ generates Σ.
If µ is a reflection positive probability measure on (X,Σ) with respect to (M,M+, τ) (cf. Ex-
ample 1.6(a)) which is invariant under (αt)t∈R, then we obtain a reflection positive unitary one-
parameter group UtF := F ◦ α−t on E := L2(X,µ) with respect to (θF )(D) := F (τ∗D) and the
subspace E+ generated by the functions eiϕ∗ , supp(ϕ) ⊆M+.
2The Hilbert space L2(X,Σ, µ) has a natural realization as a space of functions on Σ by the transform f˜(E) :=
〈f, χE〉. This is a realization as a reproducing kernel Hilbert space on Σ with the kernel K(E,F ) = µ(E∩F ). Here we
only use that the characteristic functions of the elements of Σ form a total subset of L2(X,Σ, µ). In this picture, we
obtain for each smaller σ-algebra Σ0 ⊆ Σ a natural restriction map which corresponds to the conditional expectation.
This restriction map restricts to a unitary isomorphism of the closed subspace generated by the characteristic functions
χE , E ∈ Σ0, with L
2(X,Σ0, µ).
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To match this with (a), we further need a σ-algebra Σ0 ⊆ E+ such that αtΣ0, t ≥ 0, generates
Σ+. This comes usually from extending the natural map C
∞
c (M) → E , ϕ 7→ eiϕ
∗
to the space
C∞c (M
τ ) of test functions on M τ . Then a natural choice for Σ0 is the σ-algebra generated by
eiϕ
∗
, ϕ ∈ C∞c (M τ ). We shall see below that, for (M,M+, τ) = (Rd,Rd+, θ), this situation arises
for generalized free fields with a non-trivial “time-zero” subspace, i.e., for which the measure µ˜ is
tempered (see Remark D.10 and also [GJ81]).
3.4 The Hardy space of the real line
Some of the ideas and tools developed here will show up again in Section 4.6. We consider the Hilbert
space E := L2(R) with the translation action (Utf)(x) := f(x− t) and the subspace E+ := L2(R+)
of all functions supported in R+. Note that UtE+ ⊆ E+ holds for every t > 0. The space E+ can
also be viewed as the Hardy space of the right complex half plane C+ = R+ + iR. To obtain this
identification, one first observes that, for Re z > 0, the functions Qz(x) := e
−xzχR+ form a total
subset of E+ with
K(z, w) := 〈Qw, Qz〉 =
∫ ∞
0
e−x(z+w) dx =
1
z + w
, (7)
that is the reproducing kernel of the Hardy space HK ⊆ O(C+) that can be specified by
f(z) = 〈f,Kz〉 for z ∈ C+, Kz(w) := K(w, z), f ∈ HK .
Then the Laplace transform
L : L2(R+)→ HK , L(f)(z) := 〈f,Qz〉 =
∫ ∞
0
f(x)e−zx dx
is unitary and satisfies
L(Utf)(z) = 〈f, U−tQz〉 = 〈f, e−tzQz〉 = e−tz〈f,Qz〉 = e−tzL(f)(z).
Note that multiplication with the function e−t(z) := e−tz is isometric on the Hardy space because
its boundary values on iR have absolute value 1 and
‖f‖2HK = limz→0
∫
R
|f(z + ix)|2 dx.
For λ > 0, we consider on L2(R) the unitary involution defined by
θ̂f(x) := mλ(x)f̂ (−x), where mλ(x) := λ− ix
λ+ ix
= −1 + 2λ
λ+ ix
, (8)
compare to (6). Note that θ2 = 1 follows from mλ(−x) = mλ(x)−1. This involution satisfies
θUtθ = U−t for t ∈ R.
Lemma 3.19. The following assertions hold:
(i) L2(R+) is θ-positive.
(ii) If eλ(t) = e−λtχR+, then E0 = Ceλ is one dimensional.
(iii) The quotient map q : E+ → Ê ∼= C is equivalent to q(f) =
√
2λL(f)(λ).
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Proof. (i) It suffices to show that, for f ∈ S(R) with supp(f) ⊆ [0,∞[, the following integral is
non-negative:
〈f, θf〉 = 〈f̂ , θ̂f〉 =
∫
R
mλ(x)f̂(x)f̂(−x) dx =
∫
R
λ+ ix
λ− ix f̂(x)f̂
∗(x) dx = 2λ
∫
R
1
λ− ix f̂(x)f̂
∗(x) dx,
where we have used (8) and∫
R
f̂(x)f̂∗(x) dx =
∫
R
f(x)f(−x) dx =
∫ ∞
0
f(x)f(−x) dx = 0
as f is supported on R+. ¿From (7) we further derive by taking boundary values on iR that the
Fourier transform of eλ is given by
γλ(y) :=
1√
2π
1
λ+ iy
.
It now remains to verify the non-negativity of the integral:
〈f, θf〉 = 2λ
∫
R
1
λ− ix f̂(x)f̂
∗(x) dx = 2λ
√
2π
∫
R
γλ(x)f̂(x)f̂
∗(x) dx
= 2λ
√
2π〈̂f ∗ f, γλ〉L2(R) = 2λ
√
2π〈f ∗ f, eλ〉L2(R)
= 2λ
√
2πL(f ∗ f)(λ) = 2λ|L(f)(λ)|2 ≥ 0.
This proves that E+ = L2(R+) is θ-positive, that Ê ∼= C, and that the quotient map q : E+ → E can
be identified with q(f) =
√
2λL(f)(λ). Hence the natural map HK → Ê ∼= C is given by evaluation
in λ ∈ C+. ¿From
θ̂(eλ)(x) =
λ− ix
λ+ ix
γλ(−x) = 1√
2π
λ− ix
λ+ ix
1
λ− ix =
1√
2π
1
λ+ ix
= êλ (x),
we get θ(eλ) = eλ. Since q|E0 is isometric and Ê is one-dimensional, it follows that E0 = Ceλ.
Remark 3.20. We remark that the function eλ is cyclic in Ê . This follows from the fact that its
Fourier transform γλ has no zeros. Hence e
λ generates L2(R) with respect to the multiplicative
representation. We thus have a non-trivial example to which Proposition 3.17 applies.
4 An L2-model of the dilation Hilbert space
Suppose that the one-parameter group (Ut)t∈R is reflection positive with respect to (E , E+, θ) and
that the subspace E0 = Eθ+ is U -cyclic. As we shall see in Section 4.2, this is not always the case.
Then (U, E) is equivalent to the GNS representation defined by the positive definite operator-valued
function ϕ(t) := PUtP
∗, where P : E → E0 is the orthogonal projection. A particularly interesting
case arises if E0 is “as big as possible”, i.e., if q(E0) = Ê , so that q|E0 : E0 → Ê is unitary. In view
of Proposition 3.17, this is equivalent to ϕ being the minimal unitary dilation ϕ(t) = Û|t| of the
hermitian contraction semigroup (Ût)t>0 on Ê . We consider the GNS representation associated
to ϕ(t) = Û|t| on E ⊆ C(R, Ê) as a “maximal” euclidean realization of (Ê , Û). In this section we
first discuss an L2-model of the dilation space E in which we specify certain “spectral subspaces”
EF , F ⊆ R a closed subset, by the requirement that the inverse Fourier transform of the elements
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of EF is supported in F . Here the most important piece of information is that E+ = E[0,∞[ and
E0 = E{0}, which can be viewed as a realization of E0 by distributions supported in {0}. This
is why, in Quantum Field Theory, the isomorphism Ê ∼= E0 corresponds to the existence of a so-
called “time-zero realization” of the Hilbert space Ê ([GJ81, Thm. 6.2.6]; see also Remark D.10 and
Example 5.14). We conclude this section with an explicit outgoing realization of E in the sense of
Lax–Phillips/Sinai scattering theory.
4.1 The spectral subspaces EF
We start with a strongly continuous hermitian contraction semigroup (Ct)t>0 on the Hilbert space
H. Here strong continuity means that limt→0 Ctv = v for every v ∈ H ([EN00]), so that C0 := idH
yields a strongly continuous extension to [0,∞[. First we observe that C always has a natural
euclidean realization. We shall see below that this realization is rather large.
Proposition 4.1. For every strongly continuous one-parameter semigroup (Ct)t≥0 of hermitian
contractions on a Hilbert space H, there exists a euclidean realization (Ut)t∈R on (E , E+, θ) for
which q : E0 → H is unitary and E0 is U -cyclic in E. Any realization with these two properties
is equivalent to the one obtained by dilation, i.e., from the B(H)-valued positive definite function
ϕ(t) := C|t| on R.
Proof. Let P be the spectral measure of C, so that Ct =
∫∞
0
e−tλ dP (λ) in the sense of spectral
integrals. Then [NO12, Prop. 3.1] implies that
ϕ(t) := C|t| =
∫ ∞
0
e−λ|t| dP (λ)
is a strongly continuous reflection positive B(H)-valued function for the triple (R,− id,R+). The
GNS construction yields a unitary one-parameter group Uϕ on the corresponding reproducing kernel
Hilbert space Eϕ ⊆ C(R,H) in whichH is embedded viaH → Eϕ, v 7→ ϕ·v (cf. Example C.2). ¿From
[NO12, Prop. 1.11] it follows that Uϕ is reflection positive with respect to the triple (Eϕ, Eϕ,+, θ),
where Eϕ+ is the closed subspace generated by the functions ϕ(·+t)v, t > 0, v ∈ H, θ(f)(t) := f(−t),
and Ûϕ = C on Êϕ ∼= H with q(f) = f |R+ .
Since the space Eϕ is rather implicit, it is natural to develop a more explicit realization as an
L2-space. The tools for such a realization have been developed in [Ne98] in terms of operator-valued
measures. As in the proof of Proposition 4.1, we write P : B([0,∞[)→ B(H) for the corresponding
spectral measure and A =
∫∞
0
λdP (λ) for its infinitesimal generator which satisfies Ct = e
−tA for
t ≥ 0. Reformulating the integral representation of ϕ we now obtain
ϕ(t) = e−|t|A =
∫
[0,∞[
e−|t|λ dP (λ) = 1Hfix ⊕
∫
R+
e−|t|λ dP (λ)
= 1Hfix ⊕
1
π
∫
R+
∫
R
e−ixt
λ
λ2 + x2
dx dP (λ) = 1Hfix ⊕
1
π
∫
R
∫
R+
e−ixt
λ
λ2 + x2
dP (λ) dx
= 1Hfix ⊕
1
π
∫
R
e−ixtA(A2 + x2)−1 dx.
Splitting off the subspace Hfix of fixed vectors, we assume in the following that Hfix = {0}, which
is equivalent to P ({0}) = 0, resp., kerA = {0}. This is in particular justified by Remark 3.9. The
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above formula expresses the operator-valued function ϕ as the Fourier transform of the bounded
operator-valued measure
Q(x)dx for Q(x) :=
1
π
A(A2 + x2)−1
with total mass
∫
R
Q(x) dx = 1. Let E := L2(R, Q;H) be the corresponding H-valued L2-space, in
which the scalar product is given by
〈f, g〉E =
∫
R
〈Q(x)f(x), g(x)〉 dx = 1
π
∫
R
〈A(A2 + x2)−1f(x), g(x)〉 dx (9)
(cf. [Ne98]). For constant functions v, w ∈ H, we have 〈v, w〉E = 〈v, w〉H, so that the inclusion
ι : H →֒ E is isometric. In the following we identify H with the subspace ι(H) of constant functions
in E . The orthogonal projection PH = ι∗ : E → H is given by
PH =
1
π
∫
R
Q(x) dx, resp. PHf =
1
π
∫
R
A(A2 + x2)−1f(x) dx. (10)
For the unitary one-parameter group
(Utf)(x) = e
−itxf(x), t, x ∈ R, f ∈ E ,
we then obtain for v, w ∈ H
〈PHUtP ∗Hv, w〉 = 〈Utv, w〉 =
1
π
∫
R
e−itx〈A(A2 + x2)−1v, w〉 dx = 〈ϕ(t)v, w〉.
We conclude that
ϕ(t) = PHUtP ∗H for t ∈ R, and hence Ct = PHUtP ∗H for t > 0. (11)
Since H is U -cyclic in E (cf. [Ne98, Prop. II.9]), the map
Γ: E → C(R,H), Γ(f)(t) := PHUtf
is a unitary equivalence from the representation of R on E to the GNS representation (πϕ,Hϕ),
defined by the positive definite function ϕ (cf. Example C.2). On E the unitary involution given by
(θf)(x) := f(−x) satisfies θUtθ = U−t and
Γ(θf)(t) = PHUtθf = PHθU−tf = PHU−tf = Γ(f)(−t),
so that the proof of Proposition 4.1 implies that the closed subspace E+ generated by UtH, t > 0,
is θ-positive and the corresponding contraction semigroup on H is Û = C. We conclude that the
one-parameter group (Ut)t∈R on (E , E+, θ) is a euclidean realization of (C,H).
Lemma 3.16(iii) implies that the map q : E+ → Ê ∼= H can be identified with the orthogonal
projection PH|E+ :
q(f) = PHf = Γ(f)(0).
¿From H ⊆ E0 = Eθ+ and the fact that q|E0 is isometric, it now follows that E0 = H. Further
q(Utf) = Ûtq(f) yields
PHUtf = CtPHf for f ∈ E+, t > 0. (12)
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The elements of the space E are represented by measurable functions f : R→ H. To get a better
description of the subspace E+, we would like to define, for a closed subset F ⊆ R, the subspace
EF of those functions f ∈ E whose inverse “Fourier transform” is supported in F . This requires
to define integrals
∫
R
ϕ(x)f(x) dx ∈ H for Schwartz functions ϕ ∈ S(R). Unfortunately, we do
not see how to do this directly, but it can be done by first cutting off with respect to the spectral
measure of A. For 0 < a < b, we write Ha,b := P ([a, b])H, where P is the spectral measure of A
and Pa,b = P ([a, b]) : H → Ha,b for the orthogonal projection. For v ∈ Ha,b, we have
a‖v‖2 ≤ 〈Av, v〉 ≤ b‖v‖2,
so that
a
b2 + x2
‖v‖2 ≤ 〈A(A2 + x2)−1v, v〉 ≤ b
a2 + x2
‖v‖2. (13)
We conclude that the corresponding closed subspace
Ea,b := {f ∈ E : f(R) ⊆ Ha,b}
can be identified as a topological vector space with the Hilbert space L2
(
R, dxπ(1+x2)
)
⊗̂Ha,b. For
ϕ ∈ S(R) and f ∈ Ea,b we now have∫
R
|ϕ(x)| ‖f(x)‖ dx =
∫
R
(b2 + x2)
1
2 |ϕ(x)| (b2 + x2)− 12 ‖f(x)‖ dx
≤
(∫
R
|ϕ(x)|2(b2 + x2) dx
) 1
2
(∫
R
(b2 + x2)−1‖f(x)‖2 dx
) 1
2
.
This implies that we have a continuous sesquilinear map
β : Ea,b × S(R)→ Ha,b, (f, ϕ) 7→ Ξ(f)(ϕ) :=
∫
R
ϕ̂(x)f(x) dx =
∫
R
ϕ˜(x)f(x) dx,
where ϕ˜(x) = ϕ̂(−x) is the inverse Fourier transform. Any f ∈ Ea,b can thus be viewed as an
Ha,b-valued tempered distribution on R, so that, in the sense of (2), we have Ξ(f) = f̂ . We now
define, for a closed subset F ⊆ R, the spectral subspace:
EF := {f ∈ E : (∀0 < a < b <∞) supp(Ξ(Pa,bf)) ⊆ −F}. (14)
The main point of the following proposition is a characterization of the closed subspace E+ of E
as the spectral subspace E[0,∞[.
Proposition 4.2. The spectral subspaces have the following properties:
(i) The subspaces EF of E are closed.
(ii) UtEF = EF+t for t ∈ R.
(iii) E0 = E{0} and E+ = E[0,∞[.
Proof. (i) follows from the continuity of β in both arguments.
(ii) For t ∈ R and (Utf)(x) = e−itxf(x), we have Ûtf(y) = f̂(y + t), so that supp(Ûtf) =
supp(f)− t.
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(iii) Clearly, E0 ⊆ E{0}, so that (ii) further implies E+ ⊆ E+ := E[0,∞[. To see that we have
equality, we show that E+ is θ-positive with
〈θf, f〉 = ‖PHf‖2 for f ∈ E+. (15)
Then E+ = E+ follows from Proposition 3.17 because E0 is cyclic. This in turn leads to
E{0} = E[0,∞[ ∩ E]−∞,0] = E+ ∩ θ(E+) = Eθ+ = E0.
It therefore remains to verify (15). Since the union of the subspaces E+a,b := Ea,b ∩ E+ is dense
in E+, it suffices to verify this relation for f ∈ E+a,b. Approximating every element in this space by
linear combinations of elements of the form f = f0 · v, v ∈ Ha,b, it suffices to verify
〈f, θg〉 = 〈PHf, g〉 for f = f0v, g = g0w ∈ Ea,b. (16)
Since (Ut)t≥0 is a strongly continuous one-parameter group of isometries of E+, for any δ-
sequence δn ∈ C∞c (R+) and f ∈ E+, we have δ̂nf → f in E+. As dσ(x) := dx1+x2 is a finite measure,
L2(R, σ) ⊆ L1(R, σ). ¿From∫
R
|δ̂n(x)|‖f(x)‖ dx =
∫
R
|δ̂n(x)|(1 + x2)‖f(x)‖
1 + x2
dx <∞
and ∫
R
|δ̂n(x)|2‖f(x)‖2 dx =
∫
R
|δ̂n(x)|2(1 + x2)‖f(x)‖
2
1 + x2
dx <∞
it thus follows that δ̂n‖f‖ ∈ L1(R) ∩ L2(R). We may therefore assume, in addition, that f0, g0 ∈
L1(R) ∩ L2(R).
Using the fact that ϕ(x) :=
√
2
π
λ
λ2+x2 has the Fourier transform ϕ̂(x) = e
−λ|x|, we obtain
λ
λ2 + x2
=
1
2
∫
R
e−ixye−λ|y| dy,
and this in turn leads to the relation
A(A2 + x2)−1 =
1
2
∫
R
e−ixye−|y|A dy
in B(H) with respect to the strong operator topology. We thus obtain for f = f0v:
PHf =
1
π
∫
R
A(A2 + x2)−1f(x) dx =
1
π
∫
R
f0(x)A(A
2 + x2)−1v dx
=
1
2π
∫
R
∫
R
f0(x)e
−ixye−|y|Av dy dx =
1√
2π
∫
R
f̂0(y)e
−|y|Av dy =
1√
2π
∫ ∞
0
f̂0(−y)e−yAv dy.
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This further leads to
〈PHf, PHg〉 = 1
2π
∫ ∞
0
∫ ∞
0
f̂0(−y1)ĝ0(−y2)〈e−y1Av, e−y2Aw〉 dy
=
1
2π
∫ ∞
0
∫ ∞
0
f̂0(−y1)ĝ0(−y2)〈e−(y1+y2)Av, w〉 dy
=
1√
2π
∫ ∞
0
(f̂0 ∗ ĝ0)(−y)〈e−yAv, w〉 dy = 1√
2π
∫ ∞
0
f̂0g∗0 (−y)〈e−yAv, w〉 dy
= 〈PHf0g∗0v, w〉 =
1
π
∫
R
〈A(A2 + x2)−1v, w〉(f0g∗0)(x) dx
=
1
π
∫
R
〈A(A2 + x2)−1f0(x)v, g0(−x)w〉 dx = 〈f, θg〉.
This complete the proof of (16) and hence of the lemma.
Example 4.3. For dim E0 = 1 and Ct = e−tλ, λ ≥ 0, the minimal dilation ϕ(t) = e−λ|t| leads to
the Hilbert space E ∼= L2(R, λπ dxλ2+x2 ) (cf. [NO12, Ex.3.5(b)]).
We finish this section with the following proposition, but delay one part of the proof until
Example 4.6:
Proposition 4.4. Let (Ct = e
−tA)t>0 be a strongly continuous hermitian contraction semigroup
on H with kerA = {0}. For the corresponding reflection positive one-parameter group (Utf)(x) :=
e−itxf(x) on E := L2(R, Q;H) we obtain an outgoing realization by composition of the inverse
Fourier transform F−1 : L2(R,H)→ L2(R,H) with the unitary isomorphism
T : E → L2(R,H), (Tf)(x) := 1√
π
√
A(A+ ix)−1f(x).
Proof. First we decompose H into cyclic subspaces. In view of the Spectral Theorem, these are
isomorphic to (Ctf)(λ) = e
−tλf(λ) on L2([0,∞[, ρ), where ρ is a finite measure. Therefore the
discussion in Example 4.6 below applies to the cyclic case, and the general case is obtained by
combining all that in a direct sum.
For the space E = L2(R, Q;H) from above, the outgoing realization leads to an isomorphism
with L2(R,H) and hence to a natural concept of a spectral subspace
L2(R,H)F = {f ∈ L2(R,H) : supp(f̂) ⊆ −F}.
These spectral subspaces do not coincide with the ones defined in (14). A simple example is
L2(R,H){0} = {0} because there is no non-zero square integrable polynomial, whereas E{0} = H
(the constant functions) in the sense of (14).
Since cyclic one-parameter semigroups of contractions are given by multiplication with functions
on L2-spaces, we take a closer look at this special situation. We give here one example, a second
example is discussed in the following subsection.
Example 4.5. Let D ∈ C−∞(R) be a reflection positive distribution and write D = ν̂ for a
tempered measure ν on R, so that the corresponding reflection positive unitary one-parameter
group is given on F := L2(R, ν) by (Vtf)(p) = e−itpf(p). Here the constant function 1 is a
distribution vector (Corollary D.8) and
F+ = span{ϕ̂ : supp(ϕ) ⊆ R+}
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(cf. [NO12, Prop. 2.12, Thm. 4.11]). The corresponding space F̂ is equivalent to L2([0,∞[, ρ), where
the Radon measure ρ on [0,∞[ is determined by D|R+ = L(ρ) (the Laplace transform), and
(V̂tf)(λ) = e
−tλf(λ)
([NO12, Prop. 2.12]). In view of Lemma A.5, the measure ρ is tempered because the Laplace
transform L(ρ) extends to a distribution on R. If limx→0+D(x) = ν(R) is finite, then 1 ∈ F0 is a
cyclic vector; in particular F0 6= {0}.
Suppose that ρ({0}) = 0, i.e., F̂fix = {0}. In view of Proposition 3.8, this is equivalent to
Ffix = {0}, which means that ν({0}) = 0. In this case F+ is an outgoing subspace according to
Proposition 3.14. Furthermore, the condition
∫∞
1
dρ(y)
y <∞ is equivalent to the local integrability
of D|R× (Lemma A.5), and in this case ν = Θ dx as in Lemma A.1. Therefore F0 6= {0} is equivalent
to the finiteness of the measures ν and ρ.
4.2 Semigroups of multiplication operators
Let µ be a non-zero σ-finite measure on (Y,S) and h : Y → R+ be a measurable function. On
H := L2(Y, µ) consider the contraction semigroup given by
(Ctf)(y) = e
−th(y)f(y) .
Then dilation leads to the reflection positive unitary one-parameter group (Ut)t∈R on
E ∼= L2(X, ζ) for X := R× Y and dζ(x, y) = 1
π
h(y)
h(y)2 + x2
dx dµ(y) (17)
given by (UtF )(x, y) = e
−itxF (x, y), the involution (θF )(x, y) = F (−x, y), and E0 = Eθ+ ∼= L2(Y, µ)
(the functions independent of x) (cf. (9)).
Let pr : R × Y → R, pr(x, y) := x denote the projection onto the first variable and ν := pr∗ ζ.
Then F := L2(R, ν) can be identified with the U -invariant subspace of E consisting of functions
independent of y. For F+ := F ∩ E+ we obtain on (F ,F+, θ) a reflection positive one-parameter
group (Vt)t∈R by restriction. Now F0 = Fθ+ = E0 ∩F is the space of those functions f(x, y) = f(x)
whose Fourier transform is supported in {0} (Proposition 4.2(iii)), so that f is a polynomial. To
determine the space F0, we take a closer look at the measure ν.
By construction, dν(x) = Θ(x) dx, where
Θ(x) :=
1
π
∫
Y
h(y)
h(y)2 + x2
dµ(y) =
1
π
∫
R+
y
y2 + x2
dρ(y)
and ρ := h∗µ is the image of µ under h on R+. If Θ is identically∞, then F = {0}. If this is not the
case, i.e., if ρ is tempered and
∫∞
1
1
y dρ(y) <∞, then Lemma A.1(b) shows that every polynomial
function in L2(R, ν) is constant. This implies that
F0 = C1 ∩ L2(R, ν) = {0} ⇔ ν(R) = ζ(X) = µ(Y ) = ρ(R+) =∞.
If, in addition, ρ(]0, 1]) is finite, then ν is tempered by Proposition A.3, so that Lemma D.7
implies that the constant function 1 is a distribution vector in F−∞. Remark D.2 further implies
that the corresponding distribution cyclic representation is equivalent to the representation (Vt)t∈R
on F and that F̂ ∼= L2(R, ρ) with (V̂tf)(y) = e−tyf(y) (see also [NO12, Prop. 2.12]).
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For any case where µ, resp., ρ is infinite, we thus obtain a distribution cyclic reflection positive
one-parameter group for which F0 is trivial.
We also note that the constant function 1 is a distribution vector of E if and only if this holds for
the representation in the subspace F , which is equivalent to the temperedness of ν (Corollary D.8).
If 1 6∈ E−∞ and F : R+ → R is such that ρ˜ := |F |2ρ satisfies ρ˜(]0, 1]) < ∞ and
∫∞
1
dρ˜(y)
y < ∞,
then the preceding discussion implies that F (x, y) := F (y) defines a reflection positive distribution
vector for which the corresponding distribution is given by the locally integrable function L(ρ˜)(|x|).
We have seen in Proposition 3.14 that E+ is outgoing for U , so that an outgoing realization of
(U, E) exists. Since, in general, these realizations are not so easy to obtain explicitly, it is interesting
to observe that this works in a natural way for the space E = L2(R, Q;H). We complete the proof
of Proposition 4.4 in the following example.
Example 4.6. [The case Y = R+ and h(λ) = λ] Let ρ be a finite positive Radon measure on R+.
Recall from Lemma A.1 the corresponding finite measure dν(x) = Θ(x) dx on R. We consider the
Hilbert space
E = L2(R× R+, ζ) for dζ(x, λ) = λ
π(λ2 + x2)
dxdρ(λ)
from the discussion after Proposition 4.1 with H = L2(R+, ρ) and AF (λ) = λF (λ).
The involution θ is given by (θf)(x, λ) = f(−x, λ). Let E0 be the space of functions that are
independent of x and E+ = E[0,∞[ the space of functions who’s inverse Fourier transform is supported
on the positive half-line (cf. Proposition A.3(iii)). Then (Utf)(λ, x) = e
−itxf(x, λ) is a reflection
positive one-parameter group on E and Ê ≃ L2(R+, ρ), where the isomorphism is induced by
q : E+ → H, q(f)(λ) := λ
π
∫
R
f(x, λ)
λ2 + x2
dx
(cf. (10)). Since Efix = {0} and E0 ⊆ E+ is U -cyclic, Proposition 3.8(c) implies that E+ is outgoing.
¿From the factorization
1
π
λ
λ2 + x2
=
(
1√
π
√
λ
λ− ix
) (
1√
π
√
λ
λ+ ix
)
we derive the unitary isomorphism
T : E → L2(R,H), T (f)(x, λ) = 1√
π
√
λ
λ+ ix
f(x, λ).
The operator T clearly commutes with the multiplicative R-action U on E and L2(R,H) from above.
To avoid confusion, we will use the notation fλ(x) := f(x, λ) and write f˜(ξ, λ) = (Ffλ)(ξ) for
the Fourier transform of f in the first variable. We want to show that
T (E+) = L2(R,H)+ := {f ∈ L2(R,H) : x > 0⇒ f˜(x, ·) = 0}.
A simple use of Cauchy’s Integral Formula shows that
ψλ(t) := F−1
(
1√
π
√
λ
λ+ ix
)
(t) =
√
2λ e−λtχ[0,∞[(t) for λ > 0. (18)
Note that ψλ ∈ Lp([0,∞[) ⊂ Lp(R) for all p ≥ 1 and λ > 0.
26
¿From T˜ fλ = ψ
∨
λ ∗ f˜λ we derive that T (E+) ⊆ L2(R,H)+. A simple calculation shows that the
involution θ˜ := T ◦ θ ◦ T−1 on L2(R,H) is given by
(θ˜f)(x, λ) =
λ− ix
λ+ ix
f(−x, λ) = mλ(x)f(−x, λ) for mλ(x) := λ− ix
λ+ ix
.
Since E+ ⊆ E is maximal θ-positive by Proposition 3.17(b), the subspace T (E+) is maximal θ˜-positive
in L2(R,H). Therefore T (E+) = L2(R,H)+ will follow if we show that L2(R,H)+ is θ˜-positive.
For f, g ∈ L2(R,H)+, we have
〈f, θ˜f〉 =
∫
R+
∫
R
λ+ ix
λ− ixfλ(x)f
∗
λ(x) dx dρ(λ).
Therefore it is enough to recall from Subsection 3.4 on the Hardy space of C+ that, for every fixed
λ > 0, we have ∫
R
λ+ ix
λ− ixf(x)f
∗(x) dx ≥ 0 for f ∈ L2(R)+.
The inverse Fourier transform F−1 : L2(R,H) → L2(R,H) maps L2(R,H)+ onto L2(R+,H) and
intertwines the multiplication action U with the translation action (Ltf)(y) = f(y − t). Therefore
S := F−1 ◦ T : E → L2(R,H) is an outgoing realization of (E , U).
5 Examples of reflection positive representations
So far we have only discussed reflection positive one-parameter groups. But that is only a tool
to handle reflection positivity for more general symmetric Lie groups. Here we only discuss a few
examples. The more general theory of integration of infinitesimal representation will be developed
in the forthcoming article [MNO14].
In this section we first define a suitable concept of a reflection positive unitary representa-
tions and then we discuss various classes of examples where the dilation construction for reflection
positive one-parameter groups automatically yields reflection positive representations of larger Lie
groups. To organize our examples, we first study covariance properties of the dilation process in
Subsection 5.2, then we study the affine group of the real line (Subsection 5.3) and the represen-
tations of the euclidean motion group of Rd associated to generalized free fields (Subsection 5.4).
In Subsection 5.5 we show that the conformally invariant among these representations form the
complementary series representations of the conformal group O1,d+1(R)+ of R
d, resp., its conformal
completion Sd. This observation builds a bridge to the prequel [NO12] where the reflection posi-
tivity of these representations was studied in some detail. We conclude this section with a dilation
construction of reflection positive representations of the 3-dimensional Heisenberg group.
5.1 Reflection positive representations
Let (G,H, τ) be a symmetric Lie group, i.e., τ is an involutive automorphism of G and H an open
subgroup of Gτ . Write g = h⊕ q = gτ ⊕ g−τ for the eigenspace decomposition of g with respect to
τ . Define gc = h⊕ iq. As [h, h] ⊂ h, [h, q] ⊆ q, and [q, q] ⊆ h, it follows that gc is a Lie algebra. It is
called the Cartan dual or simply the c-dual of (g, h). Extending τ to a complex linear Lie algebra
automorphism of gC, also denoted τ , and then restricting to g
c shows that (gc, τ) is a symmetric
pair. Let Gc be the simply connected Lie group with Lie algebra gc. Then τ defines an involution
on Gc and Hc := (Gc)τ is connected ([Lo69, Th. 3.4]). The symmetric Lie group (Gc, Hc, τ) is
again called the Cartan dual, or simply the c-dual, of (G,H, τ).
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Example 5.1. Let d ∈ N and p, q ∈ N0 such that p+ q = d. Let
Ip,q =
(−Ip 0
0 Iq
)
.
On G = Rd ⋊Od(R) we consider the involution
τ(x, a) = (Ip,qx, Ip,qaIp,q) .
Then
q = (Rp ⊕ 0q)⊕
{(
0 X
−X⊤ 0
) ∣∣∣∣ X ∈Mp,q} .
It is then easy to see that
gc ≃ Rp,q ⋊ op,q(R) .
Hence Gc is locally isomorphic to Rp,q ⋊Op,q(R). Here R
p,q ∼= iRp⊕Rq stands for the vector space
Rd with the bilinear form βp,q(x, y) = x1y1 + . . .+ xpyp − xp+1yp+1 − . . .− xnyn.
Definition 5.2. Let (G,H, τ) be a symmetric Lie group and (E , E+, θ) be a reflection positive
Hilbert space. A unitary representation π : G → E is said to be reflection positive on (E , E+, θ) if
the following three conditions hold:
(RP1) π(τ(g)) = θπ(g)θ for every g ∈ G.
(RP2) π(h)E+ = E+ for every h ∈ H .
(RP3) There exists a subspace D ⊆ E+ ∩ E∞ (where E∞ is the subspace of smooth vectors for π),
dense in E+, such that dπ(x)D ⊂ D for all x ∈ q.
Remark 5.3. (a) If π is a reflection positive representation on (E , E+, θ), then it follows from
Proposition 2.5 that πcH(h) = π̂(h) defines a unitary representation (π
c
H , Ê) of H .
(b) Note that for the symmetric Lie group (R, {0},− idR), the above concept of a reflection
positive representation is weaker than the concept of a reflection positive one-parameter group
used before. This is due to the fact that there are also interesting examples of reflection positive
representations π of R, where E+ is not invariant under π(R+) (cf. Example 1.2(c)).
Let (π, E) be a reflection positive representation of (G,H, τ) on (E , E+, θ). If x ∈ q satisfies
π(expR+x)E+ ⊆ E+ then we define πx(t) := π(exp tx). We then get θπx(t)θ = πx(−t) and π̂x(t)
is a hermitian contraction semigroup on Ê . Therefore π̂x has a self-adjoint positive generator Ax
determined by π̂x(t) = e
−tAx for t ≥ 0. This is a spectral condition which is not satisfied in all
cases of interest. It is therefore too much to ask for in general, which lead us to condition (RP3).
This condition implies that that D̂ := q(D) is a dense subspace of Ê on which
β(x+ iy) := d̂π(x)− id̂π(y), x ∈ h, y ∈ q
defines an infinitesimally unitary representation of the Lie algebra gc. Now it is a natural problem
to determine when this representation integrates a unitary representation πc of the corresponding
simply connected Lie group Gc, compatible with πcH . In this is the case we call (π, E) a euclidean
realization of the representation (πc, Ê). Systematic tools to achieve this task will be developed in
the sequel [MNO14]. In this section we shall encounter various examples where πc exists by more
direct arguments and where π and πc are connected by the dilation process studied in Section 4.
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5.2 Covariant one-parameter groups
We consider a group of the form G := R ⋊α H , where α : H → Aut(R)0 ∼= R×+ is a continuous
homomorphism. Then τG(t, h) := (−t, h) defines on G the structure of a symmetric Lie group and
S = R+⋊αR is an open subsemigroup invariant under s 7→ s♯ = τ(s)−1. Note that g→ gc, (t, x) 7→
(it, x) is an isomorphism of Lie algebras, so that we may put Gc := G (cf. Subsection 5.1).
Lemma 5.4. Let (Ut)t∈R be a reflection positive one-parameter group on (E , E+, θ) and ρ : H →
U(E) be a representation satisfying
ρ(h)Utρ(h)
−1 = Uαht and ρ(h)E+ = E+ for t ∈ R, h ∈ H.
Then the following assertions hold:
(i) π : G→ U(E), π(t, h) := Utρ(h) defines a reflection positive representation of (G,S, τG).
(ii) π̂(t, h) := Ûtρ̂(h) is the corresponding contraction representation of (S, ♯) on Ê.
(iii) If Ût = e
−tA, then πc(t, h) := eitAρ̂(h) defines a unitary representation of G on Ê .
Proof. (i) follows immediately from our assumptions.
(ii) The contraction representation π̂ of S on Ê is obtained by combining Proposition 2.5 with
Proposition 3.2.
(iii) From the fact that π̂ is a representation of S, we derive that ρ̂(h)Aρ̂(h)
−1
= αhA for h ∈ H .
Further, the semigroup Ct = e
−tA is strongly continuous and extends by Cz := e−zA to a strongly
continuous representation on the right half space {z ∈ C : Re z ≥ 0} which is holomorphic in the
interior. This in turn implies that πc defines a representation of Gc = G.
Next we verify the compatibility of the dilation construction in Section 4 with the H-action
on R.
Lemma 5.5. Let (Ct)t>0 be a strongly continuous contraction semigroup on H and (ρ,H) a unitary
representation of H satisfying
ρhCtρ
−1
h = Cαht for t > 0, h ∈ H. (19)
Then the following assertions hold:
(i) (π(t, h)f)(x) := ρ(h)f(α−1h (x + t)) defines a reflection positive unitary representation of G on
the GNS Hilbert space Hϕ ⊆ HR for ϕ(t) := C|t|.
(ii) (π(t, h)f)(x) := e−itxf(αhx) defines a reflection positive unitary representation of G on E =
L2(R,H, Q) (cf. Section 4).
(iii) The unitary isomorphism Γ: E = L2(R,H, Q)→ Hϕ,Γ(f)(t) := PHUtf , intertwines π and π˜.
Proof. (i) For f ∈ Hϕ, h ∈ H and t ∈ R put (V˜hf)(x) := ρ(h)f(α−1h x) and (U˜tf)(x) := f(x + t).
We recall from Example C.2 that Hϕ contains the total subset of functions of the form U˜tϕv,
t ∈ R, v ∈ H, satisfying
〈U˜tϕv, U˜sϕw〉 = 〈ϕ(t − s)v, w〉.
We have
(V˜hU˜tϕv)(x) = ρ(h)ϕ
(
α−1h x+ t
)
v = ϕ
(
x+ αht
)
ρ(h)v = (U˜αhtϕρ(h)v)(x) = (U˜αhtV˜hϕv)(x),
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which implies already that V˜ and U˜ combine to a representation of G on the space C(R,H).
Unitarity of V˜ follows from [Ne00, Prop. II.4.3] via ϕ(αht) = ρ(h)ϕ(t)ρ(h)
−1, or directly from
〈V˜hU˜tϕv, U˜sϕw〉 = 〈U˜αhtϕρ(h)v, U˜sϕw〉 = 〈ϕ
(
αht− s
)
ρ(h)v, w〉
= 〈ρ(h)ϕ(t− α−1h s)v, w〉 = 〈ϕ(t− α−1h s)v, ρ(h)−1w〉
= 〈U˜tϕv, U˜α−1h sϕρ(h)
−1w〉 = 〈U˜tϕv, V˜ −1h U˜sϕw〉.
To verify reflection positivity, we recall from Section 4 that E0 = span{ϕv : v ∈ H} and E+ is
generated by U˜tE0, t > 0. Since V˜ preserves E0 and normalizes U˜ , it also preserves E+. Therefore
the representation π of G is reflection positive.
(ii) Put (Vhf)(x) := f(αhx). First we observe that VhUt = UαhtVh for h ∈ H, t ∈ R and that
Vh preserves the subspace E0 ∼= H of constant functions. This implies that VhE+ = E+ for every
h ∈ H . Hence (ii) follows from Lemma 5.4.
(iii) From (19) we obtain ρ(h)Aρ(h)−1 = αhA and therefore
ρ(h)−1Q(α−1h x)ρ(h) = α
−1
h A
(
α−2h A
2 + α−2h x
2
)−1
= αhQ(x) .
This implies that the projection
PH : E → H, PHf =
∫
R
Q(x)f(x) dx
satisfies
PHVhf =
∫
R
Q(x)ρ(h)f(αhx) dx = α
−1
h
∫
R
Q(α−1h x)ρ(h)f(x) dx = ρ(h)
∫
R
Q(x)f(x) dx = ρ(h)PHf.
Therefore the unitary isomorphism Γ satisfies
Γ(Vhf)(t) = PHUtVhf = PHVhUα−1h tf = ρ(h)PHUα−1h tf = ρ(h)Γ(f)(α
−1
h t).
This means Γ intertwines the representations on E and Hϕ, respectively.
5.3 The ax+ b-group
A special example of the setting discuss above is the ax+ b-group G = R ⋊α R
×
+, where αax = ax
and H = (R×+, ·) ∼= R. The subset S := R+ ⋊ R×+ ⊆ G is an open ♯-invariant subsemigroup w.r.t.
τG(x, a) = (−x, a).
For every s > 0, the measure dµs(y) := y
s−1 dy on [0,∞[ is tempered and has the Laplace
transform
L(µs)(x) = Γ(s)
xs
for x > 0.
This function is locally integrable for 0 < s < 1, so that, in this case, D(x) := |x|−s defines
a reflection positive distribution (Theorem A.6). Proposition A.8 further implies that, for every
s > 0, L(µs) possesses an extension to a reflection positive distribution on R.
On H := L2(R+, µs) we consider the contraction semigroup
(Ctf)(x) = e
−txf(x) (20)
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and the unitary representation of R×+, given by
(ρaf)(x) = a
s/2f(ax).
It satisfies ρaCtρ
−1
a = Cat. The corresponding unitary representation of G
c ∼= G on H is given by
(πcs(t, a)f)(x) = e
itxas/2f(ax) (21)
(cf. Lemma 5.5).
It is easy to see that the representations πcs are irreducible and pairwise equivalent. Up to
equivalence, it is the unique infinite-dimensional irreducible unitary representations of G satisfying
the positivity condition −idπcs(1, 0) ≥ 0. This condition is necessary for the existence of a euclidean
realization (π, E) for which the one-parameter group Ut := π(t, 1) is reflection positive.
We now discuss some natural euclidean realizations of the representations (πcs,H) of Gc.
Example 5.6. The most natural source for reflection positive representations is the representation
(π(t, a)f)(x) := e−itx
√
af(ax)
of G on E := L2(R). It decomposes into the two irreducible subrepresentations on L2(R+) and
L2(R−). For θ(f)(x) := f(−x) we now describe reflection positive distribution vectors which are
semi-invariant for H ∼= R×+. In view of Lemma D.7, the distribution vectors for the one-parameter
group Ut := π(t, 1) can be identified with measurable functions h : R→ C for which (1+ x2)−Nh is
square integrable for some N ∈ N. The requirement of θ-invariance and H-semi-invariance implies
that such a distribution vector is of the form
hs(x) := |x|s−
1
2 for some s ∈ C.
Local integrability of |hs(s)|2 = |x|2Re s−1 is equivalent to Re s > 0, and then hs represents a
distribution vector. The corresponding distribution on R is given by
Ds(ϕ) := 〈hs, π−∞(ϕ)hs〉 =
∫
R
|hs(x)|2ϕ̂(x) dx =
∫
R
|x|2s−1ϕ̂(x) dx.
It is the Fourier transform of the function |x|2s−1. For, 0 < s < 12 , it follows from [Schw73,
Ex. VII.7.13] that it is given by
F(|x|2s−1) = π 1−4s2 Γ
(
1
4 + s
)
Γ
(
1
2 − s
) |x|−2s.
Since the map C+ → S ′(R), s 7→ |x|2s−1 is weakly holomorphic, it follows by analytic extension
that the above formula describes the restriction to R+ for every s > 0. The holomorphic function
Γ
(
1
2 − s
)−1
has simple zeros in 12 +N0, hence changes sign in these points. Therefore F(|x|2s−1) is
reflection positive if and only if
s ∈
]
0,
1
2
]
∪
[3
2
,
5
2
]
∪
[7
2
,
9
2
]
∪ . . .
Its restriction to R+ vanishes for s ∈ 12 +N0. We thus obtain a complete description of the H-semi-
invariant reflection positive distribution vectors in L2(R)−∞.
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Example 5.7. For the dilation space of (C,H = L2(R+, µs)) (see (20)), we obtain
E = L2(R× R+, ζ) with dζ(x, y) = 1
π
y
x2 + y2
dx
dy
y1−s
=
1
π
ys
x2 + y2
dx dy
and the involution θ given by (θf)(x, y) = f(−x, y) and E0 ∼= Ê ∼= L2(R+, µs). By Lemma 5.5, we
have a canonical representation of G on this space given by
(π(t, a)f)(x, y) = e−itxas/2f(ax, ay).
It is reflection positive with respect to E+ = E[0,∞[ and (G,S, τG). Hence π is reflection positive
and Lemma 5.4 shows that the corresponding representation of Gc ∼= G is equivalent to πcs.
Let ν := pr∗ ζ be the image of ζ under the projection pr(x, y) = x onto the first factor. It has
the density
Θ(x) =
1
π
∫ ∞
0
ys
x2 + y2
dy
which has finite values if and only if s < 1. If this is the case, then
Θ(λx) =
1
π
∫ ∞
0
ys
λ2x2 + y2
dy =
1
πλ2
∫ ∞
0
ys
x2 + (λ−1y)2
dy =
1
πλ
∫ ∞
0
λsys
x2 + y2
dy
=
λs−1
π
∫ ∞
0
ys
x2 + y2
dy = λs−1Θ(x).
Hence Θ(x) = c|x|s−1 for some c > 0, and this measure is tempered. Therefore 1 is a distribution
vector for the additive subgroup and the corresponding distribution is the Fourier transform of Θ,
which leads to the distribution Ds/2 from above. We conclude that, for 0 < s < 1, the distribution
vector 1 generates a reflection positive subrepresentation F ∼= L2(R).
Proposition 5.8. Every unitary representation (πc,H) of G with −idπc(1, 0) ≥ 0 has a euclidean
realization.
Proof. Since every unitary representation of G is of type I and, up to equivalence, πc1 is the only
irreducible representation which is non-trivial on N := R ⋊ {1} and satisfying −idπc1(1, 0) ≥ 0,
it follows that H = H0 ⊕ H1, where N acts trivially on H0 and the representation on H1 is
a multiple L2(R+, µ1)⊗̂M of πc1 from (21) above. The representation on H0 has the obvious
euclidean realization with E = Ê = H0. Therefore it only remains to recall from Example 5.7 that
the representation πc1 on L
2(R+, µ1) has a euclidean realization.
Remark 5.9. In algebraic QFT, reflection positivity for the ax+b-group shows up in a very natural
way. Here the action of the multiplicative group R×+ corresponds to the modular automorphism
group (∆it)t∈R of a von Neumann algebra M ⊆ B(H) and the action of the translation group
is given by a unitary one-parameter group (Ut)t∈R satisfying UtMU∗t ⊆ M for t ≥ 0 (cf. [Bo92,
Thm.II.9]). These situations are used in [Bo92] to show that every theory of local observables in two
dimensions which is covariant under translations can be embedded into a theory of local observables
covariant under the whole Poincare´ group.
5.4 From Poincare´ group to the euclidean group
In this subsection we demonstrate that the dilation construction from Section 4 can be used to
obtain euclidean realizations of the unitary representations of the Poincare´ group corresponding to
so-called generalized free fields, resp., to invariant measures on the future light cone.
We start with a description of the Lorentz invariant measures on V+.
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Definition 5.10. For m ≥ 0 or d > 1, we define a Borel measure µm on
Hm := {p ∈ Rd : p20 − p2 = m2, p0 > 0} ⊆ V+ = {p = (p0,p) ∈ Rd : p0 ≥ 0, [p, p] = p20 − p2 ≥ 0}
by ∫
Rd
f(p) dµm(p) =
∫
Rd−1
f(
√
m2 + p2,p)
dp√
m2 + p2
(cf. [RS75, Ch. IX], [vD09, Lemma 9.1.2/3]). These measures are invariant under the Lorentz group
L↑ and every Lorentz invariant measure µ on V+ is of the form
µ = cδ0 +
∫ ∞
0
µm dρ(m), (22)
where c ≥ 0 and ρ is a Borel measure on [0,∞[ (with ρ({0}) = 0 for d = 1) whose restriction to R+
is a Radon measure (Theorem B.1).
Remark 5.11. For d = 1, we have Hm = {m} for m > 0 and H0 = ∅. Therefore µ0 does not make
sense. For m > 0, we have µm =
1
mδm, where δm is the Dirac measure in m.
For d = 2, the measure µ0 defined by∫
R2
f(p) dµ0(p) =
∫
R
f(|p|,p)dp|p| ,
is singular in 0, but every f ∈ S(R2) with f(0) = 0 is integrable (cf. [GJ81, p. 103]). In particular,
this measure does not define a distribution.
Example 5.12. (Free fields) For the free scalar field of mass m and spin s = 0 on Rd (with m > 0
or d > 1), the corresponding one-particle Hilbert space is H := L2(Rd, µm) (cf. [GJ81, p. 103]).
Here the time translation semigroup Ct acts by the contractions
(Ctf)(p) = e
−tp0f(p).
In this case the dilation construction from Section 4 leads to the space E = L2(Rd+1, ζ) and the
projection ν = pr∗ ζ to R
d under pr(p0, x,p) = (p0,p) is given by
dνm(p0,p) =
1
π
√
m2 + p2
m2 + p2 + p20
dp0
1√
m2 + p2
dp =
1
π
1
m2 + p2
dp.
Since all elements of L2(Rd, µm) can be represented by functions not depending on p0, we obtain a
unitary isomorphism
pr∗ : L2(Rd, νm)→ E .
The measure νm is finite if and only if d = 1 and m > 0. It is tempered if and only if d > 2 or
m > 0.
Here the remarkable point is that the measure νm on R
d is rotation invariant, so that dilation
with respect to the semigroup C leads us directly from the irreducible representation πc of the
Poincare´ group on L2(Rd, µm) to a representation of the euclidean motion group Mot(R
d) on E ∼=
L2(Rd, νm).
The preceding examples are the building blocks in a more general picture:
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Example 5.13. (Generalized free fields) Let µ be a Lorentz invariant Radon measure as in (22) on
the forward light cone V+ ⊆ Rd with c = µ({0}) = 0. Then we have a natural unitary representation
of the Poincare´ group Gc := Rd ⋊ L↑ on
H := L2(V+, µ) by (πc(x, g)f)(p) := e−ixpf(g−1p).
Analytic continuation of the time-translation group leads to the contraction semigroup
(Ctf)(p) = e
−tp0f(p),
and the dilation construction produces the Hilbert space
E = L2(X, ζ), where X := R× V+ and dζ(x, p) = 1
π
p0
p20 + x
2
dx dµ(p).
We consider the unitary representation π of Rd on E , given by(
π(x0,x)f
)
(t, p0,p) = e
−i(x0t+xp)f(t, p0,p).
The constant function 1 on X is a distribution vector for π if and only if the projected measure
ν = pr∗ ζ, where pr(x, p0,p) = (x,p), it tempered. Then the corresponding distribution is D = ν̂
(Lemma D.7). To make this requirement more explicit, we use (22) to obtain
ν = Θ · dp with Θ(p) = 1
π
∫ ∞
0
1
m2 + p2
dρ(m),
where we have used Example 5.12 to see that µm contributes the function Θm(p) =
1
π
1
m2+p2 to
the density Θ. The measure ν has a non-zero L2-space if and only if Θ(p) is finite for non-zero
p (Lemma A.1). Proposition A.3 now provides a characterization of the measures ρ for which the
measure ν is tempered. For d > 2, this is always the case if Θ is finite, and only for d = 1, 2,
additional conditions on the behavior of ρ near 0 are required.
Let us assume that these conditions are satisfied, so that ν is tempered. Then the corresponding
distribution D = ν̂ is reflection positive by Proposition A.4. Let F ⊆ E denote the closure of
the subspace π(C∞c (R
d))1 and F+ ⊆ F the closure of π(C∞c (Rd+))1. Proposition 4.2 now yields
F+ ⊆ E+, in particular, F+ is θ-positive, which provides a second argument for the reflection
positivity of ν̂. We also obtain that
F0 = Fθ+ ⊆ Eθ+ = E0.
Therefore F0 consists of function in E0 that are independent of p0. This is precisely the L2-space of
the projected measure µ˜ := pr∗ µ on R
d−1 for pr(x,p) = p. Since µ coincides with the image of ζ
under the projection (x, p0,p) 7→ (p0,p), we see that the image ν˜ of ν under the projection (x,p) 7→
p coincides with µ˜ (cf. Remark B.2). According to Theorem B.1, L2(Rd−1, µ˜) = L2(Rd−1, ν˜) is non-
zero if and only if the measure µ˜ is tempered. This happens if and only if µ is tempered, and, in
addition, ∫ ∞
1
1
m
dρ(m) <∞.
Then 1 is a distribution vector for the representation of Rd−1 on F ⊆ E , and the corresponding
cyclic subspace coincides with F0 ∼= L2(Rd−1, µ˜).
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Table 1: Regularity properties of the measures
Θ <∞ ν temp. µ temp. µ˜ = ν˜ temp.∫∞
0
dρ(m)
1+m2 <∞
∫∞
0
dρ(m)
1+m2 <∞ ρ temp.
∫∞
0
dρ(m)
1+m <∞∫ 1
0
dρ(m)
m <∞; d = 1
∫ 1
0
dρ(m)
m <∞; d = 1∫ 1
0
ln
(
1
m
)
dρ(m) <∞; d = 2 ∫ 1
0
ln
(
1
m
)
dρ(m) <∞; d = 2
Assume that µ˜ is tempered. Then Ê ∼= L2(Rd, µ) contains the subspace Ê0 ∼= L2(Rd−1, µ˜) of
functions not depending on p0 (where p = (p0,p) ∈ Rd are as before) and the canonical map
E0 → Ê0 is unitary. In the corresponding dilation space L2(Rd+1, ζ), E0 ∼= Ê0 can be identified
with the subspace of functions not depending on the first two coordinates. Accordingly, the “time
zero-subspace” is the same on the euclidean and the Minkowski side.
Since 1 is a distribution vector for Rd−1 generating E0 and it is a distribution vector for Rd
generating E , it follows that E0 is a cyclic subspace of E . Accordingly, Ê0 is Û -cyclic in Ê .
We want to determine the corresponding positive definite operator-valued function
ϕ : R→ B(E0), ϕ(t) = P0UtP ∗0 ,
where P0 : E → E0 is the orthogonal projection. This function is determined by the relation
〈ϕ(t)f, g〉 = 〈Utf, g〉 for f, g ∈ E0.
This leads to
〈ϕ(t)f, g〉 =
∫
Rd
e−itx0f(x)g(x) Θ(x0,x) dx0 dx =
∫
Rd−1
f(x)g(x)
∫
R
e−itx0Θ(x0,x) dx0 dx
=
∫
Rd−1
f(x)g(x)Θt(x) dx =
∫
Rd−1
f(x)g(x)
Θt(x)
Θ0(x)
dν˜(x),
where
Θt(x) =
∫
R
e−itx0Θ(x0,x) dx0 =
1
π
∫ ∞
0
∫
R
e−itx0
λ
λ2 + x2 + x20
dx0 dρ(λ)
=
∫ ∞
0
λ√
λ2 + x2
e−|t|
√
λ2+x2 dρ(λ).
Note also that
Θt(x) ≤ Θ0(x) =
∫ ∞
0
λ√
λ2 + x2
dρ(λ).
We conclude that ϕ(t) ∈ B(E0) is given by multiplication with the function Θt/Θ0. These functions
are bounded with 0 ≤ Θt/Θ0 ≤ 1.
For the subspace Ê0 ⊆ Ê and f, g ∈ E0, the relation
〈Ûtf̂ , ĝ〉 = 〈θUtf, g〉 = 〈Utf, g〉 = 〈ϕ(t)f, g〉 = 〈ϕ(t)f̂ , ĝ〉
implies that ϕ|R+ is the positive definite function on R+ corresponding to the cyclic subspace Ê0 ⊆ Ê .
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Example 5.14. For the special case where ρ = δm and m > 0 or d > 2, we have
Θt(x) =
m√
m2 + x2
e−|t|
√
m2+x2 and
Θt(x)
Θ0(x)
= e−|t|
√
m2+x2
is multiplicative for t ≥ 0. This corresponds to the fact that q(E0) = Ê in this case, which in turn
is due to the fact that the inclusion L2(Rd−1, µ˜m) →֒ L2(Rd, µm) is surjective.
This has the interesting consequence that, if we consider elements of Ê as functions
f : R+ × Rd−1 → C
as in the preceding example, we have
f(t,p) = (Ûtf)(0,p) = e
−t
√
m2+p2f(0,p). (23)
This in turn leads by analytic continuation to
f(it,p) = (U ct f)(0,p) = e
it
√
m2+p2f(0,p). (24)
These formulas provide rather conceptual direct arguments for formulas like [GJ81, Prop. 6.2.5].
Remark 5.15. A unitary representation (π,H) of the Poincare´ group is said to be of positive energy
if the spectrum of the time translation group is non-negative. In view of the covariance with respect
to L↑, this is equivalent to the spectral measure of π|Rd to be supported in the closed forward light
cone V+ because this is the set of all orbits of L
↑ on which the function p0 is non-negative.
If such a representation is multiplicity free on Rd, then H = L2(V+, µ) for a measure µ on V+
which is quasi-invariant under L↑. Since the action of L↑ on V+ has a measurable cross section
and every orbit carries an invariant measure, the measure µ can be chosen L↑-invariant. The
representation π is irreducible if and only if the measure µ is ergodic, i.e., µ = µm for some m ≥ 0
(with m > 0 for d = 1) or µ = δ0 (the Dirac measure in 0).
For all the multiplicity free representations (πc, L2(V+), µ), Example 5.13 provides a euclidean
realization in the dilation space E = L2(X, ζ), as far as the representation of the subgroup
Rd ⋊ Od−1(R) is concerned. Note that the subspace E0 ⊆ E is invariant under the subgroup
(Gc)τ ∼= Rd−1 ⋊Od−1(R), which also implies the invariance of E+ under this group.
A euclidean realization for the full group is obtained in Example 5.12 for irreducible representa-
tions, i.e., µ = µm. In the general case we assume that ν is tempered. Then the following theorem
is the bridge between the reflection positive representation of Mot(Rd) on F ∼= L2(Rd, ν) and the
representation πc of the Poincare´ group on F̂ ∼= L2(Rd, µ).
Theorem 5.16. If ν is tempered, then 1 ∈ E−∞ is a reflection positive distribution vector for the
action π of Rd. Accordingly, we obtain a reflection positive representation of Rd on the subspace
F ⊆ E generated by π−∞(C∞c (Rd))1. The corresponding reflection positive distribution ν̂ on Rd is
rotation invariant, so that F carries a reflection positive representation of Mot(Rd) for which F0
and F+ are invariant under H := Mot(Rd)τ ∼= Rd−1 ⋊Od−1(R).
Moreover, F̂ ∼= L2(V+, µ), q : F+ → F̂ is H-equivariant and π̂(t, 0) = πc(t,0,1) for the natural
representation πc of the Poincare´ group Rd ⋊ L↑ on F̂ .
Proof. We have already seen that 1 ∈ E−∞ is equivalent to ν being tempered. To determine
the corresponding space F̂ , we have to take a closer look at the corresponding reflection positive
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distribution D = ν̂ for (Rd,Rd+, θ). In view of [NO12, Prop. 2.12], we have to write D|Rd+ as a
Fourier–Laplace transform FL(γ) of a measure γ on [0,∞[×Rd−1 to obtain F̂ ∼= L2(Rd, γ).
This is done by verifying FL(µ) = ν̂|Rd
+
. First we observe that the temperedness of µ implies
that
FL(µ)(x) :=
∫
V+
e−x0p0eixp dµ(p)
exists pointwise and defines an analytic function on Rd+. Here the main point is that, on V+ we
have ‖p‖2 = p20 + p2 ≤ 2p20 (cf. [NO12, Ex. 4.12]). We have
FL(µ)(x) =
∫
V+
e−x0p0eixp dµ(p) =
∫ ∞
0
∫
Rd−1
e−x0p0eixp dµ(p0,p)
=
∫ ∞
0
∫
Rd−1
1
π
∫
R
eitx0
p0
p20 + t
2
dt eixp dµ(p0,p) =
∫
R×Rd
ei(tx0+xp) dζ(t, p0,p)
=
∫
Rd
ei(tx0+xp) dν(t,p) = ν̂(x).
If µ is infinite, then the triple integral only exists as an iterated integral in the correct order, not
in the sense that the integrand is Lebesgue integrable. One can repair this problem by integrating
against a test function on Rd+, and then the above calculation show that FL(µ) coincides with ν̂
on Rd+ as a distribution.
5.5 The conformally invariant case
In this section we study the special case where the measure µ on V+ is semi-invariant under homoth-
eties. This turns out to provide a bridge to the complementary series representations of O1,d+1(R)+
studied in [NO12] because the representation of Mot(Rd) on L2(Rd, ν) extends to the conformal
group (cf. Theorem 5.19).
Lemma 5.17. An L↑-invariant measure µ =
∫∞
0
µm dρ(m) on V+ is semi-invariant under homo-
theties if and only if ρ(m) = ms−1 dm for some s ∈ R.
If this is the case, then ρ is tempered if and only if s > 0 and µ is tempered if, for d = 1, we
have s > 1.
For d > 1, the measure µ˜ on Rd−1 is tempered if and only if s > 1. For d = 1 the measure µ is
never finite.
Proof. Let ha(p) := ap for a ∈ R+. We first claim that
(ha)∗µm = a2−dµam for a > 0,m ≥ 0.
This follows from∫
Rd
f(p) d((ha)∗µm)(p) =
∫
Rd
f(ap) dµm(p) =
∫
Rd−1
f(a
√
m2 + p2, ap)
dp√
m2 + p2
=
∫
Rd−1
f(
√
a2m2 + (ap)2, ap)
dp√
m2 + p2
= a1−d
∫
Rd−1
f(
√
a2m2 + p2,p)
dp√
m2 + p2/a2
= a2−d
∫
Rd−1
f(
√
a2m2 + p2,p)
dp√
(am)2 + p2
= a2−d
∫
Rd
f(p) dµam(p).
37
This leads to
(ha)∗µ =
∫ ∞
0
µama
2−d dρ(m) =
∫ ∞
0
µma
2−d d((ha)∗ρ)(m) = a2−d
∫ ∞
0
µm d((ha)∗ρ)(m).
Since ρ is determined uniquely by µ, it follows that µ is semi-invariant under the maps ha if and
only if ρ has the corresponding property, and this means that dρ(m) = ms−1 dm for some s ∈ R.
Then (ha)∗ρ = a−sρ, so that (ha)∗µ = a2−d−sµ.
According to Theorem B.1(a), µ is tempered if and only if ρ is tempered and satisfies, for
d = 1, 2, the additional conditions (C2/3). Clearly, ρ is tempered if and only if s > 0. For d = 1, we
find the additional condition
∫ 1
0 m
s−2 dm < ∞, which is equivalent to s > 1. For d = 2, condition
(C3) reads
∞ >
∫ 1
0
ln(m−1)ms−1 dm =
∫ ∞
0
ln(ex)e(1−s)xe−x dx =
∫ ∞
0
xe−sx dx,
which is satisfied for s > 0.
For d > 1, the corresponding measure µ˜ on Rd−1 is tempered if and only if µ is tempered and∫∞
1
1
mm
s−1 dm =
∫∞
1 m
s−2 dm is finite (Theorem B.1(b)), which is equivalent to s < 1.
For d = 1, we have µm = m
−1δm, so that dµ(p) =
∫∞
0 m
s−2 dm, and this measure is never
finite.
¿From now on we write dρs(m) = m
s−1 dm. The measure µ is also semi-invariant under homo-
theties, so that we can expect the corresponding representation of the Poincare´ group to extend to
the conformal group SO2,d(R) of Minkowski space.
Lemma 5.18. The measure ν = Θ · dp is tempered if and only if 0 < s < 2 for d > 1 and, if
0 < s < 1 for d = 1. In this case Θ is a multiple of ‖p‖s−2 and the Fourier transform ν̂ is a positive
multiple of ‖x‖−d+2−s.
Proof. The integral
∫∞
0
ms−1
1+m2 dm is finite if and only if 0 < s < 2. In this case Θs(p) :=∫∞
0
ms−1
m2+p2 dm is finite and a direct calculation shows that it is a positive multiple of ‖p‖s−2.
The function ‖p‖s−2 on Rd is locally integrable if and only if s > 2−d and then ν is a tempered
measure. Only for d = 1, we obtain the additional restriction s > 1.
For 0 < s < d, it follows from [Schw73, Ex. VII.7.13] that
F(‖x‖−s) = πs−d/2Γ
(
d−s
2
)
Γ
(
s
2
) ‖x‖s−d.
We conclude that, for 0 < s < 2, the Fourier transform Ds of the measure dν(p) ∼ dp‖p‖2−s is a
positive multiple of 1‖x‖d−2+s .
The preceding lemma implies in particular that the distribution 1‖x‖a is reflection positive for
d − 2 < a < d, which has been obtained in [NO12, Prop. 6.1] by other means. This connection is
made more precise in the following theorem:
Theorem 5.19. For 0 < s < 2, resp., 1 < s < 2 for d = 1, the following assertions hold:
(i) The canonical representation of the conformal motion group Rd ⋊ (Od(R) × R×+) on E :=
L2(Rd, ν) ∼= HD for D(x) = ‖x‖−d+2−s extends to a complementary series representation
of the orthochronous euclidean conformal O1,d+1(R)+.
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(ii) The corresponding representation of the conformal Poincare´ group Rd⋊(L↑×R×+) is irreducible
and extends to a representation of a covering of the relativistic conformal group SO2,d(R)0.
Proof. (i) From Lemma 5.18 we know that E := L2(Rd, ν) can be identified naturally with the
Hilbert space HD obtained by completion of C∞c (Rd) with respect to the scalar product
〈ϕ, ψ〉s :=
∫
Rd
∫
Rd
ϕ(x)ψ(y)
‖x− y‖d−2+s dx dy.
Now [NO12, Prop. 6.1] (and the proof of Lemma 5.5 in [NO12]) implies that the representation
of Mot(Rd) in this space extends to an irreducible complementary series representation of the
conformal group O1,d+1(R)+.
(ii) The irreducibility of the representation πc follows from the transitivity of the action of R×+L
↑
on the open light cone V+. To see that this representation extends to SO2,d(R)0, we can use the fact
that the representation π of the conformal group G is reflection positive with respect to the open
subsemigroup of strict compressions of the open half space Rd+ in the conformal compactification S
d.
As explained in [JOl00, §§6,10], see also [HN93], [JOl98], the reflection positivity and the Lu¨scher–
Mack Theorem now provides an irreducible representation of the simply connected c-dual group Gc
on Ê .
5.6 The Heisenberg group
In this subsection we apply the dilation process to the Heisenberg group. Let G = Heis(R2, ω) be
the 3-dimensional Heisenberg group. We fix basis vectors P,Q,Z of its Lie algebra g satisfying the
relations
[P,Q] = Z, [P,Z] = [Q,Z] = 0.
We consider the involution τ on g defined by
τ(Q) = Q, τ(P ) = −P and τ(Z) = −Z.
The map Q 7→ Q, P 7→ iP and Z 7→ iZ defines a Lie algebra isomorphism g → gc. We therefore
identify G and Gc in the following.
Denote by π = π1 the Schro¨dinger representation of G acting on H := L2(R). It is determined
by
(dπ1(Q)f)(x) = ixf(x), (dπ1(P )f)(x) = f
′(x), (dπ1(Z)f)(x) = if(x).
For λ ∈ R×, we define the automorphisms γλ ∈ Aut(G) ∼= Aut(g) of G specified on g by
γλ(Q) := Q, γλ(P ) := λP, γλ(Z) := λZ
and obtain a twisted Schro¨dinger representation πλ := π1 ◦ γλ on L2(R), where
(dπλ(Q)f)(x) = ixf(x), (dπλ(P )f)(x) = λf
′(x), (dπλ(Z)f)(x) = iλf(x).
We also obtain for λ = 0 a representation π0 of G on L
2(R) for which dπ0(P ) = dπ0(Z) = 0, so
that it is not irreducible.
Consider the contraction semigroup Ctf = e
−tf on H = L2(R). We thus obtain the dilation
Hilbert space
E = L2(R, µ;H) ∼= L2(R, µ)⊗̂H, where dµ(x) = 1
π
dx
1 + x2
.
39
Then E0 ≃ H, the space of constant functions, and E+ = E[0,∞[ (Proposition 4.2). Define a
representation π of G on E by
(π(g)f)(x) = π−x(g)f(x),
so that
(π(exp tZ)f)(x) = e−itxf(x) and (π(exp tQ)f)(x, y) = eityf(x, y).
The canonical subspace E+ is θ-positive and invariant under the semigroup π(expR+Z), actually it is
generated by π(exp tZ)E0, t > 0. As Q commutes with Z, the invariance of E0 under Gτ = exp(RQ)
further implies the invariance of E+ under Gτ .
On the space Ê ∼= L2(R) we have the unitary representation πc := π1 of Gc ∼= G. This
representation is compatible with π(exp tZ )̂ = Ct = e
−t for t ≥ 0, and the map q : E+ → Ê is also
equivariant with respect to Gτ which commutes with θ.
For X := pP + zZ ∈ g−τ with p 6= 0, we have Spec(−idπc(X)) = R, so that we cannot
expect that π(exp(tX)) is reflection positive with respect to (E , E+, θ). Therefore π is not reflection
positive with respect to (G,S, τ) for an open subsemigroup S of G. However, we can exhibit a
dense subspace S+ ⊆ E+, invariant under dπ(g), so that
q ◦ (dπ(X)− idπ(Y ))|S+ = dπc(X + iY )|q(S+) for τ(X) = X, τ(Y ) = −Y. (25)
Before considering the the action of the one-parameter group exp(RP ), let us prove the following
lemma that will again be used in the next section.
Lemma 5.20. Let
S(R)+ := {f ∈ S(R) : f̂ |R+ = 0} and S+ := S(R)+ ⊗ S(R) ⊆ E+.
Then S+ is dense in E+. Let (Tf)(x, y) := ixf(x, y) for f ∈ S+. Then P0(Tf) = P0(f) for all
f ∈ S+ and the orthogonal projection P0 : E → E0 ∼= H.
Proof. It is clear that S+ is dense in E+ and that T preserves S+. From (10) in Section 4, we recall
that
(P0f)(y) =
1
π
∫
R
1
1 + x2
f(x, y) dx for f ∈ E .
Hence the following holds for f ∈ S+:
P0(Tf)(y) =
1
π
∫
R
ix
1 + x2
f(x, y) dx =
1
π
∫
R
1
1 + x2
f(x, y) dx− 1
π
∫
R
1− ix
1 + x2
f(x, y) dx
= (P0f)(y)− 1
π
∫
R
1
1 + ix
f(x, y) dx .
For any ϕ ∈ S(R)+, the Fourier transform of Φ(x) := ϕ(x)1+ix is the convolution of ϕ̂ with the Fourier
transform of
(1 + ix)−1 =
∫ ∞
0
e−(1+ix)t dt =
∫ ∞
0
e−itxte−t dt
which vanishes on R+. Therefore Φ̂ vanishes on R+, which in particular leads to 0 = Φ̂(0) =∫
R
Φ(x) dx. This proves our assertion.
40
The one-parameter group exp(RP ) acts on E by
(π(exp tP )f)(x, y) = f(x, y − tx) .
Hence E+ is not invariant under exp(R+P ) or exp(R−P ), but for f ∈ S+, it follows from Lemma
5.20 that the infinitesimal generator
(dπ(P )f)(x, y) = −x∂f
∂y
(x, y)
maps S+ into itself and by Lemma 5.20 we get
−iP0(dπ(P )f) = dπ1(P )f for f ∈ S+ .
This proves that the restriction of dπ(g) to S+ satisfies (25), which means that the reflection positive
representation π of G on (E , E+, θ) is a euclidean realization of the Schro¨dinger representation
(π1,H). This is a minimal euclidean realization for which πZ(t) = π(exp(tZ)) is a reflection
positive one-parameter group because the Lax–Phillips Theorem leads to the requirement that
Spec(idπ(Z)) = R. This can only happen for direct integrals of the representations πλ, λ ∈ R×,
with full support.
Composing with γλ, λ > 0, we likewise obtain euclidean realizations of πλ, λ > 0. We thus
obtain the following analog of Proposition 5.8 for the Heisenberg group:
Proposition 5.21. Every unitary representation (πc,H) of G = Heis(R2, ω) with −idπc(Z) ≥ 0
has a euclidean realization.
Remark 5.22. In this remark we show that the representations of the Heisenberg group obtained
by an outgoing realization of a reflection positive one-parameter group do not lead to non-trivial
reflection positive representations.
Let (Ut)t∈R be a reflection positive one-parameter group on (E , E+, θ) for which Efix = {0}, so
that, by the Lax–Phillips Theorem, we obtain an equivalence to E ∼= L2(R,M), E+ ∼= L2(R+,M)
with (Utf)(x) = f(x− t).
We then have another unitary one-parameter group
(Vsf)(x) := e
−isxf(x)
on E , combining with U to a unitary representation of the 3-dimensional Heisenberg group G :=
Heis(R2) because we have
UtVs = e
istVsUt. (26)
Although V leaves the subspace E+ invariant, we cannot expect it to be compatible with the
involution θ which satisfies θUtθ = U−t. More concretely, we have
θ̂f(y) = m(y)f̂(−y),
where m : R→ U(M) satisfies m(−y) = m(y)−1 = m(y)∗.
Let P and Q denote the infinitesimal generators of U and V in g = L(G) and Z = [P,Q].
Suppose that τ is an involution on G with τ(P ) = −P and τ(Z) = Z. Then τ induces − id modulo
RZ, so that
τ(Q) = −Q+ cZ for some c ∈ R,
and this leads to
θVsθ = e
iscV−s.
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More concretely, we obtain
θ̂Vsθf(y) = m(y)V̂sθf(−y) = m(y)θ̂f(s− y) = m(y)m(s− y)f̂(y − s) = m(y)m(s− y)V̂−sf(y),
and thus m(y)m(s− y) = eisc, which for y = 0 leads to
m(s) = m(0)−1eisc = eiscm(0).
Therefore the inverse Fourier transform of m is the Dirac measure
F−1(m) = m(0)δ−c,
hence positive definite on R+ if and only if it vanishes on R+, and this is the case for c ≥ 0. In any
case we obtain Ê = {0} if E+ is θ-positive.
A Rotation invariant reflection positive measures on Rd
In this section we take a closer look at rotation invariant tempered measures ν on Rd which are
reflection positive in the sense that their Fourier transform ν̂ is a reflection positive distribution
w.r.t. (Rd,Rd+, θ), where θ(x0,x) = (−x0,x). In Euclidean Quantum Field Theories, the Fourier
transforms of these measures are the Schwinger distributions S2(x, y) = ν̂(x − y) describing the
euclidean 2-point “functions” (cf. [GJ81, p. 91]).
The following lemma will be useful in our discussion of examples.
Lemma A.1. For a non-zero positive Borel measure ρ on [0,∞[, we consider the rotation invariant
measure dν(x) := Θ(x)dx on Rd with the density Θ(x) :=
∫∞
0
1
y2+x2 dρ(y). Then the following are
equivalent:
(i) There exists a non-zero x ∈ Rd with Θ(x) <∞.
(ii) Θ(x) <∞ for every non-zero x ∈ Rd.
(iii) L2(Rd, ν) 6= {0}.
(iv)
∫∞
0
dρ(y)
1+y2 <∞. This implies that ρ is tempered.
If these conditions are satisfied, then the following assertions hold:
(a) lim‖x‖→∞Θ(x)x2 = ρ([0,∞[) > 0.
(b) L2(Rd, ν) contains a non-zero polynomial if and only if d = 1 and ν is finite, and then every
polynomial in L2(Rd, ν) is constant. We have ν(R) = π
∫∞
0
dρ(y)
y .
Proof. The equivalence of (i)-(iv) is easy to see. Suppose that these conditions are satisfied.
(a) follows from
lim
x→∞
Θ(x)x2 = lim
x→∞
∫ ∞
0
x2
y2 + x2
dρ(y) =
∫ ∞
0
dρ(y) > 0.
(b) Let f =
∑N
j=0 fj : R
d → C be a polynomial of degree N , where the fj are homogeneous of
degree j. For a suitably normalized measure σ on the sphere Sd−1, we have the integral formula∫
Rd
F (x) dx =
∫ ∞
0
∫
Sd−1
F (rx) dσ(x) rd−1 dr,
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so that ∫
Rd
F (x) dν(x) =
∫ ∞
0
∫
Sd−1
F (rx) dσ(x)Θ(r)rd−1 dr.
The function |f |2 is a polynomial of degree 2N , and this implies that h(r) := ∫
Sd−1
|f(rx)|2 dσ(x)
also is a polynomial of degree 2N . If∫
Rd
|f(x)|2 dν(x) =
∫ ∞
0
h(r)Θ(r)rd−1 dr
is finite, (a) implies that
∫∞
1
h(r)rd−3 dr <∞, so that we obtain 2N + d− 3 < −1, i.e., 2N + d < 2.
This leaves only the possibilities d = 1 and N = 0, so that f must be constant. But 1 ∈ L2(Rd, ν)
is equivalent to the finiteness of the measure ν. In view of
ν(R) =
∫ ∞
0
∫
R
dx
y2 + x2
dρ(y) =
∫ ∞
0
π
y
dρ(y),
ν is finite if and only if
∫∞
0
1
y dρ(y) <∞.
Definition A.2. We call a positive Borel measure ρ on [0,∞[ tame if the conditions (i)-(iv) from
the preceding lemma are satisfied.
Proposition A.3. If ρ is tame, then ν = Θ·dx with Θ(x) := ∫∞0 1y2+x2 dρ(y) is a tempered measure
on Rd if and only if d > 2 or
(a) d = 1 and
∫ 1
0
1
y dρ(y) <∞.
(b) d = 2 and
∫ 1
0 ln(y
−1) dρ(y) <∞.
In particular, ρ({0}) = 0 for d = 1, 2.
Proof. That ν is a tempered measure means that, for some N ∈ N, the integral∫
Rd
(1 + p2)−N dν(p) =
∫ ∞
0
∫
Rd
(1 + p2)−N
1
y2 + p2
dp dρ(y)
is finite. This is equivalent to the finiteness of the integral∫ ∞
0
∫ ∞
0
(1 + r2)−N
rd−1
y2 + r2
dr dρ(y). (27)
If (27) is finite, we obtain in particular that∫ ∞
0
∫ 2
1
(1 + r2)−N
rd−1
y2 + r2
dr dρ(y) <∞,
and this is equivalent to the tameness of ρ.
Now we split the double integral (27) according to r < 1 and r > 1 to find∫ ∞
0
∫ ∞
1
(1 + r2)−N
rd−1
y2 + r2
dr dρ(y) =
∫ ∞
0
I(y) dρ(y)
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with
I(y) =
∫ ∞
1
(1 + r2)−N
rd−1
y2 + r2
dr ≤ I(0).
This integral is finite if and only if 2N + 2 > d. To see if I is ρ-integrable, we have to estimate the
asymptotics of I(y) for y →∞. The Monotone Convergence Theorem implies that limy→∞ I(y) = 0.
The asymptotics of I is the same as the asymptotics of the function
J(y) :=
∫ ∞
1
rd−1−2N
y2 + r2
dr =
1
y2
∫ ∞
1
rd−1−2N
1 + r
2
y2
dr ≤ 1
y2
∫ ∞
1
rd−1−2N dr,
provided 2N > d. Now the tameness of ρ implies that I is ρ-integrable for 2N > d.
Next we turn to the other part of the integral:∫ ∞
0
∫ 1
0
(1 + r2)−N
rd−1
y2 + r2
dr dρ(y).
Since 1 ≤ 1 + r2 ≤ 2 for 0 ≤ r ≤ 1, it is finite if and only if the integral∫ ∞
0
∫ 1
0
rd−1
y2 + r2
dr dρ(y) =
∫ ∞
0
K(y) dρ(y) for K(y) :=
∫ 1
0
rd−1
y2 + r2
dr,
is finite. The integral K(y) is finite for y > 0, and K(0) =
∫ 1
0 r
d−3 dr is finite if and only if d > 2.
We thus have to estimate the asymptotics of K for y →∞, and, for d ≤ 2, also for y → 0. In view
of
K(y) ≤
∫ 1
0
dr
y2 + r2
≤ 1
y2
,
the finiteness of the integral
∫∞
1
K(y) dρ(y) follows for every d from the tameness of ρ. For d > 2,
the function K is continuous on [0,∞[, hence ρ-integrable. This completes the proof for d > 2.
For d = 1 we have
K(y) =
∫ 1
0
1
y2 + r2
dr =
1
y
(arctan
1
y
− arctan 0) = 1
y
arctan
1
y
∼ π
2y
for y → 0. We thus find the necessary and sufficient condition (a) for the finiteness of the ρ-integral
of I.
For d = 2 we have
K(y) =
∫ 1
0
r
y2 + r2
dr =
1
2
(
ln(y2 + 1)− ln(y2)) ∼ ln(y−1)
for y → 0. Therefore I is ρ-integrable over [0, 1] if and only if (b) is satisfied.
The following proposition can also be derived from [GJ81, Prop. 6.2.5]. We include it for the
sake of easier reference.
Proposition A.4. If ρ is a tame measure on [0,∞[ for which the measure ν = Θ · dx is tempered,
then the distribution ν̂ ∈ C−∞(Rd) is reflection positive for (Rd,Rd+, θ) and θ(x0,x) = (−x0,x),
i.e., ∫
Rd
θψ̂ · ψ̂ dν ≥ 0 for f ∈ C∞c (Rd+).
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Proof. Writing
ν =
∫ ∞
0
νy dρ(y) with dνy(p) =
dp
y2 + p2
,
we see that it suffices to show that the distributions ν̂y are reflection positive. First we observe that∫
Rd
θψ̂ · ψ̂ dνy =
∫
Rd
ψ̂(−p0,p) ψ̂(p0,p)
y2 + p2
dp for p = (p0,p) ∈ R× Rd−1.
For each p ∈ Rd−1, the function hp(p0) := ψ̂(−p0,p) is a Schwartz function with supp(ĥp) ⊆]0,∞[,
and ∫
Rd
θψ̂ · ψ̂ dνy =
∫
Rd−1
∫
R
hp(p0)hp(−p0)
p20 + y
2 + p2
dp0 dp.
If y = 0, then d > 2, so that {0} is a Lebesgue zero set in Rd−1. Therefore it suffices to show that,
for f ∈ S(R) with supp(f̂) ⊆ R+ and y > 0, the measure dν1y(x) := dxx2+y2 satisfies∫
R
f(x)f(−x) dx
x2 + y2
=
∫
R
f(x)f(−x) ν1y(x) dx ≥ 0.
In view of ν̂1y(p) =
π
y e
−y|p|, this follows from∫
R
(f̂ ∗ f̂)(p)e−y|p| dp =
∫
R+
(f̂ ∗ f̂)(p)e−yp dp = L(f̂ ∗ f̂)(y) = |L(f̂)(y)|2 ≥ 0.
More conceptually, the preceding calculation means that ν̂1y is a reflection positive function on
R, resp., its restriction to the semigroup R+ is also positive definite with respect to the trivial
involution (cf. [NO12]).
Note that Proposition A.8 below implies in particular that, for d = 1, the preceding proposition
does not cover all reflection positive measures. Example that are not covered arise for ν̂(x) = |x|−s
(on R×) for s > 1.
Lemma A.5. Suppose that ρ is a positive Borel measure on [0,∞[ whose Laplace transform L(ρ)
exists on R+. Then the function L(ρ) on R+ extends to a symmetric distribution on R if and only
if ρ is tempered, i.e.,
∫∞
1
1
yk
dρ(y) <∞ for some k ∈ N. More precisely, for ℓ ∈ N0,∫ 1
0
xℓL(ρ)(x) dx <∞ ⇔
∫ ∞
1
1
yℓ+1
dρ(y) <∞.
In particular, L(ρ) is locally integrable on [0,∞[ if and only if ∫∞
1
1
y dρ(y) <∞.
Proof. Since the Laplace transform of the finite measure ρ|[0,1] extends to a continuous function on
[0,∞[, we may w.l.o.g. assume that ρ([0, 1]) = 0. We put D×(x) = L(ρ)(|x|) for x ∈ R×. In view
of [Schw73, Thm. VIII, §VII.4], D× extends to a distribution on R if and only if there exists an
ℓ ∈ N0 with ∫ 1
0
xℓD×(x) dx <∞. (28)
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We rewrite this integral as follows∫ 1
0
xℓD×(x) dx =
∫ 1
0
xℓ
∫ ∞
1
e−yx dρ(y)dx =
∫ ∞
1
∫ 1
0
xℓe−yx dx dρ(y)
=
∫ ∞
1
∫ y
0
uℓ
yℓ
e−u
du
y
dρ(y) =
∫ ∞
1
∫ y
0
uℓe−u du
1
yℓ+1
dρ(y).
In view of 0 <
∫∞
0 u
ℓe−u du <∞, it follows that ∫ 10 xℓD×(x) dx is finite if and only if ∫∞1 1yℓ+1 dρ(y)
is finite.
Theorem A.6. The reflection positive distributions on R which are represented by a locally inte-
grable function are the Fourier transforms D = ν̂ of measures of the form
ν = cδ0 +Θ · dx, Θ(x) = 1
π
∫ ∞
0
y
y2 + y2
dρ(y), (29)
where c ≥ 0 and ρ is a positive Radon measure on R+ satisfying
ρ(]0, 1]) <∞ and
∫ ∞
1
1
y
dρ(y) <∞. (30)
Proof. Let D ∈ C−∞(R) be reflection positive. Then its restriction to R+ is positive definite w.r.t.
the involution x∗ = x, so that [NO12, Thm. 4.13] implies D|R+ is represented by an analytic function
which is the Laplace transform L(ρ) of a positive Radon measure ρ on [0,∞[. If D is represented
by a locally integrable function, L(ρ) is locally integrable, so that Lemma A.5 leads to∫ ∞
1
1
y
dρ(y) <∞.
We now have almost everywhere on R
D(x) = L(ρ)(|x|) =
∫ ∞
0
e−y|x| dρ(y) = ν̂(x) for ν = ρ({0})δ0 +Θ · dx,
provided ν is a tempered measure. Here we used that e−y|x| is the Fourier transform of the measure
1
π
y·dx
y2+x2 . In view of Proposition A.3, the temperedness of ν is equivalent to (30).
Suppose, conversely, that (30) is satisfied. Then Proposition A.3 implies that ν is tempered,
so that D := ν̂ is a positive definite distribution. That it is reflection positive follows from the
reflection positivity of the functions ν̂y(x) = e
−y|x|.
Remark A.7. The integral representation from Theorem A.6 does not extend to all reflection
positive distributions on R. Any distribution of the form E := P (1i
d
dx)δ0, where P is a non-negative
even polynomial, is reflection positive. In this case E|R+ = 0.
We also conclude that, for any reflection positive distribution D on R, the distribution D + E
is another extension of D|R+ , so that reflection positive extensions are not unique.
Proposition A.8. For every tempered measure ρ on [0,∞[, there exists a reflection positive dis-
tribution D on R with D|R+ = L(ρ).
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Proof. In view of Lemma A.5, we may assume that
∫∞
1
1
λ4N dρ(λ) <∞. Then the measure
dρ˜(λ) :=
1
1 + λ4N
dρ(λ)
on [0,∞[ is finite. Its Laplace transform therefore defines a continuous reflection positive function
D˜(x) := L(ρ˜)(|x|) ([NO12, Cor. 3.3]). For the polynomial P (x) := 1 + x4N , we now obtain the
positive definite distribution D := P (1i
d
dx)D˜, and its restriction to R+ is given by
D(x) = P
(1
i
d
dx
)
L(ρ˜)(x) =
∫ ∞
0
(1 + λ4)e−λx dρ˜(λ) =
∫ ∞
0
e−λx dρ(λ) = L(ρ)x).
Therefore D is a reflection positive extension of L(ρ).
B Lorentzian invariant tempered measures on the light cone
For the following theorem, we recall the L↑-invariant measures µm from Definition 5.10. It is
our version of the Lehmann Spectral Formula from Quantum Field Theory ([GJ81, Thm. 6.2.4])
describing the 2-point functions of Poincare´ invariant field theories. The proof given below provides
many details skipped in [GJ81].
Theorem B.1. For every L↑-invariant Borel measure µ on the closed forward light cone V+, there
exists a σ-finite Borel measure ρ on [0,∞[ and a constant c ≥ 0 so that
µ = cδ0 +
∫ ∞
0
µm dρ(m), (31)
where ρ({0}) = 0 for d = 1.
(a) The measure µ is tempered if and only if the following conditions are satisfied:
(C1) ρ is a tempered measure on [0,∞[.
(C2)
∫ 1
0
1
m dρ(m) <∞ for d = 1.
(C3)
∫ 1
0
ln(m−1) dρ(m) <∞ for d = 2. In particular, ρ({0}) = 0.
(b) Let pr : Rd → Rd−1, (p0,p) 7→ p be the projection map. Then the measure µ˜ = pr∗ µ on Rd−1
is tempered if and only if µ is tempered and, in addition,∫ ∞
1
1
m
dρ(m) <∞.
If this condition is not satisfied, then every Borel subset E ⊆ Rd−1 satisfies µ˜(E) ∈ {0,∞},
so that L2(Rd−1, µ˜) = {0}.
Proof. In [RS75, Thm. IX.33], the decomposition (31) is stated only in the case d = 4, but the proof
works in the general case, where it leads to an integral representation of µ in terms of a measure ρ
on [0,∞[, whose restriction to ]0,∞[ is a Radon measure with possibly infinite mass for the interval
[0, 1] (see also [vD09, Lemma 9.1.2/3] for a description of the ergodic O1,d−1(R)-invariant measures
on Rd).
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(a) Now the problem consists in characterizing the temperedness of µ in terms of properties of
the measure ρ. To this end, we may w.l.o.g. assume that c = 0. Temperedness of µ is equivalent to
the existence of an N ∈ N such that the following integral is finite∫
Rd
1
(1 + p2)N
dµ(p) =
∫ ∞
0
∫
Rd
1
(1 + p2)N
dµm(p) dρ(m)
=
∫ ∞
0
∫
Rd−1
1
(1 + (m2 + p2) + p2)N
1√
m2 + p2
dp dρ(m).
For d = 1, the preceding formula simplifies to∫
R
1
(1 + p2)N
dµ(p) =
∫ ∞
0
1
(1 +m2)N
1
m
dρ(m).
There exists an N ∈ N0 for which such an integral is finite if and only if (a) is satisfied and ρ is a
tempered.
¿From now on we assume that d > 1. Evaluating the integral over Rd−1 in polar coordinates,
we see that this is equivalent to the finiteness of the double integral∫ ∞
0
∫ ∞
0
1
(1 +m2 + 2r2)N
1√
m2 + r2
rd−2 dr dρ(m). (32)
The finiteness of (32) implies in particular the finiteness of the integral∫ ∞
0
∫ 2
1
1
(1 +m2 + 2r2)N
1√
m2 + r2
rd−2 dr dρ(m),
which is equivalent to the finiteness of the integral∫ ∞
0
1
(1 +m2)N
1√
m2 + 1
dρ(m) =
∫ ∞
0
1
(1 +m2)N+
1
2
dρ(m).
This implies that ρ([0,M ]) <∞ for every M > 0 and that ρ is tempered.
Suppose, conversely, that ρ is tempered. We discuss the integral (32) by splitting it into the two
pieces corresponding to r < 1 and r > 1. For the r > 1-part we obtain for N ≥ N0 and N0 > d−12 :∫ ∞
1
1
(1 +m2 + 2r2)N
1√
m2 + r2
rd−2 dr
≤ 1√
1 +m2
∫ ∞
1
1
(1 +m2 + 2r2)N0(1 +m2 + 2r2)N−N0
rd−2 dr
≤ 1√
1 +m2
1
(3 +m2)N−N0
∫ ∞
1
1
(1 + 2r2)N0
rd−2 dr.
Our condition on N0 ensures that this integral is finite, and now the temperedness of ρ implies that∫ ∞
0
∫ ∞
1
1
(1 +m2 + 2r2)N
1√
m2 + r2
rd−2 dr dρ(m) <∞
if N is sufficiently large.
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Next we note that,∫ ∞
1
∫ 1
0
1
(1 +m2 + 2r2)N
1√
m2 + r2
rd−2 dr dρ(m)
≤
∫ ∞
1
∫ 1
0
1
(1 +m2)N
1
m
dr dρ(m) =
∫ ∞
1
1
(1 +m2)N
1
m
dρ(m) <∞.
This already shows that
∫∞
1 µm dρ(m) is tempered if ρ is tempered.
It remains to consider the integral∫ 1
0
∫ 1
0
1
(1 +m2 + 2r2)N
1√
m2 + r2
rd−2 dr dρ(m),
which is finite if and only if ∫ 1
0
∫ 1
0
rd−2√
m2 + r2
dr dρ(m) <∞.
Let
I(m) :=
∫ 1
0
rd−2√
m2 + r2
dr,
and observe that this defines a continuous function for m > 0 with I(0) =
∫ 1
0
rd−3 dr < ∞ if and
only if d > 2. Since ρ([0, 1]) <∞, we conclude that, for d ≥ 3, µ is a tempered measure if and only
if ρ has this property.
This leaves the case d = 2. Then
I(m) =
∫ 1
0
1√
m2 + r2
dr = ln(1 +
√
1 +m2)− ln(m).
We thus find condition (b), which is needed to ensure that µ is a tempered measure.
(b) The measure µ˜ is of the form Θ˜(p) dp for
Θ˜(p) =
∫ ∞
0
1√
m2 + p2
dρ(m). (33)
For d = 1, the measure µ˜ is a point measure which is tempered if and only if it is finite. This is
equivalent to
Θ˜(0) =
∫ ∞
0
1
m
dρ(m) <∞.
Suppose that d > 1. If µ˜ is finite on a set of positive Lebesgue measure, then there exists a non-
zero p ∈ Rd−1 with Θ˜(p) < ∞. This implies that compact subsets of [0,∞[ have finite ρ-measure
(ρ is a Radon measure), and that ∫ ∞
1
1
m
dρ(m) <∞. (34)
In particular, ρ is tempered. If (34) is not satisfied, then Θ˜(p) = ∞ implies that µ˜(E) = ∞ for
every Borel subset E ⊆ Rd−1 of positive Lebesgue measure and µ˜(E) = 0 if E is a Lebesgue zero
set.
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Let us assume that ρ is a Radon measure on [0,∞[ satisfying (34). Temperedness of µ˜ is
equivalent to the existence of an N ∈ N such that∫
Rd−1
1
(1 + p2)N
dµ˜(p) =
∫ ∞
0
∫
Rd−1
1
(1 + p2)N
1√
m2 + p2
dp dρ(m) <∞.
Evaluating the integral over Rd−1 in polar coordinates, we see that this is equivalent to the finiteness
of the double integral ∫ ∞
0
∫ ∞
0
1
(1 + r2)N
1√
m2 + r2
rd−2 dr dρ(m). (35)
We discuss the integral (35) by splitting it into the two pieces corresponding to r < 1 and r > 1.
For the r > 1-part we obtain for N > d−12 :∫ ∞
1
1
(1 + r2)N
1√
m2 + r2
rd−2 dr ≤ 1√
1 +m2
∫ ∞
1
rd−2
(1 + r2)N
dr.
Our condition on N ensures that this integral is finite, and now the finiteness of
∫∞
0
1√
1+m2
dρ(m)
implies the finiteness of the double integral∫ ∞
0
∫ ∞
1
1
(1 + r2)N
1√
m2 + r2
rd−2 dr dρ(m).
Next we note that,∫ ∞
1
∫ 1
0
1
(1 + r2)N
rd−2√
m2 + r2
dr dρ(m) ≤
∫ ∞
1
1
m
dρ(m) ·
∫ 1
0
rd−2
(1 + r2)N
dr <∞.
It remains to consider the integral∫ 1
0
∫ 1
0
1
(1 + r2)N
rd−2√
m2 + r2
dr dρ(m),
which is finite if and only if ∫ 1
0
∫ 1
0
rd−2√
m2 + r2
dr dρ(m) <∞.
In (a) we have seen that this integral is finite if d > 2, and that, for d = 2, its finiteness is equivalent
to (C3). This proves (b).
Remark B.2. For the measure ν = Θ ·dx on Rd, where Θ(x) = 1π
∫∞
0
1
m2+x2 dρ(m), the projection
ν˜ to Rd−1 under pr(x0,x) := x, is of the form Θ˜(x) dx, where
Θ˜(x) =
1
π
∫ ∞
0
∫
R
1
m2 + x2 + x20
dx0 dρ(m) =
∫ ∞
0
1√
m2 + x2
1
π
∫
R
√
m2 + x2
m2 + x2 + x20
dx0 dρ(m)
=
∫ ∞
0
1√
m2 + x2
dρ(m).
This implies that ν˜ = µ˜ (cf. (33)).
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C Positive definite functions
In this appendix we collect some definitions and results concerning positive definite functions and
kernels.
Definition C.1. Let X be a set and F be a complex Hilbert space.
(a) A function K : X ×X → B(F) is called a B(F)-valued kernel. A B(F)-valued kernel K on
X is said to be positive definite if, for every finite sequence (x1, v1), . . . , (xn, vn) in X ×F ,
n∑
j,k=1
〈K(xj , xk)vk, vj〉 ≥ 0.
(b) If (S, ∗) is an involutive semigroup, then a function ϕ : S → B(F) is called positive definite
if the kernel Kϕ(s, t) := ϕ(st
∗) is positive definite.
Positive definite kernels can be characterized as those for which there exists a Hilbert space H
and a function γ : X → B(H,F) such that
K(x, y) = γ(x)γ(y)∗ for x, y ∈ X (36)
(cf. [Ne00, Thm. I.1.4]). Here one may assume that the vectors γ(x)∗v, x ∈ X, v ∈ F , span a
dense subspace of H. If this is the case, then the pair (γ,H) is called a realization of K. The map
Φ: H → FX ,Φ(v)(x) := γ(x)v, then realizes H as a Hilbert subspace of FX with continuous point
evaluations evx : H → F , f 7→ f(x). Then Φ(H) is the unique Hilbert space in FX with continuous
point evaluations evx, for which K(x, y) = evx ev
∗
y for x, y ∈ X . We write HK ⊆ FX for this
subspace and call it the reproducing kernel Hilbert space with kernel K.
Example C.2. (Vector-valued GNS construction) (cf. [Ne00, Sect. 3.1]) Let (π,H) be a representa-
tion of the unital involutive semigroup (S, ∗), F ⊆ H be a closed subspace for which π(S)F is total
in H and P : H → F denote the orthogonal projection. Then ϕ(s) := Pπ(s)P ∗ is a B(F)-valued
positive definite function on S with ϕ(1) = 1F because γ(s) := Pπ(s) ∈ B(H,F) satisfies
γ(s)γ(t)∗ = Pπ(st∗)P ∗ = ϕ(st∗).
The map
Φ: H → FS , Φ(v)(s) = γ(s)v = Pπ(s)v
is an S-equivariant realization of H as the reproducing kernel space Hϕ ⊆ FS , on which S acts by
right translation, i.e., (πϕ(s)f)(t) = f(ts).
Conversely, let S be a unital involutive semigroup and ϕ : S → B(F) be a positive definite
function with ϕ(1) = 1F . Write Hϕ ⊆ FS for the corresponding reproducing kernel space and
H0ϕ for the dense subspace spanned by ev∗s v, s ∈ S, v ∈ F . Then (πϕ(s)f)(t) := f(ts) defines
a ∗-representation of S on H0ϕ. We say that ϕ is exponentially bounded if all operators πϕ(s)
are bounded, so that we actually obtain a representation of S by bounded operators on Hϕ. As
1F = ϕ(1) = ev1 ev∗1, the map ev
∗
1 : F → H is an isometric inclusion, so that we may identify F
with a subspace of H. Then ev1 : H → F corresponds to the orthogonal projection onto F and
ev1 ◦πϕ(s) = evs leads to
ϕ(s) = evs ev
∗
1 = ev1 πϕ(s) ev
∗
1 . (37)
If S = G is a group with s∗ = s−1, then ϕ is always exponentially bounded and the representation
(πϕ,Hϕ) is unitary.
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Lemma C.3. Let (S, ∗) be a unital involutive semigroup and ϕ : S → B(F) be a positive definite
function with ϕ(1) = 1. We write (πϕ,Hϕ) for the representation on the corresponding reproducing
kernel Hilbert space Hϕ ⊆ FS by (πϕ(s)f)(t) := f(ts). Then the inclusion
ι : F → Hϕ, ι(v)(s) := ϕ(s)v
is surjective if and only if ϕ is multiplicative, i.e., a representation.
Proof. If ϕ is multiplicative, then (π(s)ι(v))(t) = ϕ(ts)v = ϕ(t)ϕ(s)v ∈ ι(F). Therefore the S-cyclic
subspace ι(F) is invariant, which implies that ι is surjective.
Suppose, conversely, that ι is surjective. This means that each f ∈ Hϕ satisfies f(s) = ϕ(s)f(1).
For v ∈ F and t, s ∈ S, this leads to
ϕ(st)v = π(t)(ι(v))(s) = ϕ(s)(π(t)ι(v))(1) = ϕ(s)ι(v)(t) = ϕ(s)ϕ(t)v.
Therefore ϕ is multiplicative.
Remark C.4. The preceding lemma can also be expressed without referring to positive definite
functions and the corresponding reproducing kernel space. In this context it asserts the following.
Let π : S → B(H) be a ∗-representation of a unital involutive semigroup (S, ∗), F ⊆ H be a closed
cyclic subspace and P : H → F the orthogonal projection. Then the function
ϕ : S → B(F), ϕ(s) := Pπ(s)P ∗
is multiplicative if and only if F = H.
The following lemma is an abstraction of [GJ81, Thm. 6.2.2].
Lemma C.5. Let V be a vector spaces over K ∈ {R,C} and β : V ×V → K be a hermitian form on
V (for K = R this means that it is symmetric and bilinear). Then the kernel eβ is positive definite
if and only if β is positive semidefinite.
Proof. If β is positive semidefinite, then β defines a positive definite kernel on V × V . Hence
the kernels βn(x, y) := β(x, y)n are also positive definite, see [Ne00, Rem. I.17(b)], and therefore
eβ =
∑∞
n=0
βn
n! is positive definite.
If, conversely, eβ is a positive definite kernel, let x1, . . . , xN ∈ V and c1, . . . , cN ∈ K. For t ∈ R
define
y1 = tx1, . . . , yN = txN , yN+1 = 0, . . . , y2N = 0
and
d1 = c1, . . . , dN = cN , dN+1 = −c1, . . . , d2N = −cN .
Then
0 ≤
2N∑
i,j=1
eβ(yi,yj)didj =
N∑
i,j=1
(et
2β(xi,xj) − 1)cicj
and letting t tend to zero after dividing by t2 yields the claim.
D Distribution vectors and tempered measures
In this appendix we take a closer look at distribution vectors for representations of vector spaces
by multiplication operators on L2-spaces.
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D.1 Representations of cones
Let V be a finite-dimensional real vector space, τ : V → V be a linear involution and Ω ⊆ V be an
open convex cone invariant under the involution v 7→ v♯ = −τ(v). The cone
Ω̂ = {α ∈ V ∗C : (∀x = x♯ ∈ Ω) α(x) ≥ 0}
parametrizes the bounded characters of Ω by assigning to α ∈ Ω̂ the character eα(v) := e−α(v).
Any σ-finite measure µ on Ω̂ defines a contraction representation of Ω on H := L2(Ω̂, µ) by
(πµ(v)f)(α) := e
−α(v)f(α) for v ∈ Ω, α ∈ Ω̂. (38)
On the subspace V c := iV −τ ⊕ V τ ⊆ VC formula (38) defines a unitary representation πcµ because
every α ∈ Ω̂ is purely imaginary on V c.
The following lemma is a supplement to the generalized Bochner–Schwartz Theorem from [NO12]
because it tells us which measures µ on Ω̂ actually have Fourier–Laplace transforms defining distri-
butions on Ω.
Lemma D.1. Let V be a finite-dimensional vector space, τ ∈ GL(V ) an involution and Ω ⊆
V be an open convex cone invariant under the involution v 7→ v♯ = −τ(v). Further, let µ be
a positive Borel measure on Ω̂ such that, for every ϕ ∈ C∞c (Ω) the Fourier–Laplace transform
ϕ̂(α) :=
∫
Ω ϕ(x)e
−α(x) dx is µ-integrable on Ω̂. Then µ̂(ϕ) := µ(ϕ̂) defines a distribution on Ω. In
the special case V = Ω and τ = idV , the measure µ is tempered.
Proof. We consider the linear functional
E : C∞c (Ω)→ C, E(ϕ) := µ(ϕ̂).
Then, for every test function ψ and ψ♯ := ψ∗◦τ , the regularized functional Eψ(ϕ) := E(ψ∗ϕ∗ψ♯) =
µ(|ψ̂|2ϕ̂) is continuous because it is the Fourier transform of the bounded measure |ψ̂|2µ.
Now we consider a sequence 0 ≤ ψn ∈ C∞c (Ω) with ψ̂n(0) =
∫
Ω
ψn(x) dµV (x) = 1 and
supp(ψn)→ {0} (a δ-sequence). Then
ψ̂n(α) =
∫
V
ψn(x)e
−α(x) dµV (x)→ e−α(0) = 1
holds pointwise. We also have ‖ψ̂n‖∞ ≤ ‖ψn‖1 = 1 for the sup-norm of Ω̂, so that Dominated
Convergence implies that Eψn → E pointwise on C∞c (V ).
The Uniform Boundedness Theorem, applied to the restriction of Eψn to the Fre´chet spaces
C∞K (Ω), K ⊆ Ω compact, now implies that E is continuous on every subspace C∞K (Ω), hence
continuous on C∞c (Ω). This means that E is a positive definite distribution.
For V = Ω and τ = idV , the Bochner–Schwartz Theorem ([Schw73, Thm. XVIII, §VII.9]) further
implies that µ is tempered.
Remark D.2. Suppose that D ∈ C−∞(Ω) is a positive definite distribution, so that we can use
the generalized Bochner–Schwartz Theorem ([NO12, Thm. 4.11]) to write it as the Fourier–Laplace
transform of a measure µ in the sense of
D(ϕ) =
∫
Ω̂
ϕ̂ dµ for ϕ ∈ C∞c (Ω), where ϕ̂(α) :=
∫
Ω
ϕ(x)e−α(x) dx
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is the Fourier–Laplace transform of ϕ. Then we obtain an isomorphism
Γ: L2(Ω̂, µ)→ HD ⊆ C−∞c (Ω), Γ(f)(ϕ) = 〈f, ϕ̂〉,
under which D corresponds to the constant function 1. In particular, ϕ̂ ∈ L2(Ω̂, µ) for ϕ ∈ C∞c (Ω).
Remark D.3. In the special case τ = − idV the integrability of the functions ϕ̂ is equivalent to
the existence of the Laplace transform
L̂(µ)(x) =
∫
Ω̂
e−α(x) dµ(α) for x ∈ Ω.
This follows from ∫
Ω̂
ϕ̂ dµ =
∫
Ω
L(µ)(x)ϕ(x) dx
because L(µ) is continuous whenever it exists (by the Dominated Convergence Theorem).
Example D.4. The constant function 1 on Ω̂ need not be a distribution vector for the represen-
tation πcµ of V
c, even if µ̂ defines a distribution on Ω. A simple example is provided for V = R,
τ = − idV and Ω = R+ by the measure dµ(t) := e
√
t dt on Ω̂ = [0,∞[. Then the Laplace transform
L(µ) is defined on Ω, so that each function ϕ̂, ϕ ∈ C∞c (Ω), is integrable, but L(µ) does not extend
to a distribution on R because
∫∞
1 x
−ℓ dµ(x) =∞ for every ℓ ∈ N (cf. Lemma A.5).
Example D.5. We now turn to the special case V = Rd, Ω = Rd+ and τ(x) = (−x0,x) for
x = (x0,x).
(a) Identifying Ω̂ with [0,∞[×Rd−1, the contraction representation of Ω on L2(Ω̂, µ) is given by
(πµ(x)f)(p) = e
−x0p0e−ixpf(p) for p = (p0,p).
Here we use the embedding
ι : [0,∞[×Rd−1 → Ω̂ ⊆ V ∗C ∼= Cd, ι(p0,p)(x) := p0x0 + ixp.
The corresponding unitary representation of V c = iR⊕ Rd−1 ∼= Rd is given by
(πcµ(x)f)(p) = e
−ixpf(p) = e−ix0p0e−ixpf(p) for x = (x0,x), p = (p0,p).
In view of Corollary D.8, the function 1 is a distribution vector for πcµ if and only if µ is a tempered
measure on Rd.
(b) Note that πµ(x)1 ∈ H for every x ∈ Ω is equivalent to the existence of the Fourier–Laplace
transform of µ as a function on the open half space Ω. In view of |e−α(x)| = e−p0x0 for α = (p0, ip),
this in turn is equivalent to the square-integrability of all functions ex(α) := e
−α(x), x ∈ Ω, on Ω̂.
This in turn is equivalent to the integrability of all functions e−tp0 , t > 0. If µ is supported by
the forward light cone V+ ⊆ Rd, then the temperedness of µ implies the existence of its Laplace
transform on Ω.
The following lemma makes the condition from Lemma D.1 more explicit in terms of the product
decomposition Ω = R+ × Rd−1.
Lemma D.6. For V = Rd, Ω = Rd+ and τ(x) = (−x0,x), a positive Borel measure µ on Ω̂ defines
a distribution µ̂ on the open half space Ω = Rd+ if and only if all functions et(p0,p) := e
−tp0 ,
t > 0, on Ω̂ are distribution vectors for the representation πcµ|Rd−1 of the subgroup {0} × Rd−1 on
L2(Ω̂, µ). This in turn is equivalent to the temperedness of the measures νt := pr∗(etµ) on R
d−1,
where pr(x0,x) = x.
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Proof. In view of Lemma D.1, µ̂ ∈ C−∞(Ω) is equivalent to the integrability of all function ψ̂,
ψ ∈ C∞c (Ω). Consider such a function of the form ψ(x0,x) = ψ0(x)ψ1(x) with ψ0 ∈ C∞c (R) and
ψ1 ∈ C∞c (Rd−1). Then ψ̂(p0,p) = ψ̂0(p0)ψ̂1(p) is µ-integrable on Ω̂. If ψ0 ≥ 0 is supported in the
interval [a, b] ⊆ R+, then
ψ̂0(p0) =
∫ ∞
0
e−p0x0ψ0(x0) dx0 ≥ e−p0b
∫ ∞
0
ψ0(x0) dx0
implies that e−p0bψ̂1(p) ∈ L2(Ω̂, µ) for every b > 0 and ψ1 ∈ C∞c (Rd−1). According to Corol-
lary D.8, this means that, for every b > 0, the function e−bp0 is a distribution vector for the
representation of Rd−1 on L2(Ω̂, µ). In view of Lemma D.7, this is equivalent to the temperedness
of the measure pr∗(e
−bp0µ) on Rd−1.
Suppose, conversely, that this condition is satisfied and let ϕ ∈ C∞c (Ω) and 0 < a < b with
supp(ϕ) ⊆ [a, b]× Rd−1.
For ϕx0(x) := ϕ(x0,x) and
ϕ̂(p0,p) =
∫ ∞
0
∫
Rd−1
ϕ(x0,x)e
−p0x0e−ipx dxdx0 =
∫ ∞
0
ϕ̂x0(p)e
−p0x0dx0,
we obtain the estimate |ϕ̂(p0,p)| ≤ e−p0a
∫ b
a
|ϕ̂x0(p)| dx0. Therefore∫
Ω̂
|ϕ̂(p0,p)| dµ(p) ≤
∫
Ω̂
e−p0a
∫ b
a
|ϕ̂x0(p)| dx0 dµ(p) =
∫
Rd−1
∫ b
a
|ϕ̂x0(p)| dx0 dp∗(e−p0aµ)(p)
=
∫ b
a
∫
Rd−1
|ϕ̂x0(p)| dp∗(e−p0aµ)(p) dx0.
To see that this integral is finite, we first observe that the function R+ → C∞c (Rd−1), x0 7→ ϕx0
is continuous. Since the measure ν := p∗(e−p0aµ) on Rd−1 is tempered, the map γ : C∞c (R
d−1) →
L1(Rd−1, ν), ψ 7→ ψ̂ is continuous, and hence∫
Ω̂
|ϕ̂(p0,p)| dµ(p) ≤
∫ b
a
‖γ(ϕx0)‖1 dx0 <∞.
D.2 Representations of vector groups
We have seen above that the temperedness of a measure on Rd is closely connected with distribution
vectors. The following lemma provides a useful criterion to check this condition. Its main ingredient
is the automatic continuity result from Lemma D.1.
Lemma D.7. Let (X,S, µ) be a measure space. We write M(X,C) for the vector space of mea-
surable functions X → C. For Hj ∈ M(X,R), j = 1, . . . , d, we consider the continuous unitary
representation of Rd on L2(X,µ), given by
Ut(f) := e
i
∑d
j=1 tjHjf for t = (t1, . . . , td).
Put R :=
√∑d
j=1H
2
j . Then
H−∞ ∼=
{
h ∈M(X,C) : (∃n ∈ N) ‖(1 +R2)−nf‖2 <∞
}
,
where the pairing H−∞ ×H∞ → C is given by (h, f) 7→ ∫X hf dµ.
The following assertions are equivalent:
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(i) The constant function 1 is a distribution vector.
(ii) For the measurable map η := (H1, . . . , Hd) : X → Rd, the measure η∗µ on Rd is tempered.
(iii) ϕ̂ ◦ η ∈ L2(X,µ) for every ϕ ∈ C∞c (Rd).
If these conditions are satisfied, then the corresponding distribution on Rd is given by the Fourier
transform of η∗µ.
Proof. Put H := L2(X,µ).
(a) For d = 1 and the measurable function H : X → R, the subspace of smooth vectors is
H∞ = {f ∈ H : (∀n ∈ N) ‖Hnf‖2 <∞}
and the natural Fre´chet topology on this space is defined by the seminorms pn(f) := ‖(1+H2)nf‖2.
¿From
‖fh‖1 = ‖f(1 +H2)n(1 +H2)−nh‖1 ≤ pn(f)‖(1 +H2)−nh‖2
it follows that the space of distribution vectors can be identified with
H−∞ =
{
h ∈M(X,C) : (∃n ∈ N) ‖(1 +H2)−nf‖2 <∞
}
.
(b) In the general case it follows from (a) that the subspace of smooth vectors is
H∞ = {f ∈ H : (∀n ∈ Nd0) ‖Hn11 · · ·Hndd f‖2 <∞}
and the natural Fre´chet topology on this space is defined by the seminorms pn(f) := ‖(1+R2)nf‖2.
Therefore
H−∞ ∼=
{
h ∈M(X,C) : (∃n ∈ N) ‖(1 +R2)−nf‖2 <∞
}
.
In particular, 1 is a distribution vector if and only if some function (1 +R2)−n is integrable, which
is equivalent to the integrability of the function (1 + ‖x‖2)−n with respect to the measure η∗µ on
Rd, and this means that η∗µ is tempered. This proves the equivalence of (i) and (ii).
(ii)⇒ (iii) The integrated representation of L1(Rd) on H is given by U(ϕ)f = (ϕ̂ ◦ (−η)) · f and
the integrated representation U−∞ on H−∞ is given by the same formula. Hence (iii) follows from
ϕ̂ ◦ (−η) = U−∞(ϕ)1 ∈ L2(X,µ) for ϕ ∈ C∞c (Rd).
(iii) First we use the Dixmier–Malliavin Theorem ([DM78, Thm. 3.1]) to see that every test
function on Rd is a finite sum of convolution products ϕ ∗ ψ. Therefore (iii) implies that, for every
ϕ ∈ C∞c (Rd), the function ϕ̂ ◦ η is µ-integrable, resp., ϕ̂ is integrable w.r.t. η∗µ. Now Lemma D.1,
applied to Ω = Rd and τ = idRd , implies that η∗µ is tempered.
For the last assertion, we simply calculate:
D(ϕ) := 〈1, U−∞(ϕ)1〉 =
∫
X
ϕ˜(η(x)) dµ(x) =
∫
Rd
ϕ˜(x) d(η∗µ)(x) = (η∗µ)̂ (ϕ).
Applying Lemma D.7 to X = V ∗ ∼= Rd and η(x) = −x, we obtain:
Corollary D.8. Let V be a finite-dimensional real vector space. For a positive Borel measure on
V ∗, the following are equivalent:
(i) µ is tempered.
(ii) 1 ∈ L2(V ∗, µ)−∞ for the representation (Uvf)(α) = e−iα(v)f(α).
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(iii) ϕ̂ ∈ L2(V ∗, µ) for every ϕ ∈ C∞c (V ).
Remark D.9. The first part of Lemma D.7 remains true for vector-valuedL2-spaces L2(X,Q, µ;H),
where Q : X → Herm+(H) is an operator-valued density,
〈f, g〉 =
∫
X
〈Q(x)f(x), g(x)〉 dµ(x) and Ut(f) := ei
∑d
j=1 tjHjf, t = (t1, . . . , td).
Remark D.10. (Projectable measures and “time-zero” subspaces)
(a) Let µ be a measure on Rd and pr : Rd → Rd−1, p = (p0,p) 7→ p be the projection. We call µ
projectable if pr∗ µ is tempered. In view of Corollary D.8, this is equivalent to the integrability of all
Fourier transforms ϕ̂◦pr, ϕ ∈ C∞c (Rd−1), which in turn means that 1 is a distribution vector for the
canonical action of Rd−1 on L2(Rd, µ). From Lemma D.7 we now see that 1 is also a distribution
vector for Rd, which means that µ is tempered.
In particular, we obtain an isometric embedding
pr∗ : L2(Rd−1, pr∗ µ) →֒ L2(Rd, µ), f 7→ f ◦ pr
which maps onto the subspace of those functions not depending on the first argument p0. Accord-
ingly their Fourier transform is supported in the x0 = 0 hyperplane. Therefore L
2(Rd−1, pr∗ µ) is
also called the time-zero subspace of L2(Rd, µ).
(b) For the distribution D := µ̂, the projectability of µ means that D can be restricted to the
subspace Rd−1 by
Dr(ϕ) :=
∫
Rd
ϕ̂(p) dµ(p) = (pr∗ µ)̂ (ϕ),
respectively extended to the space C∞c (R
d−1). The scalar product 〈ϕ, ψ〉 := Dr(ϕ∗ ∗ ψ) on
C∞c (R
d−1) leads to HDr ∼= L2(Rd−1, pr∗ µ), which is naturally realized as a subspace of L2(Rd, µ).
Accordingly, we see that, as a space of distributions on Rd, we may consider HDr as a subspace of
HD.
(c) The Lorentz invariant measures µm are interesting examples of measures µ on R
d for which
the inclusion L2(Rd−1, pr∗ µ) →֒ L2(Rd, µ) is actually surjective.
(d) For d = 1, a measure µ is projectable if and only if it is finite, i.e., if its Fourier transform
µ̂ is a continuous function. Then L2(R0, pr∗ µ) is the subspace of constant functions in L
2(R, µ).
(e) A similar picture prevails for operator-valued measures, distributions and L2-spaces such as
those discussed in Section 4. In this context the subspace H ⊆ L2(R, Q;H) of constant functions
plays the role of the time-zero subspace. This matches well with Proposition 4.2(iii), where E0 ∼= H
is identified as consisting of those functions whose Fourier transform is supported in {0}.
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