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Abstract
Recommendation system for movie database
This bachelor thesis explores the technologies used in recommender sys-
tems and shows how to implement such system. A framework called Apache
Mahout was used to implement the system. User-based filtering algorithm
was used due to the character of the input data. According to the measured
evaluations, the method to compute similarity was the Euclidean distance
with a neighbourhood based on a threshold of value 0.5. A web application
was developed to enable simple usage of the system. Building on the contents
of this thesis, it is possible to create a similar recommender system.
Abstrakt
Tato pra´ce zkouma´ technologie uzˇ´ıvane´ v doporucˇovac´ıch syste´mech a za-
by´va´ se implementac´ı tohoto syste´mu. K implementaci doporucˇovac´ıho sys-
te´mu bylo vyuzˇito knihovny Apache Mahout. Vzhledem k povaze vstupn´ıch
dat byl k realizaci syste´mu vyuzˇit algoritmus user-based filtering. Na za´kladeˇ
vy´sledk˚u provedeny´ch experiment˚u byla z neˇkolika metod a parametr˚u vy-
bra´na metoda Euklidovske´ vzda´lenosti s velikost´ı sousedstva danou prahem
o hodnoteˇ 0.5. V ra´mci pra´ce byla vytvorˇena webova´ aplikace, ktera´ usnad-
nˇuje vyzkousˇen´ı syste´mu. Na za´kladeˇ te´to pra´ce je mozˇne´ sestavit podobny´
doporucˇovac´ı syste´m.
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1 U´vod
V soucˇasne´ dobeˇ roste mnozˇstv´ı dat vyskytuj´ıc´ıch se na internetu enormn´ı
rychlost´ı. Naprˇ´ıklad na webove´ stra´nky YouTube.com je kazˇdou minutu na-
hra´no 300 hodin videa1. Kromeˇ vide´ı se jedna´ take´ o knihy, hudbu, cˇla´nky
nebo jine´ produkty. Prˇi tomto zahlcova´n´ı informacemi mu˚zˇe by´t z pohledu
uzˇivatele slozˇite´ se v takove´mto mnozˇstv´ı dat orientovat. Doporucˇovac´ı sys-
te´my se c´ıleneˇ snazˇ´ı z mnozˇstv´ı produkt˚u vybrat ty, ktere´ by se uzˇivateli
mohly l´ıbit.
Doporucˇovac´ı syste´my patrˇ´ı mezi technologie zaby´vaj´ıc´ı se trˇ´ıdeˇn´ım infor-
mac´ı. Pouzˇ´ıvaj´ı se zejme´na v rozsa´hly´ch databa´z´ıch a jsou zalozˇeny na shro-
mazˇd’ova´n´ı a analy´ze velke´ho mnozˇstv´ı dat. Vyuzˇ´ıvaj´ı metod, pomoc´ı ktery´ch
se snazˇ´ı prˇedpoveˇdeˇt vztah uzˇivatele k neˇjake´mu prˇedmeˇtu. Sleduj´ı chova´n´ı,
aktivity a preference jednotlivy´ch uzˇivatel˚u a na za´kladeˇ teˇchto informac´ı
se pokousˇ´ı prˇedurcˇit, co by se jim mohlo l´ıbit.
C´ılem te´to pra´ce je prozkoumat technologie uzˇ´ıvane´ v doporucˇovac´ıch sys-




2 Technologie v doporucˇovac´ıch
syste´mech
Studie doporucˇovac´ıch syste´mu˚ je ve srovna´n´ı s jiny´mi studiemi zaby´vaj´ı-
c´ımi se trˇ´ıdeˇn´ım informac´ı (jako jsou naprˇ´ıklad vyhleda´vacˇe) pomeˇrneˇ nova´.
Vy´zkum doporucˇovac´ıch syste´mu˚ se datuje od 90. let [4].
Za posledn´ıch neˇkolik let z´ıskaly tyto syste´my na populariteˇ a jsou dnes
pouzˇ´ıva´ny v neˇkolika zna´my´ch internetovy´ch stra´nka´ch. Jsou jimi naprˇ´ıklad
Amazon, YouTube, Last.fm, Netflix nebo take´ socia´ln´ı s´ıteˇ jako Facebook
cˇi Twitter.
V te´to kapitole budou probra´ny algoritmy doporucˇovac´ıch syste´mu˚. Da´le
budou zmı´neˇny mozˇnosti jejich evaluace, zp˚usoby pocˇ´ıta´n´ı sousedstva a take´
metody pro pocˇ´ıta´n´ı podobnosti uzˇivatel˚u, respektive prˇedmeˇt˚u. Nakonec
budou uvedeny na´stroje s jejichzˇ pomoc´ı je mozˇne´ takovy´to syste´m setrojit.
2.1 Algoritmy doporucˇovac´ıch syste´mu˚
Doporucˇovac´ı syste´my je mozˇne´ podle [4] rozdeˇlit do sˇesti za´kladn´ıch skupin
podle toho, jaky´m zp˚usobem doporucˇuj´ı prˇedmeˇty jednotlivy´m uzˇivatel˚um.
Cˇasto jsou vsˇak uva´deˇny pouze prvn´ı dva typy nebo jejich kombinace.
2.1.1 Collaborative filtering
Jednou z mozˇny´ch metod je collaborative filtering. Hlavn´ı vy´hodou te´to me-
tody je, zˇe doka´zˇe doporucˇovat vhodne´ prˇedmeˇty, anizˇ by o nich byly zna´my
jake´koli informace. Pracuje pouze s uzˇivateli a jejich vztahy k dany´m prˇed-
meˇt˚um, jejich atributy ji nezaj´ımaj´ı.
Pro meˇrˇen´ı podobnosti uzˇivatel˚u nebo prˇedmeˇt˚u lze vyuzˇ´ıt neˇkolik al-
goritmu˚, ktere´ budou zmı´neˇny pozdeˇji. Tato metoda se da´le deˇl´ı mezi dva
na´sleduj´ıc´ı typy user-based filtering a item-based filtering.
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User-based filtering
User-based filtering je zalozˇen na podobnosti uzˇivatel˚u. Prˇedpokla´da´, zˇe kdyzˇ
ma´ uzˇivatel u na neˇjaky´ prˇedmeˇt stejny´ na´zor jako uzˇivatel v, pak je prav-
deˇpodobneˇjˇs´ı, zˇe uzˇivatel u bude mı´t na jiny´ prˇedmeˇt i stejny´ na´zor jako
uzˇivatel v, nezˇ jaky´koli jiny´ na´hodneˇ zvoleny´ uzˇivatel [1].
Tento algoritmus (Alg. 1) nejprve projde vsˇechny prˇedmeˇty, pro ktere´
uzˇivatel u nevyja´drˇil zˇa´dny´ vztah. Pak hleda´ jake´koli jine´ uzˇivatele, kterˇ´ı
vyja´drˇili preferenci k tomuto prˇedmeˇtu. Hodnoteˇ te´to preference je prˇida´na
va´ha na za´kladeˇ podobnost´ı uzˇivatel˚u s. Cˇ´ım v´ıce jsou si uzˇivatele´ podobn´ı,
t´ım je va´ha preference veˇtsˇ´ı a naopak. Celkova´ hodnota je prˇida´na do va´zˇe-
ne´ho pr˚umeˇru. Nakonec je vra´cen seznam prˇedmeˇt˚u s teˇmito pr˚umeˇry.
for ∀i@preference(u, i), i ∈ I, u ∈ U do
for ∀v(v 6= u)∃preference(v, i), v ∈ U do
s = podobnost(u, v);
suma += s ∗ preference(v, i);
suma s += s;
end




Algoritmus 1: Pseudoko´d user-based algoritmu
Mnozˇina U je mnozˇina vsˇech uzˇivatel˚u, zat´ımco I je mnozˇina vsˇech prˇed-
meˇt˚u. Tento postup je pouze za´kladn´ı mysˇlenkou, rea´lneˇ by vsˇak bylo cˇasoveˇ
velmi na´rocˇne´ procha´zet vsˇechny prˇedmeˇty v databa´zi.
Zlepsˇen´ı lze dosa´hnout tak, zˇe algoritmus nejprve projde vsˇechny uzˇiva-
tele a vytvorˇ´ı z nich sousedstvo nejblizˇsˇ´ıch uzˇivatel˚u nazvane´ N , pak jsou
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procha´zeny pouze prˇedmeˇty, ktere´ jsou teˇmto uzˇivatel˚um zna´me´ (viz Alg. 2).
for ∀w(w 6= u), w ∈ U, u ∈ U do
s = podobnost(u,w);
end
N = {mnozˇina uzˇivatel˚u s nejvysˇsˇ´ı podobnost´ı s};
for ∀i∃preference(w, i)@preference(u, i), i ∈ I, u ∈ U,w ∈ N do
for ∀v(v 6= u)(v ∈ N)∃preference(v, i), v ∈ U do
s = podobnost(u, v);
suma += s ∗ preference(v, i);
suma s += s;
end




Algoritmus 2: Pseudoko´d user-based algoritmu se sousedstvem
Jedna´ se o jednu z nejjednodusˇsˇ´ıch a take´ nejrozsˇ´ıˇreneˇjˇs´ıch metod vyuzˇ´ı-
vany´ch v doporucˇovac´ıch syste´mech [2]. Je vhodne´ vyuzˇ´ıvat tohoto prˇ´ıstupu
v prˇ´ıpadeˇ, zˇe pocˇet uzˇivatel˚u je mensˇ´ı nezˇ pocˇet prˇedmeˇt˚u, ktere´ jsou dopo-
rucˇova´ny. Du˚vodem je slozˇitost vy´pocˇtu sousedstva, ktera´ v tomto prˇ´ıpadeˇ
za´vis´ı pra´veˇ na pocˇtu uzˇivatel˚u.
Item-based filtering
Oproti user-based algoritmu, ve ktere´m se doporucˇuje na za´kladeˇ podobnosti
uzˇivatele s uzˇivatelem, se v item-based algoritmu doporucˇuje podle vztahu
prˇedmeˇtu s prˇedmeˇtem. Prˇedpokla´da´ se, zˇe pokud uzˇivatel neˇjak ohodnot´ı
prˇedmeˇt i, bude nejsp´ıˇse hodnotit podobny´ prˇedmeˇt j stejny´m zp˚usobem.
Prˇi doporucˇova´n´ı jsou nejdrˇ´ıve nalezeny prˇedmeˇty, ktere´ uzˇivatel u prefe-
ruje, a pak nejv´ıce podobne´ prˇedmeˇty, ktere´ uzˇivatel u jesˇteˇ nehodnotil, a ty
jsou doporucˇeny.
Algoritmus (Alg. 3) se velmi podoba´ prˇedchoz´ımu algoritmu. Rozd´ıl spo-
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cˇ´ıva´ pouze v tom, zˇe se va´ha preference odv´ıj´ı od podobnosti dvou prˇedmeˇt˚u.
for ∀i@preference(u, i), i ∈ I, u ∈ U do
for ∀j∃preference(u, j), j ∈ I do
s = podobnost(i, j);
suma += s ∗ preference(u, j);
suma s += s;
end




Algoritmus 3: Pseudoko´d item-based algoritmu
Vy´hodou je, zˇe na rozd´ıl od user-based algoritmu, ve ktere´m se vztah
uzˇivatele k jine´mu uzˇivateli mohou meˇnit s pr˚ubeˇhem cˇasu, se vztahy mezi
prˇedmeˇty v item-based algoritmu s cˇasem pravdeˇpodobneˇ meˇnit nebudou.
Naprˇ´ıklad je mozˇne´, zˇe na´zor uzˇivatele na neˇktere´ filmy se po urcˇite´ dobeˇ
zmeˇn´ı, nebo si zal´ıb´ı novy´ filmovy´ zˇa´nr. T´ım samozrˇejmeˇ mu˚zˇe by´t ovlivneˇno
i sousesdsvto jeho nejblizˇsˇ´ıch uzˇivatel˚u. Vztah mezi dveˇma filmy se vsˇak
s uply´vaj´ıc´ım cˇasem sp´ıˇse meˇnit nebude. Aby se tento vztah zmeˇnil, musela
by veˇtsˇina uzˇivatel˚u, ktera´ hodnotila tento film zmeˇnit sv˚uj na´zor.
Z toho plyne, zˇe sousedstvo prˇedmeˇt˚u v item-based syste´mu lze prˇedem
vypocˇ´ıtat a ulozˇit. Prˇi doporucˇova´n´ı prˇedmeˇt˚u uzˇ nen´ı nutne´ toto sousedstvo
pocˇ´ıtat, cˇ´ımzˇ dojde k urychlen´ı doporucˇen´ı [3].
Pocˇ´ıta´n´ı sousedstva je za´visle´ na pocˇtu prˇedmeˇt˚u. Proto je vhodne´ tento
algoritmus vyuzˇ´ıvat v prˇ´ıpadeˇ, zˇe je pocˇet prˇedmeˇt˚u mensˇ´ı nezˇ pocˇet uzˇivatel˚u
v databa´zi.
Vy´hody
Mezi vy´hody collaborative filtering patrˇ´ı neza´vislost na vlastnostech prˇed-
meˇt˚u, ktere´ syste´m doporucˇuje. Pro na´vrh doporucˇen´ı jednomu uzˇivateli je
zapotrˇeb´ı pouze hodnocen´ı od jiny´ch uzˇivatel˚u.
Dalˇs´ı vy´hodou je pomeˇrneˇ snadna´ implementace teˇchto syste´mu˚.
5
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Nevy´hody
Jednou z hlavn´ı nevy´hod tohoto prˇ´ıstupu je za´vislost na velke´m mnozˇstv´ı
vstupn´ıch dat. Prˇi nedostatku dat mohou by´t doporucˇen´ı neprˇesna´ nebo se
v˚ubec nedaj´ı vypocˇ´ıtat. Tento proble´m se nazy´va´ cold-start problem. Aby
uzˇivatel mohl dosta´vat dobra´ doporucˇen´ı, mus´ı nejdrˇ´ıve ohodnotit neˇjake´
mnozˇstv´ı prˇedmeˇt˚u.
Dalˇs´ı slaba´ stra´nka poneˇkud souvis´ı s prˇedchoz´ı nevy´hodou. Syste´m nen´ı
schopen doporucˇit prˇedmeˇt, ktery´ jesˇteˇ nikdo neohodnotil. Doporucˇen´ı je
totizˇ navrzˇeno na za´kladeˇ obl´ıbeny´ch prˇedmeˇt˚u podobny´ch uzˇivatel˚u, nen´ı
tedy mozˇne´ aby byl navrzˇen prˇedmeˇt, ktery´ nikdo neohodnotil.
2.1.2 Content-based filtering
Oproti collaborative filtering se tato metoda op´ıra´ hlavneˇ o atributy prˇed-
meˇt˚u, ktere´ doporucˇuje. Je tedy nutne´ zna´t vlastnosti jednotlivy´ch prˇedmeˇt˚u
a take´ preference uzˇivatel˚u.
Pro popis prˇedmeˇt˚u se vyuzˇ´ıvaj´ı kl´ıcˇova´ slova, ktera´ reprezentuj´ı jejich
konkre´tn´ı vlastnosti. Kazˇdy´ prˇedmeˇt i ma´ vektor atribut˚u xi. Data o tom,
jake´ vlastnosti prˇedmeˇt˚u uzˇivatel u preferuje, jsou ukla´da´na do jeho uzˇiva-
telske´ho profilu. Tato data jsou reprezentova´na va´zˇeny´m vektorem yu. Tento
vektor je vypocˇten na za´kladeˇ atribut˚u prˇedmeˇt˚u, ktere´ uzˇivatel u ohod-
notil. Jednotlive´ va´hy atribut˚u indikuj´ı jejich d˚ulezˇitost. Na´sleduj´ıc´ı vzorec
popisuje zmeˇnu uzˇivatelske´ho vektoru yu prˇi ohodnocen´ı nove´ho prˇedmeˇtu
xi. Prˇicˇemzˇ mnozˇina Iu reprezentuje prˇedmeˇty, ktere´ uzˇivatel u ohodnotil





Prˇi doporucˇova´n´ı jsou tyto preference uzˇivatele na´sledneˇ porovna´ny s atri-
buty prˇedmeˇt˚u a pomoc´ı jedne´ z metod pocˇ´ıta´n´ı podobnosti (kapitola 2.4) je
vyhodnoceno, do jake´ mı´ry by se mohl tento prˇedmeˇt uzˇivateli l´ıbit.
Prˇ´ıkladem mu˚zˇe by´t uzˇivatel, ktery´ ve sve´m profilu uvede, zˇe ma´ ra´d coun-
try hudbu. Doporucˇovac´ı syste´m vyuzˇ´ıvaj´ıc´ı content-based filtering tedy bude
radeˇji doporucˇovat hudbu z tohoto zˇa´nru, nezˇ hudbu, ktera´ spada´ pod zˇa´nr,
ke ktere´mu se uzˇivatel nevyja´drˇil.
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Vy´hody
Jednou z vy´hod content-based filtering je neza´vislost na ostatn´ıch uzˇivate-
l´ıch. K vytvorˇen´ı doporucˇen´ı nen´ı zapotrˇeb´ı jiny´ch uzˇivatel˚u ani zˇa´dne´ho
sousedstva na rozd´ıl od collaborative filtering.
Tato vlastnost ma´ za d˚usledek jesˇteˇ jednu vy´hodu, a to schopnost dopo-
rucˇit novy´ prˇedmeˇt, ktery´ jesˇteˇ nikdo neohodnotil. Jedinou potrˇebnou infor-
mac´ı pro doporucˇen´ı jake´hokoliv prˇedmeˇtu jsou totizˇ jeho atributy a seznam
atribut˚u, ktere´ uzˇivatel na prˇedmeˇtech preferuje.
Dalˇs´ı vy´hodou mu˚zˇe by´t transparence doporucˇen´ı. U kazˇde´ho doporu-
cˇene´ho prˇedmeˇtu je mozˇne´ identifikovat vlastnosti, ktere´ zaprˇ´ıcˇinily, zˇe byl
doporucˇen pra´veˇ tento prˇedmeˇt. Uzˇivatel pak mu˚zˇe snadneˇji vyhodnotit, procˇ
byl tento prˇedmeˇt doporucˇen a zda je toto doporucˇen´ı relevantn´ı.
Syste´m naprˇ´ıklad doporucˇ´ı uzˇivateli film a zobraz´ı, zˇe byl doporucˇen,
protozˇe v neˇm hraje jeden z jeho obl´ıbeny´ch herc˚u.
Nevy´hody
Tyto syste´my take´ omezuje cold-start problem. Nedokazˇ´ı pracovat s novy´mi
uzˇivateli nebo obecneˇ uzˇivateli, kterˇ´ı proka´zali ma´lo preferenc´ı. Mu˚zˇe se sta´t,
zˇe syste´m nedoka´zˇe rozliˇsit, jake´ prˇedmeˇty uzˇivatel preferuje cˇi nikoliv [4].
Dalˇs´ı nevy´hodou je, zˇe tento typ syste´mu navrhuje pouze prˇedmeˇty, ktere´
na za´kladeˇ porovna´n´ı jejich vlastnost´ı s preferencemi uzˇivatele dosahuj´ı vy-
soke´ho sko´re. Cozˇ mu˚zˇe mı´t za prˇ´ıcˇinu jistou konzervativnost doporucˇen´ı.
To znamena´, zˇe uzˇivateli pravdeˇpodobneˇ nebude doporucˇen prˇedmeˇt, na ktery´
by beˇzˇneˇ nenarazil.
Naprˇ´ıklad syste´m zjist´ı, zˇe si uzˇivatel obl´ıbil neˇjake´ho herce a bude mu
doporucˇovat filmy s t´ımto hercem. Je vsˇak pravdeˇpodobne´, zˇe by uzˇivatel na
tyto filmy narazil i bez doporucˇovac´ıho syste´mu. Na druhou stranu se uzˇivatel
nemus´ı dozveˇdeˇt o podobne´m filmu, ve ktere´m se tento herec nevyskytuje.
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2.1.3 Demografic filtering
Demograficky´ doporucˇovac´ı syste´m produkuje doporucˇen´ı na za´kladeˇ demo-
graficky´ch u´daj˚u o uzˇivateli. Takovy´to syste´m mu˚zˇe tedy zohlednˇovat naprˇ´ı-
klad veˇk, pohlav´ı, nebo na´rodnost uzˇivatele.
Mu˚zˇe by´t vy´hodou naprˇ´ıklad u uzˇivatel˚u, kterˇ´ı nemaj´ı vytvorˇeny´ uzˇivatel-
sky´ u´cˇet a syste´m o nich nema´ zˇa´dne´ informace. Na za´kladeˇ jejich IP adresy je
mozˇne´ zjistit odkud pocha´zej´ı, a pak doporucˇen´ı prˇizp˚usobit podle prˇ´ıslusˇne´
na´rodnosti.
2.1.4 Community-based filtering
Community-based syste´m, jak jizˇ z na´zvu plyne, doporucˇuje na za´kladeˇ ko-
munity. Tato komunita je tvorˇena prˇa´teli dane´ho uzˇivatele. V podstateˇ se
jedna´ o modifikaci collaborative filtering, ve ktere´m sousedsvto uzˇivatel˚u re-
prezentuj´ı prˇa´tele´ konkre´tn´ıho uzˇivatele.
Tato metoda je vyuzˇ´ıva´na vzhledem k soucˇasne´ populariteˇ socia´ln´ıch s´ıt´ı.
Take´ zakla´da´ na tom, zˇe uzˇivatele´ preferuj´ı doporucˇen´ı od svy´ch prˇa´tel oproti
ciz´ım uzˇivatel˚um [5].
2.1.5 Knowledge-based syste´my
Knowledge-based neboli znalostn´ı syste´m doporucˇuje na za´kladeˇ znalost´ı
o prˇedmeˇtech a uzˇivatel´ıch. Syste´m urcˇuje, ktery´ prˇedmeˇt a za jaky´ch podmı´-
nek doporucˇit. Sb´ıra´ pozˇadavky uzˇivatele, vyhodnocuje je a na jejich za´kladeˇ
produkuje doporucˇen´ı. Pokud neumı´ vyhoveˇt pozˇadavk˚um uzˇivatele, nalezne
alternativn´ı rˇesˇen´ı.
Vy´hodou teˇchto syste´mu˚ je, zˇe netrp´ı cold-start proble´mem, nejsou tedy
za´visle´ na velke´m mnozˇstv´ı vstupn´ıch dat.
Negativem je, zˇe znalosti o vyhodnocova´n´ı doporucˇen´ı mus´ı by´t zada´ny
explicitneˇ.
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2.1.6 Hybridn´ı syste´my
Vy´sˇe zmı´neˇne´ prˇ´ıstupy je mozˇne´ kombinovat a t´ım vznikaj´ı takzvane´ hybridn´ı
syste´my. Je mozˇne´ kombinovat dva nebo i v´ıce zp˚usob˚u, za´lezˇ´ı na konkre´tn´ı
implementaci. Ru˚zne´ metody jsou spojova´ny tak, aby dosˇlo k odstraneˇn´ı ne-
dostatk˚u neˇktery´ch z nich, nebo za prosty´m u´cˇelem prˇesneˇjˇs´ıho doporucˇen´ı.
Naprˇ´ıklad collaborative filtering si neumı´ poradit s novy´mi prˇedmeˇty, je tedy
mozˇne´ vyuzˇ´ıt vlastnost´ı content-based filtering, ktery´ t´ımto proble´mem ne-
trp´ı [4].
2.2 Evaluace syste´mu
Doporucˇovac´ı syste´m se snazˇ´ı nale´zt pro dane´ho uzˇivatele to nejlepsˇ´ı dopo-
rucˇen´ı. Ota´zkou ale je, ktera´ doporucˇen´ı jsou nejlepsˇ´ı a jestli je dany´ syste´m
produkuje?
Idea´ln´ı doporucˇovac´ı syste´m by urcˇil, jak se uzˇivateli bude prˇedmeˇt l´ıbit,
jesˇteˇ prˇedt´ım, nezˇ ho sa´m ohodnot´ı. Toto by se pak dalo povazˇovat za nej-
lepsˇ´ı doporucˇen´ı, ale rea´lneˇ samozrˇejmeˇ nen´ı mozˇne´ vytvorˇit syste´m, ktery´ by
prˇedpov´ıdal budoucnost. Ve skutecˇnosti se vyuzˇ´ıva´ metod, ktere´ na za´kladeˇ
matematicky´ch vy´pocˇt˚u provedou odhad hodnocen´ı pro vsˇechny nebo neˇ-
ktere´ prˇedmeˇty, ktere´ uzˇivatel jesˇteˇ neohodnotil. Kazˇda´ metoda se vsˇak hod´ı
pro jiny´ typ dat a v tom se odra´zˇej´ı i jej´ı vy´sledna´ doporucˇen´ı. Prˇi vytva´rˇen´ı
syste´mu je tedy potrˇeba neˇkolik teˇchto metod vyzkousˇet pro konkre´tn´ı data
a vybrat tu nejvhodneˇjˇs´ı z nich.
Aby bylo mozˇne´ tyto metody porovna´vat, je zapotrˇeb´ı metriky, ktera´
by urcˇovala kvalitu vypocˇteny´ch vy´sledk˚u. Podstatny´m krokem prˇi hodnocen´ı
syste´mu je take´ rozdeˇlen´ı vstupn´ıch dat na data tre´novac´ı a testovac´ı.
2.2.1 Tre´novac´ı a testovac´ı data
Prˇed vy´pocˇtem jsou p˚uvodn´ı data rozdeˇlena do dvou mnozˇin. Cˇa´st dat je
odlozˇena stranou a nen´ı ve vy´pocˇtu zahrnuta. Pozdeˇji jsou pak tato data
vyuzˇita k otestova´n´ı kvality vy´pocˇtu – odtud vyply´va´ na´zev testovac´ı data.
Druha´ cˇa´st dat se nazy´va´ tre´novac´ı a slouzˇ´ı k nalezen´ı vhodny´ch parametr˚u.
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T´ımto zp˚usobem lze rˇesˇit zmı´neˇny´ proble´m o prˇedpov´ıda´n´ı budoucnosti.
Testovac´ı data jsou totizˇ doprˇedu zna´ma a obsahuj´ı prˇedmeˇty, ktere´ uzˇivatel
preferuje. Je zrˇejme´, zˇe cˇ´ım v´ıce teˇchto prˇedmeˇt˚u se zobraz´ı v seznamu dopo-
rucˇeny´ch prˇedmeˇt˚u, t´ım lepsˇ´ı vy´sledek bude produkova´n. Pomeˇr tre´novac´ıch
a testovac´ıch dat je veˇtsˇinou ve prospeˇch dat tre´novac´ıch.
2.2.2 Metody evaluace
Na hodnocen´ı neboli evaluaci syste´mu je mozˇne´ nahle´dnout ze dvou r˚uzny´ch
pohled˚u. Prvn´ım z nich je snaha zjistit, o kolik se pr˚umeˇrneˇ liˇs´ı hodnota
navrzˇene´ho doporucˇen´ı s hodnocen´ım uvedene´m v testovac´ıch datech. Druhy´
pak sleduje, kolik z navrzˇeny´ch doporucˇen´ı je relevantn´ıch.
Aritmeticky´ a kvadraticky´ pr˚umeˇr
V prvn´ı metodeˇ evaluace se, jak bylo jizˇ zmı´neˇno, porovna´va´ hodnota na-
vrzˇene´ho rˇesˇen´ı s hodnotou z testovac´ıch dat. Z rozd´ılu teˇchto hodnot je
vypocˇten aritmeticky´ pr˚umeˇr, ktery´ reprezentuje kvalitu syste´mu. V tomto
prˇ´ıpadeˇ tedy plat´ı, zˇe cˇ´ım mensˇ´ı je hodnota, t´ım lepsˇ´ı je vy´sledek.
Kromeˇ obycˇejne´ho aritmeticke´ho pr˚umeˇru lze na vypocˇene´ hodnoty apli-
kovat kvadraticky´ pr˚umeˇr, ktery´ prˇedstavuje druhou odmocninu pr˚umeˇru
druhy´ch mocnin dany´ch cˇ´ısel. Jeho hodnota je vzˇdy neza´porna´ a je veˇtsˇ´ı
nebo rovna aritmeticke´mu pr˚umeˇru. Du˚sledkem umocneˇn´ı hodnot je prˇida´n´ı
veˇtsˇ´ı va´hy hodnota´m vzda´leneˇjˇs´ım od nuly. V tomto konkre´tn´ım prˇ´ıpadeˇ to
znamena´, zˇe cˇ´ım je hodnota vzda´leneˇjˇs´ı od hodnoty doporucˇene´, t´ım je hod-
nota pr˚umeˇru vysˇsˇ´ı. Vn´ıma´n´ı velikosti rozd´ıl˚u teˇchto hodnot ma´ za na´sledek
precizneˇjˇs´ı hodnocen´ı syste´mu nezˇ pomoc´ı aritmeticke´ho pr˚umeˇru. Uka´zka
vy´pocˇtu obou pr˚umeˇr˚u je zna´zorneˇna v tabulce 2.1.
Precision a recall
Jiny´ pohled na evaluaci doporucˇovac´ıho syste´mu umozˇnˇuje precision a recall.
Prˇi tomto hodnocen´ı je uvazˇova´no, zˇe nen´ı nezbytne´ prove´st vsˇechna doporu-
cˇen´ı, ale stacˇ´ı vra´tit pouze neˇkolik nejlepsˇ´ıch vy´sledk˚u. Pro snazsˇ´ı pochopen´ı
na´sleduje kra´tky´ prˇ´ıklad: ve filmove´ databa´zi z neˇkolika des´ıtek tis´ıc filmu˚
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Prˇedmeˇt 1 Prˇedmeˇt 2 Prˇedmeˇt 3
Aktua´ln´ı hodnocen´ı 4.0 2.0 2.0
Odhad hodnocen´ı 3.5 2.0 5.0









Tabulka 2.1: Uka´zka vy´pocˇtu aritmeticke´ho a kvadraticke´ho pr˚umeˇru
ohodnot´ı uzˇivatel 200 filmu˚. Je nejsp´ıˇse zbytecˇene´ uva´deˇt doporucˇenou hod-
notu pro vsˇechny filmy, stacˇilo by zjistit neˇkolik nejlepsˇ´ıch doporucˇen´ı. Uzˇ jen
z toho d˚uvodu, zˇe ohodnocene´ filmy prˇedstavuj´ı jen maly´ zlomek vsˇech filmu˚,
lze prˇedpokla´dat, zˇe ne vsˇechna navrzˇena´ doporucˇen´ı mus´ı by´t relevantn´ı.
Tato metoda zjiˇst’uje kolik vy´sledk˚u je relevantn´ıch a tedy kolik doporu-
cˇen´ı ma´ smysl pocˇ´ıtat. Pro objasneˇn´ı vy´pocˇtu precision a recall, je zapotrˇeb´ı
definovat neˇkolik velicˇin. Hodnoty navrzˇene´ syste´mem pro uzˇivatele u na za´-
kladeˇ tre´novac´ıch dat jsou znacˇeny L(u) (to, co by uzˇivatele mohlo zaj´ımat).
Zat´ımco T (u) uda´va´ vsˇechna hodnocen´ı uzˇivatele u v testovac´ıch datech (to,
co uzˇivatele opravdu zaj´ıma´).
Precision neboli prˇesnost urcˇuje pomeˇr pocˇtu dobry´ch navrzˇeny´ch dopo-
rucˇen´ı ku celkove´mu pocˇtu navrzˇeny´ch doporucˇen´ı. Dobra´ doporucˇen´ı jsou
v tomto smyslu cha´pa´na jako ta, ktera´ byla syste´mem navrzˇena a za´rovenˇ






|L(u) ∩ T (u)|
|L(u)|
Recall, volneˇ prˇelozˇeno jako odezva, uda´va´ pocˇet relevantn´ıch vy´sledk˚u uve-
deny´ch v nejlepsˇ´ıch navrzˇeny´ch doporucˇen´ıch. Recall je tedy pomeˇr pocˇtu






|L(u) ∩ T (u)|
|T (u)|
Tato hodnocen´ı se vyuzˇ´ıvaj´ı zejme´na v prˇ´ıpadeˇ, kdyzˇ je stupnice hod-
nocen´ı tvorˇena jen ze dvou hodnot (l´ıb´ı / nel´ıb´ı). Aritmeticky´ a kvadraticky´
pr˚umeˇr je v teˇchto prˇ´ıpadech vzˇdy stejny´, jelikozˇ vsˇechny hodnoty, ze ktery´ch
je pocˇ´ıta´n, jsou stejne´.
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2.3 Vytva´rˇen´ı sousedstva
Sousedstvo uzˇivatele reprezentuje n nejblizˇsˇ´ıch uzˇivatel˚u, kde n je jeho veli-
kost. Slouzˇ´ı ke zmensˇen´ı sˇka´ly uzˇivatel˚u, od ktery´ch syste´m navrhuje dopo-
rucˇen´ı. Existuj´ı dva za´kladn´ı zp˚usoby reprezentace nejblizˇsˇ´ıch soused˚u.
2.3.1 Sousedstvo s pevnou velikost´ı
Prvn´ı varianta je pomeˇrneˇ jednoducha´, velikost sousedstva se odv´ıj´ı od prˇe-
dem zvolene´ hodnoty, takzˇe pro n = 100 najde sto nejblizˇsˇ´ıch uzˇivatel˚u. Na-
b´ız´ı se ota´zka, jak velke´ n zvolit, aby bylo dosazˇeno nejlepsˇ´ıho vy´sledku. Cˇ´ım
veˇtsˇ´ı je, t´ım v´ıce uzˇivatel˚u je zahrnova´no do vy´pocˇtu. To by se na prvn´ı po-
hled mohlo zda´t pozitivn´ı, avsˇak nemus´ı tomu tak vzˇdycky by´t. Kdyzˇ bude
n mensˇ´ı, bude sice zahrnovat i mensˇ´ı pocˇet uzˇivatel˚u, ale za´rovenˇ nebude
zahrnovat neˇkolik me´neˇ podobny´ch uzˇivatel˚u. Vy´sledna´ doporucˇen´ı mohou
by´t tedy prˇesneˇjˇs´ı, nezˇ kdyby bylo n veˇtsˇ´ı. Uka´zka sousedstva pro n = 4 je
zachycena na obra´zku 2.1.
Obra´zek 2.1: Sousedstvo pro n = 4
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2.3.2 Sousedstvo dane´ prahem
Druhy´ zp˚usob prˇistupuje k proble´mu jinak, nezaj´ıma´ se o vlastn´ı velikost
sousedstva, ale jestli uzˇivatel do te´to mnozˇiny jesˇteˇ spada´, nebo jizˇ prˇekrocˇil
neˇjaky´ pra´h podobnosti.
2.4 Pocˇ´ıta´n´ı podobnosti
Ned´ılnou soucˇa´st´ı doporucˇovac´ıch syste´mu˚ jsou techniky, pomoc´ı ktery´ch se
pocˇ´ıta´ podobnost uzˇivatel˚u cˇi prˇedmeˇt˚u. Existuje neˇkolik metod, kazˇda´ z nich
ma´ jiste´ vy´hody a nevy´hody a hod´ı se za jiny´ch okolnost´ı. Publikace [1]
zminˇuje na´sleduj´ıc´ı metody.
2.4.1 Pearsonova korelace
Tato metoda vyuzˇ´ıva´ korelace, ktera´ je pouzˇ´ıva´na ve statistice. Korelace
urcˇuje linea´rn´ı vzda´lenost mezi dveˇma velicˇinami. Mı´ru korelace urcˇuje kore-
lacˇn´ı koeficient naby´vaj´ıc´ı hodnot v rozmez´ı od -1 do 1 vcˇetneˇ. Kdyzˇ se hod-
nota koeficientu bl´ızˇ´ı k -1, jedna´ se o neprˇ´ımou za´vislost. Cˇ´ım v´ıce se jedna
velicˇina zvysˇuje, t´ım se druha´ zmensˇuje. Hodnota koeficientu 1 reprezentuje
prˇ´ımou za´vislost velicˇin. Nulova´ hodnota pak znacˇ´ı, zˇe mezi velicˇinami nen´ı
zˇa´dna´ korelacˇn´ı za´vislost. Korelace velicˇiny s tou samou velicˇinou je vzˇdy
rovna jedne´. V doporucˇovac´ıch syste´mech je korelace vyuzˇ´ıva´na k meˇrˇen´ı
vzda´lenosti mezi preferencˇn´ımi hodnotami uzˇivatel˚u.
Hlavn´ı nevy´hodou te´to metody je, zˇe nebere v potaz mnozˇstv´ı prˇedmeˇt˚u,
ve ktery´ch se dva uzˇivatele´ shoduj´ı. Takzˇe se mu˚zˇe naprˇ´ıklad sta´t, zˇe vy´sledna´
hodnota bude nizˇsˇ´ı u dvou uzˇivatel˚u, kterˇ´ı ohodnotili 100 stejny´ch prˇedmeˇt˚u,
nezˇ u uzˇivatel˚u, kterˇ´ı ohodnotili pouze dva stejne´ prˇedmeˇty.
Dalˇs´ı velkou nevy´hodou je, zˇe pokud maj´ı dva uzˇivatele´ pouze jeden stejny´
prˇedmeˇt, pak korelace nelze vypocˇ´ıtat. Korelace take´ nen´ı definova´na, kdyzˇ
by jeden uzˇivatel ohodnotil vsˇechny prˇedmeˇty stejnou hodnotou.
Jiste´ho zlepsˇen´ı je mozˇne´ dosa´hnout prˇida´n´ım vah jednotlivy´m korelac´ım.
T´ım je odstraneˇn prvn´ı nedostatek. Kdyzˇ je vypocˇtena korelace na za´kladeˇ
v´ıce prˇedmeˇt˚u, ma´ veˇtsˇ´ı va´hu, a pak je vy´sledna´ hodnota v´ıce prˇiblizˇova´na
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Toto je vzorec pro vy´pocˇet podobnosti s mezi uzˇivateli u a v. Mnozˇina
vsˇech prˇedmeˇt˚u, ktere´ ohodnotili oba uzˇivatele´ je oznacˇena Iuv. Hodnota
r¯u znacˇ´ı pr˚umeˇr hodnocen´ı vsˇech prˇedmeˇt˚u, ke ktery´m uzˇivatel u vyja´drˇil.
Podobneˇ tak hodnota r¯v uda´va´ pr˚umeˇr hodnocen´ı uzˇivatele v [6].
2.4.2 Euklidova vzda´lenost
Dalˇs´ı metoda je zalozˇena na vzda´lenosti mezi uzˇivateli. Uvazˇuje, zˇe uzˇiva-
tele´ prˇedstavuj´ı body v n-dimenziona´ln´ım prostoru, kde n je urcˇeno pocˇtem
prˇedmeˇt˚u. Vzda´lenost uzˇivatel˚u je pak vypocˇtena jako Euklidova vzda´lenost
mezi teˇmito body. Tato hodnota se vypocˇte jako druha´ odmocnina soucˇtu
cˇtverc˚u tvorˇeny´ch rozd´ılem sourˇadnic.
Pouze Euklidova vzda´lenost pro implementaci te´to metody nestacˇ´ı, je
trˇeba jesˇteˇ vy´slednou vzda´lenost d upravit podle vzorce 1/(1 + d). Pak plat´ı,
zˇe cˇ´ım veˇtsˇ´ı je vzda´lenost bod˚u, t´ım mensˇ´ı je podobnost uzˇivatel˚u a naopak.
U´plna´ podobnost uzˇivatel˚u nastane, pokud je Euklidova vzda´lenost rovna
nule.
Oproti prˇedchoz´ı metodeˇ je tato metoda funkcˇn´ı i v prˇ´ıpadeˇ, kdyzˇ se dva
porovna´van´ı uzˇivatele´ shoduj´ı jen v jednom prˇedmeˇtu. Take´ je opeˇt mozˇne´
prˇidat va´hy jednotlivy´ch hodnocen´ı, ktere´ zohlednˇuj´ı mnozˇstv´ı prˇedmeˇt˚u,
ve ktery´ch se dva uzˇivatele´ shoduj´ı.
2.4.3 Cosinova´ vzda´lenost
Tak jako v prˇedchoz´ı metodeˇ je zde o preferenc´ıch uzˇivatel˚u uvazˇova´no jako
bodech v prostoru, jehozˇ dimenze je da´na pocˇtem prˇedmeˇt˚u. Nyn´ı je mozˇne´
si prˇedstavit dveˇ prˇ´ımky z pocˇa´tku soustavy sourˇadnic k dany´m preferenc´ım.
Kdyzˇ jsou si dva uzˇivatele´ podobn´ı, pak se budou nacha´zet bl´ızko v prostoru
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nebo prˇinejmensˇ´ım stejny´m smeˇrem. U´hel mezi teˇmito prˇ´ımkami bude po-
meˇrneˇ maly´. V opacˇne´m prˇ´ıpadeˇ, kdyzˇ si dva uzˇivatele´ nejsou podobn´ı, u´hel
sv´ırany´ prˇ´ımkami bude velky´.
Tento u´hel mu˚zˇe by´t pouzˇit jako za´klad podobnosti dvou uzˇivatel˚u. Vy´-
hodou je, zˇe cosinus u´hlu vzˇdy naby´va´ hodnot mezi -1 a 1. Take´, zˇe cosinus
male´ho u´hlu se bl´ızˇ´ı k jedne´, cozˇ reprezentuje velkou podobnost uzˇivatel˚u,
a naopak u velke´ho u´hlu se hodnota bl´ızˇ´ı k -1, to znamena´ n´ızkou podobnost.











Za´klad te´to metody je zalozˇen na Pearsonoveˇ korelaci, ale mı´sto p˚uvodn´ıch
preferenc´ı se nejdrˇ´ıve vytvorˇ´ı relativn´ı porˇad´ı preferencˇn´ıch hodnot. U kazˇ-
de´ho uzˇivatele je hodnota nejme´neˇ preferovane´ho prˇedmeˇtu prˇepsa´na na jed-
nicˇku, potom u dalˇs´ıho nejme´neˇ obl´ıbene´ho prˇedmeˇtu na dvojku a tak da´le,
dokud nejsou vsˇechny hodnoty nahrazeny novy´m cˇ´ıslem. Pak je na teˇchto
hodnota´ch spocˇtena Pearsonova korelace.
Prˇi tomto procesu dojde k urcˇite´ ztra´teˇ informace a to konkre´tn´ıch hod-
not jak dany´ uzˇivatel prˇedmeˇt preferuje. Prˇesto zanecha´va´ u´daj o porˇad´ı
preferenc´ı.
Tato metoda se v praxi moc nevyuzˇ´ıva´, jelikozˇ vyzˇaduje netrivia´ln´ı vy´-
pocˇty a je cˇasoveˇ velmi na´rocˇna´.
2.4.5 Tanimoto koeficient
Dalˇs´ı rˇesˇen´ı kompletneˇ ignoruje hodnoty preferenc´ı vyja´drˇeny´ch uzˇivateli.
Zaj´ıma´ se jen o to, jestli uzˇivatel k dane´mu prˇedmeˇtu vyja´drˇil preferenci
cˇi nikoliv. Za´kladem te´to implementace je Tanimoto koeficient zna´my´ take´
jako Jaccard˚uv koeficient. Je to pod´ıl pocˇtu prˇedmeˇt˚u, pro ktere´ vyja´drˇili dva
uzˇivatele´ neˇjakou preferenci a pocˇtu prˇedmeˇt˚u, pro ktere´ vyja´drˇil preferenci
15
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alesponˇ jeden z nich. Kdyzˇ se prˇedmeˇty dvou uzˇivatel˚u u´plneˇ prˇekry´vaj´ı, tak
je koeficient roven jedne´ a je roven nule, kdyzˇ nemaj´ı ani jeden spolecˇny´ prˇed-
meˇt. Aby tento prˇ´ıstup odpov´ıdal svy´m rozsahem i ostatn´ım implementac´ım,
je vy´sledna´ hodnota vyna´sobena dveˇma a na´sledneˇ je odecˇtena jednicˇka. T´ım
vznikne pozˇadovany´ rozsah od -1 do 1.
Tato metoda se vyuzˇ´ıva´ v prˇ´ıpadeˇ, kde se nevyskytuje stupnice hodnocen´ı,
ale pouze informace, jestli uzˇivatel prˇedmeˇt preferuje.
2.4.6 Loglikelihood test
Tak jako v prˇedchoz´ım prˇ´ıpadeˇ tato metoda ignoruje hodnoty preferenc´ı vy-
ja´drˇeny´ch uzˇivateli. Zjiˇst’uje pravdeˇpodobnost, s jakou se dva uzˇivatele´ shod-
nou, na za´kladeˇ toho, kolik je v syste´mu prˇedmeˇt˚u a kolik z nich oba uzˇivatele´
ohodnotili.
2.5 Existuj´ıc´ı rˇesˇen´ı
Dı´ky populariteˇ doporucˇovac´ıch syste´mu˚ existuje v soucˇasne´ dobeˇ velka´ rˇada
framework˚u a r˚uzny´ch na´stroj˚u umozˇnˇuj´ıc´ı jejich vy´voj, experimentova´n´ı
a na´slednou evaluaci. Jednotliva´ rˇesˇen´ı jsou realizova´na v odliˇsny´ch progra-
movac´ıch jazyc´ıch a soustrˇed´ı se na r˚uzne´ aspekty doporucˇovac´ıch syste´mu˚
(viz Tabulka 2.2).
2.5.1 Apache Mahout
Jedna´ se o knihovnu strojove´ho ucˇen´ı, ktera´ umozˇnˇuje distribuci vy´pocˇt˚u
pomoc´ı Apache Hadoop nebo Apache Spark. Mahout1 se hlavneˇ zaby´va´ trˇemi
discipl´ınami – doporucˇovac´ı syste´my, klasifikace a shlukova´n´ı. Nab´ız´ı na´stroje
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Software Jazyk Vlastnosti
Apache Mahout Java Collaborative-filtering, integrace s Apache
Spark a Apache Hadoop, umozˇnˇuje evaluace
Crab Python User-based filtering, Item-based filtering
GraphLab C++ Collaborative-filtering, integrace s Apache
Spark a Apache Hadoop, rozhran´ı v Pythonu
LensKit Java Collaborative-filtering, umozˇnˇuje evaluace
recommenderlab R Collaborative-filtering, umozˇnˇuje evaluace
RapidMiner Java Collaborative-filtering, umozˇnˇuje evaluace
Weka Java Collaborative-filtering, umozˇnˇuje evaluace
Tabulka 2.2: Na´stroje pro tvorbu doporucˇovac´ıch syste´mu˚
2.5.2 Crab
Crab2 umozˇnˇuje tvorbu doporucˇovac´ıch syste´mu˚ pomoc´ı programovac´ıho ja-
zyka Python. Zameˇrˇuje se na item-based a user-based filtering, zat´ım nepod-
poruje evaluaci syste´mu.
2.5.3 R
R3 je programovac´ı jazyk a na´stroj pro statisticke´ vy´pocˇty a jejich graficke´
zobrazen´ı. R nab´ız´ı sˇiroke´ spektrum statisticky´ch pomu˚cek od linea´rn´ıho a ne-
linea´rn´ıho modelova´n´ı, statisticky´ch test˚u, klasifikace azˇ po shlukova´n´ı.
V R existuje knihovna zvana´ recommenderlab, umozˇnˇuj´ıc´ı vy´voj a testo-
va´n´ı doporucˇovac´ıch syste´mu˚. Soustrˇed´ı se zejme´na na collaborative filtering
implementuje neˇkolik jeho algoritmu˚ a poskytuje i mozˇnost evaluace navrzˇe-
ne´ho syste´mu.
Vy´hodou R je, zˇe se jedna´ o Free Software a je mozˇne´ ho vyuzˇ´ıvat na





Doposud byl popisova´n obecny´ doporucˇovac´ı syste´m, ktery´ ma´ za u´kol do-
porucˇit uzˇivatel˚um neˇjake´ prˇedmeˇty, ale zat´ım nebylo podstatne´ jake´. V te´to
pra´ci se jedna´ o filmovou databa´zi, tud´ızˇ prˇedmeˇty v tomto doporucˇovac´ım
syste´mu budou filmy. Tato kapitola je veˇnova´na na´vrhu a realizaci konkre´t-
n´ıho doporucˇovac´ıho syste´mu.
3.1 Vy´beˇr vhodne´ knihovny
Jak jizˇ bylo zmı´neˇno, existuje neˇkolik knihoven, ktere´ usnadnˇuj´ı tvorbu dopo-
rucˇovac´ıch syste´mu˚. Veˇtsˇina z nich podporuje Collaborative filtering a take´
umozˇnˇuje evaluaci vytvorˇene´ho syste´mu. Z uvedeny´ch na´stroj˚u nab´ız´ı mozˇ-
nost distribuce vy´pocˇt˚u pouze Apache Mahout a GraphLab, a to oba pomoc´ı
Apache Hadoop nebo Apache Spark.
Pro tuto pra´ci byl nakonec vybra´n Apache Mahout, d˚uvodem byla pra´veˇ
zmı´neˇna´ mozˇnost distribuce vy´pocˇt˚u, te´to vy´hody by mohlo by´t vyuzˇito na-
prˇ´ıklad prˇi dalˇs´ım rozsˇ´ıˇren´ı te´to pra´ce. Dalˇs´ı vy´hodou je pomeˇrneˇ detailn´ı
dokumence v podobeˇ knihy [1].
3.2 Tvorba syste´mu pomoc´ı Apache Mahout
V te´to kapitole bude popsa´no jak vytvorˇit doporucˇovac´ı syste´m pomoc´ı kniho-
vny Apache Mahout. Postup pro zprovozneˇn´ı Apache Mahout je popsa´n v prˇ´ı-
loze A.
3.2.1 Reprezentace preferenc´ı
Preference uzˇivatele k prˇedmeˇtu je v Mahoutu implementova´na pod na´zvem
GenericPreference. Je tvorˇena trˇemi atributy, prˇicˇemzˇ prvn´ı dva reprezen-
tuj´ı ID uzˇivatele a ID prˇedmeˇtu a jsou typu Long. Posledn´ım atributem je
hodnocen´ı typu Float.
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Zaj´ımavost´ı je, zˇe souhrn preferenc´ı nen´ı reprezentova´n polem teˇchto ob-
jekt˚u ani nen´ı vyuzˇ´ıva´no Java kolekc´ı. Du˚vodem je zp˚usob, ktery´m jsou ob-
jekty v Javeˇ alokova´ny. Pra´zdny´ objekt sa´m o sobeˇ totizˇ zab´ıra´ neˇjakou pameˇt
(velikost se liˇs´ı podle architektury). Pouzˇite´ rˇesˇen´ı pomoc´ı PreferenceArray
zab´ıra´ pouze cˇtvrtinu pameˇti oproti rˇesˇen´ı pomoc´ı objekt˚u [1].
Dalˇs´ım d˚uvodem je, zˇe prˇi ukla´da´n´ı pomoc´ı objekt˚u docha´z´ı k ukla´da´n´ı
neˇktery´ch informac´ı duplicitneˇ – u kazˇde´ho hodnocen´ı je totizˇ ukla´da´na dvo-
jice ID. Zmı´neˇne´ PreferenceArray se vzˇdy vztahuje k jednomu konkre´tn´ımu
ID. Uchova´va´ vsˇechny preference jednoho uzˇivatele ke vsˇem prˇedmeˇt˚um, re-
spektive vsˇechny preference uzˇivatel˚u k jednomu prˇedmeˇtu.
Usˇetrˇen´ı pameˇti lze ocenit zejme´na u dat s velky´m pocˇtem hodnocen´ı.
V nasˇem prˇ´ıpadeˇ dana´ vstupn´ı data celkem obsahuj´ı 1 879 614 hodnocen´ı,
ktera´ prˇi ulozˇen´ı do PrefererenceArray zab´ıraj´ı zhruba 21,51 MB. Prˇi realizaci
pomoc´ı objekt˚u by data zabrala asi 86.04 MB, cozˇ je cˇtyrˇikra´t v´ıce.
3.2.2 Model
Jedn´ım ze za´kladn´ıch stavebn´ıch prvk˚u doporucˇovac´ıho syste´mu v Apache
Mahout je DataModel, ktery´ uchova´va´ a zprostrˇedkova´va´ informace o hod-
nocen´ı uzˇivatel˚u. Prˇi realizaci tohoto modelu je na vy´beˇr z neˇkolika mozˇnost´ı.
Data v pameˇti
Prvn´ı z nich se jmenuje GenericDataModel, ktery´ pracuje s doporucˇen´ımi
prˇ´ımo v pameˇti. Tento model vyuzˇ´ıva´ k uchova´n´ı jednotlivy´ch Preferen-
ceArray takzvany´ FastByIDMap. Je zde pouzˇit mı´sto HashMap, a to opeˇt
z d˚uvodu u´spory pameˇti.
Data ze souboru
Dalˇs´ım modelem je FileDataModel, ktery´ jako parametr prˇij´ıma´ soubor s pre-
ferencemi. Tento soubor ma´ jasneˇ danou strukturu a mu˚zˇe by´t komprimo-
va´n. Data jsou ocˇeka´va´na ve forma´tu CSV (Comma-separated values). Jak
jizˇ z na´zvu vyply´va´, hodnoty jsou od sebe oddeˇleny cˇa´rkami v ra´mci rˇa´dky.
Kazˇdy´ u´daj o hodnocen´ı zasta´va´ jednu rˇa´dku.
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Prvn´ı hodnota reprezentuje ID uzˇivatele, druha´ pak ID prˇedmeˇtu, po-
sledn´ı hodnotou je samotne´ hodnocen´ı prˇedmeˇtu, ktere´ je zapisova´no s prˇes-
nost´ı na jedno desetinne´ mı´sto. Jednotliv´ı uzˇivatele´ jsou od sebe oddeˇleni
pra´zdny´m rˇa´dkem.
Tento model nahraje data z prˇ´ıslusˇne´ho souboru a pak je ulozˇ´ı do zmı´-
neˇne´ho GenericDataModelu. Zmeˇny provedene´ ve vstupn´ım souboru za beˇhu
syste´mu jsou modelem pozorova´ny a prˇeda´va´ny syste´mu. Prˇipisova´n´ı na ko-
nec velke´ho souboru mu˚zˇe by´t cˇasoveˇ na´rocˇne´, proto je k jeho aktualizaci
mozˇne´ vyuzˇ´ıt aktualizacˇn´ıch soubor˚u. Tyto soubory se mus´ı nacha´zet ve stej-
ne´m adresa´rˇi jako vstupn´ı soubor a jejich na´zev se mus´ı shodovat azˇ k prvn´ı
tecˇce, pak na´sleduje cˇ´ıslovka urcˇuj´ıc´ı porˇad´ı souboru a azˇ pak prˇ´ıpona.
Naprˇ´ıklad vstupn´ı soubor s na´zvem data.csv mu˚zˇe mı´t aktualizacˇn´ı sou-
bory data.1.csv a data.2.csv. Sta´vaj´ıc´ı preference je mozˇne´ zrusˇit pomoc´ı nove´
preference s pra´zdnou hodnotou. Naprˇ´ıklad na´sleduj´ıc´ı rˇa´dka smazˇe prvn´ı
hodnocen´ı v prˇedchoz´ı uka´zce.
0,25,
Data z databa´ze
Je podporova´n i prˇ´ıstup k dat˚um v databa´zi a to pomoc´ı JDBCDataModelu.
Ten podporuje neˇkolik typ˚u databa´z´ı jako naprˇ´ıklad MySQL. Tento prˇ´ıstup
mu˚zˇe by´t pouzˇit zejme´na, kdyzˇ je soubor s daty prˇ´ıliˇs velky´ (v tom smyslu, zˇe
se nevejde do operacˇn´ı pameˇti). Nevy´hodou vsˇak je, zˇe pra´ce s daty v databa´zi
je pomalejˇs´ı, nezˇ pra´ce s daty v pameˇti.
Pouzˇite´ rˇesˇen´ı
Pra´veˇ kv˚uli rychlosti prˇ´ıstupu k dat˚um byl pro realizaci syste´mu vybra´n
FileDataModel. Take´ d´ıky tomu, zˇe soubor se vstupn´ımi daty nen´ı prˇ´ıliˇs velky´
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(zhruba 20 MB).
3.2.3 Vytvorˇen´ı doporucˇovac´ıho syste´mu
Prˇi tvorbeˇ syste´mu je na vy´beˇr z neˇkolika prˇ´ıstup˚u. Vzhledem k informa-
c´ım ve vstupn´ıch datech (viz kapitola 3.3) byl vyuzˇit prˇ´ıstup Collaborative-
filtering. Vstupn´ı data totizˇ neobsahuj´ı zˇa´dne´ informace o filmech, ktere´ by
mohly by´t vyuzˇity prˇi doporucˇova´n´ı pomoc´ı Content-based filtering. Pro vy-
uzˇit´ı tohoto prˇ´ıstupu by bylo nejdrˇ´ıve nutne´ zjistit neˇjakou informaci o vsˇech
filmech, naprˇ´ıklad zˇa´nr. V datech se vsˇak vyskytuje celkem 77 447 filmu˚
a doplnˇovat tuto informaci rucˇneˇ by zabralo mnoho cˇasu.
Vytvorˇen´ı doporucˇovac´ıho syste´mu lze v Apache Mahout napsat na pou-
hy´ch pa´r rˇa´dka´ch (Ko´d 3.1).
Ko´d 3.1: Uka´zka ko´du doporucˇovac´ıho syste´mu
1 DataModel model = new FileDataModel(new File("data.csv"));
2 UserSimilarity similarity = new EuclideanDistanceSimilarity(model);
3 UserNeighborhood nbh = new ThresholdUserNeighborhood(0.5,
similarity, model);
4 Recommender recommender = new GenericUserBasedRecommender(model,
nbh, similarity);
Jedna´ se o Collaborative filtering, konkre´tneˇ user-based prˇ´ıstup. Objekt
Recommender, reprezentuj´ıc´ı doporucˇovac´ı syste´m, lze vytvorˇit pomoc´ı neˇko-
lika atribut˚u (za´lezˇ´ı na typu Recommenderu). Prvn´ım atributem je jizˇ drˇ´ıve
zmı´neˇny´ model, ktery´ je v tomto prˇ´ıpadeˇ vytvorˇen pomoc´ı souboru. Druhy´
atribut urcˇuje sousedstvo uzˇivatele – to lze urcˇit bud’ pocˇtem, nebo prahem.
Posledn´ı atribut definuje zp˚usob pocˇ´ıta´n´ı podobnosti (viz kapitola 2.4).
Porovna´n´ım mozˇny´ch prˇ´ıstup˚u a vy´beˇrem vhodny´ch parametr˚u pro kon-
kre´tn´ı vstupn´ı data se zaby´va´ kapitola 4.
3.2.4 Na´vrh doporucˇen´ı
Po vytvorˇen´ı syste´mu je mozˇne´ z´ıskat navrzˇena´ doporucˇen´ı pomoc´ı metody
recommend() volane´ nad objektem Recommender. Tato metoda ma´ dva vstup-
n´ı parametry – prvn´ı z nich urcˇuje ID uzˇivatele, druhy´ pak pocˇet doporucˇen´ı,
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ktera´ maj´ı by´t vypocˇtena, na´vratova´ hodnota je List<RecommendedItem>.
3.3 Vstupn´ı data
K implementaci doporucˇovac´ıho syste´mu je zapotrˇeb´ı vstupn´ıch dat, jelikozˇ
neprˇ´ıtomnost nebo nedostatek vstupn´ıch dat zp˚usobuje jizˇ zmı´neˇny´ cold-start
problem.
Pro tuto pra´ci byla zada´na data, ktera´ jsou uvedena v prˇ´ıloze. Tato data
slouzˇ´ı jako zdroj informac´ı potrˇebny´ch k vypocˇten´ı doporucˇen´ı.
3.3.1 Forma´t
Vstupn´ı data jsou rozdeˇlena a uchova´na v neˇkolika souborech s prˇ´ıponou
.xml. Du˚vodem rozdeˇlen´ı je rozsa´hlost teˇchto dat. V kazˇde´m souboru je uve-
den seznam filmu˚ a u kazˇde´ho filmu se vyskytuj´ı prˇ´ıspeˇvky. Soucˇa´st´ı kazˇde´ho
prˇ´ıspeˇvku je komenta´rˇ spolu s dalˇs´ımi informacemi o uzˇivateli a cˇasu vlozˇen´ı.
Hlavn´ı a jedinou d˚ulezˇitou informac´ı pro tuto pra´ci je hodnocen´ı filmu, ktere´
se vsˇak nevyskytuje u vsˇech prˇ´ıspeˇvk˚u.
3.3.2 Prˇ´ıprava dat
Z uvedeny´ch dat je relevantn´ı pouze jejich cˇa´st, proto je nutne´ vstupn´ı data
proj´ıt a vybrat z nich informace o jednotlivy´ch hodnocen´ıch. Ve vstupn´ıch
souborech se vyskytuj´ı neˇktere´ neviditelne´ znaky, ktere´ komplikuj´ı parsova´n´ı
souboru pomoc´ı SAX (Simple API for XML) Parseru. Prˇed parsova´n´ım je
tedy potrˇebne´ se teˇchto znak˚u zbavit. Jakmile jsou vstupn´ı soubory zbaveny
neviditelny´ch znak˚u (ne vsˇak vsˇech, z˚usta´va´ znak konce rˇa´dku, tabula´tor
atp.), je mozˇne´ proj´ıt vsˇechny prˇ´ıspeˇvky s hodnocen´ım a prˇ´ıslusˇnou infor-
maci si uchovat. Data je nutne´ ulozˇit tak, aby s nimi mohl Apache Mahout
pracovat, viz kapitola 3.2.2.
Pro zlepsˇen´ı vy´sledk˚u byli z dat odstraneˇni uzˇivatele´, kterˇ´ı ohodnotili
male´ mnozˇstv´ı filmu˚. Mohlo by se sta´t, zˇe z d˚uvodu nedostatku informac´ı
by doporucˇen´ı nesˇlo vypocˇ´ıtat. Nen´ı zrˇejme´, kde prˇesneˇ udeˇlat hranici a jake´
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uzˇivatele do vy´pocˇtu zahrnout. Bylo proto vytvorˇeno neˇkolik soubor˚u (Ta-
bulka 3.1) s uzˇivateli, kterˇ´ı ohodnotili alesponˇ 20, 50, 100 a 200 filmu˚ a jejich
vy´sledky pak byly porovna´ny. Z dat byli take´ odstraneˇni ti uzˇivatele´, kterˇ´ı
prˇiˇradili stejnou hodnotu vsˇem filmu˚m. Je pravdeˇpodobne´, zˇe tito uzˇivatele´
si nedali pra´ci s hodnocen´ım filmu˚ a zahrnut´ı jejich informac´ı do vy´pocˇtu
by bylo sp´ıˇse negativn´ı.





20.dat 20 10 734 1 794 383 26,1 MB
50.dat 50 6 603 1 663 465 24,1 MB
100.dat 100 4 102 1 486 484 21,4 MB
200.dat 200 2 238 1 223 623 17,5 MB
Tabulka 3.1: Prˇehled soubor˚u
Da´le byly vytvorˇeny soubory movies.dat a users.dat, ktere´ obsahuj´ı se-
znam na´zv˚u filmu˚ respektive prˇezd´ıvek uzˇivatel˚u, prˇicˇemzˇ kazˇdy´ u´daj je na
samostatne´ rˇa´dce. Celkovy´ pocˇet filmu˚ je 77 447 a uzˇivatel˚u je 23 609.
3.4 Webova´ aplikace
V ra´mci te´to pra´ce byla vytvorˇena webova´ aplikace, ktera´ usnadnˇuje vyzkou-
sˇen´ı doporucˇovac´ıho syste´mu. Take´ byl vytvorˇen servlet, jehozˇ beˇh je rˇ´ızen
pomoc´ı servletove´ho kontejneru Apache Tomcat1. Tento servlet umozˇnˇuje
interakci mezi doporucˇovac´ım syste´mem a klientskou cˇa´st´ı aplikace. Komu-
nikace je dosazˇeno pomoc´ı HTTP pozˇadavk˚u.
3.4.1 Servlet
Trˇ´ıda MovieRecommender rozsˇiˇruje javax.servlet.http.HttpServlet a deˇd´ı z n´ı
metody init(), doGet() a doPost(). Tyto metody jsou v MovieRecommen-
der prˇekryty vlastn´ı implementac´ı. Metoda init() je vola´na prˇi spusˇteˇn´ı ser-
vletu, ma´ za u´kol inicializovat recommender a nacˇ´ıst data o jme´nech uzˇivatel˚u
a filmu˚ ze souboru. Po dobu beˇhu servletu mohou by´t vola´ny metody doGet()
a doPost(), ktere´ zpracuj´ı pozˇadavek a prˇ´ıpadneˇ poskytnou zˇa´dane´ informace.
1http://tomcat.apache.org/
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HTTP pozˇadavky
Aby mohl servlet na pozˇadavky reagovat, mus´ı by´t zada´ny ve specificke´m
tvaru. Prˇehled mozˇny´ch HTTP pozˇadavk˚u je mozˇne´ videˇt v tabulce 3.2.
Vsˇechny vra´cene´ odpoveˇdi ze servletu jsou ulozˇeny ve forma´tu JSON2.
3.4.2 Klientska´ cˇa´st
HTTP dotazy je sice mozˇne´ pokla´dat i v adresove´m rˇa´dku prohl´ızˇecˇe, ale
pro snadneˇjˇs´ı obsluhu byla naprogramova´na klientska´ cˇa´st aplikace. Tato
cˇa´st se skla´da´ z neˇkolika soubor˚u. Hlavn´ım z nich je index.jsp, ktery´ pomoc´ı
jazyka HTML definuje strukturu stra´nky a vyuzˇ´ıva´ ostatn´ıch .css a .js
soubor˚u. CSS soubory definuj´ı vzhled stra´nky pomoc´ı kaska´dovy´ch styl˚u.
Soubor datahandler.js se stara´ o nacˇten´ı dat ze serveru pomoc´ı asynchronn´ıch
HTTP GET dotaz˚u. Tento zp˚usob umozˇnˇuje plynule´ zpracova´n´ı pozˇadavk˚u
bez zamrza´n´ı graficke´ho rozhran´ı.
3.4.3 Soubor WAR
Cela´ webova´ aplikace je obsazˇena v souboru WAR (Web application archive),
ktery´ umozˇnˇuje snadne´ zaveden´ı aplikace pomoc´ı servletove´ho kontejneru.
Tento soubor je generova´n na´strojem Maven na za´kladeˇ parametr˚u uvede-
ny´ch v souboru pom.xml po zada´n´ı prˇ´ıkazu mvn package. V korˇenove´m ad-
resa´rˇi archivu se vyskytuj´ı soubory pro klientskou cˇa´st a slozˇka WEB-INF.
Uvnitrˇ te´to slozˇky je ulozˇen web.xml, ktery´ urcˇuje hlavn´ı trˇ´ıdu servletu a take´
URL cestu aplikace. Ve stejne´ slozˇce se nacha´z´ı zdrojove´ soubory aplikace
a vsˇechny potrˇebne´ knihovny.
3.4.4 Aktualizace syste´mu
Pro aktualizaci doporucˇovac´ıho syste´mu lze vyuzˇ´ıt jizˇ drˇ´ıve zmı´neˇne´ ak-
tualizacˇn´ı soubory. Proble´mem vsˇak je, zˇe soubory uvnitrˇ jizˇ vytvorˇene´ho
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Tento proble´m byl vyrˇesˇen t´ım, zˇe prˇi inicializaci servletu (v metodeˇ
init()) je prˇecˇten zdrojovy´ soubor s daty, ktery´ se nacha´z´ı uvnitrˇ archivu.
Na´sledneˇ je mimo archiv vytvorˇen novy´ soubor se stejny´mi daty. Pak je
mozˇne´ vytva´rˇet aktualizacˇn´ı soubory ve stejne´ slozˇce. Vsˇechny tyto soubory
maj´ı nastaveny´ parametr deleteOnClose, takzˇe prˇi skoncˇen´ı JVM (Java Vir-
tual Machine) dojde k jejich smaza´n´ı. Prˇi vytva´rˇen´ı soubor˚u by mohlo doj´ıt
k proble´mu˚m s opra´vneˇn´ım k za´pisu, proto je vyzˇa´da´na syste´mova´ slozˇka
s docˇasny´mi soubory, kde by meˇl by´t prˇ´ıstup veˇtsˇinou povolen.
Frekvence obnoven´ı datove´ho modelu podle zmeˇn v aktualizacˇn´ıch sou-
borech je rˇ´ızena samotny´m modelem. Aby bylo mozˇne´ pohotoveˇ pozorovat
zmeˇny v syste´mu, je mozˇne´ toto obnoven´ı modelu explicitneˇ vynutit. Obno-
ven´ı vsˇak mu˚zˇe trvat neˇkolik des´ıtek vterˇin a volat jej po prˇida´n´ı kazˇde´ho
hodnocen´ı by mohlo syste´m znacˇneˇ zpomalit. Aby uzˇivatel nemusel po kazˇ-
de´m zada´n´ı nove´ho hodnocen´ı cˇekat na obnoven´ı modelu, je jeho obnoven´ı
spusˇteˇno azˇ po zada´n´ı dvaceti novy´ch hodnocen´ı (od libovolny´ch uzˇivatel˚u).
3.4.5 Funkce aplikace
U´cˇelem te´to aplikace je pouze demonstrace funkcˇnosti doporucˇovac´ıho sys-
te´mu. Je umozˇneˇno zobrazit hodnocen´ı libovolne´ho uzˇivatele a volneˇ je prˇi-
da´vat, nen´ı pozˇadova´no zˇa´dne´ heslo ani jine´ prˇihlasˇovac´ı u´daje. Byl vytvorˇen
testovac´ı uzˇivatel, ktery´ je ve vy´choz´ım stavu vybra´n. Tento uzˇivatel nema´
zadane´ zˇa´dne´ hodnocen´ı a slouzˇ´ı k vyzkousˇen´ı syste´mu.
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Dotaz Prˇ´ıklad Funkce Prˇ´ıklad odpoveˇdi
getmovies getmovies=true Vra´t´ı pole filmu˚, prˇi-
cˇemzˇ kazˇdy´ film je da´n
polem o dvou prvc´ıch





getusers getusers=true Vra´t´ı pole uzˇivatel˚u,
prˇicˇemzˇ kazˇdy´ uzˇivatel
je da´n polem o dvou
prvc´ıch – ID a na´-








userID userID=123 Vra´t´ı seznam filmu˚,
ktere´ uzˇivatel videˇl.

























boru a vra´t´ı zpra´vu
o pr˚ubeˇhu.
ok nebo fail
Tabulka 3.2: Seznam mozˇny´ch HTTP pozˇadavk˚u
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Pro implementaci doporucˇovac´ıho syste´mu je nutne´ vybrat jednu ze drˇ´ıve
zmı´neˇny´ch metod pro pocˇ´ıta´n´ı podobnosti (viz kapitola 2.4). Je zapotrˇeb´ı
spustit kazˇdou z teˇchto metod s r˚uzny´mi parametry prahu podobnosti nebo
velikosti sousedstva a urcˇit hodnoty jejich vy´sledk˚u. Za vhodnou metodu je
povazˇova´na ta, ktera´ dosahuje co nejlepsˇ´ıho sko´re, ale za´rovenˇ ma´ co nejkratsˇ´ı
dobu vy´pocˇtu pro dana´ vstupn´ı data.
K otestova´n´ı teˇchto metod byla vytvorˇena aplikace, kterou lze spustit prˇ´ı-
kazem java -jar evaluator-1-jar-with-dependencies.jar. Po spusˇteˇn´ı
aplikace bez parametr˚u se zobraz´ı na´poveˇda s instrukcemi, jak urcˇit metodu
testova´n´ı a jine´ parametry.
Vy´sledky spusˇteˇny´ch test˚u jsou ulozˇeny ve slozˇce res do prˇ´ıslusˇne´ pod-
slozˇky podle mnozˇstv´ı hodnocen´ı uzˇivatele (20, 50, 100 nebo 200). Soubor je
pojmenova´n podle na´zvu metody a na kazˇde´ jeho rˇa´dce je uveden jeden vy´-
sledek meˇrˇen´ı. V kazˇde´m vy´sledku je zobrazena velikost prahu podobnosti,
nebo v prˇ´ıpadeˇ sousedstva pocˇet soused˚u, da´le je uvedeno dosazˇene´ sko´re
a doba vy´pocˇtu.
Pra´veˇ doba vy´pocˇtu poneˇkud komplikuje vyhodnocen´ı optima´ln´ı metody.
Vzhledem k pocˇtu metod a mozˇny´ch parametr˚u je potrˇeba otestovat zhruba
60 r˚uzny´ch kombinac´ı pro prvn´ı soubor s uzˇivateli, kterˇ´ı ohodnotili alesponˇ
20 filmu˚. Z teˇchto vy´sledk˚u lze vybrat mensˇ´ı mnozˇstv´ı parametr˚u, ktere´ do-
sahuj´ı dobry´ch hodnot a spustit je na dalˇs´ı souborech s jiny´m vzorkem uzˇi-
vatel˚u.
Na pocˇ´ıtacˇi se cˇtyrˇja´drovy´m procesorem o taktu 2.4 GHz a operacˇn´ı pa-
meˇt´ı o velikosti 4 GB byla doba nejme´neˇ na´rocˇne´ho testu necele´ trˇi hodiny.
Spusˇteˇn´ı sˇedesa´ti test˚u na tomto pocˇ´ıtacˇi by tedy zabralo zhruba ty´den. Vy´-
pocˇet pro neˇktere´ metody vsˇak trval neˇkolikana´sobneˇ de´le nezˇ trˇi hodiny,
takzˇe celkovy´ cˇas vy´pocˇtu by byl podstatneˇ delˇs´ı.
Velkou vy´hodou byla mozˇnost vyuzˇ´ıt vy´pocˇetn´ıho gridu MetaCentrum1,
ktery´ umozˇnˇuje akademicky´m pracovn´ık˚um, zameˇstnanc˚um a student˚um veˇ-
deckovy´zkumny´ch instituc´ı v Cˇeske´ republice vyuzˇ´ıvat vysoky´ vy´pocˇetn´ı vy´-
kon. Stejny´ test spusˇteˇny´ na jednom z pocˇ´ıtacˇ˚u MetaCentra zabral pouze




Nicme´neˇ spousˇteˇn´ı u´loh na stroj´ıch MetaCentra prˇineslo i neˇjake´ komplikace.
Nejdrˇ´ıve bylo zapotrˇeb´ı nastudovat pravidla o pouzˇ´ıva´n´ı stroj˚u a spousˇteˇn´ı
u´loh. Hlavn´ım proble´mem byl limit procesor˚u prˇideˇleny´ch pro jednu u´lohu.
Dı´ky tomu, zˇe Apache Mahout vyhodnot´ı pocˇet procesor˚u a jejich jader na
konkre´tn´ım pocˇ´ıtacˇi, a pak rozdeˇl´ı vy´pocˇet do vla´ken u´meˇrny´ch tomuto po-
cˇtu, docha´zelo k tomu, zˇe byl prˇekracˇova´n pocˇet prˇideˇleny´ch procesor˚u. Kv˚uli
prˇekrocˇen´ı tohoto limitu byla pak u´loha pla´novacˇem MetaCentra ukoncˇena.
Protozˇe je vy´pocˇet spusˇteˇn pokazˇde´ na jine´m stroji (vyhodnoceno pla´nova-
cˇem, pokud nen´ı explicitneˇ urcˇeno), pak se sta´va´, zˇe pocˇet procesor˚u je jiny´
nezˇ limit, ktery´ byl definova´n prˇi spusˇteˇn´ı u´lohy, a t´ım mu˚zˇe doj´ıt k jeho
prˇekrocˇen´ı.
Tento proble´m lze vyrˇesˇit vyzˇa´da´n´ım cele´ho jednoho stroje nehledeˇ na
to, kolik ma´ procesor˚u. Dalˇs´ı mozˇnost´ı je vyhle´dnout si jeden konkre´tn´ı stroj
a prˇi spusˇteˇn´ı u´lohy explicitneˇ zadat pozˇadavek pro zabra´n´ı tohoto stroje.
Pak je zrˇejme´, jak velky´ limit pro pocˇet procesor˚u doprˇedu nastavit.
4.1 Dosazˇene´ vy´sledky
Prvn´ı dosazˇene´ vy´sledky evaluac´ı metod jsou z´ıska´ny na za´kladeˇ vstupn´ıho
souboru s uzˇivateli, kterˇ´ı ohodnotili alesponˇ 20 filmu˚. Pro hodnocen´ı syste´mu
byla vybra´na metoda pr˚umeˇrne´ odchylky (viz kapitola 2.2.2). Je dobre´ si
prˇipomenout, zˇe cˇ´ım mensˇ´ı je vypocˇ´ıtana´ hodnota, t´ım lepsˇ´ı je vy´sledek.
Ve vy´sledc´ıch jsou zahrnuty oba zp˚usoby vy´beˇru sousedstva, a to jak
prˇ´ımy´m pocˇtem soused˚u, tak i velikost´ı prahu podobnosti (viz kapitola 2.3).
Prvn´ı ze zmı´neˇny´ch je mozˇne´ videˇt v tabulce 4.1. Promeˇnna´ n urcˇuje pocˇet
soused˚u, kterˇ´ı jsou zahrnuti ve vy´pocˇtu.
n = 2 n = 4 n = 8 n = 16 n = 32 n = 64 n = 128
Pearson 0.496 0.556 0.556 0.556 0.562 0.568 0.578
Euclidean 0.000 0.000 0.000 0.000 0.001 0.004 0.019
Tanimoto 0.827 0.830 0.828 0.824 0.822 0.819 0.816
Loglikelihood 0.876 0.876 0.866 0.854 0.844 0.837 0.832
Tabulka 4.1: Sousedstvo dane´ pocˇtem
Nevy´hodou urcˇova´n´ı prˇ´ıme´ho pocˇtu soused˚u je velke´ mnozˇstv´ı mozˇnost´ı.
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Nen´ı zrˇejme´, zda pouzˇite´ hodnoty dostatecˇneˇ pokry´vaj´ı interval mozˇny´ch
hodnot. Nejmensˇ´ı mozˇna´ hodnota je 1, vy´pocˇet je totizˇ nutne´ zalozˇit alesponˇ
na jednom uzˇivateli. Horn´ı mez je teoreticky da´na celkovy´m pocˇtem uzˇivatel˚u.
Je trˇeba dba´t na to, zˇe prˇi rozdeˇlen´ı dat na testovac´ı a tre´novac´ı je cˇa´st dat
odstraneˇna z vy´pocˇtu, a t´ım je zmeˇneˇn i celkovy´ pocˇet uzˇivatel˚u zahrnuty´ch
ve vy´pocˇtu.
Vyuzˇit´ım prahu podobnosti je mozˇne´ tento interval snadneˇji pokry´t. Pra´h
mu˚zˇe naby´vat hodnot od -1 do 1 vcˇetneˇ. Prˇi prahu s hodnotou 1 bude sou-
sedstvo tvorˇeno pouze teˇmi uzˇivateli, kterˇ´ı maj´ı naprosto shodne´ hodnocen´ı.
Naopak prˇi hodnoteˇ -1 budou do sousedstva zahrnuti i ti nejme´neˇ podobn´ı
uzˇivatele´. Pokryt´ım tohoto intervalu lze tedy osˇetrˇit vsˇechny mozˇnosti a vy-
hodnotit, ktere´ parametry jsou nejvhodneˇjˇs´ı. V tabulce 4.2 jsou uvedeny
vy´sledky evaluace pro neˇkolik hodnot prahu a metod podobnosti.
Pra´h Pearson Euclidean Tanimoto Loglikelihood
1.0 0.574 0.000 NaN NaN
0.8 0.589 0.000 NaN 0.822
0.6 0.648 0.181 NaN 0.822
0.4 0.703 0.660 NaN 0.822
0.2 0.734 0.779 0.751 0.822
0.0 0.744 0.780 0.818 0.822
−0.2 0.741 0.780 0.818 0.822
−0.4 0.734 0.780 0.818 0.822
−0.6 0.728 0.780 0.818 0.822
−0.8 0.724 0.780 0.818 0.822
−1.0 0.725 0.780 0.818 0.822
Tabulka 4.2: Sousedstvo dane´ prahem
Prˇi pohledu na tabulku se zda´, zˇe pocˇ´ıta´n´ı podobnosti pomoc´ı Euklidov-
ske´ vzda´lenosti dosahuje perfektn´ıch vy´sledk˚u. Pro hodnotu prahu 1.0 a 0.8
se navrzˇene´ doporucˇen´ı v˚ubec neliˇs´ı od doporucˇen´ı v testovac´ıch datech.
Bohuzˇel je trˇeba zahrnout do vy´sledk˚u jesˇteˇ jeden fakt, a to ten, zˇe v neˇ-
ktery´ch prˇ´ıpadech nelze doporucˇen´ı vypocˇ´ıtat. V tabulce se dokonce vyskytuj´ı
hodnoty NaN (v Javeˇ definova´no jako Not a Number), a to v prˇ´ıpadech, kdy
syste´m nedoka´zal vy´slednou hodnotu v˚ubec vypocˇ´ıtat. Mu˚zˇe se take´ sta´t, zˇe
podobnost nen´ı v urcˇite´m prˇ´ıpadeˇ definova´na – naprˇ´ıklad Pearsonova kore-
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lace pro uzˇivatele s naprosto stejny´m hodnocen´ım, nebo kdyzˇ je k vy´pocˇtu
vyuzˇito prˇ´ıliˇs male´ mnozˇstv´ı dat.








































Obra´zek 4.1: Porovna´n´ı u´speˇsˇnosti vy´sledk˚u evaluace
V grafu 4.1 je mozˇne´ pozorovat procenta neu´speˇsˇnosti jednotlivy´ch metod,
ktera´ jsou znacˇena prˇerusˇovanou cˇarou a vztahuje se k nim popisek uvedeny´
u prave´ osy. Naopak popisky na leve´ ose reprezentuj´ı nameˇrˇene´ hodnoty
a vzahuj´ı se k plny´m cˇara´m.
Doba vy´pocˇtu jedne´ hodnoty pomoc´ı Pearsonovy korelace a Euklidovske´
vzda´lenosti byla zhruba 10 minut (spusˇteˇno na MetaCentru na 64 procesoro-
vy´ch ja´drech se 100 GB operacˇn´ı pameˇti). Oproti tomu doba vy´pocˇtu pomoc´ı
zbyly´ch dvou metod se za stejny´ch podmı´nek pohybovala okolo dvou a p˚ul
hodiny. Z d˚uvodu zachova´n´ı prˇehlednosti grafu, nebyly tyto u´daje zna´zor-
neˇny.
U metody pocˇ´ıta´n´ı pomoc´ı Tanimoto koeficientu je dobrˇe videˇt, zˇe tam,
kde se vyskytovaly hodnoty NaN, se neu´speˇsˇnost bl´ızˇ´ı ke 100 %. U hod-
not prahu, kde Euklidovska´ vzda´lenost dosahuje nejlepsˇ´ıch vy´sledk˚u, nebylo
mozˇne´ vypocˇ´ıtat doporucˇen´ı v 67 % prˇ´ıpad˚u. Pro nalezen´ı vhodne´ hodnoty
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prahu je nutne´ se soustrˇedit na co nejnizˇsˇ´ı vy´sledne´ hodnoty, ale tak, aby
neu´speˇsˇnost doporucˇen´ı byla sta´le prˇijatelna´ (naprˇ´ıklad pod 20 %).
Ze stejne´ho obra´zku je take´ mozˇne´ vypozorovat, zˇe u dvou metod se
vy´sledky evaluace i prˇes meˇn´ıc´ı se hodnotu prahu te´meˇrˇ nemeˇn´ı. Pocˇ´ıta´n´ı
podobnosti pomoc´ı Tanimoto koeficientu a Loglikelihood testu se pro zvo-
lena´ vstupn´ı data prˇ´ıliˇs nehod´ı. Prˇi vsˇech hodnota´ch prahu dosahuj´ı horsˇ´ıch
vy´sledk˚u, nezˇ zbyle´ dveˇ metody. Zelena´ krˇivka v grafu sice naznacˇuje mı´rny´
pokles sko´re evaluace, ale za´rovenˇ s n´ım se rapidneˇ zvysˇuje neu´speˇsˇnost do-
porucˇen´ı. Zbyle´ experimenty se tedy soustrˇed´ı pouze na Euklidovskou vzda´-
lenost a Pearsonovu korelaci.
Na´sleduj´ıc´ı graf (obra´zek 4.2) zobrazuje vy´sledky Pearsonovy korelace pro
hodnoty prahu, ktere´ dosahuj´ı nejlepsˇ´ıch vy´sledk˚u (tj. interval od 0.15 do 0.75)
s krokem o velikosti 0.5. Jsou zde uvedeny vy´sledky pro vsˇechny cˇtyrˇi vzorove´
soubory.





































Obra´zek 4.2: Pearsonova korelace
Je zaj´ımave´, zˇe kdyzˇ jsou do vy´pocˇtu zahrnuti jen uzˇivatele´, kterˇ´ı ohod-
notili veˇtsˇ´ı mnozˇstv´ı filmu˚, jsou produkova´ny horsˇ´ı vy´sledky. Dokonce cˇ´ım
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je na´rok na pocˇet hodnocen´ı vysˇsˇ´ı, t´ım horsˇ´ı jsou vy´sledky. Nejenzˇe dosahuj´ı
vysˇsˇ´ıho sko´re, ale i procenta jejich neu´speˇsˇnosti jsou podstatneˇ vysˇsˇ´ı.
Podobny´ pr˚ubeˇh lze pozorovat i v grafu 4.3, ve ktere´m jsou zobrazeny
vy´sledky vypocˇtene´ pomoc´ı Euklidovske´ vzda´lenosti. Tento graf zobrazuje
jine´ hodnoty prahu, a to proto, zˇe oproti Pearsonoveˇ korelaci se neu´speˇsˇnost
vy´pocˇt˚u pohybuje okolo dvaceti procent jizˇ u nizˇsˇ´ıch hodnot prahu.
Vy´sledky dosazˇene´ pomoc´ı te´to metody jsou o neˇco lepsˇ´ı nezˇ ty, ktere´
byly vypocˇtnene´ prˇedchoz´ı metodou. Nejlepsˇ´ıch vy´sledk˚u je opeˇt dosazˇeno
u souboru s nejmensˇ´ım pocˇtem hodnocen´ı na uzˇivatele.






































Obra´zek 4.3: Euklidovska´ vzda´lenost
4.2 Zhodnocen´ı vy´sledk˚u
Bylo proka´za´no, zˇe cˇ´ım veˇtsˇ´ı je na´rok na pocˇet hodnocen´ı filmu˚ jednoho uzˇi-
vatele, t´ım horsˇ´ıch vy´sledk˚u je dosahova´no. Toto by mohlo by´t zp˚usobeno
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naprˇ´ıklad t´ım, zˇe uzˇivatele´ kterˇ´ı ohodnotili veˇtsˇ´ı mnozˇstv´ı filmu˚, ohodnotili
i filmy, ktere´ se jim nel´ıbili, nebo byly ohodnoceny maly´m pocˇtem uzˇiva-
tel˚u. Pokud byly pra´veˇ tyto filmy vybra´ny do testovac´ıch dat, je me´neˇ prav-
deˇpodobne´, zˇe budou doporucˇeny. Oproti tomu je mozˇne´ prˇedpokla´dat, zˇe
uzˇivatele´, kterˇ´ı ohodnotili mensˇ´ı mnozˇstv´ı filmu˚, hodnotili prˇeva´zˇneˇ zna´me´
sn´ımky, ktere´ je snadneˇjˇs´ı doporucˇit (byly ohodnoceny mnoha uzˇivateli).
Dalˇs´ı roli by take´ mohl hra´t celkovy´ pocˇet uzˇivatel˚u v dane´m vzorkove´m
souboru. V souboru 20.dat se nacha´z´ı 10 734 uzˇivatel˚u, narozd´ıl od souboru
200.dat, ve ktere´m je pouze 2 238 uzˇivatel˚u (viz tabulka 3.1). Cˇ´ım v´ıce uzˇi-
vatel˚u v databa´zi existuje, t´ım veˇtsˇ´ı je pravdeˇpodobnost, zˇe bude nalazen
podobny´ uzˇivatel.
Nejlepsˇ´ıch vy´sledk˚u bylo dosazˇeno pomoc´ı Euklidovske´ vzda´lenosti prˇi
hodnoteˇ prahu 0.5. Bylo sice dosazˇeno i mensˇ´ıch odchylek, ale s t´ım za´rovenˇ
stoupala cˇetnost neu´speˇch˚u prˇi vy´pocˇtu doporucˇen´ı. Tato metoda a hodnota




V te´to pra´ci byly prozkouma´ny technologie uzˇ´ıvane´ v doporucˇovac´ıch syste´-
mech. Na za´kladeˇ teˇchto technologi´ı byl navrzˇen doporucˇovac´ı syste´m, ktery´
byl na´sledneˇ implementova´n. Pro implementaci byl ze zmı´neˇny´ch knihoven
vybra´n Apache Mahout, zejme´na pro mozˇnost distribuce vy´pocˇt˚u a mozˇnost
evaluace vy´sledne´ho syste´mu.
Na vy´sledne´m syste´mu byly provedeny experimenty s r˚uzny´mi metodami
a parametry a jejich vy´sledky byly analyzova´ny. Na za´kladeˇ teˇchto experi-
ment˚u bylo vybra´no pocˇ´ıta´n´ı podobnosti pomoc´ı Euklidovske´ vzda´lenosti se
sousedstvem dany´m prahem o velikosti 0.5. Pro ulehcˇen´ı testova´n´ı parametr˚u
byla vytvorˇena jednoducha´ aplikace, ktera´ byla z d˚uvod˚u cˇasove´ a vy´pocˇetn´ı
na´rocˇnosti spusˇteˇna na stroj´ıch virtua´ln´ı organizace MetaCentrum.
Aby bylo mozˇne´ doporucˇovac´ı syste´m snadno vyzkousˇet, byla vytvorˇena
webova´ aplikace. Tato aplikace umozˇnˇuje uzˇivateli prˇidat nova´ hodnocen´ı
a na jejich za´kladeˇ doporucˇ´ı filmy, ktere´ by se mohly uzˇivateli l´ıbit. V teˇchto
na´vrz´ıch se obcˇas vyskytuj´ı doporucˇen´ı filmu˚, ktere´ ohodnotilo pouze pa´r
uzˇivatel˚u a mohlo by tedy by´t zava´deˇj´ıc´ı.
Lepsˇ´ıch vy´sledk˚u by mohlo by´t dosazˇeno vyuzˇit´ım rozsa´hlejˇs´ıch dat. Za-
lozˇen´ım vy´pocˇt˚u na veˇtsˇ´ım mnozˇst´ı hodnocen´ı by byla zvy´sˇena pravdeˇpodob-
nost nalezen´ı podobne´ho uzˇivatele. Take´ by bylo mozˇne´ z´ıskat v´ıce informac´ı
o jednotlivy´ch filmech a tyto u´daje zahrnout do vy´pocˇtu doporucˇen´ı.
Pro snadneˇjˇs´ı oveˇrˇen´ı vy´sledk˚u dosazˇeny´ch v te´to pra´ci byl sepsa´n postup
pro sestaven´ı projektu, instalaci na´stroje Apache Tomcat, ktery´ umozˇnˇuje
zprovozneˇn´ı webove´ aplikace, a take´ byla napsa´na uzˇivatelska´ dokumentace.
Vsˇechny tyto postupy jsou uvedeny v prˇ´ıloha´ch.
Vesˇkera´ zdrojova´ data, soubory a vy´sledky experiment˚u se nacha´z´ı na prˇi-
lozˇene´m DVD. Aplikace umozˇnˇuj´ıc´ı testova´n´ı parametr˚u se nacha´z´ı ve slozˇce
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Vsˇechny testy a jine´ postupy uvedene´ v te´to kapitole je mozˇne´ zrekonstruovat.
Vesˇkera´ zdrojova´ data jsou prˇ´ıstupna´ na prˇilozˇene´m DVD, prˇ´ıpadneˇ je mozˇne´
zdrojovy´ ko´d sta´hnout pomoc´ı na´stroje git1. Po instalaci tohoto na´stroje lze
zada´n´ım prˇ´ıkazu git clone https://github.com/lochman/movie-recomm
ender.git sta´hnout vsˇechny zdrojove´ soubory vytvorˇene´ v pr˚ubeˇhu te´to
pra´ce. Pokud nen´ı prˇ´ıkaz git v prˇ´ıkazove´ rˇa´dce rozezna´n, je nutne´ nejprve
upravit syste´movou promeˇnnou PATH. Tento proces se na r˚uzny´ch operacˇ-
n´ıch syste´mech liˇs´ı.
V syste´mu Windows je nutne´ kliknout pravy´m tlacˇ´ıtkem na Tento pocˇ´ı-
tacˇ a v nab´ıdce mozˇnost´ı vybrat Vlastnosti. V na´sleduj´ıc´ım okneˇ se po sledu
teˇchto prˇ´ıkaz˚u Uprˇesnit nastaven´ı syste´mu→Uprˇesnit→Promeˇnne´ prostrˇed´ı
zobraz´ı pozˇadovana´ nab´ıdka. Promeˇnnou PATH je trˇeba upravit tak, aby ob-
sahovala cestu do slozˇky bin a cmd v adresa´rˇi, kde je git nainstalova´n. Naprˇ´ı-
klad pokud je git nainstalova´n v umı´steˇn´ı C:\Program Files (x86)\Git, je
nutne´ na konec promeˇnne´ prˇidat ;C:\Program Files (x86)\Git\bin;C:\
Program Files (x86)\Git\cmd.
V Linuxu lze promeˇnnou nastavit prˇ´ıkazem export PATH=/usr/local/ma
ven/bin:$PATH (za´lezˇ´ı na tom, kde je git nainstalova´n). Toto rˇesˇen´ı je vsˇak
jen docˇasne´ a po zavrˇen´ı konzole prˇestane u´cˇinkovat. Pro trvale´ nastaven´ı je
potrˇeba upravit soubor ∼/.profile a prˇidat do neˇj vy´sˇe uvedeny´ prˇ´ıkaz.
Dalˇs´ım potrˇebny´m na´strojem pro sestaven´ı tohoto projektu je Apache
Maven2. Kromeˇ usnadneˇn´ı samotne´ho sestaven´ı projektu je jeho velkou vy´-
hodou snadne´ prˇilozˇen´ı potrˇebny´ch knihoven. Po instalaci mu˚zˇe by´t nutne´
opeˇt upravit promeˇnnou PATH tak, aby obsahovala odkaz na bina´rn´ı soubory
Mavenu. Prˇ´ıkazem mvn --version lze oveˇrˇit, zda je vsˇe dobrˇe nastaveno.
Projekt je mozˇne´ sestavit zada´n´ım prˇ´ıkazu mvn package ve slozˇce recom-
mender se zdrojovy´mi soubory. V te´to slozˇce se nacha´z´ı soubor pom.xml a na
za´kladeˇ jeho parametr˚u je vygenerova´na slozˇka target s prˇelozˇeny´mi .class
soubory a spustitelny´mi .jar soubory.
Vygenerova´ny jsou celkem trˇi .jar soubory. Kromeˇ za´kladn´ıho souboru





obsahuje vsˇechny potrˇebne´ knihovny a je doporucˇen pro spusˇteˇn´ı tohoto pro-
jektu. Posledn´ı soubor obsahuj´ıc´ı na´zev job umozˇnˇuje spusˇteˇn´ı na clusteru
Apache Hadoop. Soubor pom.xml take´ umozˇnˇuje snadne´ importova´n´ı pro-




Pro spusˇteˇn´ı tohoto projektu sice nen´ı nutne´ Apache Mahout instalovat, ale
mohl by by´t vyuzˇit prˇi jeho u´praveˇ cˇi rozsˇ´ıˇren´ı. Dalˇs´ım d˚uvodem, procˇ je tento
postup uveden, jsou komplikace, ke ktery´m mu˚zˇe beˇhem instalace doj´ıt.
Apache Mahout je knihovnou v Javeˇ, proto je nezbytne´ nejprve Javu
nainstalovat. Nejnizˇsˇ´ı podporovana´ verze je Java 6. Napsa´n´ım prˇ´ıkazu java
-version do prˇ´ıkazove´ rˇa´dky lze zjistit aktua´ln´ı nainstalovanou verzi. Sa-
motnou instalac´ı Javy se tato pra´ce nebude zaby´vat. Da´le je potrˇebny´ jizˇ
zmı´neˇny´ Apache Maven.
Prˇi stahova´n´ı zdrojovy´ch soubor˚u1 Mahoutu je nutne´ vybrat jeden z ba-
l´ıcˇk˚u s na´zvem src. Po rozbalen´ı lze Mahout sestavit napsa´n´ım prˇ´ıkazu mvn
install ve slozˇce se zdrojovy´mi soubory. Tento proces mu˚zˇe zabrat azˇ neˇ-
kolik des´ıtek minut, docha´z´ı totizˇ k r˚uzne´mu testova´n´ı. Zde take´ nejcˇasteˇji
docha´z´ı k chyba´m. Je mozˇne´ se tomuto testova´n´ı vyhnout pomoc´ı prˇ´ıkazu
mvn -DskipTests install. Prˇi prvn´ı instalaci je vsˇak doporucˇena instalace
s testova´n´ım. Sestaveny´ Mahout lze pak importovat do vy´vojove´ho prostrˇed´ı
Eclipse. Pro zakomponova´n´ı do prˇ´ıkazove´ rˇa´dky, je zapotrˇeb´ı opeˇt upravit
promeˇnnou PATH jako v prˇedchoz´ı kapitole.
1http://www.apache.org/dyn/closer.cgi/mahout/
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C Instalace Apache Tomcat
Pro vyzkousˇen´ı webove´ aplikace je zapotrˇeb´ı na´stroje Apache Tomcat1. V sys-
te´mu Windows je instalace tohoto na´stroje usnadneˇna pomoc´ı instalacˇn´ıho
souboru. Podrobny´ na´vod pro konfiguraci tohoto na´stroje v syte´mu Windows
se nacha´z´ı zde2.
V syste´mu Linux lze k instalaci vyuzˇ´ıt na´stroje pro spra´vu bal´ıcˇk˚u. Nejjed-
nodusˇsˇ´ı zaveden´ı WAR souboru je s pomoc´ı GUI manageru, je vsˇak nejprve
zapotrˇeb´ı ho nainstalovat a nastavit. Stazˇen´ı tohoto manageru lze na Debianu
cˇi Ubuntu dosa´hnout prˇ´ıkazem sudo apt-get install tomcat7-admin. Po
instalaci je jesˇteˇ zapotrˇeb´ı upravit soubor /etc/tomcat7/tomcat-users.xml





Prˇicˇemzˇ username a password slouzˇ´ı jako prˇihlasˇovac´ı u´daje do aplikace
a mohou by´t upraveny dle libosti. Aby byly tyto zmeˇny rozpozna´ny, je nutne´
Tomcat restartovat, toho lze dosa´hnout prˇ´ıkazem sudo service tomcat7
restart. Po obnoven´ı Tomcatu je mozˇne´ se do manageru prˇihla´sit zada´-
n´ım adresy http://localhost:8080/manager internetove´ho prohl´ızˇecˇe. Po za-
da´n´ı prˇihlasˇovac´ıch u´daj˚u se zobraz´ı tabulka s beˇzˇ´ıc´ımi aplikacemi a take´
mozˇnost zaveden´ı novy´ch bal´ıcˇk˚u.
Po stisku tlacˇ´ıtka Choose File a vybra´n´ı bal´ıcˇku WAR, ktery´ ma´ cestu
recommender/target/recommender.war (pokud slozˇka target neexistuje, je za-
potrˇeb´ı nejdrˇ´ıve spustit prˇ´ıkaz mvn package), je mozˇne´ ho zave´st pomoc´ı tla-
cˇ´ıtka Deploy. Pokud vsˇe probeˇhne v porˇa´dku, zobraz´ı se nad tabulkou s apli-






Jak jizˇ bylo zmı´neˇno, aplikaci lze po zaveden´ı bal´ıcˇku WAR spustit za-
da´n´ım adresy http://localhost:8080/recommender/ do prohl´ızˇecˇe (viz obra´-
zek D.1). Pro spra´vne´ zobrazen´ı stra´nky je doporucˇeno vyuzˇ´ıt prohl´ızˇecˇe
Google Chrome nebo Mozilla Firefox.
Obra´zek D.1: Webova´ aplikace
Prˇi zobrazen´ı stra´nky se posˇle pozˇadavek pro z´ıska´n´ı informac´ı o uzˇivate-
l´ıch a filmech. Po chv´ıli jsou tato data zpracova´na a zobraz´ı se uvnitrˇ rolovac´ı
nab´ıdky. Na horn´ı cˇa´sti stra´nky se nacha´z´ı panel, ktery´ umozˇnˇuje vy´beˇr uzˇi-
vatele a vypocˇten´ı na´vrzˇeny´ch doporucˇen´ı pomoc´ı tlacˇ´ıtka a posuvne´ liˇsty.
Prˇi vy´beˇru uzˇivatele v leve´ cˇa´sti horn´ıho panelu, se zobraz´ı filmy, ktere´
uzˇivatel ohodnotil. Pod horn´ı liˇstou se vyskytuje dalˇs´ı rolovac´ı nab´ıdka, ktera´
zobrazuje abecedn´ı seznam vsˇech filmu˚ a umozˇnˇuje prˇida´n´ı novy´ch hodno-
cen´ı. Po vybra´n´ı jednoho z filmu˚, ohodnocen´ı urcˇity´m pocˇtem hveˇzdicˇek
a stisknut´ı tlacˇ´ıtka OHODNOTˇ je prˇida´no hodnocen´ı filmu. K jednomu filmu
lze vyja´drˇit neˇkolik hodnocen´ı, nicme´neˇ pocˇ´ıta´no bude pouze to posledn´ı.
V horn´ım panelu lze pomoc´ı posuvne´ liˇsty vybrat kolik doporucˇen´ı ma´
by´t navrzˇeno a po stisku tlacˇ´ıtka DOPORUCˇ probeˇhne prˇeda´n´ı pozˇadavku
doporucˇovac´ımu syste´mu, ktery´ se pokus´ı navrhnout doporucˇen´ı. Tato akce
mu˚zˇe trvat neˇkolik des´ıtek vterˇin. Du˚vodem mu˚zˇe by´t aktualizace datove´ho
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Uzˇivatelska´ prˇ´ırucˇka
modelu na za´kladeˇ novy´ch dat. Mu˚zˇe se sta´t, zˇe syste´m nedoka´zˇe navrhnout
zˇa´dny´ film, a to v prˇ´ıpadeˇ, zˇe uzˇivatel ohodnotil male´ mnozˇstv´ı filmu˚. Take´ se
mu˚zˇe sta´t, zˇe se uzˇivatel zat´ım v˚ubec nenacha´z´ı v databa´zi. Nova´ doporucˇen´ı
jsou totizˇ zahrnova´na do vy´pocˇt˚u azˇ po zada´n´ı dvaceti hodnocen´ı, t´ım dojde
k obnoven´ı datove´ho modelu.
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Prˇehled zkratek
CSS Cascading Style Sheets, kaska´dove´ styly
CSV Comma-separated values, hodnoty oddeˇlene´ cˇa´rkami – soubo-
rovy´ forma´t
HTML HyperText Markup Language, znacˇkovac´ı jazyk
HTTP Hypertext Transfer Protocol, internetovy´ protokol
JSON JavaScript Object Notation, JavaScriptovy´ objektovy´ za´pis –
datovy´ forma´t
SAX Simple API for XML, parsovac´ı na´stroj pro soubory XML
WAR Web application Archive, souborovy´ forma´t pro webove´ apli-
kace
XML Extensible Markup Language, rozsˇiˇritelny´ znacˇkovac´ı jazyk
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