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Abstract
Universality for deterministic Timed Automata (TA) is PSPACE-complete but be-
comes highly undecidable when unrestricted nondeterminism is allowed. More pre-
cisely, universality for nondeterministic TA is Π11-hard and it is still open whether
it is Π11-complete. It is interesting to note that the entire arithmetical hierarchy is
contained in this computability gap between determinism and nondeterminism. In
this paper we consider three types of syntactical restrictions to nondeterministic TA,
which may contribute to a better understanding of the universality problem for TA.
For the ﬁrst two types, which are of independent interest, the universality problem
is shown to be Π11-complete. For the third one, universality is Π
0
1-complete, which is
the same as saying that the complementary problem is complete in the recursively
enumerable class. We also show that all the restrictions deﬁne proper subclasses
of the class of timed languages deﬁned by nondeterministic TA; and establish the
relationships between the classes.
1 Introduction
In [1], the universality problem for deterministic and for nondeterministic
Timed Automata (TA) were shown to be, respectively, PSPACE-complete
and Π11-hard. The authors also reported [1, p.217] that the latter problem
resisted being shown Π11-complete. In this paper, we consider restrictions
giving rise to classes of nondeterministic TA for which the universality problem
is positioned lower in the hierarchy, while still maintaining undecidability. We
are not aware of previous work on the degree of undecidability of universality
for TA, besides [1]. The degree of undecidability of the reachability problem,
for generalizations of TA and for hybrid systems, was investigated in [2,3,10].
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Universality for a nondeterministic TA A has a Π12 deﬁnition, with the
form ∀ρ∃r[ϕ(A, ρ, r)], where the function variables ρ and r are interpreted,
respectively, as timed words and runs of A over timed words, exactly as in
the natural deﬁnition of the universality problem. The predicate ϕ(A, ρ, r)
asserts arithmetically (i.e., with quantiﬁers only over number variables) that
“r is an accepting run of A over ρ”. The question whether or not universality
is Π11-complete can be viewed, in this approach, as whether or not we can get
rid of the quantiﬁer ∃r, and assert arithmetically that “there is an accepting
run r of A over ρ”.
We consider general properties of inﬁnitary automata, for which the desired
arithmetical assertion follows more naturally. Three of them are listed below.
Given a TA A and a timed word ρ:
(i) If a run r of A over ρ is accepting, then it makes only ﬁnitely many
nondeterministic transitions;
(ii) If q is a ﬁnal location appearing inﬁnitely often in some accepting run r
of A over ρ, then any ﬁnite run of A over ρ, ending in q, is a preﬁx of
some (accepting) run of A over ρ, repeating q inﬁnitely often;
(iii) If there is a run r of A over ρ, then r is accepting.
These properties can be enforced by syntactical restrictions and still do not
lead to decidability of universality. In Sections 3 and 4, we deﬁne, respectively,
almost deterministic TA and pace marker TA, which correspond to properties
(i) and (ii), respectively. We show that universality for these types of TA
is Π11-complete. In Section 5, we consider property (iii) and deﬁne ﬁnal TA.
This property actually leads to a Π01 deﬁnition and universality for ﬁnal TA is
shown to be Π01-complete. This last result, in particular, show that the high
undecidability of universality for nondeterministic TA is not exactly due to
the “timed” part of the automata, or to the unrestricted nondeterminism, but
to a combination of them with the traditional acceptance conditions.
In Section 6 we establish the relationships between the classes of timed lan-
guages deﬁned by deterministic, ﬁnal, almost deterministic and pace marker
TA. We present a timed language for each possible intersection of these classes,
and show that all three classes are proper subclasses of the class of timed lan-
guages deﬁned by nondeterministic TA. From the perspective of expressive-
ness, almost deterministic TA and pace marker TA seem, intuitively, much
less expressive than nondeterministic TA. Therefore, it would be somehow
surprising if universality for nondeterministic TA turns out to be Π11-complete
also. On the other hand, it would be even more surprising if the problem
were shown to be Π12-complete, for this is the degree of undecidability of the
universality problem for nondeterministic ω-Turing machines [4] and for re-
cursive inﬁnite-state ω-automata [15], which are, also intuitively, very much
more expressive. The problem may also not be in Π11, and not be complete
for Π12.
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2 Preliminaries
For the sake of completeness, we recall the deﬁnitions of TA and of the arith-
metical and analytical hierarchies. A timed word ρ, over a ﬁnite alphabet of
symbols Σ, is a pair (σ, τ) where σ = σ1σ2 · · · is a sequence of symbols in
Σ, and τ = τ1τ2 · · · is a strictly increasing sequence of time values τi ∈ R>0,
where for all i there is j > i such that τj > i. Let Σ
t denote the set of all
timed words over Σ.
Given a ﬁnite set X of clock variables, a clock constraint δ over X is deﬁned
inductively by δ := x ≤ c |x ≥ c | ¬δ | δ1 ∧ δ2, where x ∈ X and c is a positive
rational constant. The set of all clock constraints over X is denoted by Φ(X).
A clock interpretation ν for X is a function from X to R≥0. For t ∈ R, we
write ν+t for the clock interpretation which maps every clock x to ν(x)+t. A
clock interpretation ν for X satisﬁes a clock constraint δ over X if δ evaluates
to true when each clock x is replaced by ν(x) in δ.
A timed Bu¨chi automaton (TBA) is a tuple A = 〈Σ, Q,Q0, X, T, F 〉, where:
Σ is a ﬁnite alphabet of symbols; Q is a ﬁnite set of locations; Q0 ⊆ Q is a
set of start locations; F ⊆ Q is a set of accepting locations; X is a ﬁnite set
of clocks; T ⊆ Q×Q× Σ× Φ(X)× 2X is a set of transitions.
A state sequence r of A is a pair (q, ν), where q = q0q1q2 · · · is a sequence
of locations in Q and ν = ν0ν1ν2 · · · is a sequence of clock interpretations for
X. A state sequence r = (q, ν) of A is a run of A over a timed word ρ = (σ, τ)
if: q0 ∈ Q0, and ν0(x) = 0 for all x ∈ X; and for all i ≥ 1, there is a transition
e = 〈qi−1, qi, σi, δ, λ〉 ∈ T such that, (νi−1+ τi− τi−1) satisﬁes δ, and νi(x) = 0
if x ∈ λ, otherwise νi(x) = νi−1(x) + τi − τi−1 (by deﬁnition, τ0 = 0).
Given a run r = (q, ν) over a timed word ρ, let inf(r) be the set of locations
appearing inﬁnitely often in r. The run r is accepting if inf(r) ∩ F = ∅. The
language L(A) accepted by A is the set of all timed words ρ such that A has
an accepting run over ρ. Finally, denote by T BA the class of all languages
accepted by some TBA.
Given a TBA A = 〈Σ, Q,Q0, X, T, F 〉, a location q ∈ Q is deterministic
if given any two distinct transitions 〈q, q′1, a, δ1, λ1〉 and 〈q, q′2, a, δ2, λ2〉 in T ,
δ1 ∧ δ2 is unsatisﬁable. The TBA A is deterministic (DTBA) if |Q0| = 1 and
all locations in Q are deterministic. A TBA A = 〈Σ, Q,Q0, X, T, F 〉 is said
complete if given any q ∈ Q, a ∈ Σ and clock interpretation ν, there is a
transition 〈q, q′1, a, δ1, λ1〉 ∈ T such that ν satisﬁes δ1.
2.1 Segments and Concatenation
We give the natural deﬁnitions for segments and for concatenation of timed
words, which will be needed in the proofs. Given a timed word ρ, its preﬁx of
length i, i ≥ 1, is denoted by ρi.
Given ρ = (σ, τ), ρ[i) denotes the timed word which is the suﬃx of ρ from
the i-th position on, with time values adjusted. Formally, ρ[i) = (σ′, τ ′) where
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σ′ = σ+i−1, τ
′
 = τ+i−1 − τi−1,  ≥ 1. Given ρ = (σ, τ) and j, k > 0, ρ[j,k]
denotes the ﬁnite timed word which is the segment of ρ from position j to
position k, inclusive. Formally, ρ[j,k] = ρ
′
k−j+1 where ρ
′ = ρ[j). If k < j, then
ρ[j,k] is the empty timed word. Given a ﬁnite timed word ρ of length i and
a timed word ρ′, ρ′′ = ρ · ρ′ denotes their concatenation, that is ρ′′i = ρ and
ρ′′[i+1) = ρ
′.
Analogous deﬁnitions hold for ﬁnite state sequences, segments and con-
catenation for state sequences.
2.2 The Arithmetical and Analytical Hierarchies
We recall only a few deﬁnitions. A comprehensive introduction to hierarchies
of undecidability can be found in [13].
A relation H ⊆ N 2 is recursive if there is a Turing machine which, for
any 〈x1, x2〉 given as input, stops and accepts iﬀ 〈x1, x2〉 ∈ H. The ﬁrst
existential level of the arithmetical hierarchy coincides with the recursively
enumerable sets, that is, S ∈ Σ01 iﬀ there is a recursive relation H such that
S = {x ∈ N | ∃nH(n, x)}, where H(n, x) means 〈n, x〉 ∈ H. The ﬁrst universal
level is, then, Π01 where S ∈ Π01 iﬀ S ∈ Σ01. Equivalently, a set S belongs to
Π01 iﬀ there is a recursive relation H such that S = {x ∈ N | ∀nH(n, x)}.
Let F denote the set of functions from N to N. A relationH ⊆ F j×N 2 is re-
cursive if there is a Turing machine with j oracles which, for any 〈x1, x2〉 given
as input, stops and accepts, using oracles f1, f2, . . . , fj, iﬀ 〈f1, f2, . . . , fj, x1, x2〉
∈ H. The ﬁrst levels of the analytical hierarchy are: Σ11 where S ∈ Σ11 iﬀ
there is a recursive relation H such that S = {x ∈ N | ∃f∀nH(f, n, x)}, where
f is a function variable and n is a number variable; Π11 = {S ⊆ N |S ∈
Σ11}; and S ∈ Π12 iﬀ there is a recursive relation H such that S = {x ∈
N | ∀f∃g∀nH(f, g, n, x)}, where f and g are function variables and n is a
number variable.
Given two sets A,B ⊆ N, A can be reduced to B, written A ≤m B, if there
is a recursive f : N → N, such that x ∈ A iﬀ f(x) ∈ B. Let C ⊆ 2N. A set
S ⊆ N is C-hard if for all R ∈ C, R ≤m S; and S is C-complete if S is C-hard
and S ∈ C.
2.3 Universality for T BA
We now show that universality for TA has a Π12 deﬁnition. Let B0,B1, . . . be
an eﬀective indexing of all TBAs. The universality problem is deﬁned as the
set UTBA of all indices z such that for all timed words ρ, there is an accepting
run r of Bz over ρ. First we note that it suﬃces to consider only rational timed
words. Let Σrt = {(σ, τ) ∈ Σt | τi is rational}. The following lemma implies
that UTBA is the set of all indices z such that for all rational timed words ρ,
there is an accepting run r of Bz over ρ.
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Lemma 2.1 Let A be a TBA. Given (σ, τ) ∈ Σt, there is (σ′, τ ′) ∈ Σrt such
that (σ, τ) ∈ L(A) iﬀ (σ′, τ ′) ∈ L(A).
Proof. The intended timed word (σ′, τ ′) can be deﬁned inductively as in the
proof of Theorem 3.17 in [1], see also [12]. ✷
Now we can map functions to timed words and runs. Let Σ = {a0, a1, . . . ,
ak−1}. We can put σ1 = af(0) (mod k), σ2 = af(3) (mod k), and so on; and τ1 =
(f(1) + 1)/(f(2) + 1), τ2 = (f(4) + 1)/(f(5) + 1), and so on. Hence we can
take two functions d1 : F → Σω and d2 : F → Q ω, such that d1(f) = σ and
d2(f) = τ , deﬁned as above. It is clear that for any ρ = (σ, τ) in Σ
rt, we
have an f ∈ F such that d1(f) = σ and d2(f) = τ . Let d3 and d4 be similar
functions for sequences of locations and sequences of clock interpretations, for
a given TBA.
Theorem 2.2 UTBA ∈ Π12.
Proof. Consider a Turing machine MH1 with one oracle. MH1 accepts a
given pair 〈i, j〉 ∈ N 2 iﬀ τj > i, where τj is obtained by consulting the oracle
according to d2. Let H1 ⊆ F × N 2 be relation such that 〈f, i, j〉 ∈ H1 iﬀ
MH1 , with oracle f , accepts the pair 〈i, j〉. Consider another Turing machine
MH2 with two oracles f and g which, given a tuple 〈i, j, z〉 ∈ N 3, executes the
following sequence:
(i) If j ≤ i, then rejects;
(ii) Consults the oracle f , according to d1 and d2, obtaining the ﬁnite timed
word ρ = (σ, τ)j;
(iii) Consults the oracle g, according to d3 and d4, obtaining the ﬁnite state
sequence r = (q, ν)j;
(iv) Constructs Bz = 〈Σ, Q,Q0, X, T, F 〉;
(v) If r is a ﬁnite run of Bz over ρ, and qj ∈ F , then accepts; otherwise
rejects.
Take H2 ⊆ F 2×N 3 as the relation such thatH2(f, g, i, j, z) iﬀMH2 accepts the
tuple 〈z, i, j〉, with oracles f and g. We have that UTBA = {z | ∀f∃g [ (∀i∃j
H1(f, i, j)) ⇒ (∀i∃j H2(f, g, i, j, z)) ]}. By the normal form theorem [13],
UTBA ∈ Π12. ✷
3 Almost Deterministic TBA
Almost determinism were considered before for Bu¨chi ω-automata [6,14] as a
means of achieving better complexity bounds for a probabilistic veriﬁcation
problem. From the perspective of expressiveness, almost deterministic and
nondeterministic Bu¨chi ω-automata deﬁne the same class of languages. The
situation is more interesting for TBA. In section 6 we show that the class of
timed languages deﬁned by almost deterministic TBA lies properly between
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T BA and DT BA. In this section, we show that almost determinism leads to
Π11-completeness of universality.
Given a TBA A = 〈Σ, Q,Q0, X, T, F 〉 and a set S ⊆ Q, let Reach(S) ⊆ Q
be the set of locations s for which there is a sequence s1, s2, . . . , sk, k ≥ 1,
such that s1 ∈ S, sk = s and for every 1 ≤ i < k there is 〈si, si+1, a, δ, λ〉 in
T . The TBA A is an almost deterministic TBA (ADTBA) if all locations in
Reach(F ) are deterministic.
Let A be an ADTBA. Given an oracle for a function f encoding a rational
timed word ρ, if there is an accepting run r = (q, ν) of A over ρ, then, if we
are given a ﬁnite preﬁx of r, (q, ν)i, such that qi ∈ F , then, since Reach(F ) is
deterministic, the remainder of r is uniquely determined by ρ, and can be con-
structed by consulting the oracle. Since we can encode ﬁnite state sequences
as natural numbers, we can obtain a Π11 deﬁnition for the universality problem
for ADTBA, UADTBA.
Theorem 3.1 UADTBA ∈ Π11.
Proof. Let A0,A1, . . . be an eﬀective indexing of all ADTBAs. Let d5 be a
onto function mapping numbers to ﬁnite state sequences. Consider a Turing
machine MH3 with one oracle which, given a tuple 〈p, i, j, z〉 ∈ N 4, behaves as
follows:
(i) If j ≤ i, then rejects;
(ii) Decodes p according to d5 obtaining r = (q, ν)k;
(iii) Constructs Az = 〈Σ, Q,Q0, X, T, F 〉;
(iv) Consults the oracle, according to d1 and d2, obtaining the ﬁnite timed
word ρ = (σ, τ)k;
(v) If r is not a run of Az over ρ, or qk ∈ F , then rejects;
(vi) Consults the oracle again, according to d1 and d2, obtaining the ﬁnite
timed word ρ′ = (σ′, τ ′)k+j. Observe that ρ is a preﬁx of ρ′;
(vii) Constructs the unique run r′ = (q′, ν ′)k+j of Az over ρ′, having r as a
preﬁx (assume, w.l.o.g., that Az is complete);
(viii) If q′k+j ∈ F , then rejects, otherwise accepts.
Then, UADTBA = {z | ∀f [ (∀i∃j H1(f, i, j))⇒ (∃p∀i∃j H3(f, p, i, j, z)) ]}. ✷
In [7], it is shown that the problem of deciding whether a nondeterministic
Turing machine has an inﬁnite computation over the empty tape that visits its
start state inﬁnitely often is Σ11-complete. In [1], the complement of this prob-
lem is reduced to UTBA, establishing that UTBA is Π
1
1-hard. The Π
1
1-hardness of
UADTBA is corollary of this result, since all the timed languages needed for the
reduction can, actually, be accepted by an ADTBA. In Section 5 we will mod-
ify this reduction in order to show that universality for ﬁnal TBA is Π01-hard.
For the sake of comparison, we recall the reduction of [1].
A nondeterministic 2-counter machine M consists of a sequence of k in-
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structions and two counters, C and D. There are 6 types of instructions: (a)
increment C and jump nondeterministically to instruction x or y; (b) decre-
ment C and jump nondeterministically to instruction x or y; (c) if C = 0 jump
to instruction x, otherwise jump to instruction y; (d), (e) and (f) are the same
as above, exchanging D and C. A conﬁguration ofM is a tuple (i, c, d), where
c and d are the current counter values, and i is the instruction to be executed.
A computation of M is a sequence of related conﬁgurations beginning with
(1, 0, 0). A computation is recurring iﬀ instruction 1 is executed inﬁnitely of-
ten. Deﬁne the timed language L over the alphabet {b1, b2, . . . , bk, a1, a2} such
that (σ, τ) ∈ L iﬀ:
(i) σ = bi1a
c1
1 a
d1
2 bi2a
c2
1 a
d2
2 . . . , where (i1, c1, d1)(i2, c2, d2) . . . is a recurring
computation of M ;
(ii) for all j ≥ 1:
(a) bij occurs at time j;
(b) if cj+1 = cj, then for all a1 at time t ∈ (j, j+1) there is an a1 at time
t+ 1;
(c) if cj+1 = cj + 1, then for all a1 at time t ∈ (j + 1, j + 2) there is an
a1 at time t− 1, except for the last one;
(d) if cj+1 = cj − 1, then for all a1 at time t ∈ (j, j + 1) there is an a1 at
time t+ 1, except for the last one;
(e) the same conditions as in (b), (c) and (d), exchanging a2 and a1, and
exchanging d and c.
The complementary language L can be deﬁned as a ﬁnite disjunction of sev-
eral simple timed languages, which can all be accepted by ADTBAs. The
disjoint union of all these ADTBAs is universal iﬀ M does not have a re-
curring computation [12]. One example of these languages is the following.
Suppose instruction 6 is of type (d). Then, L must contain the language G1 =
{(σ, τ) | ∃i∃j∃k, i < j < k, σi = b6, σj = a1, τj − τi < 1, σk = a1, τk − τj = 1}.
The ADTBA C1 in Fig. 1 accepts L(C1) = G1. In the ﬁgures, the transitions
are labeled with “σ, δ, λ”, meaning σ = Σ, δ = true or λ = ∅, when omitted.
C2 a1, x = 1
C1 a1, x = 1b6, {x}
b6, {x}
¬a1, x < 1, {x}
¬a1, x < 1, {x}
¬bk ¬bk ¬bk¬bk
bk
Fig. 1. Two examples of the TA needed for showing hardness of universality
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4 Pace Marker TBA
Informally, we call “pace marker” an automaton in which any transition from
a ﬁnal location must be unconstrained and targeted to a location having an
unconstrained loop transition. In this section we show that this leads to
the property (ii), mentioned in the Introduction, allowing a Π11 deﬁnition for
universality.
A TBA A = 〈Σ, Q,Q0, X, T, F 〉 is a pace marker TBA (PMTBA) if for
all 〈q, q′, a, δ, λ〉 ∈ T , if q ∈ F , then δ = true, λ = X and for all b ∈ Σ,
〈q, q′, b, δ, λ〉 ∈ T and 〈q′, q′, b, δ, λ〉 ∈ T .
Let A be a PMTBA, and r = (q, ν) be a run of A over some ρ, such that
there is i < j and qi = qj, qi ∈ F , qi ∈ inf(r). Note that, then, by construction,
for all x ∈ X, νj+1(x) = 0. It is easy to see that the following run r′ is also a
run of A over ρ where qi ∈ inf(r): r′ = (q′, ν ′), where q′k = qj+1 and ν ′k = νj+1
if i + 1 ≤ k ≤ j + 1; and, otherwise, q′k = qk and ν ′k = νk. That is, r′ follows
r until the i-th transition, goes to qj+1 and stays there “marking pace” until
the (j + 1)-th symbol of ρ, when then it resumes following r.
The next theorem shows that UPMTBA ∈ Π11. Consider the following pro-
cedure for verifying whether a given rational timed word ρ is accepted by a
TBA A, if we are given a ﬁnal location s: consulting an oracle for a function
f encoding ρ, simulate all possible ﬁnite runs of A over ρ until some run ﬁnite
r1 reaches a state 〈s,−〉; then start simulating all possible ﬁnite runs of A over
the remainder of ρ, having r1 as preﬁx, until some run r2 reaches a state 〈s,−〉;
and so on. If we can reach a state 〈s,−〉 inﬁnitely often, then ρ is accepted by
A. Clearly, this procedure is sound but not complete for TBAs. The theorem
uses the property of the last paragraph to show that this procedure is sound
and complete for PMTBA.
Theorem 4.1 UPMTBA ∈ Π11.
Proof. Let A0,A1, . . . be an eﬀective indexing of all PMTBAs. Consider a
Turing machine MH4 with one oracle which, for 〈s, i, j, z〉 ∈ N 4, behaves as
follows:
(i) Constructs Az = 〈Σ, Q,Q0, X, T, F 〉;
(ii) Consults the oracle, according to d1 and d2, obtaining the ﬁnite timed
word ρ = (σ, τ)j;
(iii) Sets S = {〈q, ν〉 | q ∈ Q0}, and sets k = 0;
(iv) For  varying from 1 to j executes:
• Sets S ′ = {〈q′, ν ′〉 | there is 〈q, ν〉 ∈ S and there is 〈q, q′, σ, δ, λ〉 ∈ T
such that, (ν + τ − τ−1) satisﬁes δ, and ν ′(x) = 0 if x ∈ λ, otherwise
ν ′(x) = ν(x) + τ − τ−1;
• If there is some 〈s,−〉 ∈ S ′, then sets k = k + 1 and sets S = {〈s, νs〉},
where 〈s, νs〉 if the ﬁrst 〈s,−〉 in S′, for some ﬁxed order; else sets
S = S ′;
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(v) If S has only one 〈s,−〉 and k = i, then accepts; otherwise rejects.
We have UPMTBA = {z | ∀f [ (∀i∃j H1(f, i, j)) ⇒ (∃s∀i∃j H4(f, s, i, j, z)) ]}. If
Az has an accepting run r = (q, ν) over the timed word ρ encoded by f , then
s is any location in inf(r) ∩ F . Assume that for some i, there is j such that
H4(f, s, i, j, z). We need to show that the existence of r implies that there
will, necessarily, be a j′ for i+ 1 such that H4(f, s, i+ 1, j′, z).
Let r′ = (q′, ν ′)j be the run followed by MH4 for the tuple 〈f, s, i, j, z〉.
Consider any m and n, j < m < n, such that qm = qn = s. Then Az has the
following run r′′ over ρ[1,n]: r′′ = (q′′, ν ′′)n, where q′′k = qm+1 and ν
′′
k = νm+1 if
j + 1 ≤ k ≤ m+ 1; q′′k = q′k and ν ′′k = ν ′k if 0 ≤ k ≤ j; and, otherwise, q′′k = qk
and ν ′′k = νk. Therefore, j < j
′ ≤ n. ✷
The Π11-hardness of UPMTBA is also a corollary of the result in [1], since
again all the needed timed languages can be accepted by PMTBAs. The
automaton C1 in Fig. 1, for example, is also a PMTBA. The only detail one
should note is that the language L6 deﬁned in Section 6, which asserts that the
computation of the 2-counter machine is not recurring, cannot be accepted by
a PMTBA. Nevertheless, this language is actually not needed. The problem of
asserting that a nondeterministic Turing machine has an inﬁnite computation
(not necessarily recurring) over the empty tape can also be shown Σ11-complete.
We close this section noting that when a PMTBA A is marking pace it
is actually insensitive to the symbols and their occurrence times. The next
lemma, which will be used in Section 6, can be easily proved.
Lemma 4.2 Given a PMTBA A = 〈Σ, Q,Q0, X, T, F 〉, a timed word ρ ∈
L(A), and a natural k, if there is a run r = (q, ν) of A over ρ, such that
qk ∈ F and qk ∈ inf(r), then for all γ ∈ Σt, if γ[1,k] = ρ[1,k], then for all i > k,
there is j > i such that γ[1,j] · ρ[j+1) ∈ L(A).
5 Final TBA
Note that, given a TBA A = 〈Σ, Q,Q0, X, T, F 〉, if some syntactical restriction
implies property (iii) of the Introduction, that any run is accepting, then
clearly the TBA B = 〈Σ, Q,Q0, X, T,Q〉 has L(B) = L(A). That is, the
acceptance condition in A is, actually, useless for distinguishing runs. We say
that a TBA A = 〈Σ, Q,Q0, X, T, F 〉 is a ﬁnal TBA (FTBA) if F = Q.
Let us note that all three syntactical restrictions considered in this paper
are not of a “timed” nature. Final TBA, in particular, are precisely the timed
safety automata studied in [9,8], which are TA without acceptance conditions.
While in [9,8] the interest was in the expressiveness of time safety automata,
here we focus on the universality problem and, in this section, we show that
universality for FTBAs is Π01-complete.
On the one hand, this shows that universality for timed safety automata
is still undecidable; on the other hand, that the high undecidability of uni-
versality for nondeterministic TBAs does not come from a combination of the
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“timed” part of the automata with unrestricted nondeterminism, but to a
combination of them with acceptance conditions.
To show containment of UFTBA in Π
0
1 we need only note that, given an
FTBA A, if a timed word ρ ∈ L(A), then there is i such that there is no run
of A over ρ[1,i]. This is because the runs of A over ρ take the form of a ﬁnite
number of ﬁnitely branching trees. Thus, if for all i, there is a run of A over
ρ[1,i], then there must be an inﬁnite run of A over ρ, which must be accepting
since A is an FTBA.
Theorem 5.1 UFTBA ∈ Π01.
Proof. Let A0,A1, . . . be an eﬀective indexing of all FTBAs. Let d6 be a onto
function mapping numbers to ﬁnite timed words. Consider a Turing machine
MH5 which, given a tuple 〈i, z〉 ∈ N 2, behaves as follows:
(i) Decodes i according to d6 obtaining ρ = (σ, τ)k;
(ii) Constructs Az = 〈Σ, Q,Q0, X, T,Q〉;
(iii) Simulate Az over ρ. If there is a run of Az over ρ, accepts; otherwise,
rejects.
Then UFTBA = {z | ∀iH5(i, z)}. ✷
Informally, we can say that the Π11-hardness of UTBA, UADTBA and UPMTBA,
is due to the fact that these automata can recognize any timed word which
does not represent an inﬁnite computation of a 2-counter machine. An FTBA
cannot, of course, do this because UFTBA ∈ Π01. Nevertheless, an FTBA can
recognize any timed word which does not represent a halting computation of
a 2-counter machine.
Theorem 5.2 UFTBA is Π
0
1-hard.
Proof. For any C ∈ Σ01, there is a recursive HC such that C = {x ∈
N | ∃nHC(n, x)}. Given x ∈ N we construct an FTBA Ax such that Ax is
universal iﬀ x ∈ C.
Let Mx be a Turing machine (not necessarily nondeterministic) which
stops, over the empty tape, iﬀ x ∈ C. This machine needs only simulate
MHC over 〈i, x〉 for increasing values of i, stopping if MHC accepts for some i.
The machine Mx can be simulated by a 2-counter Turing machine which is
as described is Section 3, with the addition of one type of instruction: (g) halt.
A halting computation of this machine is a sequence of related conﬁgurations
ending in a conﬁguration with the instruction halt. Assume w.l.o.g. that
only the last instruction of the sequence of k instructions can be of type (g).
Deﬁne the timed language L over the alphabet {b1, b2, . . . , bk, a1, a2} such that
(σ, τ) ∈ L iﬀ:
(i) σ = bi1a
c1
1 a
d1
2 bi2a
c2
1 a
d2
2 . . . bina
cn
1 a
dn
2 . . . , and (i1, c1, d1)(i2, c2, d2) . . . (in, cn,
dn) is a halting computation of Mx (thus, in = k);
(ii) for all j ≤ n, conditions (a) to (d), as in Section 3, hold.
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It can be shown that the language L can be deﬁned as a ﬁnite disjunction
of timed languages which can all be accepted by FTBAs. As an example,
the analog of language G1, in Section 3, is G2 = {(σ, τ) | ∃i∃j∃k∃, i < j <
k < , σi = b6, σj = a1, τj − τi < 1, σk = a1, τk − τj = 1, σ = bk}, which is
accepted by the FTBA C2 in Fig. 1. All the other necessary languages are of
a similar nature and are analogs of the languages in [12]. ✷
We close this section with the following lemma, whose proof is straightfor-
ward, which will be used in Section 6.
Lemma 5.3 Given a FTBA A, if a timed word ρ ∈ L(A), then there is k,
such that for all γ ∈ Σt, ρ[1,k] · γ ∈ L(A).
6 Relationships between the Classes
The classes ADT BA, PMT BA and FT BA are closed under union and in-
tersection, but not under complementation [11]. Theorem 6.1 will show that
there is no language in (PMT BA ∩ FT BA) \ ADT BA. The next section
gives a language for any other combination. Figure 2 shows the relationships
between the classes, and indicates the hardness of testing for universality.
T BA (Π12, Π11-hard)
DT BA (PSPACE-complete)
ADT BA (Π11-complete)
PMT BA (Π11-complete)
FT BA (Π01-complete)
Fig. 2. Relationships between classes of timed languages
Theorem 6.1 If L ∈ (PMT BA ∩ FT BA), then L ∈ ADT BA.
Proof. Let A1 = 〈Σ, Q1, Q01, X1, T1, F1〉 and A2 = 〈Σ, Q2, Q02, X2, T2, F2〉
be, respectively a PMTBA and a FTBA, such that L(A1) = L(A2) = L. Let
G = {q ∈ F1| there is ρ ∈ L(A1) and there is a run r = (q, ν) of A1 over ρ,
such that ∀i∃j, j > i, qj = q}.
We will show that for the following ADTBA A = 〈Σ, Q,Q01, X1, T, F 〉,
we have L(A) = L. Where Q = Q1 ∪ {qf} (disjoint union); F = {qf}; and
T = {〈q, q′, a, δ, λ〉| [〈q, q′, a, δ, λ〉 ∈ T1] ∨ [q′ = qf ∧ λ = X1 ∧ δ = true ∧ q ∈
G∪{qf}]}. By construction of A, we can see that, if ρ ∈ L(A1), then ρ ∈ L(A).
We turn to the other direction.
Note that any accepting run of Amust pass at least once through a location
in G. Thus, if ρ ∈ L(A), we can ﬁnd a run r = (q, ν) of A over ρ such that
there is a m for which qm ∈ G. But note that r[0,m] is, then, a ﬁnite run of A1
over ρ[1,m].
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Since qm ∈ G, there is ρ′ ∈ L(A1) and there is a run r′ = (q′, ν ′) of A1 over
ρ′, such that ∀i∃j, j > i, q′j = qm. Let m′ be the smallest natural such that
q′m′ = qm. Now let ρ
′′ = ρ[1,m] · ρ′[m′). Since A1 has the run r′′ = r[0,m] · r′[m′)
over ρ′′, we have ρ′′ ∈ L(A1).
We now claim that ρ ∈ L(A1). Suppose, for the sake of contradiction, that
ρ ∈ L(A1). Since L(A1) = L(A2), and A2 is a FTBA, by Lemma 5.3, there is
k, such that for all γ ∈ Σt, ρ[1,k] · γ ∈ L(A1).
If k ≤ m, we have already a contradiction, since ρ′′ = ρ[1,k] · ρ[k+1,m] · ρ′[m′).
If k > m, since ρ[1,m] = ρ
′′
[1,m], by Lemma 4.2, there is  > k, such that ρ
′′′ =
ρ[1,] · ρ′′[+1) ∈ L(A1). Again a contradiction, since ρ′′′ = ρ[1,k] · ρ[k+1,] · ρ′′[+1).✷
6.1 A Catalog of Languages
The following list gives a timed language for every nonempty intersection of
classes in Fig. 2. Table 1 below indicates with a “
√
” mark exactly the classes
in which each language is contained. For each language, a proof that it is not
contained in a certain class, when indicated in the table, can be given by a
combination of the proof ideas of Theorems 6.2, 6.3, and 6.4 given below. For
each language, one can ﬁnd without much diﬃculty a TA of a certain class,
when indicated in the table. Figure 3 gives four examples, where L(Ai) = Li,
Li as in the list.
• L1 = Σt (universal language);
• L2 = {(aω, τ)|∃i∃j, j > i, τj = τi + 1};
• L3 = {(aω, τ)|∀k∃i∃j, j > i > k, τj = τi + 1};
• L4 = {(σ ∈ (b+a)ω, τ)|∀i [ (τi ∈ N ⇔ σi = a) ∧ ( ∃j, τj = i) ∧ (∃j∃k, 2i <
τj < 2i+ 1, τk = τj + 1) ]};
• L5 = {(aω, τ)|∀i, τi = i};
• L6 = {(σ ∈ (a+ b)ω, τ)|∃i∀j, j > i⇒ σj = b};
• L7 = {(σ ∈ (b+a)ω, τ)|∀i [ (τi ∈ N ⇔ σi = a) ∧ (∃j, τj = i) ∧ (∃j∃k, k >
j > i, τk = τj + 1, σj = σk = b) ]};
• L8 = {(σ, τ)|∀i∃j, j > i, σj = a};
• L9 = {(aω, τ)|∀i [ τi+1 − τi ≥ 1 ∧ ∃j, j > i, τj+1 − τj = 1 ]};
• L10 = {(aω, τ)|∃i∃j, τj = τi + 1, τj < 2};
• L11 = {(aω, τ)|[∃i∃j, τj = τi+1, τj < 2]∧ [∃i((τi = 2)∧(∀j, j ≥ i⇒ τj+1 =
τj + 2))]};
Theorem 6.2 L3 ∈ ADT BA.
Proof. We proceed by contradiction. Assume that B = 〈Σ, Q,Q0, X, T, F 〉
is an ADTBA and that L(B) = L3. We ﬁrst choose a special timed word
ρ2 ∈ L3 and take any accepting run r2 = (q2, ν2) of B over ρ2; then we perturb
ρ2 according to r2, obtaining ρ3, and show that B has a run r3 = (q3, ν3) over
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L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11
FTBA
√ √ √ √ √
PMTBA
√ √ √ √ √
DTBA
√ √ √ √
ADTBA
√ √ √ √ √ √ √ √
Table 1
A catalog of timed languages
x = 2, {x}
x > 1, {x} x = 1, {x}
x = 1{x}
{x}
{x}
{x} x = 1, {x}
x > 1, {x}
x < 1
x < 1, {y}
x < 2
a, x = 1, {x}
b, x < 1
b, x < 1, {y}
a, x = 1, {x}
b, x < 1
a, x = 1, {x} b, x < 1
x < 2 ∧ y = 1
b, x < 1 ∧ y = 1
A3
A9
A11
A7
Fig. 3. Some examples of Timed Automata
ρ3, such that q3 = q2. The contradiction is established when we note that
ρ3 ∈ L3.
Let n = |Reach(F )| and k = |X|. Let CB be a natural constant such that
CB > 1 and CB > c for all c ∈ Const(T ), where Const(T ) is the set of all
constants that appear in some clock constraint in T . Let ε < 1 be a rational
constant such that for all c ∈ {Const(T )∪{1}} there is some natural m, where
c = mε.
In order to construct ρ2 we deﬁne two ﬁnite timed words. Let p0 consist
of a sequence of (nk + 1) a’s equally distributed between CB and CB + ε,
that is, p0 = (ank+1, τ 0)nk+1, where τ
0
i = CB + µi, for µ = ε/(nk + 2). The
upper part of Fig. 4 illustrates p0. Given a location  ∈ Reach(F ) and a clock
interpretation ν, since Reach(F ) is deterministic, there is at most one ﬁnite
run (q, ν)nk+1 of B over p0 such that q0 =  and ν0 = ν; and, since there
are k clocks, at least ((n − 1)k + 1) transitions in this run are such that no
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clock is reset for the last time on them. Furthermore, since the value of any
clock is greater than CB when the ﬁrst a occurs, exactly the same sequence of
transitions will be taken for any ν, when  is ﬁxed. Thus, there is a ﬁxed index
j, 1 ≤ j ≤ (nk + 1), such that for all  ∈ Reach(F ) and for all ν, no clock is
reset for the last time on the j-th transition of the run over p0, starting at 
and ν.
0 CB
time
CB+ε
p0
p1
CB+1 τ
0
j + 1 CB+1+ε
ρ2 :
p1 p1 p1
Fig. 4. Constructing the timed word ρ2
Now, let p1 = (ank+2, τ 1)nk+2 where τ
1
i = τ
0
i for 1 ≤ i ≤ (nk + 1), and
τ 1nk+2 = τ
0
j + 1. Then, ρ
2 = (aω, τ 2) is the inﬁnite concatenation of p1, as
illustrated in Fig 4. Formally, for any i > 0, let id and im < (nk + 2) be
naturals such that i = id(nk + 2) + im. Thus, τ 2i = i
dτ 1nk+2 + τ
1
im . Deﬁne
τ 10 = 0. Clearly, ρ
2 ∈ L3. Let r2 = (q2, ν2) be an accepting run of B over ρ2.
There must exist at least one such run since we assumed L(B) = L3. Let f
be the smallest natural such that fm = 0 and q2f ∈ Reach(F ). Note that r2 is
deterministic from the f -th transition on. Also, for every natural i, if i ≥ f
and im = 0 then for every clock x ∈ X either x is not reset in the (i + j)-th
transition of r2, or x is reset in the (i + j′)-th transition of r2, for some j′,
j < j′ < nk + 2. Informally, this property makes the run r2 insensitive to
small perturbations in the occurrence times τ 2i , for i > f and i
m = 0. We now
obtain ρ3 by perturbing ρ2.
Let ρ3 = (aω, τ 3) be deﬁned by letting τ 3i = τ
2
i − µ/2 if i > f and im = 0,
otherwise τ 3i = τ
2
i . Thus, ρ
3 ∈ L3. We assume without loss of generality that
B is complete. Let r3 = (q3, ν3) be the run of B over ρ3 such that q3i = q2i and
ν3i = ν
2
i for every i, 0 ≤ i ≤ f . Note that there is exactly one such run, since
ρ3 equals ρ2 up to the f -th symbol, B is complete and r3 must be deterministic
from the f -th transition on. We claim that r3 and r2 follow exactly the same
sequence of transitions, which implies q3 = q2 [12]. ✷
Theorem 6.3 L9 ∈ PMT BA.
Proof. We proceed by contradiction. Assume that B = 〈Σ, Q,Q0, X, T, F 〉 is
a PMTBA and that L(B) = L9. Consider the timed word ρ2 = (aω, τ 2), where
∀i, τ 2i = i. Clearly, ρ2 ∈ L9. Let r2 = (q2, ν2) be any accepting run of B over
ρ2, and let k be any natural such that q2k = q, q ∈ F , and such that q repeats
inﬁnitely often in r2.
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Now, let ρ3 = (aω, τ 3), where τ 3i = τ
2
i−1 + 1/2, if i = q + 1; and τ
3
i = τ
2
i ,
otherwise. Then ρ3 ∈ L9, but, by Lemma 4.2, ρ3 ∈ L(B). ✷
Theorem 6.4 L9 ∈ FT BA.
Proof. Again by contradiction. Assume that B = 〈Σ, Q,Q0, X, T, F 〉 is a
FTBA and that L(B) = L9. Consider the timed word ρ2 = (aω, τ 2), where
∀i, τ 2i = 2i. Thus, ρ2 ∈ L9.
Applying Lemma 5.3 to B and ρ2, there is k, such that for all γ ∈ Σt,
ρ2[1,k] · γ ∈ L(B). But take any ρ ∈ L9. By construction of ρ2, we have
ρ2[1,k] · ρ ∈ L9. ✷
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