In this paper, we propose an accelerated algorithm for solving the shortest vector problem (SVP). We construct our algorithm by using two novel ideas, i.e., the choice of appropriate distributions of the natural number representation and the reduction of the sum of the squared lengths of the Gram-Schmidt orthogonalized vectors. These two ideas essentially depend on statistical analysis. The first technique is to generate lattice vectors expected to be short on a particular distribution of natural number representation. We determine the distribution so that more very short lattice vectors have a chance to be generated while lattice vectors that are unlikely to be very short are not generated. The second technique is to reduce the sum of the squared lengths of the Gram-Schmidt orthogonalized vectors. For that, we restrict the insertion index of a new lattice vector. We confirmed by theoretical and experimental analysis that the smaller the sum is, the more frequently a short lattice vector tends to be found. We solved an SVP instance in a higher dimension than ever, i.e., dimension 132 using our algorithm.
Introduction
An integer lattice L is the set of all linear combinations with integer coefficients of a set of linearly independent vectors b 1 , . . . , b n ∈ Z m . (b 1 , . . . , b n ) is called a basis of the lattice L. One of the most famous computational problems concerning lattices is the shortest vector problem (SVP). The SVP is the problem of finding a shortest nonzero lattice vector for a given lattice. The SVP was proved to be NP-hard under randomized reduction in Ref. [1] . The SVP is closely related to breaking lattice-based public key cryptosystems. We can estimate the security of lattice-based public key cryptosystems using SVP algorithms [3] , [4] . The LenstraLenstra-Lovász (LLL) algorithm [8] was a major breakthrough in SVP algorithms. It generates a reduced basis of proven quality in polynomial time. The Block Korkin-Zolotarev (BKZ) algorithm [14] combines the LLL algorithm with an enumeration technique in low dimensional sublattices. Although there is no guaranteed run time bound for the BKZ algorithm, it works better than the LLL algorithm in practice. The Random Sampling Reduction (RSR) algorithm [15] combines the BKZ algorithm with the Sampling Algorithm (SA) [15] that generates a lattice vector from a particular set of lattice vectors. Note that the BKZ algorithm was updated as BKZ 2.0 [3] , in which the enumeration is much accelerated by Gama-Nguyen-Regev extreme pruning [5] .
We developed an accelerated algorithm for solving SVP by extending Schnorr's sampling technique in RSR. We construct our kashiwa@idea.c.u-tokyo.ac.jp algorithm by using the following two novel ideas, i.e., appropriate distributions of the natural number representation and the reduction of the sum of the squared lengths of the Gram-Schmidt orthogonalized vectors. These two ideas depend on statistical analysis. We reduce the expected value of the squared lengths of generated vectors using these techniques.
Appropriate distributions of the natural number representation
We seek optimal linear combinations of basis vectors (b 1 , . . . , b n ) in order to obtain a very short lattice vector. We can represent a lattice vector by some sequence of natural numbers via the Gram-Schmidt orthogonalization. We call this representation the natural number representation. We determine appropriate distributions of the natural number representation so that the expected value of the squared length of the generated lattice vector gets smaller. Then, the density of nonzero numbers in the natural number representation tends to be low. By determining the appropriate distribution of the natural number representation, we can generate short lattice vectors. In Ref. [15] , a lattice vector whose natural number representation consists of only 0-1 sequence is considered. We consider not only 0-1 sequences but also sequences consisting of natural numbers, i.e., 0-1-2 sequence for example. A similar concept to the natural number representation was indicated in Ref. [9] . However, this concept did not consider the appropriate distribution of natural number representation.
The reduction of the sum of the squared lengths of the GramSchmidt orthogonalized vectors
We increase the frequency with which a short lattice vector is found by reducing the sum of the squared lengths of the c 2015 Information Processing Society of Japan
Gram-Schmidt orthogonalized vectors. We call our method the Restricting Reduction (RR) Algorithm. We confirm by experimental analysis that the smaller the sum of the squared lengths of the Gram-Schmidt orthogonalized vectors is, the more frequently a short lattice vector tends to be found. We show that the distribution of the squared lengths of short candidate vectors approximates the normal distribution because the Gram-Schmidt coefficients of a generated lattice vector can be supposed to be statistically independent with respect to indices. The mean value of the normal distribution can be represented by the sum of the squared lengths of the GramSchmidt orthogonalized vectors. According to our statistical analysis, the mean value is 1/12 times the sum under some assumptions. Then, the smaller the sum is, the smaller the expected value of the squared lengths of short candidate vectors is.
The RR algorithm has the following two steps.
( 1 ) We restrict the indices of vectors in the basis where a short candidate vector can be inserted. ( 2 ) We increase the restriction index. We reduce the sum by the RR algorithm. In the sampling technique in Ref. [15] , a short candidate vector is immediately inserted to a basis and the generating system consisting of a basis and a short candidate vector is reduced by BKZ. This process might increase the sum of the squared lengths of the Gram-Schmidt orthogonalized vectors in the short term while the very first vectors in the basis might be improved.
We also show a possible extension of the RR algorithm, which we call the Extended Restricting Reduction (ERR) algorithm. By this extension, we aim to to more efficiently generate short candidate vectors and more strongly reduce the sum.
We experimentally confirmed that rapid speedups have been achieved by using above two ideas. We applied our algorithm to the SVP challenge from Technical University of Darmstadt [13] , which was opened in 2010 for the sake of assessing the performance of SVP algorithms and has prompted intense competition among many researchers concerning lattices. We solved an SVP in dimension 132, which is the highest dimension of the SVP instances solved ever [13] .
The remainder of this paper is organized as follows. In Section 2, we explain some basic concepts of lattices and Schnorr's sampling technique. In Section 3, we define the set of lattice vectors from which we generate short candidate vectors based on natural number representation of lattice vectors. In Section 4, we theoretically and experimentally show the effectiveness of generating a lattice basis whose sum of the squared lengths of the Gram-Schmidt orthogonalized vectors is small. In Section 5, we show how to reduce the sum of the squared lengths of the GramSchmidt orthogonalized vectors. In Section 6, we show the results of applying our techniques to the SVP challenge. In Section 7, we examine the application possibility of our techniques to other types of lattices. In Section 8, we extend the RR algorithm and show the complete algorithm that we used to solve an SVP in the highest dimension of the SVP instances solved ever. In Section 9, we compare our algorithm with the RSR algorithm and a variant of it and show an advantage of our algorithm in terms of efficiency.
Preliminaries

Lattice
Given a set of n linearly independent vectors
In this paper we concentrate on full-dimensional integer lattices. A lattice has infinitely many bases that generate the lattice when n ≥ 2. The volume of a lattice L = L(B), denoted by Vol(L), is defined as the volume of the parallelepiped spanned by the columns of B, Let
In our algorithm, we repeatedly find a non-zero lattice vector v with smaller
We denote the length of the shortest nonzero lattice vector in a lattice L by λ 1 (L). The shortest vector problem (SVP) is defined as follows:
Definition 1 (SVP) Given a lattice basis B, find a nonzero lattice vector Bx such that Bx = λ 1 (L(B)). A known estimation of the length of the shortest vector is [12] . Here, Γ(n/2 + 1) is the Gamma function for n/2 + 1. In the following, we call the amount
is the radius of the n-ball whose volume is Vol(L). In the SVP challenge, given a lattice basis B, one is asked to find nonzero lattice vector Bx such that Bx < 1.05 · GH(L).
Schnorr's Sampling Technique
In this paper, we extend Schnorr's Sampling Technique.
c 2015 Information Processing Society of Japan Schnorr proposed Random Sampling Reduction (RSR) [15] . In RSR, the sampling algorithm (SA) generates a single lattice vector v satisfying the following Eq. (1) for some 1 ≤ u ≤ n.
Because the number of the candidates for ν j with |ν j | ≤ 1/2 is 1 and the number of the candidates for ν j with |ν j | ≤ 1 is 2, there are 2 u distinct lattice vectors satisfying Eq. (1). Let S u,B be the set of lattice vectors in L(B) satisfying Eq. (1) for specified u. Here, B is assumed to be reduced by some lattice basis reduction algorithm such as LLL and BKZ. It is well known that the initial vectors b * 1 , . . . , b * k for some 1 ≤ k < n are longer than subsequent vectors b * j for j > k if B is reduced [4] , [9] , [15] . So Gram-Schmidt coefficients ν 1 , . . . , ν k have a larger impact on the overall length of v than ν j for j > k. Recall that for a lattice vector v = n j=1 ν j b * j to be short, each |ν j | needs to be small. Then, it is reasonable to assume that a lattice vector v = n j=1 ν j b * j in S u,B for some 1 ≤ u ≤ n is likely to be short. 
1: compute
for j = 1, . . . , i − 1 do 10: 
Determining a Distribution of Natural Number Representation
In order to efficiently generate a very short lattice vector, we enumerate all candidates of optimal linear combinations of basis vectors (b 1 , . . . , b n ). We provide the candidates in terms of the distribution of natural number representation of lattice vectors. In the following, we explain how to determine the appropriate distribution of natural number representation of lattice vectors as our first novel idea and the significance of it. First, we define the natural number representation of a lattice vector v ∈ L(B) as follows:
Definition 2 (The Natural Number Representation) Let B be a lattice basis. Given a lattice vector v =
Here, N denotes the set {0, 1, 2, 3, . . .}. z j is well defined because the above intervals (−(z j +1)/2, −z j /2] and (z j /2, (z j +1)/2] cover all the real numbers exactly once over z j ∈ N. We have the following theorem.
Let i be the largest index for which ν i and ν i differ. ν i and ν i differ by an integer, otherwise it is impossible that both v and v are lattice vectors. From the definition of z(v), z(v) and z(v ) differ at least at the index i. Therefore, the map is an injection.
Next, consider z ∈ N n . Given z, we have the lattice vector v = n j=1 ν j b * j that corresponds to z as follows. For the last nonzero z j0 with some j 0 , we set u j0 in the order {1, −1, 2, −2, 3, −3, . . .} when z j0 is taken in ascending order {1, 2, 3, 4, 5, 6, . . .}. For j > j 0 , we set u j to 0. For j < j 0 , we set
x is obtained by rounding x to the closest integer as defined by
Then, the natural number representation of a lattice vector Bu is z. Thus, the map is a surjection. These prove the theorem.
We extend the distribution of v = n j=1 ν j b * j generated by SA. While SA generates a lattice vector from S u,B defined in Section 2.2, we generate a lattice vector from the set V B (s, t) defined as follows:
Here, #S denotes the number of elements of a set S , and Z + denotes the set {1, 2, 3, 4, . . .}. Note that We observed that the natural number representation z(v) of a very short lattice vector v has the following properties for the basis B that is sufficiently reduced:
• z j is always 0 for some indices j from the front.
• The density of z j with z j ≥ 1 on z is relatively low.
• The index j with z j ≥ 2 is relatively large. The b * j with a small index j is relatively long if the basis B is sufficiently reduced. Then, v cannot be short if some z j for a small index j is large. Therefore, it is plausible that the natural number representation z of a very short vector has the above properties. We specifically discuss these properties later in terms of the expected values of the squared lengths of generated lattice vectors.
There are two main differences between the search in V B (s, t) and the search in S u,B . The first one is that a lattice vector v such c 2015 Information Processing Society of Japan , t) , we can generate a lattice vector such that z j ≥ 2 for some j. The second one is that the density of z j with z j ≥ 1 on z can be adjusted for a lattice vector in V B (s, t) while it cannot be adjusted for a lattice vector in S u,B , which means many lattice vectors for which the density is high are also included in S u,B .
We experimentally confirmed that the density for a very short vector tends to be low. We calculated the density for a very short vector which satisfies the goal norm of the SVP challenge in each of dimensions 120, 126, 128, and 130. We calculated the density as #{ j : z j ≥ 1}/n. In each dimension, we calculated the density for 10 reduced bases and took the average. Table 1 shows the average and the standard deviation of the density in each dimension.
As we see in Section 9, it seems that we need to set u for S u,B to about 30 even in dimensions around 80. In higher dimensions, we might need to set u to ≥ 30. This means that vectors with the density ≥ 30/120 = 0.25 are sampled in dimension 120, for example. From the tendency of the density for a very short vector, it seems to be inefficient to sample vectors with such density as ≥ 0.25.
By setting s j to a relatively small number compared with t j for any j > 0, we can generate only lattice vectors for which the density is relatively low. Thus, the two differences above make the possibility of the success of the search much higher.
Note that the density of z j such that z j = r ∈ Z + becomes lower as r increases for a very short lattice vector, so that we should set s r to a smaller number. We can explain that the natural number representation of a very short lattice vector tends to have the above property as follows.
In our analysis, we generalize the following Randomness Assumption (RA), on which the analysis of RSR [15] depends.
Randomness Assumption (RA) The Gram-Schmidt coefficients ν j of the vectors v = n j=1 ν j b * j generated by SA are uniformly distributed in [−1/2, 1/2] for j < n − u, and in [−1, 1] for n − u ≤ j < n and statistically independent with respect to j.
We consider the generalized range of ν j compared with Ref. [15] . Therefore, we introduce an assumption by generalizing RA as follows:
Assumption 1 
Proof: From the definition of z,
. By symmetry, it is enough to consider only the range (z j /2, (z j + 1)/2]. The probability density function f (x) of ν j is f (x) = 2 for z j /2 ≤ x ≤ (z j + 1)/2, and the probability density function g(x)
While we need to generate a sufficient number of short candidate vectors, we need to reduce E[ v 2 ] as possible. From the
is in order 1/12, 7/12, 19/12, . . . when z j is in order 0, 1, 2, . . .. Schnorr's geometric series assumption (GSA) [15] states b * j gets shorter as j increases. Then, we should set z j to 1 or 2 at a higher frequency at large indices where b * j 2 is relatively small.
Regarding how to set s and t in V B (s, t), we set s and t to (n, 13, 1) and (n, 55, 15), respectively, for an n-dimensional SVP challenge. This determination is based on empirical observations as in Appendix A.2. We should not set z j to 1 or 2 at a high frequency at relatively small indices since b * j 2 is relatively large. Therefore, we do not use v in V B (s, t) such that z j ≥ 1 appears at a high frequency at relatively small indices. In fact, we need to ignore many such vectors in V B (s, t) since #V B (s, t) with s = (n, 13, 1) and t = (n, 55, 15) is too large. Thus, we use heuristic methods to set s and t and select vectors which are likely to be short in V B (s, t).
In an exceptional case, however, we used a more general approach in solving a 132 dimensional SVP challenge. In the following, we explain the method.
( 1 ) We select a lattice basis B approximating GSA. ( 2 ) We determine the number of short candidate vectors to be generated. This is a trade-off between the running time and the length of the shortest one among all short candidate vectors. In our implementation, we set the number to 5 × 10 7 .
( 3 ) We set s and t so that V B (s, t) includes a sufficiently larger number of vectors than the above number. In dimension 132, we set s and t to s = (130, 19, 2) and t = (130, 35, 12), respectively. in a list and utilize the list in the search. We compute the list for a lattice basis B approximating GSA at the beginning of the execution of the program. Then, we apply the list to an arbitrary basis during execution of the program. However, it is impractical to generate a list with a huge number of elements, e.g., 5 × 10 7 elements. In order to avoid this, we generate two or three lists with smaller number of elements and use elements with a shorter length in each list. Then, we obtain all of the natural number representations needed by combining elements in these lists.
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Relation Between the Success of Search for a Very Short Lattice Vector and the Sum of Squared G-S Lengths
In this section, we explain why we aim to decrease the sum of the squared lengths of the Gram-Schmidt orthogonalized vectors. In the next section, we provide the Restricting Reduction (RR) algorithm, by which a new lattice basis has the smaller sum of the squared lengths of the Gram-Schmidt orthogonalized vectors. We briefly call the lengths of the Gram-Schmidt orthogonalized vectors G-S lengths in the following.
We use the sum of squared G-S lengths, i.e., n j=1 b * j 2 , as a measurement of how good the basis is. We observed that the smaller n j=1 b * j 2 is, the more frequently a short lattice vector tends to be found. We can explain this tendency as follows. Let k be the minimum index j such that ν j ≥ 1 for any lat-
for j < k in the same way as in Section 3. Then,
In the form above, the value Assumption 2
Thus, the mean value of v 2 approximates
Under Assumption 1, ν j b * j are statistically independent and uniformly distributed in
We replace k − 1 with n similarly to the above, i.e., we assume that ν j b * j are statistically independent and uniformly distributed in
We can estimate the distribution of v 2 by applying the generalized central limit theorem because n is large enough and ν j b * j are statistically independent with respect to j. By applying the generalized central limit theorem, we can introduce the following assumption. Therefore, by considering the probability density function φ(
of the normal distribution function, the probability that the length of a generated lattice vector v is shorter than γ is
Here, erf is the error function such that erf(
, the probability that a short lattice vector is found can be computed by the mean value μ and the variance σ 2 . We emphasize that the mean value μ is determined by the sum of squared G-S lengths and the variance σ 2 is determined by the sum of the fourth power of G-S lengths.
Therefore, the probability is determined by the sum of squared G-S lengths and the sum of the fourth power of G-S lengths.
Here, we experimentally verify Assumption 3. Although Assumption 3 does not hold strictly, it is close enough. For example, see Fig. 1 . Figure 1 shows the actual distribution of 1.047 × 10 13 , respectively. In Fig. 1 , the probability density function of N(2.656 × 10 7 , 1.047 × 10 13 ) is also drawn. We can see that the distribution approximates N(2.656 × 10 7 , 1.047 × 10 13 ).
Our claim is that the smaller n j=1 b * j 2 is, the higher the probability is. In the following, we experimentally confirm the above theoretical analysis. Figure 2 shows the relation between the expected probability and the sum of basis for the 120 dimensional SVP challenge problem. Here, the probability is computed from Eq. (4), and the target length is γ = 1.05 ·GH(L). From Fig. 2 , we can see that the probability gets higher for the smaller
The graph of Fig. 2 is not a smooth curve but has some steps since the probability is determined by non-fixed parameters μ and σ 2 .
Note that the probability calculated based on Eq. (4) itself does not provide an accurate approximation of the actual frequency with which a very short lattice vector is found. The gap between the calculated probability and the actual frequency seems to be caused by the following factors: ( 1 ) treating the distribution of the squared lengths of lattice vecc 2015 Information Processing Society of Japan Fig. 2 The relation between the probability that Pr[
and the sum of squared G-S lengths.
tors as the continuous probability distribution as above although it is in fact the discrete probability distribution. ( 2 ) assuming that ν j are statistically independent with respect to indices and uniformly distributed in some range. 2). However, the calculated probability shows the tendency of the magnitude relation of the frequencies. We can see that the probability increases as the sum of squared G-S lengths decreases in Fig. 2 , which derives the claim that the smaller n j=1 b * j 2 is, the higher the probability is. We can also see that the probability gets larger for larger σ = ( We also experimentally calculated the fraction of the number of found short vectors and the number of all generated vectors. We ran our algorithm, which we will explain in Section 5, for a SVP challenge lattice of dimension 128 in about one day. We used one process on a 2.6 GHz laptop computer "Let'snote" (Intel Core i5). We note that a lattice basis is transformed many times in our algorithm, and consequently the sum of squared G-S lengths continues to be changed. We calculate the correlation between the fraction and the sum of squared G-S lengths. As a result, the calculated correlation coefficient is −0.892, i.e., there was a strong correlation between the fraction and the sum of squared G-S lengths. Here, by a short vector, we mean a lattice vector which is shorter or slightly longer than b 1 , of which length was always 3128.62 during program execution. Figure 3 shows the relation between the fraction and the sum of squared G-S lengths. We divided the range of the sum of squared G-S lengths into ten parts with equal intervals in Fig. 3 . We computed the fraction for each range of the sum. Figure 3 supports the claim that the smaller n j=1 b * j 2 is, the higher the probability that a short lattice vector is found is. In Fig. 3 , we also show the theoretical probabilities computed from Eq. (4) for actual bases, of which sums are in the range of the graph. We can see that the tendency of the magnitude relation is the same although the theoretical values do not provide accurate approximations of the experimental values. Fig. 3 The relation between the fraction and the sum of squared G-S lengths.
How to Decrease the Sum of Squared G-S Lengths
We showed the effectiveness of generating a lattice basis of which the sum of squared G-S lengths is as small as possible in Section 4. In this section, we show how to decrease the sum of squared G-S lengths. We call the algorithm the Restricting Reduction (RR) algorithm. By the RR algorithm, a new lattice basis has the smaller sum of squared G-S lengths.
In Schnorr's sampling technique, when a short lattice vector is found by SA, it is immediately inserted to the basis and the generating system, which consists of a lattice basis and a generated vector, is reduced by BKZ. This process might increase the sum of squared G-S lengths, even if b j for very small j, e.g., j ∈ {1, . . . , 10}, might be improved. We aim to reduce n j=1 b * j 2 as much as possible by a more efficient way of forming a generating system. The essential idea of our method is restricting the index of vectors in the basis where a short candidate vector can be inserted, so that the sum is not increased. We further reduce the sum by changing the index in increasing order. We define the insertion index h(v) of a generated vector v for some δ as follows:
Definition 4 Let B be a lattice basis, v be a lattice vector in L(B), and δ ∈ R with δ ≤ 1. The insertion index h(v) of v is j such that min{ j :
We do not insert v with h(v) < l for some integer 1 ≤ l ≤ n. We call such an integer l the restriction index. Once the sum of squared G-S lengths of a local basis (b 1 , . . . , b l−1 ) is decreased, it is never influenced by the subsequent insertion. Therefore, by increasing l, the sum of the squared G-S lengths of a local basis (b l , . . . , b n ) gets smaller from the front. We show the outline of the RR algorithm in the following Algorithm 2. It is shown that the RR algorithm works very well in practice, although there is no theoretical guarantee that a lattice vector to satisfy the goal norm of the SVP instance is always obtained by using the RR algorithm. We generate lattice vectors in V B (s, t) for each l. As explained in Section 3, we use some subset of V B (s, t) in practice. We denote the subset by V B (s, t). We store all generated vectors v such that h(v) ≤ n as a set P of vectors for all possible l. After generating lattice vectors, we take a lattice vector v from P with the minimum pair (h(v), v 2 ) larger than c 2015 Information Processing Society of Japan (l, 0) in the lexicographic order. Then, we insert v into B at the index h(v). After the insertion, we reduce a generating system, which consists of a lattice basis and a generated vector. We maintain the generated vectors v such that h(v) < l, which cannot be inserted at this stage due to the restriction index l. We increase the restriction index l when the number of times that b l is not changed reaches a constant c. Basically, we set c to 1. The further l increases, the more likely a short lattice vector is found because n j=1 b * j 2 continues to decrease during this step. The exception of the above restriction is when l reaches l max , which is a parameter given as input. In that case, the generated vector v with the minimum pair (h(v), v 2 ) is inserted into B at the index h(v) without the restriction index l. That means that b j for very small j, e.g., j ∈ {1, . . . , 10}, is steadily improved, and has a chance to satisfy the goal norm of the SVP instance. On the other hand, that means n j=1 b * j 2 considerably increases. Then, the whole step above is repeated from the beginning after LLLreduction. Here, we use LLL-reduction of a linearly dependent generating system in Ref. [14] , which removes a linearly dependent vector from the generating system. Figure 4 shows the transitions of the sum of squared G-S lengths in the for loop in the algorithm. From the transitions, we can see the effectiveness of the RR algorithm in terms of decreasing the sum of squared G-S lengths. Here, the lattice of dimension 128 with seed 0 in the SVP challenge is considered. The sum of squared G-S lengths is steadily decreased in the case of using the restriction index l while it is almost unchanged in the case of not using the restriction index l. We calculated the transition in about one day both in the cases of using the restriction index l and not using the restriction index l. Fig. 4 The transitions of the sum of squared G-S lengths by the RR algorithm. 
Algorithm 2 The Restricting Reduction (RR) Algorithm
Solving the SVP Challenges
We applied our algorithm to the Darmstadt's SVP challenge. We wrote all of our code in JAVA. In an exceptional case, we wrote our code in C++ for a 132 dimensional SVP challenge problem. We used 3.4 GHz iMac (Intel Core i7) and 2.6 GHz Mac mini (Intel Core i7). In exceptional cases, we used a 2.6 GHz laptop computer "Let'snote" (Intel Core i5) for an SVP in dimension 120 and we used a 3.1 GHz iMac (Intel Core i7) besides the above computers in dimension 132. We solved an SVP in dimension 132, which is the highest dimension of the SVP solved ever, for 150 days. We also solved the several SVP for a few days or a few weeks. Table 2 shows the results. The column of "Dim" shows the dimensions, the column of "Achieved norm" shows the norm that we achieved using our algorithm, the column of "Previous norm" shows the norm achieved by other algorithms, the column of "Estimated norm" shows the estimated norms of the shortest vector, i.e., GH(L), and the column of "Goal norm" shows the goals of the SVP challenge, i.e., GH(L). In Table 2 , the numbers in parentheses show the ratios of the norm achieved by our algorithm to the corresponding norms. Table 3 shows the information about the computers that we used for the experiment. Table 4 shows the information about the computational costs. In all cases, we ran a single thread in each process. In Table 4 , the running time for dimensions 102, 104, 114, and 120 are not provided since we used the information on the previous vectors found by other algorithms.
In the following, we provide what is the best Hermite factor we can achieve with our algorithm. The Hermite factor, which is c 2015 Information Processing Society of Japan popularized by Gama et al. [4] , is the most common measurement of the quality of SVP algorithms. The Hermite factor is defined as b 1 /Vol(L) 1/n . According to Ref. [4] , the stronger an SVP algorithm is, the smaller the Hermite factor it can achieve. Table 5 shows Hermite factors achieved in our experiment. These Hermite factors correspond to the norms shown at the column of "Achieved norm" in Table 2 . We can see from Table 6 shows the ratio of the squared norms of the very short lattice vectors to the sum of squared G-S lengths. In Table 6 , the column of "Dim" shows the dimensions, the column of "Sum of squared G-S lengths" shows the sum of squared G-S lengths of the bases when the very short lattice vectors were found, the column of "Squared norms" shows the squared norms of the very short lattice vectors, and the column of "Ratio" shows the ratios of the squared norms of the very short lattice vectors to the sum of squared G-S lengths. From Table 6 , we can see that the ratios are almost constant. Thus, by reducing the sum of squared G-S Table 6 The ratio of the squared norms of the very short lattice vectors to the sum of squared G-S lengths. 0.0300 lengths, we can find very short lattice vectors more frequently. We used other techniques, which are shown in Section 8, besides the RR algorithm to solve SVP challenges. These techniques include some algorithmic and implementational techniques. However, the RR algorithm is the central part of our total techniques. In fact, we solved the SVP in dimensions 102, 104, and 114 by using only the RR algorithm without the techniques shown in Section 8.
Application Possibility of the RR Algorithm to Other Lattices
In this section, we experimentally confirm that the RR algorithm is applicable to other types of lattices than the SVP challenge lattices. As we saw in Section 3, we can explain by Schnorr's GSA the properties of the natural number representation of a very short lattice vector and how to determine a distribution of it. This indicates that if a lattice basis for some lattice approximates GSA, then the RR algorithm is applicable to the lattice. Here, we consider GGH lattices [6] , Micciancio's GGH lattices [10] , and NTRU lattices [7] . These types of lattices are related to lattice-based cryptography. Reduced bases for GGH lattices and Micciancio's GGH lattices approximate GSA [9] , [15] . On the other hand, those for NTRU lattices somewhat violate GSA. However, most squared G-S lengths approximate a geometric sequence (see, e.g., Ref. [9] ). In the following, we test if the RR algorithm is applicable to these types of lattices.
In Section 3, we analyzed the density #{ j : z j ≥ 1}/n for a very short vector in SVP challenge lattices. Here, we experimentally confirm that the density for a very short vector tends to be low also in the above types of lattices. As mentioned in the above, these types of lattices are related to lattice-based cryptography and very short vectors in each type of lattice can be obtained in the key generation process. We calculated the density for very short vectors that correspond to the secret key in each type of lattice. Note that the number of such vectors is related to the dimension n of the lattice concerned and specifically, the number is n, n and n/2 for GGH lattices, Micciancio's GGH lattices and NTRU lattices, respectively. In each case, we calculated the density for a reduced basis in a lattice and took the average among all very short vectors that correspond to the secret key. Table 7 shows the average and the standard deviation of the density. Table 7 indicates that the density tends to be low also in these types of lattices as in SVP challenge lattices. This shows the application c 2015 Information Processing Society of Japan possibility of our analysis in Section 3 to these types of lattices.
In the above example, we used a (δ, β)-BKZ reduced basis with δ = 0.99 and β = 20 for each type of lattice. Here, a (δ, β)-BKZ reduced basis is the output computed by the BKZ algorithm and δ and β are parameters that adjust the quality of the output. Recall that z is determined by a lattice basis B. According to our empirical observation, the density #{ j : z j ≥ 1}/n seems to be strongly dependent on the strength of reduction for B rather than the type of lattices. We calculated the average and the standard deviation of the density with increasing β. Figure 5 shows the result of the calculation. We conducted the calculation for the same GGH lattice as in Table 7 . We reduced a lattice basis by (0.99, β)-BKZ reduction with increasing β and obtained 10 reduced bases. We calculated the density for each of the 10 reduced bases. Note that the larger β is, the stronger (0.99, β)-BKZ reduction is. From Fig. 5 , we can see that the more strongly a lattice basis is reduced, the lower the density tends to be. This can be explained by GSA as follows. Under GSA, the length of b * j at large indices gets larger for a more strongly reduced basis. Consequently, #{ j : z j ≥ 1} needs to be smaller in order for a lattice vector v to be very short.
In order for the RR algorithm to be applicable to the above types of lattices, we need to show that Assumption 3 is applicable to them in addition to the analysis in Section 3. In the following, we experimentally confirm that Assumption 3 is close enough for those types of lattices. Figure 6 shows the actual distribution of From the above, we can see that Assumption 3 is close enough for each type of lattice. This shows the application possibility of the RR algorithm to these types of lattices.
Extension of the RR Algorithm
As mentioned in Section 6, we used other techniques besides the RR algorithm to solve SVP challenges. Since those techniques are basically ones to more efficiently generate short candidate vectors and more strongly reduce the sum of squared G-S lengths, we consider them to be a possible extension of the techniques shown in the preceding sections. In the following, we explain the extension. Then, we show the complete algorithm that we used to solve an SVP instance in a higher dimension than ever. We call the algorithm the Extended Restricting Reduction (ERR) algorithm. Regarding theoretical and experimental analysis of the techniques shown in this section, it is our future work to show to what extent each of those techniques contributes to the whole performance of our algorithm.
In order to explain the ERR algorithm, we define the lexicographical ordering on G-S lengths as follows:
Definition 5 
Stock Vectors
In the RR algorithm, we consider only lattice vectors shorter than i-th G-S length b * i in i-th orthogonal complement. In the extension of the RR algorithm, we consider not only lattice vectors shorter than i-th G-S length b * i but also lattice vectors slightly longer than b * i . We call those lattice vectors stock vectors. Although lattice vectors which are slightly longer than the G-S length cannot be used to update the basis immediately, it is worth storing those lattice vectors in the memory since those lattice vectors might have chances to be used later. Those lattice vectors might be enough short to update the basis in some orthogonal complement as the lattice basis is iteratively transformed.
During generating short candidate lattice vectors, we store the lattice vectors each of which is relatively short on the orthogonal complement span(b 1 , . . . , b i−1 ) ⊥ for 1 ≤ i ≤ n. Specifically, we define i-th stock vector of B as follows: Definition 6 Let B be a lattice basis, and let r be a real number with r ≥ 1. In the RR algorithm, a set V B (s, t) of short candidate lattice vectors is used. We store the stock vectors belonging to V B (s, t) into memory. We set r to 1.4, for example.
Utilizing Two Types of Lattice Bases
In the following, we introduce a technique to reduce the sum of squared G-S lengths over a relatively long period. In the technique, we use two types of lattice bases. In order to generate short candidate vectors, we need a lattice basis of which the sum of squared G-S lengths is smaller. On the other hand, it is desirable to keep the smallest basis in lexicographical ordering. This is a dilemma, and the solution for it is to simultaneously maintain these two types of lattice bases, i.e., the lattice basis which is the current smallest in lexicographical ordering and the lattice basis of which sum of squared G-S lengths is the current smallest. We call the former basis and the latter basis the lexicographically optimal basis and the smallest sum basis, respectively. Also, we denote the former basis and the latter basis by G and S , respectively. The lexicographically optimal basis will be used as a smallest sum basis later since the sum of G-S lengths should be reduced from the front indices.
We summarize how to use the two type of lattice bases as follows.
Step 1 Preprocess S to reduce the sum of G-S lengths in the back indices.
Step 2 Generate short candidate lattice vectors in V S (s, t) and store stock vectors.
Step 3 Update S and G by using the stock vectors generated in
Step 1 and Step 2.
Step 4 Increase the restriction index l.
The above processes from Step 1 to Step 4 repeat until no lattice vector that can be used to update S and G is found. In the case that such a lattice vector is not found, we substitute the lexicographically optimal basis G for S and reset the restriction index l. We reduce the sum of squared G-S lengths from the front indices again.
The role of the preprocessing in Step 1 is to reduce the sum of squared G-S lengths of S so that the expected values of the lengths of short candidate lattice vectors generated in Step 2 get smaller. Therefore, the framework of the preprocessing is basically the same with that of the RR algorithm. For the preprocessing, we generate short candidate lattice vectors in V S (s , t ) with s and t , where s and t are determined so that #V S (s , t ) is much smaller than #V S (s, t). As with V S (s, t), we use some subset V S (s , t ) of V S (s , t ). In our implementation, in dimension 130, e.g., we set s and t to (130, 13, 1) and (130, 55, 15), respectively. Then, we set s and t to (130, 4) and (130, 22), respectively. We choose a subset V S (s , t ) so that #V S (s , t ) is 2,000 or so. We repeatedly transform S . We also store stock vectors in this step for Step 3.
In Step 2, we generate short candidate lattice vectors by using the smallest sum basis S . We use S for generating short candidate lattice vectors since the sum of squared G-S lengths for S is small.
In
Step 3, we update S under the restriction index l. As in the RR algorithm, we take a lattice vector v with the minimum pair (h(v), v 2 ) larger than (l, 0) in the lexicographic order. Then, we insert v into S at the index h(v). While we reduce the sum of c 2015 Information Processing Society of Japan squared G-S lengths of S , we update G by using stock vectors without any restriction. In
Step 4, we control the restriction index by using a list of variables, each of which we call the unchanged counter. The ith unchanged counter is increased by 1 if i-th G-S length is unchanged for each i. On the other hand, the i-th unchanged counter is initialized to 0 when i-th G-S length is updated. Then, we increase the restriction index l if the l-th unchanged counter reaches the value of an upper limit function of l.
Double Loops for Reducing the Sum of Squared G-S
Lengths In Section 8.2, we explained a technique to reduce the sum of squared G-S lengths by using two lattice bases. Here, we show a revised version of the technique, in which we use three lattice bases. For that, we nest loops shown in Section 8.2. We call this algorithm the Extended Restriction Reduction (ERR) algorithm. In the following Algorithm 3, we show the outline of the ERR algorithm, which is an extension of the RR algorithm. The ERR algorithm works very well in practice, although there is no guaranteed quality for the output lattice basis. We assume that the input basis B is somewhat reduced by the LLL algorithm or the BKZ algorithm.
We use three types S , M, and G of lattice bases. G is the lexicographically optimal basis. S is the smallest sum basis S with restriction index l. M is a lattice basis between S and G lexicographically. We call the lattice basis M the medium basis. M has restriction index m with m ≤ l. In the inner loop, the restriction index l increases. In the inner loop, M and S are in a similar relation between the lexicographically optimal basis and the smallest sum basis. In the outer loop, the restriction index m increases. In the outer loop, G and M are in a similar relation between the lexicographically optimal basis and the smallest sum basis. We reduce the sum of squared G-S lengths of M from the front indices gradually.
We increase these restriction indices in the following way. We count the number of times that i-th basis vector in S is not changed as unchanged inner (i) for any i. We count the number of times that i-th basis vector in M is not changed in the outer loop as unchanged outer (i) for any i. We use upper limit functions c inner (i) and c outer (i) that determine the upper values of unchanged inner (l) and unchanged outer (m), respectively. If the unchanged counter unchanged inner (l) reaches the upper value c inner (l), l is increased. If the unchanged counter unchanged outer (m) reaches the upper value c outer (m), m is increased. The upper values c inner (l) and c outer (m) indicate the maximum number of times the process stays at the indices l and m, respectively. As m increases, computational time in the inner repeat-until might be shorter since the value of l is m at the initial stage in the inner repeat-until. We set c inner (i) and c outer (i) so that computational time in the inner repeat-until might not be very different for each m. We set c inner (i) and c outer (i) to some small integers, e.g., 2 or 3, at small indices. On the other hand, we set c inner (i) and c outer (i) to a relatively large integers, e.g., 20 or so, at large indices.
We show below which part of Algorithm 3 corresponds to each of the Steps 1-4 in Section 8.2.
Step 1 line 9 in Algorithm 3.
Step 2 line 10 in Algorithm 3.
Step 3 lines 11 and 13 in Algorithm 3.
Step 4 line 14 in Algorithm 3. Thus, the Steps 1-4 in Section 8.2 correspond to the inner repeatuntil in Algorithm 3. 
Algorithm 3
Parallel Processing
In this section, we explain the parallel processing technique used in our program. We run multiple processes of JAVA programs on a computer which has multiple CPU-cores. We parallelize the whole steps of Algorithm 3, i.e., we naively execute Algorithm 3 on each CPU-core. We assign a different basis of the same lattice to each process. All processes interact with each other through stock vectors as follows. i-th stock vectors with small relaxation factor are stored in files on a disk and shared with all processes. Therefore, a short vector found by one process can be used by another process. We associate the file name with the sequence of G-S lengths from 1 to i − 1 since the i-th orthogonal complement is determined by Gram-Schmidt orthogonalized vectors from 1 to i − 1. The greatest part of the running time is spent is spent in the steps of generating short lattice candidate vectors. Therefore, the time of writing stock vectors to files and reading them from files is ignorable. We note that the only difference between a serial and parallel version of the ERR algorithm is that files of stock vectors are shared among all processes in the latter. In order to work cooperatively, each process should solve the same problem, which has the same orthogonal complement. However, lattice bases used in processes should be different, for otherwise all processes provide the same vectors. Therefore, we use bases which are different only in the back indices. Then, they give different V(s, t).
Although the lattice bases in processes are similar at the initial stage, they might differ much from each other as the processes progress. In order to avoid this, the lattice bases need to be synchronized autonomously among all processes in some sense. For that, we use two tricks: 
Efficiency of the ERR Algorithm
In this section, we experimentally confirm that the ERR algorithm has an advantage over the RSR algorithm and the Simple Sampling Reduction (SSR) algorithm [2] , [9] , which is an improved version of the RSR algorithm. Here, we experimentally compare the ERR algorithm with the RSR algorithm and the SSR algorithm. We conducted the experiment for the SVP of dimensions around 80 with seed 0. Our choice of the dimensions is based on the report in Ref. [12] . In Ref. [12] , Schneider reported that it seems to be hard to solve SVP challenge instances using the SSR algorithm in a reasonable running time in dimension more than 85. In all cases of the experiment, we used one process with a single thread on a 1.7 GHz MacBook Air (Intel Core i5). We wrote the code for the RSR algorithm and the SSR algorithm in C++ with the version 6.0.0 of the NTL software package [16] . Regarding the ERR algorithm, we used the same program written in JAVA as we used to solve SVP challenges. Table 8 shows the comparison of the running time required to find a lattice vector which satisfies the goal norm of the SVP challenge. In Table 8 , the parameters that adjust the search space size for each algorithm are shown besides the running time. Here, the parameter k for the RSR algorithm is the one which, together with the constant related to GSA, determines the parameter u for S u,B . For example, u took the values from 29 to 31 when k = 38 in dimension 80. Note that regarding the ERR algorithm we use some subset V B (s, t) of V B (s, t) as explained in Section 3.
In all cases, we used a (δ, β)-BKZ reduced basis with δ = 0.99 and β = 20 as input. The results in Table 8 do not include the the running time required for the initial reduction of a basis. For the initial reduction, we used BKZ XD, which is one of the BKZ variants implemented in the NTL software package. The running time required for BKZ XD with δ = 0.99 and β = 20 was within 1 minute in all dimensions except for 90. In dimension 90, the running time was 76 seconds. In Table 8 , "found 97 sec.", e.g., shows that a solution for the SVP challenge was found in 97 seconds. On the other hand, "not found 17 min.", e.g., shows that the algorithm concerned terminated in 17 minutes and a solution for the SVP challenge was not found. Table 9 shows the memory consumption measured for each dimension.
From Table 8 , we can see that the program for the ERR algorithm was faster than the ones for the other algorithms in all dimensions except for 80. Although the tools used to write the code for the three algorithms are different, the implementation in JAVA language is slower than that in C++ language in general and Table 8 shows that the JAVA implementation of ERR algorithm is much faster than the C++ implementations of other algorithms. This is a qualitative evidence of the efficiency of our algorithm. That is, we can say that our algorithm is more efficient in terms of the running time than the RSR algorithm and the SSR algorithm. On the other hand, our algorithm requires much more memory than those algorithms. However, the increase of the memory consumption is not so rapid as to make our algorithm impractical as in Table 9 . In fact, even in dimension 130, the memory consumption, which was measured in the same environment as above, was 181 MB.
