Introduction
Reducing the energy consumption in the building sector have a critical role in meeting energy and emission reduction targets in both developing and developed countries [15, 21] . In order to improve building performance by implementing the optimal design solutions at a reasonable investment, both sensitivity analysis and model-based optimization can be used to inform design decisions. Compared to model-based optimization that is applied to find the combinations of variables values that optimize the objectives while satisfying the design constraints, Monte Carlo sensitivity analysis (SA) can support decision making by providing insight into the input variables that most influence design objectives, such as operational energy use or comfort metrics of the final building [16, 24] . This makes SA a useful tool for designers. Consequently, developing SA methodologies that reliably and consistently identify sensitive variables is an important area of research.
SA can be generally grouped into local and global forms [23] . Global SA based on a linear regression is normally adopted to evaluate the relative importance of input variables [2, 3, 12] . When many input variables are involved, stepwise regression provides an alternative. Saltelli et al. [23] state that, when the input variables are ideally uncorrelated, the importance of variables sorted by any sensitivity indexes should be the same. This applies whether sorting by: order of addition to the regression model; size of the R 2 changes attributable to individual variables; absolute values of variables' standardized (rank) regression coefficients (SRCs/SRRCs); absolute values of correlations coefficients (CCs); or absolute values of partial correlation coefficients (PCCs). Therefore, in previous researches, the global sensitivities of variables are normally evaluated by a particular index, e.g. De Wilde et al. [7] using SRRCs to determine the major contributors for heating energy use; Hopfe and Hensen [16] using both SRRCs and the change of R 2 to explore variables influence on building performance simulation.
However, according to our previous researches [27, 28] , the ordering of variables' importance with respect to design objectives and constraints could be switched by applying the same global SA method to different sets of random samples. Furthermore, the robustness and effectiveness of a stepwise regression depends on the choice of procedure options, as each option has its advantages and weakness [26] . For instance, the F-test is often used as default criterion to stop the stepwise regression process, but it has been shown to perform poorly relative to other criteria, e.g. the corrected AIC [17] . It has also been shown that it is possible to conduct global SA in parallel with optimization by an evolutionary algorithm [25] . This further supports decision making by providing suggested optimal solutions as well as variables' sensitivities. Solutions generated during the optimization run can be reused for the global SA to save computational efforts, despite the bias in the samples arising from operation of the evolutionary algorithm.
Therefore, this paper explores the impact of procedure options in a global SA for design objectives or constraints, providing insights that will enable more robust and more accurate assessments of variables' sensitivities to be made, through the relative magnitudes of variables sensitivity indexes. The procedure options explored are: different approaches to obtaining samples (i.e. randomly generated samples or the biased solutions obtained at the start of an optimization process, with a sample size of 100 or 1000); data forms of input variables (i.e. raw data with categorical variables, or rank-transformed data); selection approaches (i.e. the results in this paper are based on bidirectional elimination); and selection criteria (i.e. F-test, AIC or BIC).
Stepwise Regression Methodology
Stepwise regression analysis is usually used as an alternative of linear regression to do global SA. Since, when no impacted or correlated variables are included in the same regression model, it can avoid misleading regression of variables importance. It can also avoid overfitting of the data, as all of input variables are arbitrarily forced into the same regression model [23] . Overfitting occurs when the regression model in essence 'chases' the individual observations rather than following an overall pattern in the data, which can produce a spurious model, giving poor predictions of variables importance [23] . Thus, the overfitting is used as an important standard, to evaluate how well the linear model constructed by stepwise regression can fit to the data (generated from different samples).
Therefore, the global SA adopted here is based on a linear regression model in the stepwise manner, which is performed by R statistic software [20] . The idea is to add or remove variables in a linear model: at each iteration, selecting the variable which most increases the R In a stepwise regression analysis, the relative importance of the variables for a given output can be evaluated through sensitivity indexes, including variables' entry-order to the model, SRCs (standardized regression coefficients)/SRRCs (standardized rank regression coefficients, for rank-transformed data), and R 2 change attributable to the individual variables. The more important (sensitive) the variable is, the earlier it is selected into the linear model, the larger its SRC/SRRC is, the greater it is attributable to R 2 change [23] .
Samples and sample size
The robustness of a sensitivity method is related to the choice of sample size and the manner in which the samples are generated [23] . For a sample size of 100 and above, the difference in the results from different sampling methods is decreased; thus, it is feasible to use a random sampling method and 100 samples in a Monte Carlo analysis for typical building simulation applications [19, 22] . In this paper, the conclusion is further validated by comparing the SA resulting from a 100 random samples with those from a 1000 random samples; the 100 random samples are taken as being the first 100 samples of the 1000 randomly generated samples. The repeatability of the approach is investigated by repeating the analysis for two sets of random samples (Random Sample A and Random Sample B). Moreover, the first 100 solutions (being consistent with the smaller sample size in random samples) obtained from a multi-objective optimization process (based on NSGA-II) have also been used to do global SA, for design objectives and constraints (See Section 3.1). The aim is to explore the extent to which the biased samples can affect the robustness of variables global sensitivities, determined by the same method based on stepwise regression.
Input variables and rank-transformation
The input variables considered in most sensitivity analyses are real-valued quantities [14, 16] . However, in this paper, the categorical variables for construction types are applied with others having physical representations (see Section 4.1). Such variables frequently appear in building design problems, so it is important to consider them.
Furthermore, a non-linear relationship between the input variables and the output is possible, whether the input variables have real-valued quantities or not. A rank transformation of the variables based on a monotonic relationship can mitigate the problems associated with fitting linear models to nonlinear data [23] . The rank transformation is defined according to Spearman's rank correlation coefficients: raw data are replaced by their corresponding ranks, and then the ranks of input variables and outputs are used to do regression analysis. Particularly, the smallest rank 1 is assigned to the smallest value of each variable, and then the rank 2 is assigned to the next larger value, and so on until the largest rank m assigned to the largest value (i.e. m indicates the number of observations for each variable).
Thus, two alternative representations of the input variables are considered here:
 The input variables in their raw form.
 A rank-transformation of the variables (and outputs).
Selection approach
There are three model-selection approaches [6] as below. Due to identical results in this case study, the results from bidirectional elimination are only discussed here:  Forward selection: which starts from an 'empty' model with no input variable but an intercept, and then adds the variable most improving the model one-ata-time until no more added variables can significantly improve the model. This approach is based on a pre-defined selection criterion. 
Selection criterion
The selection criterion is used to stop the construction of the stepwise regression. It is also used to determine when an already-selected variable should be deleted from the linear regression model. The commonly applied selection criteria that are adopted in this research are:  F-test: which is often used as a default criterion for stepwise regression. To avoid overfitting the model, Saltelli et al. [23] suggest using the α-value of 0.01 or 0.02 for a F-test, rather than the conventional choice of 0.05.
 AIC (Akaike information criterion): which is based on a penalty of maximum log likelihood (the maximum likelihood is defined as a general technique to estimate the parameters and draw statistical inferences in various situations, especially in non-standard ones), to balance the linearity of the model with the model size [13] .
 BIC (Bayesian information criterion): which is an alternative method to AIC.
In comparison to AIC, it penalizes larger model models more heavily, aiming to avoid the overfitting problem. 
Model accuracy
The adequacy of a linear regression model's fit can be assessed through R Therefore, the linear regression model with the lowest PRESS value is preferred when choosing between two competing regression models.
Experimental Approach

Multi-objective optimization algorithm
Evolutionary algorithms (EAs) have been shown to perform well for many building optimization problems [11] . Their origins are based on Darwinian principles: survival of the fittest population of solution, passing of characteristics from parents to offspring, and eliminating of the poorest solution during each generation. Building design problems are inherently multi-objective, where the designer seeks to find an optimal trade-off between two or more conflicting design criteria. Consequently, this work adopts the well-known non-dominated sorting genetic algorithm II (NSGA-II) [8] , which is used widely to solve bi-and multi-objective building optimization problems [4, 11] . The algorithm is an EA which seeks to approximate the Pareto front of solutions that represents the trade-off in the optimization objectives. The specific implementation of NSGA-II is:
 Gray-coded bit-string encoding of the problem variables (163 bits);  uniform crossover (100% probability of chromosome crossover with 50% probability of gene crossover);
 single bit mutation (a probability of 1 bit per chromosome);  passive archive of solutions, allowing a Pareto front to be constructed from all solutions visited during the search rather than only those in the final population;
 population size of 20 with the search stopped after 5000 unique simulations.
These parameters were chosen empirically.
Example Building and HVAC Systems
The example building is based on a mid-floor of a commercial office building with 5 zones located in Birmingham, England (Figures 1 and 2 ). The size of two end zones and three middle zones are 24m x 8m and 30m x 8m separately, with floor to ceiling height of 2.7m. Each zone has typical design conditions of 1 occupant per 10m cooling is modelled by an idealised system that can provide sufficient energy to offset the zone loads and meet the zone temperature setpoint during hours of operation (from 9am to 5pm all year around). The internal zone is treated as a passive unconditioned space. The operational energy use, building comfort, and the capital costs related to equipment size, are determined by EnergyPlus [9] , with the weather data based on the CIBSE reference year [5] . Table 1 gives 16 input variables, and specifies their bounds, discrete increment, and the total number of unique value that each can take, according to model characteristics, previous experiments and handbooks [1, 10] . Those input variables associated with perimeter zones are related to building geometry (i.e. orientation and window-wall ratios), the properties of constructions (i.e. window/wall/ceiling-floor types), and operating conditions (i.e. heating and cooling setpoint (via the dead band), system operating hours (per day) in 'winter' months (November to April) and 'summer' months (May to October) (via winter/summer start and stop time)). heavy weight, medium weight and lightweight. Similarly, there are two internal wall types (heavy weight and light weight), and two double-glazed windows types (plain glass and low-emissivity (Low-E) glass). For categorical construction variables, the heavy weight construction corresponds to a value of 0, with the construction weight decreasing with increasing variable value; for window type, the normal plain and Low-E glasses are corresponding to the values of 0 and 1 separately [1] . Since, based on previous researches [25] , the construction variables having physical representation or having not barely affect the performance of stepwise regression (i.e. the identification of variables importance to output), and in a real case, the combination of variables is normally mixed with different data types (continued, discrete or categorical variables).
Input Variables, Objective Functions and Design Constraints
Input variables characteristics
In this paper, no prior knowledge of variable sensitivity is assumed. Thus, in a set of randomly generated samples, the frequency distributions of variables are uniform and the correlations between any pairs of variables are less than 0.1.
Design objectives and constraints
The design objectives, to be minimised by a multi-objective optimization process, are the building annual energy demand (as determined by EnergyPlus (V7) for heating, cooling and artificial lighting), and the capital costs (using a model derived from cost estimating data in London, UK [18] ):  Energy demand: the annual energy demand of the heating, cooling and artificial lighting. As the HVAC system of the example building is an ideal load air system, it is not like the real case where the cooling energy could be reduced to 'free', due to the free cooling ventilation. The 'energy consumption' is more correctly defined as 'energy demand' in this paper.
 Capital costs: is known to be a linear function of most of the variables, although the cost of the HVAC system is a function of the peak heating and cooling capacity, the capacity being a non-linear function of some variables.
The design constraints are that the thermal comfort in each perimeter zone should not exceed 20% of predicted percentage dissatisfied (PPD), for no more than 150 working hours per annum. The constraint functions are configured to return the number of hour above 150, or zero if the constraint is feasible. The solution infeasibility combines the separate constraint violations into a single metric. It is taken as the sum of the squares of each constraint violation (with an entirely feasible solution having an infeasibility of zero). Thus, the infeasibility only has a non-zero value when one or more constraints are violated (this forming a discontinuity in the function space, with the infeasibility of the infeasible solutions changing with the variable values, but all feasible solutions having a constant infeasibility of zero). For randomly generated solutions, most of the solutions are infeasible.
Results and Analysis
The impact of selection approach
In this paper, for each set of samples (random and slightly biased samples from ). This indicates that those newly added-in variables (due to different selection criteria, e.g. AIC) account for only limited uncertainty of the design objectives or constraints. Thus, for computer efficiency and model accuracy (to avoid overfitting problem), it is better to use BIC as selection criterion to stepwise regression analysis.
The impact of selection criterion
The impact of data type of input variables
Based on previous results, to avoid the overfitting problem, the global SA driven by BIC and bidirectional elimination is used here to further explore the influences of procedure options (i.e. data representation and sets of samples) of a stepwise regression, for design objectives and constraints. Tables 4 to 6 state the global sensitivities of variables, based on different sensitivity indexes (i.e. the order of variables entry into the linear regression model, the absolute value of SRCs/SRRCs, and the size of R 2 changes attributable to individual variables), for energy demand (Table 4) , capital costs (Table 5 ) and solution infeasibility (Table 6 ). In each case, the variables are represented by rank-transformed data or raw data with categorical variables. Each data type of input variables applied to global SA has 5 sets of samples, including 100 and 1000 solutions from Random Sample A and also Random Sample B, as well as the first 100 biased solutions obtained at the beginning of NSGA-II. In those tables, the length of the bar indicates the relative magnitude of variable's importance. The more important (sensitive) the variable, the longer the bars of the SRCs/SRRCs and the size of R 2 change, and correspondingly, the shorter the bar of entry-order.
Firstly, even though the categorical variables have fewer options than others, in the case of applying the global SA to raw data, the categorical variables are not always ranked highest for design objectives and constraints. From this, it can be determined that any error in variables' importance due to the large changes in values for categorical variables is not substantial. Thus, in this paper, the discretised-continuous and categorical variables can be used together, avoiding the overrated problem for categorical variables.
Furthermore, for a given set of samples, whether or not rank transformationis applied to the variables, the global SA for a particular design objective leads to similar linear regression models with very close R 2 , with only a few switches in the sensitivity of medium-importance variables. For example, in the case of Random Sample B with a sample size of 1000 for energy demand (Table 4) , the entry-order of rank-transformed variables into the linear model is as same as that with raw data (except the last two addin variables, orientation and façade-4 window-wall ratio), with a small difference in R 2 of 0.006. However, for the first 100 NSGA-II solutions for capital costs (Table 5) , apart from the top-three variables, the remainder barely have the same entry-orders, which may be due to the different characteristics of design objectives: the distributions of the random samples for energy demand and capital costs have patterns; further research is required.
Finally, in the case of applying the global SA to randomly generated samples for solution infeasibility (Table 6 ), using rank transformation in stepwise regression can mitigate against the problems associated fitting the linear regression model to nonlinear data, which is indicated by the significantly increased R 2 (from about 0.6 to above 0.8) and the enlarged number of identified variables. This is because the regression model with rank-transformed data is based on a monotonic relationship rather than a linear relationship. However, for the top two most important variables, heating setpoint and dead band, the indexes of their global sensitivities to solution infeasibility are slightly affected by the use of rank transformation. This is represented by the similar entry-orders, the relative magnitudes of SRRCs and the contributions to R 2 changes.
Note that this is not the case with the first 100 NSGA-II solutions for infeasibility, as the biased solutions at the beginning of NSGA-II have already converged, indicated by the R 2 less than 0.5 (smaller than the acceptance level of 0.7). This is caused by the strong convergence properties of NSGA-II, which rapidly directs the search towards feasible solutions (i.e. those meeting the constraints).
The impact of samples and sample size
From Tables 4 to 6, it can be seen that, in relation to the choice of sample size from a set of randomly generated samples, enlarging the sample size can bring more variables into the linear regression model. This only slightly changes R (Table 4 columns 2 and 4) . Moreover, it also confirms that a smaller sample size of 100 can be used to identify the most important variables for design objectives and constraints. The importance of these tests is to illustrate the repeatability of the stepwise regression to rank variable importance for design objectives and constraints.
Finally, in the case of applying the global SA to the first 100 solutions from the NSGA-II run for design objectives (energy demand and capital costs; there are some correlations between variables, about 0.55), the same important variables can be identified. They have a similar magnitude of sensitivity indexes, compared to those obtained from random samples. Thus, it is not necessary to re-generate a separate random samples to do global SA, saving the computer efforts.
Categorisation and Behaviour of Variables Importance for Design Objectives and Constraints
According to previous results in this paper, in a given global SA of design objectives or constraints to the changes of variables values, the relative importance (sensitivity) of variables determined by different sensitivity indexes is related, but not identical, where the ordering of importance for each variable normally varies within a small range.
Furthermore, the identification of variables importance depends on the choice of procedure options for a stepwise regression, e.g. selection criterion, data form (particularly for the objective having weak linearity), the sampling method and sample size. However, the most important variables are always ranked on the top: for our example building these are heating setpoint and dead band for energy demand and solution infeasibility, and the ceiling-floor type and window type for the capital costs. Therefore, it is better to use more than one sensitivity indexes, to provide robust orderings of variables importance for design objectives and constraints. In addition, regenerating different sets of samples could avoid misleading variables importance, particularly when the sample size is smaller. For example, in this paper, the categories of variables importance for energy demand, capital costs or solutions infeasibility, are determined through both the variables' entry-orders and their relative magnitudes of SRRCs, during a stepwise regression analysis with the use of bidirectional elimination, BIC, rank-transformed data and randomly generated samples with a size of 100 ( Table   7 ). The entry-order of variables is the direct outcome from a stepwise regression, but it is meaningless when variables have equal or very close magnitudes of importance to outputs. In this situation, the absolute value of variables SRCs/SRRCs can provide quality determination about how much the variations in output are related to the variations in each input variable.
In the Table 7 , the importance of variables is categorised as below: This makes sense: orientation of the building has no impact on the simple linear model used for calculating capital costs; in this building, solution infeasibility, as design constraint, is strongly related to the performance of design objectives, especially to energy demand, thus, less important variables façade-4 window-wall ratio and internal wall type account for limited impacts on solution infeasibility. The categories of variables importance for design objectives and constraints from the random samples could be further used as benchmark to explore variables convergence characteristics during an optimization process.
Conclusions
This paper has explored several factors that impact upon the performance of global SA.
In particular, it is concerned with finding methodologies that produce consistent results, to give confidence in the determined variable sensitivities. The extent to which the procedure options of a stepwise regression can affect the identification of variables global sensitivities have been examined, determined by three sensitivity indexes (i.e. variables entry-orders, the relative magnitudes of SRCs/SRRCs, and the size of R 2 changes attributable to individual variables), when using the randomly generated samples and the biased solutions obtained at the start of a multi-objective optimization process (based on NSGA-II), to do global SA for design objectives and constraints.
Five key conclusions can be drawn.
First of all, in the experiment of applying the global SA to a given set of samples for design objectives or constraints, an identical linear regression model with the same representation of variables global sensitivities has been found through a stepwise regression. This is irrespective of the choice of selection approach, which is due to the weak or moderate correlations between any pair of variables (less than 0.6).
Bidirectional elimination is suggested in this paper, as it is the combination of other selection approaches.
Secondly, the linear regression model constructed by AIC has a high risk ofoverfitting due to the inclusion of redundant variables, especially in the case of a smaller sample size (e.g. 100). Furthermore, the performance of the F-test is dependent on the choice of significance level (α-value). Consequently, the stepwise regression constructed by BIC is suggested in this paper to do global SA for design objectives and constraints. It also concludes that, for a given set of samples, the choice of selection criterion barely has impact on the entry-orders of variables and the size of R Finally, for design objectives or constraints, the ordering of variables' importance based on one of the sensitivity indexes could be different to that based on others, even when the correlation coefficients between variables from randomly generated samples are around 0.1. Therefore, it has concluded that, the (global) importance of variables for design objectives and constraints is better to be classified, through more than one sensitivity indexes. For example, in this paper, the categorisation of variables importance was considered using both variables' entry-orders and SRRCs, for design objectives and constraints. Even though the entry-order of variables is the direct outcome from a particular stepwise regression, it is meaningless when variables have equal or very close magnitudes of importance to outputs.
Although the case-study building in this paper is a simple model with some input variables of an ideal load air system (not covering all of typical design variables of HVAC systems, such as ventilation related variables). The above five conclusions still form a set of suggestions for those deploying global SA as part of the building design process, which will improve the consistency and robustness of the approach, applied to various building-models. It is crucial that designers consider all of the factors described in this paper will have more confidence in the global SA approach. Assuming that this is the case, global SA, alongside optimization, will be a valuable tool for decision making in building design. Table 3 Percentage changes in the sensitivity of capital costs to the variables, due to different selection criteria (AIC and BIC). 
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