Currently, various attention-based neural networks have achieved successes in sentiment classification tasks, as attention mechanism is capable of focusing on those words contributing more to the sentiment polarity prediction than others. However, the major drawback of these approaches is that they only pay attention to the words, the sentimental information contained in the part-of-speech(POS) is ignored. To address this problem, in this paper, we propose Part-of-Speech based Transformer Attention Network(pos-TAN). This model not only uses the Self-Attention mechanism to learn the feature expression of the text but also incorporates the POS-Attention, which uses to capture sentimental information contained in part-of-speech. In addition, our innovative introduction of the Focal Loss effectively alleviates the impact of sample imbalance on model performance. We conduct substantial experiments on various datasets, and the encouraging results indicate the efficacy of our proposed approach.
I. INTRODUCTION
The task of sentiment classification is to divide the text into two or more types of praise or derogatory according to the meaning and sentimental information expressed by the text. Sentiment classification is the division of the author's sentiment orientation, viewpoint and attitude, which can solve the disorder of various commentary information on the Internet to a certain extent, and it is convenient for users to accurately locate the required information. At present, the mainstream sentiment classification methods are mainly divided into three categories: 1) lexicon-based methods; 2) machine learning based methods; 3) deep learning based methods. The key part of the lexicon-based method is '' lexicon + rule'', that is, the sentimental lexicon is used as the main basis for judging the sentimental polarity, and the corresponding judgment rules are designed [1] - [3] . Machine learning based sentiment classification methods are broadly divided into supervised, unsupervised and semi-supervised. Traditional machine learning methods are dedicated to manually extracting an abundance of features like bag-of-words and TF-IDF which are used to train a sentiment classifier such as SVM [4] , [5] , NB [6] . As we all know, deep learning models The associate editor coordinating the review of this manuscript and approving it for publication was Claudio Cusano . are becoming more popular because they can automatically learn semantic representations from high-dimensional original data without carefully designed feature engineering. As a powerful technique for text modeling, Convolutional Neural Network (CNN) and Recurrent Neural Networks (RNNs) have been widely applied to sentiment analysis tasks [7] - [11] . However, these methods can automatically learn text features, but cannot focus on the parts that are important to sentiment classification.
As a simulation of human attention, the attention mechanism can focus on specific parts of the text, so it is applied to the neural network to achieve various tasks, including machine translation [12] , [13] , reading comprehension [14] , [15] , image processing [16] - [18] , etc. Also, there are already some works using attention mechanism to deal with sentiment classification [19] - [21] . However, these approaches only pay attention to the words, the part-of-speech features are ignored. In fact, part-of-speech contains sentimental information that is helpful for classification. Tang et al. [22] compared the classification effects of nouns, verbs, adjectives, and adverbs as features, and found that all four partsof-speech have different degrees of sentimental color. Some previous works regarding the POS and sentiment classification have been implemented such as [23] - [26] . Based on this insight, in this paper, we put forward the POS-Attention. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Each part-of-speech is integrated into the network as a vector expression, and different parts-of-speech are weighted through attention mechanism, so as to learn different features. But, most existing attention-based approaches rely on CNN and RNNs. CNN is able to capture the local features, but ignores long-term dependencies between words. The difference between RNNs and CNN based model is that RNNs are better at modeling long-distance semantics in text and capturing contextual information. Inspired by Google's Transformer model [27] , which completely abandon RNNs and achieve good results in machine translation tasks only using attention mechanism, we design a new Part-of-Speech based Transformer Attention Network(pos-TAN). This model uses the Self-Attention mechanism to learn the dependencies between words in different positions and capture feature information at different spatial levels. And it also incorporates part-of-speech information to mine the modified relations between words, acquire richer sentimental features. On the other hand, most of the studies on sentiment classification are based on the assumption that the samples are balanced. While in practice, the number of samples in different categories varies greatly, and imbalances are common, so it is necessary to take appropriate methods to deal with it.
The work of this paper is summarized as follows.
• In view of the sample imbalance problem, this paper introduces Focal Loss [28] as the loss function of the sentiment classification model. By reducing the weight of the samples in a larger number of classes, the model pays more attention to the samples in a small number of classes in training, thus alleviate the impact of sample imbalance on classification to some extent.
• We design the POS-Attention to capture the sentimental information. Each part-of-speech is integrated into the network as a vector expression, and different parts-ofspeech are weighted through attention mechanism, so as to learn different sentimental features.
• We propose a new Part-of-Speech based Transformer Attention Network(pos-TAN), which combines part-ofspeech and Self-Attention mechanism. The effectiveness of the model on the sentiment classification task is verified by the experiments.
The rest of this paper is organized as follows. We first briefly review sentiment classification methods and introduce the Self-Attention mechanism in Section II. Afterwards, the proposed sentiment classification model (pos-TAN) is presented in Section III. In Section IV, extensive comparison experiments are conducted to prove the superiority of our proposed model. At last, we draw a conclusion and envision the future in Section V.
II. RELATED WORK A. SENTIMENT CLASSIFICATION
Sentiment classification is one of the main research topics in Natural Language Processing(NLP), it can be treated as traditional text classification, and solved by some general classification models [29] - [31] . Traditional feature engineering-based models usually focus on extracting efficient features such as lexical features [32] , [33] , topic-based features [34] , [35] . With the rapid development of deep learning, CNN and RNNs have been applied to obtain better representations of sentences for sentiment classification. Especially, Long Short-term Memory Networks (LSTMs) have shown a striking promise in sentiment analysis [11] , [36] . Cai and Xia [37] used two individual CNN architectures to learn textual features and visual features, which can be combined as the input of another CNN architecture for exploiting the internal relation between text and image, so as to realize multimedia sentiment analysis. Dong et al. [9] put forward an adaptive Recursive Neural Network by modeling syntactic relations on tweet data. Lai et al. [38] proposed a Recurrent Convolution Neural Network (RCNN) which uses recurrent structures in the convolution layer to classify texts. Wang et al. [39] proposed a regional CNN-LSTM model for multi-dimensional sentiment analysis.
More recently, a new research direction in deep learning has emerged, which introduces an attention mechanism to neural network models. The attention mechanism is capable of focusing on the parts of text that are more important to the current task. Hence, various attention-based approaches have been proposed to solve the sentiment analysis task [40] - [42] . Wang et al. [43] proposed an Attention-based Long Short-Term Memory Network for aspect-level sentiment classification. Hu et al. [44] proposed constrained attention networks (CAN) for multi-aspect sentiment analysis, and introduce orthogonal and sparse regularizations to constrain the attention weight allocation, helping learn better aspect-specific sentence representations.
B. SELF-ATTENTION MECHANISM
The attention mechanism was first proposed in the field of visual images, and then applied by Bahdana et al. to machine translation tasks [12] . Then the attention mechanism is widely used in various NLP tasks based on neural network models such as RNN/CNN, which can help the model select the features that are more important to the current task from many features. Most of the attention models are attached to the Encoder-Decoder framework. The Encoder-Decoder framework can be thought of as a general-purpose processing model for generating another sentence from a sentence. For the sentence pair <Source, Target>, our goal is to give the source sentence, and generate the target sentence through the Encoder-Decoder framework.
Source and Target are respectively composed of their respective word sequences. The nature of Attention can be described as a mapping of a Query to a series of Key-Value pairs to an output, which is shown in Figure 1 .
The calculation of Attention is divided into three steps. First, we perform a similarity calculation on Query and each Key, so as to obtain the weight coefficient of the Value corresponding to each Key. Then we use Softmax to normalize the weights,
Finally, the weights and corresponding values of Value are weighted and added up to obtain the final Attention value.
where L is the length of the input sentence (the length of Source), and Query is a sequence of words in Target. Currently, Key and Value are usually the same in the NLP task. The Self-Attention mechanism can be seen as a special form of ordinary Attention, which is the Attention between word sequences within Source. Q, K, and V have the same input, that is, each word in the sentence must be calculated for Attention with other words. Self-Attention can ignore the distance between words and calculate the dependencies directly, learn the internal structure of sentences, and better capture the syntactic and semantic information of sentences.
III. THE PROPOSED APPROACH
The overall framework of the model is shown in Figure 2 . It is divided into four parts: Embedding Layer, Text Representation Layer, POS-Attention Layer and Classification Layer.
A. EMBEDDING LAYER
Given a sentence S = {w 1 , w 2 , w 3 , . . . , w n } and the partof-speech P = {p 1 , p 2 , p 3 , . . . , p n } of each word w i , both S and P have a length of n. Each word is mapped into a low-dimensional real-valued vector called Word Embedding. For each word w i , the vector e i ∈ R d w is obtained after Word Embedding. Since the model in this paper uses FIGURE 2. Architecture of the part-of-speech based transformer attention network(pos-TAN). VOLUME 8, 2020
Self-Attention mechanism instead of RNNs, it is impossible to model the sequence of words like RNNs. As a result, relevant position information is added to the input sequence. The vector representation of position information draws on the Transformer [27] model, and the position vector z i ∈ R d w of each word is obtained by Positional Embedding. The word vector has the same dimensions as the position vector, and they are added up to get the final embedding vector v i of the word:
Here, the parameter matrix in the embedding process is M V ×d w , where d w is the dimension of the word vector, and V is the vocabulary size.
In linguistics, part-of-speech is a basic grammatical attribute of vocabulary, and also has certain semantic information. Therefore, we introduce part-of-speech features into the model and each part-of-speech is learned as a vector expression. Each part-of-speech p i obtains the corresponding part-of-speech vector s i ∈ R d pos by POS Embedding. The parameter matrix W V pos ×d pos , where d pos is the dimension of the part-of-speech vector, and V pos is the size of the part-ofspeech table.
B. TEXT REPRESENTATION LAYER
The Transformer model proposed by Google is a machine translation model entirely based on attention mechanism. It abandons the structure of CNN, RNNs, and can learn semantic relations from words far away by means of Self-Attention mechanism, which is not only has a groundbreaking use of a new model structure, but also a significant improvement in mission performance, parallelism and ease of training. The Encoder structure in the Transformer, also called Transformer Attention Network(TAN), which has become an important benchmark model in text feature representation, as shown in Figure 3 . TAN mainly uses the Multi-Head Attention mechanism. The core part is Scaled Dot-product Attention. Its calculation formula can be described as:
where d k is the dimension of matrix Q and K . Multi-head Attention first performs h times linear transformation on Q, K , and V respectively, where the parameter matrix of each linear transformation is different. Then it conducts the Scaled Dot-product Attention in parallel for h times, and splices the results. Finally, the output of the Multi-head Attention is obtained by linear transformation. This mechanism is similar to convolution operations, allowing the model to learn different information in different representation subspaces, and to characterize the semantic relationships of sentences as much as possible. Here, the parameter matrix W 
C. POS-ATTENTION LAYER
Part-of-speech is the basic grammatical attribute of words. Words with different parts-of-speech represent different components in sentences. The existing works regarding the POS and sentiment classification can be divided into two categories. One is to distinguish the different roles of each word in sentence structure or semantics by part-of-speech tagging(POS tagging), which is helpful for the model to extract appropriate features [23] - [25] . The other is to map the partof-speech into a vector representation by embedding, and then directly input it into the model with the word vector for training [45] . However, most of the previous part-of-speech based approaches only learn the shallow part-of-speech features, while the connection between words and parts-ofspeech has been ignored. In this paper, part-of-speech is integrated into different layers of the network, and sentimental information contained in part-of-speech is learned at multiple levels.
Here, the part-of-speech is mapped to the part-of-speech vector by embedding layer, then all part-of-speech vectors form a part-of-speech vector-matrix E P ∈ R n×d pos . Especially, we use POS-Attention to fuse the semantic information and part-of-speech information of words. The matrix E P is multiplied by its transpose matrix to get a new matrix H = E P × E T P ∈ R n×n . The values in the matrix H represent the correlation between each part-of-speech. After a column softmax, we get a new matrix E ∈ R n×n ,
indicating the degree of correlation between each part-ofspeech.
After row averaging matrix E, we get a vector β ∈ R n , which contains the attention weight corresponding to each part-of-speech.
The final part-of-speech attention vector α ∈ R n is obtained from matrix C and β by the dot product operation, where the matrix C is the output of TAN.
The introduction of POS-Attention strengthens the extraction of part-of-speech features, making the model fully consider the contribution of part-of-speech to the sentiment classification, hence is good for learning deeper sentimental features in the text.
D. CLASSIFICATION LAYER
After column averaging E P , we get a global part-of-speech vector γ ∈ R d pos .
And the final vector expression µ of the text is composed of part-of-speech attention vector α and γ .
Here, γ can be regarded as a global part-of-speech vector containing multiple part-of-speech information. The purpose is to reduce the influence of sentence components which are close in position or similar in content but have no modified relations on classification. The vector expression µ of text is a feature vector that combines text semantic information and part-of-speech information. Then the representation vector is fed to a one-layer fully connected network bŷ
At last, it is mapped by the Sigmoid activation function into a numerical probability between [0,1]. When this probability is greater than 0.5, the sentiment tendency of the sample is predicted to be positive; when the probability is less than 0.5, the prediction is negative.
E. FOCAL LOSS
Focal Loss [28] was first used to address the imbalance problems between easy examples and hard examples in one-stage object detection. The Cross Entropy (CE) loss is usually used in the binary classification. For a single sample,
where y is 0 or 1, representing the true category of the sample, andŷ is the predicted category of the model. For notational convenience, we define P:
and rewrite L CE = −log(P). The Focal Loss is obtained by adding the modulation factor (1 − P) λ to the Cross Entropy loss. Its purpose is to reduce the weight of easy samples and make the model pay more attention to the learning of hard samples.
Here, λ ≥ 0 is a modulation parameter, which can smoothly adjust the ratio of weight reduction of some easily classified samples. When the sample is misclassified and the P is small, the modulation factor is close to 1, and the loss is not affected much. As P is close to 1, the modulation factor tends to be zero, and the loss of the easy samples is reduced in weight.
F. MODEL TRAINING
The sample imbalance problem existing in the sentiment classification is similar to that in the object detection. It is not difficult to find that most of the samples in a larger number of classes are easily classified. As the model can learn more about the characteristics of samples in this category, the features of the samples in a small number of classes will become less obvious such that these samples are difficult to classify. Therefore, in this work, we introduce Focal Loss into the sentiment classification, and uses it instead of Cross Entropy as the loss function in model training. The loss function of the model is:
where n is the number of samples, λ ≥ 0 is the modulation parameter. The sample label y i is 0 or 1, and the corresponding sentimental polarity is negative and positive. In the experiment, the stochastic gradient descent algorithm is used to minimize the loss function.
IV. EXPERIMENTS
In this section, we present our experimental setup and evaluate the performance of our proposed pos-TAN model on various sentiment classification datasets. 
A. DATESETS
The statistics of the used datasets are summarized in Table 1 . Each dataset is split into train and test set in a ratio of 9:1. Each sample is labeled with two sentiment polarities: positive and negative.
• TSB is a Chinese hotel reviews dataset collected by Tan [46] , which including 2999 negative reviews and 7000 positive reviews.
• Waimai dataset contains 11987 user comments collected from a takeout platform in China.
• Weibo dataset is a collection of comments from Weibo, China's largest social platform. There are 11998 negative comments and 59993 positive comments.
• NLPCC2014 is a binary sentiment classification dataset from NLPCC 2014 Evaluation Task ''Sentiment Classification with Deep Learning Technology'' [47] .
• Yelp 2013 reviews [48] are obtained from the Yelp Challenge Dataset, which removes the reviews labeled with 2-star, 3-star, and 4-star, only containing binary labels(1-star represents negative and 5-star represents positive).
• Amazon [29] contains 3,650,000 reviews. We randomly select 10% of the original dataset for testing. The reviews are labeled with 0 or 1, represent negative and positive respectively. 0 corresponds to 1-star and 2-star reviews, and 2 corresponds to 4-star and 5-star reviews. 3-star reviews with neutral sentiment were not included in the original.
B. EXPERIMENTAL SETUP
In our experiments, we randomly initialize the word embeddings, position embeddings and pos embeddings from U (− , ), where = 0.02. The dimensions of word embeddings and position embeddings are 128. The dimension of pos embeddings is 8. Our experiments are conducted with a batch size of 50, and initial learning rate of 0.001. The number of iterations is 10 and the dropout rate is set to 0.1. The evaluation metric used here is classification accuracy. Accuracy measures the overall sentiment classification performance, is formalized as:
where T is the number of samples correctly predicted and N is the total number of samples.
C. BASELINES
We compare our proposed pos-TAN with the following baselines:
• SVM has strong generalization ability and high classification accuracy, which is suitable for the binary classification problem.
• LR with L1-regularization not only avoids over-fitting, but also has the function of feature selection.
• BernoulliNB is a commonly used text classification algorithm with stable classification efficiency.
• Bi-LSTM is a bidirectional recurrent neural network composed of two LSTM in opposite directions. It stitches together the output of the two LSTMs at the last time step as a text feature representation and is used for sentiment classification.
• TextCNN [7] adopts convolutional neural network and uses different sizes of convolution kernels to extract key information from sentences, so as to better obtain local features of text.
• HAN [30] is proposed for document classification, which uses a hierarchical structure of ''word-sentence'' to represent a document. In addition, the model has two levels of attention mechanisms, which exist on the word-level and the sentence-level, respectively.
• TCN [49] is a sequence modeling benchmark, which combines causal convolution, residual connection, and dilation convolution. The training speed is faster than the recurrent neural network model. It is not only good at capturing temporal dependencies, but also can capture local information.
D. RESULTS AND ANALYSIS
The classification accuracy results of our model compared with other competitive models are shown in Table 2 . We can see that TextCNN, Bi-LSTM and other deep learning methods are superior to traditional machine learning methods. Because deep learning methods are capable of effectively generating feature representations without handcrafted feature engineering. Among all the deep learning methods, TextCNN, Bi-LSTM performs worse. This is largely due to their relatively simple network structure and poor representation of text features. Bi-LSTM can capture long-distance dependencies, but cannot learn local features like CNN. HAN, TCN and our proposed pos-TAN all represent the features of text at different levels. Compared with HAN, the classification accuracy of our proposed pos-TAN+ Focal Loss improves on most datasets. Especially, it has increased by about 1.3% on the TSB dataset and Weibo dataset. HAN adopts word-level and sentence-level hierarchical structure, and applies word attention and sentence attention respectively on these two levels. It can enable the network to extract important words and sentences from documents, so it performs well on document classification. However, when it is applied to the sentiment classification task, it is not as good as our model. Sentiment classification tasks are usually sentence-level rather than document-level. Although HAN uses a hierarchical attention structure, when it is used in sentiment classification tasks, the hierarchical network degenerates into the word attention network, and the role of sentence attention is not obvious. TCN focuses on sequence modeling, which not only good at capturing temporal dependencies, but also can capture local information. This is the main reason why TCN exceeds TextCNN and Bi-LSTM. Compared with TCN, our pos-TAN+ Focal Loss achieves absolute increases with 1.25% and 1.72% on the Waimai dataset and Yelp 2013 dataset respectively. It also improved slightly on the TSB dataset and Weibo dataset by 0.48% and 0.33% respectively.
What accounts for such increases in performance is that we not only use the Self-Attention mechanism to learn the feature expression of the text but also incorporates part-of-speech information. Self-Attention can capture the dependencies between words in different positions. The POS-Attention can assign weights to different parts-of-speech, so that the network pays more attention to the learning of sentimental information contained in part-of-speech. In addition, Focal Loss also makes some contribution to the improvement on classification accuracy. Therefore, our proposed pos-TAN+ Focal Loss achieves the best performance among most datasets.
E. ABLATION EXPERIMENT
To evaluate the effects of Focal Loss and part-of-speech, we present an ablation test on the proposed model. Table 3 shows the results of TAN+CE Loss, TAN+Focal Loss, pos-TAN+ Focal Loss. From the results, we can see that TAN+Focal Loss performs a litter better than TAN+CE Loss but far below pos-TAN+ Focal Loss. The classification accuracy of pos-TAN+ Focal Loss is generally higher than TAN+ Focal Loss by about 1%.
Although the use of Focal Loss on the original TAN does not significantly improve the classification accuracy, it also alleviates the impact of imbalanced data to a certain extent. Part-of-speech contains sentimental information that is helpful for classification. More sentimental features can be obtained by effectively modeling part-of-speech information. After we incorporate part-of-speech information into different layers of the TAN, the classification accuracy is greatly improved. It validates the advantages of our proposed method on modeling part-of-speech information.
F. HYPERPARAMETER SENSITIVITY ANALYSIS
A new parameter λ is introduced in Focal Loss to smoothly adjust the ratio of weight reduction of the samples in a larger number of classes. Intuitively, the value of λ will affect the performance of the model. Therefore, we compare the classification accuracy of the model on various datasets under different λ values. The results are shown in Figure 4 .
When λ = 0, Focal Loss is equivalent to CE Loss; when 0< λ <1.2, the classification accuracy will change with λ and fluctuate greatly; When λ >1.2, the classification accuracy of the model generally shows a downward trend, so the situation when λ >2 is not shown in the Figure 4 . Combined with Table 3 , we can see that the performance of the model is improved after the introduction of Focal Loss, which is determined by the value of λ to some extent. Although the values of λ with the best classification results on different datasets are different, the performance of the model is relatively stable when λ = 1.2, and the classification accuracy is better overall. Therefore, the default λ is set to 1.2.
G. VISUALIZATION OF POS-ATTENTION WEIGHT
In order to reflect the contribution of part-of-speech information to the sentiment classification, we select four samples from the datasets to visualize the weight of the POS-Attention of each word. The resluts are shown in Figure 5 . We can see that adjectives such as '' '','' '', '' '', '' '', and '' '', have the highest weights. The weights of the adverbs such as '' '', and the verbs such as '' '', '' '', '' '', '' ''are ranked second. And the nouns such as '' '', '' '', '' '', '' '', '' '' have the lowest weight. In linguistics, Adjectives are usually used to indicate the nature, state, and characteristics of people or things, while adverbs are used to modify adjectives, to indicate degree, range, etc. For example, '' '' in Figure 5 (a) is a negative comment, while '' ''deepens the degree of ''' 'and further expresses negative sentiment. Verbs often indicate actions or attitudes. As shown in Figure 5 (b), verbs such as '' ''and '' '' indicate a positive attitude. According to the above analysis, we can know that the user's sentiment is often reflected by the corresponding partof-speech, and different parts-of-speech represent different sentimental intensity. As can be seen in figure 5(c), 5(d), the introduction of part-of-speech information can make the model focus on the parts with sentiment orientation in the sentence. Such as ''best'', ''creative'', ''fun'' and other adjectives, these words will be given a higher weight, and ''is'', ''the'', ''and'', etc. as a part of grammar, it actually has little effect on sentiment classification. Through the attention interaction between part-of-speech and words, the model can focus on learning the sentimental information expressed by words such as ''best'', ''creative'', and ''fun'', while ignoring other words that have less impact on sentiment classification.
V. CONCLUSION
In this paper, we propose a sentiment classification model, pos-TAN. This model not only uses the Self-Attention mechanism to learn the feature expression of the text but also incorporates the POS-Attention, which uses to capture sentimental information contained in part-of-speech. In addition, we introduce the Focal Loss to alleviate the impact of sample imbalance on the classification effect. In the end, we have conducted extensive experiments on both Chinese and English datasets and observe from the experimental results that: (1) our model is capable of extracting sentimental information from parts-of-speech; (2) our model can combine the merits of POS-Attention and Focal Loss to improve the sentiment classification accuracy; (3) the visualization of POS-Attention weight shows different parts-of-speech have sentimental intensity in different degrees, so that the network can pay more attention to the learning of words with a high weight.
Although our model has great potentials in sentence-level sentiment classification, this work ignores the aspect information. There may be multiple aspects in a sentence, and sometimes it is necessary to identify the sentiment polarity of a specific aspect. In the future, we intend to extend the proposed part-of-speech based attention model to the aspect-level sentiment classification. 
