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DUALITY BETWEEN RANGE AND NO-RESPONSE TESTS AND
ITS APPLICATION FOR INVERSE PROBLEMS
YI-HSUAN LIN, GEN NAKAMURA, ROLAND POTTHAST, AND HAIBING WANG
Abstract. In this paper we will show the duality between the range test
(RT) and no-response test (NRT) for the inverse boundary value problem
for the Laplace equation in Ω \ D with an obstacle D ⋐ Ω whose boundary
∂D is visible from the boundary ∂Ω of Ω and a measurement is given as
a set of Cauchy data on ∂Ω. Here the Cauchy data is given by a unique
solution u of the boundary value problem for the Laplace equation in Ω \ D
with homogeneous and inhomogeneous Dirichlet boundary condition on ∂D
and ∂Ω, respectively. These testing methods are domain sampling method to
estimate the location of the obstacle using test domains and the associated
indicator functions. Also both of these testing methods can test the analytic
extension of u to the exterior of a test domain. Since these methods are defined
via some operators which are dual to each other, we could expect that there
is a duality between the two methods. We will give this duality in terms
of the equivalence of the pre-indicator functions associated to their indicator
functions. As an application of the duality, the reconstruction of D using the
RT gives the reconstruction of D using the NRT and vice versa. We will also
give each of these reconstructions without using the duality if the Dirichlet
data of the Cauchy data on ∂Ω is not identically zero and the solution to the
associated forward problem does not have any analytic extension across ∂D.
Moreover, we will show that these methods can still give the reconstruction of
D if D is a convex polygon and it satisfies one of the following two properties:
all of its corner angles are irrational and its diameter is less than its distance
to ∂Ω.
Keywords. Inverse boundary value problem, range test, no-response test,
duality
Mathematics Subject Classification (2010): 31B20, 35J15, 65N21
1. Introduction
We will first set up our inverse problem. To begin with let Ω ⊂ Rn for n = 2, 3
be a bounded domain with C2 boundary ∂Ω. Physically Ω is a medium and it can
be either homogeneous electric or heat conductive medium with conductivity 1. Let
D ⋐ Ω be a domain with Lipschitz boundary ∂D such that Ω\D is connected. Then
the voltage or temperature of electric or heat denoted by u satisfies the following
boundary value problem 
∆u = 0 in Ω \D,
u = 0 on ∂D,
u = f on ∂Ω,
(1.1)
where f is taken from the L2 based Sobolev space H1/2(∂Ω) of order 1/2 on ∂Ω
which is a specified voltage or temperature at ∂Ω. The physical meaning of the
Dirichlet boundary condition for ∂D is the earthing boundary for an electric con-
ductive medium and the prescribed 0 temperature for a heat conductive medium.
It is well known that (1.1) is well-posed. That is for any given f ∈ H1/2(∂Ω)
of order 1/2 on ∂Ω, there exists a unique solution u = uf in the L
2 based Sobolev
1
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space H1(Ω \D) of order 1 in Ω \D to (1.1) such that
‖u‖H1(Ω\D) ≤ C‖f‖H1/2(∂Ω)
for some constant C > 0 which does not depend on f and u. Henceforth we call
such a C > 0 general constant, which may differ from place to place, but we will
use the same notation C.
Based on this well-posedness, one can calculate the Neumann derivative ∂νuf on
∂Ω which belongs to the dual spaceH−1/2(∂Ω) ofH1/2(∂Ω), and this means that we
can measure either electric current or heat flux on ∂Ω. The pair
{
f, ∂νuf |∂Ω
}
with
the unit normal ν of ∂Ω directed outside Ω is called a Cauchy data. Throughout
this paper, we assume that the boundary data f on ∂Ω is a non-identically zero
function, and u ∈ H1(Ω \ D) always stands for the solution to (1.1). Then our
inverse boundary value problem can be stated as follows.
Inverse Boundary Value Problem
Given a set of Cauchy data
{
f |∂Ω, ∂νuf |∂Ω
}
taken as our measurement, identify D
from this measurement.
The uniqueness of this inverse problem has been already known very early for
example from the proof given for the uniqueness of identifying an unknown rigid in-
clusion inside an isotropic elasticity medium [3]. Also the stability estimate for the
identification is known for the conductivity equation [1] and even for the isotropic
elasticity system [10, 20]. The next natural problem is to give a reconstruction
method to reconstruct D from the given Cauchy data. We are particularly inter-
ested in the reconstruction methods called the range test (RT) and the no response
test (NRT) very well known in the inverse scattering problem. The RT and NRT
were introduced by Potthast-Sylvester-Kusiak in [24] and Luke-Potthast in [17]
both for the inverse acoustic scattering problem to identify a scatterer such as a
sound soft or sound hard obstacle, respectively. There are single wave RT/NRT
and multiple waves RT/NRT. The corresponding measurements are the far field of
the scattered wave generated by one incident plane wave and the scattering ampli-
tude generated by multiple incident waves, respectively. Here it should be remarked
that the multiple incident waves mean infinitely many incident waves. The multiple
waves RT/NRT can recover the scatterer, but the single wave RT/NRT in general
can only give the upper estimate of the convex scattering support. Moreover the
single wave RT gives an easy test for analytic extension of u (see ([24]). For further
information about the RT/NRT for the inverse acoustic scattering problems see
[21], [17] and [22]. RT/NRT were also applied to inverse scattering problems for
electromagnetic waves ([23]) and the Oseen flow linearized around a constant ve-
locity field ([25]). We will refer the single wave RT and NRT adapted to our inverse
problem by RT and NRT which will be given in Section 2 and Section 3, respec-
tively. There is a duality known between the RT and NRT for the inverse scattering
problem for acoustic waves ([21]) and for the Oseen flow linearized at constant ve-
locity field ([25]). The RT/NRT for the inverse boundary value problems become
a bit more complicated than those for the inverse scattering problems. The aims
of this paper are to give the corresponding duality for our inverse problem, and by
using either the RT or the NRT to test the analytic extension of the solution u of
(1.1), reconstruct D under the assumption that u does not have analytic extension
across ∂D. Our main results are the following three theorems.
Theorem 1.1. There is a duality between the RT and NRT for the inverse boundary
value problem. Its details will be given in Section 3.
The same is true for an unknown D with Neumann boundary condition at ∂D.
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As an application of testing the analytic extension of u and the above duality
theorem, we have the following reconstruction of D.
Theorem 1.2. Consider the inverse boundary value problem. Then either using
the RT or NRT, we can reconstruct D from the above given Cauchy data if u does
not have any analytic extension across ∂D. Their details will be given in Section 4
for the RT and Section 5 for the NRT, respectively.
It can be noticed from these two theorems and a short introduction on the
RT/NRT given before the theorems that the key behind the RT/NRT is the an-
alyticity. These theorems can be further generalized to equations with analytic
coefficients and the associated Green functions have the jump property, the de-
caying property at infinity, the mapping property and the Fredholm of index zero
property for the trace of double layer potentials.
A typical example that u does not have any analytic extension across ∂D is the
case ∂D is not analytic everywhere (see Corollary 2.3 of [11]). This assumption
on u is a very strong assumption. We can relax this assumption if D is a convex
polygon which has either irrationally angled corners (see Section 6 for its definition)
or the distance property (see the next theorem for its definition). More precisely
we have the following theorem.
Theorem 1.3. Consider the inverse boundary value problem. Let D be a convex
polygon. Assume that all of its corners have irrational angle or it satisfies the
distance property given as
(1.2) diamD < dist(D, ∂Ω),
where diam(D) and dist(D, ∂Ω) denote the diameter of D and the distance between
D and ∂Ω, respectively. Further we assume the following existence of a priori convex
polygon given as follows. There exists a convex polygon D0 such that D ⊂ D0 ⋐ Ω
and Ω \D0 is connected. Then either using the RT or NRT, we can reconstruct D
from the above given Cauchy data.
Remark 1.1.
(i) The existence of a priori convex polygon D0 is necessary only in the case
the NRT itself is used for the reconstruction. If we use the NRT with the
duality between RT and NRT, we don’t need to have this D0.
(ii) Replace the Dirichlet condition in (1.1) by the Neumann condition, and as-
sume that u is not a constant function. Further let D be a convex polygon
which satisfies the distance property. Then Ikehata ([13]) gave a reconstruc-
tion of D from one set of Cauchy data by using his enclosure method.
Since there is a huge literature on the reconstruction methods for our inverse
problem, we only give some major reconstruction methods by citing one paper for
each method which we came across with strong interest. So we ask the readers to
consult the literature there in and make further search to collect more information
about the methods. They are iterative methods using the domain derivative [16],
topological derivative [4], level set [6] and quasi-reversibility [5]. Also there are
non-iterative methods using the polarization tensor [2], a family of special solu-
tions called the complex geometrical optics solutions as test functions [14], nearly
orthogonal probing functions [7] and point source [11]. The second non-iterative
method is called the enclosure method which we already mentioned in Remark 1.1.
We remark that this last method was given for the inverse scattering problem for
the Helmholtz equation, but it can be adapted to the inverse boundary value prob-
lem for the Laplace equation to give a reconstruction of an unknown obstacle with
non-analytic boundary.
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In the rest of this paper except Section 6 and Appendix we only consider the
three dimensional case i.e. n = 3 for the simplicity of description. Also we organize
the rest of this paper as follows. In Section 2 we show that for a domain G ⋐ Ω
likewiseD, the analytic extension of u to Ω\G can be characterized by the RT. Such
a domain will be called a test domain for RT and NRT. Then in Section 3 we will
introduce the NRT and prove the duality between the RT and NRT. Based on the
characterization of analytic extension of u in terms of the RT, we will reconstruct
D from the given Cauchy data in Section 4 by using the RT if the solution u to
(1.1) does not have any analytic extension across ∂D. Further in Section 5, we will
reconstruct D by using the NRT under the same situation as for the RT. For these
two reconstructions we have to emphasize that we will not use the duality. In the
last section we will pick up the case that D is a convex polygon and prove Theorem
1.3. Appendix gives some propositions and their proofs cited in Sections 2 and 6.
2. analytic extension and RT
We first consider a version of the range test for the inverse boundary value
problem for the Laplace equation. As we mentioned before, the RT was introduced
in [24] for the inverse scattering problem for the Helmholtz equation.
For f ∈ H1/2(∂Ω), we recall that u = uf ∈ H1(Ω \D) is the solution to (1.1).
Any domain G ⋐ Ω likewise D is called a test domain. For a test domain G, we
want to characterize the analytic extension of u to Ω \G by using the RT, and by
using this characterization, we want to analyze the analytic extension of u across
∂D. The definition of analytic extension of u across ∂D is defined as follows.
Definition 2.1. Let Ω and D be open bounded sets given as before. A harmonic
function v ∈ H1(Ω\D) is said to have an analytic extension across ∂D if and only
if there exists a domain D′ with Lipschitz boundary ∂D′ such that
D′ ( D, Hn−1(∂D ∩ ∂D′) > 0,
and a function v′ ∈ H1(Ω \D′) such that{
∆v′ = 0 in Ω \D′,
v′ = v in Ω \D.
Here Hn−1(A) stands for the (n−1)-dimensional Hausdorff measure of a measurable
set A.
In order to introduce the RT, we need some preparation. To begin with let
v ∈ H1(Ω) be the unique solution to the boundary value problem:{
∆v = 0 in Ω,
v = f on ∂Ω
and consider w := u− v. Then w satisfies
∆w = 0 in Ω \D,
w = −v on ∂D,
w = 0 on ∂Ω.
Denote by Gy(·) = G(·, y) be the Green function of ∆ in Ω with Dirichlet boundary
condition on ∂Ω. Let S[ϕ] be the single-layer potential defined as S : H−1/2(∂G)→
H1(Ω \ ∂G) by
(2.1) S[ϕ](x) =
∫
∂G
G(x, y)ϕ(y) dσ(y), ϕ ∈ H−1/2(∂G), x ∈ Ω \ ∂G
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with the surface element dσ(y) of ∂G. Further define the operator
R : H−1/2(∂G)→ H−1/2(∂Ω) by
R[ϕ] = ∂νS[ϕ] ∈ H
−1/2(∂Ω), ϕ ∈ H−1/2(∂G),
(2.2)
where ν is the unit normal of ∂Ω directed into the exterior of Ω. Of course R is a
compact linear operator with the kernel ∂νx G(x, y).
Now consider the solvability of the boundary integral equation:
(2.3) R[ϕ](x) = ∂νw(x), x ∈ ∂Ω
with respect to ϕ ∈ H−1/2(∂G). Then we have the following theorem.
Theorem 2.1. (2.3) is solvable if and only if w can be analytically extended to
Ω \G and w+
∣∣
∂G
∈ H1/2(∂G), where w+ = w
∣∣
Ω\G
.
Proof. We first prove the only if part. Let ϕ ∈ H−1/2(∂G) be a solution of (2.3).
Let z = S[ϕ]. Then by using (2.3), z ∈ H1(Ω \G) and it satisfies
∆z = 0 in Ω \G,
∂νz = ∂νw on ∂Ω,
z = 0 on ∂Ω.
Compare this with {
∆w = 0 in Ω \D,
w = 0 on ∂Ω.
Then by the unique continuation property (UCP) of solutions for the Laplace equa-
tion, we have w = z in Ω \ (D ∪M), where M ⋐ Ω is the minimal domain1 such
that the harmonic function z can be analytically extended into Ω \M . Hence w
can be analytically extended into Ω\G which implies w = S[ϕ] on ∂G. Then, since
S : H−1/2(∂G) → H1/2(∂G) is bijective which will be shown in Proposition A.1,
we have w+
∣∣
∂G
∈ H1/2(∂G), where we have abused the notation S used to denote
the single-layer potential.
Next, we prove the if part. Assume that w can be analytically extended to Ω\G
and w+
∣∣
∂G
∈ H1/2(∂G). By the bijectivity of S : H−1/2(∂G) → H1/2(∂G), there
exist a unique ϕ ∈ H−1/2(∂G) which solves S[ϕ] = w+
∣∣
∂G
on ∂G. Then z := S[ϕ]
satisfies 
∆z = 0 in Ω \G,
z = 0 on ∂Ω,
z = w+
∣∣
∂G
on ∂G.
Compare this with 
∆w = 0 in Ω \G,
w = 0 on ∂Ω,
w = w+
∣∣
∂G
on ∂G.
Then, by the uniqueness of solutions to the boundary value problem in Ω \ G, we
have z = w in Ω \G. Hence
R[ϕ] = ∂νS[ϕ] = ∂νz = ∂νw on ∂Ω.

1
M is the minimal domain in the sense that u can be extended into Ω \ M but not into any
Ω \N for N (M
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For any test domain G, Theorem 2.1 tells us that the analytic extension of
the solution w ∈ H1(Ω \D) to Ω \G can be tested by the solvability of (2.3) with
respect to ϕ ∈ H−1/2(∂G). We will interpret this solvability using the regularization
theory. To begin with recall that R : H−1/2(∂G)→ H−1/2(∂Ω) is a linear, injective
(see Proposition A.2 of Appendix) and compact operator. Consider the Tikhonov
regularized solution ϕα ∈ H−1/2(∂G) with a regularization parameter α > 0 of the
equation R[ϕ] = ∂νw in H
−1/2(∂Ω). That is
(2.4) ϕα = (αI +R
∗R)−1R∗∂νw,
where R∗ : H−1/2(∂Ω) → H−1/2(∂G) is the adjoint operator of R. Then by the
regularization theory (see for instance Theorem 3.1.10 of [21]), we have
(2.5)
{
∂νw ∈ Rge(R) =⇒ ϕα → ϕ (α→ 0) inH−1/2(∂G),
∂νw 6∈ Rge(R) =⇒ limα→0 ‖ϕα‖H−1/2(∂G) =∞.
Hence allowing the limit becomes infinity, we can test whether ∂νw belongs to
Rge(R) by using limα→0 ‖ϕα‖H−1/2(∂G). Finally combining this with Theorem 2.1,
we have the following equivalence:
w can be analytically extended to Ω \G and w+
∣∣
∂G
∈ H1/2(∂G)
⇐⇒ finite lim
α→0
‖ϕα‖H−1/2(∂G) exists.
(2.6)
Hence we can use limα→0 ‖ϕα‖H−1/2(∂G) as a pre-indicator function to test the
analytic extension of w across ∂G. This is the range test (RT) and its indicator
function will be given in Section 4.
3. NRT and its duality between RT
In this section we will show the duality between the RT and the NRT for the
inverse boundary value problem by showing the equivalence of the pre-indicator
functions for the both testing methods. There is already the corresponding duality
known for the inverse scattering problem by a very short argument ([21]). We will
adopt the argument in [21] for our inverse problem, but we will add more sup-
plementary arguments. To begin with recall that R∗ : H−1/2(∂Ω) → H−1/2(∂G)
was the adjoint operator of R : H−1/2(∂G)→ H−1/2(∂Ω). Then the pre-indicator
function and the indicator function of the NRT for the test domain G are the same
and defined by
INRT (G) := sup
ζ∈H−1/2(∂Ω), ‖R∗ζ‖≤1
|(ζ, ∂νw)|,(3.1)
where we have denoted the norm of H−1/2(∂G) and inner product of H−1/2(∂Ω)
by ‖ · ‖ and ( , ), respectively. Note that the pre-indicator function of RT is based
on the operator R while the pre-indicator function of NRT is based on R∗. This
indicates some duality between the RT and NRT.
Now we are ready to state the duality in terms of the equivalence of the pre-
indicator functions of RT and NRT as follows.
Proposition 3.1. Let ϕα ∈ H
−1/2(∂G) be the Tikhonov regularized solution (2.4)
of (2.3) with regularization parameter α > 0. Then we have
lim
α→0
‖ϕα‖
2 = sup
ζ∈H−1/2(∂Ω), ‖R∗ζ‖≤1
|(ζ, ∂νw)|.(3.2)
We remark that this equality holds even in the case both sides of this equality are
infinite.
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Proof. By ϕα = (αI + R
∗R)−1R∗∂νw and the denseness of the range Rge(R
∗)
which will be proved in Proposition A.2 of Appendix, we first have
lim
α→0
‖ϕα‖
2
= lim
α→0
sup
‖z‖≤1
|(z, ϕα)|
= lim
α→0
sup
‖z‖≤1
|(z, (αI +R∗R)−1R∗∂νw)|
= lim
α→0
sup
z∈Rge(R∗), ‖z‖≤1
|(z, (αI +R∗R)−1R∗∂νw)|
(3.3)
by abusing the notation ”( , )” to denote the inner product of the Hilbert space
H−1/2(∂G).
Since R(αI +R∗R)−1 = (αI +RR∗)−1R and (3.3), we have
lim
α→0
‖ϕα‖
2 = lim
α→0
sup
z∈Rge(R∗), ‖z‖≤1
|((αI +RR∗)−1Rz, ∂νw)|
= lim
α→0
sup
‖R∗ζ‖≤1
|((αI +RR∗)−1RR∗ζ, ∂νw)|,
(3.4)
where we have put z = R∗ζ with ζ ∈ H−1/2(∂Ω).
Finally we want to show
(3.5) lim
α→0
sup
‖R∗ζ‖≤1
|((αI +RR∗)−1RR∗ζ, ∂νw)| = sup
ζ∈H−1/2(∂Ω), ‖R∗ζ‖≤1
|(ζ, ∂νw)|.
To begin, let (µn, ϕn, ψn) be the singular system of R
∗ : H−1/2(∂Ω)→ H−1/2(∂G).
The bracket ”( , )” used in the sequel for proving (3.5) is the inner product of the
Hilbert space H−1/2(∂Ω). Define I and J by
I = lim
α→0
sup
‖R∗ζ‖≤1
∣∣((αI +RR∗)−1RR∗ζ, ∂νw)∣∣,
J = sup
‖R∗ζ‖≤1
∣∣(ζ, ∂νw)∣∣.
We will show the identity I = J even in the case I, J are infinite. Observe that
(3.6)
‖R∗ζ‖2 =
∞∑
n=1
λn|ζn|
2,
(
(αI +RR∗)−1RR∗ζ, ∂νw
)
=
∞∑
n=1
λn
α+ λn
ζn(∂νw)n
with λn = µ
2
n, ζn = (ζ, ϕn), (∂νw)n = (ϕn, ∂νw).
Now we adjust ζ by multiplying each of its ζn by a unimodular complex number
such that ζn(∂νw)n ≥ 0. Then the modulus of the second quantity of (3.6) becomes
larger. Further it becomes larger if we assume each ζn 6= 0. We call such ζ ∈
H−1/2(∂Ω) positive and denote it by ζ+. Hence we have
I = lim
α→0
sup
‖R∗ζ+‖≤1
∣∣∣∣∣
∞∑
n=1
λn
α+ λn
ζ+n (∂νw)n
∣∣∣∣∣
with ζ+n = (ζ
+, ϕn), n ∈ N. Now take a sequence of ζ+,ℓ ∈ H−1/2(∂Ω), ℓ ∈ N such
that ‖R∗ζ+,ℓ‖ ≤ 1, ℓ ∈ N and
I = sup
‖R∗ζ+‖≤1
∣∣∣∣∣
∞∑
n=1
λn
α+ λn
ζ+n (∂νw)n
∣∣∣∣∣ = limℓ→∞
∞∑
n=1
∣∣∣∣ λnα+ λn ζ+,ℓn (∂νw)n
∣∣∣∣ ,
J = lim
ℓ→∞
∣∣∣∣∣
∞∑
n=1
ζ+,ℓn (∂νw)n
∣∣∣∣∣
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with ζ+,ℓn = (ζ
+,ℓ, ϕn), n ∈ N. We can further arrange the sequence ζ+,ℓ, ℓ ∈ N
such that
ζ+,ℓ
′
n ≥ ζ
+,ℓ
n , n ∈ N if ℓ
′ ≥ ℓ.
Consider a monotone decreasing sequence αk, k ∈ N converging to 0 and define the
double sequence a(k, ℓ), k, ℓ ∈ N by
a(k, ℓ) =
∞∑
n=1
λn
αk + λn
ζ+,ℓn (∂νw)n, k, ℓ ∈ N.
Then this double sequence is monotone increasing. That is a(k′, ℓ′) ≥ a(k, ℓ) if
k′ ≥ k, ℓ′ ≥ ℓ.
Now let I ′ = limk→∞ limℓ→∞ a(k, ℓ). Then we have the following implications:
I ′ <∞ =⇒ {a(k, ℓ)} is bounded
=⇒ there exists lim
ℓ→∞
lim
k→∞
a(k, ℓ) = J and I ′ = J <∞.
This implications are reversible. Since the sequence αk → 0 was taken arbitrarily,
we have shown the identity I = J even in the case the both sides are infinite. 
4. Reconstruction of unknown obstacle by RT
In this section we will show the reconstruction of the unknown obstacle D by
the RT. First of all, by (2.5), limα→0 ‖ϕα‖H−1/2(∂G) can be either finite or infinite.
Based on this we define the indicator function IRT (G) of RT for a test domain G
by
(4.1) IRT (G) :=
{
lim
α→0
‖ϕα‖H−1/2(∂G) if the finite limit exists,
∞ if otherwise.
We call a test domain G positive if it satisfies IRT (G) < ∞. Denote the set of all
positive test domains by P .
By using this indicator function IRT (·), we can explain more precisely what is
the RT. It is a domain sampling method which uses the indicator function IRT (·)
for test domains to reconstruct D or extract some information about the location
of D. The key to this method is (2.6) which gives
w can be analytically extended to Ω \G and w+
∣∣
∂G
∈ H1/2(∂G)
⇐⇒ IRT (G) <∞.
(4.2)
Then we have the following theorem.
Theorem 4.1. Let G be a test domain. Then we have the followings.
(i) D ⊂ G =⇒ IRT (G) <∞.
(ii) Let D 6⊂ G and recall u ∈ H1(Ω \D) is the solution to the boundary value
problem (1.1). If u admits an analytic extension across ∂D from Ω\D into
the whole D \G, then IRT (G) <∞.
(iii) Let D 6⊂ G. If the above u does not admit an analytic extension into Ω\G,
then IRT (G) =∞.
As a consequence, if u does not admit an analytic extension across ∂D, then we
have the following reconstruction of D as D = ∩G∈PG.
Proof. If D ⊂ G, then w is analytic in Ω \ G. Also since ∂G ⊂ Ω \ D and w ∈
H1(Ω \D), w+
∣∣
∂G
∈ H1/2(∂G). Hence IRT (G) <∞. This proves (i).
Next let D 6⊂ G and assume that u admits an analytic extension across ∂D from
Ω\D into the whole D \G. Then w is analytic in Ω\G. Hence IRT (G) <∞ which
proves (ii).
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Now assume D 6⊂ G and u does not admit an analytic extension across ∂D.
Then we prove IRT (G) = ∞ by contradiction. Suppose IRT (G) < ∞. Then w is
analytic in Ω \ G. By the assumption on u, this implies ∂D ∩ (Ω \ G) = ∅. That
is ∂D ⊂ G. But since D, G are connected open sets compactly embedded in Ω, we
have D ⊂ G. This contradicts to D 6⊂ G . Hence we must have IRT (G) <∞ which
proves (iii).
Finally we will prove the last statement. From (i) and (iii), we have D ⊂ G =⇒
G ∈ P and D 6⊂ G =⇒ G 6∈ P , respectively. Hence we have D ⊂ G ⇐⇒ G ∈ P
which immediately gives D = ∩G∈PG. 
Remark 4.1. We could have defined the indicator function IRT (G) for a test do-
main G as
(4.3) IRT (G) =
 limα→0 supβ<α ‖ϕα − ϕβ‖H−1/2(∂G) if the finite limit exists,∞ if otherwise.
Then we have
w can be analytically extended to Ω \G and w+
∣∣
∂G
∈ H1/2(∂G)
⇐⇒ IRT (G) = 0.
(4.4)
Hence we can have Theorem 4.1 in terms of this indicator function with obvious
changes. We note that it is nice to have (4.4) instead of IRT (G) < ∞ in (4.2).
However the pre-indicator limα→0 supβ<α ‖ϕα − ϕβ‖H−1/2(∂G) of this new IRT (·)
loose the direct connection with the pre-indicator function INRT (·) of the NRT which
will be defined in the next section.
5. Reconstruction of unknown obstacle by NRT
In this section we will show the reconstruction of the unknown obstacle D by
the NRT. Needless to say that we can have the reconstruction for the NRT by
using the duality. But we pursue a way to provide the reconstruction for the NRT
without using the duality. We start with some preparation necessary for showing the
reconstruction. To avoid heavy notations, let X = H−1/2(∂G), Y = H−1/2(∂Ω).
Recall that the operator R : X → Y was defined by R[ϕ] = ∂νS[ϕ] on ∂Ω. Hence
R[ϕ](x) =
∫
∂G
∂νx G(x, y)ϕ(y) dσ(y), x ∈ ∂Ω,
for ϕ ∈ X .
We also let X∗ = H1/2(∂G) and Y ∗ = H1/2(∂Ω) be the dual spaces of X and
Y , respectively. Also let (·, ·)X and (·, ·)Y be the inner products in X and Y ,
respectively. Then the adjoint operator R∗ : Y → X of R can be given by the
relation
(φ,R∗ψ)X = (Rφ,ψ)Y , φ ∈ X, ψ ∈ Y.
Further let JX and JY be the isometric isomorphism JX : X → X
∗, JY : Y → Y
∗
defined by
(JXφ)(ψ) = (ψ, φ)X , φ, ψ ∈ X,
and define JY in a similar way. Then the dual operator R
(∗) : Y ∗ → X∗ of
the operator R and the adjoint operator R∗ have the relation R∗ = J−1X R
(∗)JY .
Moreover a direct computation yields that
(R(∗)η)(y) =
∫
∂Ω
∂νx G(x, y)η(x) dσ(x), y ∈ ∂G(5.1)
for any η ∈ Y ∗.
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Observe that
‖R∗ζ‖X = ‖J
−1
X R
(∗)JY ζ‖X = ‖R
(∗)JY ζ‖X∗ = ‖R
(∗)ζ̂‖X∗(5.2)
where ζ̂ = JY ζ ∈ Y ∗. Let W [ϕ] be the double-layer potential for ϕ ∈ Y ∗ by
W [ϕ](x) :=
∫
∂Ω
∂νy G0(x, y)ϕ(y) dσ(y),(5.3)
where G0(x, y) =
1
4π|x−y| for x 6= y and νy is the unit outer normal of ∂Ω. Then we
have the following representations of INRT (G).
Proposition 5.1. The indicator function defined by (3.1) has the following repre-
sentation
INRT (G) = sup
ζ̂∈Y ∗, ‖R(∗) ζ̂‖X∗≤1
∣∣∣∣∫
∂Ω
ζ̂∂νw dσ(x)
∣∣∣∣ .(5.4)
Moreover, (5.4) can be rewritten as
(5.5)

INRT (G) =
sup
ϕ∈Y ∗,‖R(∗)W [ϕ]‖X∗≤1
∣∣∣∣∫
∂D
(W [ϕ](x)∂νw(x) + ∂νW [ϕ](x)v(x)) dσ(x)
∣∣∣∣ ,
where w = u− v and v ∈ H1(Ω) is the solution to ∆v = 0 in Ω with v = f on ∂Ω.
Proof. By the definitions of ζ̂ given after (5.2) and JY , we have
(ζ, ∂νw)Y = (JY ζ)(∂νw) = ζ̂(∂νw) =
∫
∂Ω
ζ̂∂νw dσ(x).
Then combining this with (5.2) we have (5.4).
Next, by the jump formula of the double-layer potential W [ϕ], we have
W [ϕ](x) = −
1
2
ϕ(x) +
∫
∂Ω
∂νy G0(x, y)ϕ(y) dσ(y), x ∈ ∂Ω.
Note that W [ϕ] is harmonic in Ω and the Dirichlet boundary value problem for the
Laplace equation in Ω is unique. Then, by the compactness of
Y ∗ ∋ ϕ 7→
∫
∂Ω
∂νy G0(x, y)ϕ(y) dσ(y) ∈ Y
∗
and the Fredholm alternative, there is a unique solution Q[ζ̂] := ϕ ∈ Y ∗ satisfying
the boundary integral equation
W [ϕ](x) = ζ̂(x), x ∈ ∂Ω,
and Q[ζ̂] depends continuously on ζ̂ ∈ Y ∗. By w = 0 on ∂Ω and w = −v on ∂D,
we have∫
∂Ω
W [ϕ](x)∂νw(x) dσ(x) =
∫
∂D
(W [ϕ](x)∂νw(x) + ∂νW [ϕ](x)v(x)) dσ(x)(5.6)
by the Green formula, where ν is the unit outer normal on ∂D. This immediately
implies (5.5) and completes the proof. 
Now we are ready to start considering the reconstruction of the unknown obstacle
D by the NRT. By Proposition 5.1, it suffices to consider the indicator function
(5.5) for studying the reconstruction by the NRT. The reconstruction by the NRT
is a sampling method to test the test domains using the indicator function defined
by (5.5). Likewise before for the reconstruction by the RT, a test domain G is
called positive or no-response if INRT (G) is finite.
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Remark 5.2. The meaning of no-response is as follows. If we mask the obstacle
D by a test domain G i.e. D ⊂ G, then we don’t have any huge response i.e.
I(G) <∞ (see the proof of Theorem 5.1 given later).
By replacing IRT (·) in Theorem 4.1 by INRT (·), we have the following recon-
struction of an unknown obstacle D by the NRT.
Theorem 5.1. For a test domain G, we have the followings.
(i) D ⊂ G =⇒ INRT (G) <∞.
(ii) Let D 6⊂ G and the boundary ∂(D \ G) of D \ G be Lipschitz continuous.
If the solution u ∈ H1(Ω \ D) to the forward problem admits an analytic
extension across ∂D from Ω \D into the whole D \G, then INRT (G) <∞.
(iii) As an additional assumption, we assume that Ω and G are C2-spherical
domains, i.e. Ω and G are diffeomorphic to an open ball up to their bound-
aries. Let D 6⊂ G. If the above u does not admit an analytic extension into
Ω \G, then INRT (G) =∞.
As a consequence, if Ω is a C2-spherical domain and also the above solution u
does not admit an analytic extension across ∂D, then we have the following recon-
struction of D as the intersection of all G for positive C2-spherical test domain
G.
Before getting into the proof, we would like to emphasize that the proof of this
theorem is much more involved than that of Theorem 4.1. Especially proving (iii).
The key to prove (iii) is the analytic extension of solutions for the Laplace equation.
This can be analyzed by using the following well known lemma given in [22, Lemma
3.2]. The proof of (iii) is almost the same as the proof of Theorem 4.1 in that paper,
but we need to adopt the proof there to our situation.
Lemma 5.3. Let O ⋐ Ω be a domain with C2 boundary, and Oe := Ω\O. Let u be
analytic in Oe, and consider the following set associated with the Taylor coefficients
of u at z ∈ Oe with dist(z, ∂Ω) > ρ for some ρ > 0:{
aℓ(z) := sup
h∈R3, |h|=1
ρℓ
|(h · ∇)ℓu(z)|
ℓ!
: ℓ ∈ Z+ := N ∪ {0}
}
.(5.7)
If this is uniformly bounded in a neighborhood of all such z, then u can be extended
into an open neighborhood of Oe. In other words, there exists a set O′ with O′ ⊂ O
such that u is extensible into O′e := Ω \ O
′.
Proof of Theorem 5.1. We first consider the case D ⊂ G. Then w has an analytic
extension to Ω \G which also implies w+
∣∣
∂G
∈ H1/2(∂G). Hence by Theorem 2.1,
R[ϕ] = ∂νw has a solution ϕ ∈ H−1/2(∂G). Then we have
INRT (G) = sup
ζ∈H−1/2(∂Ω), ‖R∗ζ‖
H−1/2(∂G)
≤1
∣∣(ζ, R[ϕ])H−1/2(∂Ω)∣∣
= sup
ζ∈H−1/2(∂Ω), ‖R∗ζ‖
H−1/2(∂G)
≤1
∣∣(R∗ζ, ϕ)H−1/2(∂G)∣∣ <∞.
This proves (i).
Next we prove (ii). By the assumption, w is analytic outside G which also implies
that w+
∣∣
∂(D\G))
∈ H1/2(∂(D\G)), R[ϕ] = ∂νw has a solution ϕ ∈ H−1/2(∂(D\G)),
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where R : H−1/2(∂(D \G))→ H−1/2(∂Ω). By (5.4) we have
INRT (G) = sup
ζ̂∈H1/2(∂Ω), ‖R(∗) ζ̂‖
H1/2(∂G)
≤1
∣∣∣∣∫
∂Ω
ζ̂(x)∂νw(x) dσ(x)
∣∣∣∣
= sup
ζ̂∈H1/2(∂Ω), ‖R(∗) ζ̂‖
H1/2(∂G)
≤1
∣∣∣∣∣
∫
∂(D\G))
R(∗)[ζ̂](x)ϕ(x) dσ(x)
∣∣∣∣∣ .
Here note that by the definition (5.1) of R(∗) and the mapping property of the
associated double-layer potential naturally defined from R(∗) which will be denoted
by the same notation, we have ‖R(∗)ζ̂‖H1/2(∂G) ≤ 1 implies ‖R
(∗)ζ̂‖H1(Ω\G) ≤ C for
some general constant C > 0. Then by D \G ⊂ Ω \G and the continuity of trace
to ∂(D \ G), we have ‖R(∗)ζ̂‖H1/2(∂(D\G)) ≤ C for some general constant C > 0.
Hence we have INRT (G) <∞. This proves (ii).
Our next task is to prove (iii). Assume that u does not admit an analytic
extension into Ω\G. Let {Gt}t∈[0,1] be a homotopy, hence Gt depends continuously
on t ∈ [0, 1] and G0 = Ω, G1 = G, and moreover it satisfies Gt′ ⋐ Gt for t′ > t,
t, t′ ∈ [0, 1] and each Gt with t ∈ (0, 1) has the same regularity and topological
property as G. As for the existence of such a homotopy see Theorem 6.3 of [12].
Since u cannot be analytically extended into the set Ω \G, then there must exist a
maximal parameter t0 ∈ (0, 1) such that u can be analytically extended into Ω \Gt
for any t < t0 but not into any Ω \Gt for all t > t0. Hence, for a given ρ > 0, there
exist z0 ∈ Ω \Gt0 with dist(z0, ∂Ω) := infy∈∂Ω |y − z0| > ρ such that the set (5.7)
is not uniformly bounded in any neighborhood V (z0) of z0. Put
ρ0 := dist(z0, G).(5.8)
Take V (z0) as a subset of a ball Bρ0/2(z0) with radius ρ0/2 centered at z0. Fix any
h ∈ R3 with |h| = 1 and define
β(z, ℓ) := ‖(h · ∇)ℓG(·, z)‖H1(G∪(Ω\Ωǫ)),(5.9)
for ℓ ∈ Z+, z ∈ V (z0), where Ωǫ := {x ∈ Ω : dist(x, ∂Ω) > ǫ} with a small enough
ǫ > 0. Then the H1(G)-norm of the function
H(·, z) :=
1
2σκβ(z, ℓ)
(h · ∇)ℓ G(·, z)(5.10)
is bounded by (2σκ)−1 for z in V (z0), where σ = ‖R(∗)‖ and κ > 0 is the norm of
the trace operator H1(G)→ H1/2(∂G).
Now for any fixed z ∈ V (z0) \ Gt0 , there exist domains M(z) ⋐ M˜(z) with the
following properties:
(1) the boundaries ∂M(z), ∂M˜(z) of M(z), M˜(z) are C2,
(2) u is analytic in Ω \M(z),
(3) z /∈ M˜(z),
(4) Ω \M(z), Ω \ M˜(z) are connected,
(5) G ⊂M(z).
SinceW has a dense range (see Appendix), there exists a sequence ϕzn ∈ H
1/2(∂Ω), n ∈
N such that
‖W [ϕzn]−H(·, z)‖H1/2(∂M˜(z)) → 0, n→∞.(5.11)
Here note that both W [ϕzn], H(·, z) satisfy the Laplace equation in M˜(z). Then by
the interior regularity estimate for solutions of the Laplace equation, we have
(5.12) ‖W [ϕzn]−H(·, z)‖H1(M(z)) → 0, n→∞
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and hence
‖W [ϕzn]−H(·, z)‖H1(M(z)) ≤ (2σκ)
−1(5.13)
for large enough n. From the above property (5),
‖W [ϕzn]‖H1(G) ≤ ‖W [ϕ
z
n]−H(·, z)‖H1(G) + ‖H(·, z)‖H1(G) ≤ (σκ)
−1(5.14)
for any fixed z ∈ V (z0) and a large enough n. This implies
‖R(∗)W [ϕzn]‖H1/2(∂G) ≤ 1
for any fixed z ∈ V (z0) and a large enough n.
Now recall (5.5). Based on this for any n ∈ N, consider
I
(n)
NRT (G) :=
∣∣∣∣∫
∂D
(W [ϕzn](x)∂νw(x) + ∂νW [ϕ
z
n](x)v(x)) dσ(x)
∣∣∣∣ .(5.15)
Then by the Green formula, we have
I
(n)
NRT (G) =
∣∣∣∣∫
∂D
(W [ϕzn](x)∂νw(x) − ∂νW [ϕ
z
n](x)w(x)) dσ(x)
∣∣∣∣
=
∣∣∣∣∫
γ
(W [ϕzn](x)∂νw(x) − ∂νW [ϕ
z
n](x)w(x)) dσ(x)
∣∣∣∣ ,(5.16)
where γ = ∂(M(z) ∩ D) and the normal on γ is pointing into the exterior of the
finite region closed by the curve γ. Since γ ⊂M(z), by taking the limit n→∞ to
(5.16) and using (5.10), we have
lim
n→∞
I
(n)
NRT (G)
=
∣∣∣∣∫
γ
(
∂w
∂ν
(x)H(x, z)−
∂H(x, z)
∂ν(x)
w(x)
)
dσ(x)
∣∣∣∣
=
1
β(z, ℓ)
∣∣∣∣∫
γ
(
∂w
∂ν
(x)(h · ∇)ℓ G(x, z)−
∂
∂ν(x)
(
(h · ∇)ℓ G(x, z)
)
w(x)
)
dσ(x)
∣∣∣∣
=
∣∣∣∣ 1β(z, ℓ)(h · ∇)ℓw(z)− 1β(z, ℓ)(h · ∇)ℓwext(z)
∣∣∣∣ ,
(5.17)
where
wext(z) :=
∫
∂Ω
(
∂w
∂ν
(y)G(y, z)−
∂ G(y, z)
∂ν(y)
w(y)
)
dσ(y).(5.18)
For any fixed ρ > 0 specified later, the set (5.7) is not uniformly bounded in
any neighborhood V (z0) of z0. Hence, for any k ∈ N, there exist ℓk ∈ N and
zk ∈ V (z0) \Gt0 such that ∣∣∣∣ρℓkℓk! (h · ∇)ℓkw(zk)
∣∣∣∣ ≥ k.(5.19)
On the other hand, by the analyticity of G(y, z) with respect to z ∈ V (z0) \Gt0 for
y ∈ G ∪ (Ω \ Ωǫ), there exist constants c > 0 and ρ > 0 such that
|β(z, ℓ)| ≤ c
ℓ!
ρℓ
, z ∈ V (z0) \Gt0 , ℓ ∈ N.(5.20)
Further from the definition of β(z, ℓ), we have
(5.21)
∣∣∣∣ 1β(z, ℓ)(h · ∇)ℓwext(z)
∣∣∣∣ ≤ c′, z ∈ V (z0) \Gt0 , ℓ ∈ N
for some constant c′ > 0. Hence combining (5.17)–(5.21), we have
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I
(k)
NRT (G) =
∣∣∣∣∫
∂D
(W [ϕk](x)∂νw(x) − ∂νW [ϕk](x)w(x)) dσ(x)
∣∣∣∣
≥
1
c
∣∣∣∣ρℓkℓk! (h · ∇)ℓkw(zk)
∣∣∣∣ − c˜ with some constant c˜ > 0
→∞ as k →∞.
Thus we have
INRT (G) ≥ lim
k→∞
I
(k)
NRT (G) =∞.
This completes the proof of (iii). The rest of the proof is the same as that for
Theorem 4.1. 
Remark 5.1. We could have defined the indicator function INRT (G) for a test
domain G as
(5.22) INRT (G) := lim
ǫ→0
sup
ζ∈H−1/2(∂Ω), ‖R∗ζ‖≤ǫ
|(ζ, ∂νw)|.
Then we can say the same as before in Remark 4.1.
6. Convex polygonal D
In this section we will provide a proof of Theorem 1.3. To begin with we give
the definition that a corner of a polygon has an irrational angle as follows.
Definition 6.1. Let 0 < θ < 2π be the angle of a corner of a polygon D. This
angle is called irrational if θ = 2πα with α 6∈ Q.
Concerning the analytic extension of u across ∂D we have the following propo-
sition.
Proposition 6.2. Let D be a convex polygon. Assume that D satisfy one of the
following conditions.
(i) All the corners of D have irrational angles.
(ii) D satisfies the distance property (1.2).
Then u cannot analytically extend across this corner.
Proof. This can be easily proved along the same way following the proofs for Lemma
3.1 and Lemma 3.2 in [9]. More precisely consider the function ue(x) in the proof
of Lemma 3.1 of [9] which satisfies the Dirichlet boundary condition on P1 ∩ P2 ∩
Bǫ(a0) and assume that it can be analytically continued across a0 into D. This u
e
corresponds to our u. Then ue(x) becomes
ue(x) =
∞∑
k=1
bǫkr
k sin(kϕ)
with bǫk sin(kα) = 0, k ∈ N. Here we have
(6.1)

case 1: sin(kα) 6= 0, k ∈ N if α/π 6∈ Q =⇒ bǫk = 0, k ∈ N,
case 2: sin(kα) = 0, k ∈ N, p|k if α/π = q/p ∈ Q
with p, q ∈ N, (p, q) = 1,
where p|k and (p, q) = 1 mean that p is a divisor of k and p, q do not have any
common divisor, respectively. The case (i) in the theorem corresponds to the case
1 and the case (ii) in the theorem we have both the cases 1 and 2. Hence in the
case (i), we have f = u
∣∣
∂Ω
≡ 0 by the UCP which contradicts to f 6≡ 0. For
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the case 2, note that we have k = mp, m ∈ N. Then arguing as in [9] using the
distance condition, u can be analytically continued inside the whole D. Hence u
satisfies the homogeneous Dirichlet boundary value problem in D for the Laplace
equation, which yields u = 0 in D. Then the UCP implies f ≡ 0 which contradicts
to f 6≡ 0. 
We will first show Theorem 1.3 by using the RT.
Theorem 6.1. Let D be the same as in Proposition 6.2. Let G be a convex polyg-
onal test domain. Then we have the followings.
(i) D ⊂ G =⇒ IRT (G) <∞.
(ii) D 6⊂ G =⇒ IRT (G) =∞.
As a consequence we have the following reconstruction of D as D = ∩G∈PG.
Proof. (i) can be proved in the same way as that of Theorem 4.1. If D 6⊂ G, there
is at least one vertex of D lying outside of G. Then by using Proposition 6.2, we
easily have IRT (G) =∞. 
Finally we show Theorem 1.3 by using NRT.
Theorem 6.2. Assume the existence of a priori convex polygon D0. Let D be the
same as in Proposition 6.2 and let G ⊂ D0 be a convex polygonal test domain.
Then we have the followings.
(i) D ⊂ G =⇒ INRT (G) <∞.
(ii) D 6⊂ G =⇒ INRT (G) =∞.
As a consequence we have the following reconstruction of D as D = ∩G∈PG, where
P denotes the set of all positive convex polygonal test domain G ⊂ D0.
Proof. The proof of (i) is the same as that of (i) in Theorem 5.1. Also by considering
the homotopy {Gt}t∈[0,1] such that G0 = D0, G1 = G and each Gt is a convex
polygon, we can just repeat the proof of (iii) in Theorem 5.1 to prove (ii). 
Appendix
In this appendix we will give the proofs of the bijectivity of S, the denseness
of the ranges of operators R∗ and W . We give unified proofs which are valid for
both the two dimensional case and the three dimensional case. We first prove the
bijectivity of S.
Proposition A.1. The operator
S : H−1/2(∂G)→ H1/2(∂G) is bijective.
Proof. Decompose S into
S = S0 + S1,
where S0 is the operator defined likewise the operator S by the potential
(A.1)
{
1
4π|x−y| if n = 3,
− 12π log |x− y| if n = 2,
for x 6= y. Then it is well known that S0 : H−1/2(∂G) → H1/2(∂G) is a Fredholm
operator with index 0 (see [18]) and S1 : H
−1/2(∂G)→ H1/2(∂G) is compact. We
remark here that S0 is even bijective for n = 3. Hence S is a Fredholm operator
with index 0. Then by the Fredholm alternative we only need to show S is injective.
That is
v+
∣∣
∂G
= S[ϕ]+
∣∣
∂G
= 0 with ϕ ∈ H−1/2(∂G) =⇒ ϕ = 0,
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where v+ = S[ϕ]
∣∣
Ω\G
. Observe that we have
∆v+ = 0 in Ω \G,
v+ = 0 on ∂Ω,
v+ = 0 on ∂G.
By the uniqueness of this boundary value problem, we have v+ = 0 in Ω \G. On
the other hand v− := S[ϕ]|G satisfies{
∆v− = 0 in G,
v− = v+ = 0 on ∂G,
which implies v− = 0 in G. Then by the jump formula for ∂νS[ϕ] at ∂G, we have
ϕ = 0. Here note that the singularity of the kernels of S and S0 are the same at
∂G. 
Next we will prove the denseness of the ranges of the operators R∗ andW . Since
the proofs are almost the same, we only give the details for R∗ and just point out
some additional things to be concerned for W .
Proposition A.2. R is injective. Hence the range of Rge(R∗) ⊂ H−1/2(∂G) of R
is dense.
Proof. It is well known that we have Rge(R∗) = N(R)⊥, where N(R) is the kernel
of R. Hence it is enough to prove the injectivity of R. To show this let ϕ ∈
H−1/2(∂G), Rϕ = 0 on ∂Ω. Put
q(x) :=
∫
∂G
∂νx G(x, y)ϕ(y) dσ(y), x ∈ Ω \ ∂G,
then q satisfies
(A.2)

∆q = 0 in Rn \ ∂G,
q = 0 on ∂Ω,
q(x) = O(|x|−(n−1)), ∇q(x) = O(|x|−n) as |x| → ∞.
By the uniqueness of the exterior problem (see Chapter 8 of [19]), we have
(A.3) q = 0 in Rn \ Ω
and this implies ∂νq = 0 on ∂Ω. Here note that we have one order faster decay for
q(x) and ∇q(x), but the order given in (A.2) is enough to have (A.3). Then by the
UCP, we have q = 0 in Rn \ G and this implies (∂νq)+
∣∣
∂G
= 0. By the continuity
of the normal derivative of q at ∂G, we have the trace of the normal derivative
(∂νq)−
∣∣
∂G
taken from G is zero, i.e.(∂νq)−
∣∣
∂G
= 0. Recalling ∆q = 0 in G, there
exists a constant c such that q = c on G. Hence by the jump formula, ϕ = c, and
hence
q(x) = c
∫
∂G
∂νx G(x, y) dσ(y), x ∈ R
n \ ∂G.
This contradicts to q = 0 in R3 \G if c 6= 0. Hence c must be zero and hence ϕ = 0.
Thus we have proven the injectivity of R. 
Proposition A.3. Consider the layer potential operator W defined by (5.3) as an
operator W : H1/2(∂Ω)→ H1/2(∂M˜(z)). Then the range Rge(W ) ⊂ H1/2(∂M˜(z))
of W is dense.
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Proof. As mentioned before the proof is quite similar to the proof of Proposition
A.2. Hence we will only point out some additional things necessary for proving the
denseness of Rge(W ). Denote X := H−1/2(∂M˜(z)), Y := H−1/2(∂Ω) and their
dual spaces by X∗ = H1/2(∂M˜(z)) and Y ∗ = H1/2(∂Ω), respectively. Also let
JX : X → X∗ and JY : Y → Y ∗ be the isometric isomorphisms. LetW ∗ : X∗ → Y ∗
and W (∗) : X → Y be the adjoint operator and dual operator of W . Then since
W ∗ = JYW
(∗)J−1X , it is enough to proveW
(∗) is injective. By a direct computation,
W (∗) is given as
W (∗)[ψ](y) =
∫
∂G
∂νy G(x, y)ψ(x) dσ(x), y ∈ ∂Ω
for any ψ ∈ X . Further, by the denseness of X∗ ⊂ X and the continuity of W (∗),
it is enough to prove that if ψ ∈ X∗, W (∗)[ψ](y) = 0, y ∈ ∂Ω, then ψ = 0. The rest
of the proof is almost the same as that of Proposition A.2. 
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