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1. INTRODUCTION 
Given any property of global or local orders, it is near at hand to ask 
which group orders share them. Consider the implications 
LI hereditary * LI Bass * LI Gorenstein. 
(For definitions and basic properties of Bass and Gorenstein orders, 
see [4, Sect. 373 or [ll, Chap. IX], or the original paper by Drozd, 
Kirichenko, and Roiter [6]. The interest in Bass orders stems from the fact 
that they possess a comparatively simple representation theory; every 
indecomposable lattice is isomorphic to an ideal, and the fractional two- 
sided ideals form a groupoid. This latter property can even serve as a 
characterization of Bass orders.) Since all group rings ZG (G finite) are 
Gorenstein, but only the trivial one (G = { 1 }) is hereditary, we naturally 
want to know which ZG are Bass. This property is local, and we are led 
to study Z,G, where Z, denotes the complete ring of p-adic integers. Again 
i&G is always Gorenstein, and 
Z, G hereditary o Z, G maximal o p [ 1 G 1. 
Going to the other extreme, one easily sees that CP is the only p-group P 
for which Z,P is a Bass order. The result of the present investigation there- 
fore does not come as a surprise: 
(1.1) THEOREM. Z, G is Bass if and only if G is a p’-group or 
G=G’xC,, P~IG’I. 
As the proof will show, the theorem is still valid if Z, is replaced by an 
unramified extension; it breaks down for ramified ones. For example, 
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Z,[o] C,, where w is a primitive pth root of unity, is far from being a Bass 
order (for p > 2). 
The proof will also show: Z,G’ M C, is a direct product of full matrix 
rings M,(R), R unramified, and orders M,(T), where r is a pullback 
f - R[w] 
I I 
R- R/pR. 
By (1.3) below, all orders of this type are Bass. The question regarding 
which other types of Bass orders can occur as factors of group rings H,G 
remains open. 
(1.2) COROLLARY. ZG is Bass if and only if G is cyclic of squarefree 
order. 
Proof (of the corollary). If ZG is Bass, then by ( 1.1) all p-Sylow groups 
of G are C, and have a normal complement. With the aid of Theorem 9.4.3 
of [8] one easily concludes that these conditions force G to be cyclic. The 
converse is clear. 
Let B, be the principal block of Z,G. We will actually prove the equiv- 
alence of the following statements: 
(a) B, is Bass; 
(b) G is as in (1.1); 
(c) Z,G is Bass. 
The equivalence of (a) and (c) is rather remarkable and tits into the general 
tendency according to which the principal block is the most complicated 
one. Another result of the same type, for instance, says that for R large 
enough RG is primary if and only it its principal block is (Osima). 
The main tools for the proof of (1.1) are the classification of local Bass 
orders and Amitsur’s classification of finite nonabelian groups which occur 
as subgroups of skewlields. We will not need the full strength of these 
results here and restate, for the reader’s convenience, those parts which 
suffice for our purpose. 
( 1.3) THEOREM (Drozd, Kirichenko, and Roiter [6]). Let A be an 
indecomposable Bass order over a complete discrete valuation ring R with 
finite residue field. If A is not simple, then A = M,(T), where r is a pullback 
I I 
0 D2 - r( =tinite) 
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of maximal orders 0, in skewfields Di, finite dimensional over 
K= Quot R. All orders of this latter type are Bass. 
(1.4) THEOREM (Amitsur [ 11). Let G he a noncyclicfinite group which is 
embeddable as a (multiplicative) subgroup into a skewfield. Then one of the 
following holds: 
(1) G is a metacyclic, having a presentation 
G= (A, BJA”=l, B”=A’, A’=A’); 
(2) G has a direct factor 
(2, 3, 3 ) = binary tetrahedral group, 
(2, 3,4 > = binary octahedral group, 
or 
(2, 3, 5 > = binary icosahedral group. 
In any case, the odd Sylow groups of G are cyclic; the even ones are cyclic 
or generalized quaternion groups. If this is the case in (l), then n is even. 
See [ 11, Theorem 7. A discussion of the binary polyhedral groups can be 
found in [2]. Of course, sufficient conditions for the embeddability of G in 
a skewfield are much stronger, but are not required here. 
2. PROOF OF (a) - (b) 
We use (1.3). 
If B, is simple, then B,= L,, L,G contains the idempotent 
(l/lG()&EG.g, and pI(G(. If B, is not simple, then B,=M,(I), f as in 
(1.3); since Z, is a factor of B,, we must have n = 1, and B0 is a pullback 
Bo- 0, 
1 1 
Z,- B, ( =finite), 
where 0, is the maximal order of a skewtield D. We now claim: 
D must be commutative. (*) 
Let us assume (*) for the moment. Then necessarily Or, = Z,[c], where [ 
is a root of unity of order, say, m, and G has a factor group isomorphic to 
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C,. It follows that B0 is also the principal block of Z,C,. If p[ m, B, 
would be decomposable. If p2/m, B, would possess at least three simple 
factors. Hence ord,m = 1, and we see that B, is also the principal block of 
Z, C,, namely, 7, C, itself. 
Let C, = (x) and T’: x -+ o’, i = 0, . . . . p - 1, w a primitive pth root of 
unity, the characters of C,. Then the principal block of Frobenius charac- 
ters of G consists of the t’, lifted to G, and if R is the integral domain of 
a field sufficiently large for G, RB, = RC, is the principal block of RG. This 
now implies 
(1) the principal p-block of G has defect one. Namely, RC, is a single 
projective indecomposable module of R-rank p; now apply [4, (56.40)]; 
(2) it contains only the trivial irreducible Brauer character. 
From (1) we conclude that G has p-Sylow groups C,, and from (2), by [4, 
(63.3)], that G has a normal p-complement. Hence G = G’ x C,, p[ 1 G’I, as 
desired. 
Now we must prove (*). Let G, be the image of G in OD, spanning 0, 
over Z,. Then B, is also the principal block of Z,G,. Let pD be the maxi- 
mal ideal of 0,. Since 0,/p, is a field of characteristic p, the image of 
G mod pD must be cyclic of order prime to p, whereas the kernel of the 
reduction G + G mod pD consists of p-elements. The Schur-Zassenhaus 
theorem now gives 
where H is the p-Sylow group of G,, and p[n. G, has a factor group 
G, = H xl Cd, d/n, 
with C,= C, modulo the kernel of the operation of C, on H, and the 
principal block of Z,G, is a homomorphic image of B,. We show, using 
(1.4), that this is impossible unless G, is abelian. 
Case (a). p # 2. By (1.4), H is cyclic. Let H = C,m = (x). Let t be the 
representation x -+ [ = primitive p”th root of unity. From [3, (47.8)] it 
follows that g = indG,lz is irreducible. From (2.1) below it follows that (T is 
in the principal block of G, . If T, is a matrix representation with character 
0, we must have 
D r T,(Q,G,). 
But this latter algebra is a trivial crossed product, 
T,(Q,G,) = (Cl,,(~)1 fixed field of C,, I), 
hence cannot be a skewtield if d> 1. Hence G, is abelian. 
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Case (b). p = 2. If we are in case (1) of (1.4) and H is cyclic, we argue 
as in case (a). If H is a quaternion group, the G, has the representation 
A- 1, B- -1, 
which clearly is in the principal 2-block; hence our B, must be the pullback 
of 
n, - n,/2z,. 
If we are in case (2) of (1.4), then the principal block of L&G,, where G, 
is one of the polyhedral groups listed in (1.4), is a homomorphic image of 
B,. But it is not difficult to see that the principal blocks of these group 
rings have more than two simple components. G3 = (2, 3, 3) has a 
factorgroup z A 4, and ZzA, is a single block with three simple com- 
ponents. G3 = (2, 3,4) has a factorgroup z S,, and h,Sg is also a single 
block with five simple components. Finally, the principal 2-block of 
(2, 3, 5) z SI,(IFs) has seven Frobenius characters, two pairs of which are 
algebraically conjugated over Q,. (This can be derived from the character 
table of SL,(IF,) as given, e.g., in [5, Sect. 381.) Hence the principal block 
of 2,(2, 3,5) has live simple components. Hence this case cannot occur, 
and (* ) is proved. Alternatively, one may show that (2, 3,4) and 
(2,3,5) cannot occur in local skewfields at all since they do not have any 
normal Sylowgroups. (They show up in quaternion skewfields over number 
fields ramified only at infinite primes.) 
It remains to show 
(2.1) LEMMA. Assume that G = P >a H is a semidirect product of a p-group 
P and a PI-group H, H operating faithfully. If cp E Irr P and II/ = indzcp is 
irreducible, then $ is in the principal block of G. 
Proof: By a well-known criterion for the block distribution of Frobenius 
characters we must check that for p-regular x E G 
‘clG~(y(xL [cl,(x)/ mod P, 
where p is the prime ideal of a large ring of integers; see [4, (56.24) and 
the remark on p. 4261. p-regular x are of the form ab, a E P, b E H, b # 1, 
and $(x) = 0. Hence we must show that p divides I cl,(ab)l . Now 
i’&(Qb)l = IG: C,(ab)l, 
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and if this were & 0 mod p, then necessarily P c C,(ab) and 
a-‘= b 
4 4, all q E P. 
But this is impossible since the operation of b on P is nontrivial and has 
p’-order. 
This concludes the proof of (a) * (b). 
3. PROOF OF (b)*(c) 
Assume 
G=G’wC,, P%IG’I. 
Then Z,G’ is a maximal order, in fact 
Z,G’E A, x ... x A,, 
where the llj are full matrix rings M,,(R,), R, = alg. int K;, Kjl Q, 
unramified. This follows from the fact that Z,G’ has trivial discriminant. 
Now we write 
as a twisted group ring. Let C, = (x), If e is a primitive central idempotent 
of ZZ,4<, then its orbit sum under the operation of x is one of (n/i,)0 C,, 
and this order decomposes accordingly. Hence we have to study the 
possibilities for the operation of x on the /l;. 
Case (a). IIT # /ii. Renumbering, we may assume that i = 1 and 
A,, . . . . Ap is the x-orbit of A,. Clearly, all A,, . . . . A, are isomorphic, say 
A i = A = M,(R). 
We can write 
where each map ,I--+ ,I& is an automorphism of A. Since xp = 1, we have 
x1x2 . ..x.=id,,, 
and likewise for every cyclic permutation of the x,. We define a map 
cp: (A’)oCp -+ M,(R) 
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cp(x) = 
where 0,) 1 n denote the n-dimensional zero and unit matrix. 
One checks that q is an isomorphism of orders, and we are done since 
M,(R) is maximal. 
Case(b). A;‘= Ai=: A, and x operates nontrivially on the center R 
of A. 
Let A = (Q, A ) 0 C,. Consider the map Ic/ :A 0 C,, + M,(A), defined by 
One checks that II/ is an embedding of orders. Let T’ be an (irreducible) 
representation of G’ such that 
T’(O,G’) = Q/l. 
Then the map 
T: g’x’ -+ $( T’( g’) xi), g’ E G’, 
is a representation of G such that 
T(Q,G)=$(AL 
and for the corresponding characters we read off 
XT= ind$Xr,. 
Since we are assuming that x operates nontrivially on R, and QP,R is 
generated by the values of xr9, it follows that x operates nontrivially on 
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xrs. But then xT is irreducible, and n 0 C, is simple. Furthermore, xT has 
defect zero, since p 4 x& 1) and ord,,(Xr( 1)) = 1 = ord,() G I). This implies 
that T(Z,G)= $(/i oC,) is maximal, by results of Jacobinski (see [9, 
Sect. 11). 
Remark. One can prove the simplicity of A by a direct argument, 
adapting the usual proof for ordinary crossed products, as given, e.g., in 
[ 10, p. 2431. If ii is commutative, the maximality of /i 0 C, is known from 
results of Auslander and Goldman; see (40.14) of [lo]. 
Case (c). /i: = ni= /1, and x operates trivially on R, but nontrivially 
on A. By Skolem-Noether, x operates by conjugation with a matrix 
A4 E (an)x. The normalizer of M,(R) in G/,(K) (K = Q,R) is 
GL,(R) . K”; see [7, 1.2.71 (a corresponding statement holds more 
generally, for principal orders). Hence ME A ‘. From xp = 1 and Schur’s 
lemma we derive that Mp = a E R x is a scalar matrix. Wet put y = x ~ ‘M; 
then y operates trivially on A. Noting that M-‘= MM= M, we obtain 
yP=a and 
AoC,=A[y]=M,(R[yIy”=a]). 
If a is a pth power of R x, we may assume a= 1 since we are free to 
multiply a by p th powers. In this case, 
R[yiyp=l]=RCp, 
which is the prototype of a primary nonsimple Bass order, namely, a 
pullback 
“i;- ^‘:I 
R - RIPR, 
o a primitive pth root of unity. By (1.3), M,(RC,) is Bass. If a were not 
a pth power, then the polynomial TP - CI would be irreducible over 
K = Q,R, and it would follow that 
KhC,=M,(K[&]), 
a simple algebra with center of degree p over K. But this is impossible. 
Namely, the order A corresponds, representation-theoretically, to a 
representation T’ of G’ which can be extended to a representation T of G 
(cf. the discussion below). Let T(x) have coefficients in some large field L, 
containing K. From Frohlich’s result it follows easily that the normalizer of 
A in M,(L) is ,4 x .L”. Hence T(x)=A.f, AE~, IEL”. But T(x)~=~ 
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implies fp = 1, and thus the adjunction of T(x) can increase the center at 
most to K(o), w a primitive pth root of unity, having degree p - 1. 
Remark. We could have treated case (b) by a similar technique, 
reducing it to the result of Auslander and Goldman. 
Case (d). x operates trivially on A. In this case, /i 0 C, = M,( RC,), and 
we have treated this situation in the preceding; of course, the principal 
block is of this type. This completes the proof of (1.1) since the implication 
(c) * (a) is trivial. 
(3.1) COROLLARY. Let R be the integral domain of a sufficiently large 
field, containing all Ri. Then RG is a direct product of orders M,(R) and 
MARC,). 
Proof: It suffices to note that 
R Qz,Ri=(RQR,RJ Q~,,R~=RQR,(R~Qz,,RJ 
=R QR,(~jR~:Lpl)=~IR~:L~i, 
where we have used that RJZ,, is unramified; see (26.26) of [4]. 
It is enlightening to review the preceding discussion from a purely 
representation-theoretic point of view, thereby illustrating the interplay 
between ring theory and representation theory. Let G = G’ XI C,, C, = (x) 
as before; let o be the primitive p th root of unity and r the linear character 
x + w of C,. We first state 
(3.2) LEMMA. (a) Irr G consists of the characters indz,$, II/ E Irr G’ and 
I,F # II/, and 7’0 Y, where !P is any extension of an x-invariant $ E Irr G’ to 
G. All ~‘0 Y, i = 0, . . . . p - 1, Y fixed, are different and make up all the 
extensions of *. 
(b) Let p be odd. Let o: w + w” be the generator of Aut(Q,(o)( Q,) 
E C,_ 1, extended trivially to Q,(o) L, L =field of 1 G’ 1 th roots of unity. 
Then 0 operates on (5’ @ Yu> ( Yufixed), h aving one fixed point and one orbit 
of length p - 1. 
(c) The p-blocks of Irr G are the sets {ind $3, $” # $, $ E Irr G’, and 
{ziQ Yy(i=O, . . . . p- l}, Yfixed. 
Proof. By results of Gallagher (see [4, Sect. 1.5.D]) every x-invariant 
$ E Irr G’ can be extended to a YE Irr G. This accounts for part of (a). The 
remainder of the proof is carried out by standard arguments of character 
theory, and is omitted. 
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With the aid of (3.2) the Wedderburn decomposition of Q,G is obtained 
as follows. First choose fi,, . . . . lClr E Irr G’ and corresponding representa- 
tions T,, . . . . T, such that 
(T, x ... x T,)(Q,G’)rn T,(Q,G’) 
is the Wedderburn decomposition of Q,G’. 
Assume $,Y#@; for 1 <i,<h, $;=$,i for h<j<r. If I,!J;#$,, and these 
two characters are algebraically conjugated, then $I’ is not one of the II/,‘s, 
nor is any +Tk, O<k<p- 1. 
Assume this to be the case for i = 1, . . . . h, The remaining h - h, of the 
first 9;s occur in x-orbits of length p; let tih, + , , . . . . $,,, +h2 be orbit 
representants. For $;‘= $i and p odd, let Y,,, be the unique extension to 
G invariant under cr, and let T,,, be a corresponding representation; for 
p = 2, take any of the two extensions of $. Then the representations ind T,, 
i = 1, . . . . h, + h,, T,,o, and r @ T,,,, j= h + 1, . . . . r, give the Wedderburn 
decomposition of Q,G. The ind T,, i = h, + 1, . . . . h, + h,, account for case 
(a) of the previous discussion, the ind T,, i = 1, . . . . h, for case (b), and the 
rest for cases (c) and (d). The distinction between (c) and (d) depends on 
whether T,,,(x) operates trivially on T,(G’) or not. (Note that this is, for 
p = 2, independent of the choice of T,. O.) If G = G’ x C, is a direct product, 
then (c) and (d) coincide, and (a) and (b) do not occur. 
By the results of Jacobinski [9], (ind T,)(Z,G) is maximal. The other 
blocks of .Z,,G are (T,,, x r @ T,,,)(Z,G) and may be shown to be Bass 
orders by a direct argument. 
4. EXAMPLES 
(l)Let G=S,=C,~JC,; C,=(x), C,=(y); let r be the character 
x + w = primitive third root of unity. Since Q,(w) # Qz, it follows that 7y 
is algebraically conjugated to 7 over Q,. Along the lines of the preceding 
discussion, 
Z,G=(Z,C,)oC,=(Z,xZ,[o])oC, 
= z,c, x Z,[w] (1 c, = z,c, x M,(Z,). 
In contrast to this, Z,G is not Bass, in fact has the structure 
4x1 129 2-Y 
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“ A” indicating a congruence mod 3; Z,G is a single block with three 
simple components. 
(2) Let G=A, = V4 XI C,, where V, is the Klein four group. The three 
nontrivial characters of V, are permuted cyclically by C, and, of course, 
are not algebraically conjugated anywhere, sine they have values in the 
prime field. Hence, 
Z,A,, as mentioned earlier, is a single block with a much more com- 
plicated structure. 
(3) The foregoing examples illustrate cases (a) and (b). An example for 
case (c) is offered by te binary tetrahedral group G = (2, 3, 3) = Q2 M C,, 
Q2 denoting the usual quaternion group. The 2-dimensional quaternion 
representation of Qz has an extension to G which is, necessarily, nontrivial 
on C,. Observing that the usual quaternion algebra over QI splits 3-adi- 
tally, we have 
and 
Finally, it may happen that (in the notation of the proof) x operates 
trivially on T’(G’) but nontrivially on G’. The interested reader can work 
out that the group 
G= (x,ylx5* =+l,xJ=x3)=(C MC2)MC3 52 
presents an example of this phenomenon. 
(4) It can happen that B, is not Bass, but there are other blocks all of 
which are Bass. This is shown by the last example: 
G may be written as a nonsplit metacyclic group 
l+C,,+G-+C,+l. 
We study Z7G. G has 15 Frobenius characters, 9 linear ones (lifted from 
the factor group C,), and 6 of degree 3, induced from Czl. Over Q,, the 
nonlinear characters are algebraically conjugated in pairs. Let us introduce 
the notations: 
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ii = primitive jth root of unity; 
CJ = the automorphism 1, + c: of Q,(c,); 
L = fixed field of cr = a,([, + ii + [;); 
S = integral domain of L; 
Dj = the cyclic algebra (Q,([,)l L, (T, {i,), i = 0, 1,2; 
ni= the crossed product order (Z,[[,]l S, CJ, iyi,) in Di, i=O, 1,2; 
K= Q,(is); 
R = integral domain of K. 
(Note iX E Q7 and 1 K: Qp7 1= 3.) Then the Wedderburn decomposition of 
Q,G is 
Q,G=Q;xK2xD,xD,xD,. 
The block structure of Z,G is indicated by 
Since c3 is not a norm in the extension O,([,)l L, D, and D, are non- 
isomorphic skewfields over L with Hasse invariants i+ Z and i+ Z, 
whereas D,, of course, is E M,(L). A calculation of discriminants shows 
that A, and A2 are maximal, which implies that the nonprincipal blocks of 
Z, G are Bass. (Note that R and .4 1, A, have the same residue class field, 
namely, the finite field with 73 elements.) A, is not maximal, but still 
hereditary, by results of Williamson and Harada (see 40.15 of [lo]). In 
fact, the principal block B, has the structure 
. 
It is interesting to note that the whole 3-part of the Brauer group B(L) 
appears in Q,G. The group G is also remarkable from another point of 
view: as shown by Amitsur, it is the smallest nonabelian group of odd 
order occurring in a skewfield. 
Note added in proof: After a colloquium talk, Roggenkamp has shown me an alternative 
proof of (1.1); it follows from the structure of Bass orders that G/K, where K is the kernel of 
G-P B,, is a p-group. On the other side, K= O,.(G). This gives (a)+(b). The proof of 
(b)*(c) may be simplified by using the Brauer tree of the blocks of defect one. 
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