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Abstract 
Noor, M.A., K.I. Noor and Th.M. Rassias, Some aspects of variational inequalities, Journal of Computational 
and Applied Mathematics 47 (1993) 285-312. 
In this paper we provide an account of some of the fundamental aspects of variational inequalities with major 
emphasis on the theory of existence, uniqueness, computational properties, various generalizations, sensitivity 
analysis and their applications. We also propose some open problems with sufficient information and 
references, so that someone may attempt solution(s) in his/her area of special interest. We also include some 
new results, which we have recently obtained. 
Keywords: Variational inequalities; Wiener-Hopf equations; iterative methods; algorithms; convergence crite- 
ria; fuzzy mappings; sensitivity analysis; error estimates; finite-element techniques; approximations; auxiliary 
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1. Introduction 
It is well known that variational principles enable us to consider many unrelated problems 
arising in different branches of pure and applied sciences in a unified and general framework. 
In recent years, these principles have been enriched by the discovery of variational inequality 
theory, which is mainly due to Stampacchia [88] and Fichera [19]. Variational inequality theory 
describes a broad spectrum of very interesting developments involving a link among various 
fields of mathematics, physics, economics and engineering sciences. Some of these develop- 
ments have made mutually enriching contacts with other fields. During the last three decades 
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which have elapsed since its discovery, variational inequality theory has stimulated efforts and 
an even increasing number of research workers are using variational inequality techniques. The 
important developments were the formulations that variational inequality can be used to study 
the problems of fluid flow through porous media [2], contact problems in elasticity [31], 
transportation problems [4,21] and economics equilibrium [15]. Ideas explaining these formula- 
tions led to the developments of new and powerful techniques to solve a wide class of linear 
and nonlinear problems. One core area where the variational inequality theory has been of key 
significance is the general theory of equilibrium complex problems that appeared to be 
intractable, which have been either completely or partially solved by insight gained from 
variational inequality theory. 
The development of variational inequalities can be viewed as the simultaneous pursuit of two 
different lines of research. On the one hand, it reveals the fundamental facts on the qualitative 
behaviour of solutions (regarding its existence, uniqueness and regularity) to important classes 
of problems; on the other hand, it also enables us to develop highly efficient and powerful new 
numerical methods to solve, for example, free and moving boundary value problems and the 
general equilibrium problems. In fact, this theory provides us with a sound basis for computing 
the approximate solution of a large number of seemingly unrelated problems in a general and 
unified framework. 
Equally important is the area of mathematical programming known as the complementarity 
theory, which was introduced and studied by Lemke [3_5] in 1964. Cottle and Dantzig [lo] 
defined the complementarity problem and called it the fundamental problem. For recent 
results and applications, see [23,58,65]. The relationship between a variational inequality 
problem and complementarity problem has been noted by many authors including Lions [37] 
and Mancino and Stampacchia [38]. However, it was Karamardian [29] who proved that if the 
set involved in a variational inequality and complementarity problem is a convex cone, then 
both these problems are equivalent. Isac and Thera [28], using the concept of a conically 
bounded set, proved a variational principle for functionals defined on a locally compact pointed 
convex cone. Applying this principle to the nonlinear complementarity problem, they studied 
the existence of the post-critical equilibrium state of a thin elastic plate, subjected to unilateral 
conditions. Isac and Goeleven [26] studied the nonlinear implicit complementarity problem in 
infinite-dimensional spaces. This problem can be used to study the optimal stopping of Markov 
chains, and since in a Hilbert lattice it is equivalent to the order complementarity problem, it 
may be used also to study some lubrication problems [27]. This interrelation between these 
problems is very useful and has been successfully applied to suggest and analyze iterative 
algorithms for various classes of complementarity problems in [1,49-511. 
Variational inequality theory achieved its present-day importance mainly due to the follow- 
ing events. In 1971, Baiocchi and Capelo [2] proved that the fluid flow through porous media 
(free boundary value problem) can be studied effectively in the framework of variational 
inequalities. Using a similar transformation, Duvaut extended the Baiocchi’s technique to 
characterize the Stefens problem (moving boundary value problem) by a class of variational 
inequalities. Smith [86] formulated the traffic assignment problem as an inequality problem. 
Actually, it was Dafermos [13] who realized that Smith’s formulation is indeed a variational 
inequality problem. During the last twenty years, the research workers have shown that the 
variational inequality theory provides the most natural, direct, simple and efficient framework 
for a unified treatment of all the equilibrium type problems. 
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In recent years, various extensions and generalizations of variational inequalities have been 
considered and studied. It is clear that in a variational inequality formulation, the convex set 
involved does not depend upon the solution. If the convex set does depend upon the solution, 
then the variational inequality is called a quasi uariationaf inequality. This useful and important 
generalization is mainly due to [3]. For its applications and mathematical formulations, see 
[2,31] and the references therein. For some other generalizations of the variational inequalities, 
see [41,46,52,69]. 
It is worth mentioning that the variational inequality theory so far developed is applicable for 
studying free and moving boundary value problems of even order. In 1988, Noor [46] intro- 
duced and studied a new class of variational inequalities, which is known as the general 
variational inequality. It turned out that the general variational inequality can be used to study 
both the odd- and even-order free and moving boundary value problems. We point out that in a 
variational inequality formulation of such problems, the location of the free boundary (contact 
area) becomes an intrinsic part of the solution and no special devices are needed to locate it. 
One of the most interesting and important problems in the variational inequality theory is 
the development of an efficient iterative algorithm. There is a substantial number of algorithms 
for the numerical solution of variational inequalities. The interested reader may consult 
[2,4,11,12,20,23,31.53,54,58,60,61,65,82,85] and the references cited therein. Among the most 
effective numerical techniques are projection methods and its variant forms, linear approxima- 
tion methods, relaxation methods and penalty function techniques. In addition to these 
methods, the finite-element technique is also being applied to find the approximate solution of 
variational inequalities. The error estimates for the approximate solution of variational inequal- 
ities have been obtained by many research workers including Falk [18], Mosco and Strang [40] 
and Noor [41,44,45,48,55]. For full details, see [8,31] and the references therein. 
We know that a large number of equilibrium problems arising in economics [15] and 
transportation science [4,21,23] can be studied in the general framework of variational inequali- 
ties. It is therefore important to study the sensitivity analysis of different classes of variational 
inequalities. This problem has attracted considerable attention recently. Sensitivity analysis for 
variational inequalities has been studied mainly in [14,33,34,73,90] using quite different tech- 
niques. From a mathematical and engineering point of view, sensitivity properties of a 
variational inequality problem can provide new insight concerning the problem being studied 
and can sometimes stimulate new ideas for problem solving. 
Applications of the fuzzy set theory, since its inception twenty-five years ago, can be found in 
many branches of mathematical and engineering sciences including artificial intelligence, 
computer science, control engineering, management science and operations research. Recently 
Chang and Zhu [7] and Noor [62] have introduced the concept of variational inequalities for 
fuzzy mappings. This development may lead to new and significant results in these areas. 
Although the variational inequality theory has mainly been developed since 1964, several 
extensive surveys of the field have already appeared, for example, [12,23,31,39,67,82]. However, 
an extremely large number of publications on this subject has been written in the last twenty 
years, and it is clear that it is not now feasible to attempt a general survey in a single paper. 
Although this present paper is expository in nature, our choice has been rather to consider a 
number of familiar, and to us interesting, aspects of the variational inequality theory as applied 
to constrained boundary value problems. We also include some new results which we and our 
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coworkers have recently obtained. The language used is necessarily that of functional analysis 
and some knowledge of elementary Hilbert space theory is assumed. 
It is perhaps part of the fascination of the subject that so many branches of pure and applied 
sciences are involved in the variational inequality theory. The task of becoming conversant with 
a wide spectrum of knowledge is indeed a real challenge. The general theory is quite technical, 
so we shall content ourselves here to give the flavour of the main ideas involved. The 
techniques used to analyze the existence results and iterative algorithms for variational 
inequalities are a beautiful blend of ideas from different areas of pure and applied mathemati- 
cal sciences. The framework chosen should be seen as a model setting for more general results. 
However, by just relying on these special results, interesting problems arising in the applica- 
tions can be dealt with easily. 
Our main motivation of this paper is five-fold. 
(1) To give a summary account of the basic theory of variational inequalities set in the 
framework of nonlinear operators defined on convex sets in a real Hilbert space. We focus our 
attention on the iterative methods for solving variational inequalities. The equivalence between 
the variational inequalities and the Wiener-Hopf equations has been used to suggest some new 
iterative methods. The auxiliary principle technique is also applied to study the existence of the 
solution and to propose a novel and innovative general algorithm for the variational inequali- 
ties and related optimization. 
(2) To study the sensitivity analysis of a class of quasi variational inequalities, an important 
and fundamental problem, which has attracted much attention recently. 
(3) To study the obstacle and unilateral problems of odd order in the general framework of 
variational inequalities. 
(4) To introduce the concept of variational inequalities for fuzzy mappings, which are being 
used in various branches of pure and applied sciences. 
(5) To give the basic techniques and ideas to derive the error estimates for the finite-element 
approximation of the variational inequalities. This problem has been studied extensively during 
the last fifteen years and it needs further improvement and research efforts to develop a 
complete mathematical analysis. 
2. Formulation and basic results 
Let H be a real Hilbert space, whose inner product and norm are denoted by ( . , * ) and 
I( * (I, respectively. Let K be a closed nonempty convex set in H. 
Given a linear continuous functional f on H and a continuous operator T : H + H, we 
consider the functional Z[w], which is defined as 
Z[w] = (Tw, w) - 2(f, w), for all w EH. (2.1) 
This functional is known as the potential (energy, cost) functional. 
If the operator T is linear, symmetric and positive, then one can easily show that the 
minimum of the functional Z[w] defined by (2.1) on the convex set K in H is equivalent to 
finding u E K such that 
(Tu,w-u)a(f,w-u), forallwEK. (2.2) 
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The inequality of type (2.2) is known as the variational inequality, which was introduced and 
studied by Stampacchia [88] and Fichera [19] in 1964 independently in potential theory and 
mechanics, respectively. It is worth mentioning that a large number of unrelated general 
equilibrium problems, moving and free boundary value problems can be formulated in terms of 
(2.1) or (2.21, see, for example, [2,12,20,31,65,69,82]. 
For simplicity, we consider the obstacle problem of the following type: 
%(x)> Mx), xEn, 
u(x) 2 VW? XEJ2, 
WMx)j -ml I44 - ccr(x)l = 07 x E 07 
u(x) = 0, .xEtm, I 
(2.3) 
where 0 c R” is a polygonal domain with boundary aa, fi = C&? U aR its closure, L is a linear, 
self-adjoint coercive elliptic operator, f is a continuous function of space variable x and Cc, is a 
given obstacle function. 
It can easily be shown [14] that the energy functional associated with (2.3) is given by 
I[w] = jn(Lw(x))w(x) dx - 2l,f(x)w(x) dx = (Tw, W) - 2(f, w), 
where 
(Tu, w> = /- (~Q+))w(x) dx, 
n 
(f, W> =/f(x)+) dx 
n 
and 
K= {w EH;(~); w 2 $ on 0} is a closed convex set in H,‘(a). 
For the definitions of the spaces H’(R), H,‘(R), Hi(n), see [8,31]. 
In many applications the convex set K also depends implicitly on the solution of the 
problem. In this case, the variational inequality is known as the quasi variational inequality, 
which was originally introduced and studied by Bensoussan and Lions [3] in impulse control. 
For recent applications, see, for example, [2,39,67]. Given a point-to-set mapping K : u + K(u), 
which associates a closed convex set K(u) of H with any element u of H, consider a problem 
of finding u E K(u) such that 
(Tu,w-u)a(f,w-u), forallwEK(u). (2.4) 
The problem (2.4) is known as quasi variational inequality problem. Note that if the set K(u) is 
independent of u, that is, K(u) = K, then problem (2.4) is exactly problem (2.2). 
As an example of a free boundary problem leading to a quasi variational inequality of the 
form (2.4), we now consider an implicit Signorini problem: 
-Au + u =f(x), on 0, 
(2.5) 
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It has been shown in [39] that the Signorini problem (2.5) is equivalent o finding u E K(u) such 
that 
(Tu,w-u)>(f,w-u), forallwEK(u), 
where 
K(u) = on an }. P-6) 
The usual Signorini problem is the one in which a given obstacle 4 is described on the 
boundary X!, that is, C#J = 0 in (2.5) and (2.61, and occurs in elasticity theory, where it is related 
to the static equilibrium of bodies subjected to the so-called ambiguous boundary constraints. 
We note that if K * = {u E H: (u, v> 2 0, for all u E K} is the polar cone of the convex cone 
K in H, then problem (2.2) is equivalent to finding u E K such that 
(Tu -f) E K* and (Tu -f, u) =O. (2.7) 
Problem (2.7) is known as the generalized complementarity problem. Similarly, one can show 
that problem (2.4) is equivalent to finding u E K(u) such that 
(Tu -f) EK*(u) and (Tu -f, u) = 0, (2.8) 
where K*(u) is the polar cone of the convex cone K(u). Problem (2.7) is mainly due to [29], 
whereas problem (2.8) is due to [49]. Some special cases have been considered in [17,70]. 
It is worth mentioning that if K = H, then problem (2.2) is equivalent to finding u E H such 
that 
(Tu, w) = (f, w), for all w EH, (2.9) 
which is known as the weak formulation of the boundary value problems. This weak formula- 
tion plays an important role in discussing the unique existence of the solution of the boundary 
value problems. This formulation has been used to derive the error estimates for the finite-ele- 
ment approximations of the integral and differential equations. For further details, see, for 
example, [81. 
We also need the following standard results and concepts (see, for example, [2,311). 
Lemma 2.1. Let K be a closed convex set in H. Then, for a given z E H, u E K satisfies 
(u-z,w-u)>O, foralZwEK, 
if and only if 
u = PKZ, 
where PK is a projection of H into K. 
Lemma 2.2. PK is a nonexpansive operator, that is, 
IIP,u-PKvII < (Iu-vI(, forallu,vEH. 
Definition 2.3. An operator T : H + H’ is said to be 
(i) strong monotone if there exists a constant cr > 0 such that 
(Tu-Tv,u-v)~(YIIu-u~~~, forallu,vEH; 
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(ii) Lipschitz continuous if there exists a constant p > 0 such that 
((Tu-Tu((<pIIu-u]], forallu,uEH; 
(iii> monotone if 
(Tu-Tu,u-u)>O, forallu,uEH. 
Note that strong monotonicity implies monotonicity, but the converse is not true. It also 
follows that (Y G p. We would like to point out that if the operator T : H -+ H’ is linear, then T 
is called 
(i’> coerciue (elliptic, positive definite) if there exists an LY > 0 such that 
(Tu, u) ~=cxllu11~, for all UEH; 
(ii’> continuous (bounded) if there exists a constant p > 0 such that 
II Tu II < P 11 u II; 
(iii’) positiue if (Tu, u) 2 0, for all u E H. 
We remark that one can obtain similar results for the linear case from the nonlinear case. 
From now onward, we always assume that the operator T is nonlinear unless otherwise 
specified. 
3. Existence theory and algorithms 
Variational inequality enjoys an interplay between theory, computational aspects and appli- 
cations. The use of algorithms as constructive methods for proving the existence of solutions 
brings theory and computations closer together. In this section, we first prove the equivalence 
between variational inequalities, fixed-point problems and the Wiener-Hopf equations. One is 
referred to [74,76,79,80] for some extensive theory and applications of variational techniques 
and fixed-point methods. This equivalence is then used to suggest and analyze various iterative 
algorithms for finding the approximate solutions of variational inequalities. We also consider 
the auxiliary principle technique, not only to prove the existence of the solution, but also to 
suggest an innovative general algorithm. 
The following result, which plays an important role in developing the iterative methods, is 
well known [64]. 
Theorem 3.1 (M.A. Noor and K.I. Noor [64]). The function u E K is a solution of the uariational 
inequality (2.21, if and only if u E K satisfies the relation 
u =&[u -_p(Tu -f ,I, (3.1) 
where p > 0 is a constant and PK is the projection of H into K. 
Let Q = I - PK, where PK is the projection of H into K and let T : H + H be a continuous 
nonlinear operator. The equation of the type 
TP,v +p-‘Q(U) =f, (3.2) 
292 M.A. Noor et al. / Variational inequalities 
for p > 0 a constant, is called the generalized Wiener-Hopf equation, where u E H is to be 
found. For a general discussion and applications of the Wiener-Hopf equations, see, for 
example, [87]. 
Now using Lemma 2.1 and Theorem 3.1, one can easily establish the equivalence between 
the Wiener-Hopf equations (3.2) and the variational inequalities (2.21, see [54,83,84]. 
Theorem 3.2. The variational inequality (2.2) has a solution u if and only if the Wiener-Hopf 
equation (3.2) has a solution u, where 
v=u-p(Tu-f) (3.3) 
and 
u = P@. (34 
Theorem 3.3. For a given linear continuous functional f on H, the variational inequality problem 
(2.2) has a unique solution if and only if the Wiener-Hopf equation (3.2) has a unique solution. 
Proof. See [84]. 0 
Remark 3.4. Theorem 3.1 implies that the variational inequality problem (2.2) is equivalent to 
the fixed-point problem 
u = F(u), 
where 
F(u) =P,[u -p(Tu -f)]. (3.5) 
On the other hand, Theorem 3.2 shows that the Wiener-Hopf equations and the variational 
inequality problem (2.2) are also equivalent. The equivalence among these three different 
problems is important and useful from the numerical analysis point of view and plays a major 
role in suggesting and analyzing various iterative algorithms for computing the approximate 
solutions of variational inequalities. 
The fixed-point problem formulation has been used by many authors [20,64,67,85] to suggest 
the following iterative scheme. 
Algorithm 3.5. For a given u0 E K, compute u, + 1 from the iterative scheme 
U n+l =PJu,-p(Tu,-f)], n=O, 1,2,..., 
where p > 0 satisfies the condition 
O<,<$. 
We remark that the equivalence between the variational inequalities and the Wiener-Hopf 
equations is more general and flexible. By an appropriate rearrangement, we can suggest 
various iterative algorithms. To give an idea, we only consider three cases. 
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(a) We may rewrite the Wiener-Hopf equation (3.2) in the following form: 
Q(u) = (h+)Q@> - 7%~ +f, 
that is, 
u = PKu - TP,u + (I-p-‘)a(~) +f 
=u - Tu + (I-p-‘)Q(u) +f, using (3.4). 
This shows that the variational inequality problem (2.2) is equivalent to the fixed-point problem 
u =u - Tu + (I-p-‘)Q(u) +f, 
where p > 0 is a constant. This formulation enables us to suggest and analyze the following 
method. 
Algorithm 3.6. For a given u0 E H, compute the iterates cl,, + 1 by the following schemes: 
u, = PKV, and u,+~ = u, - Tu, + (I-p-‘)Q(u,) +f. 
(b) If the operator T : H + H is linear and its inverse T-’ exists, then the Wiener-Hopf 
equation (3.2) can be rewritten as 
PKu = -p-lT-‘Q(u) + T-‘f, 
from which it follows that 
u = (I-~-Y~)Q(u) + ~-lf, 
which is another fixed-point problem. This formulation has been used in [83,84] to suggest he 
following iterative method. 
Algorithm 3.7. For a given u0 E H, compute the iterates u,+~ by the scheme 
u n+l = (I-~-~T-~)Q(u,) + T-If, 
where p > $, and u is the coercivity constant of T. 
(c) Since p > 0 is a constant, the Wiener-Hopf equation (3.2) can be rewritten in the form 
Q( 4 = -SF’,+ + of, 
which implies, using the fact Q = I - PK and (3.4), that 
v=PKv-pTPKv+pf=u-p(Tu-f). 
On the basis of this formulation, we have the following algorithm. 
(34 
Algorithm 3.8. For a given u0 E H, compute u,+ 1 by the iterative schemes 
u, = PKUn and u,+~=u,-p(Tu,-f), n=O, 1,2,3 ,..., 
where 0 < p < 2cy/p2. 
For the convergence analysis of these algorithms, see [54]. 
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Remark 3.9. It is clear from the proof of Theorem 3.2 that the Wiener-Hopf equation (3.2) 
follows from the fixed-point problem. Now, we show the converse. 
From (3.6), it follows that 
PKU =PJu -p(Tu -f)], 
We know that 
u = PKV. 
From the above relations, we obtain 
u =p,[u -P(TU +>I, 
which is the fixed-point problem (3.51, showing that the Wiener-Hopf equation (3.2) and the 
fixed-point problem (3.5) are equivalent. 
We note that the scope of Algorithms 3.5-3.8 is limited due to the fact that it is very difficult 
to find the projection of the space into the convex set except in very simple cases. In addition, 
the projection method cannot be applied for other classes of variational inequalities, see 
[43,44]. These facts motivated Noor [43,44] and Glowinski et al. [20] to develop the auxiliary 
principle technique to study the existence of the solution of variational inequalities. This 
technique deals with the auxiliary variational inequality problem and shows that the solution of 
the auxiliary problem is the solution of the variational inequality problem. It turned out that 
this technique is equivalent to finding the minimum of the functional associated with the 
auxiliary variational inequality problem on the convex set in the space. This technique provides 
us with a general framework to suggest and analyze an innovative and novel iterative algorithm 
for computing the solution of variational inequalities. In fact, as a special case, the auxiliary 
principle technique is equivalent to the fixed-point problem as well as to the Wiener-Hopf 
equation. However, the auxiliary principle technique is applicable to study all kind of varia- 
tional inequalities, whereas the projection technique is not. We now convey an idea about the 
auxiliary variational inequality technique. 
For a given u E K, we consider the auxiliary variational inequality problem of finding a 
unique v E K such that 
(v,w-v>>(u,w-v>-~(Tu-f,w-v), forallwEK, (3.7) 
where p > 0 is a constant. It is clear that if u = u, then u is a solution of the variational 
inequality (2.2). 
Remark 3.10. We may rewrite the inequality (3.7) as 
(v - (u -p(Tu -f)), w - v> > 0, 
from which, invoking Lemma 2.1, we have 
U =P,[u -p(Tu -f)]. 
This shows that the auxiliary variational inequality (3.7) is equivalent to a fixed-point problem, 
and we know that the fixed-point problem is equivalent to the Wiener-Hopf equation (3.2). 
Thus we conclude that these techniques are equivalent in this case. However, we remark that 
the auxiliary principle technique can be successfully applied to study the existence of the 
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solution for other classes of variational inequalities, where the projection technique and its 
variant forms fail, see [44,57] for further details. 
Remark 3.11. It is clear that for each u E K and p > 0, u E K satisfying (3.7) is equivalent to 
finding the minimum of the functional J[w], where 
J[w] = ;<w, w> + (p(Tu -f) -u, w>, (3.8) 
which is the quadratic convex differentiable functional associated with the auxiliary variational 
inequality (3.7). This equivalence has been used in [9,56] to suggest general algorithms for some 
classes of variational inequalities. Following the ideas of [9,44,57], we propose and analyze a 
general algorithm. 
For some u E K, we introduce the general auxiliary problem of finding the minimum of F[ w] 
on K in H, where 
F[w] =E(w) + (p(Tu -f) -E’(u), w). (3.9) 
Here E(w) is a convex differentiable functional and p > 0 is a constant. It is obvious that the 
minimum of F[w], defined by (3.9) can be characterized by an auxiliary variational inequality 
(E’(u),w-u)a(E’(u),w-u)-(p(Tu-f),w-u), forallwEK. (3.10) 
It is clear that the inequality (3.7) is a special case of (3.10). We also note that if u = U, then u 
is a solution of the variational inequality (2.2). 
We note that in many applications the problems of type (3.10) occur, which do not arise as a 
result of minimization problems. This motivates the interest of studying problems (3.10) on its 
own, that is, without assuming a priori that these come out as an Euler inequality of an 
extremum problem. The main motivation of this section is to suggest a general auxiliary 
problem and a general algorithm, which includes the previously known results as special cases. 
Auxiliary Problem 3.12. For a given u E K, we consider the general auxiliary problem of finding 
u E K such that 
(A(u), w-u)>((A(u), w-u>-~(7’u-f, W-U), forall WEK, 
and A : H + H is a continuous operator. 
(3.11) 
It is clear that problem (3.7)-(3.10) can be derived from the auxiliary problem (3.11). 
Obviously u = u is a solution of the variational inequality (2.2). 
Based on these observations, we now suggest and analyze the following algorithm for 
variational inequalities. 
Algorithm 3.13. (i) At y1 = 0, start with some initial uO. 
(ii) At step n, solve the auxiliary problem (3.11) with u = v,. Let u,+r denote the solution of 
problem (3.11). 
(iii> If (I u, + 1 - u, II G E, for given E > 0, stop. Otherwise, repeat (ii). 
Remark 3.14. The auxiliary problem proposed is quite general and flexible. By appropriate 
choice of the auxiliary problem and its special cases, one may be able to select a suitable 
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method to solve the variational inequalities and related optimization problems including the 
complementarity problems. The auxiliary problem and algorithm suggested may be extended 
for the multivalued operators and set-valued mappings involving variational inequalities. 
Extending the auxiliary principle technique for various classes of quasi variational inequalities 
and quasi complementarity problems is an open problem. 
4. Sensitivity analysis 
In this section, we consider a perturbed version of variational inequalities defined on the 
convex set in the real Hilbert space. It is well known that a large number of equilibrium 
problems in economics, transportation science and contact problems in elasticity can be studied 
in the framework of variational inequalities. As pointed out in [73], the purpose of sensitivity 
analysis for these problems is three-fold. First, since estimating problem data often introduces 
measurement errors, sensitivity analysis helps in identifying sensitive parameters that should be 
obtained with relatively high accuracy. Second, sensitivity analysis may help to predict the 
future changes of the equilibria as a result of the changes in the governing system. Third, 
sensitivity analysis provides useful information for designing or planning various equilibrium 
systems. Furthermore, from mathematical and engineering points of view, sensitivity properties 
can provide new insight regarding the problem being studied and can stimulate new ideas for 
problem solving. Over the past five years, there has been increasing interest in studying the 
sensitivity analysis of the variational inequalities of type (2.21, see, for example, [14,33,34,73,90]. 
On the other hand, there does not exist any such sensitivity analysis of quasi variational 
inequalities of the type (2.4). To study the sensitivity analysis of the quasi variational inequali- 
ties (2.41, we mainly follow the projection technique of [14], as extended in [53]. This approach 
has a strong geometric flavour. To formulate this problem, let K be an open subset of H in 
which the parameter A takes values and assume that {K,: A E M} is a family of closed convex 
subsets of H. The parametric quasi variational inequality problem is: find u E K,(u) such that 
(T(u, A), u -u) 2 0, for all u EK*(u), (4.1) 
where T(u, A) is a given operator defined on the set of (u, A) with A EM and takes values in 
H. We assume that for some h EM, (4.1) admits a solution U. We want to study those 
conditions under which, for each A in a neighbourhood of A, (2.4) has a unique solution u(A) 
near U and the function u(A) is continuous (Lipschitz continuous) or differentiable. 
We also need the following concepts. 
Definition 4.1. Let T be an operator defined on X x M. Then for all A E M and U, u E X, the 
operator T is said to be 
(a) 1ucaZZy strong monotone if there exists a constant (Y > 0 such that 
(T(u, A) - T(u, A), u - U) > (Y 1) u - u (1’; 
(b) locally Lbschitz continuous if there exists a constant p > 0 such that 
]I T(u, A) - T(v, A) ]I <P ]I u - u 11, 
where X is the closure of a ball in H centered at U. 
(4.2) 
(4.3) 
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In order to prove the main results of this section, we need the following result. 
Lemma 4.2 (M.A. Noor [42]). The function u E K,(u) = m(u) + K, is a solution of the quasi 
variational inequality (4.11, if and only if u is the fixed point of the map 
F(u, A) =m(u) +P,,[u -pT(u, A) -m(u)], for A EM, (4.4) 
for some p > 0, where PK, is the projection of H on the closed convex set K,. 
We are only interested in the case of the solutions of the quasi variational inequality (4.1) 
lying in the interior of X. For this purpose, we consider the map 
F*(u, A) =m(u> +PKAnX [U -pT(u, A) -m(u)], (x, A) EXXM. (4.5) 
In the next result, we show that the map F*(u, A) defined by (4.5) is a contraction with 
respect to U, uniformly in A EM, by using the locally strong monotonicity and Lipschitz 
continuity of the operator T(u, A). This result plays an important part in our discussion. 
Lemma 4.3. For all u, v E X, A E M, we have 
11 F*(u, A) -F*(v, A) II G 8 II u - v II, 
where 
0=(2y+J1-22ap+/32~2)<l, forip-+I< ‘u2e4BB:!yFy2i, -y-C+, 
and CY > 2@/y(l. Here y is the Lipschitz constant of the mapping m. 
Proof. For all u, v E X, A EM, and from (4.3, we have 
IIF*(u, A)-F*(v, A)lI G llm(~)-m(~)II+IIP,nnx[~-pT(~, A)-m(u)] 
-G,nx [u -pT(u, A) -m(u)] II 
<2llm(u) -m(u)11 + 11~ -u-p(T(u, A) - T(u, A))II, 
(4.6) 
since the projection operator PK, n x is nonexpansive. 
Now the operator T(u, A) is both (locally) strong monotone and Lipschitz continuous, so by 
the method of [42], 
]I u - u -p(T(u, A) - T(u, A)) II2 < (1 - 2cyp + p”p”) II u - v 112. 
From (4.6) and (4.7), we obtain 
]]F*(u, A) -F*(u, A)]] < (2r+ ~l-2ap+~2p2)llu-vll 
= (27 + t(p)) II z.4 - u II = 8 II u - u IO 
where 
(4.7) 
0 = 2y + t(p), t(p) = \il - 2ap +p’p” . 
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We have to show that 0 < 1. It is clear that t(p) assumes its minimum value for 5 = a/P2 
with t(p) = \/1_. For p = ,Z, 2y + t(p) < 1 implies that y < i. Thus it follows that 8< 1 
for all p with 
&I’ - 4p2( y - y2) 
P2 ) 
a > 2 B/m and y < $, 
from which it follows that the map F*(u, A) defined by (4.5) is a contraction map. 0 
Remark 4.4. From Lemma 4.3, it follows that 0 < 1, so for every A EM, the map F “(u, A) 
defined by (4.5) has a unique fixed point u(A), that is, u(A) = F*(u, A). Also by assumption U, 
for A = A, is a solution of the quasi variational inequality (4.1). Again by an application of 
Lemma 4.2, it follows that U is a fixed point of F *(_u, A) and it is also a fixed point of F “(u, h). 
Consequently, we conclude that u(i) = ii = F *(u(A), h>. 
Using Lemma 4.2 and the techniques of [14], we can prove the following results. 
Lemma 4.5. Zf the operator T(E, A), the maps A + PKin x[U - pT(ti, h) - m(E)] and m(u) are 
continuous (or Lipschitz continuous), then u(A) is continuous (or Lipschitz continuous) at A = h. 
Lemma 4.6. Zf the assumptions of Lemma 4.5 hold, then there exists a neighbourhood N c M of h 
such that for A E N, u(A) is the unique solution of the parametric quasi variational inequality (4.1) 
in the interior of X. 
We now state and prove the main result of this section. 
Theorem 4.7. Let U be the solution of the parametric quasi variational inequality (4.1) at A = h 
and T(u, A) be the locally strong monotone Lipschitz continuous operator for all u, u E X. Zf the 
operator T(E, A), the maps A + PKAnx[ii - pT(ti, h) - m(u)], and m(E) are continuous (or 
Lipschitz continuous) at A = h, then there exists a neighbourhood N c M of h such that for A E N, 
the quasi variational inequality (4.1) has a unique solution u(A) in the interior of X, u(A) = ii and 
u(A) is continuous (or Lipschitz continuous) at A = h. Here m is the point-to-point mapping. 
Proof. The proof follows from Lemmas 4.5 and 4.6 and Remark 4.4. 0 
Remark 4.8. We note that if the point-to-point mapping m is zero, then the parametric quasi 
variational inequality (4.1) reduces to the variational inequality problem of finding u E K, such 
that 
(T(u, A), U-U) 2 0, for all u EKE, 
and our results are exactly the same as proved in [14]. Similarly, using the ideas and techniques 
of [14], one can prove that the function u(A) as defined through Theorem 4.7 is continuously 
differentiable on some neighbourhood N of A, if the point-to-point mapping m is differen- 
tiable. 
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The quasi complementarity problem is to find u E K(u) such that 
T(u, A) E&C*(U) and (u, T(u, h)) = 0, (4.8) 
where K *(u> is the polar cone of the convex cone K(u) in H. This problem is due to [17,49]. It 
has been shown in [6,49] that the quasi complementarity problem (4.8) may be characterized by 
the parametric quasi variational inequality (4.1). Hence Theorem 4.7 can be used to study the 
sensitivity analysis for the parametric quasi complementarity problems of the type (4.8). 
The development of the parametric variational inequalities theory is very weak at present 
and much more work is needed in this direction. Qiu and Magnanti [73] have shown that the 
sensitivity analysis for variational inequalities can be studied by removing the local uniqueness 
requirement. 
5. Generalizations 
We note that variational inequality theory so far developed in the previous sections is only 
applicable to study the constrained boundary value problems of even order. In this section, we 
consider and study a new class of variational inequalities, which enables us to study both the 
odd- and even-orders constrained boundary value problems in a unified framework. 
For a given linear continuous functional f on H, and T, g : H + H continuous operators, we 
consider the problem of finding the minimum of the functional I[u] on the closed convex set K 
in H, where 
+] = (Tu, g(u)) -%f, s(u)>, (5.1) 
where g(v) E K for all u E H. The functional I[ u], defined by (5.11, is called the generalized 
energy (potential) functional. Note that for g = I, the identity operator, the functional I[ u] is the 
standard energy functional, which has been studied extensively. 
We need the following concepts and definitions. 
Definition 5.1. An operator T : H *H is said to be 
(i) g-positive definite if there exists a constant (Y > 0 such that 
(Tu, g(u)> >allg(u)ll*, for all UEH; 
(ii> g-positive if 
(EL, g(u)) 2 0, for all u E H; 
(iii) g-symmetric if 
(Tu, g(u)> = (g(u), Tc), for all u, u EH. 
Note that g-positive definite implies the g-positivity, but the converse is not true. 
We now study those conditions under which the minimum of I[u], defined by (5.1), on the 
convex set K in H can be characterized by a class of variational inequalities. In this respect, we 
have the following result. 
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Theorem 5.2. If the linear operator T is g-positive, g-symmetric and g is a linear operator, then 
u E H such that g(u) E K and 
(Tu, g(v) -g(u)) 2 (f, g(v) -g(u)>, forallg(v) EK, (54 
if and only if u E H minimizes the functional I[ul, defined by (5.11, on the conuex set K in H. 
The inequality (5.2) is known as the general variational inequality, which was introduced and 
investigated in [46,56] to study the odd-order obstacle problems. It is well known that a wide 
class of linear and nonlinear problems arising in mathematical, physical and engineering 
sciences can be studied either in the terms of (5.1) or (5.2). To illustrate this, we consider the 
third-order two-point obstacle problem 
d3u 
-- 
dx3 
>f, in a, 
I 
u(x) 2 +(x)7 in a, 
d3u 
[ 1 d~3 +f [u(x) -$,(x)1 =O, in a, 
(5.3) 
u(0) = 0, u’(0) = u’(1) = 0, J 
where 0 = [0, l] is a domain and $(x1 is the given obstacle function. To study the problem 
(5.3) via the variational inequality technique, we define 
K = {u E Hi(O): u(x) 2 I/J(X) on .R}, (5 *4) 
which is a closed convex set in H$(O>. Now one can easily show that the general energy 
(potential) functional Z[v] associated with the obstacle problem (5.3) is given by 
I[v] = -((s)(g) dx-2/0'f(;) dx 
dx - 2 ju1 idv) f dx dx = (TLI, g(v)) -%f, g(v)), P-5) 
where 
(Tu, g(u)> = a$ Sk (5.6) 
(f, g(4) = /,lf( $)dXY (5.7) 
with g = d/dx the linear operator. 
It is obvious that the operator T defined by the relation (5.6) is g-symmetric, g-positive and 
the operator g is linear. Thus it follows from Theorem 5.2 that the minimum of the potential 
functional I[u], defined by (5.5), associated with the obstacle problem (5.3) on the closed 
convex set K in Hi can be characterized by the general variational inequality (5.2). 
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We now discuss some special cases. 
(I) If g(u)=uEK, th a is, g = I, the identity operator, then problem (5.2) is equivalent to t 
finding u E K such that (2.2) holds. 
(II) If K * = {u E H: ( u, ~12 0, for all u E K) is a polar cone of the convex cone in H and 
K cg(K), then problem (5.2) is equivalent to finding u E H such that 
g(u) EK, (Tu -f) gK*, (E.4 -f, g(u)) = 0. (5.8) 
Problem (5.8) is known as the general nonlinear complementarity problem which is mainly due 
to Oettli [68]. Note that if K = iw:, the first orthant, then the problem (5.8) reduces to finding 
u E H such that 
g(u) > 0, (7’~ -f) E K*, (Tu -f, g(u)) = 0. (5 *9) 
If g =I, the identity operator, then we have the standard generalized complementarity 
problem. If g(u) = u -m(u), where m is a point-to-point mapping, then problem (5.9) is 
equivalent to finding u E H such that 
u-rn(u)>O, (Tu-+K*, (Tu-f,u-m(u))=O, 
which are called generalized quasi (implicit) complementarity problems, see [49,70]. In fact, 
problem (5.2) is more general and includes many linear and nonlinear problems as special 
cases. Note also the symmetry role played by the mappings T and g, if K = K * = rW:. 
Using Lemma 2.1, one can easily show that the general variational inequality (5.2) is 
equivalent to a fixed-point problem. 
Lemma 5.3 (M.A. Noor [46]). The function u E H such that g(u) E K and (5.2) holds, if and only 
if u E H satisfies the relation 
g(u) =P,[g(u) -p(Tu -f)L 
which can be written as 
u = u -g(u) + pK[g(u) - P(TU -f>l) 
where p > 0 is a constant. 
This equivalence has been used in [46] to suggest an iterative scheme for computing the 
approximate solution of the general variational inequality (5.2). 
Algorithm 5.4 (M.A. Noor [46]). Given u0 E H, compute u, + 1 by the iterative scheme 
U n+1= ~,-g(u~)+P~[g(u~)-~(Tu,-f)], n=O, W,..., 
where p > 0 is a constant and PK is the projection of H into K. 
For the convergence analysis and other details, see [46,56]. Note that, if g = I, the identity 
operator, then Algorithm 5.4 is exactly the same as Algorithm 3.5. 
Related to the general variational inequality problem (5.21, we consider the problem of 
finding z E H such that 
Tg-IP,z +p-‘Qz =f, (5.10) 
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where p > 0 is a constant and g-’ is the inverse of the operator g. The equations of the type 
(5.10) are called the general Wiener-Hopf equations. Note that if g = I, the identity operator, 
then (5.10) are known as the Wiener-Hopf equations (3.2). 
Using Lemma 5.3 and the techniques of [54,84], one can prove that the general variational 
inequality problem (5.2) and the general Wiener-Hopf equations (5.10) are equivalent. 
Theorem 5.5. The general variational inequality (5.2) has solution u E H such that g(u) E K, if 
and only if the general Wiener-Hopf equation (5.10) has a solution z E H, where 
2 =g(u) -p(Tu -f) (5.11) 
and 
g(u) ‘PKZ. (5.12) 
It is obvious that Theorem 5.5 implies that the general variational inequality problem (5.2) 
and the Wiener-Hopf equation (5.10) are equivalent. We use this equivalence to suggest and 
analyze a number of new iterative schemes for solving general variational inequalities (5.2). 
(I) The Wiener-Hopf equation (5.10) can be written as 
Qz= -p(Tg-‘P,z-f), 
from which it follows that 
z =PKz -p(Tg-‘P,z -f) =g(u) -p(Tu -f), using (5.12). (5.13) 
This shows that the Wiener-Hopf equation (5.10) is equivalent to the fixed-point problem 
F(z) =g(u) -p(Tu -f), where g(u) =PKz. 
This formulation enables us to suggest the following iterative algorithm for solving varia- 
tional inequalities of the type (5.2). 
Algorithm 5.6. For a given z0 E H, find z,+ I by the iterative schemes 
g(%l) =pICzll 
and 
(5.14) 
Z F-Z+1 =g(u,) -p(Tu, -f), n =0, 1, 2,..., 
where p > 0 is a constant and PK is the projection of H into K. 
(5.15) 
(II) We may rewrite the Wiener-Hopf equation (5.10) in the following form: 
Qz=(Z-p-l)Qz-Tg-lPKz+f, 
which implies that 
z = PKz - Tg-‘P, z + (Z-p-‘)Qz +f 
=g(u) - (Tu -f) + (Z-p-‘)Qz, using (5.12). 
Using this formulation, we can suggest the following iterative scheme for solving the 
variational inequalities (5.2). 
MA. Noor et al. / Variational inequalities 303 
Algorithm 5.7. For a given z0 E H, compute z,, L by the following iterative schemes: 
g&l) ‘PK% 
and 
2 fl+t =g(u,) -p(Tu, -f) + (I-p-l)Qz,, y1 =o, 1, 2 )...) 
where p > 0 is a constant and Q = I -PK. 
(III) If T-’ exists, then the Wiener-Hopf equation (5.10) may be written as 
PKz = -p-lgT-‘Qz +gT-‘f, 
from which it follows that 
z = (I-p-‘gT_‘)Qz +gT-‘f. 
This formulation enables us to suggest the following iterative method. 
Algorithm 5.8. For a given z0 E H, compute z, + 1 by the iterative scheme 
Z n+l = (I-p-‘gT-‘)Qz, +gT-‘f, n =O, 1, 2 ,..., 
where p is a constant. 
Remark 5.9. We note that if g = I, the identity operator, then Algorithms 5.6-5.8 reduce to 
Algorithms 3.5-3.8. 
In a similar way, we may consider the general quasi variational inequality problem. Given a 
point-to-set mapping K : u + K(u), which associates a closed convex set K(u) of H with any 
element of H, consider a problem of finding u E H such that g(u) E K(u) and 
(Tu -f, g(w) -g(u)> 2 0, for all g(w) EK(~). (5.16) 
Problem (5.16) is mainly due to [47]. In particular, if the point-to-set mapping K(u) is 
independent of u, that is, if K(u) = K (say), then problem (5.16) is exactly the same as problem 
(5.2). 
Let PK(u) be the projection of H into K(u) and QKCu) = I - P,+,,, where I is the identity 
operator. We now consider the problem of finding z E H such that 
Tg- ‘P K(u)z + P-‘Q,vcu,z=fl (5.17) 
where p > 0 is a constant. The equations of type (5.17) are called the implicit Wiener-Hopf 
equations. Note that if K(u) is independent of the solution u, that is, K(u) = K, then problem 
(5.17) is equivalent to finding L’ E H such that (5.10) holds. Using essentially the projection 
technique, one can easily prove the equivalence between the general quasi variational inequal- 
ity (5.16) and the implicit Wiener-Hopf equations (5.17). This equivalence can be used to 
suggest a number of new iterative methods for solving general quasi variational inequalities. 
For more details regarding the iterative algorithms and sensitivity analysis, see [60]. 
The auxiliary principle technique discussed in Section 3 can be extended to study the 
existence of the solution of the general variational inequalities (5.2). This suggests an innovative 
and novel iterative algorithm for solving general variational inequalities. The extension of the 
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auxiliary principle technique to the quasi variational inequalities is still an open problem. In 
fact, the development of general variational inequalities is very weak both from theoretical and 
computational points of view. 
6. Variational inequalities for fuzzy mappings 
In recent years, the fuzzy sets and mappings are being used increasingly in computer science, 
control engineering, decision and management sciences. In this section, we introduce the 
concept of variational inequalities for fuzzy mappings which can be extended for other classes. 
We denote the collection of all fuzzy sets on H by F(H) = {U : H + I= [0, 11). A mapping T 
from K into F(H) is called a fuzzy mapping. If T : K -+ F(H) is a fuzzy mapping, then T(u), 
u E K, (denoted sometimes by T,) is a fuzzy set in F(H) and T(u, v) is the degree of 
membership of u in T(u). For more details, see, for example, [92]. 
Let A E F(H), 6 E (0, 11, then the set 
(A),={u~H:A(l.l)>6} 
is said to be a &cut set (S-level set) of A. 
We now consider the following problem. 
Problem 6.1. For a given fuzzy mapping T : K + F(H), we consider the problem of finding 
u EK such that z E (T(u)), and 
(z, w-u) >O, for all wEK. (6.1) 
The inequality of type (6.1) is called the variational inequality for fuzzy mappings. 
We also need the following concepts. 
Definition 6.2. A fuzzy mapping T : K --) F(H) is called 
(a) F-strong monotone if for all X, y E H and u, v E K with T(u, x) > 0 and T(v, y) > 0, 
there exists a constant (Y E (0, 1) such that 
(u-u, X-Y> ~~llx-Yl12; 
(b) F-Lipschitz continuous if for all X, y E H and U, v E K with T(u, x) > 0 and T(v, y) > 0, 
there exists a constant p E (0, 1) such that 
IIU-VII GPIIX-Y Il. 
We note that for p = 1, the fuzzy mapping T is called nonexpansive. In particular, it follows 
that (Y G p. 
We also need the following results; the first one is the analogue of the contraction mapping 
theorem. 
Lemma 6.3 (M.A. Noor [62]). Let T : K + F( H) be an F-Lipschitz continuous mapping; then 
there exists a point u E K such that u E (T(u)),, that is, u is a jiied point of the fuzzy mapping T. 
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Lemma 6.4. Let K be a closed convex set of H. Then (u, z) is a solution of (6.1) if and only if 
(u, z) satisfies the relations 
L4 =P,[u -pz] (6.2) 
and 
z E (TW& 
where p > 0 is a constant and PK is the projection of H into K. 
Lemma 6.4 implies that problem (6.1) is equivalent to the fixed-point problem for fuzzy 
mappings of the following type: 
u = G(u) =P,Ju -pz] (6.3) 
and 
= E (T(u)),* (6.4) 
This formulation enables us to suggest an iterative method of the following type. 
Algorithm 6.5. For a given u0 E K such that z0 E (T(u)),, compute u,+~ by the iterative 
scheme 
and 
U n+l =P&, -P=,l (6.5) 
2, E (T(u,))~, n = O,l, 2 ,... . (6.6) 
We now study those conditions under which the approximate solution obtained from (6.5) 
and (6.6) converges to the exact solution of (6.1). 
Theorem 6.6. Let (u,+~, w,+~> and ( u, w) be the solutions of (6.5) and (6.11, respectively. If the 
fuzzy mapping T : K --) F(H) is both F-strong monotone and F-Lipschitz continuous, then 
U nfl +u, strongly in H, 
and 
Z n+1*=, strongly in H, 
for 0 <p < 2a/p2, where cy, p E (0, 1). 
Proof. From Lemma 6.4, we know that (u, w) satisfying (6.1) is also a solution of (6.3) and 
conversely. Thus from (6.3) and (6.51, we obtain 
II u n+l --I?= IIP,[U, -PZ,] -p&t -PZ] II2 
< nun-U-p(zn- 2) II2 < (1 - 2pa + P2P2) II u, -u 112, 
using the F-strong monotonicity and F-Lipschitz continuity of the fuzzy mapping T. Hence, 
II u n+l-UII ~~llU,-4l, 
with 8 = {l - 2c~p + /3’p’ < 1 for 0 <p < ~cx/@*, 
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Since 8 < 1, it follows that the fuzzy mapping G(u), defined by (6.31, has a fixed point such 
that u E (T(u)),, by Lemma 6.3. 
Moreover, it also implies that u, +, --) u and z, + 1 -+zstronglyinHforO<p<2a/P*;thus 
the required result follows. q 
We remark that fuzzy set theory provides a strict mathematical framework in which vague 
conceptual phenomena can be studied precisely and rigorously. Fuzziness has so far not been 
defined uniquely semantically, and probably never will. It will mean different things, depending 
on the application area and the way it is measured. Consequently, it is clear that the concept of 
variational inequalities can be defined differently depending upon the area in which one seeks 
to study these concepts. Much work is needed to develop the variational inequalities theory for 
the fuzzy mappings and its applications in this interesting discipline. 
7. Finite-element approximation and error estimates 
In recent years, various numerical techniques including finite-element methods are being 
applied to find the approximate solution of variational inequalities. In order to construct a 
general numerical scheme for such problems, a variational principle related to the boundary 
value problems is constructed. This involves a variational inequality defined on an admissible 
space that satisfies the constraint conditions. The recent development of the finite-element 
method has had a unifying effect in solving variational inequalities. It is applicable to both 
linear and nonlinear problems and accommodates changes in geometry and boundary condi- 
tions. For more details, see [8,20,25,31,55]. There are two basic methods to obtain the error 
estimates, which are mainly due to Falk [18] and Mosco and Strang [40]. We here give only the 
basic ideas involving these approaches. 
In this section, we use the finite-element technique to derive the error estimates for the 
approximate solution of variational inequalities. To do so, we consider a finite-dimensional 
subspace S, CH and a finite-dimensional convex set K, of H. Note that we do not assume that 
K&K. 
The variational inequality (2.2) can in practice seldom be solved, and so, approximations uh 
to u from a finite-dimensional convex subset K, are sought. Thus the approximate problem is 
to find uh E K, such that 
@u,,, w~-u~)>(~,w~-u~), forallw,EKh. (7.1) 
We remark that the definitions of S, and K, are ambiguous at this stage, because their 
precise definitions depend upon characteristics of the constraint and the type of the finite-ele- 
ment approximation. The parameter h is related to the dimension of S, and is known as the 
mesh parameter. 
We now derive the general error estimate for u - u,,, which is the main motivation of our 
next result. 
Theorem 7.1. Let K and K, be closed convex subsets of H. Let u E K and uh E K, be the 
solutions of the variational inequalities (2.2) and (7.1), respectively. Then, for every w E K and 
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wh E K,, we have for 
(i) K, P K: 
(Tu - Tu,, u-u,)<(Tu-Tu,,w-w,)+(Tu-f,w,-u+w-u,); (7.2) 
(ii) K, c K: 
(Tu - Tu,, u-w,)<(Tu-Tu,,u-w,)+(Tu-f,w,-u). (7.3) 
Remark 7.2. In particular, if K = H and K, = sh, the estimates (7.2) and (7.3) become 
(Tu - i%,, U-Uh),<(TU-TUh,U-wh), forallw,ESh, 
from which it follows that 
llu-_hI) ~c~)Iu-wh~~~ forallwhEShy 
a standard result in finite-element theory, see, for example, [S&9]. 
We now discuss the main idea of the technique of [40]. First of all, we note that in certain 
cases the equality holds instead of inequality in (2.2). This happens when w, as well as 2~ - w, 
also lies in K. In this case, we get 
(Tu,w-u)=(f,w-u). (7.4) 
Furthermore, let M and Mh be the cones composed of nonnegative functions on H and its 
subspace S,*. Let +h be the interpolant of $ such that I)~ agrees at all the vertices of the 
triangulation of the domain. Then, one can see that 
u=U-$ is in M and &,=uh-$,, isin Mh. 
From these relations, we obtain 
u-uu,=u-uu,+$--_h. (7.5) 
We also need the following result of [40], which is known as the one-sided approximation 
result. 
Lemma 7.3. Suppose that U > 0 in the polygon (plane) 0 and U lies in H,‘(R) n H*(n). Then, 
there exists a Vh in S, such that 
OGV,GU, in 0, 
and 
IIU- V, II ichllullz. (7.6) 
We now state the main result of this section. 
Theorem 7.4 (Mosco and Strang [40]). Let the nonlinear operator T be strong monotone and 
Lipschitz continuous. If V, E Mh and 2U - V, E M, then 
11 u - uh 11 < c{ 11 Ic, - $,, 11 + 11 U - V, II}, 
where u E K and uh E K, are the solutions of (2.2) and (7.11, respectively. 
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These two basic techniques have been extended and modified to derive the error estimates 
for the finite-element approximations of the variational inequalities involving complicated 
problems, see, for instance, [25,31,45,48,71]. In spite of all these efforts, there are still many 
open questions deserving further study in the finite-element analysis of quasi variational 
inequalities and general variational inequalities studied in Sections 3 and 5. In particular, no 
error estimates exist for the general variational inequalities. A complete numerical analysis of 
such difficult problems is not yet available. 
Furthermore, we like to mention a recently developed numerical method for solving obstacle 
and unilateral problems. If the obstacle function is known, then, using an idea of [36], one can 
characterize the variational inequalities (2.2) related to the obstacle problem by a sequence of 
variational equations as 
Vu, u> + (+ - $)(u - $I), u) = (f, u>, 
for all u E H, where y(t) is a discontinuous function defined by 
known as the penalty function and $ < 0 is defined on the boundary of the domain. For its 
application, see [30,63,66]. For related work, see also [72], where similar problems are solved 
numerically using Algorithm 3.7. It would be of interest to compare Algorithms 3.5-3.7 to the 
penalty function method presented in 
inequalities. 
[30,63,66] and other standard techniques of variational 
8. Conclusion and future research 
In this paper, we have reviewed the state-of-the-art in the theory, computation and applica- 
tions of variational inequalities. The study of this area is a fruitful and growing field of 
intellectual endeavour. While our main aim in this study has been to describe the basic ideas 
and techniques which have been used to develop the up-to-date theory of variational inequali- 
ties, the foundation we have laid is quite broad and general. The general theories and results 
surveyed in this paper can be used to formulate variational principles and computational 
methods for a wide range of moving, free and equilibrium problems arising in fluid flow 
through porous media, elasticity, transportation science and economics. It is true that each of 
these areas of applications require special consideration of peculiarities of the physical problem 
at hand and the inequalities that model it. However, many of the concepts and techniques we 
have discussed are fundamental to all of these applications. 
Nevertheless, there are several topics that we have not dealt with in this paper that pertain 
to variational inequalities. For example, we have not discussed the regularity of the existence of 
the solution, see [32]. The regularity of the solution plays a crucial part in the derivation of the 
error estimate for the finite-element approximations of variational inequalities. The regularity 
problem for the quasi variational inequalities and the general variational inequalities is mainly 
an open problem. This is one of the reasons that no finite-element error estimate has been 
obtained so far. 
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Optimal shape optimization is a branch of the calculus of variations and has many practical 
applications in industry. In spite of their importance, little research has been carried out in this 
direction. For variational inequality problems, see [5,24] and the references therein. This 
subject is very recent and offers great opportunities for further research. 
The theory of quasi variational inequalities and general variational inequalities does not 
appear to have developed to an extent that it provides a complete framework for studying these 
problems. As illustrated in [16,22,59&l], these problems can be very useful in practice. Much 
more research is needed in all these areas to develop a sound basis for applications. We have 
not treated variational inequalities for time-dependent problems. We have also not considered 
the spectrum analysis of the variational inequalities. For related work, see [66,75,77,78,80,81], 
where one can find global variational methods for variational problems of more than one 
variable. 
In fact, this field has been continuing and will continue to foster new, innovative and novel 
applications in various branches of pure and applied sciences. We have given only a brief 
introduction of this fast growing field. The interested reader is advised to explore this field 
further. It is our hope that this brief introduction may inspire and motivate the reader to 
discover new and interesting applications of this theory in other areas of sciences. For some 
recent developments, see [93-991. 
References 
[l] H.B. Ahn, Iterative methods for linear complementarity problems with upper bounds on primary variables, 
Math. Programming 26 (1983) 295-315. 
[2] C. Baiocchi and A. Capelo, Variationa/ and Quasi-Variational Inequalities (Wiley, New York, 1984). 
[3] A. Bensoussan and J.L. Lions, Applications des Inequations Variationelles en Control et Stochastiques (Dunod, 
Paris, 19781. 
[4] D.P. Bertsekas and E.M. Gafni, Projection methods for variational inequalities with applications to the traffic 
assignment problem, Math. Prog. Study 17 (1982) 139-159. 
[5] R. Butt, Optimal shape design for differential inequalities, Ph.D. Thesis, School of Math., Univ. Leeds, 1988. 
[6] D. Chan and J.S. Pang, The generalized quasi variational inequalities problems, Math. Oper. Res. 7 (1982) 
21 l-222. 
[7] S. Chang and Y. Zhu, On variational inequalities for fuzzy mappings, Fuzzy Sets and Systems 32 (1989) 359-367. 
[8] P.G. Ciarlet, The Finite Element Method for Elliptic Problems, Stud. Math. Appl. 4 (North-Holland, Amsterdam, 
19781. 
[9] G. Cohen, Auxiliary problem principle extended to variational inequalities, J. Optim. Theory Appl. 59 (1988) 
32.5-333. 
[lo] R.W. Cottle and G.B. Dantzig, Complementarity pivot theory of mathematical programming, Linear Algebra 
Appl. 1 (1968) 103-105. 
[ll] R.W. Cottle, F. Giannessi and J.-L. Lions, Variational Inequalities and Complementarity Problems: Theory and 
Applications (Wiley, New York, 1980). 
1121 J. Crank, Free and Moving Boundary Problems (Clarendon Press, Oxford, 1984). 
1131 S. Dafermos, Traffic equilibria and variational inequalities, Transportation Sci. 14 (1980) 42-54. 
1141 S. Dafermos, Sensitivity analysis in variational inequalities, Math. Oper. Res. 13 (1988) 421-434. 
[15] S. Dafermos, Exchange price equilibria and variational inequalities, Math. Programming 46 (1990) 391-402. 
[16] M. De Luca and A. Maugeri, Quasi-variational inequalities and applications to the traffic equilibrium problem; 
discussion of a paradox, J. Comput. Appl. Math. 28 (1989) 163-171. 
1171 I. Dolcetta, Sistemi di complementarita a disequaglianze variationale, Ph.D. Thesis, Univ. Rome, 1972. 
[18] R.S. Falk, Error estimates for the approximation of a class of variational inequalities, Math. Comp. 28 (1974) 
963-972. 
310 M.A. Noor et al. / Variational inequalities 
[19] G. Fichera, Problemi elastostatici con vincoli unilaterali: il problema di Signorini con ambigue condizioni al 
contorno, Atti Accad. Naz. Lincei Mem. Cl. Sci. Fis. Mat. Natur. Sez. la 7 (8) (1963-64) 91-140. 
[20] R. Glowinski, J.-L. Lions and R. Trtmoli&res, Numerical Analysis of Variational Inequalities, Stud. Math. Appl. 
8 (North-Holland, Amsterdam, 1981). 
[21] P.T. Harker, Predicting Zntercity Freight Flows (VNU Science Press, Utrecht, 1987). 
[22] P.T. Harker, Generalized Nash games and quasi variational inequalities, European J. Oper. Res., to appear. 
[23] P.T. Harker and J.S. Pang, Finite-dimensional variational inequality and nonlinear complementarity problems: a 
survey of theory, algorithms and applications, Math. Programming 48 (1990) 161-220. 
1241 J. Haslinger and P. Neittaanmlki, Finite Element Aproximation for Optimal Shape Design, Theory and Applica- 
tions (Wiley, New York, 1988). 
[25] I. HlavaEek, J. Haslinger, J. Necas and J. Lovisek, Solution of Variational Inequalities in Mechanics (Springer, 
Berlin, 1988). 
[26] G. Isac and D. Goeleven, Existence theorems for the implicit complementarity problem, to appear. 
[27] G. Isac and M. Kostreva, The generalized order complementarity problem, J. Optim. Theory Appl., to appear. 
[28] G. Isac and M. Thera, Complementarity problem and the existence of the post-critical equilibrium state of the 
thin elastic plate, J. Optim. Theory Appl. 58 (1988) 241-257. 
1291 S. Karamard’ian, Generalized complementarity problem, J. Optim. Theory Appl. 8 (1971) 161-168. 
[30] A.K. Khalifa and M.A. Noor, Quintic splines solutions of a class of contact problems, Math. Comput. Modelling 
13 (1990) 51-58. 
[31] N. Kikuchi and J.T. Oden, Contact Problems in Elasticity (SIAM, Philadelphia, PA, 1988). 
[32] D. Kinderlehrer and G. Stampacchia, An Introduction to Variational Inequalities and their Applications 
(Academic Press, New York, 1980). 
[33] J. Kyparisis, Sensitivity analysis framework for variational inequalities, Math. Programming 38 (1987) 203-213. 
[34] J. Kyparisis, Perturbed solutions of variational inequality problems over polyhedral sets, J. Optim. Theory Appl. 
57 (1988) 295-305. 
[35] C.E. Lemke, Bimatrix equilibrium points and mathematical programming, Management Sci. 11 (1965) 681-689. 
[36] H. Lewy and G. Stampacchia, On the regularity of the solutions of the variational inequalities, Comm. Pure 
Appl. Math. 22 (1969) 153-188. 
[37] J.-L. Lions, Optimal Control of Systems Governed by Partial Differential Equations (Springer, Berlin, 1971). 
[38] 0. Mancino and G. Stampacchia, Convex programming and variational inequalities, J. Optim. Theory Appl. 9 
(1972) 3-23. 
[39] U. Mosco, Implicit variational problems and quasi variational inequalities, in: Nonlinear Operators and the 
Calculus of Variations, Lecture Notes in Math. 543 (Springer, New York, 1976) 83-126. 
[40] U. Mosco and G. Strang, One-sided approximation and variational inequalities, Bull. Amer. Math. Sot. 80 
(1974) 308-312. 
[41] M.A. Noor, On variational inequalities, Ph.D. Thesis, Brunei Univ., 1975. 
[42] M.A. Noor, An iterative scheme for a class of quasi variational inequalities, J. Math. Anal. Appl. 110 (1985) 
463-468. 
[43] M.A. Noor, Variational inequalities related with a Signorini problem, C.R. Math. Rep. Acad. Sci. Canada 7 
(1985) 267-272. 
[44] M.A. Noor, General nonlinear variational inequalities, J. Math. Anal. Appl. 126 (1987) 78-84. 
[45] M.A. Noor, On a class of variational inequalities, J. Math. Anal. Apl. 128 (1987) 138-155. 
[46] M.A. Noor, General variational inequalities, Appl. Math. Lett. 1 (1988) 119-122. 
[47] M.A. Noor, Quasi variational inequalities, Appl. Math. Lett. 1 (1988) 367-370. 
[48] M.A. Noor, Nonlinear variational inequalities in elastostatics, Znternat. J. Engrg. Sci. 26 (1988) 1043-1051. 
[49] M.A. Noor, Convergence analysis of the iterative methods for quasi complementarity problems, Znternat. J. 
Math. Math. Sci. 11 (1988) 319-344. 
[50] M.A. Noor, Iterative methods for a class of complementarity problems, J. Math. Anal. Appl. 133 (1988) 366-382. 
[51] M.A. Noor, Nonlinear quasi complementarity problems, Appl. Math. Lett. 2 (1989) 251-254. 
[52] M.A. Noor, An iterative algorithm for variational inequalities, J. Math. Anal. Appl. 158 (1991) 448-455. 
[53] M.A. Noor, Some classes of variational inequalities, in: Th.M. Rassias, Ed., Constantin Caratheodory: An 
International Tribute (World Scientific, Singapore, 1991) 996-1019. 
[54] M.A. Noor, Iterative methods for quasi-variational inequalities, Panamer. Math. J. 2 (2) (1992) 17-26. 
M.A. Noor et al. / Variational inequalities 311 
[55] M.A. Noor, Finite element estimates for a class of nonlinear variational inequalities, Internat. J. Math. Math. 
Sci., to appear. 
[56] M.A. Noor, General algorithm and sensitivity analysis for variational inequalities, J. Appl. Math. Stochastic 
Anal. 5 (1) (1992) 29-42. 
[57] M.A. Noor, General algorithm for variational inequalities (I), Math. Japon. 38 (1993) 47-53. 
[58] M.A. Noor, General nonlinear complementarity problems, in: Th.M. Rassias and H.M. Srivastava, Eds., 
Analysis, Geometry and Groups: A Riemann Legacy Volume (Hardonic, to appear). 
[59] M.A. Noor, General auxiliary principle and variational inequalities, to appear. 
[60] M.A. Noor, Iterative methods and sensitivity analysis for general quasi variational inequalities, J. Nat. Geometry 
3 (1) (1993) 399.58. 
[61] M.A. Noor, Wiener-Hopf equations and variational inequalities, J. Optim. Theory Appl., to appear. 
[62] M.A. Noor, Variational inequalities for fuzzy mappings (I), Fuzzy Sets and Systems 55 (3) (1993) 309-312. 
[63] M.A. Noor and A.K. Khalifa, Cubic splines collocation methods for unilateral problems, Internat. J Engrg. Sci. 
25 (1987) 1527-1530. 
[64] M.A. Noor and K.I. Noor, Iterative methods for variational inequalities and nonlinear programming, Oper. Res. 
Verfahren 31 (1979) 455-463. 
[65] M.A. Noor, K.I. Noor and Th.M. Rassias, Invitation to variational inequallities, in: Th.M. Rassias and H.M. 
Srivastava, Eds., Analysis, Geometry and Groups: A Riemann Legacy Volume (Hardonic, to appear). 
[66] M.A. Noor and S.I.A. Tirmizi, Finite difference techniques for solving obstacle problems, Appl. Math. Lett. 1 
(1988) 267-271. 
[67] J.T. Oden and N. Kikuchi, Theory of variational inequalities with applications to flow through porous media, 
Internat. J. Engrg. Sci. 18 (1980) 1173-1284. 
[68] W. Oettli, Some remarks on general complementarity problems and quasi-variational inequalities, Preprint, 
Univ. Mannheim, 1987. 
[69] P.D. Panagiotopoulos, Inequality Problems in Mechanics and Applications (Birkhauser, Boston, 1985). 
[70] J.S. Pang, On the convergence of a basic iterative method for the implicit complementarity problem, J. Optim. 
Theory Appl. 37 (1982) 149-162. 
[71] E.B. Pires and J.T. Oden, Error estimates for the approximations of a class of variational inequalities arising in 
unilateral problems with friction, Numer. Funct. Anal. Optim. 4 (1981/82) 397-412. 
[72] A. Pitonyak, P. Shi and M. Shillor, On an iterative method for variational inequalities, Numer. Math. 58 (1990) 
231-242. 
[73] Y. Qiu and T.L. Magnanti, Sensitivity analysis for variational inequalities defined on polyhedral sets, Math. 
Oper. Res. 14 (1989) 410-432. 
[74] G.M. Rassias and Th.M. Rassias, Eds., Differential Geometry, Calculus of Variations, and their Applications, 
Lecture Notes in Pure and Appl. Math. 100 (Marcel Dekker, New York, 1985). 
[75] Th.M. Rassias, Morse theory and Plateau’s problem, in: Th.M. Rassias and G.M. Rassias, Eds., Selected Studies: 
Physics-Astrophysics, Mathematics, History of Science (North-Holland, Amsterdam, 1982) 261-292. 
[76] Th.M. Rassias, Ed., Global Analysis - Analysis on Manifolds, Teubner-Texte Math. 57 (Teubner, Leipzig, 
1983). 
[77] Th.M. Rassias, Morse theory in global variational analysis, in: Th.M. Rassias, Ed., GlobalAnalysis - Analysis 
on Manifolds, Teubner-Texte Math. 57 (Teubner, Leipzig, 1983) 7-16. 
[78] Th.M. Rassias, Foundation of Global Nonlinear Analysis (Teubner, Leipzig, 1986). 
[79] Th.M. Rassias, Ed., Nonlinear Analysis (World Scientific, Singapore, 1987). 
1801 Th.M. Rassias, Ed., Topics in Mathematical Analysis (World Scientific, Singapore, 1989). 
[81] Th.M. Rassias, Eigenvalues of the Laplacian, in: M. Francaviglia, Ed., Mechanics, Analysis and Geometry: 200 
Years after Lagrange, North-Holland Delta Ser. (North-Holland, Amsterdam, 1991) 315-332. 
[82] J.-F. Rodrigues, Obstacle Problems in Mathematical Physics, North-Holland Math. Stud. 134 (North-Holland, 
Amsterdam, 1987). 
[83] P. Shi, An iterative method for obstacle problems via Green’s functions, Nonlinear Anal. Theory Methods Appl. 
15 (1990) 339-344. 
[84] P. Shi, Equivalence of variational inequalities with Wiener-Hopf equations, Proc. Amer. Math. Sot. 111 (1991) 
339-346. 
[85] M. Sibony, Sur I’approximation d’equations et inequations aux derivees partielles nonlineaires de type 
monotone, J. Math. Anal. Appl. 34 (1971) 502-504. 
312 M.A. Noor et al. / Variational inequalities 
[86] M.J. Smith, The existence, uniqueness and stability of traffic equilibria, Transportation Research 133 (1979) 
295-304. 
[87] F.O. Speck, General Wiener-Hopf Factorization Methods, Pitman Res. Notes Math. Ser. 119 (Longman, 
Harlow, 1985). 
[88] G. Stampacchia, Formes bilineaires coercitives sur les ensembles convexes, C.R. Acud. Sci. Paris S&r L Math. 258 
(1964) 4413-4416. 
[89] G. Strang and G.J. Fix, An Analysis of the Finite Element Method (Prentice-Hall, Englewood Cliffs, NJ, 1973). 
[90] R.L. Tobin, Sensitivity analysis for variational inequalities, J. Optim. Theory Appl. 48 (1986) 191-204. 
[91] E. Tonti, Variational formulation for every nonlinear problem, Internat. J. Engrg. Sci. 22 (1984) 1343-1371. 
[92] HI. Zimmermann, Fuzzy Set Theory and its Applications (Kluwer, Dordrecht, 1988). 
References added in proof 
[93] R.W. Cottle, J.S. Pang and R.E. Stone, The Linear Complementarity Problem (Academic Press, London, 1992). 
[94] G. Isac, Complementarity Problems, Lecture Notes in Math. 1528 (Springer, Berlin, 1993). 
[95] M.A. Noor, General quasi complementarity problems, Math. Japan. 36 (1991) 113-119. 
[96] M.A. Noor, Generalized Wiener-Hopf equations and nonlinear quasi variational inequalities, Panamer. Math. 
J. 2 (4) (1992) 51-70. 
[97] M.A. Noor, Wiener-Hopf equations and complementarity problems, Panamer. Math. J. 3 (1) (1993) 59-68. 
[98] M.A. Noor, Some recent advances in variational inequalities, in: R.U. Verma, Ed., New Decelopments in 
Approximation - Solvability of Nonlinear Equations - Abstract, Differential and Integral Equations: Theory 
and Applications (Marcel Dekker, New York, to appear). 
[99] M.A. Noor and A.H. El-Shemas, Iterative methods for general quasi complementarity problems, Honam Math. 
J. 14 (1992) 107-121. 
