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A quantum two-level system with periodically modulated energy splitting could provide a mini-
mal universal quantum heat machine. We present the experimental realization and the theoretical
description of such a two-level system as an impurity electron spin in a silicon tunnel field-effect
transistor. In the incoherent regime, the system can behave analogously to either an Otto heat
engine or a refrigerator. The coherent regime could be described as a superposition of those two
regimes, producing specific interference fringes in the observed source-drain current.
Introduction.— Thermodynamics was originally devel-
oped for classical many-particles systems, but recently it
is being applied for the description of individual quantum
systems. This emergent field is known as Quantum Ther-
modynamics [1]. In several review articles different types
of quantum heat engines were considered, e.g. Refs. [2–5].
What essentially distinguishes a working medium of a
quantum heat engine from a classical one is the ability to
be in a coherent superposition of its states [6, 7]. In this
way, the study of superpositional interference phenom-
ena in prototypical quantum heat engines is important,
since this can provide a quantum advantage in their per-
formance, meaning the ability of a quantum heat engine
to produce more power than an equivalent classical heat
engine [7, 8].
The simplest realization of a quantum heat machine
would be a two-level system. Such system, with a peri-
odically modulated energy splitting, could work as either
a heat engine or a refrigerator, thus providing a minimal
universal quantum heat machine [9]. Different proposed
realizations are based on either natural or artificial atoms
[10], including superconducting and semiconducting cir-
cuits, e.g., Refs. [11–16]. Recently, experimental real-
izations of single-atom heat engines were demonstrated
with trapped ions [17–19] and nitrogen-vacancy centers
in diamond [7]. In this work we present an experimental
realization and a theoretical description of heat-engine-
like cycles for highly controllable spin-1/2 states.
A heat machine can have two possible regimes, cor-
responding to the engine-type and refrigerator-type cy-
cles, as shown on the left in Fig. 1. The right panels
of Fig. 1 show their respective realizations using a two-
level system with modulated energy levels. Consider first
the situation when the period of the drive 2pi/Ω is much
larger than the decoherence time T2, which we denote as
the incoherent regime. Figure 1(b) corresponds to the
situation when the resonant driving increases the upper-
level occupation during the large-energy-gap stage [A in
Fig. 1(b)], followed by a relaxation to the ground state
[C in Fig. 1(b)]. This is analogous to the heat-engine
cycle in Fig. 1(a). For another choice of parameters,
Figure 1(d) illustrates the situation when the resonant
driving increases the upper-level occupation during the
small-energy-gap stage “C”, with the relaxation during
stage “A”; this is analogous to the refrigerator cycle in
Fig. 1(c).
Note the similarity between our heat-engine-like cy-
cles and the so-called Sisyphus lasing and cooling cycles,
which also describe the periodic evolution of a modu-
lated dissipative two-level system, studied in Refs. [20–
24]. These processes take place when the period of the
energy-level modulation is comparable to the relaxation
time. Then the cycle has four stages: resonant excita-
tion into the upper state, adiabatic evolution within this
state, relaxation to the ground state, and again adiabatic
evolution.
When decreasing the ratio of the driving period, 2pi/Ω,
to the decoherence time T2, we expect that the coherence
will result in interference between the wave-function com-
ponents [25–28]. This regime, when T2 & 2pi/Ω, can be
denoted as a coherent regime. In this paper we study
both the incoherent quantum “heat” cycles, like in Fig. 1,
and coherent dynamics, resulting in interference fringes.
We study a two-level system with modulated energy lev-
els being driven by a periodic frequency-modulated sig-
nal, which makes the device highly controllable by several
parameters (including the frequency and the amplitude
of modulations). We present an experimental realization
and a theoretical description of such a system, realized
as an electron spin of an impurity placed in a silicon tun-
nel field-effect transistor (TFET). Such system allows a
versatile control via the microwave driving and the mod-
ulation of the Lande´ g-factor. Note that almost all works
on quantum heat engines have been theoretical. Our de-
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FIG. 1: Interpretation of the modulated dynamics in terms
of a heat engine or a refrigerator. The heat-engine-like cycle,
shown in (a), can be realized by modulating the energy lev-
els, as shown in (b). The energy-level gap ∆E varies between
larger, A, and smaller, C, values. The arrows show the in-
coherent dynamics with resonant excitation during the large-
energy-gap stage A. Panels (c) and (d) present the incoherent
dynamics with resonant excitation during the small-energy-
gap stage, which is reminiscent of the refrigerator cycle.
vice has the potential to realize these experimentally.
Device.—Our spin-qubit device is based on a short-
channel TFET. Deep impurities are intensively ion-
implanted to the channel of the TFET. At room temper-
ature they act as quantum dots [29]. For a device with
a channel length of ∼ 80 nm, under a source voltage VS
and a gate voltage VG, the source-to-drain conduction is
dominated by tunneling through two impurities, i.e., one
deep impurity and a shallow impurity located near the
deep impurity. For more details, see the Supplemental
Material (SM) [30].
This double-dot-like transport exhibits spin blockade
phenomena [31–34], and enables the time-ensemble mea-
sure of an electron spin of one of the impurities. We
focused on the small source-drain current under the spin
blockade condition. Under appropriate dc and ac mag-
netic fields, the source-drain current increases due to the
lifting of the spin blockade by the electron spin resonance
(ESR) of one of the impurities [35]. Thus sweeping the
frequency of the ac component of the magnetic field, for a
fixed dc magnetic field, the source-drain current shows a
peak at the ESR frequency, and the peak’s height is pro-
portional to the excitation probability of the spin qubit.
We measure the spin-blockade source-drain current of
the device at 1.6 K with dc magnetic field B ≈ 0.28 T
and ac magnetic field with microwave (MW) frequency
∼ 9 GHz. An observed linewidth of ∼ 4 MHz, as well
as a Rabi oscillation measurement [29], show a coherence
time of 0.25 µs. This timescale includes the effect of finite
lifetime of the spin on the impurity. This finite lifetime
is due to the finite mean-stay time of the electron on the
impurity in the tunneling transport through the impuri-
ties. Thus the spin on the impurity is replaced at this
timescale. Theoretically, this situation is described by
introducing the phenomenological relaxation and deco-
herence times: T1,2. For a two-level system, T1 describes
the relaxation from the excited state, while T2 describes
the lifetime of the coherence in the system.
Qubit energy modulation.—We found that the g-factor
of one of the impurities can be tuned by the gate volt-
age VG. This is due to the Stark effect [36]. In our de-
vice ∼ 1% of the g-factor can be tuned by changing VG
within ±20 mV. Note that the spin-blockade condition is
still kept in our device if we change VG by such amount.
The fast modulation of VG, and thus the energy of the
spin qubit, are carried out by adding the radio frequency
modulation to the gate electrode. Square waves with fre-
quencies from 0.05 to 10 MHz are used. See Refs. [29, 36]
for further details on the device, spin qubit measure, and
VG modulation; and see Refs. [8, 37, 38] for the study of
other modulation pulses; in particular, the ones realizing
the counter-diabatic driving.
MW frequency modulation.—We use the frequency
modulation (FM) function of our MW generator, where
the FM is proportional to the voltage signal fed to the
external input. The two-channel arbitrary waveform gen-
erator was used for the VG modulation, and the voltage
was used for microwave frequency modulation. It is im-
portant to note that the bandwidth of the arbitrary wave-
form generator is ∼ 100 MHz, so this modulation never
excites higher-lying spin states, including the 1/2-spin of
another impurity whose ESR frequency is 1 GHz higher
than the focused spin. Thus, changes of both the qubit
energy and MW frequency can be regarded as adiabatic.
For the synchronized modulation of both the qubit energy
and the MW frequency, we used two square-wave signals
with tunable amplitudes and phase difference, and fed
one signal to the gate electrode and another one to the
input for the FM signal on the MW generator.
Theoretical description.— We describe this spin-qubit
device as a driven two-level system, which is amplitude-
and frequency- modulated, with the pseudo-spin Hamil-
tonian H(t) = Bz(t)σz/2 + Bx(t)σx/2. In other words,
we consider a single 1/2-spin subject to a fast microwave
driving and a slow rf modulation of both amplitude and
frequency. Note that in our previous work [36] we only
considered amplitude modulation.
The longitudinal part of the Hamiltonian H(t) is de-
fined by the Zeeman splitting, Bz(t) = g(t)µBB. The
time-dependent gate voltage changes the g-factor by a
small value [39] and we have Bz/~ = ωq + δωq s(t), with
δωq  ωq, where ωq = 2pifq represents the ESR fre-
quency, and δωq describes the amplitude modulation. In
this work, we consider a square-wave modulation s(t) =
sgn [cos Ωt]. The transverse part of the Hamiltonian is de-
fined by the frequency-modulated MW voltage applied to
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FIG. 2: Amplitude- and frequency-modulated two-level sys-
tem. In the upper panel of (a) the qubit energy ∆E(t) =
E↑−E↓ = h [fq + δfq s(t)] is shown to be modulated in ampli-
tude; in the lower panel, the modulated driving (microwave)
frequency fFM(t) = fMW+δfMW sφ(t) is presented. The phase
shift φ corresponds to four stages of evolution, denoted from
A to D. We show the situation when the qubit is resonantly
excited during the stage “A”, as in Fig. 1(b). Then the cou-
pling between the drive and the qubit is “ON” during this
stage and “OFF” during the other stages. The four possible
resonant excitations are shown by the inclined lines in (b),
where the colors correspond to the four stages in (a). Panel
(b) presents the derivative of the source-drain current as a
function of the frequency detuning and the amplitude of the
energy-level modulation at δfMW = 15 MHz.
the substrate, Bx/~ = 2G cos [ωFM(t)t], with a frequency
ωFM(t) = ωMW + δωMW sφ(t), which is modulated by
the phase-shifted signal sφ(t) = sgn [cos (Ωt+ φ)]. Here
G stands for the amplitude, which is defined by the mi-
crowave power at the microwave-generator output and
ωMW = 2pifMW is the microwave circular frequency. The
modulation is assumed to be slow, i.e. Ω  ωMW, and
with a small amplitude, δωMW  ωMW, where δωMW de-
scribes the frequency modulation. (About amplitude and
frequency modulation, see also in Refs. [40–44].) With
the Hamiltonian H(t) we solve the Bloch equations, as
described in detail in the SM [30], see also Refs. [45, 46].
Analytical stationary solutions of the Bloch equations
allow us to obtain the upper-level occupation probabil-
ity P+, as shown in the lower part of Fig. 3, while the
numerical solution gives the time-dependent occupation
P+(t) [30].
The modulated qubit energy levels E↑,↓ = ± 12∆E =
±~2 [ωq + δωq s(t)] are plotted as a function of the dimen-
sionless time τ = Ωt/2pi in the upper panel in Fig. 2(a).
The lower panel of Fig. 2(a) presents the time dependence
of the modulated microwave frequency ωFM(t). This fre-
quency is phase shifted with respect to the energy-level
modulation.
The qubit experiences a resonant excitation when
∆E(t) = ~ωFM(t). This relation, written as ωq +
δωq s(t) = ωMW+δωMW sφ(t), allows four possibilities for
the resonant excitation: ∆ω ≡ ωq−ωMW = ∆ω(A,B,C,D),
where ∆ω(A,B) = −δωq ± δωMW and ∆ω(C,D) = δωq ∓
δωMW. This means that, if one of the conditions is met,
∆ω = ∆ω(i), then during the i-th stage the resonant
condition is fulfilled.
Note that the above conditions are valid for relatively
small modulation frequencies, when the respective period
is much larger than the decoherence time, 2pi/Ω  T2.
In this case, the incoherent dynamics during one of the
stages does not influence the dynamics of the later stages.
And indeed, in the source-drain current the four reso-
nance conditions were observed as the inclined lines along
∆ω = ∆ω(A...D), Fig. 2(b).
Specifically, we show schematically the resonant ex-
citation in Fig. 2(a) and Fig. 1(b) for the situation
when the resonant condition is for the stage “A”, where
∆ω = ∆ω(A). In Fig. 1(b) we start from the system in the
ground state; then the qubit becomes partially excited;
and later on we have full relaxation back to the ground
state. This is shown for the incoherent regime. In the
coherent regime, the relaxation time of the population
is longer than the driving period (so that T2 & 2pi/Ω)
and the interference between different stages takes place,
which we will consider later in more detail.
Analogy to a heat engine.— First, it is possible to in-
troduce an (effective) temperature T as the value defining
the energy-level populations P+ and P− = 1 − P+ with
the relation P−P+ = exp
(
∆E
kBT
)
[47]. Then the driven and
relaxed stages, with P+ close to 1/2 and 0 respectively,
determine the cold and hot reservoir temperatures [19].
The emulation of a quantum heat engine is then com-
pleted by associating the energy-level distance ∆E with
the volume of a working gas in the corresponding macro-
scopic engine [19, 47]. With these, we are prepared to
describe the driven evolution of our single-spin quantum
machine.
We now consider, for simplicity, φ = 0, while a non-
zero phase shift φ gives an additional degree of control.
Then the stages D and B in Fig. 2(a) collapse and we
have the alternation of the stages A and C only, as in
Fig. 1. We start in Fig. 1(a,b) with ∆ω = ∆ω(A). Then
4the changes in the energy-level populations are shown by
the four arrows, with the resonant excitation to the up-
per level shown by the dark yellow arrow and relaxation
to the ground state shown by the violet arrow. Such evo-
lution is equivalently drawn in Fig. 1(a), which behaves
like a four-stroke quantum Otto engine [4]. During the
stage I, the energy difference ∆E increases, correspond-
ing to an expansion. The resonant drive during the stage
II increases the upper-level population P+, as if in con-
tact with a hot thermal reservoir. Then we have the
compression during the stage III. Finally, the relaxation
during the stage IV plays the role of contacting with a
cold thermal reservoir, with decreasing P+.
An analogous evolution with the resonant excitation
in the stage “C” is presented in Fig. 1(c,d). Such cycle,
shown in Fig. 1(c), is reminiscent of a four-stroke refrig-
erator.
We emphasize that the situation shown in Fig. 1 is for
the fast relaxation case, 2pi/Ω  T1,2. If the modulating
frequency Ω is increased, then these two values become
comparable, 2pi/Ω ∼ T1,2. Then the interference between
the different stages can be considered as a superposition
of the“heat-engine”and“refrigerator”cycles. In the mea-
sured source-drain current, such superposition results in
interference fringes, which we present later.
Note that the analogy with a “heat engine” is a par-
tial one. Differences include the lack of high- and
low-temperature reservoirs. The system has reservoirs
(source and drain) but both have the same temperature.
Slow-modulation regime.— The measured source-drain
current ISD is shown in Fig. 2(b) as a function of the
driving microwave frequency fMW and the amplitude
of the energy-level modulation δfq for a low-frequency
(Ω/2pi = 0.05 MHz) square modulation, and the phase
difference of two modulations φ = 90 degrees. The four
lines of the ESR peaks are seen in Fig. 2(b) at such value
of φ. Next, we vary the phase difference φ between the
two square-wave modulations, shown in Fig. 3(a). While
fixing the two amplitudes of the square modulations to
δfMW = δfq, the phase difference φ is changed from 0
to 360 degrees. The heights of the three ESR peaks are
changed as in Fig. 3(a). At φ = 0, the height of the
center peak is maximum and two side peaks disappear.
The condition with φ = 0 and fMW − fq = 0 can be
called in-phase, where the phase of the two modulations
matches and the qubit is always in resonance with the mi-
crowaves. In contrast, at φ = 180 deg., the center peak
disappears and the heights of two side peaks have their
maximum. At this out-of-phase condition, φ = 180 deg.
and fMW − fq = 0, the qubit is always driven out of res-
onance. The height of the center ridge evolves linearly
from its maximum (at the in-phase condition) to zero
(at the out-of-phase condition), Fig. 3(a). The height
simply reflects the duration of the “ON” stage, when the
microwave is in resonance with the qubit, see Fig. 2(a).
Fast modulation: interference pattern.— Now we in-
crease the modulation frequency up to around T2
−1. Fig-
ure 3(b) shows an intensity plot similar to Fig. 3(a), but
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FIG. 3: Incoherent and coherent regimes at δfMW = δfq.
Source-drain current ISD as a function of the frequency detun-
ing (fMW − fq) and the phase difference φ, in the incoherent
(a) and coherent (b) regimes, for the modulation frequencies
Ω/2pi = 0.05 and 2 MHz, respectively. (c) is the cross-section
of (b) along the line fMW = fq. (d)-(f) show the respective
upper-level occupation probability. Note the small “notches”
in (b,c) and (e,f).
now the modulation frequency Ω is set to 2 MHz·2pi. In
Figure 3(b) there are three vertical ridges, and their posi-
tions and heights are similar to the case of the slow mod-
ulation. However, there are many fringes in the interfer-
ence pattern. A ripple-like pattern is seen between the
center and side ridges. The edges of the ridges show fan-
shaped broadenings, and, importantly, fine periodic in-
terference patterns appear only around the central ridge.
Similar to the slow modulation, the central ridge height is
maximal at the in-phase condition and zero at the out-of-
phase condition. However, due to this interference pat-
tern, the φ dependence of the central ridge height shows
a “beating” pattern with periodically appearing notches
[a cross-section shown in Fig. 3(c)].
We repeat similar measurements with various modula-
tion frequencies, modulation amplitudes, and MW power
[30]. For each setting, we repeat similar calibrations as
in Fig. 3, and make sure that the condition δfMW = δfq
is met. We focus on the period of the notches observed
on the central ridge, as indicated in Fig. 3(c), as a char-
acteristic parameter of the interference. The results of
calculations are presented in Fig. 3(d-f). The period of
the notches is proportional to the modulation frequency
5Ω, i.e. ∆φ/2pi = Ω/δωMW, inversely proportional to the
modulation amplitude δωq, i.e. ∆φ/2pi = Ω/δωq, and
independent of the microwave power G [30].
Conclusion.— We presented a detailed study of an
energy- and frequency-modulated two-level system. The
experimental realization of this was a spin-qubit de-
vice, based on a deep impurity in a short-channel sili-
con TFET. This was shown to work analogously to a
heat engine or a refrigerator in the incoherent regime,
at slow energy-gap modulation; and displaying interfer-
ence fringes in the coherent regime, when the modulation
period becomes larger than the decoherence time. Note
that the coexistence of a classical heat pump and a refrig-
erator would functionally cancel each other; whereas the
quantum superposition of an engine and a cooler exhibits
novel interferometric effects. Due to such interference,
the quantum thermodynamic system can quickly switch
its function between engine or refrigerator regimes, and
respond fast to external signals, which is not possible
with classical systems. Our impurity-based spin-qubit
system has a set of parameters which reliably control its
state. This makes it useful for possible applications, such
as a future universal quantum heat engine.
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Abstract
In this Supplemental Material (SM) we present details of the device, experiment, and theory.
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I. IMPURITY-BASED SPIN QUBIT
TFET-based device.— A tunnel field effect transistor (TFET) includes an n-type source
electrode and a p-type drain electrode. Zener tunneling carries on-current, which flows
between a channel driven to the p-type (or n-type) electrode by a gate voltage and the n
electrode (p electrode), see Fig. S1. This TFET-based device is attracting attention as an
ultra-low power consumption device because it enables steeper switching than conventional
metal-oxide-semiconductor field effect transistors (MOSFETs). When a deep impurity is
introduced into the channel of a TFET having a short channel length, which can be regarded
as a gated PIN structure (with an undoped intrinsic semiconductor region between a p-type
semiconductor and an n-type semiconductor region), a tunnel current flows through the
impurity level even at the off-state of the TFET.
Our TFET-based devices are fabricated in much the same process as conventional MOS-
FETs. Using a 100 nm thick Si-on-insulator (SOI) wafer with 145 nm thick buried oxide
(BOX), the source and drain are formed by shallow donor and acceptor ion implantation,
respectively, and are activated by high temperature rapid thermal annealing. Next, Al and
N are ion-implanted over the entire region consisting of source, channel, and drain, and an-
nealing is performed for a long time at a relatively low temperature to form Al-N impurity
pairs. A MOS gate is formed using TaN high-k / metal and poly-Si.
The electrical conductivity of these devices was probed at a temperature of 1.6 K. The
source-drain current ISD was measured while applying the gate voltage VG and the source-
drain voltage VSD. A magnetic field B was applied in parallel to the source-drain current,
and by applying a microwave current near the device, an ac magnetic field was generated and
used for electron spin resonance (ESR). For the synchronized modulation of both the gate
voltage and the microwave frequency, we used a two-channel square-waveform generator.
The two square-wave signals have the same frequency and tunable amplitudes and phase
difference. One of the square-wave signals is fed to the gate electrode of the device via a DC
block capacitor so that the gate voltage is modulated by the square wave with an averaged
DC voltage of VG. The other square-wave signal is fed to an auxiliary input as an analog
signal for the frequency modulation (FM) of the MW signal.
Without modulation.— The source-drain voltage VSD and the gate voltage VG of the
device are set to satisfy the spin-blockade condition, where the source-drain current shows
2
Fig. S1 Device, qubit and measurement 
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FIG. S1: Overview of device and its operation. The device is fabricated by standard CMOS
processing technology with ion-implantations of Al and N, introducing Al-N impurity pairs as deep
impurities. (a) Photo of a 4-inch wafer after the ion-implantation processing. (b) Cross-section
image by a transmission electron microscope of the TFET-based device. (c) Schematic of an Al-N
impurity pair in the unit cell of Si. (d) Schematic diagram of the potential energy landscape for
PIN structure in the channel of the TFET with two impurity levels. Electron tunneling via a deep
impurity and a shallow impurity exhibits both double-dot-like transport and spin blockade. (e)
Schematic of the time evolution of one of the spin qubits. The qubit energy (Zeeman splitting) is
modulated with a square-wave form fq ± δfq. The applied microwave frequency is also modulated
with a square-wave form fMW ± δfMW. (f) Schematic of the measurement set up. A two-channel
square-waveform generator and a MW generator with an FM signal are connected for the double
modulation. Schematic wave forms are illustrated as red lines; a square wave from channel 1
(Ch. 1), a square wave from Ch. 2 that has a defined phase difference against the channel 1 signal,
and the FM MW signal where its frequency is modulated by the channel 2 signal.
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Fig. S2 example of ESR under modulation. 
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FIG. S2: Electron spin resonance (ESR) signal with and without modulation. (a) without any
modulation, one ESR peak (at fMW = fq = 9 GHz) is observed in the source-drain current ISD
of the device in the spin-blockade regime. Two ESR peaks for the modulation of the microwave
frequency (b) or for the modulation of the qubit energy (c). Panel (d) presents four ESR peaks
when the two modulations are applied simultaneously.
an ESR response. Figure S2(a) shows the ESR signal without any modulation, with a single
ESR peak observed where the microwave (MW) frequency fMW matches the qubit frequency
fq ∼ 9 GHz. The linewidth, or inverse coherence time (T ∗2 )−1 = 4 MHz, is limited by the
lifetime of the spin-blockade state, see Ref. [35] of the main text.
Slow amplitude modulation.— We first simultaneously apply the qubit energy modulation,
with amplitude 2δfq, and a microwave frequency modulation (FM), with amplitude 2δfMW.
Both of these modulations have a square-wave form.
In order to realize the condition where the high/low frequency microwave excites the
large/small energy gap of the qubit, we tuned the parameters in the following manner. The
waveform used for the FM is a square wave with frequency 0.05 MHz, which was set to be
much smaller than the inverse coherence time (T ∗2 )
−1. The amplitude of the square wave
was set so that the microwave frequency is fMW ± δfMW. Thus, if we sweep fMW, the two
ESR peaks appear at fMW − fq = ±δfMW [Fig. S2(b)].
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Then we also turn-on the qubit energy modulation by adding a square-wave modulation
on VG. By increasing the modulation amplitude δVG from zero, each of the two ESR peaks
is further split into two, and thus in total four peaks appear. Those four peaks correspond
to four combinations where the qubit with energy fq ± δfq is excited by microwaves with
frequency fMW ± δfMW [Fig. S2(d)]. Figure 2(b) of the main text shows the evolution
of the ESR peaks increasing δVG. The crossing of the lines of the ESR peaks appear at
δVG = 11 mV, where we see three peaks instead of four. The three peaks correspond to
these three situations:
(1) the qubit with frequency (fq − δfq) is excited by microwaves with frequency
(fMW + δfMW);
(2) the qubit with (fq − δfq) is excited by the microwave with (fMW − δfMW) and, at the
same time, the qubit with (fq + δfq) is excited by the microwave with (fMW + δfMW); and
(3) the qubit with (fq + δfq) is excited by the microwave with (fMW − δfMW). Thus, at
the center peak (peak at the crossing) δfMW is matched to δfq. Now δVG can be converted
to δfMW, as shown in the left axis of Fig. 2(b) of the main text.
II. THEORY OF AMPLITUDE- AND FREQUENCY-MODULATED SINGLE
SPIN
A. Hamiltonian and master equation
We describe our device as a modulated and driven quantum two-level system with the
pseudo-spin Hamiltonian
H(t) = Bz(t)σz/2 +Bx(t)σx/2. (S1)
To be more precise, we consider a single 1/2-spin with a fast microwave driving and a slow
rf modulation of both amplitude and frequency. The longitudinal part is defined by the
Zeeman splitting, Bz(t) = g(t)µBB. The time-dependent gate voltage changes the g-factor
by a small value and we have
Bz/~ = ωq + δωq · s(t), δωq  ωq, (S2)
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Parameter Description Value or Range
ωq = 2pifq, ESR frequency; this is defined by
the magnetic field, ωq ∝ B
fq = 9.0 GHz
at B = 0.28 T
δωq = 2piδfq, amplitude of energy-level modulation;
defined by the gate voltage modulation, δωq ∝ δV
δfq = 16 MHz
at δV = 12 mV
Ω square-modulation frequency Ω ∈ [0.05, 50] MHz·2pi
ωMW = 2pifMW, driving MW frequency ωMW = ωq −∆ω,
|∆ω| 6 50 MHz·2pi
δωMW amplitude of frequency modulation δωMW = 32 MHz·2pi
G driving amplitude; this is defined by the microwave
power at the MW-generator output, G ∝ √PMW
G = 1 MHz·2pi
at PMW = 7 dBm
φ phase shift φ ∈ [0, 360] degrees
TABLE I: Description of the parameters controlling our driven and modulated single-spin qubit
where ωq = 2pifq represents the ESR frequency, δωq describes the amplitude modulation. In
this work, we consider a square-wave modulation with the signal
s(t) = sgn [cos Ωt] . (S3)
The transverse part of the Hamiltonian is defined by the frequency-modulated MW voltage
applied to the substrate,
Bx/~ = 2G cos [ωFM(t)t] , (S4)
ωFM(t) = ωMW + δωMW · sφ(t),
sφ(t) = sgn [cos (Ωt+ φ)] ,
with amplitude G and microwave circular frequency ωMW = 2pifMW. The modulation is
assumed to be slow, i.e. Ω  ωMW, and with a small amplitude, δωMW  ωMW, where
δωMW describes the frequency modulation. The theoretical and experimental parameters are
collected in Table I.
After the unitary transformation U = exp (−iωMWσzt/2) and the rotating-wave approxi-
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mation, as in Refs. [35, 43, 45] of the main text, we obtain
H1 =
~
2
[
∆ω + f˜(t)
]
σz +
~G
2
σx, (S5)
f˜(t) = δωq ·s(t)− δωMW · sφ(t), (S6)
where ∆ω = ωq − ωMW = 2pi (fq − fMW).
Then, the upper-level occupation probability P+ is readily obtained from the stationary
solution of the Bloch equations:
P+
(
∆ω,
δωq
Ω
)
=
1
2
∞∑
k=−∞
G2k(δωq/Ω)
G2k(δωq/Ω)+
T2
T1
(∆ω−kΩ)2+ 1
T1T2
, (S7)
where Gk(x) = G |∆k(x)|, which can be interpreted as the dressed qubit gap, modulated by
the function ∆k(x)
∆k =
1∫
0
dτ exp
[
−i2pikτ + i
∫ τ
0
dτ ′f˜ (τ ′)
]
. (S8)
The relaxation and decoherence times are denoted as T1 and T2, respectively.
It is straightforward to calculate ∆k using Eq. (S8) with the integrand f˜ (τ) defined by
Eq. (S6). The resulting expression for ∆k consists of four terms, which have the denominators
−k±x±w, respectively, with x = δωq/Ω and w = δωMW/Ω. This defines the characteristic
k′s for each term. And, respectively, the absolute values of ∆k for these four terms are the
following
|∆k| =
∣∣∣∣∣sin
[
pi−φ
2
(k ∓ (x− w))]
pi (k ∓ (x− w))
∣∣∣∣∣ ,
∣∣∣∣∣sin
[
φ
2
(k ∓ (x+ w))]
pi (k ∓ (x+ w))
∣∣∣∣∣ . (S9)
Consider now the limiting case Ω→ 0, which describes the incoherent-regime resonances
at Ω < 2T−12 , as detailed in Ref. [35] of the main text. We then expect resonances along the
lines
∆ω = kΩ = ±δωq ± δωMW. (S10)
An analysis of the four relations from Eq. (S9) in the limit Ω→ 0 gives for φ ∈ [0, pi]
|∆k| ' φ
2pi
for k ' ± (δωq + δωMW) , (S11)
|∆k| ' pi − φ
2pi
for k ' ± (δωq − δωMW) . (S12)
The above equations are useful for describing the experimental results, as detailed in the
next Section.
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FIG. S3: Schematic of the refrigerator-like and engine-like cycles. The dressed energy levels E˜± are
plotted as a function of the modulation-defined frequency offset ∆˜ω. The modulation f˜(t) allows
the system to oscillate between two limiting values, with a possible excitation at the avoided-
level crossing and the subsequent relaxation. This is illustrated here for the incoherent regime,
Ω/2pi < 2T−12 .
B. Dressed states and heat-engine-like cycles
Equation (S5) describes the qubit dressed by the microwave signal. The respective eigen-
states are
E˜± =±~
2
√
G2 + ∆˜ω
2
, (S13)
where ∆˜ω = ∆ω + f˜(t). In this way, the time dependence in f˜(t) results in varying the
distance between the dressed-state energy levels E˜+ − E˜−. The energy levels are plotted in
Fig. S3. Then, we consider the dynamics forced by the modulation f˜(t), around ∆˜ω = ∆ω.
In figure S3, we consider the symmetric case with δωq = δωMW, which corresponds to the
horizontal dashed line in Fig. 2(b) of the main text. Then the modulation f˜(t) takes three
values, 0 and ±2δωq. We colour the curve for f˜(t) in brown when this corresponds to the
large-energy-gap half-period and in purple when this corresponds to the small-energy-gap
half-period.
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Then we consider three situations in Fig. S3(a-c), for ∆ω = 2δωq, −2δωq , and 0, re-
spectively. In the situations (a) and (b), the qubit is excited during the small-energy-gap
and large-energy-gap stages, respectively. For the incoherent regime, when Ω/2pi < 2T−12 ,
the system relaxes to the ground-state, and its evolution is shown by the blue and red tra-
jectories. In terms of Fig. 1 of the main text, these correspond to the refrigerator-like and
engine-like cycles. We mimic this by the blue and red round arrows in Fig. S3(a,b).
In the symmetric situation in Fig. S3(c), there are two cycles, both clockwise and counter-
clockwise, during one modulation period. We emphasize that there is no crosstalk between
the two cycles, since the relaxation is fast in the incoherent regime. In contrast, when
increasing the modulation frequency so that Ω/2pi & 2T−12 , i.e. going to the coherent regime,
such cycles start to overlap. Essentially, such superposition of the two cycles results in the
constructive or destructive interference with increased or suppressed upper-level occupation
probability. We consider these interference fringes in detail both in the main text and below.
III. RESULTS
A. Experiments
Measurements as in Fig. 2(b) in the main text, for various φ, are shown in Fig. S4(a-e).
In Fig. S4(f-j) we demonstrate the results of calculations related to the experimental ones in
Fig. S4(a-e), respectively. Details of the calculations are described in the next subsection.
The dependence of the source-drain current ISD on the square-wave modulation frequency
Ω and the microwave frequency fMW for δfMW = 0 and δV = 0 are shown in Fig. S5(a) and
Fig. S5(b), respectively.
Figure S6 shows measurements as in Fig. 3(b) in the main text but with different pa-
rameters, as written in each figure. We note that due to the delay of the two modulation
signals, the phase difference depends on the modulation frequency within the MHz regime.
Thus we redefine the φ = 0 position so that the intensity plot image becomes symmetric.
These experimental data are all reproduced by our calculations. Figure S7 shows such
calculated results, where the modulation-frequency dependence corresponds to Fig. S6(a-e);
see details in the next subsection.
We extract the period of the notches from the data in Fig. S6 and summarize them in
9
Fig. S3 W-pattern for various  
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FIG. S4: The experimental source-drain current ISD, top row, and the theoretical upper-level
occupation probability P+, bottom row, as a function of the energy-level modulation amplitude
δωq = δωq (δV ) and the microwave frequency ωMW = 2pifMW. The data are similar to the ones
in Fig. 2(b) of the main text, for various phase shifts φ; the parameters are the same as in Fig. 2
of the main text, except of φ. The panels (a-e) and (f-j) show the experiment and calculations,
respectively. For φ = 0 the in-phase condition is met at δV = 12 mV, where δfq = δfMW, while the
out-of-phase condition is met at δV = 12 mV and φ = 180 deg.
Fig. S8, showing excellent agreement between the experiments and calculations.
Figure S9(b) shows one example of the measurements as in Fig. S4(a) (φ = 0) for the
fast modulation frequency Ω/2pi = 2 MHz. The X-shaped pattern in S9(b), similar to the
one in Fig. S4(a), was obtained; but there are weak ripples around the pattern. Note that
if φ is set at a notch [φ = 11 deg., Fig. S9(c)], the X-shaped pattern shows a weak avoided
crossing in the middle of the green dashed horizontal line in Fig. S9(c).
B. Theory
Using formulas (S7) and (S9) we can quantitatively describe the experimental results.
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FIG. S5: Dependence of the source-drain current ISD on the square-wave modulation frequency
Ω and the microwave frequency fMW for δfMW = 0 (a) and δV = 0 (b). The amplitude of the
modulation δVG is fixed to 8 mV, which corresponds to δfq = 22 MHz. The interference pattern is
the same as discussed in Ref. [35] of the main text and agrees with the calculations. This ensures
that square-wave signals up to 50 MHz can be applied to the gate without significant deformation
of the waveform. In (b) the FM frequency of the microwave changes from 0.5 to 50 MHz. The
amplitude δfMW of the FM is fixed to 22 MHz. The interference pattern shows a cut-off of the
sideband peaks for modulation frequencies larger than 10 MHz. Thus, we limit the FM modulation
up to 5 MHz in the following measurements.
1. Incoherent regime
Consider, first, the incoherent regime, with Ω < 2T−12 . This is described by the four
possible resonance lines in Fig. 2 of the main text and Fig. S4, where the lower row was
plotted making use of Eqs. (S7) and (S9). We note that the height and the width of the
lines are defined by the phase shift φ.
In order to better understand the origin of the four lines in the W-shaped pattern in
Fig. S4, consider now Eqs. (S11, S12). Then, at φ = 0, the width of the lines, described by
Eq. (S11), tends to zero, and we have two lines only at
∆ω = ± (δωq − δωMW) , (S14)
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FIG. S6: Summary of the phase φ dependence, as in Fig. 3 of the main text, for various modulation
frequencies Ω (a-e), various modulation amplitudes δfMW (f-j), and various microwave powers
PMW (k-o). Parameters are the same as in Fig. 3, except the ones shown in this figure. For (f-j)
similar measurements as in Fig. 2 were performed when δfq = δfMW.
which corresponds to the X-shaped lines in Fig. S4(f). They intersect at δωq = δωMW, which,
importantly, can be useful for calibration of the power. Next, at φ = pi, the width of the
lines, described by Eq. (S12), tends to zero, and we have two other lines, along
∆ω = ± (δωq + δωMW) , (S15)
which corresponds to the V-shaped lines in Fig. S4(j). For other values of φ, we have all the
four lines. Their widths become equal for φ = pi/2, Fig. S4(h).
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Calculation 
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FIG. S7: Upper-level occupation probability P+ as a function of the frequency detuning (ωMW − ωq)
and the phase difference φ, for several values of the modulation frequency Ω (upper row), amplitude
of energy-level modulation δωq (middle row), and driving amplitude G (lower row).
2. Coherent regime
To describe the coherent regime, with Ω & 2T−12 , as in Fig. S6, we again use Eqs. (S7)
and (S9) to plot the upper-level occupation probability P+ in the general case, for the
respective parameters. Figure S7 presents the appearance of the interference fringes, where
the upper-level occupation probability rapidly changes between 0 and 1/2. This figure
correctly reproduces the experimental data in Fig. S6. Note that the upper panels of Fig. S6
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FIG. S8: Period of the notches (see Fig. 3 of the main text) as a function of the modulation
frequency Ω, inverse modulation amplitude δV −1, and the microwave power PMW.
and Fig. S7 demonstrate how the interference fringes appear when increasing the modulation
amplitude, starting from Ω = 0.5 MHz·2pi < 2T−12 .
We call “notches” the suppression of the resonance lines down to P+ = 0, see Fig. 3 of
the main text. From Eq. (S9) it follows that the distance between the notches is defined by
∆φ/2pi = Ω/δωMW ∝ Ω and ∆φ/2pi = Ω/δωq ∝ δω−1q , (S16)
if changing Ω and δωq, respectively. Importantly, the distance between the notches is propor-
tional to the modulation frequency Ω, inversely proportional to the modulation amplitude
δωq, and is independent of the driving amplitude G, where the latter is defined by the MW
power PMW. These relations are demonstrated in Fig. S8(a, b, and c), respectively.
3. Dynamics
So far, we considered the stationary solution in order to describe the experimentally
observed data. The obvious success in this allows us to claim that we have both the correct
physical explanation of what happens and also the correct parameters. Then, with this, we
can go further and solve numerically the Bloch equations to demonstrate the dynamics of
the upper-level occupation probability.
The time evolution of the upper-level occupation probability P+(t) for the coherent case,
with Ω/2pi = 2 MHz, is shown in Fig. S10. For this we solved the time-dependent Bloch
equations numerically, with different initial conditions. In a few cycles, the transient dynam-
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FIG. S9: Interference fringes in the dependence of the source-drain current ISD for the X-shaped
pattern. This is shown in (b) and (c) as a function of the frequency detuning (fMW − fq) and
the amplitude δfq of the energy-level modulation, for two values of the phase difference φ, which
correspond to the lines shown in (a).
ics evolves into the stationary solution. Note that Fig. 3 of the main text and the graphs
above show the time-averaged stationary solution, which corresponds to the upper-level oc-
cupation probability P+ at times t  T1,2. However, in principle, after preparing either
the ground or excited state, we can start up our device following one of the trajectories in
the main panel of Fig. S10 and quantify it by the extended efficiency e in the inset. The
extended efficiency is introduced there so that e = 1 corresponds to a perfect engine, as in
Fig. 1(a) of the main text, while e = −1 corresponds to a perfect refrigerator, as in Fig. 1(c).
Coexistence and interference of these two cycles gives e ∈ (−1, 1). A decoherence or com-
plete mixing of these cycles leads to e = 0 and the system does not work as a heat engine
anymore.
In order to see the dynamics in the experiment, after initializing the qubit, we would need
a pulse-modulation of the drive frequency + qubit energy. The pulse length is expected to
be about 0.1–1 µs from the previous Rabi oscillation experiment (Ref. [28]). However,
such experiments have not been possible because the current experimental setup does not
have enough equipment to perform this pulsing. Thus, the experiments on the dynamics
are outside of the scope of this paper. In the future, we would like to conduct the pulse
experiments related to our calculated predictions, shown in Fig. S10.
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FIG. S10: Dynamics and the extended efficiency e. Evolution of the upper-level occupation proba-
bility P+, starting from the ground state (thick green curve) and the excited state (thin red curve).
The inset shows the respective extended efficiency e, which is defined for each cycle as the difference
of the probability at the beginning and the end of the small-energy-gap stage, shown by the yellow
and black stars, respectively.
Results of calculations are further presented in Fig. S11 for (a) the incoherent (Ω < 2T−12 )
and (b) coherent (Ω & 2T−12 ) cases. In Fig. S11(a) the red and green curves correspond to
the resonant driving during either the high-energy stage or the low-energy stage, which
describe the upper or lower panels in Fig. 1 of the main text, respectively. Thin dashed and
dotted curves illustrate the situation of starting from a different initial condition, which is
being in the excited state. Note that during the excitation, the system is first resonantly
excited and then relaxes to the stationary solution, which makes a kink at the beginning of
the “ON” stage. In Fig. S11(b), the numbers n = 1, 2, 3 denote the parameters, taken for
the first three resonant points in Fig. 3(e) of the main text around δω = 0 and counted from
the bottom. At long times, t  T1,2, after the transient dynamics finishes, the upper-level
occupation probability tends to its stationary solution P+. This is defined by the competition
of excitation and relaxation, and is given by Eq. (S7), which gives P+ ≤ 1/2.
In Fig. S12 we present the calculated extended efficiency e, which is defined for each cycle
as the difference of the probability at the beginning and the end of the small-energy-gap stage,
see this in Fig. S11, shown by the arrows. Figure S12 is calculated for the incoherent regime,
for the same parameters as Fig. S4. Note that for the stationary solution, the extended
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FIG. S11: Incoherent and coherent dynamics. The upper-level occupation probability P+ is plotted
as a function of the dimensionless time τ = Ωt/2pi. Thin solid lines are given as a guide for the eye
in order to mimic the large- and small-energy gap stages. The square modulation frequency Ω/2pi
is 0.2 MHz for (a) and 2 MHz for (b).
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FIG. S12: Extended efficiency e in the incoherent regime. This is calculated for the same parameters
as Fig. S4, as a function of the microwave frequency detuning ∆ω = ωMW−ωq and the energy-level
modulation amplitude δωq.
efficiency e is close to 0 in the coherent regime (see Fig. 4 of the main text), while it displays
both the heat-engine and refrigerator regimes in the incoherent regime, as shown in Fig. S12
by the red and blue colours, respectively.
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