optimum noise performance. One of the forms of the maser (the only one tested so far) has for an equivalent circuit a one-terminal-pair negative resistance R, in series with a noise voltage generator En1. To make a twoterminal-pair network, consider as an artifice not only the noisy negative resistance RI of the maser, but also another positive resistance R, at a temperature T,. The two resistances can be considered as the canonical form of a two-terminal-pair network. Lossless imbedding of these two resistances therefore leads to a two-terminslpair amplifier with the eigenvalues X1 = -E,,/4R1 > 0 and X2 = -kT,Af < 0. The best noise measure that can be expected from the resulting amplifier is M,,, = -x,/r(:TAf. The circulator arrangement has been shown to achieve this noise measure. Thus, it provides one of the optimum network connections of the maser with regard to noise performance. It should be emphasized again that the assumed presence of a positive resistance R, in the circuit is an artifice that enables one to use the theory of two-terminal-pair networks for the noise study of the one-terminal-pair maser. The assumed temperature of the resistance is immaterial since it only determines the negative eigenvalue of the characteristic noise matrix which has no relation to the optimum noise measure achieved with gain.
The results of this paper lead to the following theorem: 1) Any unilateral ampli$er with U > 1 may be optimized with input mismatch alone. 2) A nonunilateral ampliJier with U > 1, which is also stable for all passive source and load impedances, may be optimized with input mismatch alone. 3) Any ampli$er with U > 1 may be optimized by Jkst making it unilateral, using lossless reciprocal networks, and subsequently employing input mismatch.
4) Amplifiers of the class U < 0 can be optimized by Jirst transforming them into the class U > 1 by nonreciprocal imbedding. The optimization methods I) to 3) can then be applied to this class. 5) Negative resistance ampli;liers (0 < U < 1) can be optimized by first transforming them into the canonic form. The terminal pair of the canonic form which possesses the smaller exchangeable power is connected into a lossless circulator with a positive ( T any particular frequency, a linear source-free network is completely characterized by its impedance matrix. If the network contains internal noise sources, self-and cross-spectra of noise sources also have to be specified.
Lossless network transformations performed on a noisy network, keeping the number of terminal pairs unchanged, change the impedance matrix as well as the noise spectra. However, these lossless network transformations do not change the basic noise properties of the network, since the best noise performance that can be achieved with it is not changed by such a transformation.' Thus each noisy network possesses some essential IRE, vol. 46, pp. 1517 IRE, vol. 46, pp. -1533 August, 1958. noise characteristics, unalterable by lossless network transformations. Therefore, one expects that there exists a fundamental form of the network which places the noise characteristics directly in evidence. In the present paper we shall develop such a fundamental form of the network. This fundamental or LLcanonical" network is, of course, attainable through lossless network transformations performed on the original network. The existence of a canonical form for every linear noisy network greatly clarifies its most important noise characteristics, and simplifies the study of fundamental limits on its noise performance. The proof of the existence of a canonical network containing not more than n real parameters for every n-terminal-pair network also proves that an nterminal-pair linear noisy network does not possess more than n (real) invariants with respect to lossless transformations that preserve the number of terminal pairs. The n invariants permit various physical interpretations.
One physical interpretation of the invariants can be obtained by performing the following network operations on the n-terminal-pair network. Transform the n-terminal-162 IRE TRANSACTIONS ON CIRCUIT THEORY __--------------pair network by a lossless imbedding into a one-terminslElpair network. Then the exchangeable power from the I, I + 0: 1 terminal pair possesses n values that are stationary with respect to variations in the imbedding network. These n stationary values of the exchangeable power are the n invariants. The proof of this statement is best carried out by using the impedance matrix characterization. The n invariants of an n-terminal-pair network have other physical meanings. Each different meaning is brought into focus in a different matrix representation. For this reason, the last part of this paper is devoted to the study of transformations among the various matrix representations of a network and the transformations of the "characteristic noise matrices"1'2 that contain the n invariants as eigenvalues.
II. IMPEDANCE CHARACTEKIZATIOX OF A LINEAR NOISY NJ-TWORK
A linear n-terminal-pair network containing internal sources can be characterized, at any particular frequency, in terms of the matrix relation
V=ZI+E
( 1) where V is the column matrix containing the n rms complex amplitudes of the terminal voltages, I is the column matrix containing the n rms complex amplitudes of the terminal currents, and E is a column matrix comprising the n rms open-circuit voltages (Fig. 1) . If the internal sources are noise sources, the noise spectra pertaining to them are conveniently summarized in the matrix? *3
1 .
--__-
The dagger (t) indicates the operation of forming the Hermitian conjugate. The matrix EEt is positive definite (or semidefinite).
A particular matrix proves of importance in the noise characterization of linear networks. This is the characteristic noise matrix,B N = -3(Z'+ Z+)-lEE+. 
III. LOSSLESS IMBEDDING OF AN n-TERMINAL-PAI.R NETWORK
If an n-terminal-pair network is properly connected to a lossless 2n-terminal-pair network, a new n-terminal-pair network may be obtained. It will have a new noise column matrix E', and a new impedance matrix Z'. This imbedding is shown in Fig. 2 .
The "imbedding" network is conveniently characterized in terms of the impedance matrix relations v, = ZJ, + ZJb (4) v, = ZJ, + ZJ,.
The column matrices V, and V, comprise the terminal voltages applied to the two sides of the "imbedding" network; the column matrices I, and I, comprise the corresponding currents. The four Z matrices in (4) and (5) are each square and of nth order. The condition of losslessness can be summarized by the three relations
The matrix relation characterizing the new network, with the terminal voltage vector V,, terminal current vector I,, impedance matrix Z', and open-circuit voltage vector E', is easily derived from the above.2 One obtains Vb = Z'I, + E'
where
In connection with N (3), we need the transformations undergone by matrices Z + Zt and EEt as a consequence of the lossless imbedding. Using the conditions of losslessness ( turns-ratio nk : 1 (Fig. 3) . Connect the primaries of all (10) transformers in series. Then, a one-terminal-pair network is obtained with the open-circuit noise voltage (11) E = n;E, + n,E, + . . . n,E,.
Eq. (14) is conveniently written in matrix form (12) E = x+E (15) This fact has a most important consequence. The matrix N undergoes a similarity transformation when the network where is imbedded in a lossless network. Specifically,
A similarity transformation leaves the eigenvalues of the matrix invariant. Thus, the eigenvalues of N' are the same as those of N. It should be further noted that the T matrix can be chosen arbitrarily by a proper choice of the lossless imbedding network. This follows from the fact that if nonreciprocal networks are permitted, Zbo in (6) and (12) is an entirely arbitrary matrix. Thus any similarity transformation of N can be accomplished by a lossless imbedding.
IV. SIGNIFICANCE OF THE EIGENVALUES OF THE CHARACTERISTIC NOISE MATRIX
The fact that the eigenvalues of the characteristic noise matrix in (3) remain invariant under a lossless imbedding suggests that they must have fundamental physical significance. We shall now show that these eigenvalues are related directly to the "exchangeable power"1,5 of the polyterminal-pair network when its terminal pairs are merged into one through a lossless network.
Consider a network with the impedance matrix Z and the open-circuit noise voltage matrix E. Connect to all terminal pairs of the network ideal transformers, so that at the kth terminal pair the ideal transformer has the Our interest is in the extremal values of P, with respect to variation in x. So far in (17) the vector x is limited to real values. We can remove this limitation as follows. Suppose that the original n-terminal-pair network is first imbedded in a lossless 2n-terminal-pair network (Fig. 2) before the series connection of its terminals is carried out as described above. In this case the matrices Z' + Z'+ and E/E'+ of the transformed network, whose terminals are to be connected in series through ideal transformers, are related to the matrices Z + Zt and EEt of the original network by the transformations (10) and (11). After series connection, the exchangeable power at the resulting terminal pair can therefore be written in terms of the matrices EEt and (Z + Zt) of the original network 
It is easily shown' that t,he n values of P, which are stationary with regard to arbitrary variations in y (i.e., variations in the imbedding network) are the n eigenvalues of the matrix
The matrix N of (20) is in fact the same one defined in (3). The significance of the n eigenvalues of the matrix N may be summarized in the following.
Theorem
The n eigenvalues of the characteristic noise matrix N defined by (3) for an n-terminal-pair network determines the stationary values of the exchangeable power P, of a one-terminal-pair network obtained from the n-terminal-. pair network by a lossless imbedding. (Stationarity of the exchangeable power r&ers to arbitrary variations in the imbedding network.)
V. CANONICAL FORM FOR A LINEAR NOISY NETWORK
In this section we shall prove the following.
Theorem
At any particular frequency, every n-terminal-pair network can be reduced by lossless imbedding into a canonical form consisting of n separate (possibly negative) resistances in series with uncorrelated noise voltage generators.
The proof of the theorem is easy if we note first that a lossless imbedding of the n-terminal-pair network transforms the two matrices Z + Zt and %? in identical congruent manner as shown in (10) and (11). We have also noted that the matrix T which appears in the transformation is entirely unrestricted by the conditions (6) of losslessness for the imbedding network.
It is always possible to diagonalize simultaneously two Hermitian matrices one of which (EE') is positive definite (or as a limiting case semidefinite) by one and the same congruent transformation.
Thus, suppose that both Z' + Z" and E/E'+ have been diagonalized by a proper imbedding of the original network (see Fig. 2 ). This means that the impedance matrix Z' of the resulting network is of the form
where Z,,, fulfills the condition of the impedance matrix of a lossless network Z,,, = -Zl,,.
Big. 4-Canonic network.
Suppose, finally, that a lossless (and therefore noisefree) network with the impedance matrix -Z,,, is connected in series with our network Z'. The result is a network with the impedance matrix Z" = Z' -Z,,, = diag (R,, R, ... R,).
The open-circuit noise voltages remain unaffected when a lossless source-free network is connected in series with the original network: ___ __ E" = E' or E"E"+ = E'E'+.
The two operations thus lead to a network with the diagonal impedance matrix Z" of (22) and a diagonal noise matrix E"E"+. This "canonical" form of the network consists of n separate resistances in series with uncorrelatecl noise voltage generators, as shown in Fig. 4 . Noting that the series wonnection of a lossless network is a special case of a lossless imbedding, we have proven the theorem stated at the begimling of this section.
A lossless imbedding leaves the eigenvalues of the characteristic noise matrix invariant. Thus, the eigenvalues of the characteristic noise matrix N" of-the canonical form of the transformed network are equal to those of N of the original network. But, the eigenvalues X, of N" are clearly its n diagonal elements nlnl
The 16th eigenvalue is the negative of the exchangeable power of the lcth resistor. Thus, we have proven the following.
The exchangeable powers of the n Thkvenin sources of the canonical form of any n-terminal-pair network are equal and opposite in sign to the n eigenvalues of the characteristic noise matrix N of the original network.
Since ideal transformers may be applied to each terminal pair of the foregoing canonical form in a manner which reduces either all resistors or all IE~l" to unit magnitude.
there are actually only n independent (real) parameters contained in the canonic form. This fact proves the following.
A linear noisy n-terminal-pair network possesses not more than n invariants with respect to lossless transformations, and these are all real numbers.
The eigenvalues of N (3) have been interpreted in the foregoing analysis as all the stationary values of exll= 165 changeable power P, derivable from an n-terminal-pair network by arbitrary lossless reduction to one terminal pair. There are, however, other interpretations for these eigenvalues, which are closely related to amplifier noise performance. These we shall now develop.
VI. OTHEIX FORMS OF THE CHARACTERISTIC NOISE MATRIX
To discuss other interpretations of the eigenvalues of N, network representations other than the impedance matrix are necessary. For each new matrix representation a new characteristic noise matrix can be defined. As one might expect, all such characteristic noise matrices have the same eigenvalues and are related by similarity transformations. However, in different matrix representations these eigenvalues describe different extremal properties of the network noise performance.
In this section we shall show how matrix representations can be transformed into each other and what relations exist among the corresponding noise matrices.
The general impedance matrix representation (1) The equivalent circuit suggested by the representation (26) with the interpretations (27) is shown in Fig. 5 . Returning to the general expression (26) we note that it also can be written as
The analysis immediately following shows how transformations are performed from one formalism to the other. Then, the transformation of the power expression is studied. Combining the results of these two studies we shall be able to define a characteristic noise matrix for every formalism and show its relation to the characteristic noise matrix defined in (3). 
where R is a square matrix of order twice that of either V or I. For a 2m-terminal-pair network R is of order 4m. The relation between the matrices Z and T is derived as follows. We start from (25) and introduce the transformation (29)
[ 1
U In order to relate (31) to (26) we note that R is of order twice the order of Z. It is therefore conveniently split into submatrices
where the Rij are of the same order as Z. Carrying out the multiplication in (31) we obtain [R,, -ZR,, i R,, -ZR,,] [ 1
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The correspondence between (33) and (26) 
where QT is a Hermitian matrix of order twice that of either u or v. In the particular case of the impedance matrix representation
Comparing (38) and (37) 
The General Characteristic Noise Matrix
We have introduced the most general matrix representation of a linear network in (28). We have defined the associated power matrix QT in (37). With these two we may define a general characteristic noise matrix NT corresponding to this matrix representation. The requirements are that this matrix NT: 1) Should reduce exactly to the form of (3) when the network is described on the impedance basis. 6 = ME.
2) Should be related to (3) by a similarity transformation when the same network is described on other than impedance basis (e.g., admittance, scattering, etc.).
This way, N, will contain the n network invariants as its eigenvalues. Here we shall follow the simple expedient of defining N, and then proving its relationship to the matrix defined by (3):
First, we shall show that the definition (41) reduces to definition (3) for the impedance matrix representation. Applying (41) to the impedance matrix representation, we have
where we have made use of the explicit form (39) for the power matrix Qz. But the last expression in (42) is identical with the definition (3) for N. Next, let us relate N, of (41) to N, of (42). Using (35), (36), and (40)
According to (43), the characteristic noise matrix N, of the general matrix representation of a network is related by a similarity transformation to the characteristic noise matrix Nz of the impedance matrix representation of the same network. The characteristic noise matrix N, determines, through its eigenvalues, the extrema of a scalar noise parameter particular to the representation (28) of the network. Previous studies' suggest the following form of this parameter N:
where y is some column matrix, the physical significance of which will become clear further on. It is easily shown that, in fact, the noise parameter N has as extrema the eigenvalues of the matrix N, defined in (41).
As an example let us first consider the meaning of the noise parameter in the impedance matrix representation. Introducing the above into (44) we find that it reduces to (18). We thus see that in the impedance representation the noise parameter of (44) is, except for a sign, the exchangeable power of the network, as discussed in Section IV. The column matrix y represents the characteristics of the imbedding network, as described in connection with (18). In order to show another significance of the characteristic noise matrix (41) and the noise parameter (44), we shall now study the general circuit parameter representation of a two-terminal-pair network. The power matrix QT for this representation can be found either from (40), using (30) for R, or by direct evaluation from its defining equation ( 
With the introduction of the specific expressions (45) and (46) into (44) for the noise parameter, we find that it reduces to the noise measure,'
M, = yTdy 1 -. y+(P -TPT+)y 2kTAf (43) In this case, the column matrix y can be shown to contain the source impedance 2, for which M, is evaluated:' & = z* Yl s .
The two eigenvalues of (44) determine the extrema of M,.l These examples show how each matrix representation has associated with it a particular noise parameter whose extrema are determined by the eigenvalues of its characteristic noise matrix. These eigenvalues are common to all representations. In the case of the impedance representation it was the exchangeable power (18) whose extrema were determined by the eigenvalues of the associated matrix (20). In the general circuit parameter representation it is the noise measure (48) whose extrema are determined by the eigenvalues of the associated matrix (47).
The canonical form of a general n-terminal-pair network, whose n exchangeable powers are identical (except for a sign) with the eigenvalues of the characteristic noise matrix, thus places directly in evidence the n invariants of the network. These invariants, as we have seen, have in different network descriptions different physical significances. The canonical form is probably the most tangible summary of these invariants.
