On general convergence in extracting radicals via a fundamental family of iteration functions  by Jin, Yi & Kalantari, Bahman
Journal of Computational and Applied Mathematics 206 (2007) 832–842
www.elsevier.com/locate/cam
On general convergence in extracting radicals via a fundamental
family of iteration functions
Yi Jin∗, Bahman Kalantari
Department of Computer Science, Rutgers University, New Brunswick, NJ 08901, USA
Received 2 February 2005; received in revised form 29 May 2006
Abstract
Newton’s method is well-known to be generally convergent for solving xn − c = 0. In this paper, we ﬁrst extend this result to
the next two members of an inﬁnite family of high order methods referred to here as the Basic Family which starts with Newton’s
method. While computing roots of unity numerically is a trivial task, studying the general convergence of the Basic Family in this
simple case is an important ﬁrst step toward the understanding of the global behavior of this fundamental family. With the aid of
polynomiography, techniques for the visualization of polynomial root-ﬁnding, we further conjecture the general convergence of all
members of the Basic Family when extracting radicals. Using the computer algebra system Maple, we obtain some partial results
toward the proof of our conjecture.
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1. Introduction
Rational iteration functions such asNewton’smethod arewidely used to ﬁnd the roots of polynomials.Thesemethods,
however, might not converge for an arbitrary initial point in the complex plane. It is easy to see that starting from any
real number, no iterated rational map will ﬁnd the two purely imaginary roots of x2 + 1 = 0. However, in the complex
plane except for the real line Newton’s method will always converge to a root. This leads to the deﬁnition of general
convergence.
Deﬁnition 1.1 (McMullen [18]). Let f k(x) denote the k-fold composition of f, i.e.,
f k(x) ≡ f (· · · f︸ ︷︷ ︸
k
(x) · · ·).
∗ Corresponding author.
E-mail addresses: yjin@cs.rutgers.edu (Y. Jin), kalantar@cs.rutgers.edu (B. Kalantari).
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.08.035
Y. Jin, B. Kalantari / Journal of Computational and Applied Mathematics 206 (2007) 832–842 833
Given a polynomial p(x), an iteration function f is said to be generally convergent for p if
lim
k→∞ f
k(x) = x, where p(x) = 0
for all x in an open, dense, full measure subset of the Riemann sphere Ĉ = C ∪ {∞}.
Does there exist a generally convergent purely iterative algorithm for ﬁnding the roots of a polynomial of degree d?
Such an algorithm associates to each polynomial p a rational function Tp(x) with coefﬁcients being rational functions
of the coefﬁcients of p, such that under iteration, T np (x) tends to a root of p for most choices of p and x. This question
was raised by Smale [22], and McMullen [17] showed there is no such generally convergent algorithm for ﬁnding the
roots of a polynomial of degree 4 or more. However, for some special polynomials like xn − c, where n ∈ N, n2,
and c ∈ C, generally convergent algorithms do exist.
Theorem 1.4 suggests a method for checking the general convergence of an iteration function (see [1,18]). However,
we give two deﬁnitions ﬁrst.
Deﬁnition 1.2 (Blanchard [1]). The value v ∈ Ĉ is a critical value of function f if the equation f (x)=v has a solution
whose multiplicity is greater than one. Such a solution, say z, is called a critical point. Using local coordinates, this is
equivalent to the condition f ′(z) = 0.
Deﬁnition 1.3. A point z is said to be pre-periodic under a dynamical system deﬁned by the iteration function f if after
a positive number (ﬁnite) of iterations the iterates fall into a cycle.
Theorem 1.4. An iteration function f is generally convergent for a polynomial p provided the critical points of f are
either pre-periodic or converge to roots of p under the iterative map f.
For p(x) = xn − c, the critical points of Newton’s iteration function
f (x) = x − p(x)
p′(x)
= x − x
n − c
nxn−1
are the roots of p and 0 (see [18]). Since f (0) = ∞, f (∞) = ∞, the “non-root” critical point 0 is preperiodic under f.
So from Theorem 1.4, we have
Theorem 1.5. Newton’s method is generally convergent when extracting radicals.
For detailed treatments on one variable complex dynamics, see Blanchard [1] and Milnor [19].
It is well known that Newton’s method has quadratic rate of convergence for simple root computation. For some
interesting properties and applications of Newton’s method, see Hubbard et al. [9]. In this paper, we consider a funda-
mental family of rational root-ﬁnding iteration functions whose members have successively higher order convergence
rates for simple roots. This family, which we refer to as the Basic Family, goes back to Schröder’s 1870 paper [21]. In
that remarkable paper, Schröder gave a general theory on rational root-ﬁnding algorithms and derived many high order
methods which include this fundamental family. For a survey of the history of the root-ﬁnding methods, see Pan [20].
For systematic studies of root-ﬁnding algorithms, see Householder [8] and Traub [23].
TheBasic Family has been derived throughmany different approaches and admits numerous different representations.
In one representation, it is known asKönig’s family (see [2,24]). In [6], Gerlach devised a scheme to accelerateNewton’s
method, which turns out to be another representation of the Basic Family (see [5,13]). In [15], Kalantari et al. derived
and characterized the Basic Family in a purely algebraic manner. The derivation reveals many new and interesting
minimality and uniqueness properties of this family. For additional properties of Basic family, see [10,16,12].







i! Dm−i (x), (1.1)
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where D0(x)=1 and p(i)(x) is the order i derivative of p(x). Then, for each natural number m2, the rational function
Bm(x) = x − p(x)Dm−2(x)
Dm−1(x)
(1.2)
deﬁnes an iterative algorithm:
xk = Bm(xk−1), k = 1, 2, . . . ,
and {xk}∞k=0 converges to a root of p, given an appropriate initial point x0. Moreover, its order of convergence is m for
a simple root.























0 0 . . . p(x) p′(x)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The ﬁrst three members of the Basic Family are
B2(x) = x − p(x)
p′(x)
, (1.3)
which is the well-known Newton’s method, and
B3(x) = x − 2p(x)p
′(x)
2p′(x)2 − p(x)p′′(x) , (1.4)
which is Halley’s method, and the fourth order method
B4(x) = x − 6p(x)p
′(x)2 − 3p(x)2p′′(x)
p(x)2p′′′(x) + 6p′(x)3 − 6p(x)p′(x)p′′(x) . (1.5)
We are interested in studying the dynamics of the Basic Family. While computing roots of unity numerically is a
trivial task, investigating how the iteration functions in the Basic Family behave in this simple case is an important ﬁrst
step toward an understanding of the global behavior of this fundamental family.
In Section 2, we prove some auxiliary results that are interesting in their own right. In Section 3, we show that
when solving xn − 1 = 0, both B3 and B4 are generally convergent. In Section 4, we introduce polynomiography
(see [12]) and use it to visualize the dynamics of radical extraction with the Basic Family. Motivated by the images
obtainedwith this technique,we conjecture that thewholeBasic Family is generally convergentwhen extracting radicals.
In Section 5, we use the computer algebra systemMaple to obtain some partial results toward the proof of our conjecture.
2. Some auxiliary results
We ﬁrst reveal a symmetry of Basic Family iteration functions when extracting radicals, and use it to establish the
equivalence of extracting radicals and computing roots of unity.
Lemma 2.1. Given m, n ∈ N,m2, n2. Let Bm,p represent the application of Bm to p(x) = xn − c, where
c ∈ C, c 	= 0, and let Bm,q represent the application of Bm to q(x) = xn − 1. Then Bm,p and Bm,q are conjugate
dynamical systems. That is,
Bm,q(x) = r−1Bm,p(rx),
where r is an nth root of c.
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Proof. From the deﬁnition of p(x) and q(x), we have
p(rx) = rnxn − c = rnxn − rn = rnq(x),
p(i)(rx) = rn−iq(i)(x), i = 1, . . . , n.
For any non-negative integer s, let Ds,p(x) be the Ds(x) for p, and Ds,q(x) be the Ds(x) for q. We ﬁrst prove
Ds,p(rx) = rs(n−1)Ds,q(x) (2.1)
















So (2.1) holds for all s0.
By deﬁnition and identity (2.1), we have
Bm,p(rx) = rx − p(rx)Dm−2,p(rx)
Dm−1,p(rx)




Applying the above lemma k times, we get
Bkm,p(rx) = rBkm,q(x).
Thus, to members of the Basic Family, solving xn −c=0 is equivalent to solving xn −1=0. For the sake of simplicity,
in the rest of this paper we shall assume that c = 1.
Next, we derive a version of Theorem 1.4 for Bm corresponding to a polynomial p(x) of degree n2. We start with
the deﬁnition for non-trivial critical points and a lemma showing that ∞ is a ﬁxed point of Bm.
Deﬁnition 2.2. z is a non-trivial critical point of Bm if B ′m(z) = 0 and p(z) 	= 0.
Lemma 2.3. Let p(x) be a polynomial of degree n2 with leading coefﬁcient an. Then for any integer k1, Dk(x)





akn. Thus, Bm(x) can be written as a rational
function Q(x)/R(x) and the degree of polynomial Q(x) exceeds the degree of polynomial R(x) by one. This means
Bm(∞) = ∞, that is, ∞ is a ﬁxed point of Bm.















Theorem 2.4. Bm corresponding top(x) of degree n2 is generally convergent provided the non-trivial critical points
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By Deﬁnition 1.2, the critical points of Bm(x) are either
1. zeros of R(x) when is ∞ a critical value. These critical points are pre-periodic under Bm since after one iteration
they arrive at ∞, a ﬁxed point of Bm. Or
2. zeros of B ′m(x). They are either non-trivial critical points or simple roots of p, because simple roots of p are
super-attracting ﬁxed points of Bm. Obviously, simple roots of p satisfy the condition of Theorem 1.4, that is, they
converge to roots of p (namely themselves) under Bm.
So from Theorem 1.4, if all non-trivial critical points of Bm are either pre-periodic or converge to roots of p under
the iterative map Bm, then Bm is generally convergent for p(x) = xn − 1. 
3. Main results
In this section, we shall use Theorem 2.4 to prove that both B3 and B4 are generally convergent for p(x) = xn − 1,
where n ∈ N, n2.
Theorem 3.1. The application of B3 to p(x) = xn − 1 is generally convergent.
Proof. This theorem follows trivially from Theorem 2.4 once we show B3 has no non-trivial critical points.
Substituting p(x) = xn − 1 into (1.4), we get
B3(x) = x[(n − 1)x
n + (n + 1)]
(n + 1)xn + (n − 1) . (3.1)
Differentiating (3.1), we get
B ′3(x) =
(n − 1)(n + 1)(xn − 1)2
[(n + 1)xn + (n − 1)]2 . (3.2)
From the above equation, it is easy to see that B3 has no non-trivial critical points. 
To prove B4 is also generally convergent for p(x) = xn − 1, we shall ﬁrst ﬁnd its non-trivial critical points.
Substituting p(x) = xn − 1 into (1.5), we get
B4(x) = x[(n − 1)(n + 1)x
2n + 2(2n2 + 1)xn + (n − 1)(n + 1)]
(n + 1)(n + 2)x2n + 4(n − 1)(n + 1)xn + (n − 1)(n − 2) . (3.3)
Differentiating (3.3), we get
B ′4(x) =
(n − 1)(n + 1)(xn − 1)3[(n + 1)(n + 2)xn − (n − 1)(n − 2)]
[(n + 1)(n + 2)x2n + 4(n − 1)(n + 1)xn + (n − 1)(n − 2)]2 . (3.4)
Thus, when n3, the non-trivial critical points of B4 are nth roots of
(n − 1)(n − 2)
(n + 1)(n + 2) > 0.
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To complete the proof, we shall show that all these non-trivial critical points converge to roots of p under iterative
map B4. As the following proposition shows, by symmetry, it sufﬁces to prove that the positive real non-trivial critical
point converges to a root of p under B4.
Proposition 3.2. Let p(x)= xn − 1, and  be a root of p. Then, Bm commutes with the rotation map x → x. That is,











Proof. (3.5) follows immediately from Lemma 2.1 by letting c = 1.














m(x) =  lim
k→∞ B
k
m(x) = . 
Now we are ready to prove the general convergence of B4 for xn − 1 = 0.
Theorem 3.3. The application of B4 to p(x) = xn − 1 is generally convergent.
Proof. For n = 2, all critical points of B4 are trivial since
B ′4(x) =
(x2 − 1)3
4x2(x2 + 1)2 .
So B4 is generally convergent for p(x) = x2 − 1.
Let i , i = 1, . . . , n be zeros of p. For n3, by (3.4) the non-trivial critical points of B4 can be written as
ri , i = 1, . . . , n, where r = n
√
(n − 1)(n − 2)
(n + 1)(n + 2) > 0.
From (3.4), we have
B ′4(x)0 when rx1,
B ′4(x)> 0 when x > 1.
Since B4(x) is non-increasing over the interval x ∈ [r, 1] and B4(1) = 1, we conclude that B4(r)> 1.






n + 2 < 1.
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That is, B ′4(x) over the interval x ∈ (1,∞) is an increasing function upper bounded by 1. Hence
0<B ′4(x)<
n − 1
n + 2 < 1 when x > 1.
Let x1 = B4(r)> 1. Inductively, we have
xk+1 = B4(xk)> 1, xk+1 − 1
xk − 1 <
n − 1
n + 2 < 1 for k = 1, 2, 3, . . . ,
which follows from the mean value formula
xk+1 − 1 = B4(xk) − B4(1) = B ′4()(xk − 1),
where  ∈ (1, xk) and the fact that
0<B ′4()<
n − 1
n + 2 .
Therefore
lim
j→∞ xj = limj→∞ B
j
4 (r) = 1.




4 (ri ) = i for i = 1, . . . , n.
That is, the non-trivial critical points of B4 converge to roots of p under iterative map B4. Hence B4 is generally
convergent for p(x) = xn − 1, n3. 
4. Visualization with polynomiography
The word “polynomiography” was coined by Bahman Kalantari as a combination of the word “polynomial” and
the sufﬁx “-graphy.” It is deﬁned to be “the art and science of visualization in approximation of zeros of complex
polynomials, via fractal and non-fractal images created using the mathematical convergence properties of iteration
functions.” An individual image is called a “polynomiograph.” For a detailed account of mathematical and artistic
aspects of polynomiography, see [12].
In its simplest form, a polynomiogragh depicts basins of attraction for an iteration function applied to a polynomial.
Visualization of the basins of attraction for polynomial root-ﬁnding via Newton’s method was attempted before the
advent of computers. In 1879, Cayley [3] questioned the behavior of Newton’s method for quadratic and cubic polyno-
mials in the complex plane. Hewas only able to ﬁnd the answer for quadratics, where the regions of attraction aremerely
the Voronoi regions of the two roots. For cubic polynomials, the regions of attraction of Newton’s method give only a
crude approximation of the actual Voronoi regions of the three roots, the boundaries of which exhibit fractal behavior
and are now known as “Julia” sets. The computer visualization of this phenomenon was apparently ﬁrst obtained by
John Hubbard (see [7]).
Fig. 1 is a polynomiogragh visualizing the attractive basins of Newton’s method for 4x3 − 2x + 1. Each ﬁxed point
is assigned a characteristic color. All points in the complex region that converge to a speciﬁc ﬁxed point have the same
color as that ﬁxed point. If a point does not converge, it is colored white. Note in Fig. 1 the white regions obviously have
non-zero measure, which gives a graphical proof that Newton’s method for 4x3 − 2x + 1 is not generally convergent.
The fact that Newton’s method is not generally convergent even for general cubic polynomials was ﬁrst proved by
Smale [22].
Figs. 2 and 3 show the dynamics of extracting roots of unity with ﬁrst three members of the Basic Family, which are
generally convergent. The symmetry exhibited in these polynomiographs is prominent.
We further observe that as m increases, the basins of attraction for Bm converge to the Voronoi regions of the roots
of p. A rigorous yet simple proof of this nice property of the Basic Family can be found in [10].
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Fig. 1. Basins of attraction, A(i ), for the roots of 4x3 − 2x + 1 = 0 by Newton’s method in the complex region [−1, 1] × [−1, 1]. Red areas
constitute A(−0.8846); green areas constitute A(0.4423 + 0.2949i); blue areas constitute A(0.4423 − 0.2949i). Initial points in white areas do not
converge to a ﬁxed point.
Fig. 2. Basins of attraction in the complex region [−1, 1] × [−1, 1] for B2 (left), B3 (center), and B4 (right) with p(x) = x5 − 1.
Fig. 3. Basins of attraction in the complex region [−1, 1] × [−1, 1] for B2 (left), B3 (center), and B4 (right) with p(x) = x8 − 1.
Fig. 4 lists the polynomiographs for B5 with p(x) = x2 − 1, x3 − 1, x4 − 1, x5 − 1. Again, all the images show
evidence of general convergence.
Extensive experimentations like the above examples led us to the following conjecture.
Conjecture 4.1. All members of the Basic Family are generally convergent when extracting radicals.
In the next section, we give some partial results in support of our conjecture.
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Fig. 4. Basins of attraction in the complex region [−100, 100] × [−100, 100] for B5 extracting square, cubic, 4th and 5th roots of unity.
5. Toward the general convergence of higher order Basic Family methods
First, we show that the “conjugate” of Theorem 1.5 with respect to Basic Family is also true. That is, Basic Family
methods are generally convergent when extracting square roots. In fact, the basins of attractions of any Basic Family
iteration function corresponding to p(x)=x2 −1 are two half planes separated by y-axis. More precisely, any point not
equidistant to two roots of p, namely 1 and −1, gets attracted to the closer root. This follows easily from the following
lemma of Kalantari and Kalantari [14].
Lemma 5.1. Let p(x) = x2 − 1, then Bm corresponding to p has the following representation:
Bm(x) = (x + 1)
m + (x − 1)m
(x + 1)m − (x − 1)m .
Thus, for any integers r2 and s2, we have
Br(Bs(x)) = Brs(x),
and
xk = Bm(xk−1) = Bmk(x0) =
(x + 1)mk + (x − 1)mk
(x + 1)mk − (x − 1)mk .
For a general p(x)= xn − 1, Bm uses derivatives of p up to order (m− 1). From now on we shall assume nm− 1
so that none of the derivatives of p in Bm vanishes. Under this condition, we further conjecture
Conjecture 5.2. The non-trivial critical points of Bm for p(x) = xn − 1 are nth roots of a set of (m − 3) positive real
numbers.
Conjecture 5.3. For any positive real initial point, the iterates of Bm with p(x)=xn −1 monotonically converge to 1.
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The above two conjectures, together with Proposition 3.2, imply that Bm for p(x) = xn − 1 is generally convergent
when nm − 1.
In an attempt to verify Conjecture 5.2, we use computer algebra software Maple to study the structure of non-trivial
critical points of Bm. Our Maple program makes extensive use of Sturm’s Theorem (see [4]), a powerful tool for
counting the number of real roots of an algebraic equation with real coefﬁcients over a given interval.
Deﬁnition 5.4. Given a polynomial f (x), deﬁne its Sturm chain as a series of Sturm functions
f0(x) = f (x),









where [P(x)/Q(x)] is a polynomial quotient. The chain is terminated when the degree of fn(x) reaches 0.
Theorem 5.5 (Sturm’s Theorem). The number of real roots of an algebraic equation with real coefﬁcients whose real
roots are simple over an interval, the end points of which are not roots, is equal to the difference between the numbers
of sign changes of the Sturm chains formed for the interval ends.
The Sturm chains that our program encounters have no zero entries. This guarantees that all roots are simple, which
follows from the non-zeroness of the last entry of any Sturm chain, and that the interval ends are not roots, which
follows from the fact that leading entries of the Sturm chains formed for the interval ends are non-zero.
Our algorithm to prove Conjecture 5.2 for a speciﬁc m is based on a strengthened version of that conjecture. It
consists of the following steps:
1. Calculate Bm for p(x) = xn − 1 and its derivative B ′m.
2. Formulate B ′m as a quotient of two polynomials and extract the numerator. The zeros of the numerator are the
critical points of Bm.
3. Factor the numerator, and remove the factor (xn − 1)m−1 which contains the trivial critical points of multiplicity
(m−1) and the positive constant factor (n−1)(n+1). The zeros of the resulting polynomial poly1 are non-trivial
critical points of Bm.
4. Substitute x = y1/n into poly1, and name the new algebraic expression poly2. Zeros of poly1 are nth roots of
zeros of poly2. Verify that poly2 is a polynomial of degree (m − 3) in y.
5. Prove that zeros of poly2 are (m− 3) distinct positive real numbers. By Sturm’s Theorem, it sufﬁces to show that
the difference between the numbers of sign changes of the Sturm chains formed at 0 and +∞ is (m − 3).
(a) Calculate the Sturm chain of polynomial poly2. The Sturm functions in this chain are polynomials in y with
coefﬁcients that are rational functions in n.
(b) For each Sturm function in the chain, calculate the signs of its leading coefﬁcient and constant term (both are
rational functions in n) which determine the sign of the Sturm function evaluated at +∞ and 0 respectively.
Show the signs of these rational functions in n do not change over interval [m − 1,+∞).
(i) To compute the sign of a rational function in n over [m − 1,+∞), we factor its numerator and denominator.
The signs of these factors determine the sign of the rational function.
(ii) Show that the sign of each factor is the same as the sign of its leading coefﬁcient by proving that the factor has
no zero in [m−1,+∞) using Sturm’s theorem. Thus, the sign of such a rational function is easily determined
by the signs of the factors in its numerator and denominator, and is independent of n.
(c) Count the numbers of sign changes of the Sturm chains evaluated at +∞ and 0, and verify that the difference
between these two numbers is (m − 3).
Our Maple program (see http://paul.rutgers.edu/∼yjin/critical_pts) has proved Conjecture 5.2
for m up to 11. Theoretically, it is capable of checking the validity of this conjecture for any speciﬁc m. But in practice,
the exponentially growing complexity of integer arithmetic prevents us from going beyond m=11, for which it already
labored 3.25 hours to complete the proof.
842 Y. Jin, B. Kalantari / Journal of Computational and Applied Mathematics 206 (2007) 832–842
Acknowledgments
We would like to thank the referees for their constructive comments that help to improve the presentation of this
paper. In particular, the proof of Theorem 3.3 has been greatly simpliﬁed following one referee’s suggestion.
References
[1] P. Blanchard, Complex analytic dynamics on the Riemann sphere, Bull. Amer. Math. Soc. 11 (1984) 85–141.
[2] X. Buff, C. Henriksen, On König’s root-ﬁnding algorithms, Nonlinearity 16 (2003) 989–1015.
[3] A. Cayley, The Newton–Fourier imaginary problem, Amer. J. Math. 2 (1879) 97.
[4] H. Dörrie, Translated by D. Antin, 100 Great Problems of Elementary Mathematics, Dover Publications, NewYork, NY, 1958, pp. 112–116.
[5] W.F. Ford, J.A. Pennline, Accelerated convergence in Newton’s method, SIAM Rev. 38 (1996) 658–659.
[6] J. Gerlach, Accelerated convergence in Newton’s method, SIAM Rev. 36 (1994) 272–276.
[7] J. Gleick, Chaos: Making a New Science, Penguin Books, Baltimore, MD, 1988.
[8] A.S. Householder, Principles of Numerical Analysis, McGraw-Hill, NewYork, 1953.
[9] J. Hubbard, D. Schleicher, S. Sutherland, How to ﬁnd all roots of complex polynomials by Newton’s method, Invent. Math. 146 (2001) 1–33.
[10] B. Kalantari, On homogeneous linear recurrence relations and approximation of zeros of complex polynomials, in: Proceedings of DIMACS
Workshop on Unusual Applications of Number Theory, DIMACS Series on Discrete Mathematics and Theoretical Computer Science, vol. 64,
2000, pp. 125–143.
[11] B. Kalantari, Generalization of Taylor’s theorem and Newton’s method via a new family of determinantal interpolation formulas and its
applications, J. Comput. Appl. Math. 126 (2000) 287–318.
[12] B. Kalantari, Polynomiography and applications in art, education, and science, Comput. Graphics 28 (2004) 417–430.
[13] B. Kalantari, J. Gerlach, Newton’s method and generation of a determinantal family of iteration functions, J. Comput. Appl. Math. 116 (2000)
195–200.
[14] B. Kalantari, I. Kalantari, High order iterative methods for approximating square roots, BIT 36 (1996) 395–399.
[15] B. Kalantari, I. Kalantari, R. Zaare-Nahandi, A basic family of iteration functions for polynomial root ﬁnding and its characterizations,
J. Comput. Appl. Math. 80 (1997) 209–226.
[16] B. Kalantari, Y. Jin, On extraneous ﬁxed-points of the basic family of iteration functions, BIT 43 (2003) 453–458.
[17] C. McMullen, Families of rational maps and iterative root-ﬁnding algorithms, Ann. of Math. 125 (1987) 467–493.
[18] C. McMullen, Algebra and Dynamics, Harvard University Course Notes, Cambridge, MA, May 2003.
[19] J. Milnor, Dynamics in One Complex Variable, Vieweg, Braunschweig, 1999.
[20] V. Pan, Solving a polynomial equation: some history and recent progress, SIAM Rev. 39 (1997) 187–220.
[21] E. Schröder, On inﬁnitely many algorithms for solving equations, Math. Ann. 2 (1870) 317–365 (English translation by G.W. Stewart,
TR-92-121, Institute for Advanced Computer Studies, University of Maryland, College Park, MD, 1992.).
[22] S. Smale, On the efﬁciency of algorithms of analysis, Bull. Amer. Math. Soc. 13 (1985) 87–121.
[23] J.F. Traub, Iterative Methods for the Solution of Equations, Prentice-Hall, Englewood Cliffs, NJ, 1964.
[24] E.R. Vrscay, W.J. Gilbert, Extraneous ﬁxed points, basin boundaries and chaotic dynamics for Schröder and König iteration functions, Numer.
Math. 52 (1988) 1–16.
