We study an M/G/1 queueing system where the arrival follows Poisson Process. The server provides service in two stages, the first stage service is essential and the second stage of service is optional. If the system is empty then the server goes for a vacation of random duration and after returning from vacation the server decides to take a second vacation which is optional. When the server is on vacation the customer may decide to renege. We treat reneging in this paper when the server is on vacation as the service is unavailable. Using supplementary variable technique we derive the probability generating function for the number of customers in the system. Some performance measures are derived. A Particular case is discussed. Numerical study is also presented.
Introduction
Some of the authors who concentrated on M/G/1 type queues with second optional service are Madan [10] , Krishnakumar et al [8] , Medhi [13] , Choudhury [4] and Thillaigovindan et al [15] . Vacation models under various service disciplines have been investigated by Madan [9] , Choudhury [3] , Kalyanaraman and Pazhani Bala Murugan [7] and Thangaraj and Vanitha [14] . A study on M/G/1 type queueing system with optional second vacation have been carried out by Choudhury [5] . Server vacation naturally increase the waiting time of customers. Due to long wait in the queue some customers may get discouraged. Such customers may decide to leave the queue without receiving any service(reneging). Often we come across such situations in real life, like customers waiting in call centers, emergency patients in hospitals, programs waiting to be processed on a computer etc. Queueing models with reneging have been studied by many authors like Ancker and Gafarian [2] , Altman and Yechaili [1] , Choudhury and Medhi [6] , Madan et al [11] . In this paper we consider an M/G/1 Reneging Queue with second optional service and with second optional vacation. The rest of the paper is organized as follows. In section 2 the model is described. In section 3 the probability generating function for the number of customers in the system is derived. In section 4 some performance measures are calculated. In section 5 particular cases are discussed. In section 6 a numerical study is presented. A conclusion is given in the last section.
2
The Model
The following assumptions briefly describe the mathematical model for our study. Customers arrive at the system one by one according to a Poisson stream with arrival rate λ(> 0).There is a single server who provides the first essential service (FES) to all arriving customers. The service time for FES follows a general distribution. Let B 1 (x) and b 1 (x) respectively denote the distribution function and density function of the FES times.
Immediately after the FES, the customer may opt for a second service which is optional (SOS) with probability p, or he may leave the system with probability (1 − p), in which case another customer at the head of the queue (if any) is taken up for his FES. The service times for SOS are also assumed to be generally distributed. Let B 2 (x) and b 2 (x) respectively denote the distribution function and the density function of the SOS times.
Further it is assumed that µ i (x)dx is the conditional probability of the completion of the i th service given that the elapsed service time is x so that
; i ∈ {1, 2}. We assume that the FES and SOS are mutually independent of each other. Let B * i (s), E(B k i )(k ≥ 1), i ∈ {1, 2} denote the LST and finite moments of two service times respectively.
Thus the total service time required by the server to complete the service cycle which may be called as modified service period is given by B = B 1 + B 2 with probability p B 1 with probability (1 − p)
We assume that customers may renege (leave the system after joining the queue) when the server is on vacation and reneging is assumed to follow exponential distribution with parameter β. Thus f (t) = βe −βt dt, β > 0. Let f (t)dt be the probability that a customer can renege during a short interval of time (t, t + dt].
Whenever the system becomes empty, the server goes for a first regular vacation (FRV) of random length V 1 . Let V 1 (x) and v 1 (x) denote respectively the distribution function and density function of the first vacation times. At the end of FRV, the server may take a second optional vacation (SOV) with probability θ. Otherwise he remains in the system with probability (1 − θ) until a new customer arrives. Let V 2 (x) and v 2 (x), respectively denote the distribution function and density function for the SOV times.
Further it is assumed that ν i (x)dx is the conditional probability of the completion of the i th vacation given that the elapsed vacation time is x, so that
and hence
It is also assumed that the vacation times V 1 and V 2 are mutually independent of each other having general distribution function
Thus the total vacation time required to complete the vacation cycle, which may be called as modified vacation period is given by V = V 1 + V 2 with probability θ V 1 with probability (1 − θ)
Queue size Distribution at a Random Epoch
Here we first set up the steady state equations for the stationary queue size distribution by treating elapsed service time, FES time, SOS time, FRV time and SOV time as supplementary variables. Then we solve these equations and derive the PGF's. Let N (t) be the queue size (including one being served, if any), B
1 (t) be the elapsed service time at t for FES, B
2 (t) be the elapsed service time at t for the SOS, V 
0 if the server is on FRV at time t 1 if the server is on SOV at time t 2 if the server is busy providing FES at time t 3 if the server is busy providing SOS at time t
The supplementary variables V 2 (t) are introduced in order to obtain a bivariate Markov process {N (t); ∂(t); t ≥ 0} where
We define the limiting probabilities for further analysis.
Further it is assumed that B i (0) = 0; B i (∞) = 1 and V i (0) = 0; V i (∞) = 1 for i ∈ {1, 2} and are continuous at x = 0. By assuming that the system is in steady state condition the differential-difference equations governing the system are
where
The boundary conditions are
and the normalizing condition is
Now let us define the following PGF's
We multiply equations (1) and (3) by z n and apply summation over all possible values of n and obtain
We multiply equations (5) and (7) by z n and take summation over all possible values of n ,to obtain
We now integrate equations (23), (24), (25) and (26) between limits 0 and x and obtain,
Multiplying (14) by z n+1 and taken sum over n = 0 to ∞ and adding with z times (13), we get
From equation (11) and (12), we get
From equation (15), we get
From equation (27), we get
From equation (28), we get
From equation (29), we get
From equation (30), we get
(38) Using (35) to (38) in (31), we get
Using (39) in (34), we get
Integrating (27) to (30) between 0 and ∞, we get
, are the mean of service times of FES and SOS times,V *
are the mean of vacation times of FRV and SOV times. Therefore
Performance Measures
Let L q and L denote the steady state average queue size and system size respectively.
Using L'Hospital rule twice we obtain
2 ) are the second moments of FES, SOS, FRV and SOV times, respectively. Next, we obtain L = L q + ρ, where L q and ρ are given in (52) and (50), respectively. Then using Little's formula, we obtain W q , the average waiting time in the queue and W , the average waiting time in the system, as W q = Lq λ and W = L λ respectively.
Particular case
Case (i): If there is no one renege during server vacation and no one is opting for second service then by setting β = 0 and p = 0 (51) takes the form
which coincides with the PGF of Choudhury [5] irrespective of the notations used. Case (ii): If there is no reneging during server vacation then by setting β = 0 (51) takes the form
which coincides with the PGF of Manoharan and Sankara Sasi [12] irrespective of the notations used.
Numerical results
Assuming particular values to the parameters of the system as λ=3, p=0.2, µ 1 =5, µ 2 =7, ν 1 =5, ν 2 =3, β=0.1 and varying the value of θ from 0.1 to 1.0 in steps of 0.1 we have calculated the values of L q and W q and are tabulated in Table 1 . The corresponding graphs are drawn for both L q and W q in Figure  1 and Figure 2 . We observe from the graphs that when θ increases, there is a steady increase in both L q and W q which is as expected.
Again assuming particular values to the parameters of the system as λ=2, p=0.2, µ 1 =9, µ 2 =7, ν 1 =5, ν 2 =7, θ=0.1 and varying the value of β from 4.0 to 5.0 in steps of 0.1 we have calculated the values of L q and W q and tabulated them in Table 2 . The corresponding graphs are drawn for both L q and W q in Figure 3 and Figure 4 . We observe from the graphs that when β increases, there is a steady decrease in both L q and W q which is on the expected line. 
Conclusion
The analysis carried out in"An M/G/1 Reneging Queueing system with second optional service and with second optional vacation" is to obtain the probability generating function for the number of customers in the system and also to obtain waiting time of a customer in the system. Numerical work is carried out to study the effect of some parameters on the operating characteristics of the system.
