Past variability in upper ocean thermocline depth is commonly 
Introduction
Study of the variation in water column depth preference among various species of plank-24 tonic foraminifera was pioneered by Bé and Tolderlund (1971) , and furthered by Fairbanks 25 et al. (1980) using MOCNESS tows in the western North Atlantic. Globigerinoides ruber
26
(both pink and white varieties) and Globigerinoides sacculifer (without final chamber) 27 species were most common in the surface mixed layer, whereas Globorotalia menardii and 28 Neogloborotalia dutertrei were most abundant at the thermocline. Orbulina universa was 29 often most abundant in the mixed layer but also sometimes most abundant in the ther-30 mocline (hence its "universal" name). Below the photic zone, at depths up to several 31 hundred meters, the most abundant species were Globorotalia truncatulinoides, Globoro-32 talia crassiformis, and Globorotalia tumida. Oxygen isotope ratios (δ 18 O) predicted from shown in Figure 2 .
118
To date most foraminifera species used in our analysis do not have calibrations developed specifically for them. Therefore, we inform our interpretation of δ 
from G. sacculifer specimens pumped from the surface ocean (Mulitza et al. 2003) ; and
from culture experiments with G. bulloides (12-chambered) (Bemis et al. 1998) . 
Statistical analysis
Our goal is to analyze the measured values of δ 18 O c to determine the likely depths in the upper water column at which each species of foraminifera was calcifying. All calibrations
(1)-(5) specify the relationship between temperature T , oxygen isotope ratio in calcite δ 18 O c , and that in the seawater δ 18 O w in the form
for certain values of α and β. Temperatures T and seawater oxygen isotope ratios δ 18 O w in this relationship should be taken at some species-specific calcification depth z, to be determined. Importance of species-specific calibration equations for temperature reconstruction efforts having been demonstrated (Bemis et al. 2002) , we allow coefficients α and β to be different for different species. Therefore, we assume that the relationship
holds, within some error bounds, for each species for certain species-dependent values of D R A F T March 30, 2007, 5:51pm D R A F T α, and β into the Bayesian framework (Gelman et al., 2004) .
126
If values of α and β were known, and as well as the calcification depth z, we could invert (6) to predict measured values of δ 18 O c as
This model is approximate, because there are measurement errors, errors associated with a calibration relationship, and errors due to the difference between the actual values of T (z) and δ 18 O w (z) during calcification and their values that were obtained from the modern data sets, as well as the error in the paradigm that foraminifera calcified at a single depth.
Assuming the total error in the relationship (7) to be normally distributed with zero mean and variance σ 2 , we can write down the sampling distribution, i.e. the distribution of a measured value δ 18 O c conditional on all other parameters, as
or, in terms of its probability density function,
18 O cN } made on N cores, the joint sampling distribution will be the product of individual ones: 
are differences between measured and predicted values of δ 18 O c for individual cores.
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Bayesian data analysis utilizes measurements by inverting predictive distribution (8) to obtain a "posterior" distribution for model parameters, i.e. their distribution conditional on all measured values:
Here p(α, β, z, σ 2 ) is a "prior" distribution of these parameters, i.e. our assumption about them, made before any measurements became available;
is just a normalizing factor, ensuring that p(α, β, z, σ 2 |{δ 18 O c }) defined by (10) integrates 128 to 1 over its joint domain of α, β, z, and σ 2 .
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Before any information about measurements of δ 18 O c is given, we can expect α and β to take with equal probability any values in their range known from published calibrations.
We take these ranges of applicable values from equations (1)-(5) and then extend them by approximately two typical standard deviations of error in the published estimates of α and β, i.e. 0.3 o C and 0.2 o C/per mil, respectively (Bemis et al., 1998) . Therefore, we take prior probability distributions for α and β to be uniform in the following ranges:
Similarly, a natural choice of the prior distribution for z is a uniform distribution on an interval which is wide enough to contain the actual calcification depths of species that
we analyze. Since net tow data indicated that all species analyzed here live within the interval between surface and 500m, we use as a prior distribution z ∼ U (0m, 500m).
A standard approach to selecting a non-informative prior distribution for a variance parameter like σ 2 is to use a uniform distribution for its logarithm, rather than the parameter itself (Gelman et al., 2004) . The interval between 0.05 per mil and 1 per mil is wide enough to contain the standard deviation of the expected error in any useful prediction, thus we use a prior distribution U (ln 0.05, ln 1) for ln σ. Therefore,
(Note that variable changes in probability density functions between σ 2 , σ and ln σ are 
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Combining formulas (8),(10), and (11), we obtain
where Y i are defined by (9), and a normalizing factor C is determined by the condition
The calculations were performed in Matlab. Values of the function
were tabulated on a grid covering the four-dimensional domain of α, β, z, and ln σ in which the probability density p(α, β, z, σ 2 |δ
is non-zero, as defined by (12). Uniform grids of 40 points were used for α, β, and ln σ, and the 14 grid points from WOA2001 were used for z. Normalizing factor C was computed from (13) using numerical integration, thus the full joint posterior probability density function (12) for all parameters became available. Marginal distributions were computed by further numerical integration:
These distributions for parameter values were then used to compute their means and 132 confidence intervals.
133
Prediction of the values that depend on the estimated parameters are done by the integration over the entire parameter space, i.e. we compute
for predictions of δ 18 O c and ocean temperature at the calcification depth. Uncertainties in these predictions are computed using these integrals and similar ones but with the predictive function squared:
for the standard deviation σ T of error in predictions of T , etc. in Table 1 , and size fractions are listed in Table 2 . 
Parameter Estimates
The analysis method described above was applied to all measurements presented in 141 Table 1 , to each species separately. Figure 3 illustrates the analysis results for G.ruber for (α, β) pairs (Figure 3a ) are labeled not by the probability density value but by the 145 probability with which this value is exceeded. For example, the contour marked "95%"
146
surrounds the area of (α, β) values with cumulative probability of 0.95. Areas of high 147 probability reach limits of the ranges set by prior distributions for both α and β values,
148
suggesting that these parameters are not well-constrained by the data in this analysis.
149
Indeed, the individual marginal PDF for β (Figure 3b ) reaches its maximum at the high 150 limit of the range set by the prior distribution and remains high in the most of the range.
151
The marginal PDF for α (Figure 3c ) shows that it is only slightly better constrained than The tendency of z and σ to be better constrained than α and β parameters holds for 156 all species. This can be concluded from inspection of Table 3, 
Model Consistency Checks
As a summary measure of the model fit, we perform the omnibus χ 2 discrepancy test (Gelman et al. 2004, Sec. 6.5, Eq. (6.4) ), which in our case amounts to the statistic
where Y i are model discrepancies computed by (9) for observed values of δ 18 O ci and a 181 certain set of model parameters. In general, statistic (17) is a function of the parameters 182 α, β, z, and σ. We take these parameters at their posterior means, and report sample 183 values of (17) in Table 4 . Under a null hypothesis that model errors are normal with 184 zero mean distribution, these sample values can be interpreted as coming from the χ 
187
the theoretical probability that the χ 2 -distributed random variable with N − 4 degrees of 188 freedom would reach further towards the tails of its distribution than the sample value 189 of this statistic (DeGroot and Schervish, 2002) , are all quite large, no less than 30%.
190
Therefore the null hypothesis is accepted for the analysis of all species: model fit is 191 generally consistent with its assumptions. This is not surprising, because the model error,
192
σ, is one of the estimated model parameters.
193
To inspect model residuals in greater detail, we present in Figure 5 scatterplots of mea- is missing in Figure 5b ).
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An important characteristic of prediction is its bias. Do we have evidence of prediction cance, they need to be compared to the error standard deviations (STDE), also estimated 209 from the sample. These parameters are reported in the panels of Figure 5 and Table 4 .
210
Under normality assumption, the null hypothesis that the errors have zero mean can be 211 tested using Student's t-statistics (DeGroot and Schervish, 2002), t = √ N × ME/STDE.
212
Corresponding p-values (Table 4 ) are large for all species, except P.obliquiloculata, but 213 even for them the p-value is 0.06. Therefore the null hypothesis of unbiased prediction for 214 each species successfully passes the t-test with 5% significance.
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Lack of bias having been established, one can ask if the predictions in Figure 5 are optimal in terms of the slope of a predictive line. Could we improve the skill by rescaling the predictions up or down? A formal way to address this question is to assume that measurements (M) can be presented as scaled predictions (P) with some offset (C) and
random error (ε):
For predictions shown in Figure 5 , we effectively use r = 1 and C equal zero. To check if r = 1 is consistent with the data, we test the null hypothesis of r being equal to one in equation (18) the species for which the prediction slope was inconsistent with the data best fit (Table   243 4). In other words, the prior constraint on the allowable range in β prevented the model 244 from selecting higher β values for these species, even though higher values would fit the 245 available data better.
246
Are larger values of β, implied by these analyses, real or an artefact of relatively small sample sizes (around 30) and perhaps some systematic error? Figure 6b depths by
where p(z) is the species-dependent posterior marginal density function for the calcifica- 
255
The latter conclusion is consistent with our earlier observation of no significant bias in 
Caveats of the analysis
One particular weakness of this data set is the lack of precise age control on the coretop likely dwarfed by the errors introduced in our usage of these data: a lack of control for 327 the species' seasonality or precise time period of the coretop sample.
328
The main remaining problem in the interpretation of this data set is evident in the analysis highlighted this correspondence.
343
Continuous distribution of apparent calcification depths for these species throughout Oc is given for eight species of planktonic foraminifera: WRU = G.ruber (white), PRU = G.ruber (pink), SAC = G.sacculifer (without final chamber), UNI = O.universa, OBL = P.obliquiloculata, MEN = G.menardii, DUT = N.dutertrei, and TUM = N.tumida. Starred core IDs indicate cores for which all eight species were measured. Bottom line gives the number of cores in which each species was measured.
Species
Size O.universa 500 600 Ravelo and Fairbanks (1992) P.obliquiloculata 500 600 Ravelo and Fairbanks (1992) G.menardii 600 710 Ravelo and Fairbanks (1992) N.dutertrei 500 600 Ravelo and Fairbanks (1992) N.tumida 500 600 Ravelo and Fairbanks (1992) appears below the 4150m isobath, it is located on a local high point at 4122m (see Table   1 ). 
