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This thesis presents the computational modeling of supersonic vortex wake/engine
plume interaction. The evolution of the wake and plume was modeled in the Trefftz
plane using the two-dimensional, unsteady Euler equations. The flow was initialized to
a vortex sheet with adjacent engine plume and integrated using a third-order-accurate,
flux-difference-split, implicit algorithm. To minimize the effects of numerical diffusion,
a Lagrangian correction technique was retrofitted to the implicit Euler code.
Test cases varying the initial spanwise location of the plume were conducted. In
all cases, the plume was seen to break apart into small bundles which then orbited the
vortex core. Although the inward pressure gradient of the rolled-up vortex drove the
hot effluent toward the center, the inward motion of the buoyant plume fluid was limited
due to its inability to diffuse any of its kinetic energy. The amount of effluent drawn
tightly to the core increased as the initial plume location was moved outward along the
span.
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Chapter 1
Introduction
1.1 Supersonic aircraft and ozone depletion
The viability of producing a fleet of supersonic commercial transports has been debated
for decades. In the past, economic and environmental concerns have kept such a high-
speed civil transport (HSCT) out of production in the United States. One of the most
significant environmental factors which led to the abandonment of such a project in the
early 1970's was jet exhaust related ozone destruction. With recent interest in a HSCT
rekindled in the United States, advances in low emissions technology remain crucial to
the development of an environmentally acceptable HSCT [3].
In short, the problem stems from the injection of harmful nitrogen oxides into the
upper stratosphere by jet aircraft [12]. These oxides of nitrogen, denoted generally
as NO, (NO + NO2), expedite the reduction of ozone (03) to oxygen (02). Because
this reduction takes place with effectively no change in the concentration of NO,, one
molecule of NO, can in time destroy large numbers of 03 molecules.
Jet effluent chemistry models (chemical models which predict levels of ozone deple-
tion) have traditionally ignored the observed entrainment of the hot exhaust products
into the vortex wake system of the aircraft. The potential for contrail condensation
and other associated heterogeneous chemistry due to the modified conditions present
inside the vortex wake system produce significant uncertainties in such models. The
current work has been specifically designed to investigate the interaction between the
wake and plume in order to provide such chemical models with improved data for future
calculations.
1.2 Overview of thesis
The remainder of the thesis is divided into six additional chapters. Chapter 2 discusses
the dynamics of the vortex wake system and describes the computational approach used
here to model it. Chapters 3 and 4 outline the numerical problem and derive the implicit
Euler algorithm used to calculate the unsteady flowfield. Chapter 5 describes the La-
grangian correction procedure which is implemented to reduce the effects of numerical
diffusion. Lastly, Chapters 6 and 7 present the results and conclusions.
Chapter 2
General Analysis
2.1 Vortex wake dynamics
As an aircraft is in flight, a thin layer of vorticity (a vortex sheet) is shed from the trailing
edge of the wing (Figure 2.1). Downstream of the aircraft, the vortex sheet gradually
"rolls-up" (Figure 2.2) into two concentrated cores of vorticity. These counterrotating
cores are enclosed in a vortex cell (Figure 2.3) which descends with the velocity induced
by each vortex on its counterpart. Note that in Figure 2.3, the streamlines of the vortex
cell are shown relative to the descending frame of the cell.
It has been observed [20] that the hot gases expelled from the jet engines of aircraft
interact with the vortex wake structure during roll-up in such a way that some of
the effluent becomes trapped or entrained in the vortex cell. Once inside the vortex
cell, the effluent is subjected to conditions which are significantly different from those
outside the cell. It is the object of the current research to model the interaction process
computationally in order to gain valuable insight into the dynamics of the entrainment
Figure 2.1: Trailing vortex filaments shed behind a wing
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Figure 2.2: Vortex roll-up with plume entrainment
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Figure 2.3: Vortex cell in crossflow plane (streamlines shown in descending frame of
cell)
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Figure 2.4: Vortex wake timescales
process and to examine the effects of the modified conditions inside the cell on the hot
exhaust products.
As shown in Figure 2.4, the steady three-dimensional wake/plume problem encom-
passes three main flight regimes [10]. The first, or so called "jet regime," extends roughly
from the engine outlets to a point where the vortex sheet has essentially rolled-up. The
"vortex regime" which follows the "jet regime" extends to the point where the vortex
pair system breaks up and wake circulation ceases. In this regime, the effluent is con-
tained in the vortex cell laterally, but some of the effluent escapes through the top of
the cell due to the effects of gravitational buoyancy [20]. Lastly, the "dispersion regime"
extends from the "vortex regime" to a point where dispersion is no longer controlled by
the wake of the aircraft. Here, most of the kinetic energy of the wake has dissipated
and environmental effects govern mixing.
i~-
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2.2 Computational modeling
In order to capture the important dynamics of the problem and still remain computa-
tionally practical, the steady three-dimensional problem in the aircraft frame is modeled
as a two-dimensional initial value problem in the crossflow or Trefftz plane. Because
gradients in the streamwise direction are relatively small, dz is replaced by V~,dt where
t is a time-like coordinate and V~ is the aircraft cruising speed. This standard approach
[9] removes the very large streamwise length scales from the computational problem and
results in a large reduction in computational cost.
In determining which fluid dynamical model is appropriate for the current problem,
the dominant physical processes involved were considered. These are:
* turbulent plume diffusion
* inward plume buoyancy due to the pressure gradient in the vortex cell
* vertical plume gravitational buoyancy
* advection and shearing of the plume fluid inside vortex cell
In the initial spread of the plume fluid, turbulent mixing generated by the shear between
the plume jets and the ambient airstream plays a dominant role. Downstream however,
turbulence rapidly diminishes and buoyant effects become increasely important until
they eventually dominate plume dynamics [13].
An important decision to be made is the extent to which turbulent effects need to
be modeled. In the current work, the flow is modeled using the inviscid Euler equations
and the effects of turbulence are neglected. However, the initial turbulent spread of the
plume fluid is accounted for (to some extent) via an initialization which is based on the
analysis of Miake-Lye et al [13]. In reference [13], analytic estimates of plume conditions,
at a point where buoyant effects become dominant over turbulent effects, were obtained
by approximating the plumes as turbulent buoyant jets in a coflowing airstream. Note
that any shearing of the plume fluid by the vortex flowfield was temporarily neglected
in this analysis. By combining the models of Prandtl [19] for a coflowing jet, and
Morton, Taylor and Turner [15] for a rising linear plume, analytic expressions were
obtained for plume diameter and density depression. In the current work, these results
are used to initialize the flow to a vortex sheet with adjacent engine plume. The flow is
then integrated in time to yield the history of the evolving wake and hot plumes with
turbulent effects being subsequently neglected.
2.3 Euler solvers
2.3.1 Explicit or implicit
Euler solvers for unsteady flows are well developed and are classified generally as either
explicit or implicit. Explicit methods such as those developed by Jameson [11] and Ni
[16] are clearly less complicated than implicit methods and involve far less computational
effort per timestep. However, the timestep in explicit methods is limited to the time
it would take an acoustic disturbance to travel between the two closest grid nodes. In
the present work, the convective velocities in the crossflow plane are extremely small
compared to the local speed of sound. Thus an explicit method would require an
excessively large number of timesteps to evolve the flow. Implicit methods such as
those developed by Beam and Warming [2] and later by Giles [8] allow timesteps which
are 5 to 10 times larger than their explicit counterparts. Due to the large number
of timesteps anticipated, the increased timestep of an implicit scheme was judged to
outway the increased effort per timestep and the decision to employ an implicit scheme
was made.
2.3.2 Numerical diffusion
All Euler solvers, whether implicit or explicit, suffer from false numerical diffusion which
is highly dependent on grid resolution. In an effort to reduce the amount of grid res-
olution required in the present work, a Lagrangian correction technique developed by
Drela and Murman [6] was retrofitted to the finite volume Euler solver. The technique
is one in which a Lagrangian based solution is evolved simultaneously with a grid based
Eulerian solution. The Lagrangian solution consists of point markers which are endowed
with position, vorticity, and entropy, and introduced into regions of the flow containing
concentrated vorticity or entropy. The Eulerian solution provides the updated velocity
field which the Lagrangian solution uses to update the positions of the markers. The
vorticity and entropy of a given marker which are immune to numerical dissipation are
then used to correct the vorticity and entropy of the Eulerian solution. The correction
procedure will be discussed in Chapter 5. The end result is a large reduction in numer-
ical diffusion errors of the solution. The technique offers an effective way of combining
the accurate convection characteristics of a particle tracking method with the accurate
conservation characteristics of a standard finite volume scheme.
Chapter 3
Numerical Problem
3.1 Computational domain
Exploiting the inherent symmetry of the problem, the computational domain consists
of the right-half-plane of Figure 2.3. For convenience however, the domain as it appears
in Figure 2.3 has been rotated 900 counterclockwise. Thus at initialization the vortex
sheet lies on the y-axis with gravity acting in the positive z-direction (Figure 3.1). The
point of reference with respect to the gravity field (z=0) is chosen to correspond with
the initial location of the sheet.
Figure 3.2 shows a sample computational grid. The gridpoints are uniformly clus-
tered in the central region of the domain where resolution is critical. The grid shown for
illustration has a mesh spacing of Az/l = Ay/l = h/1 = 1 in its central region, where
1 is the sheet semithickness. The mesh size of the grid used for actual calculations was
AIz/ = Ay/1 = h/l = ¼. The central region of this fine grid is shown in Figure 3.3.
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3.2 Non-dimensionalization
The flow solver to be presented makes use of the physical variables in non-dimensional
form. The reference quantities used to accomplish the non-dimensionalization are the
stagnation density p', the stagnation speed of sound c', the wing semispan a', and the
specific gas constant R' where the primes denote dimensional quantities. The values of
these quantities are shown in Table 3.1 along with other assumed aircraft parameters.
Note that the atmospheric conditions in aircraft frame become the stagnation quantities
in the stationary crossflow frame. The relevant non-dimensional flow variables are listed
in Table 3.2. Henceforth, all quantities appear in non-dimensional form unless otherwise
stated.
Parameter Parameter
Cruise altitude 20 km Wing span, b' 40.8 m
Mach number, M 2.4 Wing area 695 m2
Cruising speed, V. 704 m Aspect ratio, AR 2.41
Stag. pressure, p o=p'w 5529.3 N Typical cruise mass 287, 000 kg
Stag. density, p'o=po 0.08891 Cruise lift coeff. 0.181
Stag. temp., To'= T'. 216.66 K Jet exit diameter, D, 2 m
Gravitational const., g' 9.80 4 Spread diameter, Do 4 m
Specific heat ratio, 7 1.4 Jet exit den. depression, (2)j 0.51
Specific gas const., R' 287.1 j Spread depression, (E)o 0.80
Table 3,1: Assumed aircraft parameters
Non-dimensional variable Non-dimensional variable
Coordinates, z,y Time, t
Gravitational constant, g Centerline circulation, r,
Density, p P1 Pressure, p
U1 v' T'R'Velocity components, u,v , , Temperature, T
Stag. energy, eo, Stag. enthalpy, ho
Table 3.2: Non-dimensional variables
3.3 Initialization
3.3.1 Initial velocity field
The velocity field is initialized by specifying the vorticity in a two-dimensional sheet of
thickness 21 and length 2a and then using the law of Biot-Savart. Here 1 was taken to
be approximately 5% of a. Note that while the computational domain is only half of
the physical domain as stated previously, the influence of both halves of the sheet (from
-a to a) must be accounted for when employing Biot-Savart.
The vorticity in the y-direction along the sheet is determined by the spanwise dis-
tribution of circulation along the wing of the aircraft. Here the distribution assumes an
elliptically loaded wing; however, the distribution can, in general, be set to fit any given
loading. In the z-direction, the vorticity is set to fit a simple Gaussian-like function
such that the vorticity reaches a maximum in the center of the sheet and then falls to
zero at the edges. Thus the vorticity on the sheet is defined as
W(XI, Yl) = wo(l)j(X1) (3.1)
where
0 if X, > I
U(zls2(Cos2(M) =if I21 < 1 (3.2)
0 if I1 < 1
and xi and yl are the coordinates of the sheet. To find wo(yl), we write
r(yl) = J Jw(xi, y)didyi (3.3)
by definition, where r for an elliptically loaded wing is
(y) = a ya (3.4)
Here a is the semispan and r, can be obtained from the lift via the Kutta-Joukowski
theorem,
L = PfpVor(yi)dyi.
Defining the vortex-sheet strength per unit length along the sheet as
7(Y1) = w(Z1, yl)dz1 = wo(y l )
we have
wo(Y1) - fl U(sl)dxl
where
ar(11 )7(yI) = ar(y)
ayi
Thus w(ai, y1) is specified completely.
Finally, the law of Biot-Savart is used to obtain the respective velocity components
1 ". _a (Y - Y) W( Y)di
u(z'y) (y - •1)2 + X2
v( y)= T':• w(zl1 yl)dA127 -a (y - yl)2 + X
where each u(z, y) and v(z, y) requires an integration over the entire sheet.
(3.5)
(3.6)
(3.7)
(3.8)
(3.9)
(3.10)
UI (zx)dzx
3.3.2 Initial pressure and density fields
In order to obtain the initial pressure and density fi
is assumed throughout the flowfield. This gives
Vho = 0
ho = constant
where
ho 7 Po _7 p+
7- 1po 7-1p
and
S= -gx.
The constant h. is set by its value at a = 0,
ho Po(.=0)
7 - 1 Po(.=o)
where po(.=o) = 1/7 and Po(.=o) = 1 from the non-di
In order to completely define the initial flowfiel
the region outside of the sheet, the entropy s, is ass
S = e" = constant
where
pS -
Again the constant is set by its value at a = 0,
S = = Po(=o)
Po(=o)
(3.11)
(3.12)
(3.13)
(3.14)
(3.15)
(3.16)
(3.17)
(3.18)
Inside the sheet we make use of Crocco's equation,
S+ Vh = TVs + it x 0. (3.19)
Neglecting the unsteady term, Equation 3.19 can be integrated numerically to yield s,
thus specifying the enthalpy and entropy everywhere. Equations 3.13 and 3.17 are then
used to obtain p and p everywhere.
3.3.3 Plume initialization
After the initialization described above is carried out, the plume conditions are set by
decreasing the initial density in the circular region of the plume while holding u, v,
and p constant. The depressions and diameters utilized are based on the results of
reference[13] and are listed in Table 3.1.
Chapter 4
Eulerian Solution
4.1 Integral Euler equations
The integral form of the two-dimensional, unsteady Euler equations (including body
forces) is
Jff UdA + (F, G) -i ds = JJSdA (4.1)
where
P
U=
pv
Lpeo
pu
PU2 + p
puv
puho
PV
G= ,
pv2 +
pvho
Here V is some control volume and S is
stituting for fA in Equation (4.1) gives
dif UdA +
0
p(f~u + fyv)j
its surface with unit outward normal i
Fdy - Gdx = v SdA
dy
(4.2)
i. Sub-
(4.3)
in which the line integral is evaluated in the counterclockwise direction. The terms f,
and f, represent the gravitational constants in their respective coordinate directions.
As stated previously, the computational domain is oriented such that gravity acts in the
0j-11k
j,k + 1
0j, k
*
0
j+1,k
j,k-1
Figure 4.1: Interior grid geometry
positive z-direction and thus
0
S = (4.4)
0
pug
The system is closed by the following two expressions which assume that the specific
heat ratio 7, is constant.
S 1 + 1(U2 1) + g (4.5)(y - 1) p 2
ho = eo + (4.6)
P
4.2 Discrete form
Referring to Figure 4.1, Equation 4.3 can be discretely approximated in space as
Aj,- + (F,+ - F- 1 ,k) + (,k+ - ) = S!,k (4.7)
where U3,k and Sj*k are defined at the cell centers and F*, G* are the inviscid fluxes at
the respective cell faces. These are given by
Sjk = Sj,kAj,k (4.8)
j-lk j+lk
((Fijk + Fj+1,k)y 3j+,~ k - (Gj,k + Gj+1,k)
Gk+ 1 ((Fj, k Fj,k+1)Ayj,k+ - (Gj,k + Gj,k+1)z
where
(4.11)
and
- + -,k+ • ,k- ,k+"
Note that in the above, Azj+ ,k and Ayj,k+ vanish for a Cartesih
Using implicit differencing, Equation 4.7 is discretized tempora
Aj,k TU"n 1 - U7 . -++(I F#__n+1- n+1
,(Uk 7k ) + (F!- F!1 k) + (G* k+ G*n )At +, • +k -k1 -,k +
_-,k+ - y
In order to solve this non-linear equation, each term is linearized at
the unfactored delta form of Equation 4.13,
OUj,k
OG*
+ ,k+.
+ (F'~( + ,kG*Sj+1,k
+ A UO8j),k+1 )
JGik- I a
Oujk OUj,,
3,--1,k
+1,k - j-,_k
-Uj -1,k
a G*
k+1 ,h
(4.9)
(4.10)
1Aj,k=12 (4.12)
(4.13)
+Ajk F 3+,
V( f9t U,,
1
Fy+,k 2
2-( j 2 ) 2 2 2Azj+l,k(j+ ,k+ J+},k-
yj+,k=(Yj+ 1 ,k+ - Yj+,k- 1 )
2 -- + . 1 2k 122+•, -Ax j,k+= (X -L,k+I - X
Yj, Ak+ 2=(Yj- L2,k+ 2- Yj+!,k+ 1)
.6
-(F• - F.! nk) - (G - G ) + nsI
.7+ S1 jk+T ilk i il
where
0000
o Sj_ g 0 0 0
0 0 0 0 Aj,k. (4.15)
ovj, k o 0 0 0
0 g 0 0
4.3 Flux difference upwinding
Although Equation 4.14 is unconditionally stable, it admits non-physical "sawtooth"
solutions. Such discrete solutions are not valid solutions of the original differential
equations and must be damped out. One way of doing this is by adding numerical
smoothing terms to the scheme. Such terms normally take the form of second and fourth
difference operators modulated by arbitrary constants. The values of such constants
are usually determined empirically and many times need to be "fine tuned" for a given
application [11, 8].
Another way to suppress the sawtooth error mode is to use upwinding. This tech-
nique can be viewed as adding appropriate levels of numerical smoothing based on the
values of the local characteristic speeds. With this approach "fine tuning" of coefficients
is not needed because the natural physics of the flow determines the minimum amount
of smoothing necessary in any particular region of the flow. An in-depth explanation
of the theory behind upwinding is given in reference [8]. The fully discrete, linearized,
upwinded Euler equations as given by Giles [8] are
A (OF* + I OF*- o G*\ + (OG*- _(S*
- U o +,k \+ -j_lk ,k+ L o •,_ . v L jk1 3-2 2 21
(4.14)
++ O F* U-j+1,k - - ,k Uj- 1,
+ ((- Ju,k+' 1 \ oa ,k- =
-(p+L,k - 1,k) - (,k+- G ) + S, (4.16)
where
J+ • ,k=F, + smoothing terms
-1 n 1 n n jlk)A(Fjk +F+,k)Ayj+1,k - !(Gk +G +1,k)Azj+ ., k2 7 )(U7+1,kU~k)
21-v, OF* + OF*
1 - a2v OF*
6 •- OU-+,k (U+l,k - 2Uk + U _l,k)
1 - 2v OF* - n
6 OU ( j+Lk ( j+2,k - 2U7+l,k + Ujk) (4.17)
and
Gj,k+ = GJk+1 + smoothing terms
2 
12v (OG* 1 +
-2 j -, ,k+( \ V 3,k+ Un k k
1 - rv2 OG* 
~
6 \ U j,k+ (Uk+l- 2 k+ + Uk-l)16 OU .(.(Unk+- 2 Uk l + k) (4.18)
Here o2, acts as an accuracy switch, giving first order spatial accuracy for ,2v = 1, and
third order spatial accuracy for '2v = 0. In flows with shocks, the switch is needed
to ensure first order fluxes are used in regions with sharp gradients. For the present
application the flow is fully subsonic and third order fluxes are used throughout.
M
It is now left to define how the upwinding matrices -T) and (--• • are con-
structed. To take advantage of the directional nature of the flowfield, the linearization
matrices are split into two parts based on the directions of the local characteristic speeds
[18, 8]. The superscript, "+", corresponds to the forward moving part and the super-
script, "-", corresponds to the rearward moving part. Both (-7) + and (-)± have
the same form and are denoted here by the general matrix A. Thus is general,
A O(FAy - GAz)A=
au
0 n7 n7 0
-unU + ^ 1!( 2  2)n - 2) - (--2) 1)vl, ( -1)n,
-u n V + 'Yj(2 u2 + 2)n y vnn ,(7 -1) unZ y U n -( yf-2)fln y ( -y-1) ny ,
-h, + 1( 2+v 2)un hn,-( 7-1)uun hon-(7-1)vun Un
(4.19)
where the discrete unit normal vector is
(n:) = + (z)(4.20)
and the normal and tangential velocities are
un=un, + ny
Ut=-un, + vn,. (4.21)
In the above equations u, v, and h, are so called "Roe-averaged" quantities. That is,
they are based on a special average of the quantities on either side of a given face. These
averages as defined by Roe [18] are
1U. Ipj+luj+l +
7+2j + 0 Jpj~i+ J/pYu
- l/Tvj+l + Vi v
-/pTh+ Vpho
Jii + VP-7
(4.22)
for the j + 1 face.
latrices, they must first be diagonalized. The trans-
zed for this purpose are
1
u
v
1(U+v2)
0
--Cny
cn,
UtC
1
u+ cnh,
v + cny
h, + un
(4.23)
1cn, - -f1u
(Y -1)u
In- n ,
2 2
-( - - -Y-
(-Y1)v 
-f(7- 1) (4.24)
Cen, 0
f1 l -Y-1lV _(-I
"2 -Y_ 2 2 T
A = TAT- 1 . (4.25)
he normal characteristic speeds to a respective face.
A = diag(Ai) (4.26)
where
A,=As (u, - c)
A2 =As U,
A3=As u ,
and
where
)
(4.27)
A4=As (un + C).
Now defining,
Aý =max(0, Aj) (4.28)
A; =min(0, A1)
it follows that,
A +=diag( A )  (4.29)
A-=diag(A )
and thus,
A + = TA+T - '. (4.30)
One problem associated with the above method is that it admits non-physical solu-
tions to the Euler equations such as expansion shocks when characteristic speeds pass
through zero. In the current application shocks are not a concern, however stagnation
regions do occur in which characteristic speeds go to zero. To avoid problems in such
regions, a method based on the work of van Leer [21] and implemented by Giles [8] is
used. The idea is to redefine AX so that a minimum amount of numerical smoothing is
present even in areas where the eigenvalue passes through zero. In this way, it is pos-
sible to prevent non-physical behavior without corrupting the solution. The modified
definitions for the j + face are;
2
A+ = max(O, Aj+1) + max(0, 2(Aj+l - A) - j+L)
1
A =min(O, Aj+) - 1 max(0, 2(Aj+ 1 - Aj)--I j+} ) (4.31)
where A j+ is the Roe averaged eigenvalue, and Aj and A3j+ are evaluated using the
state on either side of the face.
4.4 ADI solution procedure
To obtain a solution to the equations presented in the previous section, a computa-
tionally efficient line relaxation method is utilized. In this approach, Equation 4.16 is
factored so that it can be iteratively solved by successive 4 x 4 block-tridiagonal sweeps
in the respective j and k directions. The procedure which was developed by Giles [8]
closely resembles the ADI method of Beam and Warming [2].
At the beginning of each timestep AU(o) is set to zero. Next, the approximate
solution AU(1) is solved for by sweeping in the j direction. In doing so the following
equation is solved,
(( o)+,k A,+ ( OF* + _(O*)-k
+,k -F ,k) - +G ) + S*,
jk- \OU\ j_
1',k ) aj 1 ,k
(4.32)
/;IG*) )ATT(0) OG* a + \ U + OG* - +
\\ OU k jk+ - \\ ,k+ ou ,k- k- ,k-.
After solving for AU('), a better approximation AU(2) is obtained by solving,
(1OG*- ATT(21 (A (OG*\ + OG* - ({,) + k ,1
+ ju\ Ui,k+ j,k+ Yt - j k j)kk+,k O- aU jk_ j,k-i
-(Fj,k+ - F,-) - ( - G, + Sj* (4.33)
(O\ F* ) Y½,] j+1,k- \() ,) )F*+, OU\ + O(FO\ + •,•/_k) Al-,k "(( + j7+1k (( )+y. U ,k- +T 2' J
When successively iterated, this approach will converge to the solution to the un-
factored delta equation 4.16 [17].
4.5 Symmetry boundary condition
In the computational cell next to the symmetry boundary, T+.,1 and (-)Y j * 2 C9 ) -± , l
M
j, 2
j-, 1 0j+1,1j, 1
Figure 4.2: Symmetry boundary cell
are evaluated as usual. All the modifications associated with the cells along the sym-
metry boundary are related to the boundary face itself. A simple first order pressure
extrapolation is used to formulate the flux through the boundary face,
G~ 1 =J.T (4.34)
Ayi, 1 • ( i 1 1+ ).
Ay 1,½=(y3_.1 -y_,+4,,4 ). (4.35)
No flux difference upwinding is
G*, is linearized directly yielding
( 0
1 (01)2(U2 + 2V2)Ay0
(7-1) (U2 + V2)Aa.j.
performed on the boundary face. Instead, the flux
0
-(7 - 1)uAyj,0
(7- 1)uAj,1
0
0
-(- 1)
0
0
(7 - 1)Ayj,1
0
(4.36)
where u and v are evaluated at the (j,1) state.
The final form of the implicit unfactored equation for the symmetry boundary cells
where
L
ff, k
0
1,k
0
1,k
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Figure 4.3: Left farfield boundary cell
is
S(OF*) (FAU+, - ( + AU(,1 (4.37)+ OU ,j+½,1 1a9, -- f (4.37)
2(/ 2
+ OG*u ,J,1 Auj,2
- Fj_',I)- (j, - G ) +
4.6 Farfield boundary conditions
The farfield boundaries which exist at the left, right, and top of the computational
domain are implemented implicitly, using the non-reflecting method of linear charac-
teristics [7]. Like the symmetry boundary condition, all modifications associated with
the cells along the farfield boundaries are related solely to the boundary faces them-
selves. For illustration the left boundary is considered here and the boundaries located
at the top and right of the domain are handled in an analogous fashion. The unfactored
implicit equation for the left boundary cells is
(A' OF+ F+ •/ \ \ + ,+ G \ u ,
-+ 2' + 0U1-
Yt OUA4,k U +OU1,k U Ak-*) AU,
2, 
k
(+ OF* A- U2, (4.38)
++ 2
S-( , - F ) -- (~ ,k+ P k_ ) + S*,k
where
F,*k ((F1,k Ay ,k - (Gi,k)A ,k) . (4.39)
Here F, k and G1,k are based on the appropriate combination of the farfield model and
the Uk state, as governed by the non-reflecting boundary conditions. Denoting this
state with the subscript "BC", we can rewrite Equation 4.39 as,
F•,~ = (•BC Ay,k - GBCX IA,k). (4.46)
Since Azx k is zero on a Cartesian grid, the above simplifies to
Fik = (FBCAYI,) (4.41)
Similar to the symmetry condition, the flux through the boundary face F:,k, is
linearized directly about UIk. The easiest way to implement this linearization is by
using the chain rule as follows,
OFk OFBC FBc )( O
( O ) = (A k)( = (AYk)( U )( )( O ) (4.42)
Here U, is the primative state vector,
P(4.43)
UP = (4.43)
and
U p 0 0
OF*,k u2  2pu 0 1(P) = , (4.44)9UB uv pv pu 0
22 Puv (2-1)
0 -_• 0 1
2cff 2f
OU 0 1 0 -S )in-fo 2 2p (4.45)
O0 0 0 0
0 YPf 0 122cf 2
1 -f 0 1
)out-flow 2 2ypff (4.46)
8P1,1 0 0 1 0
0 -yPif 0 1
2cff 2
1 0 0 0
a up 1 0 0
U1, " ) = P P (4.47)SUl, k R 0 0p p
(- 1)(u2 + v2) -(- )u -(- 1)v - )
"ff" denotes values based on the farfield model which is discussed in the next
'arfield model
o bring the farfield boundaries in as close as possible, the vortex sheet flowfield
d as a doublet. The farfield components of the velocity are given by
Uf= (y2 + 2) (4.48)2=• (X2 + y2 2
D ) -2zy
(2= (z2 + y2)2
Here D is the doublet strength which is computed at the beginning of each timestep
before the boundary conditions are imposed. It is related to the circulation via
D = fly d (4.49)
which in discrete form becomes
D = y j,krj,k. (4.50)
cells
To obtain the farfield pressure and density, both isentropic and isenthalpic conditions
at the farfield are assumed. The corresponding relations are
P- =P (4.51)
Pff Poo
and
Spf + 1 ( 7 Po 1 2 + ). (4.52)(7O- 1) pff 2 2 (f - 1) Poo 2(U0+v0
4.8 Frame of reference
As noted previously, the vortex cell has the tendency to "sink" due to the velocity
induced by each vortex. If left unchecked it would move completely out of the domain
in the positive z-direction. To maintain the vortex in the highly clustered region of the
grid, a Galilean transformation is made at the end of each timestep. A velocity which is
determined by tracking the movement of the center of the vortex is superposed onto the
u component of velocity after each timestep. This is perfectly valid, since the evolution
of the wake can be observed from any inertial (constant velocity) reference frame.
The transformation is accomplished by finding the relative position of the minimum
pressure with respect to the previous timestep. The superposed velocity is then based on
how far the location of the pressure minimum has translated in the z-direction. During
the transformation p, v, and p are held constant and therefore both the second and fourth
entries in the state vector (pu and peo) must be modified due to the transformation.
Also, the farfield boundary conditions need to be updated after each transformation.
Here voo, poo and po remain unchanged but
~o + 1 = Un + Urel (4.53)
and thus Equations 4.49, 4.51, and 4.52 must be updated appropriately.
Chapter 5
Lagrangian Correction Technique
5.1 Governing equations
As outlined in Section 2.3.2, the Lagrangian solution consists of point markers intro-
duced into regions of the flow containing concentrated vorticity or entropy. The markers
which are endowed with entropy and vorticity make use of the Eulerian velocity field to
update their positions. After their positions are updated, they are used to correct the
vorticity and entropy of the Euler solution.
In the current work, the markers were initially positioned at the grid nodes of the
Eulerian mesh. The markers were placed so they covered the initial vortex sheet and
adjacent engine plume as shown in Figure 5.1.
The inviscid Lagrangian system can be written as
(5.1)
where the state vector U" and source term T are defined by
X)
SS
U
T =
0
(5.2)
Here S is the exponential of the entropy and w is vorticity as defined previously. In
DO
= T
Dt
:~.
4~IIE~
Figure 5.1: Initial marker locations (not to scale)
the absence of the plume, the "baroclinic" source term which appears in the Helmholtz
equation above vanishes everywhere due to the parallel nature of the pressure and
density gradients near the vortex. In regions near the plume however, this term may
not be zero. To avoid numerical errors introduced by integrating the gradient terms,
markers initialized inside the plume were not used to correct the vorticity of the Euler
solution. Such markers were only endowed with entropy.
5.2 Solution procedure
The solution procedure begins by advancing the cell centered Eulerian solution by one
timestep. Next, the values u and v are interpolated onto the markers from the cell
centers. In doing so, a grid constructed by joining the cell centers of the Eulerian grid
is employed. Here, G2 will be used to denote this new grid, while Gi will represent
the Eulerian grid (Figure 5.2). The Eulerian variables are stored at the GI cell centers
which correspond to the G2 nodes. At t = 0, the markers are located at the G1 nodes
~tpe~
G1 G2
S Plane of Syametry
Symmetry Cells
Figure 5.2: Grids G1 and G2
and each marker is given an index which corresponds to the G2 cell which contains it.
A local (7, ) coordinate system is defined in each G2 cell such that (-1 _< < +1) and
(-1 • 71 • +1) as shown in Figure 5.3. The interpolating functions,
1N1 = 1(1 - 7)(1 - /)
N2 = ( + (i - 7)
N3 = 1
N 4 = (1 - ( + )4
are then used to interpolate any
via
quantity f from the four G2 corner node values, f ... f4,
f(•, 9) = E Nk fk.
k=1
(5.3)
(x4,y
(x1,yl)
(x,y)
x ,y3)
(x2,y2)---(x2, y2)
Figure 5.3: G2 cell with local coordinate system
To use Equation 5.3, the local coordinates (ý, 77) at each marker position (x,y) must first
be found by solving the following equations iteratively,
4
X = ENk(ý, ?)
k=1 (5.4)4
Y = EZNk(f, 7) Yk.
k=1
After the Eulerian velocities and densities have been interpolated to the markers,
the Lagrangian state vector Y'is updated using a two stage Runge-Kutta scheme as
follows.
=* = ±" + At u(2", y")
y1* = y" + At V(n", y") (5.5)
z** = z" + At u(X*, y*)
y** = y" + at v(z*, y*) (5.6)
n+1 = (,* + X**)
Yn+1 = (y* + y**) (5.7)
()n+l ( (5.8)
Sn + l = S n  (5.9)
In the above u, v, and p are the interpolated Eulerian values. After the marker po-
sitions are updated, a check is made to determine whether any of the markers have
moved outside their respective cells. If so, their indices are updated. Once the La-
grangian solution has been advanced, it is used to correct the entropy and vorticity of
the Eulerian solution. This is done by first interpolating the entropy and vorticity from
the Eulerian solution onto the recently updated marker positions. The corrections are
made separately and a description of each follows.
5.3 Entropy correction
Since the Lagrangian solution is much more accurate in representing convected entropy,
the difference between the Eulerian and Lagrangian values is taken to be the error in
the Eulerian solution. This error is eliminated by correcting each G2 grid node (each
G1 cell center) by an amount SS which is composed of weighted corrections from all
markers adjacent to the node. The interpolation functions, N1 ... N 4, are again used
here as weighting functions,
E (Nk 2 )m (AS)m
bS = >E (Nk)m (5.10)
It is necessary to fix three of the four flow variables when correcting the entropy. Fixing
u, v, and p, the corrected Eulerian variables at the G2 nodes are
P*= p+ bp
pu* = (p + 6p)u
pv* = (p +6p)v
pe* = pe, + ga - (u2 + v'2))6p
where
6p = ae.5S
5.4 Vorticity correction
(5.11)
(5.12)
(5.13)
The vorticity correction is less straight forward than the entropy correction due to its
kinematic nature. First, the vorticity at each cell center of G2 is found by calculating
the circulation in each cell and dividing by the cell area. This method assumes constant
vorticity in each cell and yields second order results. Thus
(5.14)
where
(5.15)c = ie ds = udz + vdy.
ell ellscrete form Equation 5.15 becomes
In discrete form Equation 5.15 becomes
2rc = (u1 + u2)(X2 - Z1) + (v2 + v2)(Y2 - Y1) (5.16)
+(U2 + u3)((3 - X2) + (2.2 + V3)(Y3 - Y2)
+(U3 + U4)(X4 - X3) + (v3 + V4)(Y4 - Y3)
+(u4 + u1 )(~1 - X4) + (V4 + V1)(Y1 - /4).
In order to interpolate the Eulerian vorticity to the markers, another local coordinate
system (c', 7') is defined on each G1 cell (Figure 5.4). Using the interpolation functions
NA, which are defined on the new local coordinate system, the Eulerian vorticity is
AeWC A
Figure 5.4: Eulerian vorticity change distribution from markers
interpolated onto each marker via
4
WEUL = N•k(ý',?r') wc. (5.17)
k=1
As with the entropy, the Eulerian solution is corrected by an amount 6w which is
composed of weighted corrections from all the Aw (= WLog - WEd) associated with the
markers adjacent to the node,
_(Nt 2)m (AW)m
6w = (N) (5.18)
Holding p and p constant, this correction is then evenly distributed between the eight
velocity components at the four cell corner nodes as follows,
(Pu)* = (pu)k + r ( ) (5.19)i8uh
G2
(p,)k = (p,)k+ 6C)
6re = Ac 6wc.
on 5.16 we obtain the distributed coi
6(puz)- p' 6rc
z2 - z4 2
(pv)= P1 6rc
Y2 -y4 2
6(Pu2)= P2 •rc
X3 - 2
6(pv2)- P2 6re
Y3 - Y1 2
6(pu3)- p3 6rc
X4 - X2 2
6(PV3 ) P3 6rcY4 - Y2 2
6(pu4 )- P4 6rc
zz - z3 2
6(pV4)- P4 6r
Y1 - Y3 2
Chapter 6
Results
6.1 Vortex sheet test case
In order to qualitatively evaluate the Euler/Lagrange solution procedure in its modeling
of the roll-up process and to determine its effectiveness in suppressing numerical diffu-
sion, a series of test cases were run without an engine plume. Here Euler calculations
with and without the Lagrangian correction technique were conducted.
Figure 6.1 shows vorticity contours at three different downstream stations for both
the standard Euler solver and the combined Euler/Lagrange approach. It is seen clearly
that the large vorticity gradients of the initial sheet were rapidly spread out by the Euler
alone solution. By 25 wingspans downstream the maximum vorticity fell to a mere 10%
of its original value. The combined approach however, yielded results which were not
overwhelmed by false numerical diffusion. Instead, the highly vortical nature of the flow
was preserved and the salient features of the roll-up were captured.
By examining the vorticity contours of the Euler/Lagrange solution, it is observed
that the initially continuous sheet eventually breaks into a collection of individual pieces.
This observed phenomena is apparently due to the so called Helmholtz instability. As
discussed by Batchelor [1], small disturbances in the flow cause the vorticity along the
sheet to accumulate in certain positions. Such disturbances grow exponentially and
ultimately result in the observed partitioning of the sheet.
An attempt was made to compare the instability growth rates in the calculation
with those predicted by the Helmholtz instability theory [1]. Due to numerical noise
however, quantitative estimates of growth rates which were extracted from the solution
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Figure 6.2: Minimum pressure histories
proved to be ambiguous. Obtaining more conclusive growth rate estimates would likely
require additional grid refinement not permitted by the available computer resources.
Figure 6.2 shows the minimum pressure histories during roll-up for both cases. Be-
cause the minimum pressure in the vortex is a sensitive indicator of numerical diffusion
[17], the -rapid increase in pressure seen in the uncorrected Euler solution is a manifes-
tation of its diffusive nature. Conversely, the initial decrease and subsequent constant
value of the minimum pressure seen for the combined approach is evidence that numeri-
cal diffusion errors were successfully reduced. The initial decrease in minimum pressure
was an expected result and is due to the consolidation of the sheet's vorticity into a
core of smaller total area. The increased concentration of vorticity inside the core is
responsible for the observed initial decrease in minimum pressure.
It was observed that the value to which the minimum pressure leveled off was highly
dependent on the initialization of the velocity field. This was due to the fact that for the
assumed elliptic lift distribution, Equation 3.8 is singular at the tips (±a). It was found
.
---- -
A•
Euler/Lagr
Euler only
-..... Freestream
that if this singularity was approached too closely, the lack of diffusion would result in
solutions which exhibited non-physical behavior. This behavior was characterized by
negative core pressures and extremely high tangential Mach numbers. In order to avoid
such problems and render the results more physically realistic, the sheet was truncated
at some appropriate (finite) value of the tip vorticity. The extent of the truncation was
determined by comparing numerical results with the experimental data of Miller and
Wood[14]. Based on these comparisons, the sheet was truncated such that the resulting
flow exhibited minimum pressures which were not less than 61% of the freestream and
peak Mach numbers which did not exceed 0.4.
The roll-up was completed in approximately 75 wingspans. Pressure and Mach con-
tours of the rolled up vortex are shown in Figures 6.3 and 6.4. Table 6.1 compares
the dimensions of the obtained vortex cell with those predicted by inviscid vortex pair
results. It is seen that the Euler/Lagrange results presented in this section were quan-
titatively reasonable. However, detailed comparisons with experimental data are still
needed in order to validate the solution's quantitative accuracy. Since the main thrust
of the current work was to gain qualitative insight into the entrainment process, the
present solution procedure was deemed appropriate to analyze the plume interaction
problem.
Inviscid theory Numerical results
Cell dimension (horizontal 1.36b 1.40b
Cell dimension (vertical) 1.60b 1.63b
Vortex spacing 0.785b 0.731b
Table 6.1: Comparison of vortex charactericstics
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6.2 Engine plume test case
Next, an engine plume modeled as a density depression was added to the initial flowfield.
In the first test case the plume was positioned at the 0.7a outboard location. Density
contours of the entrainment process are shown in Figure 6.5. It is seen that during the
roll-up, the initially circular plume became elongated and eventually broke apart into
smaller bundles. This breakup is believed to be due to the Rayleigh/Taylor instability
which is characteristic of incompressible fluids of variable density [4]. Although an
effort was undertaken to determine whether the origins of the observed instability were
numerical or physical in nature, no conclusive result was obtained. A more thorough
(possibly experimental) investigation of this phenomena is warranted.
Upon breaking up, the bundles of effluent were seen to orbit the vortex core, being
drawn toward the center by the inward pressure gradient. Although some of the plume
was drawn tightly to the core, it was expected that much more of the effluent would
enter the vortex core in a fairly immediate fashion. Here it is thought that due to the
lack of a diffusive model, the inward motion of the plume was limited by its inability to
diffuse kinetic energy. Consequently the bundles of effluent were forced into stable orbits
instead of being engulfed more rapidly. The spiraling effect of the effluent can be seen
by comparing the contours of the 50 wingspan plot with those of the 150 wingspan plot.
The bundles are clearly more tightly clustered around the vortex core in 150 wingspan
plot than they are in the 50 wingspan plot.
In order to evaluate the effects of the inward pressure gradient on the plume fluid,
a comparison case was run in which a "cold" plume was introduced into the flow. This
case was initialized in the same fashion as the first case except that the density in the
plume region (70% semispan) was elevated to 120% instead of depressed to 80% of its
initial value. It was expected that this cold plume would, unlike its warm counterpart,
be pushed outward away from the center by the effects of centripetal buoyancy. The
results of this comparison case are shown in Figure 6.6. It is readily seen by comparing
the results of the hot and cold cases that the cold effluent was indeed thrust outward,
spiraling away from the low pressure core. Thus the qualitative validity of the solution
procedure was confirmed.
In the final test case, a hot plume whose initial position was shifted inwards from
0.70a to 0.43a was modeled. The results are shown in Figure 6.7. It is seen by comparing
the 43% and 70% cases that after 150 wingspans the effluent in the former case was not
as tightly clustered around the vortex core as in the latter. Much more of the effluent in
the 43% case appeared to be spread throughout the periphery of the vortex cell than in
the 70% case. As the effluent is drawn closer and closer to the vortex core, it is exposed
to conditions of lower temperature and pressure. Due to this fact, the overall effect the
vortex had in modifying the conditions of the effluent in the 0.43a case were far less
dramatic than in the 0.70a case.
Figures 6.8 and 6.9 show the temperature and pressure histories of a marker which
originated in the center of the initial plume for both the 70% and 43%. The 70%
marker was drawn tightly to the core while the marker in the 43% case orbited the core
more loosely. It is seen that 70% marker underwent a temperature decrease of 12%
and a corresponding pressure decrease of 28% while the conditions of the 43% marker
remained relatively unchanged. Thus, if enough effluent is drawn close to the core, the
potential for significant modifications of plume conditions is very great.
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Chapter 7
Conclusions
The renewed interest in supersonic passenger aircraft has resulted in the reassessment
of many of the concerns which have traditionally obstructed such a project. One such
concern is the effect of such a fleet on the already fragile ozone layer. Significant uncer-
tainties exist in jet effluent chemistry models due to the previously ignored entrainment
of the hot exhaust products into the vortex wake structure of an aircraft. Thus the
interaction between the vortex wake system and hot plumes has been of much current
interest and was the topic of the present research.
The numerical investigation presented here utilized an unsteady, two-dimensional
crossflow approximation to model the flow. The flowfield was initialized to a vortex
sheet with adjacent engine plume and an inviscid Euler/Lagrange solution procedure
was implemented. The effects of turbulence were not modeled. By combining the
characteristics of a particle tracking method with those of a finite volume scheme, the
technique achieved substantial reductions in numerical diffusion errors when compared
to a standard Euler model of the flow. Although further comparisons with experimental
data are necessary in order to verify the quantitative accuracy of the method, the
qualitative characteristics of the obtained solutions were seen to offer valuable insight
into the complex interaction problem.
Test cases varying the initial spanwise location of the plume were conducted. In
all cases, the originally circular plume first elongated and then to broke into separate
bundles. Attempts to determine the origin of the breakup were inconclusive. However, it
seems unlikely that the breakup was numerical in nature because as the grid was refined
and more Lagrangian markers added to the flow, the same characteristic breakup was
observed. A more thorough (possibly experimental) investigation of this phenomena is
warranted.
Although the inward pressure gradient of the rolled up vortex drove the pieces of
hot effluent toward the center, the inward motion of the buoyant bundles was limited
by their inability to diffuse kinetic energy due to the lack of a turbulence model. The
effluent was therefore seen to orbit the vortex core instead of being engulfed into it
directly. Future work should focus on the development of a numerical turbulence model
suitable for the current application as well as detailed measurements to calibrate such a
model. It would also be of great interest to experimentally determine if the gas bundles
even retain their identity for any significant length of time in the presence of turbulent
diffusion.
With reference to plume placement, it was seen that considerably more plume fluid
was drawn tightly to the vortex core for the test case which initialized the plume at 0.70a
than for a case at 0.43a. Therefore, the farther outboard the plume was positioned, the
more effluent became exposed to the severe conditions close to the core.
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