The development of knowledge tests when studying academic texts in higher education by De Bruyne, Ellen et al.
THE DEVELOPMENT OF KNOWLEDGE TESTS WHEN STUDYING 
ACADEMIC TEXTS IN HIGHER EDUCATION 
E. De Bruyne, K. Aesaert, M. Valcke 
Ghent University (BELGIUM) 
Abstract 
In order to measure students’ learning performance, research on higher education mainly relies on the 
use of knowledge mastery tests. Although these tests are widely being used, the psychometric quality 
of these measurements has been given little attention. The aim of this study is to outline the 
development and validation of two knowledge mastery tests, serving as indicators for learning 
performance, through the use of item response theory. As studying academic texts is a major source 
for learning domain-specific content in higher education, both tests focus on knowledge mastery after 
studying an academic text on, respectively “problem solving theory” and “metacognition”. Both tests 
were administered to first-year university students (n=180 for problem solving; n=249 for 
metacognition) enrolled for a Bachelor programme in Educational Sciences. The items were controlled 
for dimensionality, model-data fit, local item dependence and monotonicity. The final measure 
consisted of 16 out of 30 items for the knowledge test about the problem solving text. For the 
knowledge test about metacognition, 21 out of 30 items remained relevant and informative. The final 
results indicate that both knowledge tests are reliable, in particular for median ability levels. This study 
highlights the importance of developing knowledge mastery tests that provide accurate and valid 
measures for learning from academic tests.  
Keywords: Higher Education, reading for academic purposes, Item Response Theory, learning 
performance, test validation.  
1 INTRODUCTION 
In higher education, academic reading is indispensable for information processing in view of academic 
achievement. Students’ mastery of domain-specific content – resulting from academic reading – often 
serves as an indicator for learning performance. In order to measure students’ learning performance, 
research relies on the use of knowledge mastery tests. The literature is sparse on reporting the 
psychometric validation and reliability procedures of knowledge tests [1]. Aim of the present study is to 
develop an adequate measure of students’ acquired knowledge from reading academic texts. The 
design, development and item response theory (IRT) analysis of knowledge mastery tests completed 
by first-year university students after studying academic texts are discussed after the theoretical 
background. 
2 BACKGROUND  
2.1 Academic reading in higher education 
Higher education students generally read domain-specific academic texts as learning materials. 
Academic literacy is crucial for students’ scientifically thinking, expertise, independence in learning 
science, and ability to use scientific knowledge in problem solving [2]. Amongst other, academic 
reading materials include extracts from course books, chapters in textbooks, reports, and research 
articles. In the present study, we focus on research articles that are published in international peer-
reviewed journals as sources of knowledge (hereafter called “academic texts”).  
Comprehending text arises from the reader’s ability to connect the meaning of multiple sentences into 
a coherently mental representation of the overall meaning of text [3]. Mental representations as 
products of comprehension processes contain multiple levels of meaning. Readers develop two 
classes of mental models, or representations of meaning of text ideas: a text-based model, which is a 
mental representation of the propositions of the text; and a situation model in which readers integrate 
information from the text with their prior knowledge [4]. Reading comprehension as meaningful 
learning for understanding is required to learn from academic texts. Reading comprehension is in the 
present study approached as content-area comprehension [5]. Content-area reading comprehension 
Proceedings of EDULEARN17 Conference 
3rd-5th July 2017, Barcelona, Spain
ISBN: 978-84-697-3777-4
10494
refers to a special case of general reading comprehension because it focuses on reading 
comprehension as a means for learning [6]. Kintsch defines learning from text as ‘the ability to use the 
information acquired from the text productively in novel environments’ [7].  
2.2 Knowledge mastery tests as indicators for learning performance 
Students acquire knowledge in specific disciplinary domains through academic reading. This 
knowledge mastery from reading academic texts cannot be measured directly. The usual approach 
taken to measure this ability is to develop a test consisting of a number of items or questions wherein 
each correct response measures some amount of the particular ability [8]. In this way, the probability 
of a correct response is determined by the item’s difficulty and a students’ ability. Each correct 
response to an item resembles to some amount the ability of an underlying variable of interest. 
Situations in which students read a text and answer questions in relation to the text are considered the 
most common measures of reading comprehension [9]. This so called ‘comprehension assessment’ 
occurs in situations in which a researcher or educator is interested in understanding products of 
reading [3]. Nevertheless, the description of knowledge tests to conduct these assessments remains 
unclear in many studies [1]. Such descriptions of instruments should include the items, response 
options, and the administration and scoring procedures. Also test validation helps to evaluate the 
usefulness of the decisions and inferences from test scores [10]. Although these knowledge tests are 
widely being used in education, the psychometric quality of these measurements has been given little 
attention [1]. Test validation highlights the importance in educational assessments of developing test 
items that sufficiently discriminate between students. Test items should not necessarily be included in 
test scores based on correctly matching text information, as intended to measure when assessing 
reading comprehension [4]. In addition, test items’ difficulty and students’ ability [8] should be taken 
into account when adopting tests as indicators for learning performance. Measuring students’ ability in 
using new knowledge requires thus validated measurements with questions that tap at least 
knowledge use at different ability levels. Those high quality tests are necessary because learning 
performance measurements can be applied to assess and communicate students’ acquired 
knowledge, to give feedback to students, and to indicate the effectiveness of students’ learning 
processes [11].  
The aim of the present study is to describe the development and validation of two knowledge mastery 
tests, serving as indicators for learning performance. 
3 METHODS 
3.1 Knowledge mastery tests  
This study aims to develop knowledge mastery tests to measure domain-specific content knowledge 
after reading specific academic texts. Two domain-specific research articles, aligned with a chapter in 
a course manual, were selected in view of the study. Since research articles tend to be long, extracts 
from the articles of Mayer [12] (p. 49-53) and Efklides [13] (p. 4, 5, 9) about problem solving theory 
and metacognition were chosen. After selection, they included around 1700 or 1500 words and feature 
headings and subheadings. The texts are hereafter called “problem solving text” and “metacognition 
text”. The problem solving text includes a theoretical introduction about successful problem solving, 
components of successful problem solving (skill, metaskill and will), instructional implications, and 
three approaches to the teaching of basic skills in problem solving. The metacognition text discusses 
the role of metacognition in learning, the different facets of metacognition (metacognitive knowledge, 
metacognitive skills, and metacognitive experiences), and the effect of metacognitive experiences on 
cognition.  
Knowledge tests were developed for assessing learning from domain-specific texts since no relevant 
tests already existed to our knowledge. Domain-specific content knowledge can relate to one 
particular construct in the text (test one thing at a time) or relate to different ideas in view of a more 
general knowledge base of the content [14]. The developed questions feature both approaches and 
measure literal and inferential comprehension. Literal comprehension refers to understanding 
straightforward meaning of the text whereas for inferential comprehension students need to combine 
their literal understanding of the text with their own knowledge [15]. Students need to recognize main 
ideas, supporting details and also derive comparisons from ideas that are not explicitly stated by 
combining information across sentences or paragraphs. These textually explicit (question information 
and correct answer are in the same sentence) and textually implicit questions [16], are also called 
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local-textbase and global-textbase questions [3]. The test tasks include free recall questions and 
multiple-choice questions because these are the most appropriate forms used to measure text 
comprehension and learning in educational settings [17]. Questions were formulated on the base of 
Bloom’s revised taxonomy of learning. This is useful to determine how well learning objectives are 
mastered by students [18]. The knowledge tests cover six taxonomical levels: remember, understand, 
apply, analyse, evaluate and create. By using this taxonomy to develop test items, items of different 
difficulty levels are included; thus guaranteeing that the tests are capable of mapping different levels in 
knowledge mastery or students’ ability-range. The wording of questions was adjusted to the acquired 
level. Words such as ‘what does…mean’, ‘explain (why)’, ‘clarify’, ‘define…(using your own words)’, 
‘what are/is’, ‘describe…’, ‘give an argument’, ‘according to you’, ‘give an/another example’, ‘what is 
the difference between’, were included in the items. Both knowledge tests consisted initially of 30 
items.  
Parallel to the test development, scoring guides were developed for both tests. These scoring guides 
consist of correct information stated in the text and were fine-tuned after data-collection with examples 
of students’ correct and incorrect answers. In this manner, each test item has a limited set of correct 
answers and is scored in a consistent matter. Multiple-choice items were scored automatically. Raters 
manually rated the free recall questions and received training in advance to get familiarized with the 
texts and scoring method. All test items were binary scored, with 0 = incorrect, and 1 = correct. 
Second raters that were not involved in the experiments scored 20% of the answers on the problem 
solving test and 40% of the metacognition test. Cohen’s Kappa was calculated as a measure of inter-
rater reliability revealing a high level of inter-rater agreement (K = .91 and K = .89 respectively). 
3.2 Participants and administration 
Participants consisted of first-year university students enrolled for a Bachelor program in Educational 
Sciences at Ghent University. The students took part in experiments as part of a research seminar in 
partial fulfilment of course requirements. The research was set up in a controlled lab setting with 
students working on individual computer stations. These experiments tested the differential impact of 
instruction when studying academic texts. The test about problem solving knowledge was 
administered to 180 students. The participants’ mean age was 19.19 years (SD=2.47); 163 were 
female students, 17 male. The test about metacognition knowledge was administered to 249 students. 
The participants’ mean age was 19.05 years (SD=2.37); 240 were female students, 9 male. The 
reading purpose was made clear to all students, i.e. reading and processing the text in view of taking a 
knowledge test. Students were not allowed to look back at the text when answering the questions [17]. 
During test taking students were responsible for their own time allotment to fulfil the different tasks of 
the experiment.  
3.3 IRT calibration 
IRT analysis was used to calibrate and psychometrically validate both knowledge mastery tests. More 
specifically, all items ran through six stages of analysis in order to validate both tests, i.e., 1) classical 
item analysis, 2) dimensionality, 3) model-data fit, 4) local independence, 5) monotonicity, and 6) 
reliability analysis 
In the first stage, a classical item analysis was conducted to investigate the difficulty parameter (p-
value) and discrimination index (point-biserial correlation) of each item [19]. With regard to item 
difficulty, the p-value has an inverted theoretical range of .00 to 1.00. Items with a p-value of .00 refer 
to very difficult items that are answered incorrectly by all respondents. Items with a p-value of 1.00 
refer to very easy items that are answered correctly by all respondents. As both very easy and very 
difficult items cannot differentiate between students, items with a p-value of 1.00 and .00 will not be 
retained for further analysis. With regard to item discrimination, the point-biserial correlation refers to 
the Pearson correlation between each item score (0 or 1) and the total test score for each test taker. 
Items with a point-biserial correlation value below .15 will be removed for further analysis [20].  
In the second stage, the assumption of unidimensionality was checked to investigate whether regular 
IRT or multidimensional IRT was required. More specifically, the NOHARM (Normal Ogive Harmonic 
Analysis Robust Method) procedure was used to conduct a nonlinear factor analysis [21] to check the 
number of underlying traits the items of each test were measuring. Tanaka’s Goodness of Fit Index 
(GFI) and the Root Mean Square Residual (RMSR) were used to check model-data misfit. GFI-values 
over .95 [22] and RMSR-values smaller than four times the reciprocal of the square root of the sample 
size indicate good fit [21]. 
10496
In the third stage, the degrees to which the one-parameter logistic model (1PLM) and the two-
parameter logistic model (2PLM) fit the data were compared. Absolute model-data fit was investigated 
using the standardized root mean square root of squared residuals (SRMSR) [23] and the MADaQ3 
effect size for model fit statistic [24]. The closer the value of the SRMSR and MADaQ3 is to zero, the 
better the model fits the data. Relative model-data fit was investigated by comparing the Akaike 
information criterion (AIC) and the Bayesian information criterion (BIC) for both the 1PLM and 2PLM. 
The smaller the value of the AIC and BIC, the more suitable the model is for the data [21]. Finally, the 
item infit statistic is calculated for each item. Items with an infit value located outside the critical range 
of 0.7 – 1.3 will not be retained for further analysis [25]. 
In the fourth stage, the assumption of local independence was checked. More specifically, it was 
investigated whether the ability specified by the model (e.g. content knowledge about metacognition) 
is the only factor influencing the item responses [19], i.e. it is investigated whether the responses to an 
item are independent of the responses to any other item, conditional on the test taker’s ability [21]. 
Yen’s Q3-statistic – a Pearson product moment correlation between the residuals of two items across 
items – was used for the identification of local dependent items ([26]. Items with a Q3-value located 
above .2 were removed from the analysis [27]. 
In the fifth stage, the item characteristic curve (ICC) of each item was studied to check if the 
assumption of monotonicity was not violated. The assumption states that with an increase in ability, 
the probability of answering correctly does not decrease for a specific item [28]. 
In the sixth and final stage, a conditional reliability analysis was conducted by investigating the test 
information function (TIF). As information refers to the reciprocal of the precision with which an ability 
level can be estimated by the test, the amount of information for a specific ability level is provided by 
I= 1/SE². This means that a small amount of information refers to less precise estimation of an ability 
level, whereas a large amount of information results in precise estimation of an ability level [8]. Finally, 
the EAP-reliability index is calculated, with values greater than .6 expected to be acceptable. 
4 RESULTS 
4.1 Classical item analysis 
With regard to the item difficulty parameters of the problem solving test, all p-values lie within the 
range of .11 and .90 (see Table 1). The item discrimination indices are presented by the point-biserial 
correlations. As none of the point-biserial correlations is negative or located under .15, all items of the 
problem solving test are retained for further analysis. 
Similarly, the p-values of the items of the metacognition test have a range from .05 to .67, indicating 
that none of the items is too easy or too difficult to complete (see Table 2). Item 18 from the 
metacognition test was removed for further analysis because it cannot sufficiently discriminate 
between students (point-biserial<.15).  
Table 1.  Item characteristics from the classical item analysis of the problem solving test 
Item p-value Point-biserial correlation  Item p-value 
Point-biserial 
correlation 
Item 1 ,32 0,44  Item 16 ,31 0,41 
Item 2 ,53 0,34  Item 17 ,50 0,16 
Item 3 ,26 0,30  Item 18 ,90 0,45 
Item 4 ,37 0,51  Item 19 ,11 0,30 
Item 5 ,47 0,33  Item 20 ,44 0,39 
Item 6 ,64 0,29  Item 21 ,11 0,25 
Item 7 ,86 0,18  Item 22 ,44 0,37 
Item 8 ,74 0,34  Item 23 ,77 0,38 
Item 9 ,81 0,49  Item 24 ,28 0,22 
Item 10 ,36 0,34  Item 25 ,38 0,28 
Item 11 ,70 0,51  Item 26 ,63 0,24 
Item 12 ,42 0,44  Item 27 ,53 0,33 
Item 13 ,50 0,34  Item 28 ,84 0,24 
Item 14 ,28 0,31  Item 29 ,75 0,47 
Item 15 ,50 0,40  Item 30 ,47 0,37 
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Table 2.  Item characteristics from the classical item analysis of the metacognition test 
Item p-value Point-biserial correlation  Item p-value 
Point-biserial 
correlation 
Item 1 ,52 ,38  Item 16 ,31 ,29 
Item 2 ,33 ,36  Item 17 ,31 ,37 
Item 3 ,55 ,42  Item 18 ,45 ,05 
Item 4 ,26 ,30  Item 19 ,49 ,39 
Item 5 ,46 ,41  Item 20 ,55 ,34 
Item 6 ,21 ,43  Item 21 ,31 ,42 
Item 7 ,16 ,29  Item 22 ,67 ,50 
Item 8 ,49 ,52  Item 23 ,64 ,28 
Item 9 ,05 ,15  Item 24 ,39 ,29 
Item 10 ,33 ,20  Item 25 ,41 ,28 
Item 11 ,41 ,43  Item 26 ,54 ,44 
Item 12 ,35 ,34  Item 27 ,22 ,31 
Item 13 ,57 ,32  Item 28 ,33 ,25 
Item 14 ,39 ,37  Item 29 ,55 ,42 
Item 15 ,40 ,48  Item 30 ,20 ,35 
4.2 Dimensionality 
First, a unidimensional solution was forced to the data of the problem solving test. As Tanaka’s GFI 
had a value of .997 and the RMSR-value of .17 was smaller than the critical value of .30 (4*/(1/ 180), 
both fit indices supported a unidimensional solution. Five items were deleted due to a factor loading 
below .300 (see Table 3). A second unidimensional solution with the remaining 25 items resulted in a 
GFI of .997 and an RMSR of .18. In order to verify the unidimensional structure, a two-dimensional 
solution was forced to the data. The analysis revealed an increase of the GFI to .998, whereas the 
RMSR decreased to .014. As the GFI increases and the RMSR decreases more than 10% (Tate, 
2003), the two-factor solution is supported. However, the factor loadings indicate that most of the 25 
remaining items have cross-loadings or low loadings on the second factor. Based on these data, it can 
be decided that the unidimensional solution is appropriate to conduct further IRT analyses.  
Table 3.  Factor loadings of the nonlinear factor analysis of the problem solving items 
Item One-factor 
solution 
(N=30) 
One-factor 
solution 
(N=25) 
Item Two-factor solution 
(N=25) 
Factor 1 Factor 2 
Item 1 0,509 0,493 Item 1 0,412 0,291 
Item 2 0,322 0,317 Item 2 0,000 0,279 
Item 3 0,335 0,339 Item 3 0,298 0,182 
Item 4 0,623 0,626 Item 4 0,532 0,353 
Item 5 0,343 0,328 Item 5 0,273 0,223 
Item 6 0,305 0,325 Item 6 0,212 0,375 
Item 7 0,167     
Item 8 0,402 0,424 Item 8 0,382 0,164 
Item 9 0,733 0,742 Item 9 0,622 0,484 
Item 10 0,406 0,421 Item 10 0,360 0,192 
Item 11 0,696 0,707 Item 11 0,630 0,363 
Item 12 0,487 0,470 Item 12 0,391 0,283 
Item 13 0,338 0,322 Item 13 0,252 0,247 
Item 14 0,331 0,332 Item 14 0,311 0,127 
Item 15 0,463 0,480 Item 15 0,391 0,336 
Item 16 0,485 0,497 Item 16 0,443 0,262 
Item 17 0,084     
Item 18 0,837 0,869 Item 18 0,770 0,390 
Item 19 0,464 0,451 Item 19 0,433 0,135 
Item 20 0,440 0,425 Item 20 0,401 0,166 
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Item 21 0,383 0,344 Item 21 0,283 0,209 
Item 22 0,422 0,413 Item 22 0,737 -0,670 
Item 23 0,467 0,467 Item 23 0,395 0,225 
Item 24 0,207     
Item 25 0,292     
Item 26 0,177     
Item 27 0,310 0,314 Item 27 0,247 0,218 
Item 28 0,313 0,322 Item 28 0,269 0,162 
Item 29 0,546 0,520 Item 29 0,485 0,152 
Item 30 0,415 0,415 Item 30 0,738 -0,669 
The unidimensional solution of the metacognition test resulted in a GFI of .995 and an RMSR-value of 
.14, which is smaller than the critical value of .25. Consequently, both fit indices supported a 
unidimensional solution. Six items were deleted due to a factor loading below .300 (see Table 4). A 
final unidimensional solution with the remaining 23 items yielded a GFI of .996 and an RMSR of .12. 
The two-dimensional solution yielded a GFI of .996 and an RMSR of .11. As the GFI did not increase 
and the RMSR did not decrease more than 10%, unidimensional IRT analysis is appropriate to use. 
Table 4.  Factor loadings of the nonlinear factor analysis of the metacognition items 
Item One-factor 
solution 
(N=29) 
One-factor 
solution 
(N=24) 
One-factor 
solution 
(N=23) 
Item Two-factor solution 
(N=23) 
Factor 1 Factor 2 
Item 1 0,421 0,418 0,432 Item 1 0,316 0,295 
Item 2 0,410 0,437 0,457 Item 2 0,000 0,616 
Item 3 0,474 0,483 0,497 Item 3 0,014 0,673 
Item 4 0,341 0,364 0,388 Item 4 -0,013 0,525 
Item 5 0,469 0,488 0,503 Item 5 0,000 0,692 
Item 6 0,611 0,630 0,616 Item 6 0,401 0,462 
Item 7 0,371 0,366 0,356 Item 7 0,226 0,273 
Item 8 0,641 0,632 0,617 Item 8 0,636 0,281 
Item 9 0,320 0,359 0,336 Item 9 0,206 0,263 
Item 10 0,124   Item 10   
Item 11 0,492 0,495 0,488 Item 11 0,438 0,267 
Item 12 0,384 0,413 0,422 Item 12 0,314 0,283 
Item 13 0,317 0,317 0,317 Item 13 0,297 0,161 
Item 14 0,433 0,444 0,439 Item 14 0,351 0,275 
Item 15 0,574 0,585 0,587 Item 15 0,390 0,435 
Item 16 0,276   Item 16   
Item 17 0,417 0,405 0,413 Item 17 0,298 0,285 
Item 19 0,446 0,432 0,436 Item 19 0,252 0,356 
Item 20 0,364 0,375 0,373 Item 20 0,287 0,242 
Item 21 0,517 0,528 0,521 Item 21 0,277 0,443 
Item 22 0,608 0,594 0,585 Item 22 0,587 0,271 
Item 23 0,279   Item 23   
Item 24 0,277   Item 24   
Item 25 0,262   Item 25   
Item 26 0,529 0,498 0,493 Item 26 0,498 0,227 
Item 27 0,374 0,362 0,358 Item 27 0,326 0,191 
Item 28 0,303 0,290  Item 28   
Item 29 0,479 0,477 0,456 Item 29 0,315 0,326 
Item 30 0,444 0,390 0,389 Item 30 0,364 0,202 
4.3 Model-data fit 
With regard to the problem solving test, the SRMSR (1PLM: .096; 2PLM: .083) and MADaQ3 (1PLM: 
.072; 2PLM: .071) are close to zero for both the 1PLM and 2PLM, indicating good absolute model-data 
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fit for both models. Further study of the relative model fit indices shows that the 2PLM is not preferable 
over the 1PLM, as the AIC increases a little (5107.656-5109.224=-1.568) and the BIC even increases 
more (5190.582-5268.892=-78.310) between the 1PLM and the 2PLM. Moreover, all item infit 
statistics (min=0.876; max=1.071; min pholm=.861) lie within the critical range of 0.7-1.3, supporting 
the use of the 1PLM. 
With regard to the metacognition test, similar results occur. For both the 1PLM and the 2PLM, the 
SRMSR (1PLM: .064; 2PLM: .056) and MADaQ3 (1PLM: .053; 2PLM: .0054) are close to zero. 
Further, the AIC (6682.142-6702.554=-20.412) and the BIC (6766.561-6864.357=-97.796) both 
increase between the 1PLM and the 2PLM, favoring the use of the 1PLM. As the item infit statistics 
(min=0.928; max=1.045; min pholm=.489) lie within the critical range of 0.7-1.3, the use of the 1PLM is 
appropriate. 
4.4 Local item dependence 
As the problem solving test is unidimensional, local independence means that if the latent trait of 
‘content knowledge of problem solving’ is controlled for, no more items of the test should be related. 
However, item 9, item 11, item 12 and item 22 had one or more Q3-values higher than .2, indicating 
that they were interrelated with one or more other items. Consequently, these four items of the 
problem solving test were removed for further analysis. 
With regard to the metacognition test, item 2, item 3, item 4 and item 5 had a Q3-value higher than .2. 
Although these items were interrelated with another item, the Q3-values were only marginally higher 
than .2, with a maximum correlation of -.240. Based on these data and aiming at high content validity, 
it was decided not to withdraw the four items from the analysis.  
4.5 Monotonicity 
The residual analysis and study of the ICC of each of the 21 remaining items of the problem solving 
test, indicate that five items violated the assumption of monotonicity. For item 13, item 16, item 18, 
item 23, and item 28 an increase in ability resulted in decreased probability of getting a correct answer 
at specific ability levels. Fig. 1 illustrates for item 13 that students with an ability of -0.55 have a lower 
probability of answering the item correctly than students with a lower ability of -1.60. Consequently, 
these five items were removed from the problem solving test. 
Similar, item 7 and item 23 of the metacognition test were removed due to violation of the assumption 
of monotonicity.  
The final 16 problem solving items and the 21 metacognition items and their difficulty parameters (b-
value) can be found in Appendix, marked in bold.  
 
Fig. 1: ICC of item 13 of the problem solving test, illustrating violation of the assumption of monotonicity. 
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4.6 Reliability analysis 
Fig. 2 shows the test information function of the metacognition test. The test taker’s ability i.e. content 
knowledge about metacognition is located on the horizontal axis. The zero point of the ability scale is 
based on the mean ability level of the students. The test taker’s ability on the horizontal axis is plotted 
against the amount of information provided by the test at a certain ability level on the left vertical axis 
and the standard error for a specific ability level at the right horizontal axis. The higher the test 
information function is at a certain ability, the smaller is the standard error and the more reliable is the 
test at that specific point. For example, at the ability of –3.03, the test information function is 0.733, 
which is reflected in a big standard error of 1.16 and a low conditional reliability of .423. However, at 
an ability of 0.364, the test information increased to 4.603, which results in a smaller standard error of 
0.466 and a high conditional reliability of .822. In other words, the test measures more precisely at an 
ability of 0.364 than at an ability of -3.03. In general the metacognition test has a good overall 
reliability (EAP= .751) and measures most precisely between the ability levels -1 and 2.  
With regard to the problem solving test, Fig. 3 shows that an ability of -3.03 reflects a test information 
value of 0.680, which results in a big standard error of 1.21 and a low conditional reliability of .405. At 
the ability of 0.364 the test information increases to 3.319, which results in a smaller standard error of 
0.549 and a higher conditional reliability of .768. The overall reliability of the problem solving test is not 
very high (EAP=.630) and the test is most accurate in measuring the ability levels between -1 and 2. 
  
Fig. 2: Test information function  
for the metacognition test. 
Fig. 3: Test information function  
for the problem solving test. 
5 DISCUSSION AND CONCLUSION 
The present study aimed at developing knowledge mastery tests to measure domain-specific 
knowledge after reading academic texts. Two knowledge tests were developed that reflect different 
learning objectives [18] resulting from content-area comprehension of academic texts about problem 
solving and metacognition. The test items measure first-year students’ ability to use information 
acquired from the problem solving and metacognition text productively in novel environments [7]. 
Test validation through IRT-analysis evaluated the usefulness of the constructed test items [10]. In 
view of this, items were controlled for dimensionality, model-data fit, local item independence and 
monotonicity. For both tests, item difficulty parameters indicated that none of the items were too easy 
or difficult. To summarize the IRT-analysis for the problem solving test, 14 items were removed (five 
items due to low factor loadings, five due to violation of monotonicity, and four because of violation of 
local independence). Global-textbased items [3] that question a combination of information from 
different text paragraphs may cause some item dependence [21]. However, this is inherently to 
content-area reading comprehension wherein students integrate mental representations of text ideas 
[4]. For the metacognition test, nine items were deleted from the final test (one didn’t sufficiently 
discriminate between students, six due to low factor loadings, and two items due to violation of the 
assumption of monotonicity). The metacognition test features good overall reliability, the problem 
solving test acceptable reliability for estimating respondents’ test scores. Both tests measure most 
precisely the median ability levels (between -1 and 2). During the validation procedure many test items 
were removed although developed carefully. This study implicates that tests consisting of a number of 
items in view of measuring knowledge mastery after academic reading [8] – like usual approaches in 
measuring learning performance – should be calibrated.   
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The present study focuses on the development and validation of knowledge mastery tests, serving as 
indicators for learning performance. For future purposes in the field of Educational Sciences, the 
validated tests can be employed to test students’ content knowledge of problem solving theory and 
metacognition in a reliable manner.  
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APPENDIX 
In the Appendix we present the knowledge mastery tests upon which this research is based. 
Table 5.  The items of the problem solving test; items in bold were not removed during the validation 
procedure 
Item Question b-value Bloom’s 
level 
1 “An instructional implication of the metaskill approach is that students 
need practice in solving problems in context, that is, as part of working 
in realistic problem-solving settings”. Create a realistic problem-
solving situation.  
0,866 Create  
2 Create a mathematical problem-solving task based on a learning 
approach described in the article.  
-0,121 Create  
3 According to you, how can teachers promote transferable problem 
solving skills (i.e. applicable in various learning situations)? 
1,198 Create 
4 How effective is the division of tasks in a set of instructional objectives 
for problem solving?  
0,618 Evaluate 
5 “The general procedure of problem solving is to analyze each problem 
into the cognitive skills needed for solution and then systematically 
teach each skill to mastery”. Why is this procedure insufficient for the 
transfer of problem solving?  
0,130 Evaluate 
6 What is a possible disadvantage of the drill-and-practice instructional 
method in problem solving thinking? 
-0,638 Evaluate 
7 Explain the difference between routine and nonroutine problem solving.  Analyze 
8 What is the role of skills in problem solving? -1,195 Analyze 
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9 What is the function of “metaskills” in problem solving?  
A. Learning basic skills to mastery.  
B. The use and control of cognitive components. 
C. Having expertise in executing the component processes.  
D. Focusing on the control of specific component processes. 
 Analyze 
10 Describe the process of “analogical reasoning”. 0,672 Apply 
11 What is meant by “the metaskill” of the problem solver?  Apply 
12 What does the author suggest regarding the learning hierarchy approach?  Analyze 
13 Using your own words, describe a way to improve problem-solving 
performance. 
 Apply 
14 Indicate what happens with a problem-solving task when a teacher 
takes into account the “will” of the problem solver. 
1,042 Apply 
15 Explain why metacognition is an important aspect of problem solving. 0,004 Understand 
16 What did Sternberg imply with the term “metacomponents”?  Understand 
17 Give an example of a cognitive skill needed for the parallelogram problem 
discussed in the text. 
  
18 Which statement is correct?  
A. The metaskill of the problem solver comprise the ability to control and 
monitor cognitive processes.  
B. Practicing on retention tests enhances nonroutine problem solving. 
C. Problem solving skills are best learned in a neutral class context.  
D. Mastering basic skills is sufficient to solve higher-level problems.  
  
19 What was the consequence of the metaskill approach for instruction? 2,286 Understand 
20 Clarify why the skill-based view is insufficient for nonroutine problem 
solving. 
0,256 Understand 
21 What was the effect of Wertheimer’s question (What can be done to 
help people to be creative when they are faced with problems) for 
educational psychology? 
2,286 Understand 
22 Which author developed a taxonomy of learning objectives to insure that 
students accomplished each instructional objective? 
  
23 What are, according to the author, the three necessary components to 
enhance nonroutine problem solving? 
  
24 Which conclusion of Sternberg is important regarding the “skills as 
components in information processing” approach?  
A. Problem solvers need to know how to orchestrate and control the 
cognitive components.  
B. The possession of basic skills is a necessary but insufficient prerequisite 
for solving higher-level problems.  
C. Mastery programs fail to support problem-solving transfer.  
D. Expertise in executing component processes appears to enhance 
students’ problem-solving transfer.  
  
25 Which statement concerning teaching of problem-solving skills is correct?  
A. Breaking a task into componential skills and systematically teaching 
basic skills causes the ability to solve higher-level tasks. 
B. Breaking each big task into a collection of “instructional objectives” as 
single skills enhances its application in new situations. 
C. Breaking reasoning tasks into constituent cognitive processes and 
applying component processes ensures problem-solving transfer.  
D. The ability to organise and control the basic skills is effective in solving 
higher-level tasks.  
 Remember 
26 Give an instruction method for enhancing routine problem solving  Remember 
27 According to the author, what is the main difference between a 
successful and an unsuccessful problem solver? 
-0,121 Remember 
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28 Which statement concerning skills in problem solving is correct?  
A. Retention tests consist of applying already learned skills in new 
situations. 
B. A widely used learning approach is the learning of simpler computational 
procedures before moving on to the more difficult ones. 
C. Possessing basic skills is sufficient for solving higher-level problems.  
D. Training in componential skills reduces the students’ problem-solving 
skills. 
 Remember 
29 Name the three approaches described in the text for teaching basic 
problem-solving skills. 
-1,227 Remember 
30 Which author developed a taxonomy of instructional objectives to 
insure that students accomplish each instructional objective?  
A. Gagne B. Mayer C. Bloom D. Sternberg 
0,130 Remember 
Note. Items were developed based on the content of a research article of Mayer [12]. Response items are not included 
but can be obtained by sending a request to the first author. 
Table 6.  The items of the metacognition test; items in bold were not removed during the validation 
procedure 
Item Question b-value Bloom’s 
level 
1 “One could argue that theory of mind is also an instance of 
metacognitive knowledge”. Give an argument for this reasoning.  
-0,101 Create 
2 How can we measure metacognitive experiences that occur while 
processing a task? 
0,829 Create 
3 According to you, why is it important to have metacognitive 
experiences? 
-0,252 Evaluate 
4 The social aspect of metacognition appears to be of great importance 
to successful communication during a collaborative learning activity. 
Give another possible advantage of the social aspect of metacognition.  
1,230 Create 
5 What is a possible disadvantage of metacognitive experiences? 0,200 Evaluate 
6 What is the difference between metacognitive experiences as products 
of nonanalytic processes and as products of analytic processes? 
1,535 Analyze 
7 What does ‘metacognitive experiences as a form of “concurrent 
metacognition”’ mean?  
 Analyze 
8 What is the function of metacognitive skills? 0,031 Analyze 
9 “Despite the fuzziness in the conceptualization of the term 
‘metacognition’…”.  
What does ‘fuzziness in the conceptualization of metacognition’ mean? 
3,313 Analyze 
10 In what way is metacognitive knowledge similar to metacognitive 
experiences?  
A. A conscious analysis of the learning situation occurs while using 
metacognitive knowledge and experiences. 
B. Metacognitive knowledge and metacognitive experiences are both 
manifestations of the monitoring function.  
C. Conscious strategies are used to control cognition in both metacognitive 
knowledge as in experiences.  
D. Both metacognitive knowledge and metacognitive experiences are 
retrieved from the long-term memory.  
 Analyze 
11 Explain why it is generally accepted that metacognition is a model of 
cognition. 
0,410 Apply 
12 According to you, what is the effect of metacognitive experiences when 
studying together? Clarify your answer. 
0,726 Apply 
13 Define “intrinsic feedback” using your own words. -0,309 Apply 
14 What is the main idea of part “2. Metacognitive experiences and 
cognition”? 
0,507 Apply 
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15 What does “having metacognitive knowledge of cognitive functions” 
mean? 
0,487 Understand 
16 Which statement about metacognitive feelings is correct?  
A. Metacognitive feelings change cognition trough the manifestations of the 
control function. 
B. Understanding your own cognition and using the corresponding 
metacognitive strategies.  
C. Metacognitive feelings deliberately control and regulate cognitive task 
processing.  
D. Metacognitive feelings are products of both nonanalytic and analytic 
processes.  
 Understand 
17 What does “the dual role” of metacognition mean? 0,957 Understand 
18 Which statement applies to “online task-specific knowledge” as an example 
of metacognitive judgments?  
A. Having implicit knowledge about task characteristics to handle the task.  
B. Task analysis as an affective response during task processing.  
C. Task-specific knowledge refers to what the person heeds when given a 
task.  
D. Task-specific knowledge comprises nonconscious judgments about task 
characteristics.  
 Understand 
19 Give an example of a metacognitive experience. 0,031 Understand 
20 Which statement is correct?  
A. Metacognitive experiences are exclusively affective and analytic 
judgments.  
B. Metacognitive knowledge comprises procedural knowledge to 
control cognition. 
C. Metacognitive knowledge comprises task planning, e.g. estimation 
of time. 
D. Metacognitive experiences have an immediate effect on 
metacognitive knowledge.  
-0,214 Remember  
21 What are metacognitive experiences? 0,914 Remember 
22 What is metacognitive knowledge? -0,805 Remember 
23 Which statement about metacognitive knowledge is correct?  
A. Metacognitive knowledge controls the task-processing features.  
B. Metacognitive knowledge comprises actual knowledge about cognitive 
processes.  
C. Metacognitive knowledge is an estimation of time of a processing task.  
D. Metacognitive knowledge comprises making judgments about learning.  
 Remember 
24 What are metacognitive experiences?  
A. They comprise personal theories about the memory.  
B. Products of accurate and conscious learning processes.  
C. Making metacognitive judgments in learning situations.  
D. They are manifestations of cognitive control strategies.  
 Remember 
25 What is the critical question for the application of metacognitive skills?  
A. Deliberately controlling metacognition by using strategies.  
B. Knowing when the conscious control strategies are best applied.  
C. Being familiar with and understanding the task requirements.  
D. Controlling and regulating of cognitive processing.  
 Remember 
26 Give an example of a metacognitive skill. -0,195 Understand 
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27 What does “having metacognitive knowledge of cognitive functions” 
mean?  
A. Feeling comfortable to learn. 
B. Having feelings about your thoughts.  
C. Being able to control your thoughts.  
D. Knowing that you have a good memory.  
1,481 Understand 
28 Name the three facets of metacognition.  Remember 
29 Which facet of metacognition is affectively charged? -0,252 Remember 
30 What is the critical question for the application of metacognitive skills?   Remember 
Note. Items were developed based on the content of a research article of Efklides [13]. Response items are not included 
but can be obtained by sending a request to the first author.  
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