Introduction
Lexical ambiguity is a fundamental problem in Natural Language Processing (NLP); every practical text processing application has to deal with lexical ambiguity at some level. This article presents, in detail and systematically, all patterns of predictable lexical ambiguity in Modern Greek language as occurred in the Neurolingo 1 computational lexicon (Gakis et al., 2012) . Most of the frequent lexical ambiguity patterns of Modern Greek have been already specified in several related articles and with a large number of different approaches, e.g. stochastic tagging (Dermatas and Kokkinakis, 1995) , two-level morphology (Sgarbas et al., 1995) , decision trees (Orphanos & Christodoulakis, 1999) , part-of-speech (POS) tagging based on machine learning techniques (Petasis et al., 1999 , Papageorgiou et al., 2000 , Petasis et al., 2001 . Moreover, various other related methodologies (not specific to Modern Greek language) have been proposed, i.e: (1) the complement types (Bresnan, 1979) , (2) the YAP parser (Church, 1980) , (3) the grammatical relations (Kaplan and Bresnan, 1982) , (4) the lexical disambiguation rules (Church, 1988) , (5) the memory-based (POS) Tagger-Generator (Daelemans et al., 1996) , (6) the flexible POS tagger using an automatically acquired language model (Màrquez and Padró , 1997) .
However, this article presents for the first time all the patterns of predictable lexical ambiguity of Modern Greek organized in a systematic way and verified by a sufficiently large computational lexicon. Moreover, it addresses two additional questions: (1) how easily can the ambiguity be understood and (2) how efficiently a tagger can distinguish between multiple types of lemmas.
The presented results have been verified and quantified by the Neurolingo lexicon (Gakis et al., 2012) All lemmas in the Neurolingo lexicon were gathered by indexing four of the biggest Dictionaries of Modern Greek: (1) the Dictionary of Common Modern Greek Language by the Institute of Greek Studies of Aristotle University of Thessalonica (1998), (2) the Dictionary of Modern Greek by G. Babiniotis (1998) , (3) the Greek Dictionary of the Modern Demotic Language by E. Kriaras (1995) , and (4) the Major Greek Dictionary by Tegopoulos Fytrakis (1997) . To ensure its completeness, the Neurolingo lexicon is being updated continuously and regularly by various sources (newspapers, WWW, etc.) . It is currently at its fifth edition after 9 years of development since its first version in October 2003.
In this article, all patterns of predictable Lexical Ambiguity are presented as they occur in Modern Greek. Many grammatically similar word forms may correspond to different lemmas, even to lemmas with different POS. Lexical ambiguity in Modern Greek results from the inflectional complexity of the language consisting of 10 parts of speech, five of which are declinable and five indeclinable. The declinable ones include a huge selection of morphological word forms. Evidence of this is the fact that >300 inflectional word forms can be derived from a verb-both active and passive voice word forms included. An adjective can produce $100 morphological word forms, including the comparative and superlative types (Gakis et al., 1999) . It is worth noticing that some archaic word forms, which are still in use in colloquial Modern Greek, are included in the lemma. This fact increases the ambiguity and the complexity in the processing of a Greek text if such a huge lexicon is consulted. Tables 2 and 3 display the number of lemmas, word forms, and related statistics for the lexicon. 
Ambiguity
The term 'ambiguity' may have many interpretations, i.e. lexical ambiguity, semantic ambiguity, syntactic ambiguity, relative ambiguity, and so forth. (Kanakis, 2007; Lyons, 1995 Lyons, , 1968 . Lexical ambiguity occurs when a word has more than one lexical entries or when it is used with different meanings in transposition. Van Eijck and Jaspars (1996) determines the lexical ambiguity as the lack of information about word meaning. John Lyons (Lyons, 1977) In addition to the interpretations that are attributed to the term 'lexical ambiguity', concerning the computational processing, lexical ambiguity is closely related to linguistic data representation (Boguraev and Pustejovsky, 1990) . To be more precise, 'lexical ambiguity' means that ambiguous words are two or more lexical types with a common graphemic form (i.e. spelling), but they belong to different lemmas and/or differ in one or more morpho-syntactic attributes, mainly with regard to the part of speech. Sometimes the same word corresponds to different entities, and this presents an additional source of ambiguity. For example, the word [jam k ¼ channel] is a morphological entity with various cases (nominative, accusative, or vocative), and it also has more than one meaning at the semantic level (television station jj deep ditch jj communication medium jj difficulty, etc.).
Lexical ambiguity also occurs during the conversion of spoken utterances to written text and vice versa (Crystal, 2000) . For example, the graphemic form k c a (< [lo-gi-a ¼ scholar], [lo-gia ¼ words]) represents two different words, discriminated only by pronunciation, which is not represented in the written text.
Syntactic ambiguity arises when a phrase can be parsed in more than one way. For example, the sentence: He has hurt the woman with the flowers could mean that: (1) He has hurt [the woman with the flowers], or (2) He has hurt [the woman] [with the flowers]. Such phrases differentiate the meaning of the sentence because different grammatical structures can be assigned to the same word sequence.
Ambiguity can also affect a whole sentence in the wide frame of communication (pragmatics level). The reason is that the sentence-without the linguistic frame-is still abstract. Thus, even simple statements like [Âa e la eje ¼ ''I will be there''] can function differently (i.e. as a notification, as a promise, or as a threat, etc.), according to the 
Ambiguity and Computational Systems
Native speakers usually resolve ambiguity easily, but in computational linguistics, ambiguity resolution is a crucial problem (Filippaki-Warburton, 1992) . Many NLP applications require extraction and processing of the meanings of texts, in addition to processing their surface forms (Orphanos and Tsalidis, 1999) . Such a task needs a significant amount of information about the world and the domain of discourse (Grishman, 1986) . The knowledge-based approach to NLP concerns methods of acquisition and representation of such domain knowledge and its application to disambiguate input utterances (Mahesh and Nirenburg, 1997) . Lexical and syntactic ambiguity resolution prevents the need for special parsing, reconciles a number of apparently conflicting results concerning the roles of lexical and contextual information in sentence processing, explains differences among ambiguities in terms of ease of resolution and provides a more unified account of language comprehension than what was previously available (MacDonald et al., 1994) . It is common for syntactic structures to be represented by phrase structure rules (Chomsky, 1965) . However, many cases occur in which ambiguity is introduced in the part of speech-as a lemma is the major feature (Pollard and Sag, 1987 )-such as an individual morphological attribute that a lexical type may have. When the part of speech is ambiguous, the parser is forced to examine many more syntactic rules and, eventually, to produce all the phrasal structures that these rules dictate, expecting that one analysis will eventually prevail (Allen, 1987) . A successful recognition of neighbouring structures could be doubtful, if these contain more ambiguous components. Modern Greek is a language with a lot of particularities, an element that makes even more difficult and complicated its processing by NLP systems. For example the word [a am re ] may be: (1) the head of a noun phrase, (2) the head of a verb phrase [a am re < You answer]. Moreover, if it is a noun, then an additional morphological ambiguity is involved, as the word can be in nominative, accusative, or vocative case of plural (Orphanos, 2000) . Extending the same example, in the phrase: [O a am r o om jak r o a ¼ His answers have good elements], a lexical parser accompanied by a morphosyntactic tagger produces the structural analysis shown in Fig. 3 . Figure 3 uses xml formalism to represent information. Each token is specified inside tags <t> . . . </t>. The token structure is comprised by the token's text (content) using the tag. The lemma information defined inside tags <l> . . . </l> is a list of pairs of the form {[lemma headword] (plus (þ) separated morphological attributes)}.
For analysis purposes, the whole content of the lexicon (Fig. 2 ) (including the morphosyntactic attributes and the lemmas they belong to) was incorporated in a database. The ambiguous words were found by recalling all word forms with the same spelling but different morphosyntactic attribute. The patterns of lexical ambiguity and their classification into categories were based on the morphosyntactic features that differentiate these ambiguous words.
Lexical Ambiguity through a Computational Lexicon
The role of a computational lexicon is to attribute all (if possible) the word forms of a language (Radford, 1988) . The model adopted for the Neurolingo lexicon has been specifically designed for Modern Greek. The contents of the lexicon are organized into morphological lemmas. The Neurolingo lexicon includes-as far as possible-the formal word forms of all lemmas and at the same time the attribution of the whole morphosyntactic characterization. The basic morphosyntactic attribute of a word-form is its POS tag. The POS tag determines what other grammatical attributes characterize a word-form: gender, number and case for nouns, adjectives, articles, pronouns and present perfect participles; voice, tense, mood, number, and person for verbs. The first word-form of a morphological lemma, the headword, plays the role of lemma representative; referring to the headword is the same as referring to the lemma. As the Neurolingo morphological lexicon is monolingual, grammatical, and morphosyntactic, annotations are assigned only to Greek words.
When a word-form is looked-up in the morphological lexicon, there are three possible outcomes:
(1) the word-form is matched to one morphological lemma, (2) the word-form is matched to two or more morphological lemmas, and (3) the word-form is not found. Instead of trying to perform morphosyntactic analysis to assign unambiguous morphosyntactic annotations to word-forms, we use relaxed pattern forms as explained later in the text.
The project plan for the generation and recognition processes combined several planning algorithms. The lexicography editor analyzes only isolated words. On the basic level, the whole outset of morphological description of Modern Greek suffixes has been standardized by their classification in distinct word forms according to separate parts of speech. We only focus on the morphological analysis and not on the morphological production. The system is based on pre-selected lists of characteristics and rules with definite number of values. The architecture of the lexicon is built on a five-level model.
The 'ambiguity report' is one of the most important reports produced by the electronic morphological analysis system. It expands each lemma and produces the full list of word forms. The word forms are classified in five classes depending on the existence of another word with the same textual representation (i.e. they are lexicographically similar). Each word form can belong to zero or more of these classes. The five classes are as follows: 
After the morphological declination, we have counted the words that belong to more than one lemmas and classify them in patterns according to the POS or other morphosyntactic attributes of their lemma. The etymology of ambiguous words has also been considered so that the classification is created with the criterion of predictable or symptomatic ambiguity.
Tso calculate the frequencies, a random corpus of 2,050,614 tokens has been set up, consisting of sentences from student writings, literature texts, newspaper articles, and articles from technical, financial, and sports magazines. Tokens were attributed to the corpus, and morphosyntactic tags were assigned to each word token automatically by the lexicon, with all the attributes available to each known word. An example of a sentence tagged by the lexicon is given in Table 4 .
Lexical Ambiguity-Patterns
Analysis of the computational lexicon's data shows that the morphological complexity of Modern Greek creates a wide variety of lexical ambiguityeither predictable or symptomatic (i.e. non predictable).
Predictable ambiguity
This pattern of ambiguity includes words of identical spelling and etymological form and is separated in two subcategories:
The first one includes the ambiguity noticed in the same lemma. For example, the type [j mx ¼ judge] is used for the present tense (indicative or subjunctive mode) for continuous or concise future (indicative mode) as well as for the perfective aspect tense (subjunctive mode). This pattern includes the ambiguity that is noticed in (a) singular genitive case of male in the genitive case of neuter. For example, the word type [jako ¼ of good (singular)] is either genitive of neuter or male, (b) plural genitive case of male, female, and neuter of (1) . This pattern of ambiguity is aggravating for computational systems, it is one of the natural characteristics of Greek morphology and it is not annotated. The ambiguity between adjective and adverb is also predictable. The second one includes the ambiguity that can be noticed in words belonging to different lemmas with the same or different part of speech. This category is described in detail in Section 6.
Symptomatic ambiguity.
This category includes words of identical spelling but different etymology. For example, the word [b k e] may be singular vocative of the noun [b k o ¼ swamp] or imperative for perfective aspect tense of the verb [b fx ¼ to put]. Although the second interpretation is much more frequent than the first, this research did not take into consideration word frequencies within texts, as it was based on a lexicon, not a corpus. Thus, all the In Fig. 4 
Patterns of Predictable Lexical Ambiguity
This section describes in detail the categories of predictable lexical ambiguity as shown in Table 5 and Fig. 5 . 
Noun-noun
This pattern includes nouns with the same theme but different suffix. They were derived from 9,992 word forms that correspond to the 10.79% of the total lexical ambiguity as shown in Table 5 . The 14 subcategories of the 'noun-noun' category sum up to 85.54%. The remaining 14.46% corresponds to symptomatic ambiguity and was not included in the patterns. The 14 subcategories are as follows:
6.1.1 The parisyllabic nouns, of the female or male gender, that are accented on the antepenult, with suffix -o , form the suffixes: -o (genitive of singular), -o (accusative of singular), and -xm (genitive of plural) in the same way as the parisyllabic nouns, neuter gender, that are accented on the antepenult, with suffix -o. The only difference for these word forms is the gender, e.g. {ac rj ko , ac rj ko, ac rj kxm
Quantitative analysis in the lexicon revealed that this ambiguity pattern takes up the greater section of the pattern 'noun-noun' (27.70%). 6.1.2 The parisyllabic nouns, of female or male gender, that are accented on the last syllable or on the antepenult, with suffix -/-o , the parisyllabic nouns, of female gender, that are accented on the last syllable or on the antepenult, with suffixor -, and the parisyllabic nouns, of male gender, that are accented on the antepenult, with suffix -a all form a common genitive of plural with suffix -m or 
This pattern of lexical ambiguity occupies the 0.28% of the 'noun-verb' category. 
Noun-participle

Adjective-noun
This pattern encompasses the common morphological types of nouns and adjectives with the same etymology. To be exact, 6.4.1 The noun-adjectives and the adjective (male or female gender) have frequent presentation in the lexicon and occupy the 61.71% of the 'adjective-noun' cat-
The adjectives with suffixes À , À , À and the parisyllabic nouns, male gender, that are accented on the last syllable, with suffix À produce types with lexical ambiguity in their common suffixes:
The adjectives with suffixes À , À , À and the parisyllabic nouns, male gender, that are accented on the last syllable, with -, have the suffix À in common which may be: (1) singular genitive of noun or (2) singular nominative, accusative or vocative, neuter gender:
This pattern includes all the noun-adjectives (for all the genders, for both singular and plural) and the adjectives (that are accented on the last syllable or the antepenult or the penult) with suffixes Ào ,
[ ae a ¼ express train]}. This pattern of lexical ambiguity occupies the 35.28% of the 'adjectivenoun' category. 6.4.3 The adjectives with suffixes À , À , À and the parisyllabic nouns, male gender, that are accented on the penult, with suffix -, have the genitive of plural in common: {cmxr m < [cmxr
[a od j ¼ receiver]}. The same pattern encompasses the adjectives with suffixes Ào , À , Ào and the parisyllabic nouns, male gender, that are accented on the antepenult, with suffix Àa which form the genitive in the same way:
This pattern of lexical ambiguity occupies the 2.14% of the 'adjective-noun' category. 6.4.4 The adjectives with suffixes À , À , À and the parisyllabic nouns, neuter gender, that are accented on the penult, with suffix -, form their genitive cases the same way, both in singular and plural: The frequency of this lexical ambiguity category (pronoun -other Parts of speech) takes up the 3.90% of the total.
7 Description of Symptomatic Lexical Ambiguity
In Table 6 , we present patterns of symptomatic lexical ambiguity. The most frequent patterns of lexical ambiguity are the following: 
Conclusion
A detailed study of lexical ambiguity for Modern Greek has been presented, involving both theoretical description and experimental verification and quantification using an electronic lexicon.
The presented patterns and classification describe the deep lexical ambiguity of Modern Greek. These patterns are an important source for word disambiguation (for the correct interpretation of ambiguous words, of clauses in complex sentences, of the constitution of word forms, and of the syntactic role of constituents) (Koskenniemi, 1983) .
Lexical ambiguity results are shown in detail and according to their patterns in Table 5 and Fig. 5 . The statistics (i.e. the quantified frequencies) refer only to predictable forms of lexical ambiguity, as symptomatic ambiguity involves unrelated word forms that cannot be counted accurately, as explained in Section 5. Each ambiguity class complicates ulterior linguistic processing (Orphanos and Christodoulakis, 1999) . If a word displays POS ambiguity (e.g. verb -noun, adjective -verb, pronoun -clitic etc.), the resulting analysis is more complicated. POS is the most important morphosyntactic feature because it defines the extra morphosyntactic trait (subject, object, pre-phrase, etc.). For example, the word [jke d re ] can be either a noun-phrase (subject or object) or a verb-phrase.
Finally, concerning further research, one of the immediate applications of the analysis presented in this article is the construction of a grammar checker for Modern Greek that will be able to correctly attribute wider structures with word forms that belong to more than one lemma, once they are disambiguated.
