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Three new algorithms for multivariate polynomial GCD (greatest common divisor) are given. 
The first is to calculate a GrSbner basis with a certain term ordering. The second isto calculate 
the subresultant bytreating the coefficients w.r.t, the main variable as truncated power series. 
The third is to calculate a PRS (polynomial remainder sequence) by treating the coefficients 
as truncated power series. The first algorithm isnot important praetioaUy, but the second and 
third ones are efficient and seem to be useful practically. The third algorithm has been 
implemented naively and compared with the trial-division PRS algorithm and the EZGCD 
algorithm. Although it is too early to derive adefinite conclusion, the PRS method with power 
series coefficients is very efficient for calculating low degree GCD of high degree non-sparse 
polynomials. 
1. Introduction 
Study of algorithm for multivariate polynomial GCD (greatest common divisor) has a 
long history. The idea of generalizing the Euclidean algorithm for integer GCD to 
polynomial GCD appeared in the 16th century. However, Collin's study (1967) is the 
first modern analysis of the Euclidean algorithm for multivariate polynomial GCD. 
Collin's algorithm, or the reduced-PRS (polynomial remainder sequence) algorithm, was 
soon improved to the subresultant-PRS algorithm by Brown & Traub (1971) and Brown 
(1978). Another improvement of  the Euclidean algorithm is Hearn's trial-division 
algorithm (1979) which is practically efficient. For the GCD computation, modular 
algorithms are very important. Brown's algorithm (1971) is the first modular GCD 
algorithm. Subsequently, Moses & Yun (1973) and Wang (1980) presented the so-called 
EZGCD algorithm. This algorithm utilizes the generalized Hensel construction and is the 
best algorithm for large multivariate polynomials. For very sparse multivariate poly- 
nomials, Zippel's parse modular algorithm is efficient (Zippel, 1979). Yet another modular 
algorithm has been presented by Char et al. (1984). This algorithm uses the integer GCD 
computation. Furthermore, an algorithm using GrSbner basis has been presented by 
Gianni & Trager (1985). 
Since the GCD computation is one of the most important operations in computer 
algebra, we should search for the most efficient algorithm. In this paper, we propose three 
new algorithms for multivariate GCD. These algorithms are based on simple ideas. The 
first one calculates a GrSbner basis with a certain term ordering, but it is different from 
Gianni-Trager's algorithm. In the second and third algorithms, we treat the coefficients, 
w.r.t, the main variable, of polynomials as truncated power series. This device allows us 
to develop very efficient GCD algorithms for multivariate polynomials. Since the underly- 
ing ideas and the algorithms are very simple, we think that algorithms using truncated 
power series will be quite useful in actual computation. 
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We use 
tdeg(P): 
deg(P): 
degu(P): 
lc(P): 
Pp(P): 
cont(P): 
coef(P): 
the following notations in this paper. 
polynomials in K[x ,  y, . . . .  z] with K a number field, we assume that P~ and 
P2 are primitive w.r.t, x; 
term-degree of P: if T = cyey 9 9 9 z ez with c ~ K then tdeg(T) = ey + ' . .  + e~, 
and tdeg(P) = max{tdeg(each term of P)}; 
degree (w.r.t. main variable x) of polynomial P; 
degree w.r.t, sub-variable u of polynomial P; 
leading coefficient (w.r.t. main variable x) of P; 
primitive part (w.r.t. main variable x) of P; 
GCD of the coefficients (w.r.t. main variable x) of P; 
coefficients (w.r.t. main variable x) of P. 
2. Gr6bner Basis Method 
Gianni & Trager (1985) proposed a method of using GrSbner basis for multivariate 
GCD computation. For GrSbner basis, see Buehberger (1985). We propose another 
algorithm in this section. Our algorithm calculates a GrSbner basis of the ideal (/'1,/'2) 
in K[y ,  . . . .  z][x], i.e. we regard P~ and P~ as polynomials in variable x with coefficients 
in K[y , . . . ,  z]. (The Gr6bner basis in K[y,  . . . .  z][x] is equivalent to GrSbner basis in 
K[x ,  y, . . . , z] with the variable ordering x> y,. . . , z. The term ordering in K[y ,  . . .  , z] 
may be arbitrary.) Our algorithm is based on the following theorem. 
TrtEOREM 1. Let a GrSbner basis o f  the ideal (Pt, P2) in K[y ,  . . . .  z][x] be F= 
{P1, P2 , . . . ,  Ps}. Let  deg(Pt)= dt, i= 1 , . . . ,  s, and dk be the minimum value among 
{dl, d2, . . . ,  d~}. Then, there exists a polynomial C, C ~ K[y,  . . . .  z], such that Pk= 
C. GCD(P~, P2). 
PROOF. Put G = GCD(P1, P2). Since Pk ~ (P1,/2), Pk = AkP1 + BkP2 for some Ak and Bk 
in K[y , . . . ,  z][x], hence we have Pk = CO with C ~ K[y , . . . ,  z][x]. On the other hand, 
there exist polynomials A and B, A, B ~ K(y , . . . ,  z)[x], such that G = APt + BP2. Multi- 
plying C = least common multiple (denominators of A and B) to this equation, we see 
that CGe(Pt ,  P2). Since deg(Ct3) =deg(O) and CG must be M-reduced to 0 by F, we 
have deg(Pk) --< deg(CG) = deg(G). Hence, C ~ K[y , . . . ,  z]. 
The above theorem gives us the following GCD algorithm. 
ALOORITHM 1. (Grbbner basis method.) 
Step l. Calculate a GrSbner basis F={P~,P2 , . . . , P , )  of the ideal (P~,P2) in 
K[y , . . . , z ] [x ] ;  
Step 2. Let Pk be a minimum degree lement, w.r.t, x, of F and if deg(Pk) ----- 0 then return 
1 else return PP(Pk). 
NOTE 1. The PP(Pk) in Step 2 may be calculated efficiently as follows: calculate g = 
GCD(lc(P0, lc(P2)) and construct/3 = (gpk)/lC(Pk) ' then calculate pp(/3). 
NOTE 2. The term ordering for terms in K[y , . . . ,  z] may be arbitrary, but we recommend 
the term-degree ordering (so-called total-degree ordering) which orders terms according 
to their term-degrees primarily then lexicographically. 
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EXAMPLE 1. 
P1 ~- (x -y  + 2z)((2y + z )x -y2+2y-  3z), 
/'2 = (x - y + 2z) ((y + 2z )x  - 3y + 2z2). 
The GrSbner basis of (Pl, P2) in Q[y, z][x], with the term-degree order for terms in 
Q[y,  z], is calculated as {P3, P1-2P2,  P2}, where 
P3 = ( y3 + 2 y 2 z _ 8y2 + 4 yz  2 _ 4 yz  + 2 z a + 6 z2) x 
+ (_y4+ 8y3 _ 12y2• + 6yz 3 _ 14yz2 + 4z4+ 12z3). 
The lowest degree element of the basis is P3, and we obtain 
GCD(P~, P2) = PP(Pa) = x - y + 2z. 
From the viewpoint of  variable elimination, the GrSbner basis method is similar to the 
PRS method: the former uses the head term elimination, and the latter uses the leading 
term elimination, see Sasaki (1989). However, the PRS method causes intermediate 
expression growth: in the calculation of the pseudo-remainder, we multiply a power of 
leading coefficient of the divisor and it is factored out later. The GrSbner basis method 
does not cause this kind of expression growth, but it generates a number of polynomials 
and the reduction procedure is time-consuming. 
I f  we know the value of d = deg(GCD(P1, P2)), then we may stop the GrSbner basis 
construction when a polynomial of degree d is constructed. This device will make the 
Algorithm 1 quite efficient compared with the original version. However, our experience 
shows that the GrSbner basis method is quite inefficient when the sizes of P~ and P2 are 
large. This low efficiency can be understood by the fact that the lowest degree element 
Pk in F is a polynomial of almost the same size as s<d)(P~, P2), the subresultant of the 
dth order; for the subresultant, see section 4. 
3. Terminology about Truncated Power Series 
We use the truncated power series in our second and third algorithms, hence we 
introduce some terminology about the truncated power series and derive useful degree 
bounds. We denote the power series ring in the variables y , . . . ,  z by K{y, . . . ,  z}, where 
K is a number field. We impose the reverse term-degree order > for the terms in the 
power series. Hence, 1 > y > 9 9 9 > z > y2 >. . .  > yz >.  9 9 > z 2 > y3 ~. . . . .  
The addition and multiplication of truncated power series are the same as those for 
polynomials, except for the cut-off of terms whose term-degrees and variable exponents 
are higher than some prespecified values. With the reverse term-degree order >,  the 
division of power series is performed as follows. 
DIVISION OF POWER SERIES 
Let A, B, C ~ K{y , . . . ,  z}. We express A and B as 
A = A C~) + A ("+~) + A (~+2) +. .  9 
B = B ~b) + B (b+~) + B (b+2) +. ,  9 
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Here A (a) denotes the sum of terms of term-degree d of A. Similarly, we define B (d) and 
C ca). Let A = B. C, then we calculate the quotient C = C(~-b)+ C(~-b+')+. 9 by the 
power sedes division of A and B as follows. First, since A (") -~ B~b)C ("-b), we calculate 
C ("-b) by the polynomial division of A (~) by B (b), obtaining 
A = C("-~)[B cb)+ B r +. 9 9 ] +[A (a+l) - C (a-b)B~b+~)] 
+ [A ("+2)- C(~ +. 9 
Second, we calculate C(~-b+1) by the polynomial division of EA (~+')- C(a-b)B (b+')] by 
B (b), and continue this procedure. 
NOTE. This division makes sense only when B divides A evenly, of course. 
DEFINITION 1. (Exponent range and term-degree range.) Let 
C = ~ c~u', x (monomial not containing u), c, # 0, ct ~ K. 
We define the exponent range of the variable u of C, abbreviated to ran,(C),  as 
ran~(C) = (emtn, enaax) where er, i, = min{e~ I i = 1, 2 , . . .  } and e,~,~ =max{e~ [ i --- 1, 2 , . . .  }. 
Similarly, we define the term-degree range of C, abbreviated to tran(C), as t ran(C)= 
(Emi,, Era,x) where Er~i,(Em,x) is the minimum (maximum) term-degree of terms of C. 
EXAMPLE. For C=y+2y2+3yz-y3-3yz2+3y3z-4yZz2+5yz  3, we have rany(C)= 
L(1, 3), ranz(C) = (0, 3), and tran(C) = (1, 4). 
LEMMA 1. For polynomials/finite power series C, and C2, we have 
ran, (Ci C2) = ran,, (C1) + ran~ (C2), 
tran( C1 C2) = tran(Ca) + tran(C2), 
where the addition of numeric lists is (m,, n,)+ (m2, n2)= (m, + m2, n, + n2). 
(1) 
PROOF. Denoting highest (lowest) degree terms of C as hterms(C) (lterms(C)), we have 
{hterms(C, . C2) = hterms(C1)- hterms(C2), lterms(C1. C2) = lterms(Ci) 9 lterms(C2). (2) 
From these, (1) is obvious. 
DEFINITION 2. (Significant terms.) Let C and C be in K{y, . . . .  z} and such that high 
degree terms of C are cut-off to give C. Let t ran(C)= (E, E+some),  let C agree with C 
on all the terms having term-degree in the range (0, E +/~) and u-degree in the range 
(0, E + $,) for every u in {y, . . . .  z} and let C have no term outside these ranges. Then, 
we say that C is (/~, ~y, . . . ,  ez) significant w.r.t .C. All the terms of C are called 
(/~, ey , . . . ,  ez) significant terms of C, (In the following, "w.r.t. C"  will be omitted.) 
NOTE. Apparently, we have s -</~. Hence, i f /~' and ~ are estimated values of E and 
~,  respectively, such that e, - E ,  we may omit the exponent bound for u. 
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NOTATION 
We express the relation between C and C in Definition 2 as 
C -= C (upto (/~, ~y, . . . ,  ~)). 
We use the same terminology for P ~ K{y , . . . ,  z}[x] also, where the tran and ran are 
defined for the coefficients of P. Let Op be a rational operation on power series and F, 
G ~ K{y , . . . ,  z}[x]. If the Op is applied to significant terms of F and G, and the operation 
is performed with (E, e~, . . . ,  e~) significant terms, then we express this calculation as 
Op(F, G) (upto (E, ey , . . . ,  e~)). 
(The above relation is nothing but the congruence r lation. So, if we introduce a variable 
representing the term-degree, for example the variable t such that y~. . .  z~-+ 
t~,+'"+~y~. 9 z ~, then the above relation can be represented by"rood". However, "upto'" 
is more convenient than "mod" in our case, because the term-degree range will change 
during the calculation of PRS.) 
EXAMPLE. Let C = y + 2y 2 + 3 yz - y3 _ 3 yz 2 + 3 y3 z - 4 y2 z 2 + 5 yz 3, and C = y + 2 y 2 + 3 yz - 
3yz 2, then C --- C (upto (2, 1, 2)). 
Let P~ and P2 be power series such that P, is (E~, e~y, . . . ,  e~z) significant, i = 1, 2. Let 
P=Op(P1,  P2), with Op an arithmetic operation on power series, and let P be 
(E, ey, . . . ,  e~) significant. For multiplication and division, we have 
E = rain{E1, E2}, e, = rain{el,, e2,}, u = y , . . . ,  z. 
For addition and subtraction, we must be careful. Let tran(P~)= (L,  H~), i = 1, 2, and 
tran(P) = (L, H). Then, L =rain{L1, L2} if L1 ~ L2, but  L>min{L1, L2} if L~ = L2. If 
L ~ min{L~, L2}, i.e. all the lowest term-degree t rms of P: and P2 cancel, then we call 
the phenomenon accuracy decreasing. With this in mind, we have 
E =min(E l+L1-L ,  E2+L2-L} ,  
e, =min{e l ,+L~-L ,  e2 ,+L2-L} ,  u =y, . . . .  z. 
Note that the cancellation of higher degree terms does not cause the accuracy decreasing, 
so long as the lowest term-degree t rm survives. 
EXAMPLE. Let P1 and P2 be 
P1 = 1 + (y + 2z) + (3y 2 - 4yz + 5z2), 
P2 = -1 - (y + 2z) + (5y 2 + 4yz + 3z2), 
which are (2, 2, 2) significant. However, 
P= P~ + Pz=O+O+(8y2+ 8z2), 
which is only (0, 0, 0) significant. 
LEMMA 2. Let CI, C2, D be in K {y, . . . .  z} and satisfy C1 = C2D. Let tran(D) --- (El, Eh) 
and ran,(D) =(some, e,) for u =y , . . . ,  z. Then, in order to calculate D f rom C~ and C2 
by the power series division, we need only ( E h - Ez, ey - Et, . . . , e~ - El) significant erms of  
C1 and C2. 
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PROOF. Obvious from the above division operation for power series. 
F rom now on, by  tdeg(coef(P))  and degu(coef(P))  with P ~ K{y , . . . ,  z}[x], we mean 
the max imum of the term-degrees and u-degrees, respectively, of coefficients, w.r.t, x, 
of  P. 
LEMMA 3. For PI and 1~ in K{y , . . . ,  z}[x], put G = GCD(Pt ,  P2). Let 
E = tdeg(coef(G)) ,  E" = tdeg(lc(G)) ,  
E~ = tdeg(coef(P,.)), E~ = tdeg(lc(P~)), i = 1, 2. 
Furthermore, for each variable u in {y, . . . .  z}, let 
eu = deg~ (coef(O)) ,  e~ = deg~(lc(G)),  
e~, = deg,(coef(P i ) ) ,  e't  = deg,( lc(Pt)) ,  i = 1, 2. 
Then, we have 
E __- min{E~ -E [+E"] i  = 1, 2), 
e.  ~ min{e~t - e ' i+  e.'[ i -- 1, 2}. 
(3) 
(4) 
E - rain{E, - E~ + E"I i = 1, 2}, (5) 
eui + # 9 e, -< min(e~, - ' e, I z- 1, 2}. (6) 
PROOF. This is an immediate consequence of  Lemrna 3, because E and E" here are 
obta ined f rom E and E" in Lemma 3 by multiplying 7 to O. 
Then, we have 
PROOF. Consider the equality P l=O"  (Pi/O), i= 1,2. Let tdeg( lc(P i /G))=Ei ,  then 
E~ = E~ + E" because lc(P~) = lc (Pd G) • lc(G).  Since 
tdeg(coef(Pi))  -- tdeg(coef(G))  + tdeg(coef(Pt /G)) ,  
tdeg(coef (P i /G) )  -> tdeg(lc(P~/G)),  
we obtain (3). Similarly, we can derive (4). 
Note  that Lemma 3 is useless in actual GCD computat ion because we do not know 
lc(G)  in advance. However,  the following Lemma 4 is useful. 
LEMMA 4. For 1'1 and P2 in K(y, . . . .  z}[x], put G= GCD(P I ,  P2), g = GCD(lc(PI ) ,  
It(P2)), y=g/ lc (G) ,  and ~--- yO. Let 
E = tdeg(coef(/3)),  E"  = tdeg(g), 
E~ = tdeg(eoef(Pj)) ,  E~ = tdeg(lc(Pt)), i = 1, 2. 
Furthermore, for each variable u in {y, . . . , z}, let 
e, = degu (coef(/3)), e" = deg,(g) ,  
eu~ = deg,  (eoef(Pt)), e' ,  = deg, (lc(P~)), i = 1, 2. 
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4. Subresultant Method with Power Series Coefficient 
Let P~ and P2 be represented as 
P l=amxm+am- lxm- l+"  " '+ao ,  a, .~O, 
P2=bnx"+bn- lxn - l+  "" "+bo, b ,#O,  
where we assume m - n. We define the polynomial S~ as 
S(J) - o ( J )x J  ~ r'~(J) ..j-I ~ . . "Or D(o j), (7) - -  j - -  ~- 'r j -  l '~ - - "  
where D~ j), i = j , j -1 , . . . ,  0, are the following determinants: 
am Clm-1  . . . . . . . . .  a2J+2-n ~ i+ j+ l -n  
am am-1 . . . . . .  a2j+3-n ~ l+j-t-2-n 
. . .  ~ . . , ~ o 9 0 9 . . 9 
D~j) = at, " " " aj+l al (8) 
b, b,_~ . . . . . . . . .  b2j+2_ m bi+j+l_ m 
b,  b,-1 . . . . . .  b2j+a-m b~+j+2-m 
, . . , , . ~ 9 . , o , ~ , ~ 
b, 9 9 ' bj+l bt 
Here, we mean a~ = b~ = 0 if i < 0. The S (j) is the jth order subresultant of P~ and P2, and 
deg(S O)) is usually j. 
THEOREM 2. Let deg(OCD(Pl, P2)) = d and g = GCD(lc(P1), It(P2)). Then, 
g lD~ 2~, i= j - l , . . . ,O ,  (9) 
[DCdd)/g]lO~ d), i = d, . . . .  O. (10) 
PROOF. Expanding the determinant in Eq. (8) w.r.t, the first column, we see 
GCD(am, b,)[D~ j). This proves (9). Next, we note that S ~d) is a multiple of G= 
GCD(P1, P2) (see, for example, Brown & Traub, 1971). Hence, 15 = Sr is a 
polynomial in x such that P=CG with C=g/ Ic (G) .  Since lc(O)[g, we see /3~ 
K[x ,  y . . . . .  z]. This proves (10). 
Suppose we know the value of d = deg(GCD(P~, P2)). We can use a modular method 
to calculate d cheaply: calculate GCD(PI(x, ny . . . . .  nz), P2(x, ny , . . . ,  n~)) for several sets 
of numbers (he , . . . ,  nz) and set d to the lowest degree of the GCDs calculated. (The 
value d thus obtained may not be correct, but the possibility of encountering an unlucky 
case is practically very small.) Then, we construct he subresultant S ca) by calculating 
the determinants DI a), i=  d, d -1 , . . . ,  0, defined by Eq. (8), and we can obtain G= 
GCD(P1, P2) as G = pp(S(d)). This method has been known for many years, but it is not 
efficient (in practice). 
We have seen above that g divides lc(S (d)) and 
15 = S(d)/[lc( S~a))/ g] (11) 
is a multiple of G, hence G = pp(15). Representing J 5 as 
15 = gd xa + gd-t xd-~ +" " "+go, (12) 
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we see that 
(d) (d) gd=g,  g ,=D,  / [Dd /g], i=d-1 , . . . ,0 .  (13) 
Eqs (12) and (13) show that what we need are ga and g;, i = d -  1 , . . . ,  0, and not D~a ) 
and D~ a) themselves. The sizes of g~, i = d , . . . ,  0, are usually much smaller than those of 
DCf ) and D~ a). The calculation of g~ by Eq. (13) does not require all the terms of D<a d) 
and D~ a) but we need only some lower exponent erms (or higher exponent erms). 
Exploiting this fact, we may discard the unnecessary terms in the calculation of deter- 
minants DCa ) and D~ a), which will make the calculation fairly efficient. We discard the 
unnecessary terms systematically b  treating the coefficients of/ '1 and P2 as truncated 
power series. 
Let E, ey . . . .  , e~ be defined as in Lemma 4. Lemma 2 shows that, in order to calculate 
/3, we have only to calculate the determinants DI d), i = d, d - 1, . . . ,  0, up to (E, er , . . .  , ez) 
significant terms. Note that, since P1 and P2 are primitive, we have 
{ran~(P~) = (0, some), i = 1, 2, 
ran~(G) = (0, some), (14) 
for eaeh variable u e {y, . . . ,  z}. Thus, we obtain the following algorithm. 
ALgORIThM 2. (Subresultant method with power series coefficient.) 
Step 1. Estimate d = deg(GCD(P~, P2)) by a modular method (hence, the estimated 
value is an upper bound); 
If d = 0 then return 1 
else g ~- GCD(lc(P1), lc(P2)), 
E ~- min{Ei -E~+E"] i=  1, 2}, 
eu <-" min{eu~ - ' " " e,~+e~lt=l ,2},  u~{y, . . . ,  z}, 
where E~ etc. are defined in Lemma 4; 
Step 2. Construct determinants DId), i = d, d -  1 , . . . ,  0, of the dth order subresultant 
S~a. >, and calculate the determinants DI d) up to (E, e r , . . . ,  e~) significant terms 
for (y , . . . ,  Z); 
Step3. Calculate P=~a=oxlD~d)/[D(aa)/g] by the power series division up to 
(E, ey , . . . ,  e~) significant terms; G~pp(/3);  
Step 4. If O ] P1 and G I P2 then return G 
else d ~-d -  1, and go to Step 2. 
The determinant D~ d) is of order m+n-2 j .  In the Appendix, we give a method of 
reducing the order of determinant to m - j  (note that m ~ n). 
EXAMPLE 2. 
We see g =GCD(lc(P1), lc(P2)) = GCD(y, z) = 1. 
ran~(Pl) = (0, 3), 
Hence, 
p~ = yx g + (_y2_  yz + 2y + z)x 3 + ( -2y  2 - 2yz - z 2 + y + z)x 2 
+ (y~ + y2 Z _ y2 _ z2)x + (yg2+ z3 _ g2), 
P2 = 7,:X4-t-(--yz-- Z2 + g -- 3 )Xa + (4y + 3g-- 3)X 2 
+ (_y2 _ yz + 2y - z)x + (_y2 + z 2 + y _ z). 
Furthermore, ranr(P 0 = (0, 3), 
tran(Px) = (1, 3), rany(P2) = (0, 2), ranz(P~) = (0, 2), tran(P2) = (0, 2). 
ey -  min{3-1 +0, 2 -0  +0}--- 2, 
Three New Algorithms for Multivariate Polynomial GCD 403 
e~ ----- min{3 - 0 + 0 ,  2 - 1 + 0}  = 1, 
E ~min{3-1+0,2 -1  +0}= 1. 
Therefore, we have only to calculate the subresultant up to (1, 1, 1) significant erms. 
Suppose we found that deg(G) = 1 by a modular method, so we calculate D[ x) and D~o 1) 
up to (1, 1, 1) significant erms. The result is 
D~ 1) = (3y 5 - 24yaza + 48yz 4) 
+ (-3y4z 2- 8y2g 4 q- 16yz 5 + 16z 6) 
+ (terms of term-degree-> 7),
Dee 1) = (3y 5 - 24yaz 2+ 48yg 4) 
+ ( -3y  6 - 3ySz + 2 ly4z 2 + 24yaz 3 - 56y2z 4-  32yz 5 + 16z n) 
+ (terms of term-degree-> 7). 
r~O~/r~O) up to (1, 1, 1) significant terms, we find Calculating ,--o / -  
Dr162 - (1 -y  - z) + (terms of term-degree >--2). 0 1 ~ 1  - -  
P--1" x+( l -y -z )  as a multiple of GCD. Since /5 is already Therefore, we have 
primitive, we have 
G = pp(/~) = x + (1 - y - z). 
EXAMPLE 3. Let P1 and P2 be defined in Example 2, and 
P~ =[y-> y+ l, z-.> z-1](P~), 
P2=[y--> y+ l, z.-> z-1](P2). 
In this case also, we have only to calculate the subresultant up to (1, 1, 1) significant 
terms, but the calculation is much simpler than that in Example 2 because ach coefficient 
of  P~ and/'2 contains a constant erm. We have 
D~ 1) = 23 - 38y - 149z + (terms of term-degree >--2), 
Dee ~) = 23 - 61y - 172z + (terms of term-degree ->2). 
After the power series division of Dee 1) by D~ 11, we have 
D~ol)/D~ It = (1 - y - z) + (terms of term-degree ->2). 
Therefore, we have 
.P= l" x+(1-y -z ) .  
NOTE. If we calculate the determinants D~ ~) and De0 ~) fully, we obtain polynomials of 21 
and 38 terms, respectively, for P~ and P2 in Example 2 and polynomials of 45 and 57 
terms, respectively, for P~ and P2 in Example 3. Therefore, if we use the subresultant 
GCD algorithm with x as the main variable, we will face a large expression growth in 
the above examples. 
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It is important to note that, although Examples 2 and 3 are essentially the same, the 
computational efficiency is considerably different in Examples 2 and 3. This is due to a 
simple fact on power series: the more the term-degree is, the more different erms we 
have. For example, in Q{y, z}, we have three different terms y2, yz, z 2 of term-degree = 2, 
while we have five different erms y4, y3g, y2z2 ' yg3, z4 of term-degree = 4. We have 
calculated power series up to (1, 1, 1) significant terms in both Examples 2 and 3, but we 
handled more terms in Example 2 than in Example 3. This shows that, although we may 
choose higher degree terms as necessary terms in calculating GCD, we had better handle 
lower degree terms. This is the reason why we utilize truncated power series for discarding 
unnecessary terms. Furthermore, it indicates the importance of preprocessing which 
generates many constants in the coefficients of Pt and P2. 
5. PRS Method with Power Series Coefficient 
As we have seen in section 4, when we calculate a small-sized polynomial by applying 
rational operations to large polynomials, we can often obtain the answer efficiently by 
treating the polynomials as power series and cutting off the higher degree terms. We can 
apply this idea to PRS algorithms also. 
Suppose we calculate the PRS (P1, P2 . . . .  , Pk ~ O, Pk+l = 0) by cutting of[ the higher 
degree terms in the coefficients ystematically and calculate Pk =gPk/ lC(Pk) up to 
(/3, ey , . . . ,  ez) significant terms, where E, ey, . . . ,  e~ are defined in Lemma 4, then Lemma 
2 tells that P = TG where G = GCD(P1, P2) and 3' = GCD(Ic(P1), lc(P2)) / lc(G).  The PRS 
can be calculated by the conventional formula: 
(,SiP~+~ -- a~P~-I - Q~P~ (upto (E, ey , . . . ,  ez)), a, = Ic(P~) ~+~ , 8=deg(P~_~)-deg(P , ) ,  (15) 
where/35 is determined by the reduced-PRS or the subresultant PRS algorithms (Collins, 
1967; Brown, 1978). One may think that, since the higher degree terms are discarded, we 
may choose fl~ = 1 without causing the expression growth. However, this is not true as 
we have mentioned at the end of section 4. 
The only one problem in the above-mentioned method is the treatment of accuracy 
decreasing. Note that, even if the accuracy is not decreased in P,., the accuracy decreasing 
in lc(P,.) will cause the accuracy decreasing of the PRS. This is because the accuracy 
decreasing in lc(Pt) decreases the accuracy of ot~ in Eq. (15) hence that of P~+~. Conversely, 
if there is no accuracy decreasing in lc(P~), i = 3 , . . . ,  k, then the accuracy of PRS is not 
decreased. We set the following rule on the PRS calculation. 
RULE OF PRS CALCULATION. Regardless of whether the accuracy decreasing happens or 
not, we calculate PRS by preserving all the significant terms and discarding insignificant 
terms. 
LEMMA 5. Let  PI and P2 be in K{y,  . . . , z}[x] and (Pk, f'2, . . . ,  Pk # O, Pk+~ = O) be a PRS 
such that Pi -- Pi (upto (E, ee , . . . ,  e~)), i= 1, 2, and Pk is generated by formula (15) with 
! . . , ~  the above rule. Suppose Pk is (E' ,  e ' r , . . . ,  e')  signif icant, hence E - E '  = ey - ey = 
ez-e'~>-O. Let  O be GCD(PI,  P2) in K [x ,  y, .. ., z], then 
GIPk  (upto (E', e~, . . . ,  e'~)). 
PROOF. Divisibility is obvious because of modular congruence. Since G is correct upto 
(oo, oo . . . .  , co), the division OI/Sk is correct upto (E', e~, . . . ,  e'). 
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Let (E, e y , . . . ,  ez) be determined by Lemma 4, and suppose that we have calculated 
PRS (P1, P2 , . . . ,  P~, Pk+l 20) as mentioned in Lemma 5. Since (E, ey . . . .  , e~) is often 
an over-estimate, we can calculate O correctly from/Sk even if the accuracy decreases, 
so long as all the terms of G are contained in (E', e~, . . . ,  e'~) significant erms of/3k. 
Except in the following very unlucky case, we can check the adquateness of/3k by the 
trial-division: calculate P --- (g/3k)/lc(/3~) up to as many significant erms as possible, and 
test if pp(/3) divides both Pl and P2 in K[x, y . . . .  , z]. The unlucky ease is that deg(Pk) < 
deg(O) and pl~(/~) [ G in K[x, y . . . . .  z]; this ease may happen if the higher degree terms 
disappear in Pk due to accuracy decreasing. Note that this case does not occur if the 
sequence (P1, P2, P3, .. 9 ) is normal, i.e. deg(/5~+l) =deg(/3~) - 1 for every i = 2, 3 , . . . .  
We can easily avoid the unlucky ease mentioned above by setting a lower bound on 
the significant erms. 
THEOREM 3. Let G = GCD(P1, P2), g = GCD(lc(P0, lc(P2)) and 
Eml, = rain{term-degrees of terms of g}. (16) 
Let (PI, if'2,...,-fik#O, -fik*a =0) be the PRS defined in Lemma 5. Let Ic(/3,) be 
(E, ~r,. .  ,, ~) significant and let P be (gff'k)/lc(Pk) (upto (~, ~,  . . . ,  ~) ) .  z f  ~. >__ Em~. and 
pp(P) divides P~ and P2 in K[x, y . . . .  , z], then G = pp(P). 
PROOF. Since lc(G) lg and /~ >-Em~,, Eq. (16) tells that lc(G) contains non-zero terms 
in (/~, er , . . . ,e~) significant terms of (3. Hence, deg(G)-<deg(/3) because deg(/3k)= 
deg(P) and Lemma 5 tells that GI/3k (u)to (/~,...)). On the other hand, assumption in 
theorem means pp(/3) I G. Hence, deg(P)=deg(G)  and we see pp(/5)= G because P1 
and P2 are primitive. 
Thus, we obtain the following algorithm. 
ALGORITHM 3. (PRS method with power series coefficient.) 
Step 1. g <-- GCD(lc(P0,  lc(P2)); 
J~ <-- E <- rain{E, - E~ + E"I i = 1, 2}; 
eL ",- e, <-- min{e~, - e'~+ eali = 1, 2}, u e {y, . . . ,  z}; 
(Ei etc. are defined in Lemma 4.) 
Emi, <-- min{term-degrees of terms of g}; 
Step 2. /3i <-- P~ (upto (E, er, . . . ,  e~)), i = 1, 2 ; / *  cut-off higher degree terms */ 
Calculate PRS (P3 , . . . ,  Pk ~ 0,/Sk+~ 0) up to as many significant erms as 
possible; 
Let lc(/Sk) be (/~, e r , ' " ,  e,) significant; 
Step 3. If deg(Pk)= 0 then return 1 
else P~g~k/lc(Pk) (upto (/~, ~ . . . .  , ~)); 
G<--pp(/3) and if not (GJP t and GI Pa) then go to Step 4; 
If the PRS is normal or E >_ Em~, then return G; 
Step 4. /~ <--E ~2/~- /~,  eL <--e,<-- eL+/~-/~ for each uE{y . . . .  ,z}; 
go to Step 2. 
NOTE 1. Resetting of/~ and ~, in Step 4 is made to increase these values by/~ - /~  which 
is the amount of accuracy decreasing. 
NOTS 2. A bound on (E, ey . . . . .  e~) is given also by lowest degree terms, w.r.t, x, of P~ 
and P2. Hence, if the bound (E, e r , . . . ,  e~) determined by Lemma 4 is too high, it had 
better investigate the lowest degree terms of P1 and P=. 
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EXAMPLE 4. P1 and P2 given in Example 3, that is 
P~ = (1 +y)x4+ (1 +y -y2-yz )x3+( -1  -y+z-2y2-2yz -z2)x  2 
+( -2 -y+3z  +yZ+2yz-z2+ y3+ yZz)x+( - l  + y+ 3z -2yz -3z2+ yz2+z3), 
132 = ( - -  1 "t- •)X 4 + (--4 + y + 2z - yz - z 2) x 3 + ( -2  + 4y + 3 z) x 2 
+ (3 + y -  2z -  y2 -  yz)x + (2 -  y -  3z -  y2 + z2). 
Lemma 4 gives (13, ey, ez) = (1, 2, 1)~ (1, 1, 1). Hence, we calculate a PRS by handling 
only constants, constant • terms, and constant • z terms. We use the formula (18) with 
/3i--- 1 for simplicity. 
P3= ( -1  +z)  9 Px - ( l+y) '  P2 
~(3 + 2y-  z)xa + (3-  y -  5z)x2 + ( -1 -  3y -  3z)x + ( -1 -  2y -z ) ,  
P4=(3+ 2y-z )  2" P2-Q3(x) '  P3 
(6 + 10y - 17z)x 2 + (15 + 4y - 60z)x + (9 - 9y - 46z), 
Ps = (6+ 10y - 17z) ~. P3 - Q4(x) ' 134 
-~ 3{(-69 + 22y + 631 z) x + ( -69 + 9 ly  + 700z) }, 
P~ = ( -69+ 22y+631z) 2" P4-  Qs(x)" P5/3 ~ o. 
Since g = GCD(le(P1), Ic(P2)) = 1, we calculate j5 as 
P - Ps/lc( Ps) =- 1 9 x + (1-- y - z ) (upto (1, 1, 1)). 
Since there is no accuracy decreasing, we obtain G ---- x+ (1 -y  - z). 
NOTE. Since degrees of  P1 and P2 w.r.t, y or z are smaller than deg(Pl) and deg(P2) in 
the above example, many GCD programs will calculate GCD(P1, P2) by treating y or z 
as main variable. The above example shows that our algorithm does not cause expression 
growth even if the PRS becomes a long sequence. 
6. Empirical Study of PC-PRS Method 
We call the above Algorithm 3 PC-PRS method (Power series Coefficient PRS method). 
We have implemented the PC-PRS method on the Japanese algebra system GAL. The 
implementation is rather preliminary without tuning the program. However, we can see 
the efficiency of our method approximately. 
In the actual program, we have utilized GAL's facility of power series arithmetic and 
introduced a new variable to represent the term-degree of each term when the number 
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of variables is three or more. The higher degree terms are cut-off by only the bound on 
term-degree, hence only one variable representing the term-degree is treated as power 
series variable. The program calculates GCDs of polynomials of one variable by the 
conventional PRS method, and those of two or more variables by the reduced-PRS 
method. The program preprocesses input polynomials so that they have many constant 
terms in their eoetlicients. Furthermore, the program chooses a variable containing the 
highest exponent as the main variable. If le(P~)= constant or lc(P2)=constant then the 
bound (E, ey, . . . ,  ez) is determined by the lowest degree terms, w.r.t, the main variable, 
of PI and P2. 
We have compared our algorithm with the trial-division PRS and EZGCD algorithms 
equipped in REDUCE (Hearn, 1985). Tables 1 to 4 show timing data (in milli-second) 
by these three algorithms, as well as the size of input polynomials and their GCD. As 
we will see below, the trial-division PRS algorithm istoo bad for large-sized polynomials, 
so we compare PC-PRS with EZGCD mostly. 
Let us explain briefly the test problems and the result of comparison. 
PROBLEM 1 (Table 1). This problem is an extension of Example 4in section 5; the variable 
u, u e {x, y, z}, in Example 4 is replaced by F7=1 u ~. The number of variables is three. 
Table 1 shows that the theoretical estimation of exponent bound of the GCD is quite 
good, which makes the PC-PRS method quite effective for this problem. 
PROBLEM 2 (Table 2). This problem is taken from Hearn (1979). The degree of GCD is 
low. Polynomials P1 and P2 are very sparse (the number of terms in Pi is n2). The 
theoretical estimation of exponent bound is good for this problem also, and PC-PRS is 
quite effective. 
PROBLEM 3 (Table 3). Polynomials G, Pj and P2 have higher degree terms and are denser 
than those of problem 2. The degree of GCD is about half of degrees of P1 and P2. The 
number of variables is n, the term-degree of PI(P2) is 2n(2n-1), and the number of 
terms in Pi grows up in proportion to n 4. Although the estimation of term-degree bound 
is good for this problem, PC-PRS is much inferior to EZGCD. We have two reasons for 
this result. The first reason is that the bound calculation took a lot of time; in fact, more 
than 70% of the time is spent for this calculation. (Note that lc(Pt)= constant, so the 
bound is calculated by using constant terms of P1 and P2, which requires the computation 
of GCD of large polynomials in n - 1 variables.) The second reason is that the problem 
itself is quite favourable to EZGCD algorithm, because factors of P~ and P2 are of simple 
structures. 
PROBLEM 4 (Table 4). This problem is constructed arbitrarily so that polynomials have 
rather high degree terms and are considerably dense, hence the problem is the largest 
among the four. As Table 4 shows, the bound estimation is not good when n---3; the 
estimated bound is twice as large as the true upper bound. This makes PC-PRS much 
worse than EZGCD. 
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In the first column of each Table, the numbers i. and i,. in X- ( i , ,  i,.) mean the values 
of n and m, respectively, for the problem X. The #term and deg mean respectively, the 
number of terms and term-degree of either P1, P2, or G. E is the estimated upper bound 
by using formula (5) 
Table 1. Problem 1. For P1 and P2 of Example 4, replace the variables as follows 
m 
i=0 t=0 t=0 
(3, ra) PC-PRS EZGCD Trial #term deg "#term deg ~term 
G 
dog e" 
I-(3, 1) 12 46 45 27 5 20 5 4 1 1 
I-(3, 2) 78 132 673 112 10 80 10 6 2 2 
I-(3, 3) 230 338 2889 277 15 198 15 9 3 3 
][-(3, 4) 571 717 - -  544 20 392 20 12 4 4 
I-(3, 5) 1321 1582 ~ 940 25 680 25 15 5 5 
G=~ x~+l, 
i~ l  
Table 2. Problem 2 
Pl= ~-  , 
t 
/'l /'2 G 
(n) PC-PRS EZGCD Trial ~term deg" r deg #term deg 
II-(2) 3 16 5 9 3 6 2 3 1 1 
1I-(3) 11 18 12 16 4 16 3 4 1 1 
II-(4) 22 32 44 25 5 25 4 5 1 1 
II-(5) 39 41 199 36 6 36 5 6 1 1 
I1-(6) 62 59 953 49 7 49 6 7 1 1 
i=1  j= l  
Table 3. Problem 3 
P I=G x~-2 , 
i l j  l 
P~ P2 G 
(n) PC-PRS EZGCD Trial ~#term deg ~#term deg ~term deg 
II1-(2) 11 21 7 1 t 4 10 3 5 2 2 
IIl-(3) 60 58 43 43 6 40 5 10 3 3 
III-(4) 359 175 860 125 8 119 7 17 4 4 
III-~5) 2 089 442 - -  296 10 286 9 26 5 5 
III-(6) 12 694 1007 - -  607 12 592 11 37 6 6 
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G= x i+ l  , 
Table 4. Problem 4 
t= l j~ i  
(n, m) PC-PRS EZGCD Trial 
P~ P2 0 
#term deg ~term deg ~ r deg ff  
IV-(2, 2) 22 40 66 16 6 25 8 6 2 2 
IV-(2, 3) 57 83 1 023 29 9 50 12 10 3 3 
IV-(2, 4) 124 153" 10 704 51 12 81 16 15 4 4 
IV-(2, 5) 404 255 - -  72 15 122 20 21 5 5 
IV-(3, 2) 129 165 ~ 55 6 100 8 10 2 4 
IV-(3, 3) 591 441 ~ 136 9 270 12 20 3 6 
IV-(3, 4) 2 193 990 ~ 268 12 535 16 35 4 8 
IV-(3, 5) 7.658 1992 - -  505 15 969 20 56 5 10 
IV-(4, 2) 327 447 - -  152 6 280 8 15 2 4 
IV-(4, 3) 2 184 1488 - -  430 9 956 12 35 3 6 
IV-(4,4) 11 956 3878 ~ 1132 12 2214 16 70 4 8 
IV-(4,5) 51 693 8833 - -  2272 15 4688 20 126 5 10 
IV-(5, 2) 726 1036 - -  315 6 635 8 21 2 4 
IV-(5, 3) 7 106 4239 - -  1245 9 2620 12 56 3 6 
TOWARDS A BETTER IMPLEMENTATION OF PC-PRS METHOD 
Our experience shows that the efficiency of the PC-PRS method epends trongly on 
the bound (E, ey . . . . .  e~). If the bound is twice as large as the true bound, say, then the 
computation time may increase by an order of magnitude for large-sized polynomials. 
Considering this, we may say that the formulas (5) and (6) in Lemma 4 are not good 
practically, and we can improve the PC-PRS method largely if we find a good estimation 
of the exponent bound. In fact, such an improvement has been made recently, to give a 
very efficient PC-PRS GCD algorithm (Suzuki & Sasaki, 1990). 
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Appendix 
In Sasaki (1982), a method of reducing the order of determinants of the form in Eq. 
(8) was described. Since the paper has not been published, we describe the method below. 
The determinant D~ :) in Eq. (8) is of order m+n-2 j ,  and the method reduces it to a 
determinant of order m - j  (note that m --- n). 
At the first step of the reduction, the determinant in Eq, (8) is modified as 
0 0 
am am--1 . . . . . .  a2j+2-n ai+j+l-n 
, . ,  0 , 4  * ~  0 " "  " , *  
am " " " aj+ l ai 
/~. b.-1 . . . . . .  b2/+2-m bi+j+l-rn 
, , 9 9 * 9 4 9 , 9 9 * , ~ 9 
b. 9 . 9 bj+, bl 
At the second step, we move the bottom m-n  rows of (A1) to the middle: 
1 
Om am+J+l-n am+j-n 
o , ,  o , o  
am am-1 
b, 
0 
b. " "" bj+l bj 
, , ,  , . ,  , , ,  
b. b . - i  
Writing this determinant as 
. . . . . . . . .  a2j+2-n ai+j+l-n 
. . . . . . . . .  aj+l ai 
. . . . . . . . .  bj+2_m+ n bi+l-m+n 
9 oo  , o ,  . * *  , . ,  , , ,  
b. 9 " " bj+l bt 
. . . . . . . . .  b2j+2-m bi+:+l-,, 
, , ,  , . ,  , o o  , , o  ~ o ,  
. . . . . . . . .  b j+l -m+n bi-m+n 
Ml l  MI2 
M2~ M~'  
(A~) 
(A2) 
where Mu, i = 1, 2, j  = 1, 2, are (m - j )  x (m - j )  square matrices, we see Ml lM2t  = M21Mu.  
Hence, Schur's theorem leads us to the last step of the reduction: 
D~ j) = ( -1 )  Cm-')tn-j)] M,  , M22 - M2, M,21. (A3) 
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This is our reduction formula. Below, we rewrite (A3) slightly. We define matrices A~rll , 
I " " ' 1 
am am-1 am+j+l-n 
. . -  
I (411= " "  " "  . ,  
am am- 1 I 
am J 
... 1 
. .~  .~  . , .  
)~21 = b n b . _ ,  " 
b. 
/~12,  ~1~21, /~22 as  follows: 
am+j-n . . . . . .  a2j+2-n 
]~ ,2  ~ . . ,  . , .  . . ,  , . .  
k am-, . . . . . .  aj+l 
,'-1 bi+j+l-m 
a+ai: ] 
bj+l-m+n" 
bi-m+n 
The JQ., h7/12, 37/2,, 37/22 are submatrices of M. ,  M,2, M2, ,  M22,  respectively. Then, 
the determinant in (A3) can be written as 
bn " . . . . . . . .  bj+2-m+n b~+,-m+. 
, . . o , ,  , . ,  . . , , 9 9 
b,, 9 9 . b j+l  b~ (A4) 
