The arrival of the era of the Internet of Things (IoT) has ensured the ubiquity of human-sensing technologies. Cameras have become inexpensive instruments for human sensing and have been increasingly used for this purpose. Because cameras produce large quantities of information, they are powerful tools for sensing; however, because camera images contain information allowing individuals to be personally identified, their use poses risks of personal privacy violations. In addition, because IoT-ready home appliances are connected to the Internet, camera-captured images of individual users may be unintentionally leaked. In developing our humandetection method [33] , [34], we proposed techniques for detecting humans from unclear images in which individuals cannot be identified; however, a drawback of this method was its inability to detect moving humans. Thus, to enable tracking of humans even through the images are blurred to protect privacy, we introduce a particle-filter framework and propose a humantracking method based on motion detection and heart-rate detection. We also show how the use of integral images [32] can accelerate the execution of our algorithms. In performance tests involving unclear images, the proposed method yields results superior to those obtained with the existing mean-shift method or with a face-detection method based on Haar-like features. We confirm the acceleration afforded by the use of integral images and show that the speed of our method is sufficient to enable real-time operation. Moreover, we demonstrate that the proposed method allows successful tracking even in cases where the posture of the individual changes, such as when the person lies down, a situation that arises in real-world usage environments. We discuss the reasons behind the superior behavior of our method in performance tests compared to those of other methods.
Introduction
Recent years have witnessed the dawning of the era of the Internet of Things (IoT) [1] , [2] , in which a wide variety of machines and devices-from transportation vehicles such as automobiles, trains, and airplanes, to home appliances such as televisions and refrigerators, to medical instruments and more-connect to the Internet for automated transmission and reception of myriad types of data with no need for human intervention. The electric appliances that we use at home every day are now equipped with various types of sensors and the capacity to send and receive data for the purpose of offering improved services [3] - [6] . For household appliances, in order to offer services customized to suit each user's status, Manuscript received May 11, 2018 . Manuscript revised August 10, 2018 . Manuscript publicized October 15, 2018 . † The authors are with Samsung R&D Institute Japan, Minohshi, 562-0036 Japan.
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a) E-mail: t.kitajima@samsung.com DOI: 10.1587/transcom.2018SEP0006 it is necessary to perform various types of sensing operations in the household. Because cameras have become inexpensive, they have become used as human-sensing devices in an increasing number of cases. The ability of cameras to generate large quantities of information makes them valuable tools as sensing instruments; however, cameras as sensors also capture images of the faces, clothing, meals, and other aspects of the private lives of people, raising concerns of invasion of personal privacy. The arrival of the IoT era, as well as the increasing Internet connectivity of home appliances, thus creates risks of unintended leaks of user images captured for sensing purposes (Fig. 1 ). Some users concerned about such risks have even begun to restrict their purchases of Internet-connected, camera-equipped appliances. Thus, it is desirable to develop devices capable of conducting sensing operations while protecting users' privacy. Methods exist for detecting humans with existing sensors alone, without using camera images. These methods use pyroelectric sensors known as human-proximity sensors [7] - [10] or temperature sensors [11] - [13] to detect human behavior. These sensors are capable of detecting whether people are present within the range of the sensors but cannot detect the positions or orientations of any people that are present. Human-detection methods based on thermal imaging also exist [14] - [17] , but these suffer from the drawback that capturing thermal images requires specialized elements and lenses, increasing system cost. Other methods use electromagnetic waves to detect humans [18] , but these are capable only of determining whether people are present and cannot measure their positions. Methods do exist for measuring the positions of individuals using arrays of multiple Copyright © 2019 The Institute of Electronics, Information and Communication Engineers antennas [19] , but the need for multiple antennas increases both cost and sensor size.
The objective of this paper is to use cameras to not only determine whether humans are present but also measure their positions and orientations, all while protecting individual privacy. Previously reported methods for protecting privacy include the use of software to blur facial features in captured images [20] , [21] and the use of computer graphics to interchange regions in which individuals are present [22] . One proposed method uses a framework in which images cannot be reviewed without an authentication key [23] . However, in view of the risk that the original camera-captured images could be hacked, in order to ensure security, it is necessary that privacy protections be in place already at the image-acquisition stage.
There also exist many human-detection methods based on existing techniques for processing camera images. Commonly used methods of this sort include face-detection methods that make use of Haar-like features and AdaBoost [24] and human-detection methods based on histogram of oriented gradients (HOG) features [25] . These methods are effective when applied to clear images, but they cannot identify light/dark contrasts or contour features in images of insufficient clarity, whereupon they do not work as humandetection methods. A tracking method known as the meanshift method, which does not require clear images, has been proposed [48] - [50] , but this requires that a target image be specified at the beginning of the tracking process, thus necessitating manual human intervention.
In developing our human-detection method [33] , [34] , we proposed techniques for detecting humans from unclear images in which individuals cannot be identified; however, a drawback of this method was its inability to detect moving humans. In this paper, we remedy this shortcoming by proposing a tracking method based on a particle-filter framework using motion detection and heart-rate detection. The heart-rate-detection method uses the same method used in our previous work [33] , [34] . In other words, we add the tracking function to our human-detection method. Because this method entails large numbers of repeated calculations, we use integral images [32] to accelerate the process. To assess the performance of our method, we characterize its ability to perform tracking on unclear images in comparison with two existing methods: the mean-shift method and a facedetection method using Haar-like features. We also measure processing time and confirm the acceleration afforded by the use of integral images. Finally, we conduct tracking experiments in cases involving individuals lying down-a phenomenon that arises in actual usage environments-and assess the effectiveness of the proposed method.
Methods
Conventional human-detection methods based on camera images make heavy use of information on the appearance of the detected individuals and thus require clear, sharp images. However, to protect the privacy of users, one cannot capture clear images in which individuals could be identified; thus, we use methods that do not utilize appearance information. In previous work [33] , [34] , we reported the development of a human-detection method in which heart rates were measured from camera images. This method was applicable only to humans at rest; however, practical dailylife environments include humans in motion, and so we propose a tracking method adapted to human motion. In this section, we discuss the two core elements of our detection method-heart-rate-detection method and motion-detection method-then discuss the particle filter that forms our tracking framework.
There are several reports on the method of measuring the heart-rate from camera images [35] - [39] . In these methods, a face region is detected, and heart-rate measurement is performed for that region. Processing is performed using three intensities of RGB in the face region as three signals. Independent component analysis or principal component analysis is applied to these three signals in order to estimate heart-rate. We reported a method to accurately estimate heart-rate from one signal without using three signals [40] , [41] . The use of a single signal is distinctive in that heart-rate can be estimated in the same method using both a visible-light camera and a near-infrared camera. Furthermore, because of the small amount of calculation, it is suitable for repetitive processing. Based on these advantages, we will use our heart-rate detection method in this study.
Heart-Rate-Detection Method
In this section, we discuss our framework for measuring heart rates from human skin. The heart rate measures the rate at which blood flows through arteries; arterial blood contains large quantities of oxygenated hemoglobin. Figure 2 shows the absorption spectrum of oxygenated hemoglobin [42] ; as the figure shows, oxygenated hemoglobin is strongly absorbed at wavelengths in the range 500 to 580 nm. Figure 3 shows the correspondence between wavelength and color [43] ; we see that the 500 to 580 nm range corresponds to green and yellow light. More specifically, 560 to 580 nm corresponds to yellow and 490 to 560 nm corresponds to green; thus, the range of wavelengths corresponding to green is broader than that for yellow, allowing more absorption for oxygenated hemoglobin. Commonly sold heart-rate sensors that target the finger [45] , the arm [46] , or other body parts take advantage of the green-light-absorbing properties of oxygenated hemoglobin in the blood to measure heart rate. Figure 4 illustrates the measurement principles of greenlight-based heart-rate sensors [44] . The sensor is equipped with a green LED and a photodetector. The LED is used to shine green light on the skin of the participant and the reflected light is collected by the photodetector. As the capacity of the blood vessels changes with the heart rate of the participant, the intensity of the light received by the photodetector reading varies, yielding waveforms like those shown in the graph on the right side of Fig. 4 . The participant's heart 4 Measurement principles of heart-rate sensor [44] . rate may be detected from these waveforms. In this paper, we apply this basic operating framework to facial images. We apply the heart-rate-measurement procedure to various regions of camera-captured images and assume that a human face is present in any region for which the measured value is close to that of a human heart rate.
First, before capturing camera images, we reduce the clarity of the image, for example, by placing a frosted glass screen in front of the camera or moving the position of the lens focus, until individual faces can no longer be identified. Figure 5 shows an ordinary camera-captured image, and Fig. 6 shows a blurred image obtained by moving the focus of the lens.
Regions A and B in Fig. 7 are respectively a background region and a region corresponding to a participant (human region). Because indoor illumination and sunlight contain green light, we identify only the intensity of green (G) light acquired by the RGB camera. The intensity of green light represents the pixel value of G componet. Figures 8 and 9 show plots of the intensity of green light averaged over the pixels of each of Regions A and B, respectively, for a 30 s interval. Figure 8 shows that the background region exhibits minimal variation in green-light intensity, whereas the waveform of Fig. 9 for the human region shows oscillations at a fixed frequency, corresponding to a human heart rate.
We next compute the fast Fourier transform (FFT) of the average green-light intensity for each region. For this purpose, we use a rectangular temporal window function whose range extends backward from the time of the present data sample. The temporal window is advanced sequentially with overlap with the preceding interval. This yields the frequency-domain power spectra shown in Figs. 10 and 11 for the background region and human region. We next assess whether a human heart rate can be detected from these power-spectrum results. We establish a range of heart rates to ensure that measured values not corresponding to human heart rates are identified as lying outside the target region. For this method, we assume that possible human heart rates lie in the range 50 to 120 bpm. This range corresponds to typical indoor activities of daily life, versus vigorous exercise or illness. The shaded regions in Figs. 10 and 11 correspond to heart rates of less than 50 bpm; thus, these regions lie outside our target search range. In addition, because small values of the power spectral density arise with high probability from sources other than human heartbeats, we assume that no humans are present in regions with power values lying below a certain fixed threshold. The threshold value was determined from a rule of thumb. Generally, there is nothing that periodically moves in the background, so the power spectrum of human heartbeats is the highest. We chose the threshold to separate human heart-rate from background noise (See Sect. 4.2). If there are multiple power values exceeding the threshold, we take the frequency corresponding to the largest power value as our heart-rate value. When the camera captures multiple people, it is mostly that people exist in different areas. However, if there are multiple people in the same region, this method can estimate the heart-rate of only one people. But it does not affect the judgment of whether there are people. In other words, if one heart-rate can be measured, the existence of people can be detected. Applying these decision criteria to the power spectrum of Fig. 10 , we find no power values exceeding the threshold (red dashed line), whereupon we conclude that no human is present in this region. On the other hand, in Fig. 11 , the power rises above the threshold at frequencies near 0.95 Hz; this frequency corresponds to a heart rate of 60 × 0.95 = 57 bpm, whereupon we conclude that a human is present in this region.
Motion-Detection Method
We use a frame-differencing method to detect humans in motion. Let I t−1 and I t denote images captured at times t − 1 and t, which are separated by a time step ∆. Then we take the difference between two images to be the quantity s(I t , z) defined by
where z denotes the pixels in I t , and p(I t , z) denotes the pixel values of image I t , for which are used grayscale values converted from the three RGB values. Based on these imagedifference values, the pixels z can be divided into two classes. Figure 12 shows a difference image obtained for a case in which a person is moving from left to right; the quantity plotted here is s(I t , z) as defined by (1) . White pixels correspond to large values of s(I t , z), indicating the presence of motion.
Based on the results of the differencing operation, we perform binary quantization in the region of motion, as follows: where T a denotes the threshold value and d(I t , z) denotes the binary-quantized pixel values. If d(I t , z) takes the value 1 at large numbers of pixels in a given region, then we conclude that human motion was present in that region.
Particle Filter
To reduce processing time and ensure robust tracking, we introduce a particle filter (also known as a Monte Carlo method) for tracking [26] - [29] . A particle filter is a method of state estimation in which large numbers of particles in a state space are used to approximate the distribution of states, with temporal updates of the state distribution determined by numerical computation of particle values. This method is well known as a technique for tracking targets in images, where it is used in cases requiring robust tracking [30] , [31] .
Here we consider particle-filter-based state estimation as applied to a state-space model. To track a target object through multiple image frames, the particle-filter method repeatedly performs a computation that are divided into the following steps.
Initialization
Create particles at the initial position of the target.
Prediction
Evolve the particles in accordance with a state-transition model.
Observation
Compute the likelihood for each particle.
Resampling
Resample particles in proportion to likelihood values and go to step 2, Prediction. Figure 13 shows a schematic depiction of the procedural flow of this algorithm. The white circles in this figure denote the positions of particles. Here, α t and β t are respectively a state vector comprising state parameters for a target object and an observation vector comprising observed features.
At time step t, each particle in the posterior distribution p(α t−1 |B t−1 ) for the previous time step is evolved using the state-transition model (see Sect. 2.3.1) to yield the prior distribution p(α t |B t−1 ). Next, the likelihood values p(β t |α t ) for state α t at that time are computed using the likelihood function (see Sect. 2.3.2). From the prior distribution p(α t |B t−1 ) and the likelihood values p(β t |α t ) thus obtained, we compute the posterior distribution p(α t |B t ). Then we resample each particle in accordance with the posterior distribution p(α t |B t ) and proceed to the next time step.
State-Transition Model
The elements of the state vector α t are determined as follows:
where α t consists of five elements, as shown in (3); x t and y t indicate the two-dimensional position of the target object at time step t; ∆ denotes the time difference between successive time steps; u t and v t indicate respectively the horizontal and vertical velocities of the target (note that x t and y t are assumed to follow straight-line motion at constant velocities); and w t indicates the size of the image region taken as the search region. In (4), ξ t is chosen randomly from a five-dimensional normal distribution with mean 0 and covariance Σ 5 . The quantity ξ t is then added to each element in (6) through (10). This is known as a random walk, and is an effective method for cases involving complicated evolution in the presence of randomness. Figure 14 is a visualization of the state vector α t of the prior distribution p(α t |B t−1 ). The center of each rectangular region in this figure corresponds to the x t , y t coordinates of the position of a particle, and the size of the rectangles indicate the size w t of the search region. Because u t and v t denote particle velocities, they are not shown in this plot. The centers of the rectangles in Fig. 14 are scattered about a single central point; from this, and the fact that rectangles of various sizes are present, we see the randomness present in the quantities x t , y t , and w t .
Likelihood Function
The likelihood function, which determines the likelihood of observations, consists of two elements, corresponding to human motion and human heart rate. We design the system such that, in cases where human motion is present, the likelihood is higher when there are more pixels indicating motion within a fixed region. If no human motion is present, we design the system to ensure that the likelihood increases as the heart-rate count within a region approaches a preset heart-rate value. The fraction of pixels indicating motion is expressed as follows:
Here D t is the number of pixels in the target region for which
, where "target region" refers to one of the rectangular regions in Fig. 14; A t denotes the total number of pixels in the target region; and r t denotes the fractional area of the target region occupied by pixels indicating motion. Based on the presence of human motion, we vary the quantity t used for likelihood calculations.
In (12), if the quantity r t computed by (11) exceeds the threshold T b , then we input a value for t to ensure that the likelihood increases in proportion to the image area occupied by pixels at which motion is present. If r t falls below the threshold T b , then we use heart-rate information. In the equation, H R t denotes the heart-rate value computed for the target region, and r H R denotes the preset heart-rate value. We input values for t to ensure that the likelihood increases as H R t approaches r H R. The likelihood function determined by t is given as follows: where here we have defined the likelihood function to be a normal distribution with mean 0 and variance σ, and each particle is tracked in accordance with this likelihood.
Integral Images
The use of the particle filter for tracking involves performing heart-rate detection in multiple regions, as shown in Fig. 14 .
If the number of heart-rate-detection steps to be performed were to grow with the number of particles, the computational cost would be enormous, making real-time processing difficult. To address this issue, we use an integral image [32] to accelerate computations. The pixel values of the integral image are defined as follows:
ii(x, y) =
where ii(x, y) is the integral image and i(x, y) is the original image. The pixel value of the integral image at position (x, y) is the sum of all pixel values in the rectangle with one vertex at (x, y) and the opposite vertex at the lower-left corner of the image. The sum of the intensity values within region S D in Fig. 15 , that is, within the rectangle whose corners are (x − W, y − H) and (x, y), can be computed as follows:
By precomputing the integral image, we ensure that the total pixel values within any arbitrary rectangular region can be computed with just a few arithmetic operations. For heartrate detection, we precompute an integral image containing just the G portion of the RGB values to allow accelerated computation of mean values in a region.
Process Flow
The flow of processing in one particle is shown in Fig. 16 . The position and size of one region are determined by drifting. Motion detection is performed in that region (see Sect. 2.2). If it is determined that there is motion in that region, the motion information is used as the likelihood (see Sect. 2.3.2). If there is no motion in that region, the haert-rate information (see Sect. 2.1) is used as the likelihood. This calculation of heart-rate is speeded up by integral images (see Sect. 2.3.3). As described above, observation is performed by changing the calculation method of likelihood depending on the presence or absence of motion.
Performance Evaluations

Test Environment
We next report tests conduct to assess the performance of the human-tracking capabilities of the proposed method. The camera we use, shown in Fig. 17 , is equipped with a motor to allow the position of the lens to be manipulated by software [47] . The lens offers 1000 steps of position adjustment. Using this camera, we capture images at VGA resolution and a frame rate of 30 frames per second (fps); the camera is connected to a PC via USB 2.0 for image acquisition. The specifications of the camera used in our experiment and the PC used for processing are listed in Tables 1 and 2, respectively. We consider the problem of a camera tracking a human participant watching television in a living room, and we conduct tests involving this scenario. The participant sits at a distance of 1 m from the camera and is instructed to change seating position every 30 s, in order to ensure that tracking performance is tested for a person in both states of rest and states of motion. To ensure that our images are privacyconscious, we displace the lens position 0.3 mm to the front, in order to blur the captured images to such an extent as to prevent personal identification of individual participants. Figure 18 shows the experimental setup. The only source of indoor illumination is the fluorescent light mounted on the ceiling; we captured images in the indoor environment with sunlight entering from the window. We performed tests on a group of 10 participants who voluntarily cooperated in the experiment. The experiment was approved by the Ethical Committee of the Graduate School of Engineering Science (27-5), Osaka University, Japan. We set the number of particles in the proposed method to 200 and the minimum and maximum sizes of rectangular search regions to 40 × 40 pixels and 160 × 160 pixels, respectively. For the preset heart rate r H R in (12), we choose a value of 70 bpm and set the width of the FFT time window to 8 s. For each participant, we capture images for 90 s, yielding a total of 27,000 images.
As alternative methods to use for comparison, we chose our proposed method without heart-rate-detection, the meanshift method [48] - [50] and a face-detection method based on Haar-like features [24] . The proposed method without heart-rate-detection uses only motion-detection method. we chose this method to confirm the contribution of heart-ratedetection method in human tracking. The mean-shift method is a tracking framework that is frequently used in image pro-cessing as a method for tracking a target color histogram; it is also commonly used for facial tracking. Because this method does not require image gradients or contour information, it may be expected to function even in cases involving unclear images. However, the mean-shift method is a technique for tracking a specified region; it does not have human-detection capability, and thus the position of the participant's face in the initial frame must be configured manually. Because the method proposed in this paper offers both human-detection capability and tracking capability, comparisons with the mean-shift method are somewhat incomplete, but we may use the mean-shift method for comparison of the tracking functionality alone. Our second method for comparison, the face-detection method based on Haar-like features, uses differences in image brightness to detect faces and is among the most well-known techniques for face detection. We take the entire image as the target region for face detection and track faces by comparing the position of the face detected in the current frame to the position of the face detected in the previous frame. For both the mean-shift method and the Haar-like feature-based face-detection method, we use the methods implemented in OpenCV (version 2.3.4).
Next we discuss the decision criteria used in our detection process. First, within captured images, we determine by eye the region that may be considered the reference data of the participant. If the human-region rectangle computed by our human-tracking method overlaps at all with this reference region, then we consider the human-tracking algorithm to have succeeded. If the two regions do not overlap, then we consider the algorithm to have failed. The images used here never include more than one participant, so each frame corresponds to a single trial. To characterize errors in identified positions, we manually enter the center point of the participant's face as the true value. Then we measure the error between the true value and the facial position computed by our human-tracking method. The detected regions and detected position predicted by our proposed method are obtained from the mean positions of the 20 particles with the highest likelihood values. Table 3 lists results of human tracking using our proposed method and those of the methods for comparison. The success rate is defined as the fraction of frames for which tracking succeeded. As shown, the proposed method has the highest success rate of the four methods. The face-detection method based on Haar-like features is unable to extract facial features from blurry, unclear images, and so this method fails to detect faces in a large number of frames, yielding a low success rate. In contrast, the mean-shift method is able to track the motion of participants and yields a high success rate. The proposed method without heart-rate-detection is lower in the tracking success rate than our proposed method. We can confirm the advantage of heart-rate-detection in human tracking. Figure 19 shows the errors in tracked positions. The center of the detected face is output as the position of a pixel in the image; the error is first output in the form of a number of pixels, but for generality, we use the relationship between image angle and resolution to convert this to an angle. In Fig. 19 , the vertical axis is the error compared with the true value; the error bars indicate standard deviations. The face-detection method using Haar-like features mistakenly identifies the wall in the background as a face, yielding large average errors in both the vertical and horizontal directions. The average error in the horizontal direction incurred by the proposed method and by the mean-shift method are nearly equal, but the standard deviation is smaller for the proposed method. In the vertical direction, the proposed method yields an average error smaller by 2.6 degrees than that of the mean-shift error, with a smaller standard deviation as well. The mean-shift method starts its tracking process with handspecified values of the initial position and region size; despite these more favorable conditions, the proposed method achieves greater accuracy. There are differences between proposed method and proposed method without heart-ratedetection in the average error and standard deviation. Also from this result, the effectiveness of heart-rate-detection can be confirmed.
Results
Measuring Processing Times
We used the integral-image technique discussed in Sect. 2.3.3 to accelerate the proposed method. To assess the effect of this technique, we measured processing time per frame. For these measurements, we used a set of 2700 images, each showing a single participant, taken from the image set captured as described in Sect. 3.1. Table 4 shows the mean and standard deviation of the measured processing time. For the proposed method, the processing time per frame is 32.1 and 474.7 ms respectively with and without the use of integral images. This shows that the use of integral images significantly accelerates the proposed method to yield reduced Proposed heart-rate-detection 2.7 1.0 processing time. Note that the standard deviation of the processing time is large for the case in which integral images are not used. We attribute this to the fact that processing times increase in proportion to the size of the rectangular target region. In contrast, the standard deviation of the processing time is small when integral images are used because the processing time does not change from frame to frame. We note that a processing time of 32.1 ms is less than the 33.3 ms time between frames being captured by a camera at 30 fps, and thus our proposed method is sufficiently fast to allow real-time processing.
Accuracy Evaluation of Heart-Rate-Detection Method
The proposed method uses heart-rate-detection method as an element (See Sect. 2.1). Since it is judged whether or not there are people in the region by the detected heart-rate, the accuracy of heart-rate measurement affects human tracking performance. Therefore, heat-rate measurement accuracy is evaluated. The experimental environment is similar to Sect. 3.1, and 10 subjects sat at a distance of 1 m from the camera and were stationary. The measurement was done for 1 minute. The lens position of the camera is 0.3 mm forward and the blurred images were used. When a certain rectangular region is set for heart-rate-detection, the heartrate within that region is output. In this evaluation, the rectangular area of the face was set manually. A belt-type heart-rate monitor [51] was used as reference data of heartrate. Average errors and standard deviation of measured heart-rate and reference heart-rate are shown in Table 5 . In our method, if the measured heart-rate is 50 to 120 bpm, it is judged that there are people in the region. In other words, the accuracy in the range of 70 bpm is required, at least. According to the measurement result, the average error of heart-rate measurement is 2.7 bpm and it can be said that it has sufficient accuracy for discriminating the presence or absence of people.
Properly Accounting for Posture Changes
When tracking a person watching television in a living room, we must envision not only cases in which the person is seated, but also cases in which the person lies down to relax on a sofa. We tested the ability of the proposed method to allow successful tracking in such cases. Figures 20(a) -(i) are images produced by the proposed tracking method. In these figures, red-and green-delimited regions correspond respectively to particles where motion was detected and where a heart rate was detected; numerals inside green regions indicate heart-rate values. In addition, blue rectangles indicate tracking-result regions determined by the results of each particle, with blue circles indicating the centers of the trackingresult range. In Fig. 20(b) , the participant has just entered the room and is tracked by the red-delimited particles that react to motion. In Fig. 20(c) , the participant sits on the sofa; immediately after the participant sits, the particles disperse, indicating that a wide area is being searched. In Fig. 20(d) , a heart rate is detected and particles collect in the vicinity of the participant's face. In Figs. 20(e) and (f) the participant lies on the sofa; this motion is detected and the position of the participant's face is then tracked via heart-rate detection. In Figs. 20(g) and (h), we see that the method correctly detects that the participant has left the room, indicating successful tracking of the participant's position. Based on these results, we conclude that the proposed method successfully allows tracking even in cases involving posture changes, such as a person lying down.
Discussion
Difference Between Proposed Method and Mean-Shift Method
In this subsection, we discuss the difference in accuracy observed in Sect. 3.2 between the proposed method and the mean-shift method used for comparison. Figures 21 and 22 show respectively the temporal evolution of the horizontal and vertical errors for data on a single participant. In these figures, the position at which the participant is seated shifts at approximately 200, 500, and 800 s. For both the proposed method and the mean-shift method, the errors increase at the instant of the participant's motion and then decrease at subsequent time steps. This is because, although the tracking fails at the instant of the motion, it gradually returns to the position of the target body. However, for the mean-shift method the error increases at approximately 800 s and thereafter remains constant. This indicates that the tracking fails for the mean-shift method and does not subsequently recover. Because the mean-shift method does not offer human-detection capability, it cannot recover in cases where the target body deviates significantly from the tracking region. In contrast, the method proposed in this paper uses motion and heart rate information to detect humans, allowing the method to recover even in cases where the trajectory deviates significantly. In both Figs. 21 and 22, the error incurred by the proposed method increases after 800 s, following the motion of the participant; the error remains large for some time thereafter but gradually decreases as the tracking recovers the position of the target body. That the proposed method but not the mean-shift method can recover in cases such as this amounts to a significant performance gap between the two methods. 
Various Backgrounds
We discuss the robustness in various backgrounds. The background shown in Fig. 23 was used. Figure 23 shows cluttered items on the shelf, which is a complicated background. Also, in Fig. 23(i) -(iii), objects with movement that are in the living room are arranged. Figure 24 shows objects with motion. (i) is a table clock, the object under the dial always rotates.
(ii) are fans and plants. Fans are constantly Human tracking was done using the background in Fig. 23. Figs. 25(a)-(f) shows the tracking results. In Fig. 25(a) , the search is performed including the background with motion. In Fig. 25(b) , particles are gathered at the position of the face, and human detection is performed correctly. In Figs. 25(c)-(d) , it is confirmed that people is moving close to the fan but tracking is performed correctly without being influenced by the background. Also, Figs. 25(e)-(f) also shows that people is moving closer to the clock, but people is tracked correctly. Figures 26-28 show the power spectrum of the FFT in (i)-(iii) region respectively. The red dotted line shows the threshold value, and when the power spectrum is higher than the threshold value, it is judged that there are people. The gray area is excluded from the judgment as region which is not suitable as a human heart-rate. Because the rotation of the lower part of the clock was periodic, Fig. 26 shows a peak at 0.9 Hz, but it is not a value exceeding the threshold. In Figs. 27 and 28 , there was no periodic movement similar to the human heart-rate, and there was no value exceeding the threshold value. From these results, it can be confirmed that human tracking was executed correctly without being influenced by the background.
Conclusion
In this paper, we proposed and evaluated the performance of a method for detecting and tracking humans in images while protecting their privacy. For unclear images in which individuals cannot be identified, we introduced a particle-filter framework to track human motion and proposed a tracking method based on motion detection and heart-rate detection. We conducted performance tests involving unclear images acquired while moving the lens focus and compared the performance of the proposed method to those of two existing methods: a tracking technique based on the mean-shift method and a face-detection method using Haar-like features.
Our results indicated that the face-detection method based on Haar-like features was essentially incapable of detecting faces in unclear images. Moreover, because the mean-shift method does not include a framework for human detection, it requires manual configuration of initial positions; our performance tests indicated that the proposed method yields a performance superior to that of the mean-shift method in terms of both the tracking success rate and the accuracy of tracked positions. We noted that the proposed method can be accelerated through the use of an integral image; measurements of processing time confirmed the effectiveness of this acceleration and demonstrated that the speed of our method is sufficient to allow real-time operation. Moreover, we showed that the proposed method allows successful tracking even in cases where the posture of the targeted human changes, such as when the person lies down on a sofa. The results of our performance tests indicate that the proposed method is an effective technique for tracking humans through images that protect user privacy. Since only one person can be detected in the current system, it is necessary to deal with multiple people in the future. In that case, it is necessary to prepare a plurality of trackers and take countermeasures for overlap of people. 
