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This paper develops concepts of controllability and observability for
the class of coordinated linear systems, a special class of linear hi-
erarchical systems with a top-to-bottom information structure. The
usual concepts of reachability and indistinguishability for linear sys-
tems are refined, taking into account the decentralized nature of
coordinated linear systems. The corresponding controllability and
observability decompositions are derived, and several concepts of
controllability and observability for coordinated linear systems are
introduced and discussed. These results are then combined to a def-
inition and characterization of stabilizability via dynamic measure-
ment feedback for this class of systems.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The class of dynamical systems considered in this paper is that of coordinated linear systems, a
special class of hierarchical systems. Coordinated linear systems are structured linear systems con-
sisting of one coordinator system and two or more subsystems, each with their own input and output.
The coordinator state and input may influence the subsystem states and outputs. The state and input
of each subsystem have no influence on the coordinator state, input or output, and neither can they
influence the state, input or output of the other subsystem(s). This corresponds to a hierarchical system
with two layers and a top-to-bottom information structure, as illustrated in Fig. 1.
Possible applications of coordinated linear systems include linear systems with an inherent hier-
archical structure, but also other types of interconnected systems, which permit a hierarchical mod-
eling approach. Inherently hierarchical systems include traffic networks and power networks, but
also groups of autonomous vehicles with a leader-follower structure, such as vehicle platoons and
formations. Other interconnected systems can be transformed into coordinated systems, where the
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Fig. 1. Scheme of a coordinated system.
coordinator consists of those parts of each system that are relevant to the other systems, and the sub-
systems consist of the remaining parts of each system. A case study applying the theory of coordination
control to formations of autonomous underwater vehicles is worked out in [5].
Control theory is typically concerned with controlling global properties of a system. For large sys-
tems consisting of several interconnected parts, it is of particular interest whether these global prop-
erties can be achieved via local control synthesis: The idea is to solve a control problem of lower
complexity for each part of the system separately, and ideally these solutions would combine to a con-
trol law achieving the desired global property. The structure of coordinated systems allows for local
control synthesis in a top-to-bottommanner, by first finding a control law for the coordinator, and then
controlling each subsystem separately. For this, it is relevant which part of the system is controllable
by using which input: Subsystem i, with state space Xi, may be controllable via its local input ui, or via
the coordinator input uc , or both. The coordinator can only be controllable via its own input uc .
Moreover, decentralized systems are typically set up in such away that each part of the system only
has access to partial information about the system state: Each part of the system can observe (part
of) its local state, and possibly the state of other, usually neighboring, parts of the system. In order to
obtain information about the global state of the system, it is then necessary for the different parts to
communicate their observations toeachother. This communication, andhence theavailability of global
state information, is restricted by the information structure imposed on the system. In particular, the
coordinator of a coordinated linear system can only observe (part of) its own state. The subsystems, on
the other hand, can observe (part of) their local state and the coordinator state, where the coordinator
state can be observed by subsystem i either indirectly via its influence on the local state xi, or directly
via communication from the coordinator.
The concept of a coordinated linear systemwas first introduced in [11], and someprocedures for the
constructionof this typeof systems fromunstructuredor interconnected linear systemsweredescribed
in [4]. The discrete-event equivalent to coordinated linear systems was introduced in [7], and control
synthesis for coordinated discrete-event systems is treated in [6]. An overview of coordination control
for various system classes is provided in [13]. The broader class of hierarchical systems is the topic of
e.g. [1], and other structured linear systems can be found in [15]. The structure of a coordinated linear
system also falls under the broader class of quadratically-invariant linear systems, for which several
control problems have been studied in the frequency domain (see [14,12]).
Thecontrollabilitypropertiesof the relatedclassof systemswithnearest-neighbor interconnections
have been studied in the case of one leader/controller (see [16,8]), using graph theory to describe prop-
erties of the interconnection structure. Theworkwas extended to allow for several leaders/controllers
(see [10,9]). A common result is that connectivity in general, and cyclic interconnections in particular,
seem to destroy the controllability of the network – a result in favor of hierarchical interconnection
structures.
In thispaper,westudy thecontrollability andobservabilitypropertiesof coordinated linear systems,
taking into account the different locations and roles of the available inputs and outputs, in order
to provide a conceptual framework for future research on control synthesis for coordinated linear
systems. From amathematical point of view, this paper provides insight into the invariance properties
of a particular ring of structured matrices classifying coordinated linear systems.
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The outline of the paper is as follows: Section 2 introduces the concept of a coordinated linear
system, and summarizes some classical definitions and results for unstructured linear systems, in
preparation for the theory developed in this paper. In Section 3, we refine the usual concept of reach-
ability, taking into account which input is used to reach a state, and which part of the system the
reachable state corresponds to. Using these concepts, we then derive a controllability decomposition
for coordinated linear systems, anddiscuss several possibilities for defining the concept of controllabil-
ity in this setting. In Section 4 the usual concept of indistinguishability is refined in a similarmanner, an
observability decomposition for coordinated linear systems is derived, and several possible concepts
of observability for this class of systems are defined and discussed. The combination of the different
concepts of controllability and observability, for the purpose of stabilization via measurement feed-
back or the characterization of other forms of output controllability, is discussed in Section 5, and some
conclusions are given in Section 6.
2. Preliminaries
This section introduces the concept of a coordinated linear system, and summarizes some of the
underlying theory used to derive the results of this paper.
2.1. Notation
The notation used in this paper complies in large parts with e.g. [17]. The direct sum of two in-
dependent linear subspaces will be denoted by +˙. For notational simplicity, we restrict attention to
coordinated linear systemswith one coordinator and two subsystems. The two subsystems are indexed
by1and2, and the coordinator is indexedby c. The index i is used for the subsystemsonly (i.e. i = 1, 2),
and the index j denotes all three parts of the system (i.e. j = 1, 2, c). The state, input and output of a
coordinated linear system are denoted by x(t) =
⎡
⎢⎢⎢⎣
x1(t)
x2(t)
xc(t)
⎤
⎥⎥⎥⎦, u(t) =
⎡
⎢⎢⎢⎣
u1(t)
u2(t)
uc(t)
⎤
⎥⎥⎥⎦ and y(t) =
⎡
⎢⎢⎢⎣
y1(t)
y2(t)
yc(t)
⎤
⎥⎥⎥⎦ .
2.2. Coordinated linear systems
An intuitive description of coordinated linear systems was given in Section 1. In the following,
coordinated linear systems will be defined, and some of their basic properties will be discussed.
For the purposes of this paper, we define coordinated linear systems with inputs and outputs in
terms of independence and invariance properties of the state, input and output spaces (for an in depth
exposition of these concepts, see [2]). This geometric approach to linear systems was first developed
in [18].
Definition 2.1. Let a continuous-time, time-invariant linear system with inputs and outputs, of the
form
x˙(t) = Ax(t) + Bu(t),
y(t) = Cx(t)
be given. Moreover, let the state space of the system be decomposed as X = X1+˙X2+˙Xc , and let the
input and output spaces be given by U = U1+˙U2+˙Uc and Y = Y1+˙Y2+˙Yc . Then we call the system a
coordinated linear system if we have that
1. X1 and X2 are A-invariant,
2. BU1 ⊆ X1 and BU2 ⊆ X2,
3. and CX1 ⊆ Y1 and CX2 ⊆ Y2.
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Fig. 2. A coordinated linear system with inputs and outputs.
Conditions 1, 2 and 3 in Definition 2.1 imply that the state and input of each subsystem have no
influence on the states or the outputs of the coordinator or the other subsystem.
With respect to the decompositions X = X1+˙X2+˙Xc , U = U1+˙U2+˙Uc and Y = Y1+˙Y2+˙Yc , the
system is then of the form
x˙(t) =
⎡
⎢⎢⎢⎣
A11 0 A1c
0 A22 A2c
0 0 Acc
⎤
⎥⎥⎥⎦ x(t) +
⎡
⎢⎢⎢⎣
B11 0 B1c
0 B22 B2c
0 0 Bcc
⎤
⎥⎥⎥⎦ u(t),
y(t) =
⎡
⎢⎢⎢⎣
C11 0 C1c
0 C22 C2c
0 0 Ccc
⎤
⎥⎥⎥⎦ x(t).
(1)
The structure of the systemmatrices in (1) follows directly from conditions 1, 2 and 3 in Definition 2.1.
The interconnections between the different variables of a coordinated linear system are illustrated
in Fig. 2.
Note that the set of matrices
RCLS =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
M11 0 M1c
0 M22 M2c
0 0 Mcc
⎤
⎥⎥⎥⎦ , Mjj ∈ R
mj×nj , j = 1, 2, c
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
forms a ring (i.e. it is closed with respect to addition and multiplication). In particular, if the diagonal
blocksMjj are square matrices then e
M is of the form
exp
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
M11 0 M1c
0 M22 M2c
0 0 Mcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ =
⎡
⎢⎢⎢⎣
eM11 0 .1c
0 eM22 .2c
0 0 eMcc
⎤
⎥⎥⎥⎦ , (2)
where the entries denoted by . are not specified further. Hence the information structure imposed
by the invariance properties of Definition 2.1 is left unchanged over time by the system dynamics.
Concerning the relevance of the class of coordinated linear systems for practical purposes, note that
any interconnected linear system can be transformed into a coordinated linear system as follows (see
[4]):
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1. For each part of the interconnected system, we find the largest invariant subspace of the state
space which is unobservable from all other parts of the system; this subspace will be the state
space of a subsystem of the coordinated linear system.
2. The state space of the coordinator is given by the product of complements to each of the sub-
spaces found in 1.
Of course, the state space dimensions of the different parts of the resulting coordinated system will
depend on how “strongly interconnected” the different parts of the system are.
Moreover, coordinated linear systems can act as building blocks for constructing linear systems
with a more complex hierarchical structure: An extension to an arbitrary number of subsystems is
straightforward, and nested hierarchies can be modeled by using another coordinated linear system
as one of the subsystems of a coordinated linear system.Hierarchical systems that aremodeled by such
a combination of coordinated linear systems can again be shown to have an information structure that
is invariant with respect to the system dynamics.
2.3. Controllability and observability of linear systems
This section summarizes some of the theory for linear time-invariant systems that will be needed
in the following sections. Here we consider the class of all linear systems of the form
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t),
with state space X , input space U and output space Y , and with initial state x(0) = x0. If the input
trajectory u : [0, t] → U is a piecewise-continuous function then the integral on the right hand side
of (3) is well-defined, and the state x(t) at time t is then given by
x(t) = eAtx0 +
∫ t
0
eA(t−τ)Bu(τ )dτ. (3)
For linear systems, the concepts of reachability and controllability are defined as follows (see e.g.
[17]):
A state x¯ ∈ X is called reachable (from the initial state x0 = 0) if there exists a finite terminal time
t¯ < ∞ and a piecewise-continuous input trajectory u : [0, t¯] → U such that the state trajectory
of the linear system with x0 = 0 satisfies x(t¯) = x¯. The set of all reachable states will be denoted
byR. A linear system (or, equivalently, the matrix pair (A, B)) is called controllable if X = R.
The reachable set R is the smallest A-invariant subspace of X containing imB, see [17,18]. This
subspace is unique, and can easily be found by looking at the controllability matrix:
R= im
[
B AB A2B . . . An−1B
]
, (4)
where n is the state space dimension dim X .
From these properties, we can derive the Kalman controllability decomposition (see e.g. [3]): Let
X1 = R, and choose for X2 any complement of X1 in X , then with respect to the decomposition
X = X1+˙X2 the system has the form
x˙(t) =
⎡
⎣A11 A12
0 A22
⎤
⎦ x(t) +
⎡
⎣B1
0
⎤
⎦ u(t),
y(t) =
[
C1 C2
]
x(t).
(5)
The matrix pair (A11, B1) is a controllable pair.
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The related concept of stabilizability is defined as follows:
A linear system (or, equivalently, thematrix pair (A, B)) is called stabilizable if there exists a linear
state feedback F : Rm × Rn such that the closed-loop system x˙(t) = (A + BF)x(t), obtained by
applying the input u(t) = Fx(t), is stable.
Stabilizability is equivalent to the matrix A22 in (5) being a stable matrix.
The concepts of indistinguishability and observability are typically defined as follows (see e.g. [17]):
A pair (x¯, ¯¯x) of states in X is called indistinguishable if the outputs y¯(t) and ¯¯y(t), generated by the
linear system with input trajectory u ≡ 0 and initial conditions x0 = x¯ and x0 = ¯¯x, respectively,
have y¯(t) = ¯¯y(t) for all t ∈ [0,∞). The set of all states x¯ ∈ X such that (x¯, 0) is indistinguishable,
will be called I. A linear system (or, equivalently, the matrix pair (C, A)) is called observable if
I= {0}.
Note that for linear systems, the pair (x¯, ¯¯x) is indistinguishable if and only if the pair (x¯ − ¯¯x, 0)
is indistinguishable. Hence, when studying the observability properties of linear systems, we can
restrict attention to pairs of the form (x¯, 0). In the following, and with some abuse of notation, a
state x¯ ∈ X will be called indistinguishable if the pair (x¯, 0) is indistinguishable in the sense defined
above.
The indistinguishable set I is the largest A-invariant subspace of X contained in ker C, see [17,18].
This subspace is unique, and can be found by considering the observability matrix:
I= ker
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C
CA
CA2
...
CAn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6)
TheA-invarianceproperty leads to theKalmanobservabilitydecomposition (seee.g. [3]): LetX2 = I
and choose for X1 any complement of X2 in X , then with respect to the decomposition X = X1+˙X2,
the system has the form
x˙(t) =
⎡
⎣A11 0
A21 A22
⎤
⎦ x(t) +
⎡
⎣B1
B2
⎤
⎦ u(t),
y(t) =
[
C1 0
]
x(t).
(7)
The tuple (C1, A11) is an observable pair.
In analogy to stabilizability, the concept of detectability is defined as follows:
A linear system (or, equivalently, the matrix pair (C, A)) is called detectable if there exists a linear
state observer G : Rn×Rp such that the system describing the observer error e˙(t) = (A−GC)e(t)
is stable.
Detectability is equivalent to the matrix A22 in (7) being a stable matrix.
The results of this paper make extensive use of the properties of reachable and indistinguishable
subspaces, and the controllability and observability decompositions derived for coordinated linear
systems combine the corresponding Kalman decompositions with the special structure of the system
matrices in (1).
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Note that for linear systems, the concepts of controllability and observability are dual to each other:
The matrix pair (A, B) is a controllable pair if and only if the transposed pair (BT , AT ) is an observable
pair. However, for coordinated linear systems, this duality cannot be used to reduce one of the two
concepts to the other one: If the matrix pair (A, B) corresponds to a coordinated linear system then
the transposed pair (BT , AT ) does not represent a coordinated linear system, unless A and B are block-
diagonal. Hence, the concepts of controllability and observability for coordinated linear systems are
treated separately in this paper.
3. Controllability
In this sectionwe consider coordinated linear systemswith inputs andwithout outputs, i.e. systems
of the form
x˙(t) =
⎡
⎢⎢⎢⎣
A11 0 A1c
0 A22 A2c
0 0 Acc
⎤
⎥⎥⎥⎦ x(t) +
⎡
⎢⎢⎢⎣
B11 0 B1c
0 B22 B2c
0 0 Bcc
⎤
⎥⎥⎥⎦ u(t), (8)
with x(t) =
⎡
⎢⎢⎢⎣
x1(t)
x2(t)
xc(t)
⎤
⎥⎥⎥⎦ and u(t) =
⎡
⎢⎢⎢⎣
u1(t)
u2(t)
uc(t)
⎤
⎥⎥⎥⎦.
In the following we will refine the usual concept of reachability, taking into account which input
is used to reach a state, and which part of the system the reachable state corresponds to. Using these
concepts, we will then derive a controllability decomposition for coordinated linear systems, and
discuss several possibilities for defining the concept of controllability in this setting.
3.1. Reachability
For monolithic linear systems, the concept of reachability describes whether there exists a
piecewise-continuous input trajectory, such that a given state x ∈ X can be reached from the zero
initial state in finite time (see e.g. [3]).
For coordinated linear systems it is not only interesting whether a state can be reached, but also
which input is used to reach it: While a subsystem state xi can be reached by using the local input ui,
or the coordinator input uc , or a combination of the two, a coordinator state xc can only be reached
via the coordinator input uc . This restriction is due to the condition BUi ⊆ Xi in Definition 2.1. For
this reason, the usual definition of reachability is not satisfactory for coordinated linear systems. We
introduce several concepts which are related to, but different from the definition of reachability as
quoted in Section 2.3. In these new concepts, special attention is paid to specifying whether a state is
reachable using the local input or the coordinator input.
Definition 3.1. We define the following concepts of reachability:
• For i = 1, 2, a state x¯i ∈ Xi is called ui-reachable (i.e. reachable using the local input ui)
if there exist a finite terminal time t¯ ∈ [0,∞) and a piecewise-continuous input trajectory
ui : [0, t¯] → Ui such that the system
x˙i(t) = Aiixi(t) + Biiui(t), xi(0) = 0
has a state trajectory xi : [0, t¯] → Xi satisfying xi(t¯) = x¯i. The set of all ui-reachable states
xi ∈ Xi will be denoted byRi.• A state x¯ ∈ X is called uc-reachable (i.e. reachable using the coordinator input uc) if there exist
a finite terminal time t¯ ∈ [0,∞) and a piecewise-continuous input trajectory uc : [0, t¯] → Uc
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such that the system
x˙(t) =
⎡
⎢⎢⎢⎣
A11 0 A1c
0 A22 A2c
0 0 Acc
⎤
⎥⎥⎥⎦ x(t) +
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦ uc(t), x(0) =
⎡
⎢⎢⎢⎣
0
0
0
⎤
⎥⎥⎥⎦
has a state trajectory x : [0, t¯] → X satisfying x(t¯) = x¯. The set of all uc-reachable states x ∈ X
will be denoted byRc .
Note thatR1,R2 andRc are reachable subspaces of three different linear systems, and hence these
subspaces have the following properties (see [18]):
• R1 is the smallest A11-invariant subspace of X1 containing imB11,• R2 is the smallest A22-invariant subspace of X2 containing imB22,
• andRc is the smallest A-invariant subspace of X containing im
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦.
Recall from Section 2.3 that the linear subspaceR⊆ X was defined as the set of all reachable states
in the usual sense. The concepts of Definition 3.1 relate to the usual concept of reachability as follows:
Lemma 3.2. For the setRof all reachable states, the following relation holds:
R=
⎡
⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎦R1 +
⎡
⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎦R2 +Rc. (9)
Lemma 3.2 implies that our choice of definitions of R1, R2 and Rc complies with our intuitive
conception of reachability: A state is reachable if and only if it can be reached via a combination of the
available control inputs, and this is the case if and only if it is a combination of several states, each of
which is reachable via one of the control inputs.
Proof. By (4) and with the notation C(A, B) =
[
B AB A2B . . . An−1B
]
, we have
R =imC (A, B) = imC
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
B11 0 B1c
0 B22 B2c
0 0 Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
=imC
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
B11
0
0
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠+ imC
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
0
B22
0
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠+ imC
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
=im
⎡
⎢⎢⎢⎣
B11 A11B11 . . . A
n−1
11 B11
0 0 . . . 0
0 0 . . . 0
⎤
⎥⎥⎥⎦+ im
⎡
⎢⎢⎢⎣
0 0 . . . 0
B22 A22B22 . . . A
n−1
22 B22
0 0 . . . 0
⎤
⎥⎥⎥⎦+ imC
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
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=
⎡
⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎦ imC (A11, B11) +
⎡
⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎦ imC (A22, B22) + imC
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
=
⎡
⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎦R1 +
⎡
⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎦R2 +Rc. 
So far we have split up the reachable subspace R according to the different input spaces of a
coordinated linear system.Westill need todecompose the resultingsubspacesR1,R2 andRc according
to the three different state spaces: Since R1 ⊆ X1 and R2 ⊆ X2, no further decomposition of these
two subspaces is needed. A further decomposition of Rc according to X1+˙X2+˙Xc is more involved,
since the same input trajectory uc is used for all parts of the system. A simple example illustrates this:
Example 3.3. Let
x˙(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x(t) +
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 0 0
0 1 0
0 0 0
0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u(t),
with X1 = span{e1, e2}, X2 = span{e3, e4}, Xc = span{e5}, U1 = U2 = Uc = R, as indicated by the
lines in the matrices above. This system hasR1 = span{e1} ⊂ X1 andR2 = span{e3} ⊂ X2. The uc-
reachable spaceRc canbe foundby looking at the controllabilitymatrix of
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A11 0 A1c
0 A22 A2c
0 0 Acc
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ :
Rc = im
⎡
⎢⎢⎢⎣
B1c A11B1c + A1cBcc A211B1c + A11A1cBcc + A1cAccBcc . . .
B2c A22B2c + A2cBcc A222B2c + A22A2cBcc + A2cAccBcc . . .
Bcc AccBcc A
2
ccBcc . . .
⎤
⎥⎥⎥⎦
= im
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
0 1 0 0 . . .
1 0 0 0 . . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= span{e1 + e3, e2 + e4, e5}.
Wesee thatXc ⊂ Rc , andhence the coordinator isuc-reachable. SinceX1∩Rc = {0}andX2∩Rc = {0},
no part of either of the subsystems is uc-reachable. However,
(X1+˙X2) ∩Rc = span{e1 + e3, e2 + e4} 	= {0},
so X1+˙X2 has a non-trivial uc-reachable subspace. In fact, any state in X1 can be reached via uc , but
then subsystem 2 will arrive at the same state, and vice versa.
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In light of theproperties ofuc-reachability illustrated in Example3.3,wedefine the following spaces
related toRc:
Definition 3.4. The subspaces
X1 ∩Rc, X2 ∩Rc, Xc ∩Rc
will be called the independently uc-reachable subspaces of X1, X2 and Xc , respectively.
The subspaces
[
I 0 0
]
Rc,
[
0 I 0
]
Rc,
[
0 0 I
]
Rc
will be called the jointly uc-reachable subspaces of X1, X2 and Xc , respectively.
The term “independently uc-reachable” means that a state is reachable via an input trajectory
uc : [0, t] → Uc which leaves the rest of the system unaffected; in other words, a state x1 ∈ X1 is
independently uc-reachable if the state
⎡
⎢⎢⎢⎣
x1
0
0
⎤
⎥⎥⎥⎦ ∈ X is uc-reachable. The same holds for states in X2
and Xc . The term “jointly uc-reachable” is used for states that are uc-reachable, but not necessarily
independently uc-reachable; for example, a state x1 ∈ X1 is jointly uc-reachable if there exist x2 ∈ X2
and xc ∈ Xc such that
⎡
⎢⎢⎢⎣
x1
x2
xc
⎤
⎥⎥⎥⎦ is uc-reachable, but these x2 and xc may be non-zero.
The subspaces of Definition 3.4 can be combined to form over- and under-approximations ofRc: It
immediately follows from Definition 3.4 that
(X1 ∩Rc)+˙(X2 ∩Rc)+˙(Xc ∩Rc) ⊆ Rc, (10)
Rc ⊆
[
I 0 0
]
Rc+˙
[
0 I 0
]
Rc+˙
[
0 0 I
]
Rc. (11)
Note that the inclusions in (10) and (11) are in general not equalities.
3.2. Controllability decomposition
Using thedefinitionsandresultsof Section3.1,wewill nowderiveadecompositionof the state space
X according to the reachable spacesR1,R2 andRc,andtheunderlyingdecompositionX = X1+˙X2+˙Xc .
We start by looking at the state space X1 of subsystem 1: We have that
R1 ⊆ X1 and X1 ∩Rc ⊆
[
I 0 0
]
Rc ⊆ X1, (12)
where R1 is the u1-reachable space, X1 ∩ Rc is the independently uc-reachable subspace of X1, and[
I 0 0
]
Rc is the jointly uc-reachable subspace of X1.
We decompose X1 according to the following procedure:
Procedure 3.5
• Let X11 = R1 ∩ (X1 ∩Rc), and observe that then X11 ⊆ R1 ∩
[
I 0 0
]
Rc.
• Take for X21 a complement of X11 inR1 ∩
[
I 0 0
]
Rc.
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• Let X31 be a complement of X11+˙X21 inR1. Note that now X11+˙X21+˙X31 = R1.• Likewise, as X11 ⊆ X1 ∩ Rc, we can let X41 be a complement of X11 in X1 ∩ Rc. Observe that
X41 ∩R1 = {0}, andR1 + (X1 ∩Rc) = X11+˙X21+˙X31+˙X41 .
• Next, we let X51 be a complement of X11+˙X21+˙X41 in
[
I 0 0
]
Rc, observing that X
1
1+˙X21+˙X41 is
indeed a subspace of
[
I 0 0
]
Rc , since X
4
1 ⊆ X1 ∩Rc ⊆
[
I 0 0
]
Rc by (12).
• X61 is a complement of X11+˙X21+˙X31+˙X41+˙X51 in X1.
This construction can be done numerically, by first picking a basis B1 for X
1
1 = R1 ∩ (X1 ∩ Rc), and
then extending B1 to obtain bases for the other subspaces in the decomposition.
Now we can write
X1 = X11+˙X21+˙X31+˙X41+˙X51+˙X61 .
Note that one or more of these subspaces can be {0}.
The reachability properties of the elements of this decomposition are given in the following table:
Subspace u1-reachable uc-reachable
X11 Yes Independently
X21 Yes Only jointly
X31 Yes No
X41 No Independently
X51 No Only jointly
X61 No No
The decomposition of X2 is analogous, with the same reachability properties.
For the decomposition of the coordinator state space, we have to take into account the subspaces
Xc ∩Rc ⊆
[
0 0 I
]
Rc ⊆ Xc .
Procedure 3.6
• We set X1c = Xc ∩Rc .
• We let X2c be a complement of X1c in
[
0 0 I
]
Rc .
• For X3c we choose any complement of X1c +˙X2c in Xc .
Now we can write
Xc = X1c +˙X2c +˙X3c .
Now X1c is independently uc-reachable, X
2
c is only jointly uc-reachable, and X
3
c is not reachable at all.
The following theorem is the main result of this section. It describes the invariance and controlla-
bility properties of the system given in (8), using the decomposition derived above.
Theorem 3.7. With respect to the state space decomposition
X = (X11+˙ . . . +˙X61) +˙ (X12+˙ . . . +˙X62) +˙ (X1c +˙X2c +˙X3c ), (13)
the system given in (8) has the form given in Table 1.
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In the notation of Table 1, and with i = 1, 2, the following pairs are controllable pairs:
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A11ii A
12
ii A
13
ii
0 A22ii A
23
ii
0 A32ii A
33
ii
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B1ii
B2ii
B3ii
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
14
11 0 0 A
1
1c
0 A4411 0 0 A
4
1c
0 0 A1122 A
14
22 A
1
2c
0 0 0 A4422 A
4
2c
0 0 0 0 A11cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B11c
B41c
B12c
B42c
B1cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎝
⎡
⎣A11cc A12cc
A21cc A
22
cc
⎤
⎦ ,
⎡
⎣B1cc
B2cc
⎤
⎦
⎞
⎠ .
(14)
Proof. Recall fromDefinitions 2.1 and 3.1 that the subspaces X1 andRc are A-invariant. SinceR1 ⊆ X1
is A11-invariant, its embedding into X is A-invariant. Now X
1
1 = R1 ∩ (X1 ∩ Rc) is an intersection of
A-invariant spaces, and hence A-invariant, which gives the first column of A in Table 1. The second and
third column follow from X11+˙X21+˙X31 = R1 being A-invariant (as a subspace of X). The A-invariance of
X1∩Rc = X11+˙X41 explains the fourth column. The fifth and sixth column follow from the A-invariance
of X1. Similar arguments establish columns 7–12 for subsystem 2.
For establishing columns 13 and 14 of A, we note that
X1c +˙X2c =
[
0 0 I
]
Rc =
[
0 0 I
]
imC
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠
= im
[
Bcc AccBcc A
2
ccBcc . . .
]
= imC (Acc, Bcc) ,
and hence
[
0 0 I
]
Rc = X1c +˙X2c is Acc-invariant. Moreover,
A(Xc ∩Rc) ⊆ Rc ⊆
[
I 0 0
]
Rc+˙
[
0 I 0
]
Rc+˙
[
0 0 I
]
Rc
= (X11+˙X21 +˙X41 +˙X51 )+˙(X12+˙X22+˙X42 +˙X52 )+˙(X1c +˙X2c ),
which gives that no part of (X31+˙X61)+˙(X32+˙X62)+˙X3c is uc-reachable.
The structure of the B-matrix follows from
imB11 ⊆ R1 = X11+˙X21+˙X31 , imB22 ⊆ R2 = X12+˙X22+˙X32 ,
im
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦ ⊆ Rc ⊆ (X
1
1+˙X21+˙X41 +˙X51 )+˙(X12+˙X22+˙X42+˙X52 )+˙(X1c +˙X2c ).
The first controllable pair follows directly from the first part of Definition 3.1 andRi = X1i +˙X2i +˙X3i .
The second controllable pair follows from (X11+˙X41 )+˙(X12+˙X42 )+˙X1c ⊆ Rc and the second part of
Definition 3.1. The last controllable pair follows from X1c +˙X2c = imC(Acc, Bcc), which was derived
earlier in this proof. 
An additional decomposition of the input space Uc of the coordinator, specifying which subsystem
is influenced by which part of the input, would lead to a more refined controllability decomposition
with respect to the B-matrix.
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Table 1
The controllability decomposition.
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 A
13
11 A
14
11 A
15
11 A
16
11 0 0 0 0 0 0 A
11
1c A
12
1c A
13
1c
0 A2211 A
23
11 0 A
25
11 A
26
11 0 0 0 0 0 0 A
21
1c A
22
1c A
23
1c
0 A3211 A
33
11 0 A
35
11 A
36
11 0 0 0 0 0 0 0 A
32
1c A
33
1c
0 0 0 A4411 A
45
11 A
46
11 0 0 0 0 0 0 A
41
1c A
42
1c A
43
1c
0 0 0 0 A5511 A
56
11 0 0 0 0 0 0 A
51
1c A
52
1c A
53
1c
0 0 0 0 A6511 A
66
11 0 0 0 0 0 0 0 A
62
1c A
63
1c
0 0 0 0 0 0 A1122 A
12
22 A
13
22 A
14
22 A
15
22 A
16
22 A
11
2c A
12
2c A
13
2c
0 0 0 0 0 0 0 A2222 A
23
22 0 A
25
22 A
26
22 A
21
2c A
22
2c A
23
2c
0 0 0 0 0 0 0 A3222 A
33
22 0 A
35
22 A
36
22 0 A
32
2c A
33
2c
0 0 0 0 0 0 0 0 0 A4422 A
45
22 A
46
22 A
41
2c A
42
2c A
43
2c
0 0 0 0 0 0 0 0 0 0 A5522 A
56
22 A
51
2c A
52
2c A
53
2c
0 0 0 0 0 0 0 0 0 0 A6522 A
66
22 0 A
62
2c A
63
2c
0 0 0 0 0 0 0 0 0 0 0 0 A11cc A
12
cc A
13
cc
0 0 0 0 0 0 0 0 0 0 0 0 A21cc A
22
cc A
23
cc
0 0 0 0 0 0 0 0 0 0 0 0 0 0 A33cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(15)
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
B211 0 B
2
1c
B311 0 0
0 0 B41c
0 0 B51c
0 0 0
0 B122 B
1
2c
0 B222 B
2
2c
0 B322 0
0 0 B42c
0 0 B52c
0 0 0
0 0 B1cc
0 0 B2cc
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(16)
3.3. Concepts of controllability
In this section, we define several concepts of controllability for systems of the form (8), and express
these concepts in terms of the controllability decomposition of Section 3.2. The concepts we introduce
in this section were chosen because of their relevance for different applications; many other concepts
are possible.
The most important concepts introduced in this section are weak local controllability (Definition
3.10) and independent controllability (Definition 3.16): Weak local controllability is necessary and
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sufficient for pole placement, and independent controllability is a locally verifiable concept replacing
the usual concept of controllability.
3.3.1. Coordinator controllability
Coordinator controllability will be defined as follows:
Definition 3.8. We call a system of the form (8) coordinator controllable if all states x ∈ X are
uc-reachable, i.e. ifRc = X.
Coordinator controllability is a very strong condition (see Proposition 3.18). In the case of coordina-
tor controllability, control synthesis can be done by only specifying a control signal for the coordinator.
This may be useful if the subsystems correspond to physical entities with limited computing capabil-
ities, since no local control synthesis is necessary.
Proposition 3.9. A system of the form (8) is coordinator controllable if and only if, in the notation of (8),
the pair
⎛
⎜⎜⎜⎝A,
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ is a controllable pair.
Proof. If the system is coordinator controllable, i.e. ifRc = X , then in particular X1, X2, Xc ⊆ Rc , and
conversely if X1, X2, Xc ⊆ Rc then X = X1+˙X2+˙Xc = Rc . Hence, in terms of decomposition (13),
coordinator controllability is equivalent to
X1 = X1 ∩Rc = X11+˙X41 , X2 = X2 ∩Rc = X12+˙X42 , Xc = Xc ∩Rc = X1c .
The representation in Table 1 then reduces to
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
14
11 0 0 A
11
1c
0 A4411 0 0 A
41
1c
0 0 A1122 A
14
22 A
11
2c
0 0 0 A4422 A
41
2c
0 0 0 0 A11cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
0 0 B41c
0 B122 B
1
2c
0 0 B42c
0 0 B1cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (17)
and the second controllable pair in (14) coincideswith the controllable pair given in Proposition3.9. 
3.3.2. Weak local controllability
We define weak local controllability as follows:
Definition 3.10. We call a system of the form (8) weakly locally controllable if for j = 1, 2, c, all
xj ∈ Xj are uj-reachable, i.e. if
R1 = X1, R2 = X2 and Xc ⊆
[
0 0 I
]
Rc.
The term “weak local controllability” is used to distinguish this concept from the slightly stronger
concept of strong local controllability, defined in Section 3.3.3. Weak local controllability means that
control synthesis can be done locally: The controller of the coordinator can be found independently
of the subsystems, and once the coordinator input is fixed, the subsystems can do control synthesis
locally. In large systems, this is useful because the complexities of the local control problems may be
much lower than that of the combined control problem.
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Proposition 3.11. A system of the form (8) is weakly locally controllable if and only if, in the notation of
(8), the following pairs are controllable pairs:
(A11, B11) , (A22, B22) , (Acc, Bcc) .
Proof. In the notation of decomposition (13), weak local controllability amounts to
X1 = R1 = X11+˙X21+˙X31 , X2 = R2 = X12+˙X22+˙X32 ,
Xc =
[
0 0 I
]
Rc = X1c +˙X2c .
The representation in Table 1 then reduces to
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 A
13
11 0 0 0 A
11
1c A
12
1c
0 A2211 A
23
11 0 0 0 A
21
1c A
22
1c
0 A3211 A
33
11 0 0 0 0 A
32
1c
0 0 0 A1122 A
12
22 A
13
22 A
11
2c A
12
2c
0 0 0 0 A2222 A
23
22 A
21
2c A
22
2c
0 0 0 0 A3222 A
33
22 0 A
32
2c
0 0 0 0 0 0 A11cc A
12
cc
0 0 0 0 0 0 A21cc A
22
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
B211 0 B
2
1c
B311 0 0
0 B122 B
1
2c
0 B222 B
2
2c
0 B322 0
0 0 B1cc
0 0 B2cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (18)
And the corresponding controllable pairs in (14) are
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A11ii A
12
ii A
13
ii
0 A22ii A
23
ii
0 A32ii A
33
ii
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B1ii
B2ii
B3ii
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ , i = 1, 2 and
⎛
⎝
⎡
⎣A11cc A12cc
A21cc A
22
cc
⎤
⎦ ,
⎡
⎣B1cc
B2cc
⎤
⎦
⎞
⎠ . (19)
These are exactly the pairs (A11, B11), (A22, B22), (Acc, Bcc). 
Note that weak local controllability is necessary and sufficient for pole placement (see [11]): For
coordinated linear systems, admissible state feedbackmatricesmustbeof the form F =
⎡
⎢⎢⎢⎣
F11 0 F1c
0 F22 F2c
0 0 Fcc
⎤
⎥⎥⎥⎦,
since feedback matrices of any other form would destroy the information structure imposed on the
systems. Applying a state feedback of this type leads to the closed-loop system
x˙(t) =
⎡
⎢⎢⎢⎣
A11 + B11F11 0 A1c + B11F1c + B1cFcc
0 A22 + B22F22 A2c + B22F2c + B2cFcc
0 0 Acc + BccFcc
⎤
⎥⎥⎥⎦ x(t),
with spectrum
σ(A + BF) = σ(A11 + B11F11) ∪ σ(A22 + B22F22) ∪ σ(Acc + BccFcc).
Now the spectrum of the closed-loop system matrix can be assigned freely if and only if the pairs
(A11, B11), (A22, B22) and (Acc, Bcc) are controllable pairs, and this is equivalent to weak local control-
lability of the coordinated linear system.
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3.3.3. Strong local controllability
The concept of strong local controllability will be defined as follows:
Definition 3.12. Wecall a systemof the form (8) strongly locally controllable if for i = 1, 2, all states
xi ∈ Xi are ui-reachable, and for all xc ∈ Xc , the state
⎡
⎢⎢⎢⎣
0
0
xc
⎤
⎥⎥⎥⎦ is uc-reachable, i.e. if
R1 = X1, R2 = X2 and Rc ∩ Xc = Xc.
The difference between the concepts of weak and strong local controllability is that in the case of
strong local controllability, it is possible to control each part of the system locally and independently,
i.e. without influencing the rest of the system. This means that control synthesis can be done in a
fully decentralized manner: As in the case of weak local controllability, each part of the system can be
controlled locally. Since the coordinator input uc has no influence on the subsystems, control synthesis
for the subsystems can be done without knowledge of uc .
Proposition 3.13. A system of the form (8) is strongly locally controllable if and only if there exist decom-
positions of X1 and X2, such that the corresponding system representation is of the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 A
33
11 0 0 0 A
1
1c
0 A2211 A
23
11 0 0 0 A
2
1c
0 A3211 A
33
11 0 0 0 0
0 0 0 A1122 A
12
22 A
13
22 A
1
2c
0 0 0 0 A2222 A
23
22 A
2
2c
0 0 0 0 A3222 A
33
22 0
0 0 0 0 0 0 Acc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
B211 0 B
2
1c
B311 0 0
0 B122 B
1
2c
0 B222 B
2
2c
0 B322 0
0 0 Bcc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (20)
In the notation of (20), the following tuples are controllable pairs:
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A11ii A
12
ii A
13
ii
0 A22ii A
23
ii
0 A32ii A
33
ii
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B1ii
B2ii
B3ii
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A1111 0 A
1
1c
0 A1122 A
1
2c
0 0 Acc
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B11c
B12c
Bcc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ , i = 1, 2. (21)
Proof. In the notation of decomposition (13), strong local controllability is equivalent to
X1 = X11+˙X21+˙X31 , X2 = X12+˙X22+˙X32 , Xc = X1c .
The representation in Table 1 then reduces to a representation of the form (20), and the corresponding
controllable pairs in (14) reduce to the ones in (21). 
3.3.4. Joint controllability
Joint controllability will be defined as follows:
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Definition 3.14. We call a system of the form (8) jointly controllable if all states x ∈ X are
⎡
⎢⎢⎢⎣
u1
u2
uc
⎤
⎥⎥⎥⎦-
reachable, i.e. if
⎡
⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎦R1 +
⎡
⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎦R2 +Rc = X.
By (9), this definition is equivalent to X = R, and hence joint controllability is equivalent to control-
lability in the usual sense (see Section 2.3).
From the characterizations given in Sections 3.3.1, 3.3.2 and 3.3.3, it follows that coordinator con-
trollability, weak local controllability and strong local controllability can be checked in a decentralized
way, by looking at each subsystem separately. As the example in Section 3.4 will illustrate, this is
not necessarily the case for joint controllability. We can however formulate a necessary condition
and a sufficient condition for joint controllability, both of which can be checked for each subsystem
separately:
Lemma 3.15. For joint controllability, it is necessary that
X1 = R1 +
[
I 0 0
]
Rc, X2 = R2 +
[
0 I 0
]
Rc and Xc =
[
0 0 I
]
Rc;
it is sufficient that
X1 = R1 + (X1 ∩Rc), X2 = R2 + (X2 ∩Rc) and Xc = Xc ∩Rc.
Proof. From inclusions (10) and (11) it follows directly that
(R1 + (X1 ∩Rc)) +˙ (R2 + (X2 ∩Rc)) +˙(Xc ∩Rc)
=
⎡
⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎦R1 +
⎡
⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎦R2 +
(
(X1 ∩Rc)+˙(X2 ∩Rc)+˙(Xc ∩Rc))
⊆
⎡
⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎦R1 +
⎡
⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎦R2 +Rc
=
⎡
⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎦R1 +
⎡
⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎦R2 +
([
I 0 0
]
Rc+˙
[
0 I 0
]
Rc+˙
[
0 0 I
]
Rc
)
⊆
(
R1 +
[
I 0 0
]
Rc
)
+˙
(
R2 +
[
0 I 0
]
Rc
)
+˙
[
0 0 I
]
Rc. 
For coordinated linear systems, joint controllability is not a very natural concept: If the sufficient
condition is not satisfied then control requires some parts of the system to reverse the effects caused
by controlling other parts of the system; if, for example, Rc = span
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎢⎢⎣
I
I
I
⎤
⎥⎥⎥⎦
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
then the state
⎡
⎢⎢⎢⎣
0
0
x¯c
⎤
⎥⎥⎥⎦ can
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only be reached by first reaching
⎡
⎢⎢⎢⎣
x¯c
x¯c
x¯c
⎤
⎥⎥⎥⎦ via the coordinator input, and then steering the subsystem
states back from x¯c to 0 via the local inputs.
3.3.5. Independent controllability
A more natural concept for coordinated linear systems is independent controllability, which will
be defined as follows:
Definition 3.16. We call a system of the form (8) independently controllable if for all x1 ∈ X1 the
state
⎡
⎢⎢⎢⎣
x1
0
0
⎤
⎥⎥⎥⎦ is
⎡
⎣u1
uc
⎤
⎦-reachable, for all x2 ∈ X2 the state
⎡
⎢⎢⎢⎣
0
x2
0
⎤
⎥⎥⎥⎦ is
⎡
⎣u2
uc
⎤
⎦-reachable, and for all xc ∈ Xc the
state
⎡
⎢⎢⎢⎣
0
0
xc
⎤
⎥⎥⎥⎦ is uc-reachable, i.e. if
(R1 + (X1 ∩Rc)) +˙ (R2 + (X2 ∩Rc)) +˙(Xc ∩Rc) = X.
In the case of independent controllability, each part of the system can be controlled in such a way that
no other part of the system is influenced by that control signal. Control is possible both via the local
inputs and the coordinator input. As is immediate from Definition 3.16, independent controllability
coincides with the sufficient condition for joint controllability, and hence can be checked by looking
at each part of the system separately.
Proposition 3.17. A system of the form (8) is independently controllable if and only if there exist decom-
positions of X1 and X2, such that the corresponding system representation is of the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 A
13
11 A
14
11 0 0 0 0 A
1
1c
0 A2211 A
23
11 0 0 0 0 0 A
2
1c
0 A3211 A
33
11 0 0 0 0 0 0
0 0 0 A4411 0 0 0 0 A
4
1c
0 0 0 0 A1122 A
12
22 A
13
22 A
14
22 A
1
2c
0 0 0 0 0 A2222 A
23
22 0 A
2
2c
0 0 0 0 0 A3222 A
33
22 0 0
0 0 0 0 0 0 0 A4422 A
4
2c
0 0 0 0 0 0 0 0 Acc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
B211 0 B
2
1c
B311 0 0
0 0 B41c
0 B122 B
1
2c
0 B222 B
2
2c
0 B322 0
0 0 B42c
0 0 Bcc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (22)
with controllable pairs
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A11ii A
12
ii A
13
ii
0 A22ii A
23
ii
0 A32ii A
33
ii
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B1ii
B2ii
B3ii
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
14
11 0 0 A
1
1c
0 A4411 0 0 A
4
1c
0 0 A1122 A
14
22 A
1
2c
0 0 0 A4422 A
4
2c
0 0 0 0 Acc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B11c
B41c
B12c
B42c
Bcc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (23)
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Proof. In the notation of (13), independent controllability is equivalent to
X1 = R1 + (X1 ∩Rc) = X11+˙X21+˙X31+˙X41 ,
X2 = R2 + (X2 ∩Rc) = X12+˙X22+˙X32+˙X42 ,
Xc = Xc ∩Rc = X1c .
The representation in Table 1 then reduces to a representation of the form (22), and the corresponding
controllable pairs in (14) reduce to the ones in (23). 
3.3.6. Relations between the concepts of controllability
In the following, some relations between the different concepts of controllability, as defined in
Sections 3.3.1–3.3.5, are established.
Proposition 3.18. The concepts of controllability defined in Sections 3.3.1–3.3.5 are related as follows:
1. Coordinator controllability implies independent controllability,
2. strong local controllability implies independent controllability,
3. strong local controllability implies weak local controllability,
4. independent controllability implies joint controllability,
5. and weak local controllability implies joint controllability.
Proof. The first three items follow directly from the reduced state space decompositions given in the
proofs of Propositions 3.9, 3.11, 3.13 and 3.17.
The fourth item follows from the fact that the definition of independent controllability coincides
with the sufficient condition for joint controllability given in Proposition 3.15.
For the last item,wenote that byDefinition 3.10,weak local controllability corresponds toR1 = X1,
R2 = X2 and
[
0 0 I
]
Rc = Xc . This implies
X =X1+˙X2+˙Xc = X1+˙X2+˙
[
0 0 I
]
Rc
=
⎡
⎢⎢⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎥⎥⎦
X1 +
⎡
⎢⎢⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎥⎥⎦
X2 +Rc =
⎡
⎢⎢⎢⎢⎢⎣
I
0
0
⎤
⎥⎥⎥⎥⎥⎦
R1 +
⎡
⎢⎢⎢⎢⎢⎣
0
I
0
⎤
⎥⎥⎥⎥⎥⎦
R2 +Rc = R,
and this implies joint controllability by Definition 3.14. 
Weak local controllability is not a special case of independent controllability because in the case
of weak local controllability, the coordinator input uc may have a joint influence on the coordinator
state and the subsystem states. In terms of decomposition (13), for independent controllability it is
necessary that X2c = {0}, while for weak local controllability this is not necessary.
3.4. Example
To illustrate the theory developed in this paper, consider the system
x˙(t) = Ax(t) + Bu(t),
140 P.L. Kempker et al. / Linear Algebra and its Applications 437 (2012) 121–167
with
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0 0 1 0 0
0 1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 1
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This example, with subsystems X1 = span{e1, e2, e3} and X2 = span{e4, e5, e6} and coordinator
Xc = span{e7, e8, e9}, has the following reachable subspaces:
• R1 = span{e1, e2, e3} = X1• R2 = span{e4, e5}  X2• Rc = span{e1, e2 + e4, e3 + e5 + e6, e7, e8, e9}  X• R= span{e1, e2, e3, e4, e5, e6, e7, e8, e9} = X• X1 ∩Rc = span{e1}  X1• X2 ∩Rc = {0}  X2• Xc ∩Rc = span{e7, e8, e9} = Xc
• [I 0 0
]
Rc = span{e1, e2, e3} = X1
• [0 I 0
]
Rc = span{e4, e5 + e6}  X2
• [0 0 I
]
Rc = span{e7, e8, e9} = Xc
Since Xc ∩ Rc = Xc , the coordinator is strongly locally controllable. Since R1 = X1 and R2 	= X2,
subsystem1 is locally controllable,while subsystem2 is not. The system is not coordinator controllable
since Rc 	= X . However, since R = X , the system is jointly controllable. Independent controllability
fails becauseR2 + X2 ∩Rc = {e4, e5} 	= X2.
Now suppose that
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
i.e. the 1 in the first column, third row moves to the first column, second row. In this case, e3 is no
longer locally reachable. The reachable spaces change as follows:
• R1 = span{e1, e2}  X1• R= span{e1, e2, e3 + e6, e4, e5, e7, e8, e9}  X.
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The other subspaces stay the same. NowR 	= X , and hence the system is no longer jointly controllable.
Note that for this example, controllability cannot be checked by looking at the subsystems sepa-
rately: For both choices of B, the sufficient condition of Lemma 3.15 is not satisfied, but the necessary
condition holds.
4. Observability
In this sectionwe consider coordinated linear systemswithout inputs andwith outputs, i.e. systems
of the form
x˙(t) =
⎡
⎢⎢⎢⎣
A11 0 A1c
0 A22 A2c
0 0 Acc
⎤
⎥⎥⎥⎦ x(t), y(t) =
⎡
⎢⎢⎢⎣
C11 0 C1c
0 C22 C2c
0 0 Ccc
⎤
⎥⎥⎥⎦ x(t), (24)
with x(t) =
⎡
⎢⎢⎢⎣
x1(t)
x2(t)
xc(t)
⎤
⎥⎥⎥⎦ and y(t) =
⎡
⎢⎢⎢⎣
y1(t)
y2(t)
yc(t)
⎤
⎥⎥⎥⎦.
In the following, we will refine the usual concept of indistinguishability, as discussed in Section
2.3, taking into account which output can distinguish a state from the zero state, and which part
of the system the distinguishable state belongs to. Based on these new concepts, we will derive an
observability decomposition for coordinated linear systems, and introduce several possible concepts
of observability for systems of the form (24).
4.1. Indistinguishability
For the case of unstructured linear systems, the concept of indistinguishability describes whether
a given initial state can be distinguished from the zero initial state via the output trajectory in finite
time (see e.g. [3]).
For coordinated linear systems, it is not only relevant whether a state is indistinguishable from the
zero state, but alsowhich output is able or unable to distinguish this state from0. Since for coordinated
linear systems we have CXi ⊆ Yi, the state xi of subsystem i can possibly be observed by looking at
the corresponding local output yi, while xi is indistinguishable from 0 at the other subsystem or the
coordinator. However, the state xc of the coordinator system may be distinguishable from 0 at y1,
y2 or yc . In order to separate these different cases, we introduce the following refined concepts of
indistinguishability:
Definition 4.1. We define the following concepts of indistinguishability:
• For i = 1, 2, a state
⎡
⎣x¯i
x¯c
⎤
⎦ ∈ Xi+˙Xc is called yi-indistinguishable (i.e. indistinguishable from
the zero state by the local output yi) if the system
˙⎡
⎣xi
xc
⎤
⎦ =
⎡
⎣Aii Aic
0 Acc
⎤
⎦
⎡
⎣xi
xc
⎤
⎦ , yi =
[
Cii Cic
] ⎡⎣xi
xc
⎤
⎦ ,
with initial state
⎡
⎣xi
xc
⎤
⎦ (0) =
⎡
⎣ x¯i
x¯c
⎤
⎦, has yi(t) = 0 for all t ∈ T . The set of all yi-indistinguishable
states
⎡
⎣ x¯i
x¯c
⎤
⎦ ∈ Xi+˙Xc will be denoted by Ii.
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• A state x¯ ∈ Xc is called yc-indistinguishable (i.e. indistinguishable from the zero state by the
coordinator output yc) if the system
x˙c = Accxc, yc = Cccxc,
with initial state xc(0) = x¯c , has yc(t) = 0 for all t ∈ T . The set of all yc-indistinguishable states
x¯c ∈ Xc will be denoted by Ic .
The spaces I1, I2 and Ic are indistinguishable subspaces of three different linear systems. Hence
they have the following properties (see [18]):
• I1 is the largest
⎡
⎣A11 A1c
0 Acc
⎤
⎦-invariant subspace of X1+˙Xc contained in ker
[
C11 C1c
]
,
• I2 is the largest
⎡
⎣A22 A2c
0 Acc
⎤
⎦-invariant subspace of X2+˙Xc contained in ker
[
C22 C2c
]
,
• and Ic is the largest Acc-invariant subspace of Xc contained in ker Ccc .
Recall fromSection 2.3 that the linear subspaceI⊆ Xwas defined as the set of all indistinguishable
states in the usual sense. The different indistinguishable spaces of Definition 4.1 relate to the usual
concept of indistinguishability as follows:
Lemma 4.2. For the indistinguishable subspace I defined in Section 2.3, the following relation holds:
I= (I1+˙X2) ∩ (X1+˙I2) ∩ (X1+˙X2+˙Ic) . (25)
The purpose of Lemma 4.2 is to verify that the different indistinguishable subspaces of Definition
4.1 combine to the indistinguishable subspace in the usual sense: This should be expected since a state
is indistinguishable if none of the available outputs can distinguish it from the zero state.
Proof. By (6) and with the notation O(C, A) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
C
CA
.
.
.
CAn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, we have
I = kerO(C, A) = kerO
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
C11 0 C1c
0 C22 C2c
0 0 Ccc
⎤
⎥⎥⎥⎦ , A
⎞
⎟⎟⎟⎠
= kerO
([
C11 0 C1c
]
, A
)
∩ kerO
([
0 C22 C2c
]
, A
)
∩ kerO
([
0 0 Ccc
]
, A
)
=
⎛
⎝X2+˙ kerO
⎛
⎝[C11 C1c
]
,
⎡
⎣A11 A1c
0 Acc
⎤
⎦
⎞
⎠
⎞
⎠
∩
⎛
⎝X1+˙ kerO
⎛
⎝[C22 C2c
]
,
⎡
⎣A22 A2c
0 Acc
⎤
⎦
⎞
⎠
⎞
⎠ ∩ ker
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 0 Ccc
0 0 CccAcc
.
.
.
.
.
.
.
.
.
0 0 CccA
n−1
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=(X2+˙I1) ∩ (X1+˙I2) ∩ (X1+˙X2+˙ kerO(Ccc, Acc)) = (X2+˙I1) ∩ (X1+˙I2) ∩ (X1+˙X2+˙Ic). 
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We have refined the concept of indistinguishability according to the different output spaces of
a coordinated linear system. In order to preserve our original decomposition of the state space of a
coordinated linear system according to X1+˙X2+˙Xc , we need to split up I1 ⊆ X1+˙Xc and I2 ⊆ X2+˙Xc
further. To show that it is possible that Ii ⊆ Xi+˙Xc but Ii ∩ Xi = {0} and Ii ∩ Xc = {0}, consider the
following example:
Example 4.3. Consider the system
x˙(t) =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 1 0
0 0 0 0
0 0 0 1
0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
x(t), y(t) =
⎡
⎣ 1 0 0 0
0 0 1 0
⎤
⎦ x(t),
with decomposition X1 = span{e1, e2}, X2 = {0} and Xc = span{e3, e4}. We can find the y1-
indistinguishable space by looking at the observability matrix of the pair
⎛
⎝[C11 C1c
]
,
⎡
⎣A11 A1c
0 Acc
⎤
⎦
⎞
⎠:
I1 = ker
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
C11 C1c
C11A11 C11A1c + C1cAcc
C11A
2
11 C11A11A1c + C11A1cAcc + C1cA2cc
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= ker
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 1 0
0 0 0 1
0 0 0 0
...
...
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= span{e2 − e3} = span
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
⎡
⎢⎢⎢⎢⎢⎢⎣
0
1
−1
0
⎤
⎥⎥⎥⎥⎥⎥⎦
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
.
This gives the following subspaces:
I1 ∩ X1 = {0},
[
I 0
]
I1 = span{e2}, I1 ∩ Xc = {0},
[
0 I
]
I1 = span{e3}.
While neither X1 nor Xc contain y1-indistinguishable subspaces, with notation x1 =
⎡
⎣(x1)1
(x1)2
⎤
⎦ and
xc =
⎡
⎣(xc)1
(xc)2
⎤
⎦ we have that x1 is y1-indistinguishable whenever (x1)1 = 0 and (xc)1 = −(x1)2, and
xc is y1-indistinguishable whenever (xc)2 = 0 and (x1)2 = −(xc)1.
Since Ii can in general not be decomposed according to Xi and Xc , we need to work with under-
and over-approximations of Ii, i = 1, 2. In analogy with the case of reachable subspaces in Section
3.1, these will be defined as follows:
Definition 4.4. We call the following spaces completely indistinguishable subspaces:
I1 ∩ X1, I1 ∩ Xc, I2 ∩ X2, I2 ∩ Xc.
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The following spaces will be called independently indistinguishable subspaces:
[
I 0
]
I1,
[
0 I
]
I1,
[
I 0
]
I2,
[
0 I
]
I2.
The completely indistinguishable subspaces are subspaces of the indistinguishable spaces I1 and I2.
This means for example that a state x1 ∈ X1 is completely y1-indistinguishable if the state
⎡
⎣x1
0
⎤
⎦ ∈
X1+˙Xc is y1-indistinguishable. The term “independently yj-indistinguishable” means that a state is yj-
indistinguishable from0 if no further information from the other outputs is available: A state x1 ∈ X1 is
independentlyy1-indistinguishable if thereexists a statexc ∈ Xc such that
⎡
⎣x1
xc
⎤
⎦ isyi-indistinguishable.
However, xc might not be 0, so it is possible that xc is observable from y2 or yc , and given the value of xc
wemay be able to derive the value of x1. In other words, a state is independently yj-indistinguishable
if it is not distinguishable from 0 by the output yj alone.
It immediately follows that
(Ii ∩ Xi) +˙ (Ii ∩ Xc) ⊆ Ii ⊆
[
I 0
]
Ii+˙
[
0 I
]
Ii,
and hence by (25), we have
(I1 ∩ X1) +˙ (I2 ∩ X2) +˙ ((I1 ∩ Xc) ∩ (I2 ∩ Xc) ∩ Ic) ⊆ I, (26)
I⊆
[
I 0
]
I1+˙
[
I 0
]
I2+˙
([
0 I
]
I1 ∩
[
0 I
]
I2 ∩ Ic
)
. (27)
4.2. Observability decomposition
Wewill decompose the state spaceX according to the observability properties of the system, by first
decomposing X1+˙Xc , and then including X2 in the decomposition. In the following, we call a subspace
of the state space yj-distinguishable if it contains no non-zero yj-indistinguishable states.
InXi, i = 1, 2,wehave the yi-indistinguishable subspacesIi∩Xi and
[
I 0
]
Ii, withIi∩Xi ⊆
[
I 0
]
Ii.
Hence, we can decompose Xi as follows:
Procedure 4.5
• Let X3i = Ii ∩ Xi.
• Let X2i be any complement of X3i in
[
I 0
]
Ii.
• Finally, let X1i be any complement of X2i +˙X3i in Xi.
Now Xi = X1i +˙X2i +˙X3i , and we have the following distinguishability properties:
Subspace yi-distinguishable
X1i Yes
X2i Depends on xc
X3i No
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For the decomposition of Xc according to the observability properties of the system corresponding
to Xi+˙Xc , we have to take into account the indistinguishable subspaces Ic , Ii ∩ Xc and
[
0 I
]
Ii, with
Ii ∩ Xc ⊆
[
0 I
]
Ii. We decompose Xc as follows:
Procedure 4.6
• Let X6c,i = Ic ∩ (Ii ∩ Xc).
• Let X5c,i be any complement of X6c,i in Ic ∩
[
0 I
]
Ii.
• For X4c,i, we choose a complement of X5c,i+˙X6c,i in Ic . Note that now X4c,i+˙X5c,i+˙X6c,i = Ic .
• Let X3c,i be a complement of X6c,i in Ii ∩ Xc .
• X2c,i is any complement of X3c,i+˙X5c,i+˙X6c,i in
[
0 I
]
Ii.
• Finally, let X1c,i be any complement of X2c,i+˙X3c,i+˙X4c,i+˙X5c,i+˙X6c,i in Xc .
Then Xc = X1c,i+˙X2c,i+˙X3c,i+˙X4c,i+˙X5c,i+˙X6c,i, with distinguishability properties as described in the fol-
lowing table:
Subspace yc-distinguishable yi-distinguishable
X1c,i Yes Yes
X2c,i Yes Depends on xi
X3c,i Yes No
X4c,i No Yes
X5c,i No Depends on xi
X6c,i No No
SupposeadecompositionofX1+˙Xc asdescribedabove isgiven, thenweextend it toadecomposition
of X by including the y2-distinguishability properties of X2: The subspace X2 will be decomposed into
X2 = X12+˙X22+˙X32 as above, with X32 = I2 ∩ X2 and X22+˙X32 =
[
I 0
]
I2. Now for k = 1, . . . , 6,
decompose Xkc,1 as follows:
Procedure 4.7
• X3kc = Xkc,1 ∩ (Xc ∩ I2),
• X3k−1c is a complement of X3kc in Xkc,1 ∩
[
0 I
]
I2,
• X3k−2c is a complement of X3k−1c +˙X3kc in Xkc,1.
The subspaces X3k−2c are y2-distinguishable, the subspaces X3k−1c are only y2-distinguishable for some
values of x2, and the subspaces X
3k
c are y2-indistinguishable. Now Xc = X1c +˙ · · · +˙X18c , and the overall
decomposition of X is
X =
(
X11+˙X21+˙X31
)
+˙
(
X12+˙X22+˙X32
)
+˙
(
X1c +˙X2c +˙ . . . +˙X18c
)
. (28)
In the above decomposition we first considered the subspace X1+˙Xc , and then extended the de-
composition of X1+˙Xc by considering the distinguishability properties of X2. However, the properties
of the resulting decomposition (28) are unaffected by the order in which we consider X1 and X2: By
setting
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Xkc,2 = Xkc +˙Xk+3c +˙Xk+6c , k = 1, 2, 3,
Xkc,2 = Xk+6c +˙Xk+9c +˙Xk+12c , k = 4, 5, 6,
and using the decomposition of X2 as above, we get a decomposition of X2+˙Xc , with the same indis-
tinguishability properties as the given decomposition of X1+˙Xc .
The indistinguishability properties of Xc in decomposition (28) are given in the following table:
Subspace yc-distinguishable y1-distinguishable y2-distinguishable
X1c Yes Yes Yes
X2c Yes Yes Depends on x2
X3c Yes Yes No
X4c Yes Depends on x1 Yes
X5c Yes Depends on x1 Depends on x2
X6c Yes Depends on x1 No
X7c Yes No Yes
X8c Yes No Depends on x2
X9c Yes No No
X10c No Yes Yes
X11c No Yes Depends on x2
X12c No Yes No
X13c No Depends on x1 Yes
X14c No Depends on x1 Depends on x2
X15c No Depends on x1 No
X16c No No Yes
X17c No No Depends on x2
X18c No No No
Themain result of this section concerns the invariance and observability properties of the different
subspaces of the decompositions derived above:
Theorem 4.8. With respect to the decomposition (28) of X, system (24) is of the form given in Table 2, with
observable pairs
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[
C111 C
1
1c C
2
1c C
3
1c C
10
1c C
11
1c C
12
1c
]
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
11
1c A
12
1c A
13
1c A
1,10
1c A
1,11
1c A
1,12
1c
0 A11cc A
12
cc 0 0 0 0
0 A21cc A
22
cc 0 0 0 0
0 A31cc A
32
cc A
33
cc 0 0 0
0 A10,1cc A
10,2
cc 0 A
10,10
cc A
10,11
cc 0
0 A11,1cc A
11,2
cc 0 A
11,10
cc A
11,11
cc 0
0 A12,1cc A
12,2
cc A
12,3
cc A
12,10
cc A
12,11
cc A
12,12
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (29)
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[
C122 C
1
2c C
4
2c C
7
2c C
10
2c C
13
2c C
16
2c
]
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1122 A
11
2c A
14
2c A
17
2c A
1,10
2c A
1,13
2c A
1,16
2c
0 A11cc A
14
cc 0 0 0 0
0 A41cc A
44
cc 0 0 0 0
0 A71cc A
74
cc A
77
cc 0 0 0
0 A10,1cc A
10,4
cc 0 A
10,10
cc A
10,13
cc 0
0 A13,1cc A
13,4
cc 0 A
13,10
cc A
13,13
cc 0
0 A16,1cc A
16,4
cc A
16,7
cc A
16,10
cc A
16,13
cc A
16,16
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (30)
⎛
⎝[C111 C211
]
,
⎡
⎣A1111 A1211
A2111 A
22
11
⎤
⎦
⎞
⎠ ,
⎛
⎝[C122 C222
]
,
⎡
⎣A1122 A1222
A2122 A
22
22
⎤
⎦
⎞
⎠ , (31)
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[
C1cc C
2
cc C
3
cc C
4
cc C
5
cc C
6
cc C
7
cc C
8
cc C
9
cc
]
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A11cc A
12
cc 0 A
14
cc A
15
cc 0 0 0 0
A21cc A
22
cc 0 A
24
cc A
25
cc 0 0 0 0
A31cc A
32
cc A
33
cc A
34
cc A
35
cc A
36
cc 0 0 0
A41cc A
42
cc 0 A
44
cc A
45
cc 0 0 0 0
A51cc A
52
cc 0 A
54
cc A
55
cc 0 0 0 0
A61cc A
62
cc A
63
cc A
64
cc A
65
cc A
66
cc 0 0 0
A71cc A
72
cc 0 A
74
cc A
75
cc 0 A
77
cc A
78
cc 0
A81cc A
82
cc 0 A
84
cc A
85
cc 0 A
87
cc A
88
cc 0
A91cc A
92
cc A
93
cc A
94
cc A
95
cc A
96
cc A
97
cc A
98
cc A
99
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (32)
Proof. The first two columns of A follow from the A-invariance of X1 (see Definition 2.1). Since I1 ⊆
X1+˙Xc is
⎡
⎣A11 A1c
0 Acc
⎤
⎦-invariant and X2 is A-invariant, the subspace I1+˙X2 ⊆ X is A-invariant. Now
X31 = I1 ∩ X1 = (I1+˙X2) ∩ X1 is A-invariant, which establishes the third column of A. Columns 4–6
follow from a similar argument for X2.
For the remaining columns of A, we first note that
Ic = X10c +˙X11c +˙X12c +˙X13c +˙X14c +˙X15c +˙X16c +˙X17c +˙X18c
is Acc-invariant, which explains the lower-triangular block structure of Acc . Apart from this, columns
7, 8, 10, 11, 16, 17, 19 and 20 have no special structure.
Columns 13, 14, 22 and 23 follow from
X7c +˙X8c +˙X9c +˙X16c +˙X17c +˙X18c = I1 ∩ Xc
being Acc-invariant (since Xc is trivially Acc-invariant), and from
⎡
⎣A11 A1c
0 Acc
⎤
⎦ (I1 ∩ Xc) ⊆
⎡
⎣A11 A1c
0 Acc
⎤
⎦ I1 ⊆ I1 ⊆ (X21+˙X31)+˙Xc.
1
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Table 2. The observability decomposition.
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 0 0 0 0 A
11
1c A
12
1c A
13
1c A
14
1c A
15
1c A
16
1c 0 0 0 A
1,10
1c A
1,11
1c A
1,12
1c A
1,13
1c A
1,14
1c A
1,15
1c 0 0 0
A2111 A
22
11 0 0 0 0 A
21
1c A
22
1c A
23
1c A
24
1c A
25
1c A
26
1c A
27
1c A
28
1c A
29
1c A
2,10
1c A
2,11
1c A
2,12
1c A
2,13
1c A
2,14
1c A
2,15
1c A
2,16
1c A
2,17
1c A
2,18
1c
A3111 A
32
11 A
33
11 0 0 0 A
31
1c A
32
1c A
33
1c A
34
1c A
35
1c A
36
1c A
37
1c A
38
1c A
39
1c A
3,10
1c A
3,11
1c A
3,12
1c A
3,13
1c A
3,14
1c A
3,15
1c A
3,16
1c A
3,17
1c A
3,18
1c
0 0 0 A1122 A
12
22 0 A
11
2c A
12
1c 0 A
14
1c A
15
1c 0 A
17
1c A
18
1c 0 A
1,10
1c A
1,11
1c 0 A
1,13
1c A
1,14
1c 0 A
1,16
1c A
1,17
1c 0
0 0 0 A2122 A
22
22 0 A
21
2c A
22
2c A
23
2c A
24
2c A
25
2c A
26
2c A
27
2c A
28
2c A
29
2c A
2,10
2c A
2,11
2c A
2,12
2c A
2,13
2c A
2,14
2c A
2,15
2c A
2,16
2c A
2,17
2c A
2,18
2c
0 0 0 A3122 A
32
22 A
33
22 A
31
2c A
32
2c A
33
2c A
34
2c A
35
2c A
36
2c A
37
2c A
38
2c A
39
2c A
3,10
2c A
3,11
2c A
3,12
2c A
3,13
2c A
3,14
2c A
3,15
2c A
3,16
2c A
3,17
2c A
3,18
2c
0 0 0 0 0 0 A11cc A
12
cc 0 A
14
cc A
15
cc 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A21cc A
22
cc 0 A
24
cc A
25
cc 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A31cc A
32
cc A
33
cc A
34
cc A
35
cc A
36
cc 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A41cc A
42
cc 0 A
44
cc A
45
cc 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A51cc A
52
cc 0 A
54
cc A
55
cc 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A61cc A
62
cc A
63
cc A
64
cc A
65
cc A
66
cc 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A71cc A
72
cc 0 A
74
cc A
75
cc 0 A
77
cc A
78
cc 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A81cc A
82
cc 0 A
84
cc A
85
cc 0 A
87
cc A
88
cc 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A91cc A
92
cc A
93
cc A
94
cc A
95
cc A
96
cc A
97
cc A
98
cc A
99
cc 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 A
10,1
cc A
10,2
cc 0 A
10,4
cc A
10,5
cc 0 0 0 0 A
10,10
cc A
10,11
cc 0 A
10,13
cc A
10,14
cc 0 0 0 0
0 0 0 0 0 0 A
11,1
cc A
11,2
cc 0 A
11,4
cc A
11,5
cc 0 0 0 0 A
11,10
cc A
11,11
cc 0 A
11,13
cc A
11,14
cc 0 0 0 0
0 0 0 0 0 0 A
12,1
cc A
12,2
cc A
12,3
cc A
12,4
cc A
12,5
cc A
12,6
cc 0 0 0 A
12,10
cc A
12,11
cc A
12,12
cc A
12,13
cc A
12,14
cc A
12,15
cc 0 0 0
0 0 0 0 0 0 A
13,1
cc A
13,2
cc 0 A
13,4
cc A
13,5
cc 0 0 0 0 A
13,10
cc A
13,11
cc 0 A
13,13
cc A
13,14
cc 0 0 0 0
0 0 0 0 0 0 A
14,1
cc A
14,2
cc 0 A
14,4
cc A
14,5
cc 0 0 0 0 A
14,10
cc A
14,11
cc 0 A
14,13
cc A
14,14
cc 0 0 0 0
0 0 0 0 0 0 A
15,1
cc A
15,2
cc A
15,3
cc A
15,4
cc A
15,5
cc A
15,6
cc 0 0 0 A
15,10
cc A
15,11
cc A
15,12
cc A
15,13
cc A
15,14
cc A
15,15
cc 0 0 0
0 0 0 0 0 0 A
16,1
cc A
16,2
cc 0 A
16,4
cc A
16,5
cc 0 A
16,7
cc A
16,8
cc 0 A
16,10
cc A
16,11
cc 0 A
16,13
cc A
16,14
cc 0 A
16,16
cc A
16,17
cc 0
0 0 0 0 0 0 A
17,1
cc A
17,2
cc 0 A
17,4
cc A
17,5
cc 0 A
17,7
cc A
17,8
cc 0 A
17,10
cc A
17,11
cc 0 A
17,13
cc A
17,14
cc 0 A
17,16
cc A
17,17
cc 0
0 0 0 0 0 0 A
18,1
cc A
18,2
cc A
18,3
cc A
18,4
cc A
18,5
cc A
18,6
cc A
18,7
cc A
18,8
cc A
18,9
cc A
18,10
cc A
18,11
cc A
18,12
cc A
18,13
cc A
18,14
cc A
18,15
cc A
18,16
cc A
18,17
cc A
18,18
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
C111 C
2
11 0 0 0 0 C
1
1c C
2
1c C
3
1c C
4
1c C
5
1c C
6
1c 0 0 0 C
10
1c C
11
1c C
12
1c C
13
1c C
14
1c C
15
1c 0 0 0
0 0 0 C122 C
2
22 0 C
1
2c C
2
2c 0 C
4
2c C
5
2c 0 C
7
2c C
8
2c 0 C
10
2c C
11
2c 0 C
13
2c C
14
2c 0 C
16
2c C
17
2c 0
0 0 0 0 0 0 C1cc C
2
cc C
3
cc C
4
cc C
5
cc C
6
cc C
7
cc C
8
cc C
9
cc 0 0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Similarly, columns 9, 12, 18 and 21 follow from
X3c +˙X6c +˙X9c +˙X12c +˙X15c +˙X18c = I2 ∩ Xc
being Acc-invariant, and from
⎡
⎣A22 A2c
0 Acc
⎤
⎦ (I2 ∩ Xc) ⊆
⎡
⎣A22 A2c
0 Acc
⎤
⎦ I2 ⊆ I2 ⊆ (X22+˙X32)+˙Xc.
Finally, columns 15 and 24 of A follow from
X9c +˙X18c ⊆ (I1 ∩ Xc) ∩ (I2 ∩ Xc)
and the arguments for I1 ∩ Xc and I2 ∩ Xc above.
The structure of the C-matrix follows from
X31+˙
(
X7c +˙X8c +˙X9c +˙X16c +˙X17c +˙X18c
)
⊆ I1 ⊆ ker
[
C11 C1c
]
,
X32+˙
(
X3c +˙X6c +˙X9c +˙X12c +˙X15c +˙X18c
)
⊆ I2 ⊆ ker
[
C22 C2c
]
,
X10c +˙X11c +˙X12c +˙X13c +˙X14c +˙X15c +˙X16c +˙X17c +˙X18c = Ic ⊆ ker Ccc.
The first two observable pairs follow from the first part of Definition 4.1, and from
I1 ∩
(
X11+˙X1c +˙X2c +˙X3c +˙X10c +˙X11c +˙X12c
)
= {0},
I2 ∩
(
X12+˙X1c +˙X4c +˙X7c +˙X10c +˙X13c +˙X16c
)
= {0}.
The third and fourth observable pairs are due to
X3i =Ii ∩ Xi = kerO
⎛
⎝[Cii Cic
]
,
⎡
⎣Aii Aic
0 Acc
⎤
⎦
⎞
⎠ ∩ Xi = ker
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Cii C1c
CiiAii .
CiiA
2
ii .
.
.
.
.
.
.
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∩ X1
= kerO(Cii, Aii), i = 1, 2,
and the last observable pair is due to
Ic = X10c +˙X11c +˙X12c +˙X13c +˙X14c +˙X15c +˙X16c +˙X17c +˙X18c . 
An additional decomposition of the output spaces Y1 and Y2 of the subsystems, specifying which
part of the output observes (part of) the local subsystem state or the coordinator state, would induce
some additional structure on the C-matrix. This is not considered here.
4.3. Concepts of observability
In this section, the observability decomposition derived in the previous section will be used for the
characterization of several possible concepts of observability.
In analogy to Section 3.3, the two concepts of observability most relevant for practical purposes are
weak local observability (Definition 4.11) and independent observability (Definition 4.17).
4.3.1. Subsystem observability
Subsystem observability will be defined as follows:
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Definition 4.9. We call a system of the form (24) subsystem observable if for i = 1, 2, all non-zero
states
⎡
⎣xi
xc
⎤
⎦ ∈ X1+˙Xc are yi-distinguishable, i.e. if Ii = {0}.
Subsystem observability is a rather strong condition (see Proposition 4.19). It is a useful concept
if one aims at constructing a coordinated system that is as decentralized as possible: If the system is
subsystem observable then the coordinator is both y1-observable and y2-observable. These observa-
tions can then be used for local control synthesis, as described in Section 5. On the other hand, if a
coordinated system is not subsystem observable and if one aims at having a coordinator of minimal
dimension, then all parts of the coordinator that are not both y1-observable and y2-observable can be
moved to a subsystem (see [4]).
Proposition 4.10. A system of the form (24) is subsystem observable if and only if the following pairs are
observable pairs:
⎛
⎝[C11 C1c
]
,
⎡
⎣A11 A1c
0 Acc
⎤
⎦
⎞
⎠ and
⎛
⎝[C22 C2c
]
,
⎡
⎣A22 A2c
0 Acc
⎤
⎦
⎞
⎠ .
Proof. Subsystem observability is equivalent to Ii = {0}, which means
[
I 0
]
Ii = {0} and
[
0 I
]
Ii =
{0}. Hence, in terms of decomposition (28), subsystem observability is equivalent to
X1 = X11 , X2 = X12 , Xc = X1c +˙X10c .
The representation in Table 2 then reduces to a representation of the form
x˙(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
A1111 0 A
11
1c A
1,10
1c
0 A1122 A
11
2c A
1,10
2c
0 0 A11cc 0
0 0 A10,1cc A
10,10
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
x(t),
y(t) =
⎡
⎢⎢⎢⎣
C111 0 C
1
1c C
10
1c
0 C122 C
1
2c C
10
2c
0 0 C1cc 0
⎤
⎥⎥⎥⎦ x(t),
(33)
and the corresponding observable pairs in (29)–(32) reduce to
⎛
⎜⎜⎜⎝
[
C1ii C
1
ic C
10
ic
]
,
⎡
⎢⎢⎢⎣
A11ii A
11
ic A
1,10
ic
0 A11cc 0
0 A10,1cc A
10,10
cc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ , i = 1, 2. (34)
These are exactly the pairs given in Proposition 4.10. 
4.3.2. Weak local observability
Weak local observability will be defined as follows:
Definition 4.11. We call a system of the form (24) weakly locally observable if all non-zero states
xc ∈ Xc are yc-distinguishable, and for i = 1, 2, all non-zero states xi ∈ Xi have that
⎡
⎣xi
0
⎤
⎦ ∈ Xi+˙Xc is
yi-distinguishable. This means that Ii ∩ Xi = {0} and Ic = {0}.
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The term “weak local observability” distinguishes this concept from the slightly stronger concept
of strong local observability, defined in Section 4.3.3. While weak local observability implies that the
coordinator state is observable from the coordinator output, the subsystem states are only required to
be observable from their local outputs if xc = 0; for non-zero coordinator states the influence of Aicxc
on xi may render the subsystem state unobservable.
The following proposition states that weak local observability enables us to reconstruct the system
state via local observers:
Proposition 4.12. A system of the form (24) is weakly locally observable if and only if, in the notation of
(24), the following pairs are observable pairs:
(C11, A11) , (C22, A22) , (Ccc, Acc) .
Proof. If the system (24) is weakly locally observable, i.e. if Ii ∩ Xi = {0} and Ic = 0, then in the
notation of decomposition (28), we have
X1 = X11+˙X21 , X2 = X12+˙X22 , Xc = X1c +˙X2c +˙ . . . +˙X9c .
The representation in Table 2 then reduces to
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 0 0 A
11
1c A
12
1c A
13
1c A
14
1c A
15
1c A
16
1c 0 0 0
A2111 A
22
11 0 0 A
21
1c A
22
1c A
23
1c A
24
1c A
25
1c A
26
1c A
27
1c A
28
1c A
29
1c
0 0 A1122 A
12
22 A
11
2c A
12
2c 0 A
14
2c A
15
2c 0 A
17
2c A
18
2c 0
0 0 A2122 A
22
22 A
21
2c A
22
2c A
23
2c A
24
2c A
25
2c A
26
2c A
27
2c A
28
2c A
29
2c
0 0 0 0 A11cc A
12
cc 0 A
14
cc A
15
cc 0 0 0 0
0 0 0 0 A21cc A
22
cc 0 A
24
cc A
25
cc 0 0 0 0
0 0 0 0 A31cc A
32
cc A
33
cc A
34
cc A
35
cc A
36
cc 0 0 0
0 0 0 0 A41cc A
42
cc 0 A
44
cc A
45
cc 0 0 0 0
0 0 0 0 A51cc A
52
cc 0 A
54
cc A
55
cc 0 0 0 0
0 0 0 0 A61cc A
62
cc A
63
cc A
64
cc A
65
cc A
66
cc 0 0 0
0 0 0 0 A71cc A
72
cc 0 A
74
cc A
75
cc 0 A
77
cc A
78
cc 0
0 0 0 0 A81cc A
82
cc 0 A
84
cc A
85
cc 0 A
87
cc A
88
cc 0
0 0 0 0 A91cc A
92
cc A
93
cc A
94
cc A
95
cc A
96
cc A
97
cc A
98
cc A
99
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C111 C
2
11 0 0 C
1
1c C
2
1c C
3
1c C
4
1c C
5
1c C
6
1c 0 0 0
0 0 C122 C
2
22 C
1
2c C
2
2c 0 C
4
2c C
5
2c 0 C
7
2c C
8
2c 0
0 0 0 0 C1cc C
2
cc C
3
cc C
4
cc C
5
cc C
6
cc C
7
cc C
8
cc C
9
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(35)
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and the observable pairs (29)–(32) reduce to
⎛
⎝[ C111 C211
]
,
⎡
⎣ A1111 A1211
A2111 A
22
11
⎤
⎦
⎞
⎠ ,
⎛
⎝[ C122 C222
]
,
⎡
⎣ A1122 A1222
A2122 A
22
22
⎤
⎦
⎞
⎠ ,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[
C1cc C
2
cc C
3
cc C
4
cc C
5
cc C
6
cc C
7
cc C
8
cc C
9
cc
]
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A11cc A
12
cc 0 A
14
cc A
15
cc 0 0 0 0
A21cc A
22
cc 0 A
24
cc A
25
cc 0 0 0 0
A31cc A
32
cc A
33
cc A
34
cc A
35
cc A
36
cc 0 0 0
A41cc A
42
cc 0 A
44
cc A
45
cc 0 0 0 0
A51cc A
52
cc 0 A
54
cc A
55
cc 0 0 0 0
A61cc A
62
cc A
63
cc A
64
cc A
65
cc A
66
cc 0 0 0
A71cc A
72
cc 0 A
74
cc A
75
cc 0 A
77
cc A
78
cc 0
A81cc A
82
cc 0 A
84
cc A
85
cc 0 A
87
cc A
88
cc 0
A91cc A
92
cc A
93
cc A
94
cc A
95
cc A
96
cc A
97
cc A
98
cc A
99
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(36)
But these are exactly the pairs (C11, A11), (C22, A22) and (Ccc, Acc). 
If A is antistable then weak local observability is necessary and sufficient for state reconstruction
via linear state observers: For coordinated linear systems, we have to restrict the admissible observer
matrices to matrices of the form G =
⎡
⎢⎢⎢⎣
G11 0 G1c
0 G22 G2c
0 0 Gcc
⎤
⎥⎥⎥⎦ in order to preserve the information structure
we have imposed. This gives
A − GC =
⎡
⎢⎢⎢⎣
A11 − G11C11 0 A1c − G11C1c − G1cCcc
0 A22 − G22C22 A2c − G22C2c − G2cCcc
0 0 Acc − GccCcc
⎤
⎥⎥⎥⎦ .
Now the eigenvalues of this matrix are
σ(A − GC) = σ(A11 − G11C11) ∪ σ(A22 − G22C22) ∪ σ(Acc − GccCcc),
so the matrix A − GC, describing the dynamics of the observer error, is stable if and only if the blocks
on the diagonal are stable. In the case that A is antistable, this is equivalent to weak local observability
of (C, A). Hence, just like in the case of pole placement, state reconstruction concerns each part of the
system separately.
4.3.3. Strong local observability
The concept of strong local observability will be defined as follows:
Definition 4.13. We call a system of the form (24) strongly locally observable if all non-zero states
xc ∈ Xc are yc-distinguishable, and for i = 1, 2, all non-zero states xi ∈ Xi have that
⎡
⎣xi
xc
⎤
⎦ ∈ Xi+˙Xc is
yi-distinguishable for all xc ∈ Xc , i.e. if Ii ⊆ Xc and Ic = {0}.
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In the case of strong local observability, each part of the system observes its own state. Compared
to subsystem observability, observations are more decentralized: Each part of the system has full in-
formation about their local state, and the subsystems may or may not have information about the
coordinator state. Unlike in the case of weak local observability, the local observations of xi are inde-
pendent of the value of xc: the coordinator state cannot interfere with the subsystem dynamics in a
way that would render the subsystem state unobservable.
Proposition 4.14. A system of the form (24) is strongly locally observable if and only if there exists a
decomposition of Xc resulting in a system representation of the form
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
11 0 
1
1c 
2
1c 0 0
0 22 
1
2c 0 
3
2c 0
0 0 11cc 0 0 0
0 0 21cc 
22
cc 0 0
0 0 31cc 0 
33
cc 0
0 0 41cc 
42
cc 
43
cc 
44
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C =
⎡
⎢⎢⎢⎣
11 0 
1
1c 
2
1c 0 0
0 22 
1
2c 0 
3
2c 0
0 0 1cc 
2
cc 
3
cc 
4
cc
⎤
⎥⎥⎥⎦ . (37)
The following tuples are observable pairs:
⎛
⎜⎜⎜⎝
[
11 
1
1c 
2
1c
]
,
⎡
⎢⎢⎢⎣
11 
1
1c 
2
1c
0 11cc 0
0 21cc 
22
cc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎝
[
22 
1
2c 
3
2c
]
,
⎡
⎢⎢⎢⎣
22 
1
2c 
3
2c
0 11cc 0
0 31cc 
33
cc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎜⎜⎜⎝
[
1cc 
2
cc 
3
cc 
4
cc
]
,
⎡
⎢⎢⎢⎢⎢⎢⎣
11cc 0 0 0
21cc 
22
cc 0 0
31cc 0 
33
cc 0
41cc 
42
cc 
43
cc 
44
cc
⎤
⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎠
.
(38)
Proof. The conditions Ii ⊆ Xc and Ic = {0} characterizing strong local observability are equivalent
to the conditions
[
I 0
]
Ii = {0},
[
0 I
]
Ii = Ii ∩ Xc and Ic = {0}. In terms of decomposition (28), this
means
X1 = X11 , X2 = X12 , Xc = X1c +˙X3c +˙X7c +˙X9c .
The representation in Table 2 then reduces to a representation of the form (37), and the corresponding
observable pairs in (29)–(32) reduce to the ones in (38). 
An interesting generalization of both subsystem observability and strong local observability is to
require that for some matrices D1c , D2c and Dcc of appropriate sizes,
⎡
⎣ I 0
0 D1c
⎤
⎦
⎡
⎣x1
xc
⎤
⎦ is observable at
subsystem 1,
⎡
⎣ I 0
0 D2c
⎤
⎦
⎡
⎣x2
xc
⎤
⎦ is observable at subsystem 2, and Dccxc is observable at the coordinator.
The interpretation of this concept is that each subsystem observes, in addition to its own state, a
particular part of the coordinator state. The observable part of the coordinator can be different for
each subsystem.
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This concept is equivalent toIi ⊆ ker Dic for i = 1, 2, andIc ⊆ ker Dcc . For subsystemobservability,
we have Dic = I, i = 1, 2 and Dcc = 0. Strong local observability corresponds to the other extreme,
with Dic = 0 for i = 1, 2, and Dcc = I.
4.3.4. Joint observability
We define joint observability as follows:
Definition 4.15. We call a system of the form (24) jointly observable if all non-zero states x ∈ X are⎡
⎢⎢⎢⎣
y1
y2
yc
⎤
⎥⎥⎥⎦-distinguishable, i.e. if
(I1+˙X2) ∩ (I2+˙X1) ∩ (Ic+˙X1+˙X2) = {0}.
Since the characterization of joint observability is equivalent to I = {0} by Lemma 4.2, the con-
cept of joint observability coincides with the usual concept of observability. For coordinated linear
systems, this concept is not very useful: If the system is jointly observable but not independently
observable (see Definition 4.17), then the overall state of the system can only be observed by com-
bining the observations of the different parts of the system; the combination of these observations
requires communication among different parts of the system, which does not comply with the infor-
mation structure we imposed on coordinated systems. This difficulty is illustrated by an example in
Section 4.4.
Since the concept of joint observability cannot be characterized by separate conditions for each part
of the system (which reflects the need for communication between the different parts of the system
for the observation of the system state), we cannot give a reduced decomposition for this concept. We
can however give a necessary condition and a sufficient condition for joint observability, both ofwhich
separate into conditions on the different parts of the system:
Lemma 4.16. For joint observability of a coordinated linear system of the form (24), and hence for observ-
ability in the usual sense, it is necessary that
I1 ∩ X1 = {0}, I2 ∩ X2 = {0}, (I1 ∩ Xc) ∩ (I2 ∩ Xc) ∩ Ic = {0};
it is sufficient that
I1 ⊆ Xc, I2 ⊆ Xc,
[
0 I
]
I1 ∩
[
0 I
]
I2 ∩ Ic = {0}.
Proof. The necessary condition follows directly from (26). For the sufficient condition, note that
[
I 0
]
I1 = {0},
[
I 0
]
I2 = {0},
[
0 I
]
I1 ∩
[
0 I
]
I2 ∩ Ic = {0}
is sufficient forI= {0} by (27), but (
[
I 0
]
Ii = {0}) ⇔ (Ii ⊆ Xc), which gives the sufficient condition
stated above. 
4.3.5. Independent observability
Independent controllability will be defined as follows:
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Definition 4.17. We call a system of the form (24) independently observable if all non-zero states
xc ∈ Xc have that
⎡
⎢⎢⎢⎣
x1
x2
xc
⎤
⎥⎥⎥⎦ ∈ X1+˙X2+˙Xc is
⎡
⎢⎢⎢⎣
y1
y2
yc
⎤
⎥⎥⎥⎦-distinguishable for any x1 ∈ X1 and x2 ∈ X2, and for
i = 1, 2 all non-zero states xi ∈ Xi have that the state
⎡
⎣xi
xc
⎤
⎦ ∈ X1+˙Xc is yi-distinguishable for all
xc ∈ Xc , i.e. if
[
I 0
]
Ii = {0}, i = 1, 2,
[
0 I
]
I1 ∩
[
0 I
]
I2 ∩ Ic = {0}.
By Lemma 4.16, independent controllability coincides with the sufficient condition for joint ob-
servability. Hence it is a stronger condition than joint observability, and more useful in the setting
of coordinated linear systems because all parts of the system state are observable independently of
the value of xc: no communication among the different parts of the system is required to observe the
subsystem states. The coordinator state can only be observed jointly by the different outputs.
Proposition 4.18. A system of the form (24) is independently observable if and only if there exists a
decomposition of Xc resulting in a system representation of the form
x˙(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
11 0 
1
1c 
2
1c 0 0 
5
1c 
6
1c 0
0 22 
1
2c 0 
3
2c 0 
5
2c 0 
7
2c
0 0 11cc 0 0 0 0 0 0
0 0 21cc 
22
cc 0 0 0 0 0
0 0 31cc 0 
33
cc 0 0 0 0
0 0 41cc 
42
cc 
43
cc 
44
cc 0 0 0
0 0 51cc 0 0 0 
55
cc 0 0
0 0 61cc 
62
cc 0 0 
65
cc 
66
cc 0
0 0 71cc 0 
73
cc 0 
75
cc 0 
77
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x(t),
y(t) =
⎡
⎢⎢⎢⎣
11 0 
1
1c 
2
1c 0 0 
5
1c 
6
1c 0
0 22 
1
2c 0 
3
2c 0 
5
2c 0 
7
2c
0 0 1cc 
2
cc 
3
cc 
4
cc 0 0 0
⎤
⎥⎥⎥⎦ x(t),
(39)
and such that the following tuples are observable pairs:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[
11 
1
1c 
2
1c 
5
1c 
6
1c
]
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
11 
1
1c 
2
1c 
5
1c 
6
1c
0 11cc 0 0 0
0 21cc 
22
cc 0 0
0 51cc 0 
55
cc 0
0 61cc 
62
cc 
65
cc 
66
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (40)
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[
22 
1
2c 
3
2c 
5
2c 
7
2c
]
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
22 
1
2c 
3
2c 
5
2c 
7
2c
0 11cc 0 0 0
0 31cc 
33
cc 0 0
0 51cc 0 
55
cc 0
0 71cc 
73
cc 
75
cc 
77
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (41)
⎛
⎜⎜⎜⎜⎜⎜⎝
[
1cc 
2
cc 
3
cc 
4
cc
]
,
⎡
⎢⎢⎢⎢⎢⎢⎣
11cc 0 0 0
21cc 
22
cc 0 0
31cc 0 
33
cc 0
41cc 
42
cc 
43
cc 
44
cc
⎤
⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎠
. (42)
Proof. In terms of decomposition (28), we have
[
I 0
]
Ii = X2i +˙X3i = {0}, and since
[
I 0
]
Ii = {0}
implies that
[
0 I
]
Ii = Ii ∩ Xc, we also have
X2c , X
4
c , X
5
c , X
6
c , X
8
c , X
11
c , X
13
c , X
14
c , X
15
c , X
17
c = {0}.
Now the second condition for independent observability reduces to
[
0 I
]
I1 ∩
[
0 I
]
I2 ∩ Ic = X18c =
{0}. Hence, independent observability is equivalent to
X1 = X11 , X2 = X12 , Xc = X1c +˙X3c +˙X7c +˙X9c +˙X10c +˙X12c +˙X16c .
The representation in Table 2 then reduces to a representation of the form (39), and the corresponding
observable pairs in (29)–(32) reduce to the ones in (40)–(42). 
4.3.6. Relations between the different concepts of observability
For the different concepts of observability defined in Sections 4.3.1–4.3.5, we have the following
relations:
Proposition 4.19
• Subsystem observability implies independent observability,
• strong local observability implies independent observability,
• strong local observability implies weak local observability,
• independent observability implies joint observability,
• and weak local observability implies joint observability.
Proof. The first three items follow directly from the reduced state space decompositions given in the
proofs of Propositions 4.10, 4.12, 4.14 and 4.18.
The definition of independent observability in 4.17 coincides with the sufficient condition for joint
observability in 4.16, which gives the fourth item.
Weak local observability corresponds to Ii ∩ Xi = {0} for i = 1, 2 and Ic = {0} by Definition 4.11,
and since
I= (I1+˙X2) ∩ (I2+˙X1) ∩ (Ic+˙X1+˙X2)
= (I1+˙X2) ∩ (I2+˙X1) ∩ (X1+˙X2)
= ((I1 ∩ X1)+˙X2) ∩ ((I2 ∩ X2)+˙X1) = X2 ∩ X1 = {0},
this implies joint observability by Definition 4.15. 
P.L. Kempker et al. / Linear Algebra and its Applications 437 (2012) 121–167 157
In the case of weak local observability, the observability of the subsystem states xi might depend on
the value of xc , and hence the observability properties of the subsystem states are not independent of
the rest of the system.Henceweak local observability is not a special case of independent observability.
4.4. Example
Consider the system
x˙(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0 0 1 0 0
0 1 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 1
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x(t),
y(t) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 −1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x(t),
with X1 = span{e1, e2, e3}, X2 = span{e4, e5, e6} and Xc = span{e7, e8, e9}. The A-matrix here is
the same as in the example for the controllability decomposition, in Section 3.4. From writing out the
observability matrices of the different pairs of submatrices given in Definition 4.1, we see that
I1 = span{e8}, I2 = span{e7, e8}, Ic = span{e7 − e8}.
This gives the following subspaces:
I1 ∩ X1 =
[
I 0
]
I1 = {0}, I2 ∩ X1 =
[
I 0
]
I2 = {0}
I1 ∩ Xc =
[
0 I
]
I1 = span{e8}, I2 ∩ Xc =
[
0 I
]
I2 = span{e7, e8}.
This system is not subsystem observable since I1 	= {0}. While the subsystems are strongly locally
observable because Ii ⊆ Xc for i = 1, 2, the coordinator is not locally observable since Ic 	= {0},
and hence the overall system is not locally observable (in either the weak or the strong sense). Joint
observability follows from
I= (I1+˙X2) ∩ (X1+˙I2) ∩ (X1+˙X2+˙Ic)
= span{e8} ∩ span{e7, e8} ∩ span{e7 − e8} = {0}.
Moreover, the system is independently observable since
[
I 0
]
Ii = {0}, i = 1, 2, and
[
0 I
]
I1 ∩
[
0 I
]
I2 ∩ Ic = span{e8} ∩ span{e7, e8} ∩ span{e7 − e8} = {0}.
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5. Systems with inputs and outputs
Coordinated linear systems with inputs and outputs were defined in Section 2.
Since the reachability properties and indistinguishability properties of linear systems are inde-
pendent of each other, a decomposition of the triple (C, A, B) according to both observability and
controllability can be derived by combining the decompositions given in Tables 1 and 2. Since X1 is
decomposed into six subspaces according to reachability, and into three subspaces according to in-
distinguishability, combining these would lead to a decomposition of X1 into 18 subspaces. The same
holds for X2. The coordinator state space Xc is decomposed into three subspaces in the controllability
decomposition, and into 18 subspaces in the combined observability decomposition of X . Hence a
decomposition of (C, A, B)would involve 54 subspaces of Xc , and 90 subspaces in total. In light of the
size of the combined decomposition, wewill only derive a decomposition of (C, A, B) for some special
cases.
5.1. Stabilization via dynamic measurement feedback
In e.g. [17], one can find the following:
Let a linear system
x˙ = Ax + Bu, y = Cx
be given. Consider the state observer
ξ˙ = (A − GC)ξ + Gy + Bu,
with observer error e = x− ξ , satisfying e˙ = (A−GC)e. Couple this to the feedback u = Fξ. Then
the closed-loop system and closed-loop error are
x˙ = (A + BF)x + BFe, e˙ = (A − GC)e,
which can be rewritten as⎡
⎣x˙
e˙
⎤
⎦ =
⎡
⎣A + BF BF
0 A − GC
⎤
⎦
⎡
⎣x
e
⎤
⎦ .
Hence the system is stabilizable via dynamic measurement feedback if and only if (A, B) is a
stabilizable pair and (C, A) is a detectable pair.
For the class of coordinated linear systems, we need to define concepts of detectability and stabiliz-
ability in order to find equivalent conditions for the existence of a stabilizing dynamic measurement
feedback.
5.1.1. Stabilizability
For coordinated linear systems, we define the concept of RCLS-stabilizability as follows:
Definition 5.1. We call a system of the form (1) (or, equivalently, the matrix pair (A, B)) RCLS-
stabilizable if there exists a feedback matrix
F =
⎡
⎢⎢⎢⎣
F11 0 F1c
0 F22 F2c
0 0 Fcc
⎤
⎥⎥⎥⎦ ∈ RCLS
such that the closed-loop system matrix A + BF is stable.
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The restrictionof all possible stabilizing feedbackmatrices to the classRCLS is necessary (and sufficient,
since RCLS is a ring) for the closed-loop system to again be a coordinated linear system: feedback
matrices of any other form would destroy the underlying information structure. This restriction leads
to a stronger concept of stabilizability than the one given in Section 2.3: there exist coordinated linear
systemswhichare stabilizableviaanunstructured feedbackmatrixF , butnot stabilizableviaa feedback
matrix F ∈ RCLS.
Proposition 5.2. For a system of the form (1), the following are equivalent:
1. The system is RCLS-stabilizable.
2. The matrix pairs (A11, B11), (A22, B22) and (Acc, Bcc) are stabilizable (in the sense of Section 2.3).
3. For any decomposition
X1 = R1+˙Xs1, X2 = R2+˙Xs2, Xc =
[
0 0 I
]
Rc+˙Xsc,
whereR1,R2 andRc are given in Definition 3.1, the restriction of A to the subspace X
s
1+˙Xs2+˙Xsc ⊆ X
is stable.
Proof. 1⇔ 2: By Definition 5.1,RCLS-stabilizability means that there exists a feedback F ∈ RCLS such
that the closed-loop system matrix
A + BF =
⎡
⎢⎢⎣
A11 + B11F11 0 A1c + B11F1c + B1cFcc
0 A22 + B22F22 A2c + B22F2c + B2cFcc
0 0 Acc + BccFcc
⎤
⎥⎥⎦
is stable. Since this matrix is upper-triangular, this is equivalent to stability of the matrices on the
diagonal, which is equivalent to the existence of stabilizing feedbacks F11, F22 and Fcc for the pairs
(A11, B11), (A22, B22) and (Acc, Bcc), respectively.
1⇔3:Asquoted in Section2.3, for i= 1, 2andwith respect to anydecompositionXi =Ri+˙Xsi (note
thatRi is fixed, and X
s
i is free to choose), the matrix pair (Aii, Bii) is of the form
⎛
⎝
⎡
⎣A11ii A12ii
0 A22ii
⎤
⎦ ,
⎡
⎣B1ii
0
⎤
⎦
⎞
⎠ ,
given in (5). Moreover,
Acc
[
0 0 I
]
Rc =
[
0 0 Acc
]
Rc =
[
0 0 I
]
ARc ⊆
[
I 0 0
]
Rc
by the A-invariance ofRc , and also
imBcc =
[
0 0 I
]
im
⎡
⎢⎢⎢⎣
B1c
B2c
Bcc
⎤
⎥⎥⎥⎦ ⊆
[
0 0 I
]
Rc.
Hence the pair (Acc, Bcc) is also of the form (5). With respect to the decomposition X =R1+˙Xs1+˙R2+˙
Xs2+˙
[
0 0 I
]
Rc+˙Xsc, the pair (A, B) is now of the form
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 0 0 A
11
1c A
12
1c
0 A2211 0 0 A
21
1c A
22
1c
0 0 A1122 A
12
22 A
11
2c A
12
2c
0 0 0 A2222 A
21
2c A
22
2c
0 0 0 0 A11cc A
12
cc
0 0 0 0 0 A22cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
0 0 B21c
0 B122 B
1
2c
0 0 B22c
0 0 B1cc
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Applying the state feedback F =
⎡
⎢⎢⎢⎣
F111 F
2
11 0 0 F
1
1c F
2
1c
0 0 F122 F
2
22 F
1
2c F
2
2c
0 0 0 0 F1cc F
2
cc
⎤
⎥⎥⎥⎦ ∈ RCLS leads to the closed-loop system
matrix
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111+B111F111 A1211+B111F211 0 0 . .
0 A2211 0 0 . .
0 0 A1122+B122F122 A1222+B122F222 . .
0 0 0 A2222 . .
0 0 0 0 A11cc +B1ccF1cc A12cc +B1ccF2cc
0 0 0 0 0 A22cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where the entries denoted by. are not specified further.
Note that the restriction
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A1111 0 A
11
1c
0 A1122 A
11
2c
0 0 A11cc
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B111 0 B
1
1c
0 B122 B
1
2c
0 0 B1cc
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ of the pair (A, B) toR1+˙R2+˙
[
0 0 I
]
Rc
is weakly locally controllable by Definition 3.10, and this is equivalent to the pairs (A1111, B
1
11), (A
11
22, B
1
22)
and (A11cc , B
1
cc) being controllable pairs by Proposition 3.11. This means that there exist matrices F
1
11,
F122 and F
1
cc such that
σ(A1111 + B111F111) ∪ σ(A1122 + B122F122) ∪ σ(A11cc + B1ccF1cc) ⊂ C−.
Now we have that the system is RCLS-stabilizable, i.e.
σ(A + BF) =σ(A1111 + B111F111) ∪ σ(A1122 + B122F122) ∪ σ(A11cc + B1ccF1cc)
∪ σ(A2211 ) ∪ σ(A2222) ∪ σ(A22cc ) ⊂ C−,
if and only if σ(A2211 ) ∪ σ(A2222) ∪ σ(A22cc ) ⊂ C−, and this in turn is equivalent to the restriction⎡
⎢⎢⎢⎣
A2211 0 A
22
1c
0 A2222 A
22
2c
0 0 A22cc
⎤
⎥⎥⎥⎦ of A to Xs1+˙Xs2+˙Xsc being stable. 
5.1.2. Detectability
In analogy with the previous subsection, we define the concept of RCLS-detectability as follows:
Definition 5.3. We call a system of the form (24) (or, equivalently, the matrix pair (C, A)) RCLS-
detectable if there exists an observer gain
G =
⎡
⎢⎢⎢⎣
G11 0 G1c
0 G22 G2c
0 0 Gcc
⎤
⎥⎥⎥⎦ ∈ RCLS
such that the observer error matrix A − GC is stable.
As in the case ofRCLS-stabilizability, we consider only the restricted classRCLS of possible observer
gains, since unstructured observer gains would lead to observer dynamics A − GC which violate the
information structure imposedon the system.This restriction renders theconceptofRCLS-detectability
stronger than the usual concept of detectability, as quoted in Section 2.3.
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Proposition 5.4. For a system of the form (24), the following are equivalent:
1. The system is RCLS-detectable.
2. The matrix pairs (C11, A11), (C22, A22) and (Ccc, Acc) are detectable (in the sense of Section 2.3).
3. For any decomposition
X1 = (I1 ∩ X1)+˙Xr1, X2 = (I2 ∩ X2)+˙Xr2, Xc = Ic+˙Xrc ,
where I1, I2 and Ic are given in Definition 4.1, the restriction of A to the subspace (I∩ X1)+˙(I2 ∩
X2)+˙Ic is stable.
Proof. 1 ⇔ 2: Definition 5.3 states that RCLS-detectability is equivalent to the existence of G ∈ RCLS
such that the observer error matrix
A − GC =
⎡
⎢⎢⎢⎢⎢⎣
A11 − G11C11 0 A1c − G11C1c − G1cCcc
0 A22 − G22C22 A2c − G22C2c − G2cCcc
0 0 Acc − GccCcc
⎤
⎥⎥⎥⎥⎥⎦
is stable. Thismatrix is upper-triangular, and hence this reduces to the existence of stabilizing observer
gains G11, G22 and Gcc for the pairs (C11, A11), (C22, A22) and (Ccc, Acc) on the diagonal.
1 ⇔ 3: Reversing the order of terms in the observability decomposition given in Section 2.3, we
have thatwith respect to any decomposition of the formgiven in Proposition 5.4, the pairs (Cjj, Ajj), j =
1, 2, c, are of the form
⎛
⎝[0 C2jj
]
,
⎡
⎣A11jj A12jj
0 A22jj
⎤
⎦
⎞
⎠, given in (7). Note that the subspaces Ij , j = 1, 2, c, are
fixed, while the spaces Xrj , j = 1, 2, c, are free to choose.With respect to the combined decomposition
X = (I1 ∩ X1)+˙Xr1+˙(I2 ∩ X2)+˙Xr2+˙Ic+˙Xrc , the pair (C, A) is then of the form
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
0 C211 0 0 C
1
1c C
2
1c
0 0 0 C222 C
1
2c C
2
2c
0 0 0 0 0 C2cc
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 0 0 A
11
1c A
12
1c
0 A2211 0 0 A
21
1c A
22
1c
0 0 A1122 A
12
22 A
11
2c A
12
2c
0 0 0 A2222 A
21
2c A
22
2c
0 0 0 0 A11cc A
12
cc
0 0 0 0 0 A22cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Together with the observer gain G =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
G111 0 G
1
1c
G211 0 G
2
1c
0 G122 G
1
2c
0 G222 G
2
2c
0 0 G1cc
0 0 G2cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ RCLS, this gives the observer error matrix
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 − G111C211 0 0 . .
0 A2211 − G211C211 0 0 . .
0 0 A1122 A
12
22 − G122C222 . .
0 0 0 A2222 − G222C222 . .
0 0 0 0 A11cc A
12
cc − G1ccC2cc
0 0 0 0 0 A22cc − G2ccC2cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where the entries denoted by. are not specified further.
The restriction of the pair (C, A) to Xr1+˙Xr2+˙Xrc is
⎛
⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎣
C211 0 C
2
1c
0 C222 C
2
2c
0 0 C2cc
⎤
⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎣
A2211 0 A
22
1c
0 A2222 A
22
2c
0 0 A22cc
⎤
⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎠
.
Since Ij ∩ Xrj = {0} by the definition of Xrj for j = 1, 2, c, the restricted system is weakly locally
observable in the sense of Definition 4.11. By Proposition 4.12, this is equivalent to the pairs (C211, A
22
11 ),
(C222, A
22
22) and (C
2
cc, A
22
cc ) being observable pairs, and hence there exist matrices G
2
11, G
2
22 and G
2
cc such
that
σ(A2211 − G211C211) ∪ σ(A2222 − G222C222) ∪ σ(A22cc − G2ccC2cc) ⊂ C−.
Now the system is RCLS-detectable, i.e.
σ(A − GC) =σ(A1111) ∪ σ(A1122) ∪ σ(A11cc ) ∪ σ(A2211 − G211C211)
∪ σ(A2222 − G222C222) ∪ σ(A22cc − G2ccC2cc) ⊂ C−,
if and only if σ(A1111)∪ σ(A1122)∪ σ(A11cc ) ⊂ C−, and this is equivalent to the restriction
⎡
⎢⎢⎢⎣
A1111 0 A
11
1c
0 A1122 A
11
2c
0 0 A11cc
⎤
⎥⎥⎥⎦
of A to (I1 ∩ X1)+˙(I2 ∩ X2)+˙Ic being stable. 
5.1.3. Dynamic measurement feedback
The notions of stabilizability and detectability in the setting of coordinated linear systems were
described in the previous two subsections. Combining the results about stabilizability and detectabil-
ity of the previous subsections gives the following result on stabilization via dynamic measurement
feedback for coordinated linear systems:
Corollary 5.5. For a system of the form (1), the following are equivalent:
1. The system is RCLS-stabilizable via dynamic measurement feedback with a structure-preserving
observer.
2. The matrix pair (C, A) is RCLS-detectable and the pair (A, B) is RCLS-stabilizable.
3. Thematrix pairs (Cjj, Ajj), j= 1, 2, c are detectable and the pairs (Ajj, Bjj), j= 1, 2, c are stabilizable.
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4. For any decomposition of the form
X1 = X11+˙X21+˙X31+˙X41 , X2 = X12+˙X22+˙X32+˙X42 , Xc = X1c +˙X2c +˙X3c +˙X4c ,
where
X1i = Ri ∩ (Ii ∩ Xi) , i = 1, 2
X2i is a complement of X
1
i inRi, i = 1, 2
X3i is a complement of X
1
i in Ii ∩ Xi, i = 1, 2
X4i is a complement of X
1
i +˙X2i +˙X3i in Xi, i = 1, 2
X1c =
[
0 0 I
]
Rc ∩ Ic
X2c is a complement of X
1
c in
[
0 0 I
]
Rc
X3c is a complement of X
1
c in Ic
X4c is a complement of X
1
c +˙X2c +˙X3c in Xc ,
the restriction of A to(
X11+˙X31+˙X41
)
+˙
(
X12+˙X32+˙X42
)
+˙
(
X1c +˙X3c +˙X4c
)
is stable.
The decomposition in item4of Corollary 5.5 is a combination of the decompositions in Propositions
5.2 and 5.4. With respect to this decomposition, the system (1) has the form
x˙ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 A
13
11 A
14
11 0 0 0 0 A
11
1c A
12
1c A
13
1c A
14
1c
0 A2211 0 A
24
11 0 0 0 0 A
21
1c A
22
1c A
23
1c A
24
1c
0 0 A3311 A
34
11 0 0 0 0 A
31
1c A
32
1c A
33
1c A
34
1c
0 0 0 A4411 0 0 0 0 A
41
1c A
42
1c A
43
1c A
44
1c
0 0 0 0 A1122 A
12
22 A
13
22 A
14
22 A
11
2c A
12
2c A
13
2c A
14
2c
0 0 0 0 0 A2222 0 A
24
22 A
21
2c A
22
2c A
23
2c A
24
2c
0 0 0 0 0 0 A3322 A
34
22 A
31
2c A
32
2c A
33
2c A
34
2c
0 0 0 0 0 0 0 A4422 A
41
2c A
42
2c A
43
2c A
44
2c
0 0 0 0 0 0 0 0 A11cc A
12
cc A
13
cc A
14
cc
0 0 0 0 0 0 0 0 0 A22cc 0 A
24
cc
0 0 0 0 0 0 0 0 0 0 A33cc A
34
cc
0 0 0 0 0 0 0 0 0 0 0 A44cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x +
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
B211 0 B
2
1c
0 0 B31c
0 0 B41c
0 B122 B
1
2c
0 B222 B
2
2c
0 0 B32c
0 0 B42c
0 0 B1cc
0 0 B2cc
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u,
y =
⎡
⎢⎢⎢⎣
0 C211 0 C
4
11 0 0 0 0 C
1
1c C
2
1c C
3
1c C
4
1c
0 0 0 0 0 C222 0 C
4
22 C
1
2c C
2
2c C
3
2c C
4
2c
0 0 0 0 0 0 0 0 0 C2cc 0 C
4
cc
⎤
⎥⎥⎥⎦ x.
Combining the closed-loop systemmatrix of Section 5.1.1 and the observer error dynamics of Section
5.1.2, we arrive at the closed-loop system and error dynamics
x˙ =
⎡
⎢⎢⎢⎣
A11 + B11F11 0 A1c + B11F1c + B1cFcc
0 A22 + B22F22 A2c + B22F2c + B2cFcc
0 0 Acc + BccFcc
⎤
⎥⎥⎥⎦ x +
⎡
⎢⎢⎢⎣
B11F11 0 B11F1c + B1cFcc
0 B22F22 B22F2c + B2cFcc
0 0 BccFcc
⎤
⎥⎥⎥⎦ e, (43)
e˙ =
⎡
⎢⎢⎢⎣
A11 − G11C11 0 A1c − G11C1c − G1cCcc
0 A22 − G22C22 A2c − G22C2c − G2cCcc
0 0 Acc − GccCcc
⎤
⎥⎥⎥⎦ e, (44)
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where the diagonal entries are given by
Ajj + BjjFjj =
⎡
⎢⎢⎢⎢⎢⎢⎣
A11jj + B1jjF1jj A12jj + B1jjF2jj A13jj + B1jjF3jj A14jj + B1jjF4jj
B2jjF
1
jj A
22
jj + B2jjF2jj B2jjF3jj A24jj + B2jjF4jj
0 0 A33jj A
34
jj
0 0 0 A44jj
⎤
⎥⎥⎥⎥⎥⎥⎦
,
BjjFjj =
⎡
⎢⎢⎢⎢⎢⎢⎣
B1jjF
1
jj B
1
jjF
2
jj B
1
jjF
3
jj B
1
jjF
4
jj
B2jjF
1
jj B
2
jjF
2
jj B
2
jjF
3
jj B
2
jjF
4
jj
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
Ajj − GjjCjj =
⎡
⎢⎢⎢⎢⎢⎢⎣
A11jj A
12
jj − G1jjC2jj A13jj A14jj − G1jjC4jj
0 A22jj − G2jjC2jj 0 A24jj − G2jjC4jj
0 −G3jjC2jj A33jj A34jj − G3jjC4jj
0 −G4jjC2jj 0 A44jj − G4jjC4jj
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Note that item 4 of Corollary 5.5 is equivalent to requiring that the unstable part of the system be
both weakly locally observable and weakly locally controllable.
5.2. Example of a system with inputs and outputs
In this section we illustrate how to combine the decompositions according to controllability and
observability found in the previous sections on an example. We choose a coordinated linear system
that is subsystem observable (in the sense of Section 4.3.1) and independently controllable (in the
sense of Section 3.3.5). Combining the corresponding reduced representations (33) and (22), we arrive
at a representation of the form
C =
⎡
⎢⎢⎢⎣
C111 C
2
11 C
3
11 C
4
11 0 0 0 0 C
1
1c C
2
1c
0 0 0 0 C122 C
2
22 C
3
22 C
4
22 C
1
2c C
2
2c
0 0 0 0 0 0 0 0 C1cc 0
⎤
⎥⎥⎥⎦ ,
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1111 A
12
11 A
13
11 A
14
11 0 0 0 0 A
11
1c A
12
1c
0 A2211 A
23
11 0 0 0 0 0 A
21
1c A
22
1c
0 A3211 A
33
11 0 0 0 0 0 0 0
0 0 0 A4411 0 0 0 0 A
41
1c A
42
1c
0 0 0 0 A1122 A
12
22 A
13
22 A
14
22 A
11
2c A
12
2c
0 0 0 0 0 A2222 A
23
22 0 A
21
2c A
22
2c
0 0 0 0 0 A3222 A
33
22 0 0 0
0 0 0 0 0 0 0 A4422 A
41
2c A
42
2c
0 0 0 0 0 0 0 0 A11cc 0
0 0 0 0 0 0 0 0 A21cc A
22
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B111 0 B
1
1c
B211 0 B
2
1c
B311 0 0
0 0 B41c
0 B122 B
1
2c
0 B222 B
2
2c
0 B322 0
0 0 B42c
0 0 B1cc
0 0 B2cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
For i = 1, 2, the following pairs are observable pairs:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
[
C1ii C
2
ii C
3
ii C
4
ii C
1
ic C
2
ic
]
,
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A11ii A
12
ii A
13
ii A
14
ii A
11
ic A
12
ic
0 A22ii A
23
ii 0 A
21
ic A
22
ic
0 A32ii A
33
ii 0 0 0
0 0 0 A44ii A
41
ic A
42
ic
0 0 0 0 A11cc 0
0 0 0 0 A21cc A
22
cc
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and the following pairs are controllable pairs:
⎛
⎜⎜⎜⎝
⎡
⎢⎢⎢⎣
A11ii A
12
ii A
13
ii
0 A22ii A
23
ii
0 A32ii A
33
ii
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎣
B1ii
B2ii
B3ii
⎤
⎥⎥⎥⎦
⎞
⎟⎟⎟⎠ ,
⎛
⎜⎜⎜⎜⎜⎜⎝
⎡
⎢⎢⎢⎢⎢⎢⎣
A11ii A
14
ii A
11
ic A
12
ic
0 A44ii A
41
ic A
42
ic
0 0 A11cc 0
0 0 A21cc A
22
cc
⎤
⎥⎥⎥⎥⎥⎥⎦
,
⎡
⎢⎢⎢⎢⎢⎢⎣
B1ic
B4ic
B1cc
B2cc
⎤
⎥⎥⎥⎥⎥⎥⎦
⎞
⎟⎟⎟⎟⎟⎟⎠
.
In the case of subsystemobservability, each subsystemcan reconstruct the coordinator state xc from
its local output yi via an observer. These observer estimates can then be used for feedback control:
Since the local estimate of the coordinator state is available at the subsystem, it can be used for the
local control input ui.
In the case that xc is also yc-observable, this means that the system is independently output con-
trollable: All state information that may be needed for control (i.e. xi and xc for subsystem i, and xc for
the coordinator) can be reconstructed locally via a stable state observer, and hence all forms of state
controllability defined in Section 3.3 are equivalent to the corresponding forms of output controlla-
bility. Since the system was assumed to be independently (state) controllable, this means we have
independent output controllability.
Note that subsystem observability, with the additional requirement that xc be yc-observable, is
the strongest concept of observability possible for coordinated linear systems. For some concepts of
state controllability to be equivalent to their corresponding forms of output controllability, weaker
concepts of observability may be sufficient: For example, if a coordinated linear system is weakly
locally controllable then each part of the system is controllable using local state information, and
hence strong local observability is sufficient for weak local output controllability.
6. Concluding remarks
In the previous sections, we refined the usual concepts of reachability and indistinguishability to
better comply with the class of coordinated linear systems, a particular class of decentralized systems
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with several inputs and outputs. Decompositions of the state spaces of the different subsystems, with
respect to the different reachable and indistinguishable subspaces corresponding to these definitions,
were derived. For these decompositions according to the different state spaces, it was necessary to
distinguish between independently and jointly reachable subspaces, and between completely and in-
dependently indistinguishable subspaces. These notions deviate considerably from the classical theory
of linear systems.
While a generalization of our definitions of reachability and indistinguishability to other classes
of decentralized systems is straightforward, the corresponding decompositions quickly become in-
feasible if the underlying information structure is less restrictive. However, the distinction between
independent and joint reachability, and between complete and independent indistinguishability, may
be relevant for other classes of decentralized linear systems as well.
When defining the concepts of controllability and observability, we again had to deviate from the
classical definitions for unstructured systems: These properties of linear systems in their usual sense
are of little practical use for coordinated linear systems, and cannot be verified in a decentralized
manner. Instead, we introduced the slightly stronger concepts of independent controllability and ob-
servability, related to the notion of independence needed for the decompositions. In contrast to the
case of unstructured linear systems, these new concepts did not suffice for pole placement and state
reconstruction; for this, we needed the concepts of weak local controllability and observability, which
easily carry over to other linear systems with a top-to-bottom information structure.
For stabilizability and detectability, and consequently for stabilization via dynamic measurement
feedback, we again needed the concepts of weak local controllability and observability, rather than the
usual concepts or their independent counterparts. This is due to the necessary restriction of admissible
feedbacks and observers to the ones complying with the underlying information structure. We also
expect this effect of restricting the admissible feedbacks toplay an important role inour future research
on linear-quadratic optimal control for coordinated linear systems.
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