During the last two decades ferrets (Mustela putorius) have been established as a highly 28 efficient animal model in different fields in neuroscience. Here we asked whether ferrets 29 integrate sensory information according to the same principles established for other species.
random time between 0-1000ms during the event window the auditory and/or visual stimulus 156 appeared for 100ms either left or right from the center. After stimulus offset the ferret had a up to 50dB sound pressure level (SPL) was used for auditory stimulation. It was generated 167 digitally at 96kHz sample rate on a high-end PCI-audio card (HDSPe AES, RME-Audio,
168
Germany) and delivered through two 'T1' Beyerdynamic speakers (Heilbronn, Germany).
169
Visual stimuli consisted of concentric moving circular gratings (22.5°, 0.2cycles/°, 5Hz) up to 170 0.38 Michelson contrast (Cm) shown for 100ms (6 frames @ 60 Hz monitor-refresh rate).
171
The background was set to half-maximum luminance to avoid global luminance changes at 172 stimulus onset. In the center of the screen, a static random noise pattern was displayed (7°,
173
Cm between 0 and 1). During 'bimodal' trials, both visual and auditory stimuli were presented 174 synchronously as described below.
175
Detection task 176 The ferrets were trained to solve a spatial detection task, as shown in Figure 1B 
181
stimulus was presented for 100ms on the left or on the right side, respectively, starting at a 182 random time in this window. The stimulus could be a unimodal visual (circular grating), 183 unimodal audio (white noise burst) or temporally congruent bimodal stimulus (further details 184 see below). After stimulus offset, the animal had to respond within 600ms by panning its 185 head to the respective side. If the response was correct the animal received a water reward 186 (~80μl) at that position and could immediately start the next trial. If the response was too 187 early (before stimulus onset or within 100ms after stimulus onset), incorrect (wrong side) or 188 omitted (no response), the trial was immediately terminated, followed by a 2000ms interval 189 during which no new trial start was allowed.
190

General procedure 191
Following the habituation to the harness, tube and setup all ferrets learned to detect 192 unimodal stimuli. Two of the animals were trained in the auditory task first and then the 193 visual; the other two were trained in reverse order. After completion of the training and 194 reaching of sufficient performance, we presented stimuli of both modalities during the same i.e., if the animal solved the trial correctly (hits) the stimulus amplitude decreased by one step 198 for the next trial, down to the minimum, whereas false responses (misses, or omitted 199 responses) led to a 3 step increase. No change occurred for responses that were issued too early (rash trials). In each trial either the auditory or the visual stimulus was presented in a 201 pseudo-randomized fashion with individual staircases. To avoid a side-or modality-bias, 202 each modality-side-combination was titrated to an equal number of hits within each session.
203
Due to the huge combinatorics of conditions, each ferret had to complete 10-15 sessions to 204 accumulate a sufficient number of trials per amplitude level. The data of each animal were 205 pooled and treated as one sample, i.e., session information was discounted during further 206 analysis. Sensory thresholds were determined by fitting a Weibull function to the data for 207 each ferret individually.
208
In a subsequent set of measurements, we combined simultaneous stimulus 209 presentation in both modalities. To this end, we fixed the stimulus in one modality at the 210 amplitude where the tested animal had an accuracy of 75% during the unimodal testing and 211 varied the amplitude in the other modality according to the staircase procedure described 212 above. In these bimodal sessions we again included the unimodal conditions, such that we 213 obtained four different stimulation classes: unimodal auditory (A), unimodal visual (V), 214 auditory supported by visual (Av), visual supported by auditory (Va). These four stimulation 215 conditions were presented in a pseudo-randomized fashion and separate staircases during 216 the sessions. All ferrets completed 10-12 sessions and the threshold was determined for 217 each ferret by fitting a Weibull function to the data.
218
Data Analysis
219
All offline data analysis was performed using custom written scripts in Matlab (The
220
Mathworks Inc., MA, USA).
221
Psychometrics 222
We evaluated the accuracy values (P) for all N stimulus amplitude classes (a) with at least 6 223 hit trials in total on both sides using equation (1) .
224
Here, a denotes the amplitude of the stimulus, N a,h (hit trials) was defined as the number of 226 correct response trials for stimulus amplitude a, N a,o (onset trials) was the number of trials for 227 stimulus amplitude a where the animal reached stimulus onset time, and N a,r (rash trials) as 228 the number of trials for stimulus amplitude a were the animal gave a response before the 229 response window had started (up to 100ms after stimulus onset), assuming the animal was 230 guessing and not responding based on sufficiently collected sensory evidence. We estimated 231 the detection threshold by fitting a Weibull function to P a ,
(2) 233 here k signifies the form-parameter and λ represents the scale-parameter. The number of 234 trials were used as weights during the fitting procedure. Due to the fact that every animal had 235 different thresholds in the respective modalities, we calculated the standard deviation of each 236 fit by using a delete-d jackknife method, were d = 20% corresponds to the number of 237 sessions excluded per run, i.e. 2 or 3, respectively.
238
Modeling cross-modal interaction 239
In order to quantify the cross-modal interaction, we used the MLE approach. Therefore we 240 utilized the audio and visual accuracy from the multimodal experiment for all existing stimulus 
244
where 'inverf' equates to the inverse error function and ! σ 0 an unknown scale factor. As in 246 the following calculation of ! σ bi it drops out we can set it arbitrarily to a value of 1. The next 247 step was to combine both unimodal variances to derive the bimodal variance ( ! σ bi ) according
where ! σ mod represents the variance for the modality which intensity were modulated and 251 ! σ fix for the modality that was fixed at 75% threshold. Subsequently, we used the inverse 252 value of the bimodal variance in an error function (erf) to determine the bimodal accuracy (5).
253
! !
Reaction time 255
The RT was defined as the time difference between stimulus-onset and the time point when 
with ! RT A and ! RT V referring to the observed mean RT for the auditory and visual stimuli, 262 respectively. ! RT AV is the mean RT for the corresponding bimodal stimulus. 263
We calculated a race model [56] to evaluate potential RSE. In our study, accuracy 264 varied across subjects and sensory conditions. In order to compare reaction times across 
Results
274
Four ferrets were trained in a lateralized audiovisual spatial detection task until they 275 accomplished to solve the detection task in both modalities at high supra-threshold stimulus 276 amplitudes (audio = 50dB SPL, visual = 0.38 Cm). The training was discontinued once the 277 animals showed a stable baseline performance (>90%) across 5 consecutive days with high 278 accuracy levels (audio = 92±1%, visual = 92±1%; mean±SEM). Two of the animals learned 279 first the auditory (26 and 16 days training, respectively) and then the visual task (training for 280 28 days in both animals). The two other ferrets acquired the modalities in the opposite 281 sequence (11 and 19 days for the visual and 14 and 14 days for the auditory modality, 282 respectively). All animals achieved high performance levels demonstrating the viability of the 283 training paradigm.
284
In all experiments for the determination of sensory thresholds we pooled results from 
289
Determination of unimodal thresholds 290
In the first experiment we determined the 75% accuracy threshold for detection of visual and 
308
Determination of uni-and bimodal thresholds 309
In the second experiment, the two crossmodal stimulation conditions were added to the 310 sessions. One modality's intensity was fixed at 75% threshold, as determined from the 311 unimodal experiment (Fig. 2) while the other modality was varied in amplitude according to a 312 staircase procedure. All ferrets participated in 12 (±1) multimodal sessions (111±37 313 trials±SEM/session). Like for the unimodal sessions, we again tested for non-stationarity 314 effects between the first and the last sessions by comparing the 84% accuracy threshold 315 variance as determined by the Weibull fit. Since the introduction of bimodal classes reduced 316 the relative number of unimodal stimulus presentations during each session, we had to pool 317 minimum across the first and last 5 sessions, respectively, to generate a proper Weibull fit.
318
No animal showed non-stationarity across the bimodal sessions (2-sided two-sample t-test; p 319 >0.05). Subsequently, we calculated the accuracy for each amplitude where at least 6 trials 320 had been performed and the psychometric curves were fit using a Weibull function ( Fig. 3 ).
321
The pooled data could well be described by a Weibull function (r 2 = 0.39 -0.90, Fig. 3 ). 
333
The comparison of the unimodal 75% thresholds between both experiments revealed a slight 334 increase from the uni-to the multimodal experiment, except in animal 2 which showed a 335 decrease (Table 1) . However, the differences were smaller than one of the respective 336 amplitude steps in the staircase procedure. Furthermore, two of the animals (1 and 4) did not 337 reach a performance above 90±5% in the highest intensities in one modality (audio and visual, respectively). These findings indicate that the bimodal experiments were slightly more 339 demanding, presumably because four stimulation conditions were presented compared to the 340 unimodal experiment with only two stimulation conditions. 341 
344
Because different values were used for the lower bounds in uni-(50%) and crossmodal 345 (75%) fitting, we employed the 84% threshold for comparison of performance between uni- 
355
Maximum likelihood estimates 356
To investigate whether ferrets integrate the two sensory modalities in a statistically optimal 357 fashion, we computed a MLE model and compared the r 2 -difference between the empirical 358 data (Fig. 3 , red) and model (Fig. 3, black) . The range of the difference ! Δ bimodal−MLE was -1 to 359 49% (mean difference ±SEM 14±6). In four cases the MLE matched the bimodal 360 psychometric function and the difference of the explained variance between the empirical fit 
410
The MRE's were sorted by the subjective intensity classes (SIC; columns from left to right).
411
Av: auditory supported by visual; Va: visual supported by auditory.
412
To investigate a potential RSE we calculated a race model on the pooled RTs 
446
The blue curve displays the unimodal condition, the green curve the RTs at the supportive 447 value and the red curve the bimodal class, respectively.
448
To investigate intensity, modality and interaction effects on a more global scale we 449 pooled the RT of all animals according to subjective intensity classes and calculated a two-450 way ANOVA, with modality and intensity as main factors (Fig. 7) . This revealed main effects t-test (Holm-Bonferroni corrected) revealed significant differences between and within 454 performance classes (Fig. 7) , respectively. The post hoc t-tests between the intensity groups 455 and modalities were all highly significant (p < 0.001). This result suggests that the ferrets'
456
RTs increase as the intensity of the stimulus gets weaker and significantly decrease in the 457 multimodal compared to the unimodal classes. 
478
Methodological considerations 479
Previous studies in behaving ferrets have used either freely-moving [1, 13, 15, 55] or head- were not affected by trial-to-trial fluctuations in the animals' decision criterion [1] . Overall, 495 these findings suggest that the experimental design presented in this study is well suited for 496 psychophysical investigations.
497
Establishing links across species, our behavioral paradigm was inspired by previous 498 human psychophysical studies which showed that temporally congruent crossmodal stimuli 
515
Taken together, our study demonstrates that the implemented behavioral paradigm is 516 suitable to determine uni-and bimodal thresholds and to operationalize multisensory 517 integration processes. Possible contextual and attention-like effects seem hard to elucidate 518 by pure psychometrics, but simultaneous electrophysiological recordings could provide 519 valuable insights into the underlying brain processes during the task.
520
Optimal modality integration 521
This is the first study on behaving ferrets to quantify multimodal enhancement effects and to 522 test for optimal modality integration. 
