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Abstract 
Detecting the sentence boundary forms the basic step for many natural language applications. A lot of work has been done in this 
direction for English and other foreign languages. But not much work has been done for Indian languages. This paper proposes a 
rule based system for correctly identifying the boundary of the sentence written in Marathi.  The task of identifying a sentence 
end in Marathi is made complex by the fact that Marathi language do not have indication of sentence start like the English has 
capital letters for indicating the start of new sentences. The system uses certain rules to correctly determine the end of sentence. 
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1. Introduction 
In most of the natural language application sentences forms the basic unit just above a word or a phrase [4]. This 
makes the task of detecting the sentence end very vital. Detecting a sentence boundary is very important as it helps 
in processing of the text which is written in natural language which the machine is not able to understand.  Detecting 
the valid end of sentence is a complicated task due to the ambiguousness of punctuation marks. For e.g., the 
punctuation marks like ‘.’, ‘!’, ‘?’ does not always represents the sentence end.  A period ‘.’ can represent a 
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salutation or is abbreviation, ‘!’ can represent a word of surprise or shock. This task of disambiguating the 
punctuation mark is complicated. This task can be further explained by considering an example 
  ““Fire! Fire!”, he ran out shouting.” 
  “Mr. Depp lived near St. Claire Street in N.Y.C.” 
In above example the punctuations used are ambiguous.  In first sentence active voice is used, and exclamation 
marks do not indicate the end of the sentence. As for in second example the period has been used to indicates 
abbreviation and salutation.  Their exist various approaches to deal with this task, such as rule based approach, 
which uses the rules designed to detect the end; maximum entropy approach which is a statistical model, and many 
more. Large amount of work has been done for English language, which has been mentioned later in this paper. 
Natural language processing basically aims at making the machine intelligent, and allowing the machine to work 
more efficiently.  
 
Natural language processing can help in better implementation of any organization’s privacy policy. Organization 
faces certain problems while linking their privacy policies written in natural language to their implementation [12]. 
Focusing on this problem the workbench developed called SPARCLE generates the machine readable form (XML 
version) for a policy entered by parsing the policy and recognizing the policy element. The key for this is successful 
parsing, that would allow the linking the policy with implementation and makes sure that operations are performed 
as intended [12]. For this to succeed the task of detecting the correct end of the sentence is an important part. 
 
1.1. Sentence Boundary Detection for Marathi Language 
      A large amount of work has already been done for English language. Various tools have been developed to 
detect sentence end for English and few other foreign languages. Comparatively less research has been carried out 
for Indian languages. Marathi is one of the highly spoken languages in Maharashtra. It is similar to English as it too 
uses similar set of punctuation marks such as period, exclamation and question mark. But the task of determining the 
true sentence boundary if more complex for Marathi as it do not follow the concept of “capital letters” for indicating 
a sentence start or a pronoun. Marathi is considered a verb final language [5], i.e. mostly its sentences ends with 
verbs. For example: 
   
 “ ×ȡȯf.]. Ȣ. ȢȢȢȡȪͧ Ȣȯȣ.” 
 
 “ ȯ`ɮȡȡȯǕ.f . ȡ.” 
 
 “ ȪǕȡ“]!]!” \ ȡj¡Ȫȡ.” 
 
 
As seen in above examples the first and the third sentences ends with a verb, except for the second sentence ends 
which ends with a post position. The punctuation marks do not necessarily indicate the end of sentence. A period ‘.’ 
Could be used to represent a salutation or an abbreviation, an exclamation point ‘!’, could be used to indicate 
surprise, etc. For example : 
 
“ͪȯ f.Ȣ. Ȣ. f . ȡãȡȨ. f. ȯ . Ȣ.  ȡäȯ ǾÊȡȡ Ȳ^[Ȣȯȣ.” 
 
““ "....ȡ ]æ[ ȡȯ , Ȣ Ǔȡȯȯ Èå Ǘ[ Öȡ ȡȤ Ĥ× ȣ à¡ȡȣ.” 
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“ȡǗ ȯ ȡÐéȡ ȯȡȣ`Ȣȡ¡ȡ¡Ǘͪȡȯ, ""ȣ ]¡ȯ  ȡ?"" Ȣ`ȡ ¡ ȯ]ͨȡȯȯȡ¡ȣà¡ȡȯ.”  
 
The above examples indicate cases where the punctuation marks are ambiguous. Consider the first example, here 
period ‘.’ Used in the sentence is ambiguous as it is used to represent both an abbreviation and sentence end. The 
second example contains ellipsis; this further makes the task of detecting the sentence end difficult. The third 
example contains active speech in the sentence. Which means in this case the sentence end is period ‘.’ Not question 
mark ‘?’, that actually indicates the end of the quoted sentence. For these types of complex sentences complex logic 
would be required.  
 
 Another big difference between English and Marathi that makes the task of detecting the sentence end more 
complex for Marathi language is that in Marathi the form of verb changes with gender, number of persons, and the 
tense [7]. Also Marathi allows post position as explained before. The sentences in Marathi could end with a post 
position. For example consider the following sentences in English and Marathi: 
 
  “She was Playing Tennis.”                         “ȢȯÛȢ ȯ¡ȪȢ.” 
                              “He was Playing Tennis.”  “ȪȯÛȢ ȯ¡Ȫȡ.” 
  “They are playing tennis.”“ȯȯÛȢ ȯ]¡ȯ.” 
 
From above example one can see the change in verb according to the gender, number of people and tense for 
Marathi language, while the verb for English sentence remains unchanged. This makes the task of detecting the 
sentence end more difficult. For the case of post position consider following examples: 
 
 ”] ]ãȡ Ȳ Ǘ[ ȯ ȯȡ?  “  
      “ ȯ ȡãȯ Ǖ. f . ȡ.” 
           ” ] ]Ȣ ×ȡȡ ȡǑ¡ȯ ]¡ȯ ȡ?“ 
 
To tackle this type of cases the rules are defined keeping these types of examples in mind. These help in detecting 
the correct sentence end in the text. The rules are designed according to the format of Marathi grammar and patterns 
followed by the language. 
 
For easy understanding this paper is divided in four sections, second section describes the related work that has been 
done already. Third section describes the proposed system in detail. Fourth section offers the conclusion. 
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2. Related Work 
The present system for this purpose uses different approaches; for English and for few other foreign language fair 
amount of work has already been done. One of the earlier works is that of Reynar and Ratnaparkhi. They suggest a 
maximum entropy approach which is a trainable probabilistic model for detecting a sentence end. The system does 
need an annotated corpus as it uses POS tag. This system uses trained data and is adaptable for other languages that 
use Roman alphabet. It gives efficiency of 98.8% [6]. Palmer and Hearst proposed SATZ system which considers 
the context of the punctuation mark and uses neural network or a decision tree to detect a true sentence boundary. 
This system to is also adaptable and produces good result for various languages. It does not require hand built 
grammar and other rules. The result obtained from this system is highly accurate [3]. Both of the approaches 
mentioned above are the machine learning approach and require labeled examples for training. This would require 
extra time and data for processing. On other hand Kiss and Strunk’s  Punkt system is a unsupervised  approach for 
detecting a sentence boundary. It is based on the assumption that mostly ambiguities are generally created by 
abbreviations. The system uses the three properties of abbreviation and uses collocation property for two task of 
identifying the initials and numbers [4]. 
For Indian languages we can find fair amount of work done for Kannada language. The work done is by Parakh for 
disambiguating the boundary of text for Kannada language. In this system a threshold value for length of word is 
decided. A list of words that have length less than that of threshold value and which are not abbreviations is created. 
This list is kept open ended so that new entries could be added. Detection of abbreviation is important for this 
system and they are categorized into three classes. The system would then compare the words that are below 
threshold value and the list. The important fact is that the length of the words are not actually the number of letters 
rather the length of the Unicode [1], Deepamala.N, et al. compares the rule based and maximum entropy approach 
for detecting sentence end in Kannada text [2]. Some amount of work is also done for few languages like Bengali, 
Malayalam, and Punjabi. For Bengali language Aniruddha Ghosh et al., presents a syntactic rule based model for 
identifying boundary of clause and uses Conditional Random Field based statistical model for identifying types of 
the clause in Bengali Language [10]. For Malayalam language a system to identify clause using machine learning 
approach had be developed by Sobha, Lalitha Devi et al. [11]. For Marathi language small amount of work is 
available. Such as S. B. Kulkarni et al. compares and states the differences in Marathi and English language 
encountered during translation [5].CharugatraTidke et al. presents different inflection rules for English to Marathi 
translation [7]. 
3. Proposed Work 
We would like to propose a system for detecting sentence end for Marathi text. Not lot of work has been done for 
Marathi language. The said system would be rule based and rules would be defined keeping in mind the pattern of 
the language. Marathi is a verb final language and mostly ends with a verb. In Marathi language the words ‘]¡ȯ’, 
‘¡Ȫ’, ‘\ ȯ’, ‘\ ȡ’, are from same root word and varies according to the tense, gender and number of people of 
the sentence and are generally  used at the end. These are the helping verb and generally are encountered at the end 
of the sentence. For example: 
“]¡ȣȯǕèȢǗȯȯ]¡ȯ.” 
“f.].ͧ .Ǖ ȯ]¡ȯ ?” 
“'ȡȢ-ȪȢ' ȯ×ȡȢÛȡ ȡĤȪȡǑ¡ȯ¡Ȫȯ.” 
 
554   Nagmani Wanjari et al. /  Procedia Computer Science  78 ( 2016 )  550 – 555 
Like in English there exist frequent sentence starters, these kind of words can be considered as frequent sentence 
terminators.  
Fig 1: Flow of the proposed system. 
 
The figure above describes the flow of the system. Initially all the punctuations would be recognized and out of 
those the punctuation that generally denotes the end of the sentences, such as ‘.’, ‘!’, ‘?’, would initially be 
considered as the end of the sentences. Then in the next step the context of the punctuation is considered. According 
to Kiss and Struck most ambiguities are caused by abbreviations present in the text.  We can consider period ‘.’ as 
the most ambiguous symbol as it is also used to denote the abbreviations, salutations, and ellipsis. So, using the 
properties of the three properties of abbreviation [4], we can identify the abbreviations present in the text. A list of 
frequently used abbreviations can be considered and it can be kept open ended, so that further addition to the list can 
be done. The suffix and the prefix of the punctuation mark are considered. If it matches the list then it would be 
recognized as abbreviation and not as delimiter. But there may exist cases where the abbreviation comes at the end 
of the sentence their suffix of the punctuation would play an important role. The Marathi WordNet could be linked 
so that the POS tag of the words can be obtained. POS tag (Part-Of-Speech tag) determines the part of speech of the 
context word and this information would help in detecting the sentence end of the sentence. Rules that determine the 
end of sentences can be designed to help detect the end of sentence. For example:  
   
   “ \¡Ȫ!Ǖ ȯ ȪǗȡ.", \ ȯȡȯȢ ¡ȡȯȣ à¡ȡȡ.
 
Consider the underlined period. Its prefix is a verb and suffix is right quotation mark. The presence of the right 
quotation mark indicates that it is a part of direct speech or quoted part. So a rule when prefix is left quotation mark 
or suffix is a right quotation mark then it can be considered as sentence end;  
 
   “pi(ʌ) ȯ  Ǘã 3.14 ]¡ȯ.” 
 
Consider second example where the underlined period is considered. Since its context is numbers then it too can be 
ruled out as a sentence end. So a rule can be defined i.e. if the context of the period ‘.’ are number then it cannot be a 
sentence end. These are some examples of the patterns that the rules would follow. 
 
4. Conclusion 
     Thus after doing sufficient literature survey and review of various Sentence Boundary Detection techniques, we 
may conclude that a lot of work has been done for English language. Various tools such as Tokenizer, CoreNLP, 
Lingpipe, MxTerminator and many more exist [9] for English language sentence boundary detection. The 
performance of these tools differs with the use of corpus. Various approaches, such as Rule based approach, 
Stazsystem,Punkt system, Maximum Entropy approachetc. have been used for the task of detecting the true end of 
the sentences for languages like English, Spanish, Brazilian Portuguese, German, French etc.  These systems 
provide accuracies between the ranges of 74-99%. Few of these approaches have been used successfully for Indian 
languages too. For example, Kannada sentence boundary detection uses Rule Based[1] as well as Maximum 
Entropy[2] approach. Using Maximum Entropy for Kannada language provides more accuracy than Rule Based 
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method, Rule Based approach provide accuracy of nearly 70% whereas Maximum Entropy approach gives F 
measure of 95%[2]. Also as per our study, work has been done for Bengali language, where the clause boundary is 
recognized using a rule based approach and gives an accuracy of 73.12% [10], the machine language approach used 
for Malayalam language gives an accuracy of the range 72% to 100% in identifying different clauses [11]. No work 
has been reported yet for Marathi language which completely identifies sentence boundaries for Marathi language 
text. The task of sentence boundary detection for Marathi language has not been researched thoroughly. Hence we 
take up a rule based approach for the purpose of detecting the sentence end in Marathi text, where the rules are 
designed keeping in mind the grammar and pattern followed by the Marathi language. The proposed system would 
be the state-of-art approach for resolving the problem of sentence boundary detection in Marathi text which in future 
could help in efficient implementation of the privacy policies too. 
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