Strong interests in the small-sample problem have been given towards for establishing several information diffusion techniques for pattern recognition. In this paper, we review and formalize three techniques: the soft histogram, the self-study discrete regression, and the interior-outer-set model. To promote the development of this area, in this paper we suggest two open topics: the anti-accuracy principle and the digital image compression technique based on the fuzzy if-then rules extracted by using information matrix technique.
Introduction
In the realm of pattern recognition, one of the central problems is how to deal with incomplete information for the understanding of "reality". It is now commonly believed that there is more than one type of incomplete information so totally different mechanisms. An extensive literature has been generated to cope with this problem and various approaches have been proposed. To name some among others, the most notable ones are probabilistic reasoning 28 , belief function theory 7 , 27 , fuzzy logics 37 , 38 , possibilistic logic 8 , nonmonotonic reasoning 3 , and rough set theory 22 . Recently, there are also some attempts to integrate the above-mentioned formalisms 1 2 16 17 .
The information provided by a small sample for identifying the underlying population with infinite elements is so obviously incomplete that we have a natural motivation to develop a theory to study the issue. During the past 15 years a considerable progress in China has been achieved. One of the achievements is the principle of information diffusion 10 which is an application of the fuzzy set theory 34 . Based on this theory, we have developed three techniques to optimally process a small sample (size n < 30), which are:
(1) The soft histogram to improve the classical histogram for estimating a probability density function; (2) The self-study discrete regression to construct a statistic relationship from a given sample without any assumption; (3) The interior-outer-set model to calculate a possibility-probability distribution as a particular case among imprecise probabilities.
In this paper we will review and formalize the above techniques and suggest two open topics to promote the development of this area.
Basic Terminologies

Small sample
Let X = {x i |i = 1, 2, · · · , n} be a given sample drawn from a population Ω. We assume that X will be employed to estimate a relationship R defined on Ω. The set of all models by which we can estimate R with a given sample is called the operator space, denoted by Γ. We use r(x) to denote the value of R at a point x ∈ Ω, and r γ X (x) to denote the estimate with X by γ.
X is called incomplete information if and only if ∀γ ∈ Γ, ∃x ∈ Ω, such that
X is called a small sample if and only if its size n is too small to provide the necessary accuracy for recognizing a relationship of the population from which X was drawn.
"Small" is very much a relative concept, linked to the accuracy. If you might want to achieve a high degree of accuracy and confidence when making estimations, a large size sample would be regarded as a small sample when the sample size is less than the size of the population. In general, when we use a given sample to estimate a continuous relationship, a sample with size n < 30 can be regarded as a small sample.
Information diffusion
Let X with universe U be a sample and V be a subset of U . A mapping from X × V to [0, 1] µ :
µ is called a diffusion function and V is called a monitoring space.
The trivial diffusion is defined by
The simplest non-trivial diffusion function is the linear distribution function with respect to a discrete monitoring space V . When X = {x i |i = 1, 2, · · · , n} ⊂ IR (set of real numbers) and the monitoring space V = {v j |j = 1, 2, · · · , m} has steps of equal length ∆, we have the 1-dimensional linear-information-distribution shown as (2) .
The elements of V are also called the controlling points. We also use q ij to denote the value of µ(x i , v j ). We say that observation x i gives information, gain at q ij , to the controlling point v j . q ij is called the provided information to the controlling point v j by x i .
The following function is called a normal diffusion function
According to computer simulation test results, we suggest the following formula to calculate h.
where
h is called diffusion coefficient.
When each element of D(X) is a classical subset of U , the elements are just so-called random sets. Many literatures have been published on the study of the properties of random sets. The most notable ones are the covering theorem (Nguyen 20 , Pratt 24 and Robbin 25 26 ), the set-valued statistics (Wang 29 ) and the setvaluedization of observation (Peng, Wang and Kandel 23 ). Using a diffusion function, we can change a given sample X into a D(X). If we can find a model to deal with the sample for estimating the relationship we want to know, the corresponding result is called a diffusion estimate.
Principle of Information Diffusion: Let X = {x i |i = 1, 2, · · · , n} be a given sample which can be used to estimate a relationship R on universe U . Let γ be a reasonable operator. Using it to directly deal with X, we can obtain an estimate about R, denoted as R(γ, X). If and only if X is incomplete, there must exist a reasonable diffusion function µ(x i , u) and a corresponding operator γ a leading to a diffusion estimate R(γ a , D(X)) such that
||R − R|| < ||R − R||
where ||.|| denotes the error between the real relationship and the estimated one.
This principle holds, at least, in the case of estimating a probability density function, as proven in 10 and 11 . The principle guarantees the existence of reasonable diffusion functions to improve the non-diffusion estimates when the given samples are incomplete. It does not provide any indication on how to find the diffusion functions.
Soft Histogram
One of relationships defined on a population Ω is the relationship between event x and the probability p of occurrence. The histogram is one of the methods to estimate the relationship. Particularly, when nobody knows which shape of probability distribution, as normal or exponential, is fit to the underlying population, only the histogram method can guarantee explicability of the estimation.
Histogram
A histogram is a graph of grouped (binned) data in which the number of values in each bin is represented by the area of a rectangular box. When the given sample size is small, the corresponding histogram is usually unstable. Two samples with a little difference might produce two quite different histograms. Even for a same sample, when we change the intervals being closed on the left and open on the right into being closed on the right and open on the left, we would obtain a quite different histogram.
The reason is that, in the HE model, all observations falling into a same interval are considered to play a same role. Neglecting the position difference implies that we throw away some information. If the sample size is large, by the central limit theorem, the neglected information is insignificant. However, for a small sample, we have to pay attention to each observation. We use the soft histogram to improve the HE model.
Soft histogram
The 1-dimensional linear-information-distribution, shown in (2), allows us to divide an observation x i into two parts to belong two intervals of a histogram. In this case, the membership degree belonging to an interval is determined by the distance between the observation and the midpoint of an interval. If an observation is near the midpoint, the membership degree is great (not larger than 1), otherwise it is small (not less than 0). That is, an observation can belong to more than one interval in nonzero membership degree. In other words, an observation is distributed to more than one interval. Because an observation can be regarded as a piece of information, this kind of classification is called information distribution 13 18 . By this way, we can pick up the information about the differences. Definition 3.2. Let X = {x i |i = 1, 2, · · · , n} be a given sample drawn from a population with probability density function p(x). Given m intervals I 1 , I 2 , · · · , I m with width ∆. Let u j of the midpoint of I j be a controlling point. If the provided information is calculated by using the 1-dimensional linear-information-distribution,
is
called a soft histogram estimate (SHE) of p(x).
One easily verifies that a SHE is the same as that if we use fuzzy boundaries instead of crisp boundaries of the intervals in the histogram method. With computer simulation experiments, paper 11 proved that SHEp(x) is better than HEp(x) that the work efficiency of the soft histogram is 28% higher than the classical histogram is. In other words, using a small sample, less 28% size than one used in the classical histogram, we can obtain a same accurate result by the soft histogram. For example, if a statistician needs 30 observations to estimate a probability distribution by HE, then a fuzzy engineer only needs 22 observations (because 30-30×28% ≈ 22) to do it by SHE.
It is interesting to compare a soft histogram estimate and a Parzen kernel estimate 21 . Both have some coefficient as the bandwidth. ∆ is for a SHE and h √ 2π for a Parzen kernel estimate. The coefficient is just the equivalent length of a fuzzy set.
Let A ∈ IR be a symmetrical fuzzy set with center x 0 and height 1. If
2c is called the equivalent length of the fuzzy set A. For a symmetrical triangle fuzzy number I (x0,∆) , the two sides in Eq. (7) are shown in Fig. 1 , where the equivalent length is just ∆.
The equivalent length of a symmetrical triangle fuzzy number
In general, the controlling points are experimentally chosen such that the estimate is neither strongly fluctuating (there are some conspicuous wave troughs) nor too dull (many neighboring elements have same value larger than zero). For filling in the wave troughs, we would choose a larger step length ∆. However, if the length is too large, the estimate will become dull, and we have to let it be little. The adjustment work must be done repeatedly.
Self-Study Discrete Regression
Regression
Although the term "regression" denotes a broad collection of statistical methods, nowadays the term much more generally means the description of the nature of the relationship between two or more variables. For example, let X and Y have the following density:
Hence, the marginal probability density function for X is
Therefore, the conditional probability density function of Y given x is
In more general terminology, the search for a relationship between E(Y |x) and x is known as the regression problem (and the function h(x) = E(Y |x) is referred to as the regression curve of Y on x). Experimentally, problems of this short arise when a researcher records a set of (x i , y i ) pair, pots the points on a scatter diagram, and then asks for a question that adequately describes the functional relationship between the two variables. What the equation is seeking to approximate, of course,
It may be argued that, regression with respect to a given sample is to estimate a conditional expectation E(Y |x) versus x with the given sample {(x i , y i )|i = 1, 2 · · · , n}. Particularly, when the population from which observations are drawn is normal, the regression curve of Y on x is a linear function.
In principle, for any population, we can calculate the conditional probability density function showing the relationship between two or more variables. We can employ the least squares method to obtain this relationship with a given sample.
It is clear that regression results based on a given sample can describe the relationship between input and output, presuming that the type of the population from which observations are drawn is known and the size of the given sample is sufficiently large.
For a small sample without any information about the population type, it is very difficult to obtain a reasonable regression result.
Discrete regression
In the terminology of this paper, any relationship learned from a given sample is called a regression. Here, word "regression" means repeating of the past procedure. The classical statistically regression usually gives a continuous function to represent the relationship between variables. A trained neural network is performing as a mapping from input space to output space. If the mapping is continuous, the trained neural network can be regarded as a continuous regression result. Both the classical statistical regression and the neural network regression use supervised learning such as the least squares method to determine the parameters of the model or the output weights 19 .
Employing an information diffusion function, we can construct an information matrix from a given sample and then obtain a statistic relationship as a discrete regression result. The information matrix results from unsupervised learning, where we have no information available about the desired output of the matrix. To formalize the procedure, we give the following definitions. Definition 4.2. Let U be a set. If there is a discrete subset S of R r such that we can construct an one to one mapping between U and S, we say that U is a discrete set. Definition 4.3. Let U be a discrete set and V be a general set. A mapping f : U → V is called a discrete mapping of the set U into the set V . f is also called a discrete function from U to set V . Definition 4.4. Let both U and V be discrete sets. If we can obtain a mapping f of the set U into the set V by learning from a given sample, we called f a discrete regression.
r-Dimensional diffusion function
Let X = {x i |i = 1, 2, · · · , n} be an r-dimensional random sample. ∀x i ∈ X, it is an r-dimensional vector, i.e.,
Denote K = {1, 2, · · · , r} and let
∀k ∈ K, we suppose that the chosen monitoring space of X k is
Then,
is the chosen monitoring space of X.
is called a r-dimensional diffusion of X on V .
Primary information matrix
Let X = {(x i , y i )|i = 1, 2, · · · , n} be a r-dimensional random sample with input x i and output y i , and the input and output universes of X be U d and V d , respectively, denoted as
where symbol "d" means that the two monitoring spaces are discrete sets.
For a sample point (x i , y i ) and a monitoring point (u j , v k ), with a diffusion function µ, we can obtain a value µ ((x i , y 
Let
is called a primary information matrix of X on U d × V d .
Fuzzy input-output relationships from a primary information matrix
There are at least two methods to change a primary information matrix Q = {Q jk } m×t into a fuzzy input-output relationship R = {r jk } m×t .
R f model
If the elements of V d are fuzzy concepts, or they can be regarded as fuzzy sets defined on U d , with the theory of the factor space proposed by Wang in 1990 (see 30 ) we can change Q into R f .
and
Then, based on Q, each element v k of V d can be represented by a fuzzy set µ k of the universe U d .
Then, based on Q, we obtain a fuzzy relation R f , where we use the first letter "f" of factor space to indicate this kind of fuzzy relation.
R c model
If the size n of X is very large, with the falling shadow theory 29 we can change Q into R c .
From Q we can obtain the joint falling shadow of
Q jk , and the marginal falling shadow in terms of U d
Hence, we obtain the conditional falling shadow of η given ξ(ω) u j , as
We let
Then, based on Q, we obtain a fuzzy relation R c , where we use the first letter "c" of conditional falling shadow to indicate this kind of fuzzy relation. If the size n is small, R c would be too rough because R c actually is a probability model.
Approximate inference
Suppose we are given an input fuzzy set A defined on U d as
and a fuzzy relation matrix R = {r jk } m×t on U d × V d . Then we can obtain an output fuzzy set B with an operator "•" by using the following formula
where the "•" is chosen according to the character of R.
Max-min inference for R f
When R f seems more uncertain (due to n is too small or other reasons), it is impossible to make a more accurate inference. In this case, we suggest the well known max-min fuzzy composition rule to be the operator "•", i.e.,
Total-falling-shadow inference for R c
The inference with respect to R c will match with the conditional falling shadow. We suggest the total-falling-shadow formula shown in (15) .
All work we did depends totally on X, without any assumption. The R, acting as a function, is produced by learning from the given sample X, without any engineering experience. Obviously, R is a statistic relationship. Therefore, R is called a result of self-study discrete regression.
Interior-Outer-Set Model
Although we can develop some information diffusion techniques with more high work efficiency to improve accuracy of the probability estimate from a small sample, we never eliminate the imprecision of the estimate. In parametric statistical theory, the interval estimation is suggested to quantify the imprecision by selecting a region in the parameter space and specify the probability that the estimated values of a set of parameters will lie within the selected region. However, interval estimation method is bounded in the condition that the observations must be drawn from a normal distribution. Definition 5.1. Let (Ω, A, P) be a probability space, and P be the universe of discourse of probability. Let the possibility that the probability of x occurring is p be π x (p).
is called a possibility-probability distribution (PPD).
In fact, this PPD is nothing else than a model of the second-order uncertainty 5 and together with the first-order uncertainty they form hierarchical models 6 . The reason why we redefine it is to avoid any confusion and to restrict ourselves in studying the imprecise probability that can be represented by a fuzzy relation.
Let X = {x i |i = 1, 2, · · · , n} be a sample, X ⊂ IR, and U = {u j |j = 1, 2, · · · , m} be the discrete universe of X, ∆ ≡ u j − u j−1 , j = 2, 3, · · · , m. We use the method of information distribution to calculate a PPD on intervals
with respect to probability values
For interval I j , we use π Ij (p k ), or π uj (p k ), k = 0, 1, 2, · · · , n, to represent its possibility-probability. Let S j be an index set such that ∀s ∈ S j then x s ∈ X in−j , and {x s |s ∈ S j } = X in−j . Let T j be one for X out−j , that is, {x t |t ∈ T j } = X out−j . S j is called an interior index set, and T j an outer index set.
When sample X and universe U are given, we can employ the formula (2) to distribute the observation x i to the controlling point u j and obtain the information gain q ij .
∀x i ∈ X, if x i ∈ X in−j we say that it loses information, by gain at 1 − q ij , to other interval, we use q − ij = 1 − q ij to represent the loss; if x i ∈ X out−j we say that it gives information, by gain at q ij , to I j , we use q In the case that the size of X in−j is n j , the most possible probability that the event x occurs in I j is n j /n. Hence, we can suppose that
However, if x i ∈ X in−j , the loss information q − ij to u j−1 or u j+1 implicates that x i may leave interval I j when there is a disturbance in the random experiment. The gain, q − ij , is the possibility that x i may leave I j . When one of x s , s ∈ S j , has left I j , we know that P{x ∈ I j } = (n j − 1)/n. Any one of them can make it true. Therefore, the possibility of P{x ∈ I j } = (n j − 1)/n is
If two of them leave the interval, we obtain P{x ∈ I j } = (n j − 2)/n. According to the properties of possibility 36 , both of x s1 , x s2 leave I j , the possibility is q
. Considering all pairing observations in I j , we obtain the possibility that the probability of the event x occurring is (n j − 2)/n as
In other side, the observations in X out−j may move to I j when there is a disturbance in the random experiment. ∀x t ∈ X out−j , it may move to I j in possibility q + tj . Therefore, the possibility of P{x ∈ I j } = (n j + 1)/n is
If two of elements in X out−j go into I j , we obtain P{x ∈ I j } = (n j + 2)/n. Its possibility is
Hence, when there are n j observations {x s |s ∈ S j } in interval I j , we can obtain a formula to calculate a PPD as (24) is called the interior-outer-set model. With the calculation case of the risk of crop flood, Huang and Bai 12 proved that the new approach can give a better result to support risk management in crops avoiding flood than the traditional probability method. With simulation experiments and inquiring experts, Huang, Moraga and Yang 14 proved that the results from the interior-outer-set model and the subjective assessment are very near in terms of the fuzzy expected value and the standard deviation. It implies that the interior-outer-set model can replace experts to give fuzzy probabilities.
Two Open Topics
Anti-accuracy principle
The philosophy behind the principle of information diffusion might be the antiaccuracy principle: incomplete information is inflicting with any accuracy model.
One easily verifies that the following cases are the anti-accuracy phenomena.
Anti-accuracy phenomenon 1: Earthquake engineers calculate the response to a design earthquake by using the finite element method not the differential equations. In theory, the differential equations are much more accurate than the finite element method.
Anti-accuracy phenomenon 2:
In general, a multi-parameters regression model is much more accurate than a single parameter regression model. However, in statistical applications, the frequency of using the single parameter regression model is much higher than the frequency of using the multi-parameters regression model.
Anti-accuracy phenomenon 3:
More and more experts in artificial intelligence accepted the soft computing 39 , a consortium of fuzzy logic, neurocomputing, evolutionary computing and probabilistic computing, to be an important approach on the analysis of complex systems. Soft computing differs from conventional (hard) computing in that, unlike hard computing, it is tolerant of imprecision, uncertainty, partial truth, and approximation. In effect, the role model for soft computing is the human mind. The guiding principle of soft computing is: Exploit the tolerance for imprecision, uncertainty, partial truth, and approximation to achieve tractability, robustness and low solution cost.
Although we have given the statement of the anti-accuracy principle, we still regard it as an open topic. There are three tasks that must be done in the future: (1) Proving the anti-accuracy principle, at least, in some cases; (2) Mathematically formalizing the principle; (3) Finding the ways to use the principle.
Image compression using information matrix technique
The information diffusion technology would be developed to produce a new image compressor with high compression ratio, high compression speed, and high image quality.
Information matrix
Let (x i , y i ), i = 1, 2, · · · , n, be observations of a given sample X with domain U of input and range V of output.
Let A j , j = 1, 2, · · · , t and B k , k = 1, 2, · · · , l be fuzzy sets of U and V , respectively. Their membership functions are
• be an operator defined on IR.
is called information gain of (x i , y i ) at (A j , B k ) with respect to the operator •. Let
The sets of the points of an image can be regarded as a given sample X. Then, using the normal diffusion functions to construct the illustrating points, we can make an information matrix for this image.
Extracting fuzzy if-then rules
In an information matrix, the trace consisting of the points with the strongest connection may embody the relationship between input and output. However, the trace is usually fuzzy. From the point of view of the fuzzy graph 35 40 or the fuzzy patches 15 , Q jk can be regarded as a strength of fuzzy rule:
Such interpretation cannot guarantee that the results from different researchers are close to each other. It means that different step length will produce difference strength of a fuzzy rule. However, the centroid of a corresponding row is almost the same. Naturally, we extract fuzzy if-then rules according to the centroids of the rows of an information matrix. Extracting rules according to the centroids of the rows of an information matrix is called diffusion-matrix-rule (DMR) model.
Diffusion-matrix-rule approximate reasoning
Suppose we have N fuzzy if-then rules. We integrate them into an additive fuzzy system with the same rule weight to be a function approximator.
A standard additive system is defined 15 
where w j is the rule weight, S j is the volume (or area) of B j , and c j is the centroid of B j . An additive fuzzy system with the same rule weight is a special case of a standard additive system.
In the rule-base produced by DMR model, the then-part fuzzy sets, in fact, are the same as p-dimensional normal diffusion functions, written as
where c j = (c 1j , c 2j , · · · , c pj ) is the centroid of j-th row of the information matrix. Therefore,
Hence, for the rule-base from DMR model, an additive fuzzy system with the same rule weight is the following function approximator:
a j (u). then-parts use another diffusion coefficient. Therefore, the compression ratio of the DMR model is:
An example
200 − 42 200 = 79%.
Using the diffusion-matrix-rule approximate reasoning, we decompress these rules to be the image shown in Fig. 3 . Comparing the original image and the reconstructed one, we see that, image quality is good, although not exactly as the same as the original image.
This example is not a real case in image compression, although it is easy to use the suggested approach for any images. Hence, we still regard the suggested approach as an open topic.
Conclusion and Discussion
After reviewing and formalizing the information diffusion techniques, we have the following conclusions:
(I) The coefficient ∆ in the model of the soft histogram estimate is just the equivalent length of a symmetrical triangle fuzzy number I (x0,∆) . This ∆ plays a role as the same as the bandwidth of a Parzen kernel estimate 21 . When the size of a given sample is small, a soft histogram estimate is more accurate than a classical histogram estimate.
(II) A self-study discrete regression, showing the input-output relationship with respective to an r-dimensional random sample, is a fuzzy relation resulted from a primary information matrix. We use an r-dimensional diffusion function to construct a primary information matrix. When the size of a given sample is very large, a self-study discrete regression is the same as the classical regression calculated by the least squares algorithm.
(III) The interior-outer-set model is a hybrid model that consists of the information distribution method and the possibility inference. The model is suggested to represent imprecision of the estimated probabilities with a small sample. The new approach can give a better result to support risk management in crops avoiding flood than the traditional probability method. And, it can replace experts to give fuzzy probabilities.
After studying two open topics we have the following conclusions:
(1) There are other anti-accuracy phenomena. They would help us to explain the success of information diffusion techniques.
(2) With the image compression experiments, we see the potential commercial value of the information diffusion techniques.
In the years ahead, in China, a research group in surveying and mapping has developed the theory, method and robustness of the parameter estimation based on the principle on information diffusion 31 . A group in biomedical engineering used the information diffusion theory for decomposing the electromyography signal and obtained satisfactory results 32 . The method for analyzing meteorological data based on information distribution is given. The experimental results show that objective law of meteorological data can be easily obtained by the method 4 . The normal diffusion method has been introduced to resolve the problems of non-parameters input of decision support system. It can gradually improve the system precision and be of wide application significance 41 . The principle of information diffusion has been used to get typical patterns for training a neural network to fault diagnosis 9 . The method is also applied to form the nonlinear mapping relations between geological conditions and fully-mechanized coal mining methods to gain the aim of identifying geological conditions and determining reasonably fully-mechanized coal mining methods 33 .
These applications show that the information diffusion theory is likely to become an important tool of fuzzy system analysis.
