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1CHAPTER 1. INTRODUCTION
Various physical systems and problems in science and engineering can be described by
partial differential equation models. We are interested in two models, hyperbolic conservation
laws and Hamilton-Jacobi equations.
A general hyperbolic conservation law (CL) is of the form
∂tφ+∇x · f(φ) = 0, x ∈ R
d, t > 0, (1.1)
where φ ∈ Rm denotes a vector of conserved quantities, and f : Rm → Rd is a non-linear
convection flux.
A general Hamilton-Jacobi (HJ) equation is of the form
∂tφ+H(∇φ, x) = 0, x ∈ R
d, t > 0, (1.2)
where φ ∈ R is the unknown, and H : Rd → R is a non-linear Hamiltonian.
This dissertation concerns with the design of numerical methods to find the solution of these
model equations. A novel approximation to the original model which we call the alternating
evolution system is introduced on the basis of which high-resolution numerical methods are
formulated and implemented.
1.1 Why Important?
Many practical problems in science and engineering involved conserved quantities and lead
to PDEs of the hyperbolic conservation law type. It is well known that hyperbolic CL produce
discontinuities in the solution called shocks and HJ equations produce solutions with high
gradients called kinks in finite time. These create special numerical difficulties and must be
dealt with carefully in developing numerical methods. Also, a great deal is known about the
2mathematical structure of these equations and their solution and this theory can be exploited
to develop special methods that overcome some of the numerical difficulties encountered with
a more naive approach.
Hyperbolic conservation laws in general are of application wherever a physical quantity (for
eg., mass, momentum, energy) is conserved, see e.g. [24]. One of the very important equation
of this class is the Euler equations of gas dynamics which in one-dimension has the form

ρ
ρu
E


t
+


ρu
ρu2 + p
u(E + p)


x
= 0, p = (γ − 1)(E −
1
2
ρu2), (1.3)
where γ > 1 is a constant from thermodynamics, ρ, u, p, and E are the density, velocity,
pressure, and the energy respectively. ρu denotes the momentum of the gas particles. These
equations are used extensively in aerodynamics in modeling the flow of air around the wings
of an aircraft. The aerodynamic engineers are interested in the pressure distribution along the
airfoil surface from which the net force on the wing of an aircraft can be calculated which are
crucial in evaluating its performance. Shocks can be observed as discontinuities in the pressure.
The location and strength of shock waves have significant impact on the overall solution, and
so an accurate computation of discontinuities is of great importance. Meteorology and weather
prediction is another area of fluid dynamics where conservation laws apply. Weather fronts
are essentially shock waves - discontinuities in pressure and temperature which need to be
calculated accurately.
The Hamilton-Jacobi equation arises in many applications such as geometrical optics, crys-
tal growth, computer vision, and geometric motion.
1.2 Nature of the Problem
1.2.1 Mathematical Difficulties
For hyperbolic CL, the solution with discontinuities does not satisfy the PDE in the classical
sense at all points since the derivatives are not defined at discontinuities. Hence a “weak form”
3of conservation law is usually defined which on a domain Ω has the form∫
Ω
∂tφψ dx+
∫
Ω
f(φ)∇x · ψ dx = 0, ∀ψ.
This leads to another mathematical difficulty that the weak solution may be non-unique for
the same initial data. In order to pick the physically relevant solution, the notion of entropy
solutions is generally used, see e.g. [8] .
The HJ equations in general do not have smooth solutions for all times t ≥ 0. These
problems have been approached by Crandall and Lions in 1983 [6] by introducing the notion
of viscosity solutions. Weak form of solutions are defined by introducing a viscosity term ǫ∆φ
into the HJ equation as
∂tφ+H(∇φ, x) = ǫ∆φ,
and letting ǫ go to zero. Themaximum principle is used to pick out the physically relevant weak
solution; the viscosity solution. The viscosity solutions of HJ equations are Lipschitz continuous
but with discontinuous derivatives even if the Hamiltonian H and the initial condition φ0(x)
is C∞, see e.g. [8] for details.
1.2.2 Numerical Difficulties
For both hyperbolic conservation laws and Hamilton-Jacobi equations, we face a new set
of difficulties when we attempt to calculate their solutions numerically.
For hyperbolic conservation laws, natural first order numerical methods smear and smooth
out solutions near discontinuities because of large numerical viscosity. Standard second order
methods produce dispersive effects and hence create large oscillations in the solution. In the
case of Hamilton Jacobi equations, similar effects are produced by standard first and second
order methods where kinks or high gradient points are present in the solution.
This calls for high-resolution methods which possess the following features:
(i) It is to be accurate in smooth regions.
(ii) It is to retain low numerical dissipation and a nonoscillatory behavior in the neighborhood
of singularities.
4(iii) It is to be consistent with the model equation and possess some notion of stability.
1.3 Goals and Main Results
Motivated by the challenges presented by the above two important model systems, we
propose a new approach to compute its numerical solution by using the novel approximation
system proposed by Liu [28] for hyperbolic CL. The numerical scheme is constructed by sam-
pling on different grids. The approximation uses a parameter ǫ to communicate with solutions
at the different grids. Higher order methods are constructed by using popular ideas such as
higher order reconstruction in space and higher order ODE solver in time. In addition, some
local schemes are also proposed in which more local information of the existing data is used in
the numerical method to obtain a higher accuracy.
The schemes are extended to both one-and two-dimensional scalar CL and systems of CL
and also to HJ equations. We also prove the numerical stability in the sense of satisfying
the maximum principle and total variation diminishing (TVD) property. Extensive numerical
results are presented to demonstrate the high order accuracy and capacity of these AE schemes.
The results obtained can be summarized as follows:
• AE Schemes for 1D Hyperbolic Conservation Law : The alternating evolution (AE) ap-
proximation system of Liu [28]
ut + f(v)x =
1
ǫ
(v − u), vt + f(u)x =
1
ǫ
(u− v),
is an accurate approximation to systems of hyperbolic conservation laws
φt + f(φ)x = 0, φ(x, 0) = φ0(x).
One distinguished feature of this approximate system is its extremely high accuracy; for
scalar conservation laws it is proven that this system captures the exact entropy solution
provided both components take the same initial data as the one given for the conservation
law, i.e., if initially u(x, 0) = v(x, 0) = φ0(x), then
u(x, t) = v(x, t) = φ(x, t), ∀ (x, t) ∈ Rd × R+.
5The convergence results for the solution of the approximate system to the entropy solution
of the conservation law can be found in detail in [28]. On the other hand if the system
is rewritten as
u+ ǫut = v − ǫ∇x · f(v), v + ǫvt = u− ǫ∇x · f(u),
one can see for ǫ = O(∆t) the system is able to transfer spatial changes of one com-
ponent into temporal changes of another component. The communication between two
components is thus realized by the choice of parameter ǫ.
The numerical schemes, presented in this work, take advantage of these remarkable fea-
tures of the AE system. Our approach is based on a sliding average of the AE system
over an interval of [x−∆x, x+∆x]. The numerical scheme is then constructed by sam-
pling the averaged system over alternating grids. Higher order accuracy is achieved by
a combination of high-order polynomial reconstruction from the obtained averages and
a stable Runge-Kutta discretization in time. Local AE schemes are made possible by
letting the scale parameter ǫ reflect the local distribution of nonlinear waves. We define
two local schemes; one, the local AE1 scheme, in which we choose ǫ such that
ǫk+1/2 ≤ Q
∆x
max
s∈Mk+1/2
|f ′(s)|
, ∆t ≤ min
k
ǫk+1/2.
and second, the local AE2 scheme, in which we choose ǫ such that
ǫk+1/2 ≤ Q
∆x
1
|Mk+1/2|
∫
Mk+1/2
|f ′(s)| ds
, ∆t ≤ min
k
ǫk+1/2.
with notation Mk+1/2 denoting the range [min(Φk,Φk+1),max(Φk,Φk+1)]. Φk denotes
the computed solution values at the spatial grid points and factor Q is dependent on the
order of the scheme which is obtained from the stability conditions. The AE schemes
have the advantage of easier formulation and implementation, and efficient computation
of the solution. For the first and second order local AE schemes applied to scalar con-
servation laws, we prove the numerical stability in the sense of satisfying the maximum
principle and total variation diminishing (TVD) property. Third order schemes are also
6formulated. Numerical tests for both scalar conservation laws and compressible Euler
equations are presented to demonstrate the high order accuracy and capacity of the AE
schemes. These tests indicate that our scheme performs comparably to finite difference
schemes currently present in literature. Also, the local AE2 schemes perform the best
followed by the local AE1 schemes and the global AE schemes.
The results have been submitted as a paper [1].
• AE Schemes for 2D Hyperbolic Conservation Law : For the two-dimensional CL
φt + f(φ)x + g(φ)y = 0,
following the approximation idea for one-dimensional systems, we propose an AE system
as
ut + f(v)x + g(v)y =
1
ǫ
(v − u),
vt + f(u)x + g(u)y =
1
ǫ
(u− v).
The numerical scheme is obtained by sampling these equations at the computational
grid points. The first and second order global AE numerical method is formulated and
implemented. The stability theorem is proved in the sense of satisfying the maximum
principle. The stability conditions read as
ǫ
(
max |f ′|
∆x
+
max |g′|
∆y
)
≤ Q, ∆t < ǫ
where the factor Q takes value 1 for first order and
1
4
for second order. Maximum speed
of propagation in the x- and y- direction, that is max |f ′| and max |g′| are calculated for
solution values taken over the entire domain. Notations ∆x,∆y define spatial discretiza-
tion in the x- and y-direction and ∆t denotes the time step. We conduct numerical tests
on some standard test problems for both scalar and systems of CL.
• AE Schemes for Hamilton-Jacobi Equations: We also extend the AE approximation idea
to other equations such as the one-dimensional Hamilton-Jacobi equation
φt +H(φx) = 0, φ(x, 0) = φ0(x).
7The AE system takes the form
ut +H(vx) =
1
ǫ
(v − u), vt +H(ux) =
1
ǫ
(u− v).
The numerical scheme is formulated by sampling this system at alternating grid points.
Global and local first, second and third order AE schemes are formulated and prove that
the first and second order schemes are stable in the sense of satisfying the maximum
principle when
ǫ
∆x
max |H ′| ≤ Q, ∆t < ǫ,
holds. Q takes value 1 for first order and
3
4
for second order. These bounds hold both
for global and local AE schemes and is dependent on the non-linear limiters we use.
Extensive numerical tests are performed on convex and non-convex Hamiltonians with
initial conditions having continuous and discontinuous derivatives. The results indicate
that as in the CL case, the AE2 schemes perform the best followed by the AE1 scheme
and the AE scheme.
1.4 Thesis Outline
The rest of the dissertation is organized as follows:
• Chapter 2: A brief literature survey of various related work is presented in this chapter.
Also, some standard techniques used throughout the thesis such as the higher order
polynomial reconstruction procedure (ENO algorithm) and Runge-Kutta ODE solver is
presented.
• Chapter 3: The AE approximation idea is introduced in this chapter for one-dimensional
hyperbolic conservation law and its properties explained. The formulation of first, second
and third order local and global numerical schemes are presented. We also prove that
the numerical schemes are stable in the sense of satisfying the maximum principle and
total variation diminishing property. Results of the application of these schemes to some
standard test problems are presented.
8• Chapter 4: The AE approximation as applied to two-dimensional hyperbolic conservation
law is described in this chapter. The formulation of the first and second order global
AE schemes and proof of their numerical stability is presented. The implemention of the
schemes on some standard examples is also presented.
• Chapter 5: The application of the AE approximation to other equations, that is, the
one-dimensional Hamilton-Jacobi equation is described in this chapter. We present the
formulation of the first, second and third order global and local numerical schemes and
prove that they are numerically stable in the sense of satisfying the maximum principle.
The numerical schemes are also implemented on some standard test problems.
• Chapter 6: We conclude with a summary and directions for future work.
9CHAPTER 2. RELATED WORK
2.1 Literature Survey
The need for devising accurate and efficient numerical methods for nonlinear hyperbolic
conservation laws and related models has prompted and sustained the abundant research in
this area, see, for example, [24, 38, 4]. The notorious difficulty encountered for the satisfactory
approximation of the exact solutions of these systems lies in the presence of discontinuities in
the solution. A well known recipe to achieve both high-order accuracy and convergence to the
entropy solution is the so called high-resolution schemes. The success has been due to two
factors: the local enforcement of nonlinear conservation laws and the non-oscillatory piecewise
polynomial reconstruction from evolved local moments (cell averages).
The finite difference/volume solution techniques for nonlinear conservation laws fall under
two main categories according to their way of sampling [31]: upwind and central schemes. The
forerunners for these two large classes of high resolution schemes for nonlinear conservation
laws are the first-order Godunov [10] and Lax-Friedrichs (LxF) schemes [9, 23], respectively.
In [10], Godunov proposed to evolve a piecewise cell average representation of the solution
and evaluate the fluxes at cell interfaces. Godunov type upwind schemes are then obtained
by using an exact or approximate Riemann solver to distribute the non-linear waves between
two neighboring computational cells. Various higher-order extensions of the Godunov scheme
have been rapidly developed since 1970’s, employing higher-order reconstruction of piece-wise
polynomials from the cell averages, including MUSCL, TVD, PPM, ENO and WENO schemes
[39, 40, 13, 5, 14, 35, 36, 29].
In contrast, Godunov type central schemes are more diffusive, yet easy to formulate and
implement since no Riemann solvers are required. In the one-dimensional case, examples of
10
such schemes for conservation laws are the second-order Nessyahu-Tadmor scheme [31] and the
higher-order schemes in [30, 2, 26]. Second-order multi-D central schemes were introduced in
[17], and their higher-order extensions were developed in [20], among others.
The two categories of schemes are somehow interlaced during their independent develop-
ments; the upwind scheme becomes Riemann solver-free when a local numerical flux is used to
replace the exact Riemann solver, see Shu and Osher [35, 36], and the central scheme becomes
less diffusive when variable control volumes are used in deriving the scheme, see Kurganov and
Tadmor [21]. The upwind feature can be further enforced [15, 19].
Finally we mention that the ideas of numerical fluxes coined in the development of high res-
olution schemes when incorporated into a finite element space discretization by discontinuous
approximations have resulted in a rapid development of compact high resolution schemes in
recent years, see, for example, the RKDG methods by Cockburn and Shu [4], and the spectral
volume methods by Wang [41].
In the formulation of higher order numerical schemes, we need to use higher order approx-
imations in space and time. A standard recipe to obtain higher order is space is to use higher
order polynomials to represent the solution and to obtain higher order in time is to use better
representation of slopes in time which is accomplished by using intermediate approximations
to the slopes. In the next two section we give some basic idea about obtaining higher order
discretization in space and in time.
2.2 High Order Polynomial Reconstruction
The scheme is especially suitable for problems containing shocks and complicated solution
structures such as kinks etc. The key idea lies at the approximation level, where a nonlinear
adaptive procedure is used to automatically choose the locally smoothest stencil, hence avoiding
crossing discontinuities in the interpolation procedure as much as possible. ENO (Essentially
Non-Oscillatory) schemes were first introduced by Harten, Engquist, Osher and Chakravarthy
in 1987 [14].
Suppose we want to find the ENO polynomial on the cell [xi, xi+1], we start with a two
11
point stencil {xi, xi+1} and the linear interpolating polynomial can be written as
p1(x) = Φ[xi] + Φ[xi, xi+1](x− xi).
At the next step, we have only two choices to expand the stencil by adding one point; we either
add the left neighbor xi−1 resulting in the quadratic interpolant
p2(x) = p1(x) + Φ[xi−1, xi, xi+1](x− xi)(x− xi+1),
or add the right neighbor xi+2 resulting in
p2(x) = p1(x) + Φ[xi, xi+1, xi+2](x− xi)(x− xi+1).
We decide upon which point to add to the stencil by comparing the two divided differences
Φ[xi−1, xi, xi+1] and Φ[xi, xi+1, xi+2], and picking the one with a smaller absolute value. Thus,
if
|Φ[xi−1, xi, xi+1]| < |Φ[[xi, xi+1, xi+2]|,
then,
p2(x) = Φ[xi] + Φ[xi, xi+1](x− xi) + Φ[xi−1, xi, xi+1](x− xi)(x− xi+1).
The procedure is continued with one point added to the stencil at every step until the desired
order of interpolating polynomial is obtained. Here Φ[. . .] denote Newton divided differences.
See [33] for more details.
The ENO polynomial approximation algorithm which returns the polynomial pk+ 1
2
[Φn](x),
and its derivative ∂xpk+ 1
2
[Φn](x) on [xk, xk+1] is given as follows: Given point values Φ(xi),
i = 0,±1,±2, . . . of a (usually piecewise smooth) function Φ(x) at discrete nodes xi , we
associate an r−th degree polynomial pΦ,r
i+ 1
2
(x) with each interval [xi, xi+1], with the left-most
point in the stencil as x
k
(r)
min
, constructed inductively by the algorithm from [32]:
1. pΦ,1
i+ 1
2
(x) = Φ[xi] + Φ[xi, xi+1](x− xi), k
(1)
min = i;
2. If k
(l−1)
min and p
Φ,l−1
i+ 1
2
(x) are both defined, then let
a(l) = Φ[x
k
(l−1)
min
, . . . , x
k
(l−1)
min +l
],
b(l) = Φ[x
k
(l−1)
min −1
, . . . , x
k
(l−1)
min +l−1
], and
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i. if |a(l)| ≥ |b(l)|, then c(l) = b(l) and k
(l)
min = k
(l−1)
min − 1; otherwise c
(l) = a(l) and
k
(l)
min = k
(l−1)
min ;
ii. pΦ,l
i+ 1
2
(x) = pΦ,l−1
i+ 1
2
(x) + c(l)
k
(l−1)
min +l−1∏
i=k
(l−1)
min
(x− xi).
The approximations to the left and right x−derivatives of Φ are then taken as
u±i =
∂
∂x
pΦ,r
i+ 1
2
(xi).
2.3 TVD Runge-Kutta Method
In this section we briefly describe a class of high order TVD (Total Variation Diminishing)
Runge-Kutta time discretization [12, 11] used to achieve higher order time discretization. The
method is used to solve a system of ODEs of the form
φt = L(φ), φ(x, 0) = φ0, (2.1)
which has the property that the total variation of the numerical solution Φ, i.e.,
TV [Φ] =
∑
k
|Φk+1 − Φk|
does not increase for the first order in time Euler forward stepping
Φn+1 = Φn +∆tL(Φn)
under some restriction on ∆t:
∆t ≤ ∆te.
The objective of the high order TVD Runge-Kutta time discretization is to maintain the
TVD property while achieving higher order accuracy in time, perhaps with a different time
step restriction. The TVD Runge-Kutta which gives second order time discretization can be
given by
Φ(1) = Φn +∆tL(Φn),
Φn+1 =
1
2
Φn +
1
2
Φ(1) +
1
2
∆tL(Φ(1)),
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and one which gives third order is
Φ(1) = Φn +∆tL(Φn),
Φ(2) =
3
4
Φn +
1
4
Φ(1) +
1
2
∆tL(Φ(1)),
Φn+1 =
1
3
Φn +
2
3
Φ(2) +
2
3
∆tL(Φ(2)).
In the next three chapters, first, second and third order Runge-Kutta schemes are exten-
sively used in the formulation of our numerical method.
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CHAPTER 3. AE SCHEME FOR 1-D CONSERVATION LAWS
In this chapter we describe the main idea behind the alternating evolution system and
formulation of the numerical scheme from it. The features of the scheme are presented along
with stability proofs and extensive numerical experiments.
3.1 The General AE System
A multi-dimensional hyperbolic conservation law (CL) has the form:
φt +∇x · f(φ) = 0, x ∈ R
d, t > 0, (3.1)
where φ ∈ Rm denotes a vector of conserved quantities, and f : Rm → Rd is a nonlinear
convection flux.
In this section we present new alternating evolution (AE) schemes to (3.1) which were first
introduced by Liu in [28]. In the formulation of these schemes we borrow techniques of both
the local enforcement and the high-order polynomial reconstruction from the literature, but
apply them to a novel approximation system, which in one-dimensional case reads
ut +∇x · f(v) =
1
ǫ
(v − u), (3.2)
vt +∇x · f(u) =
1
ǫ
(u− v). (3.3)
with the initial condition,
u(x, 0) = u0(x), v(x, 0) = v0(x).
Here ǫ > 0 is a scale parameter of user’s choice.
15
3.1.1 AE System Features
The motivation for the approximation system and its features are is given in detail in [28].
We highlight its main characteristics here again.
The approximation framework has a simple formulation even for a general multi-dimensional
system of conservation laws and is easy for numerical implementation. One distinguished fea-
ture of this approximate system is its extremely high accuracy; for scalar conservation laws it
is proven that this system captures the exact entropy solution for nonlinear conservation laws
provided both components take the same initial data as the one given for the conservation law.
To this effect, we have the following theorems from [28].
Theorem 3.1.1. For any (u0, v0) ∈ L
1(Rd)
⋂
L∞(Rd) and for each fixed ǫ, (3.2)-(3.3) admits
a unique weak solution (uǫ, vǫ) on Rd × R+ such that (u, v) ∈ C([0,∞]);L1(Rd). Moreover,
there exists a bounded measurable function φ(x, t) on Rd × R+ such that as ǫ→ 0,
uǫ → φ(x, t), uǫ − vǫ → 0, (x, t) ∈ Rd × R+.
Also, φ is the entropy solution of (3.1) with initial data φ0(x) =
1
2
(u0(x) + v0(x)) for x ∈ R
d.
Theorem 3.1.2. Let φ be the entropy solution of the scalar conservation laws (3.1) with
initial data φ0 ∈ L
1(Rd)
⋂
L∞(Rd), and (uǫ, vǫ) be the weak solution subject to the initial data
(u0, v0) ∈ L
∞(Rd). Then it holds that
‖uǫ − vǫ‖L1(Rd) ≤ ‖u0 − v0‖L1(Rd)e
−4t/ǫ.
Furthermore,
(i) if u0 + v0 = 2φ0, then
lim
t/ǫ→∞
‖uǫ(·, t)− φǫ(·, t)‖L1(Rd) = lim
t/ǫ→∞
‖vǫ(·, t)− φǫ(·, t)‖L1(Rd) = 0.
(ii) if u0 = v0 = φ0, then
uǫ(x, t) = vǫ(x, t) = φ(x, t)
almost everywhere in Rd × R+.
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The high accuracy of the AE system is illustrated in [28] for linear scalar conservation laws
with constant speed a,
φt + aφx = 0, φ(x, 0) = φ0(x), x ∈ R
1, t > 0 (3.4)
having an explicit solution φ(x, t) = φ0(x−at). The AE approximation system has the following
exact solution
u(x, t) =
1
2
u0(x− at)(1 + e
−4t/ǫ) +
1
2
v0(x− at)(1− e
−4t/ǫ),
v(x, t) =
1
2
u0(x− at)(1− e
−4t/ǫ) +
1
2
v0(x− at)(1 + e
−4t/ǫ).
Note that if we choose u0 = v0 = φ0 initially, then u = v = φ0(x− at) gives the exact solution
of the linear advection equation (3.4). We can also see that u− v converges exponentially to
zero as ǫ becomes small even when u0 − v0 6= 0.
Also note that if the system is rewritten as
u+ ǫut = v − ǫ∇x · f(v), v + ǫvt = u− ǫ∇x · f(u),
one can see for ǫ = O(∆t) the system is able to transfer spatial changes of one component into
temporal changes of another component. The communication between two components is thus
realized by the choice of parameter ǫ.
Another important feature of the AE system is that flux in (3.2) depends only on v, and
the flux in (3.3) depends only on u. This way, the usual handling of wave propagation across
the cell interfaces can be replaced by a simple alternating update.
3.1.2 Semi-discrete Formulation
We now proceed with the formulation of the numerical scheme; it is devised using the
finite volume methodology wherein the integral conservation law is enforced for small control
volumes defined by the computational mesh, see e.g. [24, 25, 38]. Let u¯(x, t) denote the sliding
average of u(·, t) over interval Ix = {ξ|x−∆x ≤ ξ ≤ x+∆x}:
u¯(x, t) =
1
2∆x
∫ x+∆x
x−∆x
u(ξ, t) dξ.
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Integration of the one-dimensional AE system (3.2)-(3.3) over Ix gives
d
dt
u¯(x, t) = −
u¯(x, t)
ǫ
+
1
ǫ
L[v](x, t), (3.5)
d
dt
v¯(x, t) = −
v¯(x, t)
ǫ
+
1
ǫ
L[u](x, t), (3.6)
where x serves as a moving parameter and
L[Φ](x, t) := Φ¯(x, t)−
ǫ
2∆x
(f(Φ(x+∆x, t))− f(Φ(x−∆x, t))) . (3.7)
The numerical scheme is constructed by sampling both formulations (3.5) and (3.6) over al-
ternating grids for u and v, respectively, with proper approximation of L[Φ] defined in (3.7).
We first define a uniform grid over the domain [a, b] as
a = x0 < x1 < . . . < xN−1 < xN = b,
and define the interval [xk −∆x, xk + ∆x] as Ik. If we now we sample (3.5) at the even grip
points x2i and (3.6) at the odd grid points x2i+1, respectively, then we have
d
dt
u2i(t) =
1
ǫ
[−u2i(t) + L2i[v](t)], (3.8)
d
dt
v2i+1(t) =
1
ǫ
[−v2i+1(t) + L2i+1[u](t)]. (3.9)
Here we define Lk[Φ](t) := L[Φ](xk, t). In general, the total numerical solution at time tn =
n∆t can be written as
Φnk =


unk k = 2i,
vnk k = 2i+ 1,
(3.10)
with ∆t as the time step. The high accuracy of the scheme is realized via two steps: high-
order spatial reconstruction from averages Φk and evaluation of L[Φ](t) accordingly; higher-
order temporal approximation of the above ODE system (3.8)-(3.9), such as the Runge-Kutta
method.
For higher order in space, we construct piecewise polynomials on Ik for k = 2i, 2i+1. The
piecewise polynomial reconstruction needs to be conservative,
Φnk =
1
2∆x
∫
Ik
p[Φn](x) dx,
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and should be accurate of desired order, and non-oscillatory. Second order schemes require a
piecewise linear reconstruction. Third order schemes employ a piecewise quadratic approxima-
tion. With such a reconstructed p[Φn], we proceed to evaluate L[Φn] as follows. At any even
node k = 2i, using piecewise polynomial p[vn] constructed over [x2i−2, x2i] and [x2i, x2i+2] we
obtain
L2i[v
n] =
1
2∆x
∫
I2i
p[vn](x) dx−
ǫ
2∆x
[f(p[vn]2i+1)− f(p[v
n]2i−1)] . (3.11)
At any odd node k = 2i + 1, using piecewise polynomial p[un] constructed over [x2i−1, x2i+1]
and [x2i+1, x2i+3], we obtain
L2i+1[u
n] =
1
2∆x
∫
I2i+1
p[un](x) dx −
ǫ
2∆x
[f(p[un]2i+2)− f(p[u
n]2i)] . (3.12)
These procedures together with the Runge-Kutta time discretization of the system (3.8)-(3.9)
enable us to design a new class of high-resolution schemes for hyperbolic conservation laws,
called AE schemes.
3.2 AE Scheme Formulation
In this section, we explain the motivation, formulation of the AE methodology which was
first introduced in [28]. We also present the new local AE schemes developed along with the
theoretical stability analysis results and the computational numerical tests results.
3.2.1 Global AE Schemes
Recall that ǫ in the AE system was a parameter of user’s choice. In the global AE schemes,
ǫ uses the global speed information of the waves.
3.2.1.1 First Order Scheme
In this section, we present the formulation of the first order global AE scheme. We consider
piecewise constant polynomial reconstructions in space and first order forward Euler in time.
We obtain,
p[vin]2i+1 = v
n
2i+1, p[v
n]2i−1 = v
n
2i−1, p[u
n]2i = u
n
2i, and p[u
n]2i+2 = u
n
2i+2.
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Also,
1
2∆x
∫
I2i
p[vn](x) dx =
vn2i+1 + v
n
2i−1
2
, and
1
2∆x
∫
I2i+1
p[un](x) dx =
un2i+2 + u
n
2i
2
.
Using these in (3.8)-(3.9) and (3.11)-(3.12), we obtain the first order scheme
un+12i = (1− κ)u
n
2i + κ
[
vn2i+1 + v
n
2i−1
2
−
ǫ
2∆x
(
f(vn2i+1)− f(v
n
2i−1)
)]
, (3.13)
vn+12i+1 = (1− κ)v
n
2i+1 + κ
[
un2i+2 + u
n
2i
2
−
ǫ
2∆x
(
f(un2i+2)− f(u
n
2i)
)]
, (3.14)
where κ =
∆t
ǫ
.
The first order scheme is numerically stable if
ǫ
∆x
max |f ′| ≤ 1, the proof of which can be
found in [28]. This scheme when ǫ = ∆t becomes the celebrated Lax Friedrich (LxF) scheme.
3.2.1.2 Second Order Scheme
We use a linear polynomial reconstruction of the form
p[Φn](x) =
∑
k
(
Φnk + s
1,n
k (x− xk)
)
χ
Ik(x), (3.15)
where χIk is the characteristic function which takes value only on interval Ik, s
1,n
k is the
numerical derivative corresponding to φx. The non-oscillatory property requires that we choose
snk with certain limiters. In our schemes we use the basic minmod limiter, see, e.g. [30, 37]
and the ENO limiter, see e.g. [33] which are defined
1. Minmod limiter:
s1,nk = minmod
{
Φnk+2 − Φ
n
k
2∆x
,
Φnk − Φ
n
k−2
2∆x
}
, (3.16)
where
minmod {a1, a2, . . .} :=


min
i
{ai} if ai > 0 ∀i,
max
i
{ai} if ai < 0 ∀i,
0 otherwise.
(3.17)
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2. ENO limiter:
s1,nk = minabs
{
Φnk+2 − Φ
n
k
2∆x
,
Φnk − Φ
n
k−2
2∆x
}
, (3.18)
where
minabs {a1, a2} :=


a1 if |a1| ≤ |a2|,
a2 if |a1| > |a2|.
(3.19)
With the above reconstruction, we obtain the term
1
2∆x
∫
Ik
p[Φn](x) dx =
Φnk+1 +Φ
n
k−1
2
+
∆x
4
(s1,nk−1 − s
1,n
k+1),
so that
Lk[Φ
n] =
[
Φnk+1 +Φ
n
k−1
2
+
∆x
4
s1,nk−1 − s
1,n
k+1)−
ǫ
2∆x
(
f(Φnk+1)− f(Φ
n
k−1)
)]
. (3.20)
Using second order Runge-Kutta time discretization, we arrive at the following second order
AE scheme
u∗2i = (1− κ)u
n
2i + κL2i[v
n], (3.21)
v∗2i+1 = (1− κ)v
n
2i+1 + κL2i+1[u
n], (3.22)
un+12i =
1
2
un2i +
1
2
((1− κ)u∗2i + κL2i[v
∗]) , (3.23)
vn+12i+1 =
1
2
vn2i+1 +
1
2
(
(1− κ)v∗2i+1 + κL2i+1[u
∗]
)
. (3.24)
The third order AE scheme can be formulated in a similar fashion. We use the third order
local and global methods extensively in our tests but have omitted the formulation here.
Note that the parameter ǫ in our formulation plays a very important role in the numerical
dissipation factor of the scheme. Fig. 3.1 and 3.2 show plots for the solution of Burgers’
equation when the solution is discontinuous. From the graphs we can see that as ǫ decreases,
the dissipation increases and the solution is more smeared for fixed time step ∆t. In order to
reduce the dissipation we introduce local AE schemes which are presented in the next section.
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Figure 3.1: Plot for Burgers’ equation, Example 3.4.1 at discontinuity on [0, 2], T = 0.7,
N = 200, 2nd order AE scheme to show the effect of change in ǫ.
3.2.2 Local AE Schemes
In the local AE schemes, we embed more local information into ǫ. Instead of a single global
parameter ǫ, we use local parameters which use local speed information and thus increase the
numerical accuracy of the scheme.
3.2.2.1 First Order Scheme
Use notation Mk+1/2 to denote the range [min(Φk,Φk+1),max(Φk,Φk+1)]. At every cell
[xk−1, xk+1], we need to introduce two local variables to keep the conservation form of the
numerical method. By using local parameters and integrating the 1-D AE system (3.2)-(3.3)
over Ix we have
d
dt
u¯(x, t) = −
1
2∆x
∫ x+∆x
x−∆x
∂xf(v) dx
−
1
2∆x
[
1
ǫx−∆x/2
∫ x
x−∆x
(u− v) dx+
1
ǫx+∆x/2
∫ x+∆x
x
(u− v) dx
]
, (3.25)
d
dt
v¯(x, t) = −
1
2∆x
∫ x+∆x
x−∆x
∂xf(u) dx
−
1
2∆x
[
1
ǫx−∆x/2
∫ x
x−∆x
(v − u) dx+
1
ǫx+∆x/2
∫ x+∆x
x
(v − u) dx
]
. (3.26)
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Figure 3.2: Plot for Burgers’ equation, Example 3.4.1 at discontinuity on [0, 2], T = 0.7,
N = 200, 3rd order AE scheme to show the effect of change in ǫ.
Note that ǫx−∆x/2 uses the information to the left of x and ǫx+∆x/2 that to the right of x.
Sampling equation (3.25) at x2i and (3.26) at x2i+1, respectively, and using piecewise constant
polynomial reconstruction we obtain,
un+12i = u
n
2i −
λ
2
(f(vn2i+1)− f(v
n
2i−1))
−
κn2i−1/2
2
(un2i − v
n
2i−1)−
κn2i+1/2
2
(un2i − v
n
2i+1), (3.27)
vn+12i+1 = v
n
2i+1 −
λ
2
(f(u2i+2)− f(u2i))
−
κn2i+1/2
2
(vn2i+1 − u
n
2i)−
κ2i+3/2
2
(vn2i+1 − u
n
2i+2), (3.28)
where λ =
∆t
ǫ
. For every time step tn, define
κk+1/2 :=
∆t
ǫk+1/2
,
Depending on the way ǫk+1/2 is defined, we can formulate two local AE schemes:
1. Local AE1 scheme We choose ǫk such that
ǫk+1/2 ≤ Q
∆x
max
s∈Mk+1/2
|f ′(s)|
, ∆t ≤ min
k
ǫk+1/2. (3.29)
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2. Local AE2 scheme We choose ǫ such that
ǫk+1/2 ≤ Q
∆x
1
|Mk+1/2|
∫
Mk+1/2
|f ′(s)| ds
, ∆t ≤ min
k
ǫk+1/2. (3.30)
This choice is motivated by the Enguist-Osher flux [7, 38].
Q is a factor that is dependent on the order of the scheme and the stability conditions presented
in Section 3.3 provide the range of values Q can take. In both the above local schemes, the
idea is to use the local maximum and local average values of the wave propagation speed which
gives a higher accuracy method than when using global wave speed information.
3.2.2.2 Second Order Scheme
For the second order local AE scheme formulation, we follow the general finite volume
methodology used in the global second order scheme.
If we sample (3.25) at x2i, and use piecewise linear polynomial reconstruction on [x2i−1, x2i+1],
forward Euler in time with time step ∆t, we obtain a prediction for u as u∗2i = u
n+∆t
2i which
can be given as
u∗2i = u
n
2i −
∆t
2∆x
(f(vn2i+1)− f(v
n
2i−1))
−
∆t
2∆x
1
ǫn2i−1/2
∫ x2i
x2i−1
[
(un2i + s
1,n
2i (x− x2i))− (v
n
2i−1 + s
1,n
2i−1(x− x2i−1))
]
dx
−
∆t
2∆x
1
ǫn2i+1/2
∫ x2i+1
x2i
[
(un2i + s
1,n
2i (x− x2i))− (v
n
2i+1 + s
1,n
2i+1(x− x2i+1))
]
dx,
= un2i −
∆t
2∆x
(f(vn2i+1)− f(v
n
2i−1))−
∆t
2ǫn2i−1/2
(
un2i − v
n
2i−1 −
∆x
2
(s1,n2i + s
1,n
2i−1)
)
−
∆t
2ǫn2i+1/2
(
un2i − v
n
2i+1 +
∆x
2
(s1,n2i + s
1,n
2i+1)
)
,
= un2i −∆tL2i[u
n, vn],
where
Lk[u, v] =
1
2∆x
(f(vk+1)− f(vk−1)) +
1
2ǫk−1/2
(
uk − vk−1 −
∆x
2
(s1k + s
1
k−1)
)
+
1
2ǫk+1/2
(
uk − vk+1 +
∆x
2
(s1k + s
1
k+1)
)
,
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for k = 2i, 2i+1. Similarly we can sample (3.26) at x2i+1 and use piecewise linear polynomial
reconstruction to obtain a prediction for v∗2i+1 = v
n+∆t
2i+1 . Using second order Runge-Kutta time
discretization, we arrive at the second order scheme
u∗2i = u
n
2i −∆tL2i[u
n, vn], (3.31)
v∗2i+1 = v
n
2i+1 −∆tL2i+1[v
n, un], (3.32)
un+12i =
1
2
un2i +
1
2
u∗2i −
∆t
2
L2i[u
∗, v∗], (3.33)
vn+12i+1 =
1
2
vn2i+1 +
1
2
v∗2i+1 −
∆t
2
L2i+1[v
∗, u∗]. (3.34)
The local parameters ǫk− 1
2
, k = 2i, 2i + 1 are defined for second order local AE schemes as in
the case of first order local AE schemes.
Next we make some remarks regarding the properties of the scheme.
Remark 3.2.1. Conservative form: The local AE schemes are conservative. i.e., it satisfies,
d
dt
(u¯+ v¯) = 0.
We check this by analyzing the discrete version of this property which requires that
∑
k
Φn+1k =
∑
k
Φnk .
For the first order scheme, we prove,
∑
k even
un+1k + v
n+1
k+1 =
∑
k even
{
unk −
∆t
2∆x
(f(vnk+1)− f(v
n
k−1))
−
κnk−1/2
2
(unk − v
n
k−1)−
κnk+1/2
2
(unk − v
n
k+1)
}
+
{
vnk+1 −
∆t
2∆x
(f(unk+2)− f(u
n
k))
−
κnk+1/2
2
(vnk+1 − u
n
k)−
κnk+3/2
2
(vnk+1 − u
n
k+2)
}
,
=
∑
k even
unk + v
n
k+1.
Similarly we can show that the conservative property is preserved for higher order schemes
that we have proposed in this chapter.
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Remark 3.2.2. Numerical viscosity: The local AE2 scheme has the smallest numerical viscosity
since it uses the average of the local speed over a cell, followed by the local AE1 scheme which
uses the maximum of the local speed over a cell, followed by the global AE scheme which takes
the maximum of the speed over all cells.
3.3 Stability Analysis
In this section we analyze the stability of the AE schemes designed in the previous section.
Stability is defined in the sense of satisfying the maximum principle and total variation dimin-
ishing property. Let Φ := {un, vn} be a computed solution. We use the following notations:
|un|∞ = max
k even
|Φnk |, |v
n|∞ = max
k odd
|Φnk |, and |Φ
n|∞ = max{|u
n|∞, |v
n|∞}.
Also, the total variation
TV [Φn] =
∑
k even
|Φnk+1 − Φ
n
k |+
∑
k even
|Φnk − Φ
n
k−1|. (3.35)
We now state stability theorems for the first order local and global AE schemes.
Theorem 3.3.1. Let Φ := {un, vn} be computed from the first order global AE scheme (3.13)-
(3.14) for scalar hyperbolic conservation laws. If both
ǫ
∆x
max
k
|f ′(Φk)| ≤ 1 and ∆t ≤ ǫ (3.36)
hold, then
|Φn+1|∞ ≤ |Φ
n|∞, n ∈ N. (3.37)
Also,
TV [Φn+1] ≤ TV [Φn], n ∈ N. (3.38)
Proof. See Theorem 5.1 in [28].
Theorem 3.3.2. Let Φ := {un, vn} be computed from the first order local AE scheme (3.27)-
(3.28) for scalar hyperbolic conservation laws. If
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(a) for local AE1,
ǫk+1/2 ≤
∆x
max
s∈Mk+1/2
|f ′(s)|
and ∆t ≤
1
2
min
k
ǫk+1/2, (3.39)
(b) or for local AE2,
ǫk+1/2 ≤
∆x
1
|Mk+1/2|
∫
Mk+1/2
|f ′(s)| ds
and ∆t ≤
1
2
min
k
ǫk+1/2 (3.40)
hold, then
|Φn+1|∞ ≤ |Φ
n|∞, n ∈ N. (3.41)
Moreover, we have
TV [Φn+1] ≤ TV [Φn], n ∈ N. (3.42)
Proof. We can rewrite equation (3.27) with k = 2i as
un+1k = u
n
k −
λ
2
f ′k+1/2(ξ1)(v
n
k+1 − u
n
k)−
λ
2
f ′k−1/2(ξ2)(u
n
k − v
n
k−1)−
κnk−1/2
2
(unk − v
n
k−1)
−
κnk+1/2
2
(unk − v
n
k+1),
where λ =
∆t
∆x
; ξ1 ∈Mk+1/2 and ξ2 ∈Mk−1/2 are intermediate values and
f ′k+1/2 :=
∫ 1
0
f ′(Φnk + η(Φ
n
k+1 − Φ
n
k)) dη. (3.43)
Re-arranging, we obtain,
un+1k =
(
1 +
λ
2
f ′k+1/2 −
λ
2
f ′k−1/2 −
κnk−1/2
2
−
κnk+1/2
2
)
unk +
(
−
λ
2
f ′k+1/2 +
κnk+1/2
2
)
vnk+1
+
(
λ
2
f ′k−1/2 +
κnk−1/2
2
)
vnk−1. (3.44)
When (3.39), or (3.40) holds, the coefficients in the expression for un+1k in (3.44) are non-
negative and we have a convex combination of the grid point values. We can write,
max
k even
|un+1k | ≤
(
1 +
λ
2
f ′k+1/2 −
λ
2
f ′k−1/2 −
κnk−1/2
2
−
κnk+1/2
2
)
max
k even
|unk |
+
(
−
λ
2
f ′k+1/2 +
κnk+1/2
2
)
max
k even
|vnk+1|+
(
λ
2
f ′k−1/2 +
κnk−1/2
2
)
max
k even
|vnk−1|,
≤ max{|un|∞, |v
n|∞},
≤ |Φn|∞.
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Similarly it follows that
max
k odd
|vn+1k+1 | ≤ |Φ
n|∞.
Thus the maximum principle (3.41) follows. We now prove the TVD property (3.42). We can
write,
un+1k − v
n+1
k−1 = u
n
k − v
n
k−1 −
λ
2
(
(f(vnk+1 − f(v
n
k−1)− (f(u
n
k − f(u
n
k−2)
)
−
κnk−1/2
2
(unk − v
n
k−1) +
κnk−3/2
2
(vnk−1 − u
n
k−2)
−
κnk+1/2
2
(unk − v
n
k+1) +
κnk−1/2
2
(vnk−1 − u
n
k),
=
(
1− κnk−1/2
)
(unk − v
n
k−1) +
(
−
λ
2
f ′k+1/2 +
κnk+1/2
2
)
(vnk+1 − u
n
k)
+
(
λ
2
f ′k−3/2 +
κnk−3/2
2
)
(vnk−1 − u
n
k−2).
Taking absolute values and summing over k we obtain
∑
k even
|un+1k − v
n+1
k−1 | ≤
∑
k even
(
1− κnk−1/2
)
|unk − v
n
k−1|+
∑
k even
κnk+1/2|v
n
k+1 − u
n
k |.
Similarly we have
∑
k even
|vn+1k+1 − u
n+1
k | ≤
∑
k even
(
1− κnk+1/2
)
|vnk+1 − u
n
k |+
∑
k even
κnk+3/2|u
n
k+2 − v
n
k+1|.
Adding the above two expressions,
TV [Φn+1] ≤
∑
k even
|un+1k − v
n+1
k−1 |+ |v
n+1
k+1 − u
n+1
k |,
≤
∑
k even
|vnk+1 − u
n
k |+
∑
k even
|unk − v
n
k−1|,
≤ TV [Φn].
The proof of asserted properties is thus complete.
We next state the stability theorems for the second order global and local AE schemes.
Some form of non-linear stability bounds together with consistency, allows us to prove conver-
gence as the grid is refined. For second order schemes, the slope limiter is typically chosen to
28
ensure that the total variation does not increase under the operation of reconstructions:
TV [p[un](x)] ≤ TV [un], TV [p[vn](x)] ≤ TV [vn].
This property is satisfied by the minmod and ENO limiters defined in (3.16) and (3.18).
Theorem 3.3.3. Let Φ := {un, vn} be computed from the second order global AE scheme (3.21)-
(3.24) for scalar hyperbolic conservation laws. Let the slopes s1,nk be defined in (3.18). If
ǫ
∆x
max
k
|f ′(Φk)| ≤
1
2
and ∆t ≤ ǫ (3.45)
hold, then
|Φn+1|∞ ≤ |Φ
n|∞, n ∈ N. (3.46)
Also,
TV [Φn+1] ≤ TV [Φn], n ∈ N. (3.47)
Proof. See Lemma 5.1 and Theorem 5.2 in [28].
In the stability analysis calculations for the local second order schemes, we use a better
slope limiter
s1,nk = minmod
{
Φnk+1 −Φ
n
k
∆x
,
Φnk − Φ
n
k−1
∆x
}
, (3.48)
which combines both u and v values. With this choice we prove the following theorem.
Theorem 3.3.4. Let Φ := {un, vn} be computed from the second order AE scheme (3.31)-(3.34)
for scalar hyperbolic conservation laws. Let the slopes s1,nk be defined in (3.48). If
(a) for local AE1,
ǫk+1/2 ≤
1
2
∆x
max
s∈Mk+1/2
|f ′(s)|
and
1
4
≤ κk+1/2 ≤
1
2
, (3.49)
(b) or for local AE2,
ǫk+1/2 ≤
1
2
∆x
1
|Mk+1/2|
∫
Mk+1/2
|f ′(s)| ds
and
1
4
≤ κk+1/2 ≤
1
2
. (3.50)
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hold, then
|Φn+1|∞ ≤ |Φ
n|∞, n ∈ N. (3.51)
Also, we have that
TV [Φn+1] ≤ TV [Φn], n ∈ N. (3.52)
Proof. We first want to show that the maximum principle (3.51) holds. We will show that
|u∗|∞ = |u
n −∆t L[un, vn]|∞ ≤ |Φ
n|∞ and |v
∗|∞ = |v
n −∆t L[vn, un]|∞ ≤ |Φ
n|∞ (3.53)
so that
|Φ∗|∞ ≤ |Φ
n|∞. (3.54)
Then, from equation (3.33) we have
|un+1|∞ ≤
1
2
|un|∞ +
1
2
|u∗ −∆t L[u∗, v∗]|∞.
Using (3.53) twice,
|un+1|∞ ≤
1
2
|Φn|∞ +
1
2
|Φ∗|∞ ≤
1
2
|Φn|∞ +
1
2
|Φn|∞ = |Φ
n|∞.
Similarly from (3.34), it would follow that |vn+1|∞ ≤ |Φ
n|∞ so that maximum principle (3.51)
holds.
We now prove (3.54) as follows. From (3.31),
u∗k = u
n
k −
λ
2
(
fnk+1 − f
n
k−1
)
−
κnk−1/2
2
(
unk − v
n
k−1 −
∆x
2
(s1,nk + s
1,n
k−1)
)
−
κnk+1/2
2
(
unk − v
n
k+1 +
∆x
2
(s1,nk + s
1,n
k+1)
)
, (3.55)
where fnk is used to denote flux f(Φ
n
k). Define the modified flux as
f˜+k := f
n
k +
∆x
2λ
κnk+1/2 s
n
k , f˜
−
k := f
n
k +
∆x
2λ
κnk−1/2 s
n
k ,
and write (fk+1 − fk−1) as (fk+1 − fk + fk − fk−1). We can then re-write equation (3.55) in
terms of the modified flux as
u∗k = u
n
k −
λ
2
(
f˜−k+1 − f˜
−
k + f˜
+
k − f˜
+
k−1
)
−
κnk−1/2
2
(
unk − v
n
k−1
)
−
κnk+1/2
2
(
unk − v
n
k+1
)
.
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Also set
β±k+1/2 :=


f˜±k+1 − f˜
±
k
Φnk+1 − Φ
n
k
if Φnk+1 6= Φ
n
k ,
0 if Φnk = Φ
n
k+1.
(3.56)
Using this definition, we have
u∗k = u
n
k −
λ
2
β−k+1/2(v
n
k+1 − u
n
k)−
λ
2
β+k−1/2(u
n
k − v
n
k−1)
−
κnk−1/2
2
(
unk − v
n
k−1
)
−
κnk+1/2
2
(
unk − v
n
k+1
)
, (3.57)
and
v∗k−1 = v
n
k−1 −
λ
2
β−
k−1/2
(unk − v
n
k−1)−
λ
2
β+
k−3/2
(vnk−1 − u
n
k−2)
−
κnk−3/2
2
(
vnk−1 − u
n
k−2
)
−
κnk−1/2
2
(
vnk−1 − u
n
k
)
. (3.58)
Re-arranging,
u∗k =
(
1−
κnk−1/2
2
−
κnk+1/2
2
−
λ
2
β+k−1/2 +
λ
2
β−k+1/2
)
unk +
(
κnk−1/2
2
+
λ
2
β+k−1/2
)
vnk−1
+
(
κnk+1/2
2
−
λ
2
β−k+1/2
)
vnk+1. (3.59)
When condition (3.49) or (3.50) holds, all the coefficients in the expression for u∗k are non-
negative. We will show this by analyzing the coefficient for vnk+1; the coefficients for the other
terms follow. We have,
λ
κnk+1/2
|β−k+1/2| ≤
λ
κnk+1/2
|fk+1 − fk|
|vnk+1 − u
n
k |
+
∆x
2κnk+1/2
|κnk+1/2 s
1,n
k+1 − κ
n
k−1/2 s
1,n
k |
|vnk+1 − u
n
k |
,
≤
λ
κnk+1/2
|f ′|+
1
2
∣∣∣∣∣1−
κnk−1/2
κnk+1/2
∣∣∣∣∣ ,
From (3.48) it follows that the maximum value ∆x
|s1,nk+1|
|vnk+1 − u
n
k |
or ∆x
|s1,nk |
|vnk+1 − u
n
k |
can take is
1. Note that the slopes s1,nk+1 and s
1,n
k have the same signs since minmod limiters are used.
Now if (3.49) or (3.50) holds, we have
∣∣∣∣∣1−
κnk−1/2
κnk+1/2
∣∣∣∣∣ ≤ 1, and
λ
κnk+1/2
|β−k+1/2| ≤
1
2
+
1
2
= 1.
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This implies that (
κnk+1/2
2
−
λ
2
β−k+1/2
)
≥ 0.
On similar lines we can show that(
1−
κnk−1/2
2
−
κnk+1/2
2
−
λ
2
β+k−1/2 +
λ
2
β−k+1/2
)
≥ 0, and
(
κnk−1/2
2
+
λ
2
β+k−1/2
)
≥ 0.
We can take the maximum norm in expression (3.59) to obtain,
max
k even
|u∗k| ≤
(
1−
κnk−1/2
2
−
κnk+1/2
2
−
λ
2
β+k−1/2 +
λ
2
β−k+1/2
)
max
k even
|unk |
+
(
κnk−1/2
2
+
λ
2
β+
k−1/2
)
max
k even
|vnk−1|+
(
κnk+1/2
2
−
λ
2
β−
k+1/2
)
max
k even
|vnk+1|,
which is a convex combination and hence we have that
|u∗|∞ ≤ max{|u
n|∞, |v
n|∞} = |Φ
n|∞.
We next want to show that the scheme satisfies the total variation boundedness property.
It suffices to show that
TV [Φ∗] ≤ TV [Φn].
Using equations (3.57) and (3.58), we can write an expression for u∗k − v
∗
k−1 as
u∗k − v
∗
k−1 =
(
1− κnk−1/2
)
(unk − v
n
k−1) +
1
2
κnk+1/2(v
n
k+1 − u
n
k) +
1
2
κnk−3/2(v
n
k−1 − u
n
k−2)
−
λ
2
β−k+1/2(v
n
k+1 − u
n
k)−
λ
2
β+k−1/2(u
n
k − v
n
k−1)
+
λ
2
β−k−1/2(u
n
k − v
n
k−1) +
λ
2
β+k−3/2(v
n
k−1 − u
n
k−2).
Re-arranging,
u∗k − v
∗
k−1 =
(
1− κnk−1/2 −
λ
2
β+k−1/2 +
λ
2
β−k−1/2
)
(unk − v
n
k−1)
+
(
κnk+1/2
2
−
λ
2
β−k+1/2
)
(vnk+1 − u
n
k) +
(
κnk−3/2
2
+
λ
2
β+k−3/2
)
(vnk−1 − u
n
k−2).
Similarly we can write
v∗k+1 − u
∗
k =
(
1− κnk+1/2 −
λ
2
β+k+1/2 +
λ
2
β−k+1/2
)
(vnk+1 − u
n
k)
+
(
κnk+3/2
2
−
λ
2
β−k+3/2
)
(unk+2 − v
n
k+1) +
(
κnk−1/2
2
+
λ
2
β+k−1/2
)
(unk − v
n
k−1).
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When condition (3.49), (3.50) holds, all the coefficients in the expression for u∗k − v
∗
k−1 and
v∗k+1 − u
∗
k are non-negative. We can now take the maximum norm and sum over even k to
obtain,
∑
k even
|u∗k − v
∗
k−1| ≤
∑
k even
(
1− κnk−1/2 −
λ
2
β+k−1/2 +
λ
2
β−k−1/2
)
|unk − v
n
k−1|
+
∑
k even
(
κnk+1/2 −
λ
2
β−k+1/2 +
λ
2
β+k+1/2
)
|vnk+1 − u
n
k |,
and
∑
k even
|v∗k+1 − u
∗
k| ≤
∑
k even
(
1− κnk+1/2 −
λ
2
β+k+1/2 +
λ
2
β−k+1/2
)
|vnk+1 − u
n
k |
+
∑
k even
(
κnk−1/2 −
λ
2
β−k−1/2 +
λ
2
β+k−1/2
)
|unk − v
n
k−1|.
The total variation is written as
TV [Φ∗] =
∑
k even
|u∗k − v
∗
k−1|+
∑
k even
|v∗k+1 − u
∗
k|,
which reduces to
TV [Φ∗] ≤
∑
k even
|unk − v
n
k−1|+
∑
k even
|vnk+1 − u
n
k |,
using the previous two expressions, so that TV [Φ∗] ≤ TV [Φn].
3.3.1 Convergence
The TVD stability proved in the previous section is the main property that will be used to
show that the numerical solutions computed by the AE method in fact converges to the weak
solution of CL. To this effect, we use two main theorems stated below from the literature [24]
Theorem 3.3.5. (Lax and Wendroff): Consider a sequence of grids indexed by l = 1, 2, . . . with
mesh parameters ∆xl,∆tl → 0 as l→∞. Let Φ{l}(x, t) denote the numerical solution computed
with a consistent and conservative method on the lth grid. Suppose that Φ{l} converges to a
function ψ as l → ∞, inthe sense made precise below. Then ψ(x, t) is a weak solution of the
conservation law.
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We assume that we have convergence of Φ{l} to ψ in the following sense:
1. Over every bounded set Ω = [a, b]× [0, T ],∫ T
0
∫ b
a
|Φ{l}(x, t)− ψ(x, t)| dxdt → 0 as l →∞.
2. For each T , there is an R > 0 such that
TV [Φ{l}(·, t)] < R for all 0 ≤ t ≤ T, l = 1, 2, . . .
The Lax-Wendroff theorem doesn’t not say anything about whether the method converges,
only that if a sequence of approximations converges, then the limit is a weak solution. A
compactness property is required which is provided by the total variation stability, i.e. TV-
stability property. We have the following theorem:
Theorem 3.3.6. Consider a conservative method with a Lipschitz continuous numerical flux
and suppose that for each initial data φ0 there exists some ∆t0, R > 0 such that
TV [Φn] ≤ R, ∀n,∆t with ∆t < ∆t0, n∆t ≤ T.
Then the method is TV-stable.
A numerical method is total variation stable or TV-stable, if all the approximations Φ{∆t}
lie in some fixed set of the form
K =
{
Φ ∈ L1 : TV (Φ) ≤ R and Supp(φ(·, t)) ⊂ [−M,M ]∀t ∈ [0, T ]
}
.
The TVD stability property we proved in the previous section necessarily implies that the
method is TV stable. This can be easily proved. Theorem 3.3.5 supplies the compactness prop-
erty which features that any sequence of functions which is TV stable must contain convergent
subsequences. Theorem 3.3.6 shows that the sequence infact converge to the weak solution.
The final convergence theorem can thus be stated as:
Theorem 3.3.7. Suppose Φ{∆t} is generated by a numerical method in conservation form with
a Lipschitz continuous numerical flux, consistent with some scalar conservation law. If the
method is TV-stable, i.e., if TV [Φn(x, t)], then the method is convergent.
Proof. See [24] for more details of the convergence proof.
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3.4 Numerical Tests
3.4.1 Scalar Conservation Laws
In this section we use some model problems to numerically test the first, second and third
order global and local AE schemes. If φ is the exact solution and Φ is the computed solution,
then the numerical errors at any time step tn are calculated as:
L1 error =
∑
k
|φnk − Φ
n
k |∆x, L
∞ error = max
k
|φnk − Φ
n
k |.
We call Q in equations (3.29) and (3.30 ) the CFL-type number for our numerical tests. Recall
that the spatial domain is divided into N cells using N + 1 grid points. We use the following
limiter with combined u and v values while finding the non-smooth numerical solutions:
s1,nk = minabs
{
Φk+1 − Φk
∆x
,
Φk − Φk−1
∆x
}
.
with minabs operator defined as in (3.19).
Example 3.4.1. The one dimensional Burgers’ equation has the form
ut +
(
u2
2
)
x
= 0, x ∈ [0, 2],
The initial condition is given by
u(x, 0) = 1 + sin(πx).
We assume periodic boundary conditions in our calculations since the initial condition is peri-
odic.
We use the Burgers’ equation which has a convex flux to check the numerical accuracy
and to make comparisons of our global and local AE schemes with some standard numerical
methods such as the first order Lax Friedrich (LxF), second order NT (Nessyahu-Tadmor
[31]) and KT (Kurganov-Tadmor [21]) schemes. In order to check the numerical accuracy, we
compute the solution when it is continuous. We take the final time T =
0.1
π
, CFL number
0.8 and ∆t = 0.8ǫ for the first order scheme, and CFL number 0.6 and ∆t = 0.6ǫ for the
second order scheme. We can see that both the global and local schemes give the desired
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Table 3.1: The L1 and L∞ errors for Burgers’ equation, Example 3.4.1 using N equally spaced
cells for different 1st order numerical schemes at T =
0.1
π
, when the solution is continuous.
N Scheme L1 error L1 order error ratio L∞ error L∞ order error ratio
10 LxF 7.092532E-02 1.000000 6.149400E-02 1.000000
AE 4.546986E-02 0.641095 3.894449E-02 0.633305
AE1 1.812761E-02 0.255587 1.431931E-02 0.232857
AE2 1.537099E-02 0.216721 1.203000E-02 0.195629
20 LxF 3.686688E-02 1.01 1.000000 3.150142E-02 1.03 1.000000
AE 2.246434E-02 1.05 0.609337 1.971157E-02 1.02 0.625736
AE1 8.195435E-03 1.19 0.222298 6.868932E-03 1.10 0.218051
AE2 7.459054E-03 1.08 0.202324 6.240029E-03 0.98 0.198087
40 LxF 1.851668E-02 1.03 1.000000 1.590225E-02 1.02 1.000000
AE 1.124649E-02 1.02 0.607370 9.921157E-03 1.01 0.623884
AE1 3.872198E-03 1.10 0.209119 3.378816E-03 1.04 0.212474
AE2 3.686126E-03 1.04 0.199070 3.225297E-03 0.97 0.202820
80 LxF 9.240998E-03 1.02 1.000000 7.976805E-03 1.01 1.000000
AE 5.630459E-03 1.01 0.609291 4.981433E-03 1.00 0.624490
AE1 1.880982E-03 1.05 0.203547 1.671873E-03 1.02 0.209592
AE2 1.834574E-03 1.02 0.198526 1.632366E-03 0.99 0.204639
160 LxF 4.630626E-03 1.01 1.000000 3.998649E-03 1.01 1.000000
AE 2.818238E-03 1.00 0.608608 2.496904E-03 1.00 0.624437
AE1 9.269747E-04 1.02 0.200183 8.313492E-04 1.01 0.207908
AE2 9.153916E-04 1.01 0.197682 8.215826E-04 1.00 0.205465
320 LxF 2.317531E-03 1.00 1.000000 2.001063E-03 1.00 1.000000
AE 1.409864E-03 1.00 0.608347 1.250070E-03 1.00 0.624703
AE1 4.600095E-04 1.01 0.198491 4.145088E-04 1.01 0.207144
AE2 4.571101E-04 1.00 0.197240 4.120482E-04 1.01 0.205915
order of accuracy from Tables 3.1-3.2. We want to make a note that we do not use non-linear
limiters while checking the numerical accuracy of the second order schemes when the solution
is smooth, and using them decreases the order of accuracy of the scheme.
For first order schemes, the numerical errors, the orders of accuracy for the numerical
solution, and ratios of the numerical errors of the AE, AE1 and AE2 schemes in comparison
with the LxF scheme are shown in Table 3.1. We can see that the local AE2 scheme gives
the smallest numerical error followed by the AE1 and AE schemes. The LxF scheme gives the
highest L1 and L∞ errors. From Table 3.2, we can see that for second order schemes, local
AE2 scheme gives the smallest numerical error followed by the AE1, AE and KT schemes.
36
Table 3.2: The L1 and L∞ errors for Burgers’ equation, Example 3.4.1 using N equally spaced
cells for different 2nd order numerical schemes at T =
0.1
π
, when the solution is continuous.
N Scheme L1 error L1 order error ratio L∞ error L∞ order error ratio
10 NT 2.631443E-02 1.000000 2.847143E-02 1.000000
KT 8.060034E-03 0.306297 8.127727E-03 0.285470
AE 5.198982E-03 0.197571 6.680986E-03 0.234656
AE1 4.520158E-03 0.171775 5.540215E-03 0.194589
AE2 4.437483E-03 0.168633 5.259435E-03 0.184727
20 NT 5.115763E-03 2.53 1.000000 6.623064E-03 2.26 1.000000
KT 1.267812E-03 2.86 0.247825 1.429797E-03 2.69 0.215882
AE 1.167134E-03 2.23 0.228145 1.478923E-03 2.25 0.223299
AE1 1.083947E-03 2.13 0.211884 1.305326E-03 2.16 0.197088
AE2 1.079035E-03 2.11 0.210923 1.285700E-03 2.11 0.194125
40 NT 1.172384E-03 2.20 1.000000 1.504773E-03 2.22 1.000000
KT 2.732028E-04 2.29 0.233032 3.289424E-04 2.20 0.218599
AE 2.739386E-04 2.13 0.233659 3.350735E-04 2.18 0.222674
AE1 2.641463E-04 2.07 0.225307 3.124174E-04 2.10 0.207618
AE2 2.638446E-04 2.07 0.225050 3.111051E-04 2.08 0.206745
80 NT 2.753670E-04 2.13 1.000000 3.410309E-04 2.18 1.000000
KT 6.602794E-05 2.09 0.239782 8.180660E-05 2.04 0.239880
AE 6.663412E-05 2.06 0.241983 7.996743E-05 2.09 0.234487
AE1 6.557099E-05 2.03 0.238122 7.703799E-05 2.04 0.225897
AE2 6.555243E-05 2.03 0.238055 7.695649E-05 2.03 0.225658
160 NT 6.649371E-05 2.07 1.000000 8.032541E-05 2.10 1.000000
KT 1.645922E-05 2.02 0.247530 2.042386E-05 2.02 0.254264
AE 1.646475E-05 2.03 0.247614 1.949339E-05 2.05 0.242680
AE1 1.632925E-05 2.01 0.245576 1.912202E-05 2.02 0.238057
AE2 1.632813E-05 2.01 0.245559 1.911699E-05 2.02 0.237994
320 NT 1.639119E-05 2.03 1.000000 1.949802E-05 2.05 1.000000
KT 4.139036E-06 2.00 0.252516 5.107226E-06 2.01 0.261936
AE 4.093983E-06 2.01 0.249767 4.810093E-06 2.02 0.246696
AE1 4.077607E-06 2.01 0.248768 4.763512E-06 2.01 0.244308
AE2 4.077540E-06 2.01 0.248764 4.763204E-06 2.01 0.244292
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The NT scheme gives the highest L1 and L∞ errors, but note that as the number of cells is
increased, the AE, AE1, AE2 and KT schemes give nearly the same errors.
We also plot the solution to the Burgers’ equation when it is discontinuous, that is at time
T = 0.7. We use CFL number 0.2 and ∆t = 0.8ǫ for both the second and third order schemes.
From Fig. 3.3 and Fig. 3.4, we see that there is a significant increase in the resolution of
discontinuities from second to third order schemes, and the corners are nicely captured. We
can also see that the local AE schemes perform better than the global AE scheme with AE2
performing the best.
Example 3.4.2. One dimensional nonlinear Buckley-Leverett problem:
ut +
(
4u2
4u2 + (1− u)2
)
x
= 0, x ∈ [−1, 1].
The initial condition is given by
u(x, 0) =


1 x ∈ [−12 , 0],
0 otherwise.
The flux is nonlinear and we use this example to test the scheme when the initial data is
discontinuous. In order to check the numerical accuracy, we take the final time T = 0.4 and
N = 80. We choose CFL number 0.2 and ∆t = 0.8ǫ for both the second and third order
schemes. We use linear extension boundary conditions. The numerical solution for second and
third order schemes are given in Fig. 3.5 and Fig. 3.6. As in the case of Burger’s equation, we
can see that local AE schemes perform better than the global AE scheme. Also, the peaks and
discontinuities in the solution is captured better by third order than the second order schemes
as expected.
However, note that if the integral in the expression (3.30) cannot be evaluated explicitly,
a quadrature rule has to be used which causes the local AE2 scheme to be computationally
expensive. Next, we test the global and local AE schemes for the Euler system of equations.
Since AE1 performs the best while considering both accuracy and computational complexity,
we test with global AE and local AE1 schemes only.
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3.4.2 Euler Equations of Gas Dynamics
In this section we apply our second and third order global AE and local AE1 schemes to
the Euler equations of polytropic gas.
Example 3.4.3. The Euler system of equations mentioned before in Chapter 1, equation (1.3)
has the form, 

ρ
ρu
E


t
+


ρu
ρu2 + p
u(E + p)


x
= 0,
where p = (γ − 1)(E − 12ρu
2); γ = 1.4. The above equation can be written as
Ut +A(U)Ux = 0,
where the coefficient matrix A(U) is the Jacobian
A(U) =
∂F
∂U
=


0 1 0
−12(γ − 3)(
u2
u1
)2 (3− γ)(u2u1 ) (γ − 1)
−γu2u3
u21
+ (γ − 1)(u2u1 )
3 γu3
u1
− 32(γ − 1)(
u2
u1
)2 γ(u2u1 )

 ,
with
U =


u1
u2
u3

 =


ρ
ρu
E

 .
The eigenvalues of the Jacobian matrix are given by u−a, u, u+a, where a is the sound speed
given as
√
γp
ρ
. The maximum of these values gives the maximum speed of propagation of the
waves, which is used in calculating the global and local ǫ values in our numerical schemes.
The Euler equation is tested with different standard initial data [24, 38].
1. Lax initial data: Here, x ∈ [0, 1] and
(ρ, ρv,E) (0) =


(0.445, 0.311, 8.928) x ∈ [0, 0.5]
(0.5, 0, 1.4275) x ∈ [0.5, 1]
The final time T = 0.16.
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2. Sod initial data: Here, x ∈ [0, 1] and
(ρ, ρv,E) (0) =


(1, 0, 2.5) x ∈ [0, 0.5]
(0.125, 0, 0.25) x ∈ [0.5, 1]
The final time T = 0.1644.
3. Osher-Shu problem: Here, x ∈ [−5, 5] and
(ρ, ρv,E) (0) =


(3.857143, 2.629369, 10.333333) x ∈ [−5,−4]
(1 + 2 sin(5x), 0, 1) x ∈ [−4, 5]
The final time T = 1.8.
4. Woodward-Colella problem: Here, x ∈ [0, 1] and
(ρ, ρv,E) (0) =


(1, 0, 2500) x ∈ [0, 0.1]
(1, 0, 0.025) x ∈ [0.1, 0.9]
(1, 0, 250) x ∈ [0.9, 1]
The final time T = 0.01, 0.03, 0.038.
The above four initial data represent different physical settings and produce very varied solution
patterns. We plot the density, velocity and pressure profiles for the above four initial data in
the rest of this chapter.
For the Lax initial data, we choose CFL number 0.5 and ∆t = 0.8ǫ. The reference exact
solution is calculated using the ENO scheme with local LxF numerical flux, see [35, 36] with
N = 5120 and ∆x = 0.1∆t. For the Sod, Osher-Shu and Woodward-Colella initial data, the
reference exact solution is calculated again using the third order ENO scheme with local LxF
numerical flux but with N = 2560. We use constant extension boundary conditions for Lax,
Sod and Osher-Shu initial data and reflective boundary for the Woodward-Colella problem.
Fig. 3.7 makes a comparison between second order global AE and local AE1 schemes and
Fig. 3.8 makes a comparison between third order global AE and local AE1 schemes. We can see
that in general, AE1 captures the corners better than AE, and the resolution of discontinuities
as expected is much sharper in third order schemes as compared to second order.
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For testing our schemes with Sod initial data, we choose CFL number 0.5 and ∆t = 0.8ǫ.
Fig. 3.9 shows the density, velocity and pressure profiles for both second and third order AE1
schemes. As in the case of Lax initial data, the resolution of third order scheme is better than
that of the second order scheme.
The Osher-Shu problem has several extrema in the smooth regions which present a good
case for examination of the accuracy of shock-capturing. In this case, we choose CFL number
0.6 and ∆t = 0.8ǫ. The density, velocity and pressure profiles for second order AE, AE1 with
400 grid points are given in Fig. 3.10 and for third order AE, AE1 with 400 grid points in
Fig. 3.11. The final time T = 1.8. Careful observation reveals that AE1 captures the corners
much better than the AE scheme in second order schemes but we cannot see too much of a
difference between local and global schemes in third order. Fig. 3.12 gives plots for second
and third order AE1 scheme with 800 grid points. We can see that peaks are captured well in
the third order but are not captured in the second order scheme.
The Woodward-Colella problem involves the interaction of two blast waves. The initial
data given presents one shock at x = 0.1 and the other at x = 0.9. The boundaries at x = 0
and x = 1 are solid walls with a reflective boundary condition. After a certain time, these
two shocks collide with each other. At the final time step of t = 0.038, the flow field involves
two shocks and three contact discontinuities. For numerical computations with Woodward
Colella initial data, we choose ǫ = 0.01∆x and ∆t = 0.5ǫ. Fig. 3.13-3.16 show the density,
velocity and pressure profiles for both second and third order global scheme for final time
T = 0.01, 0.024, 0.03, 0.038 respectively.
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(a) NT scheme.
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(b) KT scheme.
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(c) AE scheme.
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(d) AE1 scheme.
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(e) AE2 scheme.
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(f) Comparison with all schemes.
Figure 3.3: Comparison of plots for Burgers’ equation, Example 3.4.1 at discontinuity on [0, 2],
T = 0.7, N = 80, ∆t = 0.8ǫ, 2nd order scheme.
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(a) AE scheme.
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(b) AE1 scheme.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
(c) AE2 scheme.
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(d) Comparison with all schemes.
Figure 3.4: Comparison of plots for Burgers’ equation, Example 3.4.1 at discontinuity on [0, 2],
T = 0.7, N = 80, ∆t = 0.8ǫ, 3rd order scheme.
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(a) AE scheme.
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(b) AE1 scheme.
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(c) AE2 scheme.
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Figure 3.5: Comparison of plots for Buckley-Leverett problem, Example 3.4.2 on [−1, 1],
T = 0.4, N = 80, ∆t = 0.8ǫ, 2nd order scheme.
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(a) AE scheme.
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(b) AE1 scheme.
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(c) AE2 scheme.
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Figure 3.6: Comparison of plots for Buckley-Leverett problem, Example 3.4.2 on [−1, 1],
T = 0.4, N = 80, ∆t = 0.8ǫ, 3rd order scheme.
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(a) Density with AE scheme.
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(b) Density with AE1 scheme.
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(c) Velocity with AE scheme.
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(d) Velocity with AE1 scheme.
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(e) Pressure with AE scheme.
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(f) Pressure with AE1 scheme.
Figure 3.7: Plots for the Euler equation with Lax initial data on [0, 1], T = 0.16, N = 200,
∆t = 0.8ǫ, 2nd order scheme.
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(a) Density with AE scheme.
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(b) Density with AE1 scheme.
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(c) Velocity with AE scheme.
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(d) Velocity with AE1 scheme.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.5
1
1.5
2
2.5
3
3.5
4
x
Pr
es
su
re
(e) Pressure with AE scheme.
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(f) Pressure with AE1 scheme.
Figure 3.8: Plots for the Euler equation with Lax initial data on [0, 1], T = 0.16, N = 200,
∆t = 0.8ǫ, 3rd order scheme.
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(a) Density with 2nd order scheme.
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(b) Density with 3rd order scheme.
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(c) Velocity with 2nd order scheme.
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(d) Velocity with 3rd order scheme.
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(e) Pressure with 2nd order scheme.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x
Pr
es
su
re
(f) Pressure with 3rd order scheme.
Figure 3.9: Plots for the Euler equation with Sod initial data on [0, 1], T = 0.1644, ∆t = 0.8ǫ,
N = 200, AE1 scheme.
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(a) Density with AE scheme.
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(b) Density with AE1 scheme.
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(c) Velocity with AE scheme.
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(d) Velocity with AE1 scheme.
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(e) Pressure with AE scheme.
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(f) Pressure with AE1 scheme.
Figure 3.10: Plots for the Euler equation with Osher-Shu initial data on [−5, 5], T = 1.8,
∆t = 0.8ǫ, N = 400, 2nd order scheme.
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(a) Density with AE scheme.
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(b) Density with AE1 scheme.
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(c) Velocity with AE scheme.
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(d) Velocity with AE1 scheme.
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(e) Pressure with AE scheme.
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(f) Pressure with AE1 scheme.
Figure 3.11: Plots for the Euler equation with Osher-Shu initial data on [−5, 5], T = 1.8,
∆t = 0.8ǫ, N = 400, 3rd order scheme.
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(a) Density with 2nd order scheme.
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(b) Density with 3rd order scheme.
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(c) Velocity with 2nd order scheme.
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(d) Velocity with 3rd order scheme.
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(e) Pressure with 2nd order scheme.
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(f) Pressure with 3rd order scheme.
Figure 3.12: Plots for the Euler equation with Osher-Shu initial data on [−5, 5], T = 1.8,
∆t = 0.8ǫ, N = 800, AE1 scheme.
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(a) Density with 2nd order scheme.
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(b) Density with 3rd order scheme.
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(c) Velocity with 2nd order scheme.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−10
−5
0
5
10
15
20
x
Ve
lo
ci
ty
(d) Velocity with 3rd order scheme.
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(e) Pressure with 2nd order scheme.
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(f) Pressure with 3rd order scheme.
Figure 3.13: Plots for the Euler equation withWoodward Colella initial data on [0, 1], T = 0.01,
N = 800, ǫ = 0.01∆x, ∆t = 0.5ǫ, AE scheme.
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(a) Density with 2nd order scheme.
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(b) Density with 3rd order scheme.
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(c) Velocity with 2nd order scheme.
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(d) Velocity with 3rd order scheme.
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(e) Pressure with 2nd order scheme.
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(f) Pressure with 3rd order scheme.
Figure 3.14: Plots for the Euler equation with Woodward Colella initial data on [0, 1], T =
0.024, N = 800, ǫ = 0.01∆x, ∆t = 0.5ǫ, AE scheme.
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(a) Density with 2nd order scheme.
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(b) Density with 3rd order scheme.
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(c) Velocity with 2nd order scheme.
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(d) Velocity with 3rd order scheme.
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(e) Pressure with 2nd order scheme.
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(f) Pressure with 3rd order scheme.
Figure 3.15: Plots for the Euler equation withWoodward Colella initial data on [0, 1], T = 0.03,
N = 800, ǫ = 0.01∆x, ∆t = 0.5ǫ, AE scheme.
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(a) Density with 2nd order scheme.
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(b) Density with 3rd order scheme.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−2
0
2
4
6
8
10
12
14
16
x
Ve
lo
ci
ty
(c) Velocity with 2nd order scheme.
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(d) Velocity with 3rd order scheme.
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(e) Pressure with 2nd order scheme.
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(f) Pressure with 3rd order scheme.
Figure 3.16: Plots for the Euler equation with Woodward Colella initial data on [0, 1], T =
0.038, N = 800, ǫ = 0.01∆x, ∆t = 0.5ǫ, AE scheme.
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CHAPTER 4. AE SCHEME FOR 2-D CONSERVATION LAWS
In this chapter we devise the alternating evolution schemes for two-dimensional conservation
laws. The idea involves using the finite volume methodology used for one-diemensional systems,
but poses additional difficulty in the formulation and implementation of the schemes. We have
designed only global AE schemes; the development of local AE schemes is a part of our future
research goals in this direction. We first present the two-dimensional AE system.
4.1 The Two-dimensional AE System
A two-dimensional hyperbolic conservation law has the form
φt + f(φ)x + g(φ)y = 0, (4.1)
where f and g are fluxes in the x− and y− direction respectively. We follow the one-dimensional
formulation in Chapter 3 and propose the AE approximate system as
ut + f(v)x + g(v)y =
1
ǫ
(v − u), (4.2)
vt + f(u)x + g(u)y =
1
ǫ
(u− v). (4.3)
We use this approximate system to design the numerical scheme.
4.1.1 Semi-discrete Formuation
First, define a rectangular grid on domain [a, b] × [c, d] as
a = x0 < x1 < . . . < xN−1 < xN = b,
c = y0 < y1 < . . . < yM−1 < yM = d,
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and define cells with center (i, j) as Iij. We denote interval [xi−∆x, xi+∆x] as Ii and interval
[yj −∆y, yj +∆y] as Jj so that Iij = Ii × Jj . Let Φ¯(x, y) denote the sliding average over the
cell Ixy = [x−∆x, x+∆x]× [y −∆y, y +∆y]. Integration of the AE system (4.2)-(4.3) over
Ixy gives
d
dt
u¯(x, y, t) = −
u¯(x, y, t)
ǫ
+
1
ǫ
L[v](x, y, t), (4.4)
d
dt
v¯(x, y, t) = −
v¯(x, y, t)
ǫ
+
1
ǫ
L[u](x, y, t), (4.5)
where
L[Φ](x, y, t) := Φ¯(x, y, t)−
ǫ
4∆x∆y
∫ y+∆y
y−∆y
(f(Φ(x+∆x, y, t)) − f(Φ(x−∆x, y, t))) dy
−
ǫ
4∆x∆y
∫ x+∆x
x−∆x
(g(Φ(x, y +∆y, t))− f(Φ(x, y −∆y, t))) dx. (4.6)
The numerical scheme is constructed by sampling (4.4) at the grid points (xi, yj) with v sampled
at neighboring grids (xi±1, yj±1) and with proper approximation of L[Φ]. That is,
d
dt
ui,j(t) =
1
ǫ
[−ui,j(t) + ǫLi,j[v](t)]. (4.7)
In order to evaluate Li,j[v](t) in (4.7), we use piecewise polynomials constructed over neigh-
boring cells. We use notation ISWij , I
SE
ij , I
NE
ij and I
NW
ij to denote the four rectangles, each of
size ∆x∆y that make up the cell Iij of size 4∆x∆y. That is,
ISWij = Ii−1j−1 ∩ Iij, I
SE
ij = Ii+1j−1 ∩ Iij, I
NE
ij = Ii+1j+1 ∩ Iij , I
NW
ij = Ii−1j+1 ∩ Iij .
We can evaluate Li,j[v
n] at any time step as,
Li,j[v
n] =
1
4∆x∆y
∫
Iij
p[vn](x, y) dxdy
−
ǫ
4∆x∆y
∫
y∈Jj
(f(p[vn(xi+1, y)])− f(p[v
n(xi−1, y)])) dy
−
ǫ
4∆x∆y
∫
x∈Ii
(g(p[vn(x, yj+1)])− g(p[v
n(x, yj−1)])) dx, (4.8)
= I1 − I2 − I3, (4.9)
where p[v](x, y) denote polynomials defined on the neighboring cells Ii±1,j±1. In the derivations,
for convenience of formulation, v is just a notation used to denote the neighbors of u; the
distinction between u and v will be reflected through indices in the final scheme formulation.
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4.2 AE Scheme Formulation
In this section we derive the numerical formulations for both first and second order global
AE schemes.
4.2.1 First Order Scheme
If the reconstructed polynomial is piecewise constant, then we obtain the first order scheme
as
un+1i,j = (1− κ)u
n
i,j + κLi,j [v
n], (4.10)
where Li,j[v
n] can be evaluated as
Lk,l[u
n] =
1
4
(
unk−1,l−1 + u
n
k+1,l−1 + u
n
k+1,l+1 + u
n
k−1,l+1
)
−
ǫ
4∆x
(
f(unk+1,l−1)− f(u
n
k−1,l−1) + f(u
n
k+1,l+1)− f(u
n
k−1,l+1)
)
−
ǫ
4∆y
(
g(unk−1,l+1)− g(u
n
k−1,l−1) + g(u
n
k+1,l+1)− g(u
n
k+1,l−1)
)
, (4.11)
with κ =
∆t
ǫ
. We now present the steps involved in the above formulation. The expression for
L is derived as follows:
The term I1 in equation (4.9) is obtained by taking integrals over the four neighboring
cells. We have
∫
Iij
p[vn](x, y) dxdy =
∫
ISWij
vi−1,j−1 +
∫
ISEij
vi+1,j−1 +
∫
INEij
vi+1,j+1 +
∫
INWij
vi−1,j+1,
so that
I1 =
1
4
(vi−1,j−1 + vi+1,j−1 + vi+1,j+1 + vi−1,j+1) .
The second term of equation (4.9) is
I2 =
ǫ
4∆x∆y
∫ yj
yj−1
f(vi+1,j−1)− f(vi−1,j−1) dy +
ǫ
4∆x∆y
∫ yj+1
yj
f(vi+1,j+1)− f(vi−1,j+1) dy,
=
ǫ
4∆x
[f(vi+1,j−1)− f(vi−1,j−1) + f(vi+1,j+1)− f(vi−1,j+1)] ,
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and the third term is
I3 =
ǫ
4∆x∆y
∫ xj
xj−1
g(vi−1,j+1)− g(vi−1,j−1) dy +
ǫ
4∆x∆y
∫ xj+1
xj
g(vi+1,j+1)− g(vi+1,j+1) dy,
=
ǫ
4∆y
[g(vi−1,j+1)− g(vi−1,j−1) + g(vi+1,j+1)− g(vi+1,j+1)] .
These three expressions combined as I1 − I2 − I3 give (4.11), using v ∈ {ui±1,j±1}.
4.2.2 Second Order Scheme
The second order scheme requires linear polynomial reconstruction for its formulation which
on the rectangle Ikl has the form
pk,l[Φ
n](x, y) =
∑
k,l
(
Φnk,l + s
′
k,l(x− xk) + s
8
k,l(y − yl)
)
χ
Ikl(x, y), (4.12)
where χIkl is the characteristic function which takes value on the rectangle Ik,l, s
′ and s8 are
the numerical derivatives corresponding to Φx and Φy. The non-oscillatory property requires
that we choose s′k,l and s
8
k,l with certain limiters as in the one-dimensional polynomial re-
construction. In our proofs we use the basic minmod limiter defined in Section 3.2.1.2, that
is,
s′k,l = minmod
{
Φnk+2,l − Φ
n
k,l
2∆x
,
Φnk,l − Φ
n
k−2,l
2∆x
}
, (4.13)
s8k,l = minmod
{
Φnk,l+2 − Φ
n
k,l
2∆y
,
Φnk,l − Φ
n
k,l−2
2∆y
}
, (4.14)
with
minmod {a1, a2, . . .} =


min
i
{ai} if ai > 0 ∀i,
max
i
{ai} if ai < 0 ∀i,
0 otherwise.
(4.15)
With the above reconstructions over cell Iij, we obtain an expression for L[φ] as follows:
The first term I1 on the right hand side of equation (4.9) is obtained by taking integrals over
the four neighboring cells as
∫
Iij
p[vn](x, y) dydx =
(∫
ISWij
+
∫
ISEij
+
∫
INEij
+
∫
INWij
)
p[vn](x, y) dydx
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where
ISWij =
∫ xi
xi−1
∫ yj
yj−1
ui−1,j−1 + s
′
i−1,j−1(x− xi−1) + s
8
i−1,j−1(y − yj−1) dydx,
= ui−1,j−1∆x∆y + s
′
i−1,j−1
(∆x)2
2
∆y + s8i−1,j−1
(∆y)2
2
∆x.
In a similar manner we can obtain expressions for ISEij ,I
NE
ij and I
NW
ij so that
I1 =
1
4
(ui−1,j−1 + ui+1,j−1 + ui+1,j+1 + ui−1,j+1)
+
∆x
8
(
s′i−1,j−1 − s
′
i+1,j−1 − s
′
i+1,j+1 + s
′
i−1,j+1
)
+
∆y
8
(
s8i−1,j−1 + s
8
i+1,j−1 − s
8
i+1,j+1 − s
8
i−1,j+1
)
.
For the second term I2 on the RHS of equation (4.9), we have,∫
y∈Jj
f(p[vn](xi+1, y)) dy =
∫ yj
yj−1
f
(
uni+1,j−1 + s
8
i+1,j−1(y − yj−1)
)
dy
+
∫ yj+1
yj
f
(
uni+1,j+1 + s
8
i+1,j+1(y − yj+1)
)
dy.
In order to evaluate the integrals, we use a second order numerical quadrature rule such as the
midpoint rule or the trapezoidal rule. We have used the midpoint rule in our calculation of
integrals. We thus obtain,∫
y∈Jj
f(p[vn](xi+1, y)) dy = ∆y
[
f
(
uni+1,j−1 +
∆y
2
s8i+1,j−1)
)
+ f
(
uni+1,j+1 −
∆y
2
s8i+1,j+1)
)]
,
and∫
y∈Jj
f(p[vn](xi−1, y)) dy = ∆y
[
f
(
uni−1,j−1 +
∆y
2
s8i−1,j−1)
)
+ f
(
uni−1,j+1 −
∆y
2
s8i−1,j+1)
)]
,
so that
I2 =
ǫ
4∆x
[
f
(
uni+1,j−1 +
∆y
2
s8i+1,j−1)
)
− f
(
uni−1,j−1 +
∆y
2
s8i−1,j−1)
)
+f
(
uni+1,j+1 −
∆y
2
s8i+1,j+1)
)
− f
(
uni−1,j+1 −
∆y
2
s8i−1,j+1)
)]
.
With a similar calculation, we can write
I3 =
ǫ
4∆y
[
g
(
uni−1,j+1 +
∆x
2
s′i−1,j+1)
)
− g
(
uni−1,j−1 +
∆x
2
s′i−1,j−1)
)
+g
(
uni+1,j+1 −
∆x
2
s′i+1,j+1)
)
− g
(
uni+1,j−1 −
∆x
2
s′i+1,j−1)
)]
.
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Using the above expressions for I1, I2 and I3, we obtain an expression for Li,j[Φ
n] from (4.9).
Now, using second order Runge-Kuta discretization in time, we arrive at the second order
AE scheme
u∗i,j = (1− κ)u
n
i,j + κLi,j[v
n], (4.16)
un+1i,j =
1
2
uni,j +
1
2
(1− κ)u∗i,j +
κ
2
Li,j[v
∗], (4.17)
with
Li,j[Φ] =
1
4
(ui−1,j−1 + ui+1,j−1 + ui+1,j+1 + ui−1,j+1)
+
∆x
8
(
s′i−1,j−1 − s
′
i+1,j−1 − s
′
i+1,j+1 + s
′
i−1,j+1
)
+
∆y
8
(
s8i−1,j−1 + s
8
i+1,j−1 − s
8
i+1,j+1 − s
8
i−1,j+1
)
−
ǫ
4∆x
[
f
(
uni+1,j−1 +
∆y
2
s8i+1,j−1)
)
− f
(
uni−1,j−1 +
∆y
2
s8i−1,j−1)
)
+f
(
uni+1,j+1 −
∆y
2
s8i+1,j+1)
)
− f
(
uni−1,j+1 −
∆y
2
s8i−1,j+1)
)]
−
ǫ
4∆y
[
g
(
uni−1,j+1 +
∆x
2
s′i−1,j+1)
)
− g
(
uni−1,j−1 +
∆x
2
s′i−1,j−1)
)
+g
(
uni+1,j+1 −
∆x
2
s′i+1,j+1)
)
− g
(
uni+1,j−1 −
∆x
2
s′i+1,j−1)
)]
.
4.3 Stability Analysis
In this section we prove that the first and second order global AE schemes are numerically
stable in the sense of satisfying the maximum principle. Unlike in the one-dimensional case,
stability is not defined in the sense of the TVD property which follows from the following
theorem [24].
Theorem 4.3.1. (Goodman and LeVeque) Except in certain trivial cases, any method that is
TVD in two space dimensions is at most first order accurate.
In the proofs, we use L∞ norm definition
|Φ|∞ = max
i,j
|Φi,j|
We now state the first order stability theorem.
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Theorem 4.3.2. Let {un} be computed from the first order AE scheme (4.10) for the two-
dimensional hyperbolic conservation law. If
ǫ
(
max |f ′|
∆x
+
max |g′|
∆y
)
≤ 1 and ∆t < ǫ (4.18)
hold, then
|un+1|∞ ≤ |u
n|∞, n ∈ N. (4.19)
Proof. We can rewrite (4.10) as
un+1i,j = (1− κ)u
n
i,j +
κ
4
(
uni−1,j−1 + u
n
i+1,j−1 + u
n
i+1,j+1 + u
n
i−1,j+1
)
−κ
ǫ
4∆x
[
f ′i,j−1 · (u
n
i+1,j−1 − u
n
i−1,j−1) + f
′
i,j+1 · (u
n
i+1,j+1 − u
n
i−1,j+1)
]
−κ
ǫ
4∆y
[
g′i−1,j · (u
n
i−1,j+1 − u
n
i−1,j−1) + g
′
i+1,j · (u
n
i+1,j+1 − u
n
i+1,j−1)
]
.
Combining similar terms,
un+1i,j = (1− κ)u
n
i,j
+
(
κ
4
−
λx
4
f ′i,j+1 −
λy
4
g′i+1,j
)
uni+1,j+1 +
(
κ
4
+
λx
4
f ′j−1 −
λy
4
g′i−1,j
)
uni−1,j+1
+
(
κ
4
−
λx
4
f ′i,j−1 +
λy
4
g′i+1,j
)
uni+1,j−1 +
(
κ
4
+
λx
4
f ′i,j−1 +
λy
4
g′i−1,j
)
uni−1,j−1,
where λx :=
∆t
∆x
and λy :=
∆t
∆y
. When condtion (4.18) holds, the coefficients in the above
expression are all positive and hence have a convex combination of the cell averages. We can
write,
max
i,j
|un+1i,j | ≤ (1− κ)maxi,j
|uni,j |
+
(
κ
4
−
λx
4
f ′i,j+1 −
λy
4
g′i+1,j
)
max
i,j
|vni+1,j+1|
+
(
κ
4
+
λx
4
f ′i,j−1 −
λy
4
g′i−1,j
)
max
i,j
|vni−1,j+1|
+
(
κ
4
−
λx
4
f ′i,j−1 +
λy
4
g′i+1,j
)
max
i,j
|vni+1,j−1|
+
(
κ
4
+
λx
4
f ′i,j−1 +
λy
4
g′i−1,j
)
max
i,j
|vni−1,j−1|
and hence,
max
i,j
|un+1i,j | ≤ max{|u
n
i,j |, |u
n
i±1,j±1|} ≤ |u
n|∞.
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We now state and prove the stability theorem for the second order scheme below.
Theorem 4.3.3. Let {un} be computed from the second order AE scheme (4.16 )- (4.17 ) with
slope limiters given by (4.13)-(4.14) for the two-dimensional hyperbolic conservation law. If
ǫ
(
max |f ′|
∆x
+
max |g′|
∆y
)
≤
1
4
and (4.20)
hold, then
|un+1|∞ ≤ |u
n|∞, n ∈ N. (4.21)
Proof. We first want to show that |Li,j[v
n]|∞ ≤ |u
n|∞. From (4.16), this would mean that,
|u∗|∞ = max
i,j
|u∗i,j| ≤ (1− κ)max
i,j
|uni,j|+ κmax
i,j
|Li,j [v
n]| ≤ |un|∞.
We now find bounds for the terms I1, I2 and I3. Note that because of the minmod limiters,
neighboring discrete slopes cannot have opposite signs and in general we can write
s′k,l − s
′
k−2,l ≤ max{s
′
k,l, s
′
k−2,l} ≤
|Φk,l −Φk−2,l|
2∆x
, (4.22)
and
s8k,l − s
8
k,l−2 ≤ max{s
8
k,l, s
8
k,l−1} ≤
|Φk,l −Φk,l−2|
2∆y
. (4.23)
For mixed slopes we have bounds
s′k,l − s
′
k,l−2 ≤ |s
′
k,l|+ |s
′
k,l−2| ≤
|Φk,l − Φk−2,l|
2∆x
+
|Φk,l−2 −Φk−2,l−2|
2∆x
, (4.24)
and
s8k,l − s
8
k−2,l ≤ |s
8
k,l|+ |s
8
k−2,| ≤
|Φk,l − Φk,l−2|
2∆y
+
|Φk−2,l − Φk−2,l−2|
2∆y
. (4.25)
We can now write,
I1 ≤
1
4
(
uni−1,j−1 + u
n
i+1,j−1 + u
n
i+1,j+1 + u
n
i−1,j+1
)
+
∆x
8
max{s′i+1,j−1, s
′
i−1,j−1}+
∆x
8
max{s′i+1,j+1, s
′
i−1,j+1}
+
∆y
8
max{s8i−1,j+1, s
8
i−1,j−1}+
∆y
8
max{s8i+1,j+1, s
8
i+1,j−1}
≤
1
4
(
uni−1,j−1 + u
n
i+1,j−1 + u
n
i+1,j+1 + u
n
i−1,j+1
)
+
1
16
(
|uni+1,j−1 − u
n
i−1,j−1|+ |u
n
i+1,j+1 − u
n
i−1,j+1|
+|uni−1,j+1 − u
n
i−1,j−1|+ |u
n
i+1,j+1 − u
n
i+1,j−1|
)
.
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Also,
I2 =
ǫ
4∆x
[
f ′i,j−1 ·
(
(uni+1,j−1 +
∆y
2
s8i+1,j−1)− (u
n
i−1,j−1 +
∆y
2
s8i−1,j−1)
)
+f ′i,j+1 ·
(
(uni+1,j+1 −
∆y
2
s8i+1,j+1)− (u
n
i−1,j+1 −
∆y
2
s8i−1,j+1)
)]
,
≤
ǫ
4∆x
[
f ′max|u
n
i+1,j−1 − u
n
i−1,j−1|+ f
′
max|s
8
i+1,j−1 − s
8
i−1,j−1|
∆y
2
+f ′max|u
n
i+1,j+1 − u
n
i−1,j+1|+ f
′
max|s
8
i+1,j+1 − s
8
i−1,j+1|
∆y
2
]
,
where, notation f ′max denotes the maximum absolute value f
′ can take over the whole domain;
i.e., f ′max = max
i,j
|f ′(Φi,j)|. Using bounds given by (4.25),
I2 ≤
ǫ
4∆x
[
f ′max|u
n
i+1,j−1 − u
n
i−1,j−1|+ f
′
max|u
n
i+1,j+1 − u
n
i−1,j+1|
+
1
2
f ′max|u
n
i+1,j+1 − u
n
i+1,j−1|+
1
2
f ′max|u
n
i−1,j+1 − u
n
i−1,j−1|
]
.
Similarly using notation g8max to denote max
i,j
|g′(Φi,j)|, we can obtain a bound for I3 as
I3 ≤
ǫ
4∆y
[
g8max|u
n
i+1,j+1 − u
n
i+1,j−1|+ g
8
max|u
n
i−1,j+1 − u
n
i−1,j−1|
+
1
2
g8max|u
n
i+1,j−1 − u
n
i−1,j−1|+
1
2
g8max|u
n
i+1,j+1 − u
n
i−1,j+1|
]
.
Combining the above bounds for I1,I2 and I3 terms and grouping similar terms, we can find
a bound for Li,j[v
n] as
Li,j[v
n] ≤
1
4
{
1
2
(uni+1,j−1 + u
n
i−1,j−1) +
(
1
4
+
ǫ
∆x
f ′max +
ǫ
2∆y
g8max
)
|uni+1,j−1 − u
n
i−1,j−1|
}
+
1
4
{
1
2
(uni+1,j+1 + u
n
i−1,j+1) +
(
1
4
+
ǫ
∆x
f ′max +
ǫ
2∆y
g8max
)
|uni+1,j+1 − u
n
i−1,j+1|
}
+
1
4
{
1
2
(uni−1,j+1 + u
n
i−1,j−1) +
(
1
4
+
ǫ
2∆x
f ′max +
ǫ
∆y
g8max
)
|uni−1,j+1 − u
n
i−1,j−1|
}
+
1
4
{
1
2
(uni+1,j+1 + u
n
i+1,j−1) +
(
1
4
+
ǫ
2∆x
f ′max +
ǫ
∆y
g8max
)
|uni+1,j+1 − u
n
i+1,j−1|
}
.
In order that Li,j[v
n] is a convex combination of grid point averages we need the condition
that
(
1
4 +
ǫ
∆xf
′ + ǫ∆yg
′
)
≤ 12 which gives the CFL type condition (4.20). Thus (4.21) follows
and we have that the maximum principle is satisfied.
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4.4 Numerical Tests
In this section we use some model problems to numerically test the first and second order
global AE schemes. If φ is the exact solution and Φ is the computed solution, then the
numerical errors are calculated as:
L1 error =
∑
k
∑
l
|φk,l − Φk,l|∆x∆y, L
∞ error = max
k,l
|φk,l − Φk,l|.
We call Q in the stability condition
ǫ
(
max |f ′|
∆x
+
max |g′|
∆y
)
≤ Q
for first and second order schemes as the CFL-type number. Also, in our numerical experiments
we use combined cells to calculate the numerical derivatives, along with the general minmod
limiter which has the form
s′k,l = minmod
{
θ
Φnk+1,l − Φ
n
k,l
∆x
,
Φnk+1,l − Φ
n
k−1,l
2∆x
, θ
Φnk,l −Φ
n
k−1,l
∆x
}
, (4.26)
s8k,l = minmod
{
θ
Φnk,l+1 − Φ
n
k,l
∆y
,
Φnk,l+1 − Φ
n
k,l−1
2∆y
, θ
Φnk,l −Φ
n
k,l−1
∆y
}
, (4.27)
with 1 ≤ θ ≤ 2 and the minmod operator given by (4.15).
4.4.1 Scalar Conservation Laws
We test two two-dimensional scalar equations here, one with continuous and the other with
discontinuous initial data.
Example 4.4.1. Linear two-dimensional advection:
φt + φx + φy = 0, −1 ≤ x, y ≤ 1,
with initial data,
φ(x, 0) = sinπ(x+ y).
This equation causes to transport the initial data and we use this test case to check the
numerical accuracy of the scheme. Periodic boundary conditions are used and the errors are
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calculated at final time T = 1 using exact solution φ = sin(π(x+ y − 2t)). We do not use any
limiters while checking the accuracy of the second order scheme since the solutions are smooth
for all times and the numerical derivative for the linear reconstructions is taken to be the
central difference
Φi+1,j − Φi−1,j
2∆x
and
Φi,j+1 − Φi,j−1
2∆y
in the x- and y- direction respectively.
The results given in Tables 4.1 and 4.2 indicate that the scheme gives the desired accuracy
both in the L1 and L∞ norms.
x
Table 4.1: The L1 and L∞ errors for linear advection, Example 4.4.1 using N equally spaced
cells for global 1st order AE scheme at T = 1, when the solution is continuous.
N L1 error L1 order L∞ error L∞ order
20 1.319572E+00 - 4.666241E-01 -
40 6.838633E-01 0.9824 2.548662E-01 0.9039
80 3.538075E-01 0.9679 1.354147E-01 0.9288
160 1.804863E-01 0.9798 6.998429E-02 0.9609
320 9.121260E-02 0.9890 3.559447E-02 0.9798
640 4.584226E-02 0.9948 1.794587E-02 0.9902
Table 4.2: The L1 and L∞ errors for linear advection, Example 4.4.1 using N equally spaced
cells for global 2nd order AE scheme at T = 1, when the solution is continuous.
N L1 error L1 order L∞ error L∞ order
20 1.465361E-01 - 5.263013E-02 -
40 1.911357E-02 3.0444 7.155649E-03 2.9824
80 3.331873E-03 2.5656 1.275110E-03 2.5333
160 7.235609E-04 2.2230 2.806185E-04 2.2036
320 1.732802E-04 2.0713 6.762096E-05 2.0623
640 4.284650E-05 2.0204 1.677313E-05 2.0159
Example 4.4.2. Consider the 2D rotation problem:
φt + (sinφ)x + (cosφ)y = 0, −2 ≤ x, y ≤ 2,
with initial data
φ(x, y, 0) =


3.5π x2 + y2 < 0.81,
0.25π otherwise.
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We compute the solution upto time T = 1 with N =M = 1000. Constant extension boundary
conditions and a CFL number of 0.08 are used. Time step taken is ∆t = 0.9ǫ. The initial
data is discontinuous which makes it ideal to test the resolution of discontinuitites. We use
the general minmod limiter (4.26)-(4.27) with θ = 1 for the numerical derivative calculations.
Figure 4.1 shows the solutions for N = 400 and N = 1000 for first and second order schemes.
The numerical viscosity is higher in first order schemes which causes more smeared solutions
than the second order scheme.
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(a) 1st order, N = 400.
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(b) 2nd order, N = 400.
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(c) 1st order , N = 1000.
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(d) 2nd order AE, N = 1000.
Figure 4.1: Comparison of plots for the rotation problem, Example 4.4.2 for 1st and 2nd
order on [−2, 2] × [−2, 2], T = 1, ∆t = 0.9ǫ.
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(a) 1st order AE scheme. (b) 2nd order AE scheme.
Figure 4.2: Comparison of density plots for the explosion problem, Example 4.4.3 for 1st and
2nd order on [−1, 1] × [−1, 1], T = 0.25, ∆t = 0.95ǫ, N = 800.
4.4.2 Euler Equations of Gas Dynamics
In this section we apply the first and second order global AE scheme to the Euler equations
of polytropic gas in two-dimension which has the form

ρ
ρu
ρv
E


t
+


ρu
ρu2 + p
ρuv
u(E + p)


x
+


ρv
ρuv
ρv2 + p
v(E + p)


y
= 0.
Here p = (γ − 1)
[
E −
ρ
2
(u2 + v2)
]
; γ = 1.4, ρ, u, v, p, and E are the density, the x- and y-
velocities, the pressure, and the energy respectively. Also, ρu and ρv denote the momentum
in the x- and y- directions.
The eigen-values of the Jacobian matrix corresponding to the flux in the x- direction are
λ1 = u − a, λ2 = λ3 = u, λ4 = u + a and those corresponding to the flux in the y- direction
are λ1 = v − a, λ2 = λ3 = v, λ4 = v + a. These are used to calculate the maximum speed of
propagation in the x- and y- direction respectively which are used to calculate the CFL type
number Q. Here, a =
√
γp
ρ
as in the one-dimensional case.
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Example 4.4.3. Explosion problem: The domain is [−1, 1] × [−1, 1]. This example chosen
from [38, 18] consists of a high density and high pressure region inside a bubble of radius 0.4
centered at the origin and a low density and pressure region outside the bubble which causes
the explosion. The initial data is
(p, ρ, u, v) (0) =


(1, 1, 0, 0) x2 + y2 < 0.16
(0.1, 0.125, 0, 0) x2 + y2 ≥ 0.16
We look at the solutions at times T = 0.25. In our numerical experiments, we use constant
extension boundary conditions on all the four walls. CFL number used is 0.5 and time step
is taken as ∆t = 0.95ǫ. Also, as in Example 4.4.2, we use the general minmod limiter with
θ = 1.5, for the numerical derivative calculations. Figure 4.2 show the density distribution for
both first and second order schemes.
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CHAPTER 5. AE SCHEME FOR 1D HAMILTON-JACOBI
EQUATIONS
In this chapter we analyze and formulate the global and local AE schemes for one-dimensional
Hamilton-Jacobi equations. A one-dimensional Hamilton-Jacobi equation has the form
φt +H(φx) = 0, (5.1)
φ(x, 0) = φ0(x). (5.2)
In the the literature for finite-difference schemes for HJ equations, see e.g. central schemes,
central-upwind schemes [22, 19, 27] we can see that most of the schemes were adapted from
the formulation for hyperbolic CL. This is because of the close relationship they share. If we
differentiate (5.1), we obtain
φxt + (H(φx))x = 0
which by setting φx(x, t) = ψ(x, t) gives
ψt +H(ψ)x = 0.
which is in CL form. Hence, for one-dimensional HJ equations, φ is the viscosity solution of
(5.1) if and only if ψ = ∂∂xφ is the entropy solution of conservation laws
ψt + f(ψ)x = 0, (5.3)
ψ(x, 0) = ψ0(x). (5.4)
with flux f(ψ) = H( ∂∂xφ and initial data ψ0 = φ
′
0.
In our numerical formulation, we adapt the AE system from one-dimensional CL and
formulate numerical schemes from it. One of the main differences in the formulation of the AE
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scheme for HJ is that we use grid point values instead of cell averages, and hence we do not
use any control volumes to obtain the semi-discrete formulation.
5.1 The One-dimensional AE System
We now formulate the alternating evolution (AE) scheme of hyperbolic conservation laws to
the Hamilton-Jacobi equations by first introducing the AE approximation system. We propose
a one-dimensional AE system of the form
ut +H(vx) =
1
ǫ
(v − u), (5.5)
vt +H(ux) =
1
ǫ
(u− v). (5.6)
At t = 0, we use the initial data
u0(x) = v0(x) = φ0(x).
We can also write equations (5.5) and (5.6) as
d
dt
u(x, t) = −
u(x, t)
ǫ
+
1
ǫ
L[v](x, t), (5.7)
d
dt
v(x, t) = −
v(x, t)
ǫ
+
1
ǫ
L[u](x, t), (5.8)
where L[v] = v − ǫH(vx) and L[u] = u− ǫH(ux).
5.1.1 Semi-discrete Formulation
Define a grid on the interval [a, b] by dividing it into N cells as
a = x0 < x1 < . . . < xN−1 < xN = b.
We denote the length of each cell by ∆x =
b− a
N
. In general, the total numerical solution at
time tn = n∆t can be written as
Φnk =


Unk k = 2i,
V nk k = 2i+ 1.
(5.9)
Note that in this section we use capital letters to denote the numerical solution values and
their corresponding slopes and polynomial reconstructions to indicate that grid point values
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are used in the calculations in contrast to hyperbolic CL where cell averages are used. We
construct a polynomial Pk[Φ](x) over [xk−1, xk+1] such that
Pk[Φ](xk−1) = Φk−1 = Pk−2[Φ](xk−1).
Sampling the AE approximation system (5.7)-(5.8) at the even and odd grid points respectively,
we obtain the semi-discrete system
d
dt
U2i(t) = −
1
ǫ
[U2i + L2i[V ](t)] , (5.10)
d
dt
V2i+1(t) = −
1
ǫ
[V2i+1 + L2i+1[U ](t)] . (5.11)
where the numerical approximation for L is given by
Lk[Φ](t) = Pk[Φ](xk)− ǫH (∂xPk[Φ](xk)) , k = 2i, 2i + 1. (5.12)
The full-discrete scheme follows from applying a higher order ODE solver such as Runge-Kutta
method to the above system with relevant order polynomial reconstruction.
5.2 AE Scheme Formulation
We now give the scheme formulation for both global and local AE methods.
5.2.1 Global AE Schemes
We first derive the numerical schemes for the first, second and third order global global AE
solution method for HJ equations.
5.2.1.1 First Order Scheme
The first order scheme requires linear polynomial in space which has the form
Pk[Φ](x) = Φk−1 + S
1,n
k (x− xk−1), (5.13)
and hence,
Pk[Φ](xk) =
Φk+1 +Φk−1
2
and ∂xPk[Φ](xk) =
Φk+1 − Φk−1
2∆x
.
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This when combined with a forward Euler in time discretization gives the first order numerical
scheme
Un+12i = (1− κ)U
n
2i + κ
[
1
2
(V n2i+1 + V
n
2i−1)− ǫH
(
V n2i+1 − V
n
2i−1
2∆x
)]
, (5.14)
V n+12i+1 = (1− κ)V
n
2i+1 + κ
[
1
2
(Un2i+2 + U
n
2i)− ǫH
(
Un2i+2 − U
n
2i
2∆x
)]
, (5.15)
where κ :=
∆t
ǫ
< 1.
5.2.1.2 Second Order Scheme
The second order numerical scheme is obtained with second order polynomial approxima-
tion and second order Runge-Kutta time discretization. Second order polynomial reconstruc-
tion gives
Pk[Φ](x) = Φk−1 + S
1,n
k (x− xk−1) + S
2,n
k (x− xk−1)(x− xk+1), (5.16)
where the first numerical derivative is defined as before and the second numerical derivative
S2,nk is obtained by using non-linear limiters such as ENO, minmod etc. For example, using
the minmod limiter, we have,
S2,nk = minmod
{
Φk+3 − 2Φk+1 +Φk−1
8(∆x)2
,
Φk+1 − 2Φk−1 +Φk−3
8(∆x)2
}
. (5.17)
We then obtain,
Pk[Φ](xk) =
Φk+1 +Φk−1
2
− S2,nk (∆x)
2 and ∂xPk[Φ](xk) =
Φk+1 − Φk−1
2∆x
,
which when combined with second order Runge-Kutta gives,
U∗2i = (1− κ)U
n
2i + κL2i[V
n], (5.18)
V ∗2i+1 = (1− κ)V
n
2i+1 + κL2i+1[U
n], (5.19)
Un+12i =
1
2
Un2i +
(
1
2
−
κ
2
)
U∗2i +
κ
2
L2i[V
∗], (5.20)
V n+12i+1 =
1
2
V n2i+1 +
(
1
2
−
κ
2
)
V ∗2i+1 +
κ
2
L2i+1[U
∗]. (5.21)
Here,
Lk[Φ] =
[
1
2
(Φnk−1 +Φ
n
k+1)− (∆x)
2S2,nk
]
− ǫH
(
Φk+1 − Φk−1
2∆x
)
. (5.22)
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5.2.1.3 Third Order Scheme
Following the formulation of first and second order schemes, we formulate the third order
scheme by using a cubic polynomial reconstruction. In order that the solution is non-oscillatory,
we obtain the reconstructed polynomials by using the ENO approximation technique presented
in Section 2.2. A polynomial reconstruction on the cell [xk−1, xk+1] is given as
Pk[Φ](x) = Φk−1 + S
1,n
k (x− xk−1) + S
2,n
k (x− xk−1)(x− xk+1)
+S3,nk (x− xk−1)(x− xk+1)(x− x
∗)
with x∗ = xk−3 or x
∗ = xk+3 depending on which grid point value is used in obtaining the
second numerical derivative using the ENO approximation technique. This gives,
Pk[Φ](xk) =
1
2
(Φk+1 +Φk−1)− S
2,n
k (∆x)
2(x− x∗),
∂xPk[Φ](xk) =
Φk+1 −Φk−1
2∆x
− S3,nk (∆x)
2.
which when combined with third order Runge-Kutta gives,
U
(1)
2i = (1− κ)U
n
2i + κL2i[V
n],
V
(1)
2i+1 = (1− κ)V
n
2i+1 + κL2i+1[U
n],
U
(2)
2i =
3
4
Un2i +
1
4
(1− κ)U
(1)
2i + κ
1
4
L2i[V
(1)],
V
(2)
2i+1 =
3
4
V n2i+1 +
1
4
(1− κ)V
(1)
2i+1 + κ
1
4
L2i+1[U
(1)],
Un+12i =
1
3
Un2i +
2
3
(1− κ)U
(2)
2i +
2
3
κL2i[V
(2)],
V
(n+1)
2i+1 =
1
3
V n2i+1 +
2
3
(1− κ)V
(2)
2i+1 +
2
3
κL2i+1[U
(2)],
with
Lk[Φ] =
[
1
2
(Φnk−1 +Φ
n
k+1)− (∆x)
2S1,nk − (∆x)
2(x− x˜)S3,nk
]
− ǫH
(
S2,nk − (∆x)
2S3,nk
)
.
In the first, second and third order schemes, ǫ is chosen such that stability condition
ǫ ≤ Q
∆x
max |H ′|
is satisfied. These are proved in Section 5.4.
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5.2.2 Local AE Schemes
We obtain local AE schemes by using local speeds instead of global speeds in the formulation
for ǫ. Use notation Mk to denote the range
Mk =
[
min
Ik
∂xP [Φ](x),max
Ik
∂xP [Φ](x)
]
,
with Ik defined as the interval [xk−1, xk+1]. Depending on the way ǫk is defined, we can
formulate two local AE schemes as in the case of hyperbolic CL.
1. Local AE1 scheme We choose ǫk such that
ǫk ≤ Q
∆x
max
s∈Mk
|H ′(s)|
. (5.23)
2. Local AE2 scheme We choose ǫk such that
ǫk ≤ Q
∆x
1
|Mk|
∫
Mk
|H ′(s)| ds
. (5.24)
In both cases we want the time step
∆t < min
k
ǫk (5.25)
since the stability conditions require that κ =
∆t
ǫ
< 1. Q is a factor that is dependent on the
order of the scheme and the stability conditions presented in section 5.4 provide the range of
values Q can take.
5.3 Algorithm
The numerical scheme can be extended to any order easily. The generalized rth order
scheme can be given by the following algorithm:
1. Initialization: Φ0k = {U
0, V 0}k = {Φ
0,Φ0}k, where Φ
0
k = φ0(xk), k = 0, 1, . . . , N .
2. Given Φk(t), evaluate Lk[Φ](t), k = 1, 2, . . . , N ,
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(i) Use ENO algorithm to obtain (r + 1)th order polynomial Pk[Φ](x) and rth order
polynomial ∂xPk[Φ](x) on [xk−1, xk+1], k = 1, 2, . . . , N .
(ii) Evaluate L˜k[Φ](t) = Pk[Φ](xk)− ǫH (∂xPk[Φ](xk)), k = 1, 2, . . . , N .
3. Given Φnk , obtain Φ
n+1
k = {U
n+1, V n+1}k by solving
d
dt
U2i(t) = −
1
ǫ
[
U2i + L˜2i[V ](t)
]
,
d
dt
V2i+1(t) = −
1
ǫ
[
V2i+1 + L˜2i+1[U ](t)
]
,
using an rth order ODE solver such as Runge-Kutta.
5.4 Stability Analysis
We state the following theorems to show that the first and second order scheme is non-
oscillatory in the sense of satisfying the maximum principle. Let Φn := {Un, V n} be a computed
solution. The following notations define the norm used in the proofs.
|Un|∞ = max
k=even
|Φnk |, |V
n|∞ = max
k=odd
|Φnk |, and |Φ
n|∞ = max{|U
n|∞, |V
n|∞}. (5.26)
We first prove the stability theorems for first and second order global schemes. The proofs for
local schemes are similar; only ǫ needs to be considered as defined locally instead of globally.
Theorem 5.4.1. Let Φ := {Un, V n} be computed from the first order AE scheme (5.14)-(5.15)
for Hamilton-Jacobi equations. If
ǫ
∆x
max |H ′| ≤ 1 and ∆t < ǫ, (5.27)
hold, then
|Φn+1|∞ ≤ |Φ
n|∞, n ∈ N. (5.28)
Proof. Without loss of generality we assume H(0) = 0. By taking a Taylor expansion on the
Hamiltonian term, we can rewrite (5.14) with k = 2i as
Un+1k = (1− κ)U
n
k + κ
[
V nk−1 + V
n
k+1
2
− ǫH ′(ξ)
(
V nk+1 − V
n
k−1
2∆x
)]
,
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where ξ is an intermediate value between 0 and
V nk+1 − V
n
k−1
2∆x
. Combining similar terms, obtain,
Un+1k = (1− κ)U
n
k +
1
2
κ
(
1−
ǫ
∆x
H ′
)
V nk+1 +
1
2
κ
(
1 +
ǫ
∆x
H ′
)
V nk−1.
When
ǫ
∆x
max |H ′| ≤ 1, we have a convex combination of the grid point values and we can
write,
max
k
|Un+1k | ≤ (1− κ)maxk
|Unk |+
1
2
κ
(
1−
ǫ
∆x
H ′
)
max
k
|V nk+1|
+
1
2
κ
(
1 +
ǫ
∆x
H ′
)
max
k
|V nk−1|.
We can conclude,
|Un+1|∞ ≤ max{|U
n|∞, |V
n|∞} = |Φ
n|∞.
Similarly it follows that
max
k
|V n+1k+1 | ≤ |Φ
n|∞.
A combination of the above two gives |Φn+1|∞ ≤ |Φ
n|∞.
We now proceed to prove the stability of second order global AE schemes. In order for the
second order scheme to still preserve the maximum principle, we modify the coefficients of the
reconstructed polynomials and define the second numerical derivative to be
S2,nk =
1
2
D+x
{
minmod
{
Φk+2 − Φk
2∆x
,
Φk − Φk−2
2∆x
}}
. (5.29)
with D+x {Φk} =
Φk+2 − Φk
2∆x
. Using this definition, the stability theorem can be stated in,
Theorem 5.4.2. Let Φn := {Un, V n} be computed from the second order AE scheme (5.18)-
(5.21) for Hamilton-Jacobi equations with slopes S2,n defined as in (5.29). If
ǫ
∆x
max |H ′| ≤
3
4
, and ∆t < ǫ, (5.30)
hold, then
|Φn+1|∞ ≤ |Φ
n|∞, n ∈ N (5.31)
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Proof. We first prove that
|L[V n]|∞ ≤ |V
n|∞, (5.32)
so that when κ < 1,
|U∗|∞ ≤ (1− κ)|U
n|∞ + κ|Φ
n|∞ ≤ |Φ
n|∞.
Similarly we can show that
|L[Un]|∞ ≤ |U
n|∞ (5.33)
which leads to
|V ∗|∞ ≤ (1− κ)|V
n|∞ + κ|Φ∞|
n ≤ |Φ∞|
n.
Then, from equation (5.20) we have that
|Un+1|∞ ≤
1
2
|Un|∞ +
(
1
2
−
κ
2
)
|U∗|∞ +
κ
2
|L[V ∗]|∞ (5.34)
from which we obtain
|Un+1|∞ ≤ |Φ
n|∞. (5.35)
Similarly from (5.20), it follows that |V n+1|∞ ≤ |Φ
n|∞ so that the maximum principle (5.31)
holds. We now prove (5.32) as follows. From (5.22) we have that
Lk[V
n] =
1
2
(V nk+1 + V
n
k−1)− (∆x)
2S2,nk−1 − ǫH
(
V nk+1 − V
n
k−1
2∆x
)
.
Without loss of generality, we assume H(0) = 0 and take Taylor series expansion on the
Hamiltonian term. We also use minmod limiter properties on the second numerical derivative
term, to obtain a bound
S2,nk ≤
1
8(∆x)2
|V nk+1 − V
n
k−1|.
Since neighboring discrete slopes cannot have different signs. Also define
βnk :=


−(∆x)2
S2,nk
Φnk+1 − Φ
n
k−1
if Φnk+1 6= Φ
n
k−1,
0 if Φnk+1 = Φ
n
k−1.
(5.36)
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and bound it as |βnk | ≤
1
8
. We write,
Lk[V
n] ≤
1
2
(V nk+1 + V
n
k−1) + β
n
k (V
n
k+1 − V
n
k−1)−
ǫ
2∆x
H ′(ξ)(V nk+1 − V
n
k−1).
Grouping similar terms,
Lk[V
n] ≤
(
1
2
+ βnk −
ǫk
2∆x
H ′(ξ)
)
V nk+1 +
(
1
2
− βnk +
ǫk
2∆x
H ′(ξ)
)
V nk−1, (5.37)
with ξ as an intermediate value. When the condition
ǫ
∆x
max |H ′| ≤
3
4
holds, all the coefficients
on the right of (5.37) are non-negative and we can take the maximum norm to obtain
max
k
|Lk[V
n]| ≤
(
1
2
+ βnk −
ǫk
2∆x
H ′(ξ)
)
max
k
|V nk+1|+
(
1
2
− βnk +
ǫk
2∆x
H ′(ξ)
)
max
k
|V nk−1|,
≤ max{|V nk+1|, |V
n
k−1|},
so that
|L[V n]|∞ ≤ |V
n|∞
as required.
5.5 Numerical Tests
In this section we use some model problems to numerically test the first, second and third
order global and local AE schemes. If φ is the exact solution and Φ is the computed solution,
then the numerical L1 and L∞ errors are calculated as:
L1 error =
∑
k
|φk − Φk|∆x, L
∞ error = max
k
|φk −Φk|.
as in the case of numerical tests on conservation law. We call Q in equations (5.23) and (5.24
) the CFL-type number for our numerical tests. ENO limiter with combined cell values are
used in calculating the numerical derivatives in the approximation.
Example 5.5.1. We first test the numerical accuracy of the designed schemes by using the
Hamilton-Jacobi equation with convex Hamiltonian and with smooth initial data. The equation
is
Φt +
(Φx + 1)
2
2
= 0, −1 ≤ x ≤ 1,
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with initial data
Φ(x, 0) = − cos πx.
For numerical accuracy results, the reference solution is computed using a fifth order WENO
[16, 34], fourth order TVD Runge-Kutta [12, 11] and N = 10240. The boundary conditions are
periodic. In Tables 5.1-5.3, the numerical accuracy results for the first, second and third order
global and local schemes are presented when the solution is smooth, that is at time T =
0.5
π2
.
All the proposed methods give the desired order of accuracy.
The solution becomes discontinuous at time
1
π2
and in figures (5.1)-(5.3) we plot the solu-
tions at time T =
1.5
π2
. We can see that local schemes give better numerical resolution than
the global schemes since they have smaller numerical viscosity. For the numerical experiments
the CFL number is taken to be 0.9 and ∆t = 0.9ǫ.
Example 5.5.2. This is an example with a non-convex Hamiltonian and Riemann initial data.
Φt +
1
4
(Φ2x − 1)(Φ
2
x − 4) = 0, −1 ≤ x ≤ 1,
Φ(x, 0) = −2|x|.
This test problem is used to show resolution of discontinuities when the initial data has dis-
continuous derivatives. As in the previous problem, the reference solution is computed using
a fifth order WENO [16, 34], fourth order TVD Runge-Kutta [12, 11] and N = 10240. Out
testing our AE methods, CFL number used for all order schemes is 0.9. Linear extension
boundary conditions are used for the numerical tests. From Figure 5.4-5.6, we can clearly see
that the local AE2 gives the best numerical accuracy, followed by local AE1 and the global
AE for first, second and third order methods.
Example 5.5.3. One dimensional Eikonal equation
Φt + |Φx| = 0, 0 ≤ x ≤ 2π,
with initial data
Φ(x, 0) = sinx.
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Table 5.1: The L1 error for convex Hamiltonian, Example 5.5.1 using N equally spaced cells
for global and local AE 1st order schemes at T =
0.5
π2
, when the solution is continuous.
N Scheme L1 error L1 order L∞error L∞ order
10 AE 2.427554E-01 1.866756E-01
AE1 1.658496E-01 1.380253E-01
AE2 6.191588E-02 6.012093E-02
20 AE 1.238305E-01 1.0410 1.180291E-01 0.7090
AE1 6.336444E-02 1.4880 6.304142E-02 1.2119
AE2 3.617763E-02 0.8310 3.248349E-02 0.9521
40 AE 6.009927E-02 1.0805 6.612020E-02 0.8661
AE1 2.439781E-02 1.4265 2.764345E-02 1.2322
AE2 1.737636E-02 1.0961 1.794381E-02 0.8871
80 AE 2.964582E-02 1.0379 3.556733E-02 0.9107
AE1 1.042672E-02 1.2486 1.289366E-02 1.1201
AE2 8.684065E-03 1.0187 1.033219E-02 0.8107
160 AE 1.467102E-02 1.0240 1.848597E-02 0.9526
AE1 4.711692E-03 1.1563 6.139405E-03 1.0801
AE2 4.278979E-03 1.0303 5.490336E-03 0.9204
320 AE 7.293956E-03 1.0127 9.463572E-03 0.9703
AE1 2.228255E-03 1.0852 2.992475E-03 1.0414
AE2 2.120360E-03 1.0175 2.824118E-03 0.9634
640 AE 3.634536E-03 1.0072 4.788741E-03 0.9850
AE1 1.080074E-03 1.0471 1.473178E-03 1.0247
AE2 1.053280E-03 1.0117 1.430170E-03 0.9838
1280 AE 1.814853E-03 1.0030 2.409586E-03 0.9920
AE1 5.323055E-04 1.0220 7.316975E-04 1.0108
AE2 5.256089E-04 1.0040 7.208656E-04 0.9895
The exact solution is given as [3]
• If 0 ≤ t ≤ π/2,
Φ(x, t) =


sin(x− t) if 0 ≤ x ≤ π/2
sin(x+ t) if π/2 ≤ x ≤ 3π/2 − t
−1 if 3π/2 − t ≤ x ≤ 3π/2 + t
sin(x− t) if 3π/2 + t ≤ x ≤ 2π
• If π/2 ≤ t ≤ π,
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Table 5.2: The L1 error for convex Hamiltonian, Example 5.5.1 using N equally spaced cells
for global and local AE 2nd order schemes at T =
0.5
π2
, when the solution is continuous.
N Scheme L1 error L1 order L∞error L∞ order
10 AE 1.808044E-01 1.230779E-01
AE1 1.605897E-01 1.205706E-01
AE2 7.158793E-02 7.280369E-02
20 AE 5.035859E-02 1.9768 4.249643E-02 1.6445
AE1 3.793765E-02 2.2314 3.704884E-02 1.8249
AE2 2.226361E-02 1.8063 2.548232E-02 1.6235
40 AE 1.227800E-02 2.1095 1.152047E-02 1.9510
AE1 8.356335E-03 2.2613 1.039131E-02 1.9001
AE2 6.406106E-03 1.8619 8.868757E-03 1.5775
80 AE 3.046794E-03 2.0469 2.759160E-03 2.0991
AE1 1.931040E-03 2.1516 2.648734E-03 2.0075
AE2 1.698534E-03 1.9497 2.546340E-03 1.8328
160 AE 7.525114E-04 2.0357 7.102240E-04 1.9755
AE1 4.586449E-04 2.0926 6.910419E-04 1.9559
AE2 4.309275E-04 1.9966 6.860096E-04 1.9092
320 AE 1.870988E-04 2.0170 1.829021E-04 1.9660
AE1 1.119356E-04 2.0439 1.815522E-04 1.9371
AE2 1.085638E-04 1.9979 1.810838E-04 1.9302
640 AE 4.662925E-05 2.0090 4.765022E-05 1.9449
AE1 2.763822E-05 2.0225 4.714968E-05 1.9494
AE2 2.722453E-05 2.0001 4.711239E-05 1.9469
1280 AE 1.164294E-05 2.0040 1.224287E-05 1.9628
AE1 6.869442E-06 2.0107 1.212996E-05 1.9609
AE2 6.818169E-06 1.9997 1.212727E-05 1.9601
Φ(x, t) =


−1 if 0 ≤ x ≤ t− π/2
sin(x− t) if t− π/2 ≤ x ≤ π/2
sin(x+ t) if π/2 ≤ x ≤ 3π/2 − t
−1 if 3π/2− t ≤ x ≤ 2π
• If t ≥ π,
Φ(x, t) = −1.
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Table 5.3: The L1 error for convex Hamiltonian, Example 5.5.1 using N equally spaced cells
for global and local AE 3rd order schemes at T =
0.5
π2
, when the solution is continuous.
N Scheme L1 error L1 order L∞error L∞ order
10 AE 9.217579E-02 9.436562E-02
AE1 8.879066E-02 9.366517E-02
AE2 3.882247E-02 3.899054E-02
20 AE 1.452062E-02 2.8581 2.009461E-02 2.3920
AE1 1.200976E-02 3.0938 1.889613E-02 2.4756
AE2 5.699280E-03 2.9672 7.722367E-03 2.5041
40 AE 1.997324E-03 2.9650 3.885110E-03 2.4562
AE1 1.374387E-03 3.2400 2.847301E-03 2.8288
AE2 7.962369E-04 2.9418 1.256969E-03 2.7134
80 AE 2.501019E-04 3.0515 5.805090E-04 2.7920
AE1 1.454294E-04 3.2988 3.220735E-04 3.2008
AE2 1.064920E-04 2.9548 1.787705E-04 2.8645
160 AE 3.087791E-05 3.0451 7.616378E-05 2.9566
AE1 1.586493E-05 3.2252 3.398078E-05 3.2738
AE2 1.342152E-05 3.0151 2.507739E-05 2.8592
320 AE 3.820356E-06 3.0284 9.628130E-06 2.9972
AE1 1.827268E-06 3.1321 3.763566E-06 3.1889
AE2 1.675592E-06 3.0153 3.215076E-06 2.9768
640 AE 4.747847E-07 3.0151 1.206421E-06 3.0033
AE1 2.183270E-07 3.0720 4.391123E-07 3.1064
AE2 2.089154E-07 3.0105 4.054263E-07 2.9941
1280 AE 5.916589E-08 3.0078 1.509158E-07 3.0023
AE1 2.665971E-08 3.0372 5.295197E-08 3.0553
AE2 2.607256E-08 3.0057 5.086366E-08 2.9981
Note that local and global schemes are all the same for this example since it is a linear
equation. The numerical solution is compared for first, second and third order schemes at time
T = 1 in Figure 5.7. For the viscosity solution, there is a shock wave in Φx at x = π/2 and a
rarefaction wave at x = 3π/2. The CFL number used on the numerical tests is 0.7.
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(a) AE scheme.
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(b) AE1 scheme.
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(c) AE2 scheme.
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(d) Comparison with all schemes.
Figure 5.1: Comparison of plots for HJ equation with convex Hamiltonian, Example 5.5.1, at
discontinuity on [−1, 1], T = 1.5/π2, N = 40, ∆t = 0.8ǫ, 1st order scheme.
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(a) AE scheme.
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(b) AE1 scheme.
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(c) AE2 scheme.
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(d) Comparison with all schemes.
Figure 5.2: Comparison of plots for HJ equation with convex Hamiltonian, Example 5.5.1, at
discontinuity on [−1, 1], T = 1.5/π2, N = 40, ∆t = 0.8ǫ, 2nd order scheme.
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(a) AE scheme.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
(b) AE1 scheme.
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(c) AE2 scheme.
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(d) Comparison with all schemes.
Figure 5.3: Comparison of plots for HJ equation with convex Hamiltonian, Example 5.5.1, at
discontinuity on [−1, 1], T = 1.5/π2, N = 40, ∆t = 0.8ǫ, 3rd order scheme.
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(a) AE scheme.
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(c) AE2 scheme.
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(d) Comparison with all schemes.
Figure 5.4: Comparison of plots for HJ equation with Riemann initial data, Example 5.5.2,
at discontinuity on [−1, 1], T = 1, N = 80, ∆t = 0.8ǫ, 1st order scheme.
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(a) AE scheme.
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(c) AE2 scheme.
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(d) Comparison with all schemes.
Figure 5.5: Comparison of plots for HJ equation with Riemann initial data, Example 5.5.2,
at discontinuity on [−1, 1], T = 1, N = 80, ∆t = 0.8ǫ, 2nd order scheme.
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(a) AE scheme.
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(d) Comparison with all schemes.
Figure 5.6: Comparison of plots for HJ equation with Riemann initial data, Example 5.5.2,
at discontinuity on [−1, 1], T = 1, N = 80, ∆t = 0.8ǫ, 3rd order scheme.
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(d) Comparison with all schemes.
Figure 5.7: Comparison of plots for eikonal equation, Example 5.5.3, at discontinuity on
[0, 2π], T = 1, N = 80, ∆t = 0.9ǫ, 1st, 2nd and 3rd order scheme.
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CHAPTER 6. SUMMARY AND CONCLUSIONS
6.1 Summary
In this dissertation, we have introduced a novel approximation system which we call the
alternating evolution (AE) approximation system for one- and two-dimensional hyperbolic
conservation laws and one-dimensional Hamilton-Jacobi equations. The numerical method is
devised based on the AE approximation system by sampling over alternating computational
grid points. The nature of solutions having singularities, which is generic to these equations in
handled using the AE methodology. We formulate the first, second and third order accurate
schemes and theoretical numerical stability is proved mainly for the first and second order
schemes of hyperbolic conservation law and Hamilton-Jacobi equations. In the case of hyper-
bolic conservation law we have also shown that the numerical solutions converge to the weak
solution.
The designed methods have the advantage of being Riemann solver free, and the performs
comparably to the finite volume/difference methods currently used. A series of numerical tests
illustrates the capacity and accuracy of our method in describing the solutions.
6.2 Future work
Some future directions are outlined below:
• Local AE schemes for 2D conservation law: Many practical applications involve systems
in two and three dimensions. More thorough study and analysis of the AE method-
ology for 2D conservation law is underway which includes the formulation of local AE
schemes. The local AE schemes for two-dimensional case will be an extension from the
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one-dimensional case and would involve embedding local information into the parameter
ǫ, and defining four local parameters in the four cells ISEij , I
NE
ij , I
SW
ij and I
NW
ij that make
up the computational cell Iij.
• Global and local AE schemes for 2D Hamilton-Jacobi equations: The AE scheme can also
be formulated for two-dimensional Hamilton-Jacobi equations given by
φt +H(φx, φy) = 0.
The AE system will be a natural extension from the one-dimensional AE system and
propose to be of the form
ut +Hvx, vy) =
1
ǫ
(v − u),
vt +H(ux, uy) =
1
ǫ
(u− v).
The numerical scheme is formulated using this approximate system.
• Applications to other systems A general convection-diffusion equation has the form
φt +∇ · f(φ) = ∇ ·Q(φ,∇φ),
f(φ) is a non-linear convection flux, and Q(φ,∇φ) is a dissipation flux. These equations
also arise in two phase flow in oil reservoirs, front propagation, traffic flow, financial
modeling, and several other areas. We plan to formulate the AE schemes to these kind
of equations.
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