This paper proves that protomechanics, previously introduced in quant-ph/9909025, deduces both quantum mechanics and classical mechanics. It does not only solve the problem of the arbitrariness on the operator ordering for the quantization procedure, but also that of the analyticity at the exact classical-limit ofh = 0. In addition, proto-mechanics proves valid also for the description of a half-spin.
INTRODUCTION
Previous paper [1] proposed a basic theory on physical reality, named as Structure behind Mechanics (SbM).
1
It supposed that a field or a particle X on the four-dimensional spacetime has its internal-timeõ P(t) (X) relative to a domain P(t) of the four-dimensional spacetime, whose boundary and interior represent the present and the past at ordinary time t ∈ R, respectively. The classical action S P(t) (X) realizes internaltimeõ P(t) (X) in the following relation:õ P(t) (X) = e iS P(t) (X) .
It further considered that object X also has the external-timeõ * P(t) (X) relative to P(t) which is the internaltime of all the rest but X in the universe. Object X gains the actual existence on P(t) if and only if the internal-time coincides with the external-time:
o P(t) (X) =õ * P(t) (X).
This condition discretizes or quantizes the ordinary time passing from the past to the future, and realizes the mathematical representation of Whitehead's philosophy. It also shows that object X has its actual reality only when it is related with or exposed to the rest of the world. The both sides of relation (2) further obey the variational principle as δõ P(t) (X) = 0 , δõ SbM provided a foundation for quantum mechanics and classical mechanics, named as protomechanics [1] , originated by the past work [2] . The sapce M of all the objects over present hypersurface ∂P(t) had an mapping o t : T M → S 1 for the position (x t ,ẋ t ) ∈ T M in the cotangent space T M corresponding to an object X ∈M : o t (x t ,ẋ t ) =õ P(t) (X) .
For the velocity field v t ∈ X(M ) such that v t (x t ) = dxt dt , we will introduce a section η t ∈ Γ [E(M )] and call it synchronicity over M : η t (x) = o t (x, v t (x)) ; (5) thereby, synchronicity η t has an information-theoretical sense, as defined for the collective set of the objects X that have different initial conditions from one another. On the other hand, the emergence-frequency f t (η t ) represent the frequency that object X satisfies condition (2) on M , and the true probability measure ν t on T M representing the ignorance of the initial position, defined the emergence-measure µ t (η t ) as follows:
dµ t (η t ) (x) = dν t (x, v t (x)) · f t (η t ) (x).
The induced Hamiltonian H T * M t on T * M , further, redefines the velocity field v t and the Lagrangian L
T M t
as follows:
where mapping p satisfies the modified Einstein-de Broglie relation:
The equation of motion is the set of the following equations:
Protomechanics had the statistical description on an ensemble of all the synchronicities η τ t for the labelingtime τ defined in the previous paper such that η τ τ = η. The next section will be devoted to the review of such statistical description for protomechanics. Sections 3 and 4 will explain how protomechanics deduces classical mechanics and quantum mechanics, respectively. They will consider the space of the synchronicities such that
which requires A = 0 and A = 1 for classical case and quantum case, respectively. Both cases will consider a Lagrange foliationp in T M such that it has a synchronicityη[k] ∈ Γ A k
and will separate every synchronicity η[k] ∈ Γ A k into two parts:
where ξ ∈ Γ A 0 . Finally, these sections will compress all the infinite information of back ground ξ to produce classical mechanics and quantum mechanics. Section 3 will additionally discuss a consequent interpretation for the half-spin of a particle; a brief statement of the conclusion will immediately follow.
Let me summarize the construction of the present paper in the following diagram. In this paper, c and h denote the speed of light and Planck's constant, respectively. I will use Einstein's rule in the tensor calculus for Roman indices' i, j, k ∈ N N and Greek indices' ν, µ ∈ N N , and not for Greek indices' α, β, γ ∈ N N , and I further denote the trace (or supertrace) operation of a quantum observableF as F that is only one difference from the ordinary notations in quantum mechanics, where i = √ −1.
Review on Protomechanics
Let us review the protomechanics in the statistical way for the ensemble of all the synchronicities on M , and construct the dynamical description for the collective motion of the sections of E(M ). Such statistical description realizes the description within a long-time interval through the introduced relabeling process so as to change the labeling time, that is the time for the initial condition before analytical problems occur. In addition, it clarifies the relationship between classical mechanics and quantum mechanics under the assumption that the present theory safely induces them, and that will be proved in the following sections.
2
For mathematical simplicity, the discussion below suppose that M is a N −dimensional manifold for a finite natural number N ∈ N.
By utilizing this derivative operator D, the following norm for every p ∈ Λ 1 (M ) endows space Λ 1 (M ) with a norm topology:
where | | x is a norm of covectors at x ∈ M . In terms of this norm topology, we can consider the space subspaces of the space
Classical mechanics requires the local dependence on the momentum for functionals, while quantum mechanics needs the wider class of functions that depends on their derivatives. The space of the classical functionals and that of the quantum functionals are defined as
and related with each other as
In other words, the classical-limit indicates the limit ofh → 0 with fixing |p(η)(x)| finite at every 
On the other hand, the emergence-measure µ(η) has the Radon measureμ(η) for section
Let us assume set Γ (E(M )) is a measure space having the probability measure M such that
For a subset
where dµ(η) = dv ρ (η). Let us call mapping ρ : Γ[E(M )] → C ∞ (M ) as the emergence-density. The dual spaces make an decreasing series of subsets:
Let us summarize how the relation between quantum mechanics and classical mechanics in the following diagram.
To investigate the time-development of the statistical state discussed so far, we will introduce the related group. The group D(M ) of all the C ∞ -diffeomorphisms of M and the abelian group
, and define the multiplication · between Φ 1 = (ϕ 1 , s 1 ) and Φ 2 = (ϕ 2 , s 2 ) ∈ S(M ) as
for the pullback ϕ * by ϕ ∈ D(M ). The Lie algebra s(M ) of S(M ) has the Lie bracket such that, for
and its dual space s(M ) * is defined by natural pairing , . Lie group S(M ) now acts on every C ∞ section of E(M ) (consult APPENDIX). We shall further introduce the group 
The introduced labeling time τ can always be chosen such that η τ t (η) does not have any singularity within a short time for every η ∈ Γ [E(M )]. The emergence-momentum J τ t ∈ q (M ) * such that
satisfies the following relation for the functional F t : q (M ) * → R:
whose value is independent of labeling time τ . The operatorF
i.e.,F
where the derivative D ρ F (p) can be introduced as follows excepting the point where the distribution ρ becomes zero:
Thus, the following null-lagrangian relation can be obtained:
while the normalization condition has the following expression:
For Hamiltonian operatorĤ
which can be expressed as
Equation (42) will prove in the following sections to include the Schrödinger equation in canonical quantum mechanics and the classical Liouville equations in classical mechanics.
, let us introduce the following operators:
Lie-Poisson equation (42) is equivalent to the following equation:
The general theory for Lie-Poisson systems certificates that, if a group action of Lie group Q(M ) keeps the Hamiltonian
DEDUCTION OF CLASSICAL MECHANICS
In classical Hamiltonian mechanics, the state of a particle on manifold M can be represented as a position in the cotangent bundle T * M . In this section, we will reproduce the classical equation of motion from the general theory presented in the previous section. Let us here concentrate ourselves on the case where M is N -dimensional manifold for simplicity, though the discussion below would still be valid if substituting an appropriate Hilbert space when M is infinite-dimensional ILH-manifold [4] .
Description of Statistical State
Now, we must be concentrated on the case where the physical functional
, then it has the following expression:
Let us choose a coordinate system (U α , x α ) α∈ΛM for a covering {U α } α∈ΛM over M , i.e., M = α∈ΛM U α . Let us further choose a reference set U ⊂ U α such that v(U ) = 0 and consider the set Γ Uk [E(M )] of the C ∞ sections of E(M ) having corresponding momentum p (η) the supremum of whose every component
for every two reference sets U and U ′ ∈ M , since there exists a diffeomorphism ϕ satisfying ϕ (U ) = U ′ ; thereby, we will simply denote
. On the other hand, let us consider the space L (T * M ) of all the Lagrange foliations, i.e., every element
or to separate momentum
for definition (50) also induces the similar discussion below, while there exist a variety of the classification methods that produce the same result.
thereby, we can express the emergence-density ρ :
We call the set
, we will define the measure N on B [E(M )] for the σ-algebra induced from that of
For separation (53), the Radon measureμ(η) induces the measure ω N on T * M in the following lemma such that
Lemma 1
The following relation holds:
where ρ
Proof . The direct calculation based on separation (53) shows
where
If defining the probability function ρ
we can obtain this lemma.
Description of Time-Development
Let us consider the time-development of the functionalμ t :
, the following relation holds:
The Jacobian-determinant σ τ t [k] satisfies the following relation:
Thus, we can define the reduced emergence-momentumJ t ∈q (M )
and we can define the functionalF t ∈ C ∞ q (M ) * , R as
which is independent of labeling time τ . Then, the operatorF
is the Lagrangian if function F t is Hamiltonian H t . Thus, the following null-lagrangian relation can be obtained:
Besides, the normalization condition becomes 
that is calculated as follows: As a most important result, the following theorem shows that Lie-Poisson equation (72), or the set of equations (73) and (74), actually represents the classical Liouville equation.
Theorem 2 Lie-Poisson equation (72) is equivalent to the classical Liouville equation for the probability density function (PDF) ρ
where the Poisson bracket { , } is defined for every A, B ∈ C ∞ (M ) as
Proof . Classical equation (75) is equivalent to the canonical equations of motion through the local expression such that φ Uα (q t ) = (x t , p t ) for the bundle mapping φ Uα :
) satisfies canonical equations of motion (77), the above equation of motion induces ∂p
then relation (63) satisfies the following equation:
Equations (78) and (79) lead to the following equation:
Equations (79) and (80) The above discussion has a special example of the following Hamiltonian:
where corresponding Hamiltonian operatorĤ t is calculated aŝ
thereby, equation (72) is described for special Hamiltonian (81) as
let us introduce operators
which induces the following equation equivalent to equation (72):
This expression of the equations of motion coincides with the following Poisson equation because of Theorem 2:
As discussed in Section 3, if a group action of Lie group Q(M ) keeps the HamiltonianH t :q(M ) * → R invariant, there exists an invariant charge function Q T * M ∈ C ∞ (T * M ) and the induced functionQ :
whereQ cl is expressed aŝ
Relation (89) is equivalent to the following convolution relation:
In the argument so far on the dynamical construction of classical mechanics, the introduced infinitedimensional freedom of the background B [E(M )] seems to be redundant, while they appear as a natural consequence of the general theory on protomechanics discussed in the previous section. In fact, it is really true that one can directly induce classical mechanics as the dynamics of the Lagrange foliations of T * M in L (T * M ). In the next section, however, it is observed that we will encounter difficulties without those freedom if moving onto the dynamical construction of quantum mechanics.
DEDUCTION OF QUANTUM MECHANICS
In canonical quantum mechanics, the state of a particle on manifold M can be represented as a position in the Hilbert space H(M ) of all the L 2 -functions over M . In this section, we will reproduce the quantum equation of motion from the general theory presented in Section 4. Let us here concentrate ourselves on the case where M is N -dimensional manifold for simplicity, though the discussion below is still valid if substituting an appropriate Hilbert space when M is infinite-dimensional ILH-manifold [4] .
Description of Statistical-State
Let us assume that M has a finite covering M = α∈ΛM U α for the mathematical simplicity such that Λ M = {1, 2, ..., Λ} for some Λ ∈ R, and choose a coordinate system (U α , x α ) α∈ΛM . Let us further choose a reference set U ⊂ U α such that v(U ) = 0 and consider the set Γh
As in classical mechanics, we will simply denote Γh 
, it is further possible to separate an element
5 As in classical mechanics, to substitute Γh
for definition (93) also induces the similar discussion below, while there exist a variety of the classification methods that produce the same result.
The emergence density ρ (η[k]) can have the same expression as the classical one (54) for the function 
Let us next consider the disjoint union
and, it will be separated into the product of a ξ ∈ Bh [E(M )]
where the test function χ Aα : M → R satisfies
and has the projection property χ 2 Aα = χ Aα . If defining the window mapping χ *
we can locally transform the function
√ into Fourier coefficients as follows:
where introduced function̺ α should satisfies
for the value ρ[k] (ξ) (x) is real at every x ∈ M ; thereby, the collective expression gives
Let us introduce the ketvector |k and bravector k| such that
where the local vectors |k, α and k, α| satisfy
We can define the Hilbert space H (M ) of all the vectors that can be expressed as a linear combination of vectors {|k } k∈R . Now, let us construct the density matrix in the following definition.
Definition 1 The density matrixρ is an operator such that
Let O (M ) be the set of all the hermite operators acting on Hilbert space H (M ), which has the bracket : O (M ) → R for every hermite operatorF such that
Set O (M ) becomes the algebra with the product, scalar product and addition; thereby, we can consider the commutation and the anticommutaion between operatorsÂ,B ∈ O (M ):
Consider the momentum operatorp that satisfies the following relation for any |ψ ∈ H (M ):
where D =hdx j ∂ j is the derivative operator (15). Further, the function operatorf induced from the function f ∈ C ∞ (M ) is an operator that satisfies the following relation for any |ψ ∈ H (M ):
The following commutation relation holds:
Those operatorsf andp induces a variety of operators in the form of their polynomials.
Definition 2 The hermite operatorF is called an observable, if it can be represented as the polynomial of the momentum operatorsp weighted with function operatorsf
j n independent of k such that
The following lemma shows that every observable has its own physical functional.
Lemma 2 Every observableF has a corresponding functional
Proof . There are corresponding functionals g
Description of Time-Development
Now, we can describe a η
where the function ζ
thereby, the momentum p
The density operatorρ
which satisfies the following lemma.
Proof . The direct calculation shows for the observableF t corresponding to every functional F
Relation (126) represents relation (30):
Emergence-momentum
* has the following expression:
where the momentum operatorp
The following calculus of the fourier basis for 2k j = n j + m j justifies expression (131):
Proof . If we define the operators:
then Hamiltonian operatorĤ t can be represented aŝ
Thus, for density operatorρ (125),
First term results
from the following computations:
which is equivalent to equation (136) for Hamiltonian (137).
On the other hand,
Each term can be calculated as follows: 
Thus, first equation (141) in this lemma becomes
Proof . The following computation proves this theorem based on the previous lemma:
Density matrixρ t is the summation of integer-labeled pure states:
Let us now concentrate on the case whereρ t is a pure state in the following form:
there exists a wave function ψ t ∈ L 2 (M )
Theorem 3 introduces the Schrödinger equation as the following collorary.
Collorary 1 Lie-Poisson equation (134) for Hamiltonian (137) becomes the following Schrödinger equation:
Therefore, the presented theory induces not only canonical, nonrelativistic quantum mechanics but also the canonical, relativistic or nonrelativistic quantum field theory if proliferated for the grassmanian field variables. In addition, Section 7 will discuss how the present theory also justifies the regularization procedure in the appropriate renormalization. On the other hand, if introducing the unitary transformationÛ t = e itĤt , Theorem 3 obtains the Heisenberg equation for Heisenberg's representationsH t =Û tĤtÛ
tρ 0Ût . As discussed in Section 3, if a group action of Lie group Q(M ) keeps the Hamiltonian H t : q(M ) * → R invariant, there exists an invariant charge functional Q : Γ [E(M )] → C(M ) and the induced function
whereQ is expressed asQ
Suppose that functional p * Q : Γ [E(M )] → C(M ) has the canonical form such that
then the corresponding generator is equivalent to the observable:
In this case, relation (189) has the canonical expression:
Those operators can have the eigen values at the same time.
As shown so far, protomechanics successfully deduced quantum mechanics for the canonical Hamiltonians that have no problem in the operator ordering, and proves still valid for the noncanonical Hamiltonian that have the ambiguity of the operator ordering in the ordinary quantum mechanics. In the latter case, the infinitesimal generatorF tr t corresponding toF ∈ q(M ) is not always equal to observableF t :
where the eigen states have the following expression:
whose reduced version is
They satisfyŜ
In addition, we can introduce the increasing operator and the decreasing oneŜ ± =Ŝ 1 ± iŜ 2 :
which proves the following relations:Ŝ ± |∓ = |± ,Ŝ ± |± = 0.
Let us assume the classical motion of a rigid rotor has the following Hamiltonian:
To elucidate that Hamiltonian (231) has no trouble in the operator-ordering problem, we can introduce
where the induced motion preserve the following initial conditions:
x · p = 0 and p ′ =h 2 .
For Hamiltonian (231), the infinitesimal generator of motion is equivalent to the following observable:
where C =h 2
, y 2 (x 2 + y 2 )
, 0 + x × ∇s.
Now, we can investigate the internal structure of such a half-integer spin particle, an quark or lepton as an electron or a constituted particle as a nucleus, which would have the following spin for the internal three-dimensional Euclid space:
S(x, p) = x × (p + ∇s) +h 2
, 0 .
Such an interpretation of half-integer spin allows us to describe the Dirac equation as the equation of the motion for the following Hamiltonian:
H(x, p, α, β) = α 1 β · p − e c A + mc 2 α 3 − eA 0 ,
where α and β are the internal spins expressed as relation (234). Since the obtained Hamiltonian is also canonical as discussed in the previous subsection, it has the following infinitesimal generator:
whereγ is the Dirac matrices. In the same way, the internal freedom like the isospins of a particle can be expressed as the invariance of motion, if its Lie group is a subset of the infinite-dimensional semidirect-product group S(M ). More detailed consideration on the relativistic quantum mechanics will be held elsewhere.
CONCLUSION
The present paper proved that SbM and then protomechanics deduces both classical mechanics and quantum mechanics in its natural consequence, and supported the rigid-body interpretation of a half-integer spin. The next paper [8] will discuss the intimate relationships between the present theory and the other quantization methods known in twentieth century; and it will reveal that the new interpretation of the measurement process is compatible with reality and causality.
Thus, the measure m E can be defined as
Notice that the above definition of m E is independent of the choice of {A α } α∈ΛM such that A = α∈ΛM A α is a disjoint union since m F is the invariant measure on F for the group transformation of G F . Let us introduce the space M (E) of all the possible probability Radon measures for the particle positions on E defined as follows:
1. every ν ∈ M (E) is the linear mapping ν : C ∞ (E) ⊕ M → R such that ν(F ) < +∞ for F ∈ C ∞ (E), and 2. for every ν ∈ M (E), there exists a σ-additive positive measure P such that ν(F ) = E dP (y) (F (y)) (
and that P (M ) = 1, i.e., ν (1) = 1.
For every ν ∈ M (E), the probability density function (PDF) ρ ∈ L 1 (E, B(O E )) is the positive-definite, and satisfies
where dP = dm E ⊗ ρ.
