Time-space tradeoffs for matrix multiplication and the discrete fourier transform on any general sequential random-access computer  by Yesha, Yaacov
JOURNAL OF COMPUTER AND SYSTEM SCIENCES 29, 183-197 (1984) 
Time-Space Tradeoffs for Matrix Multiplication 
and the Discrete Fourier Transform on Any 
General Sequential Random-Access Computer 
YAACOV YESHA 
Department of Computer Science, University of Toronto, 
Toronto, Canada M5S IA7 
Received September 9, 1982; revised February 28, 1984 
On any general sequential model of computation with random-access input (e.g., a 
logarithmic cost RAM or a Turing machine with random-access input heads) the product 
time space is: 
(1) Not o(N2), hence not o((n/log n)‘), for computing the discrete Fourier transform 
over finite prime fields, even when each entry in the input vector has length O(log N). Here N 
denotes the number of entries and n denotes the input length. 
(2) R(M3), hence not o((n/log n)‘.‘) for M by M matrix multiplication over the 
integers or over finite prime fields, even when each entry in the matrices has length O(log M). 
For this range of entries length these lower bounds on time. space coincide, up to a 
log n ‘(I) factor with the upper bounds achieved by the straightforward arithmetic algorithms. 
Time-space tradeoffs for the discrete Fourier transform and for matrix multiplication on the 
restricted model of a straight-line algorithm were previously obtained by Grigoryev (“Notes 
on Scientific Seminars 60,” pp. 3848, Steklov Math. Inst., Leningrad, 1976. [Russian]) Ja’Ja’ 
(“Proceedings 12th Annual ACM Sympos. Theory Comput., 1980,” pp. 339-349) and Tompa 
(University of Toronto, Dept. of Comput. Sci. Tech. Report 122/78). The model considered is 
general, meaning that it is not restricted to performing a sequence of arithmetic operations. 
Arbitrary bit processing and branching is allowed. 0 1984 Academic Press, Inc. 
1. INTRODUCTION 
The results of this paper apply to any reasonable model of computation which is 
general, sequential, and with random-access input. 
General means that the model can access any bit of the input, and the computation 
does not have to be of a form restricted by the mathematical structure of the problem 
or by not allowing branching according to intermediate results. In structured models, 
however, the computation is of a restricted form. For example: comparison trees for 
sorting, arithmetic straight-line programs for arithmetic computations. Boolean 
straight-line programs (see, e.g., [7, 121) are not general. This is since in a straight- 
line program the order of performing the operations cannot depend on the values of 
intermediate results. [2] is an excellent source for a comparison between general and 
structured models. See also [3, 121. 
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Sequential, as opposed to parallel, means that the number of active components is 
constant and does not depend on the size of the input. 
Random-access input means that in one unit of time the reading head of our 
computer can transfer to any bit of the input. A logarithmic cost RAM (see, 
e.g., [l]), and a Turing machine with random-access input heads (see, e.g., [3, 121) 
are included in our models. 
In their pioneering paper [3], Borodin and Cook prove that on any general 
sequential model of a random-access computer, sorting of N numbers in the range 
[ 1, N’] requires time . space = .R(N’/log N). This result has recently been improved 
by Reisch and Schnitger to L!(N* loglog N/log N) [ 111. Time-space tradeoff results 
for natural problems preceding [3] rely on restricted models. [5 and 61 assume tape 
input, which means that in one unit of time a reading head can move only one 
position to the left or right. Thus there is no random-access input. [ 12,4, 10, and 71 
deal with nongeneral models. 
In this work we apply the techniques developed in [3] to algebraic computational 
problems. We obtain the following result: 
THEOREM 1.1. On any general sequential model of computation with random- 
access input, the product time . space is: 
(1) Not o(N*), h ence not o((n/log n)*), for computing the discrete Fourier 
transform over finite prime fields, even when each entry in the input vector has length 
O(log N). Here N is the number of entries in the input vector, and n is the input 
length. 
(2) R(M3), hence not o((n/log n)1.5), for M by M matrix multiplication over 
finite prime fields or over the integers, even when each entry in the matrices has 
length O(log M). 
Here time (resp. space) denotes the maximum number of steps (resp. amount of 
storage space) used by the program, when the maximum is taken over all inputs with 
the same N (in (1)) or M (in (2)). 
It should be emphasized that a general model is not required to perform, say, 
integer matrix multiplication only by performing arithmetic operations on the entries 
of the input matrices or on intermediate results obtained by such operations. 
Arbitrary processing of the input bits is permitted. Our results apply to such powerful 
models. While arithmetic operations seem natural in the context of matrix 
multiplication and the discrete Fourier transform, it could still be the case that faster 
algorithms may be obtained on general models. Hence indeed lower bounds for such 
models are of much interest (see also discussion in [3]). 
We note that for the range of entries length mentioned above our lower bounds 
coincide, up to a log n O(l) factor, with the upper bounds achieved by the 
straightforward arithmetic algorithms. We also note that no one has yet been able to 
prove that M by M integer matrix multiplication with entries of length O(logM) 
cannot be performed on an unrestricted model in, say, O(n log n’(l)) time. It is not 
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even known whether a time bound O(n) is achievable or not. It follows from our 
result that no program for this problem operating in O(log n’(l)) space can also 
operate in O(n log n’(l)) time. 
In order to obtain the above tradeoff results, we introduce the concept of 
(m, a)mixingfunctions. This is a property of functions which enables using Borodin 
and Cook’s technique. We also introduce the combination principle (Lemma 3.1) 
which states that the (m, a)-mixing property is preserved under the combination of 
functions with disjoint sets of variables. This principle is very useful. 
On the restricted model of an arithmetic straight-line program, Tompa [ 121 has 
obtained a time-space tradeoff for the discrete Fourier transform and Ja’Ja’ [lo] has 
obtained time-space tradeoffs for matrix multiplication and related problems. On the 
restricted model of a Boolean straight-line program, Grigoryev [7] has obtained a 
time-space tradeoff for mod 2 matrix multiplication and polynomial multiplication. 
2. PRELIMINARIES AND NOTATION 
In order to obtain the time-space tradeoff results we use a technique due to 
Borodin and Cook [ 31. We formalize our version of their technique in Theorem 2.1, 
and we call it “Borodin and Cook’s counting principle.” We are going to state it in a 
form which suits our purposes, and not in the strongest form possible. 
For standard definitions from computational complexity and in particular the 
resources time and space, see [ 1 and 81. The computational problems considered in 
this work involve computing functions of a variable number of variables. The number 
of variables will depend on a parameter which we will usually denote by N. For 
example, for matrix multiplication N will denote the number of entries in each matrix. 
We now introduce the following notation: p, (Z= 1, 2,...) will denote the Ith prime. 
For any prime 1, GF(I) will denote the finite field with I elements. For any natural 
number I, Q(1) will denote the set of integers of absolute value at most I. For any 
ring D, an I x J matrix 5 whose lows are Zi, Z; ,..., Z;, where Yj = (zil, ziz ,..., ziJ) E DJ 
(1 < i < I) will be denoted by (5i, 5, ,..., Z;)‘. An I x J matrix X whose columns are 
- _ xi, x2 ,..., XJ, where Zj = (xjl, xj2 ,..., xjl) will be denoted by (%i, X2 ,..., XJ). The product 
matrix obtained by multiplying 5 by 2 will be denoted by Z * 2. The product of a 
matrix Z by a vector X will be denoted by Z - X. 
We are going to consider vectors over GF(I) or over Q(l), which are inputs and 
outputs to the programs which compute certain functions. In general, an element of a 
domain D will be represented in binary, using exactly Ilog, 1 D I\ bits. A vector 
( a,, $,..‘, a,) E D’ will be represented by #a, #a,# ... #a,#. 
Our computing device has the input written on its read-only input medium. If the 
output to be computed is (y,, y, ,..., y,) = (b,, b, ,..., b,), then during the computation, 
pairs of the form (i, bi) are printed out for 1 < i < J. We do not assume any 
particular order of printing these pairs. 
A field is called prime if it has no nontrivial subfields. A finite field is prime if and 
only if its number of elements is prime. 
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We now describe the functions for which we will show time-space tradeoffs. 
(1) DFT: Discrte Fourier transform over finite prime fields. 
Input: A prime p; X = (.x1, x2,..., xN) E DN, where D = GF(p); w-a 
primitive Nth root of unity in D (it is assumed that N is such that w exists). 
output: p= (y,, y 2 ,..., y,,,) = Z. X (mod p), where Z is the matrix f= (Y1, 
z2,..., Z;y)T such that zij = ~(~-i)(j-‘) (mod p). 
(2) MF: Matrix multiplication over finite prime fields. 
Input: A prime p; a matrix Z = (fi, Z2,..., fM)’ E DN, a matrix X = (T1, 
f2 ,..., X,) E DN, .where D = GF(p), N = M2. 
Output: A matrix p= (J, , Y;,..., jM) E DN, where J = Y * 2 (mod p). 
(3) MI: Matrix multiplication over the integers. 
Input: A natural number I; a matrix Z= (fl, Z2,..., Z,)’ E DN, a matrix 
X = (fl, X2 ,..., TM) E DN, where D = Q(Z), N = M2. 
Output: A matrix j= (~7,) J2 ,..., jj,,,,) E EN, p = Z * X, where E = Q(Z”M). 
We now introduce, for each of DFT, MF, and MI a corresponding infinite family 
of functions. It will be clear that any program which computes one of the above 
functions can also compute the corresponding infinite family of functions. The 
introduction of infinite families of functions will enable us to use the concept of 
computation graphs [3]. 
(1) F= {F,lZ= 1,2,...}, corresponding to the special case of DFT in which 
N = p - 1. Let D, = GF(p,), N, = p, - 1, w, a fixed primitive N&h root of unity 
modulo pl. 
F, : Dy+ 0;” is given by: 
F/(x, , x2 >..., xNI) = (y, 3 Y2 Y-**? h$h 
where yj = CT; 1 xi . we’- ‘)(j- ‘) (mod pJ (1 < j < N,). 
(2) MA = {MA, iI= 1, 2,...}, corresponding to the special case of MF in which 
M = p - 1. Let D, = GF(p,), Ml = p, - 1, NI = Mf, wI a fixed primitive N&h root of 
unity modulo p,. Let Y(Z) be the fixed matrix 5(Z) = (Y(Z),, 5(Z)2,..., f(Z)&r, where 
z(Z),, = w~i-l)(j-l) 
lJ (mod pJ (1 < i, j < M,), then MA, : Dp’ + 0;“’ is given by: 
MA,(f) = J = I * f (mod p,), 
where z= (fi, x2 ,..., -M , p= y,, p2 ,..., 
MB = {M” ,;‘= 1 : -/ 
Y;MI)‘Xi,Y;.ED~ (1 <i<M,). 
(3) corresponding to the special case of MI in which 
Z is prime and h = I z 1’:” Let I, = pI, D, = Q(IJ, M, = I, - 1, N, = M;, 
E, = Q(Ml . If), f(Z) as in MA,. Then MB, : 0;“’ -+ E;Y’ is given by: 
MB,(.f)=y=I*X, 
where _V = (n, , _fz ,..., XM,), p = ( y1 , y, ,..., YM,), fi E 07, pi E EF;” (1 < i Q Ml). 
We now discuss computation graphs which were introduced in [3]. Consider a 
general sequential random-access computer program P, which can compute an 
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infinite family of functions {G, ]I= 1, 2,...}, where G,: D;“‘-+ E;N’, D, and E, being 
finite domains and ID,1 = R,. We denote G, by GJx,, x2 ,..., xN,) = (yi, y, ,..., yN,). 
The xls (1 < i < N,) are called inputs and the yi)s (1 < i < NJ are called outputs. 
Now consider any fixed 1, and let R = R,, D = D, = {d, , d, ,..., dR}, E = E, = 
1 e, , e2 ,..., eH}, N = N,, G = G,. All possible computations of the program P on inputs 
from DN can be described by a DN-computation graph (or simply, a computation 
graph). This is a rooted directed graph whose nodes represent storage states of the 
program. (For a Turing machine with random-access input heads, e.g., a storage state 
includes the contents of the work tapes, the internal state, and the positions of all 
heads.) Each nonsink u in the graph represents a state in which a certain input xj is 
queried and from which a new state, depending on the value of Xi, is reached. Thus 
each such u has R outgoing edges, labeled d,, dz,..., dR. An edge labeled d, leading 
from node u to node u means that if at the storage state represented by u, the 
program finds that the value of xi is d,, then the program transfers to the storage 
state represented by U. Note that we assume that xi is known if the program accesses 
any of its bits. This assumption cannot increase the time spent by the program (see 
also [3]). With each node of the computation graph a list of pairs of the form yij t e,, 
may be associated. If the list ((yi, +- e,J,..., (yi,t e,J) is associated with node u 
(1 < ij < IV, 1 < kj < H, 1 < j < r), this means that at the storage state represented by 
U, the program outputs value ekj for yij (1 < j < r). We shall say that the node u 
produces the above outputs. 
Given an input vector (xi, x2 ,..., xN) = (a,, a2 ,..., aN) E DN, the computation of the 
program on this input is traced by following a directed path in the computation graph 
as follows: The first node on the path is the root. For each node u on the path, the 
next node v on the path is determined as follows: Let the input queried at u be xi. 
Then follow the edge labeled aj (we say that the answer to the xi query is aj on this 
path), and u is the node to which this edge leads. This process continues until a sink 
is reached. We refer to this path as the path traced by the input vector 
( Xl 9 x2 ,-**, xN) = tal, a29a..9 aN>e The output produced by the program for yi 
(1 < i < N) is bi if a pair yi +- bi is associated with a node on the above path. (We 
assume that on the same path from the root we cannot find two output pairs yi t b 
andy,+b’with bfb’). 
We now consider the time and space used by the program. For the corresponding 
computation graph, let T denote the maximum, over all input vectors, of the length of 
the path traced by the input vector. Clearly T is a lower bound on the worst case 
time f spent by the program on inputs from DN. Now let the capacity S of the 
computation graph be the logarithm of the number of nodes (base 2 is assumed for 
logarithms unless another base is specified). We claim that up to a constant factor, S 
is a lower bound on the worst case space used by the program on input vectors from 
DN. This is seen as follows (see [3, 121): Suppose that the storage of the program is 
represented over a finite alphabet with K symbols. If S is the worst case space then 
the number of possible storage states is at most K’, hence: 
2S<KS hence S<logK. S. 
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Since a computation graph represents a program which computes a function G as 
above we make the following definitions. 
DEFINITION 2.1. A DN-computation graph for a function G: DN -+ EN, where 
IDI = R, is a rooted directed graph as described above such that for every 
( ai9azY...,aN)E DN, G(a,,a,,...,a,)= (bi,bt,.+., N b ) if and only if on the path traced 
by the input vector (xi, x2 ,..., xN) = (a,, a2 ,..,, a,), a pair yi t- bi is encountered for 
1 < i < N, and if a pair yj t cj is encountered, then cj = bj. 
DEFINITION 2.2. A partial DN-computation graph for a function G: DN -+ EN, 
where 1 D I= R, is a rooted directed graph as described above such that for every (a,, 
a2 ,..., a,) E DN, if G(a,, a, ,..., aN) = (b,, b 2,..., bN) then on the path traced by the 
input vector (xl, x2 ,..., xN) = (a,, a z ,..., aN) as above, if a pair yi t ci is encountered 
then ci = bi. (The intuitive meaning is that no incorrect outputs are computed but for 
each input vector only a possibly empty subset of the outputs is computed.) 
In both definitions we assume that a path traced by any input vector cannot 
include the same node twice. Clearly such a possibility implies that on some input 
vector the corresponding program never halts. 
We note that a DN-computation graph is a special case of a partial DN- 
computation graph. For any partial DN-computation graph r, the output produced by 
z for some input vector (x,, x2 ,..., xN) = (a,, a *,..., aN) is the set of all pairs of the 
form yi * b, which are associated with the nodes on the path traced by this input 
vector. If c is a node on this path, we say that the input vector (a,, a, ,..., a,) leads to 
node c. We will sometimes omit DN and use the terms computation graph or partial 
computation graph. Two (partial) DN-computation graphs r and r’ are said to be 
equivalent if for every input vector (a,, a2 ,..., aN) E DN 5 produces the same output as 
‘ . 
With an increase of T and S by at most a constant factor, we can transform a 
(partial) DN-computation graph r into an equivalent (partial) DN-computation graph 
r’ with the following properties: 
(1) It is acyclic. 
(2) For every node there is an input vector leading to it. 
(3) The set of nodes may be partitioned into levels numbered 1, 2,..., and edges 
from nodes in level j lead only to nodes in level j + 1. 
As pointed out in [3], (1) and (3) can be achieved by a construction analogous to 
a construction due to Pippenger, presented in [12], for comparison branching 
programs. We now describe the construction for our case: given r, let r’ have T 
copies of the node set of r. If in a node v of r xj is queried then all copies of v also 
query xi. If an edge leads from a node v to a node u in r, then in r’ we have a copy 
of this edge (with its input and output labels) from copy i of v to copy i + 1 of u for 
1 < i < T - 1. Clearly r’ is equivalent to r and has the same T and capacity 
S’ = S + log T. Tompa [ 121 proved that log T < S, and the argument, modified to 
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apply to our case, is as follows: T is the length of a path traced by some input vector 
X0. Since no node appears twice on this path, clearly T is at most the number of 
nodes in t, which is at most 2’. Hence indeed T < log S. Now, in order to satisfy (2) 
above, delete from r’ any node to which no input vector leads. 
From now on we will asume that every (partial) computation graph satisfies the 
above three properties. This can affect a lower bound on the product T a S only by a 
constant factor. Also, T can be redefined as the depth of the graph, which is the 
length of the longest directed path in it. 
We now formalize the properties of functions which enable us to obtain time-space 
tradeoff results. In the sequel D will denote a finite domain. 
DEFINITION 2.3. A function f defined on DN is said to depend on all of its 
arguments if for every 1 < j < N and (tl , tZ,..., t,) E DN there exists 
( sl, s2 ,..., sN) E DN such that ti = Si for i # j and f(t,, t, ,..., t,) + f(s,, s2 ,..., sN). 
Notation 2.1. Let g: DN + DN be a function of N variables xi, x2 ,..., xN. Let 
U = {il, i, ,..., i,} c { 1, 2 ,..., N} (l<i,<i,<..-<i,<N). 
Let U= (u,, u2 ,..., u,) E D’. Then g tU*u7 denotes the function with domain DN-’ 
obtained from g by substituting uk for xik (1 < k < r). 
Notation 2.2. Let f: DN -+ DN be a function; 
where _Yi =fi(X1,x2,...,xN) (1 <i <N). 
Let 
U= {i,, i,, . . . . i,} (1 < i, < i, < . - - < i, < N), 
v= {jl,.&,...,js} (1 <j, <j, < . ..j.<N), 
U = (u,, u, ,..., u,) E D’, V = (v,, v2 ,..., v,) E D’. 
Then w(f, (U, zZ), (I’, 0)) denotes the system of equations in N - r unknowns: 
where 
kl, 7 q2Y-Y qf,-_r}= {L&...,N}- {il,i2,“..&.}. 
O(f, (U, ZZ), (V, U)) denotes the number of solutions of this system. 
Remark. For the sake of simplicity we made Notation 2.1 and 2.2 with xi, yi 
indexed by elements of {I,..., NJ. Later we will use also double indexing, and xij, y, 
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will be viewed as indexed by elements of, say, { 1,2 ,..., K} X { I,2 ,..., M}. U, V will 
then be subsets of { 1,2 ,..., K} X { 1, 2 ,..., M}. 
DEFINITION 2.4. Let f be a function, f: DN -+ DN, where IDI = R. Let m be an 
integer, 0 < m <N, and a a real number, 0 < a < 1. Then f is called (m, a)-mixing if 
for any U c { 1, 2 ,..., N}, V c { I, 2 ,..., N} such that r=IUI<m, s=IVl<m and any 
iiED’,z7EDS, 
O(f, (U, u), (V, 17)) <RN-r-as. 
Intuitively, the following lemma, essentially due to Borodin and Cook [3], states 
that if a functionf is (m, a)-mixing, then any partial computation graph forfof small 
depth cannot produce many outputs for a large number of input vectors. 
LEMMA 2.1 (Essentially due to Borodin and Cook [3]). Let f: DN + DN be an 
(m, a)-mixing function, ID 1 = R, and r a partial DN-computation graph for f, of depth 
r, r < m. Then for every s <m, the number of input vectors in DN for which t 
produces at least s outputs is at most RNpus. 
Proof By duplicating nodes we can transform r into a tree of depth r. Then we 
may extend r in such a way that along every path from the root exactly r inputs are 
queried. We may also associate all outputs with the leaves, by associating with each 
leaf all the outputs produced on the path from the root to it. All these transformations 
do not change the depth of r, and result in an equivalent partial computation graph. 
Now, consider any leaf c, such that s outputs yj, t vk (1 < k < s), where 
l<j,<j,<... < j, < N are associated with c. Let xi,, xi *,..., xi,, where 1 < i, < 
i, < .a+ < i, < N, be the inputs queried along the path from the root to c, and let uk be 
the answer to the xik query on this path (1 < k < r). Let 
U = {i,, i, ,..., i,}, V= {jl,j2,...,jsI, 
k = (u, 9 u*,..., UT), v = (v, ) v* )...) vs). 
Now, an input vector leading to c must satisfy the system wdf, (U, U), (V, 6)). Since f 
is (m, a)-mixing, there are at most RN-r-as such input vectors. Since there are at 
most R’ leaves in a tree of depth r and out-degree R, at most RNmas input vectors can 
produce at least s outputs each. 
THEOREM 2.1 (“Borodin and Cook’s counting principle,” essentially due to 
Borodin and Cook [3]). There exists a constant a such that: For every b > 1 there 
exists an N,, such that tf D is a finite domain, ID I= R, R” > b2, N > NO, and 
f: DN -+ DN is an (m, a)-mixing function which depends on all of its arguments, then 
for every computation graph z for f 
T.S>a.Iogb.N.m. 
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Proof. The proof relies on Lemma 2.1. Both Lemma 2.1 and Theorem 2.1 were 
proved in [3] in a somewhat different form. A condition apparently weaker than 
(m, a)-mixing was assumed there. For our purposes it is enough to assume that f is 
(m, a)-mixing. 
We start by noticing that T > N, since f depends on all of its arguments. This is 
seen as follows: Suppose T < N, and choose any input vector (xi, x2,..., xN) = 
01 7 t, T..., t,). For some j, Xi is not queried on the path traced by (tl ,..., t,,,). There 
exists an input vector (sl, s2,..., 
./yl, t2,..., t,). 
sN) with si = ti for i # j and f(s,, s2,..., sN) # 
The path traced by (si, s2 ,..., s,) is the same as the path traced by (t,, t2,..., t,). 
Hence the same output is produced for both input vectors, contradicting 
f(t1, t, ,..., t,) f f(s 1, s 2 ,..., sN). So indeed T > N, hence S > log N. Let 
s,=s 
log b’ 
N,,>b. 
If N&N, then S, > 1. Now, if S, > m then 
T.S>logb.N.m. 
If, however, S, < m, divide the computation graph r into stages, each of depth m. For 
1 & i < [N/S,], let Ki be the number of distinct input vectors for which the first i 
stages produce at least i s S, outputs. Consider a node u at the last level of stage i. By 
Lemma 2.1, the number of input vectors which lead to v and for which at least S, 
outputs are produced in stage i + 1, is at most RNpaS1. Hence, since there are at most 
2’ such v, 
Ki, 1 < Ki + 2’ RN-nS~ for i> 1. 
Also by Lemma 2.1, 
K < RN--~SI < 2s . RN-~SI. 11 
By induction on i, 
K. < 2’ . i . RN--as1 
11 
Letting i, = [N/S,] we get 
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Hence in the first i, stages, for some input vector, less than i, . S, <N outputs are 
produced. Hence 
IfS,<iNthen 
T>i,.m= F .m. 
1 1 1 
hence 
T.S,>fN.m. 
If S, > +N then 
Hence in any case 
T. S,>N. ;N>;N. tn. 
T.S>$logb.N.m. 1 
3. TIME-SPACE TRADEOFFS AND A PROOF OF THEOREM 1.1 
We see from Theorem 2.1 that the (m, a)-mixing property for a functionfimplies a 
lower bound on T . S for any computation graph for f: The following Lemma 3.1 is 
useful in showing that functions are (m, a)-mixing. 
LEMMA 3.1 (The combination principle). Let D be a Jnite domain, R = 1 D (. Let 
x = (xi1 7 xiZ9***, xiM), .Fi = (Yi* 9 YiZ,***, Y&f) (1 <iiG 
and let g be a function of the variables xii (1 < i < K, 1 < j < M), 
g:DN+DN where N = KM 
and 
g(% 3 22 ,..., &;K) = (7, 7 u;,..., y;y), 
where pi = gi(~i), gi: D”’ + DM (1 < i & K), and suppose that all the gi are (m, a)- 
mixing. Then g is also (m, a)-mixing. 
Proof. LetK={1,2 ,..., K},M={l,2 ,..., M}, 
u, VCKXM, r=IUI<m, s = 1 V( <m, liE D’, 27E DS, 
Wi={i}XM, vi= vn wi, Ui=Uf7Wi (l<i<K). 
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Let Z be the set of solutions of the system w( g, (U, z7), (V, 0)). Z is the set-theoretic 
direct product of sets Zi, where Zi is the set of solutions of a system 
where 
vI(gi9 (vi7 ui), Cvi7 ui)) (1 < i<n 
I uil = li3 I vil =si, zii E D ‘.j, iii E D”, 
Since for 1 < i < K gi is (m, a)-mixing and 
ri<r<??l, Si < S < m, 
lZil < R”-usi 
Intuitively, the following simple lemma states that for any discrete Fourier 
transform matrix over a finite field, all submatrices with a small enough number of 
rows and large enough number of columns have rank which is at least half of the 
number of rows. 
LEMMA 3.2. Let D be a finite field, w a primitive Nth root of unity in D, and A 
an N x N matrix whose (i, j) entry is w(‘-“(~-“. Then every submatrix B of A 
having s rows and N - r columns with r, s < $N has rank at least fs. Hence, the 
functionf: DN + DN given by f(.V) = A - X is (+N, $)-mixing. 
Proof. By a result due to Tompa [ 12, 131, any submatrix of A consisting of s 
rows and s consecutive columns has rank s. Let B, be the submatrix of A consisting 
of the s rows of B and all the N columns. The number of B,‘s columns which are also 
in B is at least jN. Divide the columns of B, into consecutive blocks, each having s 
consecutive columns, except for, maybe, the last one which has between 1 and s 
columns. Since s < +N and N - r > $N, the above blocks, excluding the last one, 
contain together at least +N columns of B. Hence at least one block of s consecutive 
columns has in it at least is columns of B. By Tompa’s result all these js columns of 
B are linearly independent. 1 
We now use Theorem 2.1 and Lemmas 3.1, 3.2 in order to obtain time-space 
tradeoff results. We say that a property of a parameter 1 holds for almost every I if 
for some I, it holds for 12 I,,. 
LEMMA 3.3. There exists a constant k, such that for almost every 1, tf r, is a 
computation graph for F, (a function related to the discrete Fourier transform, see 
Sect. 2), then for z, 
T.S>k,.N;. 
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Proof By Lemma 3.2, F, is ($N,, $)-mixing. Clearly, F, depends on all of its 
arguments. The result follows by Theorem 2.1. 1 
LEMMA 3.4. There exists a constant k, such that for almost every 1, if t, is a 
computation graph for MA,(a function related to matrix multiplication over finite 
prime fields, see Sect. 2), then for z, 
T. S>k,44;. 
Proof. If we choose the same sequence of primitive roots of unity w, in the 
definition of both F, and MA, we get 
MA ,(zi 3% ,..., %,> = (F,Cf,>, F,(G),..., F,h,,N. 
By Lemma 3.2, F, is ($kf,, {)-mixing, hence by Lemma 3.1, MA, is also ($4,, $)- 
mixing. Clearly MA, depends on all of its arguments. The result follows by 
Theorem 2.1. 1 
LEMMA 3.5. There exists a constant k, such that for almost every 1, tf z, is a 
computation graph for MB, (a function related to matrix multiplication over the 
integers, see Sect. 2), then for 5, 
Proof: From r, we can construct r;, a computation graph for MA,, by replacing 
all input and output values by their value modulo p,, and deleting redundant edges. 
Clearly T and S are not increased by this transformation, and the result follows by 
Lemma 3.4 I 
Lemmas 3.3, 3.4, 3.5 are sufficient for obtaining lower bounds on the product 
time . space for the discrete Fourier transform over finite prime fields (DFT), for 
matrix multiplication over finite prime fields (MF), and for matrix multiplication over 
the integers (MI), for infinitely many N. For MF and MI, however, we can obtain 
lower bounds for almost every M, using a “padding argument” and the following 
result from number theory: 
Bertrand’s Postulate (see [9]). For every integer q > 1 there exists a prime p, 
q < P < 2q. 
Now, for every natural number I> 3, choose a prime q,, ]1/2J < q, < 1. Define the 
following infinite families of functions: 
(1) MA 1 (corresponding to MF): Let M, = I- 1, D, = GF(q,), IV, = MF, w, a 
primitive (q, - 1)th root of unity modulo q,, Y(l) an A4, by M, matrix over D, given 
by: 
W(l) = (W), > q(1)*,..., q&y, 
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where 
Zig = r.+~(~-‘)(j-l) (mod qr) if 1 <i,j<ql- 1, 
z(Z)ij = 0 if i > q, - 1 or j > qr - 1. 
Then MA 1,: Dp’ --t 0;“’ is given by 
MA 1 ,(f) = Z * ff (mod qJ. 
(2) MB1 (corresponding to MI): Let M, = l- 1, D,= Q(qJ, N,=M:, 
E, = Q(qf . Ml), wl a primitive (qr - 1)th root of unity modulo qr, F(l) an M, by M, 
matrix over the integers given by: 
where 
Zig = w~‘-‘)(~-‘) (mod qr) if 1 <i,j<qr- 1, 
Z(Qij = 0 if i > q1 - 1 or j > q, - 1. 
Then MB 1,: 0;“’ -+ E;Y’ is given by 
MBl,(f)=i*.E 
LEMMA 3.6. There exists a constant k, such that for every I, if z, is a 
computation graph for MA 1, or for MB 1 1 then for z, 
T.S>k,.M;. 
ProoJ: First consider MAl,. Let t be such that pt (the tth. prime) is equal to q,. 
Then from r, we can construct a computation graph r; for MA, by deleting redundant 
nodes and edges. Let S’, T’ be the capacity and depth, respectively, of r;. Let S, T be 
the corresponding values for 5,. Let M, be as in the definition of MA,, and let M, be 
as in the definition of MA l[. We have 
and 
M, = l- 1 < 2(q, + 1) = 2(p, + 1) = 2(M, + 2). 
From Lemma 3.4. we know that for t large enough 
T’4’>kk,.M;. 
Hence we get for 1 large enough 
T. S>;(M,-4)‘. 
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Now clearly for 1 large enough, M, - 4 > fM,, and the result for MA 1 follows. The 
result for MB1 follows in a similar way from Lemma 3.5. I 
Our main result, namely Theorem 1.1, follows from Lemmas 3.3, 3.6, and the fact 
that every program for the discrete Fourier transform can compute the infinite family 
of functions F, every program for matrix multiplication over finite prime fields can 
compute the infinite family of functions MA 1, and every program for matrix 
multiplication over the integers can compute the infinite family of functions MBl. As 
we have mentioned before, T is a lower bound on time and S is a lower bound on 
space. 
As we have mentioned before, the above lower bounds are optimal up to a factor 
of log no”’ for the above-mentioned range of entries length. We think that this range 
is of particular interest. For instance, Professor Stephen A. Cook (personal 
communication) has drawn the author’s attention to the fact that if the entries length 
is large, say 0(2”), then the complexity of matrix multiplication over the integers is 
closely related to the complexity of multiplying two integers. 
4. CONCLUDING REMARKS 
We have obtained new results concerning the complexity of classical algebraic 
computational problems on unrestricted models of sequential computation. While 
nontrivial time bounds are still lacking for those problems on such models, we can 
prove nontrivial time bounds when space is restricted. 
Regarding the techniques, we find it quite interesting that properties of the discrete 
Fourier transform matrix which were used by Tompa [ 121 to prove similar time- 
space tradeoffs on the restricted model of an arithmetic straight-line program turned 
out to be useful in proving time-space tradeoffs on unrestricted models. A similar 
phenomenon is mentioned in [3]: The proof, appearing in [4], for sorting on a 
restricted model was helpful in constructing a proof for the unrestricted model. 
In this paper we use “Borodin and Cook’s counting principle” in a systematic, 
unified way, by introducing the concept of (m, or)-mixing functions. We also show 
that the (m, cr)-mixing property is preserved under a certain operation. We also use 
transformations on families of computation graphs, which can be viewed as 
nonuniform reducibilities among problems. 
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