Do Firm-Bank `Odd Couples' Exacerbate Credit Rationing? by Giovanni Ferri et al.
Università degli Studi di Bari
Dipartimento di Scienze Economiche e Metodi
Matematici
Southern Europe Research in Economic Studies
S.E.R.I.E.S.
SERIES e MATEF sono pubblicati a cura del Dipartimento di Scienze
economiche dell'Università degli Studi di Bari.
I lavori riflettono esclusivamente le opinioni degli autori e non
impegnano la responsabilità del Dipartimento.
SERIES e MATEF vogliono promuovere la circolazione di studi ancora
preliminari e incompleti, per suscitare commenti critici e
suggerimenti.
Si richiede di tener conto della natura provvisoria dei lavori per
eventuali citazioni o per ogni altro uso.
SERIES and MATEF are published under the auspices of the
Department of Economics of the University of Bari.
Any opinions expressed here are those of the authors and not
those of the Department.
Often SERIES and MATEF divulge preliminary or incomplete work,
circulated to favor discussion and comment.
Citation and use of these paper should consider their provisional
character.
WORKING PAPER NO.
Giovanni Ferri, Pierluigi Murro and  Zeno Rotondi
Do Firm-Bank `Odd Couples' Exacerbate Credit
Rationing?
0031Do Firm-Bank ‘Odd Couples’ Exacerbate
Credit Rationing?
Giovanni Ferri, Pierluigi Murro, and Zeno Rotondi y
July 2010
Abstract
We start considering an optimal matching of opaque (transparent)
borrowing ￿rms with relational (transactional) lending main banks. Next
we contemplate the possibility that ￿rm-bank ￿odd couples￿ materialize
where opaque (transparent) ￿rms end up matched with transactional (re-
lational) main banks. We conjecture the ￿odd couples￿ emerge either since
the bank’s lending technology is not perfectly observable to the ￿rm or
because riskier ￿rms ￿ even though opaque ￿ strategically select transac-
tional banks in the hope of being classi￿ed as lower risks. Our econometric
results show the probability of rationing is larger when ￿rms and banks
match in ￿odd couples￿.
Key words: Relationship Banking, Credit Rationing and Asymmet-
ric Information
JEL Classi￿cation: G21; D84
1 Introduction
Whether enough bank credit is available to meet the demand of the small and
medium-sized enterprises (SMEs) makes a key issue for academia as well as
being a major preoccupation for the policy makers throughout the world. The
theoretical models embodying the problems of adverse selection and of moral
hazard of the borrowers ￿ stemming from the information asymmetry between
them and the lenders ￿ typically prognosticate some of the borrowers will be
rationed credit in the equilibrium. This prescription has a lemma for the SMEs.
Since they are normally more opaque to external scrutiny with respect to the
other enterprises, it is expected that the SMEs will be particularly subject to
credit rationing exactly because the asymmetry of information is greater for
We wish to thank participants at the Barcelona Banking Summer School (BBSS), and in
particular Xavier Freixas and Moshe Kim, for their useful comments.
yGiovanni Ferri and Pierluigi Murro: University of Bari; Zeno Rotondi: UniCredit Group’s
Retail Research Division. The views put forward in the paper belong exclusively to the authors
and do not involve in any way the institutions of a￿liation. Corresponding author: Pierluigi
Murro (pierluigi.murro@dse.uniba.it)
1them. Therefore, it may be more di￿cult for the SMEs to obtain loans. A
further aspect making the SMEs more ￿nancially vulnerable than the other
enterprises descends from their virtually exclusive reliance on bank ￿nancing as a
source of external funding, as these ￿rms very rarely tap the ￿nancial markets to
issue stocks or debt securities. In turn, by limiting the access to external ￿nance,
their graver asymmetries of information could jeopardize SMEs’ investment and
output levels.
After the seminal papers by Ja￿e and Russell (1976) and by Stiglitz and
Weiss (1981) demonstrated that credit rationing may persist even in equilib-
rium, several theoretical papers ￿ still building on the hypothesis of information
asymmetries ￿ have tackled the impact of credit rationing on enterprises’ busi-
ness activity1. All of these contributions take up the problem of the asymmetry
in information in one way only. Indeed, this literature investigates situations
in which the bank (the principal) su￿ers an information asymmetry vis-  a-vis
the ￿rm (the agent) applying for credit. That asymmetry persists ￿ though
somewhat diminished ￿ even after the banks’ evaluation of the ￿rm’s qual-
ity. Along this approach, contributions study how the ensuing incomplete con-
tract/incomplete market set up a￿ects the equilibrium between loan demand
and loan supply.
To our knowledge, no researcher has thus far addressed the possibility that
there might be information asymmetries also going the other way. Namely,
consider the following situation where we suppose that:
i) the banks are not all identical but there are di￿erent types of banks, e.g.
relationship lenders vs. transactional (or arm’s length) lenders;
ii) the enterprises di￿er in terms of the intensity of their opaqueness, e.g.
most SMEs are more opaque (have more intense information asymmetry) with
respect to larger enterprises;
iii) there exist an optimal ex ante match between bank type and ￿rm type,
e.g. opaque ￿rm/relationship bank, transparent ￿rm/transactional bank;
iv) in choosing their bank, we may consider two di￿erent behaviors by the
￿rm: a) ￿safe￿ ￿rms should try to reach the optimal match internalizing the
negative consequences an imperfect match would deliver; b) ￿risky￿ and opaque
￿rms might play strategically, trying to pretend they are transparent and search-
ing a transactional banking partner;
v) to expand its business, when approached by an enterprise, the bank pre-
tends to be the type of bank she expects the borrower to consider his optimal
banking partner;
vi) the enterprise will only be able to learn ex post the actual type of bank
it has ended up selecting.
In that situation, there is double-sided information asymmetry. As in the
previous literature, the bank does not know exactly the type of the borrowing
applicant. However, in addition to that, also the enterprise knows only imper-
fectly which bank type it is selecting. In this paper, we posit that an imperfect
1Early works in this vein include Blinder and Stiglitz (1983), Besanko and Thakor (1987)
and Berger and Udell (1992).
2bank-type/￿rm-type match could result in more severe ￿nancial constraints for
the borrowing ￿rms. To be sure, as exempli￿ed above, if the business technology
employed by the bank turns out to be inappropriate to the needs of the bor-
rower, then the asymmetries of information might be ampli￿ed by the imperfect
match.
Indeed, the idea that banks do di￿er in the way they approach their lending
is in line with a new strand of the literature that, in recent years, has investi-
gated the methods through which the SMEs are ￿nanced by banks. Various ￿
both theoretical and empirical ￿ papers 2 highlight two extreme speci￿c lending
technologies: the ￿transaction lending￿ technology ￿ typically based (only) on
￿hard￿ information (e.g. borrowers’ balance sheets and/or collateral guarantees)
vs. the ￿relationship lending￿ technology ￿ based instead on ￿soft￿ information
(obtained via personal interaction/acquaintance and di￿cult to codify). This
approach holds that the ￿transaction lending￿ technology is more desirable for
more informationally transparent ￿rms, while the ￿relationship lending￿ tech-
nology is more appropriate for the more opaque ￿rms (su￿ering more intense
asymmetries of information).
To our knowledge, up to now, no researcher has investigated the causes and
the consequences of an imperfect match, i.e. a situation in which the information
characteristics of the ￿rms and the lending technology of its bank are not aligned.
Obviously, in a perfect capital market this problem would be immaterial, and an
imperfect match should not have consequences. In case an enterprise ￿nds out
ex post it chose the ￿wrong￿ type of bank ￿ that is the bank the ￿rm selected
in view of its own ￿rm-type turned out to be of the opposite type ￿ it will
immediately switch to another more ￿appropriate￿ bank (at least on the basis
of the ￿rm’s ex ante perception). However, considering that transaction and
information costs could make changing the banking partner cumbersome, the
enterprise might risk being stuck (for a while) with the wrong bank, thereby
possibly su￿ering more credit rationing than would have resulted from a perfect
match.
To address this issue, we use novel survey micro-data that allow us to learn
the lending technology criteria according to which each ￿rm selected ex ante its
main banking partner and also whether the ￿rm ￿nds out ex post that, indeed,
the selected bank practices those lending technologies. The data refer to the end
of 2006 and come from the Tenth Survey of Italian Manufacturing Enterprises
runs by UniCredit Group. Speci￿cally, we aim to shed light on whether an
imperfect match ￿ that we identify as a situation in which the ex ante lending
technology criteria employed by the ￿rm to select its main banking partner
turned out, in the view of the ￿rm, not to be satis￿ed ex post by the chosen
bank ￿ a￿ects the probability that ￿rms will su￿er credit rationing.
Building on the answers provided by the surveyed enterprises to di￿erent
questions we create an indicator to identify the consistency between, on the
one hand, the lending criteria used by the enterprise to select its main banking
2A survey of the literature that has lately studied the various lending technologies employed
by banks (especially to lend to the SMEs) is contained in Section 2.
3partner ￿ on the basis of the bank type that was perceived ex ante by the ￿rm
￿ in view of the enterprise’s own ￿nancial needs and, on the other hand, the
criteria that bank is actually using according to the ex post assessment of the
enterprise. To complete our primary task, we then test whether the probability
of being credit rationed increases for those ￿rms where the indicator points to
inconsistency.
Our results support the view that the probability of rationing increases when
the ￿rm ends up in an inconsistent match with its main bank. Assuming rational
behavior on the part of the enterprise, its falling into an inconsistent match
evokes the possibility that even banks may be opaque for borrowing ￿rms, being
it di￿cult for the latter to know precisely ex ante what the lending technology
used by the bank will actually be.
In the rest of the paper section 2 brie￿y discusses the literature on credit
rationing and on the ways for the SMEs to get external ￿nance. Section 3 is
devoted to present the data set we use, explaining also our methodology to
construct the variables we use as well as our econometric strategy. In section 4
we show our main results. Section 5 concludes the paper.
2 Survey of the Literature
The issue of credit rationing has been the focus of very many theoretical con-
tributions. There are various reasons behind this revealed interest on the topic.
Early on credit rationing was studied because of its possible role in connec-
tion with the transmission of monetary policy. Some papers of the 1950s ￿ e.g.
Kareken (1957), and Scott (1957) ￿ suggested that monetary policy could in
part be transmitted via the channel of credit rationing, rather than through the
interest rate channel. However, in these papers the existence of credit rationing
was forced by the ad hoc assumption that interest rates were rigid.
In the following decades, the literature built on more theoretically solid
grounds deriving credit rationing from the existence of asymmetries of informa-
tion and of agency problems. This is the case, among others, for two in￿uential
papers like Hubbard (1990), and Bernanke and Gertler (1995) highlighting that
credit rationing can negatively impinge on companies’ output and investment
and, through this, damage the macroeconomy. These works are founded on
the results obtained earlier by Ja￿e and Russell (1976), and Stiglitz and Weiss
(1981), who show the mechanisms through which credit rationing can persist
in equilibrium. In Stigilitz and Weiss (1981) the bank ￿ not being able to con-
trol all the actions of its borrowers ￿ writes its contracts in a way to provide
them incentives to take those decisions favoring the bank and to attract low
risk borrowers. That strategy raises the bank’s expected return by less than
the increase in the loan rate up to a certain level of the interest rate. Beyond
that threshold any increase in the loan rate will cause the expected return to
diminish ￿ because of the negative self-selection e￿ect of the increased rate that
twists the composition of the borrowing pool away from safe and towards risky
applicants. Accordingly, the loan rate at which the bank maximizes her ex-
4pected pro￿t is exactly the one of equilibrium. Naturally, it is possible ￿ indeed,
this will be the norm ￿ that at that interest rate the demand for loans exceeds
the related supply. However, because of the mentioned adverse selection impact
of any further increase, the loan rate will not be increased by the bank and the
demand not satis￿ed will be rationed. This is one of the best known examples
of real rigidities depending on market failures.
Various subsequent papers evaluate the possibility that the banks could be
able to partly solve the market failure via their own work and expertise. Specif-
ically, through adequate screening and monitoring procedures the bank can (at
least partly) overcome the asymmetric information and incentive problems (Di-
amond, 1984; Bhattacharya and Thakor, 1993) and, thus, reduce enterprises
liquidity constraints. However, the extent to which a bank succeeds in overcom-
ing the information asymmetry and in providing the appropriate incentive for
borrowers to avoid opportunistic behavior depends also on its lending technol-
ogy. Mainstream literature generally distinguishes two ways in which SMEs are
￿nanced by banks, depending on the type of information which is exchanged
between the ￿rm and the bank. A ￿transaction lending￿ technology refers to
a ￿rm-bank report in which the bank obtains from the borrowing ￿rm ￿hard￿
type information, that is quantitative in nature and, so, easily transferable. At
the other extreme, a ￿relationship lending￿ technology hinges on ￿soft￿ informa-
tion, that is qualitative information that are normally obtained via long-term
informal/personal interaction and are, therefore, much more di￿cult to transfer.
Both the theoretical and the empirical literature have mainly focused on the
characteristics and the possible pros/cons of ￿relationship lending￿. This is, in
fact, considered the most appropriate technology to lend to ￿rms with signi￿-
cant informational asymmetries, as a tighter ￿rm-bank relationship helps over-
come those informational asymmetries, improving the e￿ciency of the bank’s
allocation of loans. Boot (2000) de￿nes relationship lending as ￿the provision
of ￿nancial services by a ￿nancial intermediary that: i. invests in obtaining
customer-speci￿c information, often proprietary in nature; and ii. evaluates the
pro￿tability of these investments through multiple interactions with the same
customer over time and/or across products￿. The de￿nition hinges on two cru-
cial aspects: eliciting the release of ￿proprietary￿ information from the client to
the bank and the presence of multiple interactions between the two parts.
Some theoretical contributions have tried to model the features of this ￿rm-
bank relationship. Rajan (1992) stresses the amply recognized advantages of
bank ￿nancing. In practice, thanks to their ability to reduce adverse selection
problems (thanks to better information) and to lower also the moral hazard (by
controlling borrowing ￿rms investment decisions), the banks can o￿er the SMEs
￿informed￿ external funds that will be cheaper than those ￿less informed￿ funds
the SMEs can obtain from transactional lenders. Diamond (1991) highlights
that the ￿rm-bank relationship by itself can solve the moral hazard problem
for the ￿rms, since the reputation cumulated through a good past track record
dampens the risk of adverse selection. However, the rose of relationship lending
also has its thorns, and some authors underline the costs of relationship banking
(e.g. Sharpe, 1990; Rajan, 1992; Weinstein and Yafeh, 1998). Indeed, thanks to
5its informational advantage, the bank might extract surplus from the borrowing
￿rms. This could change the incentives for the ￿rms. Firms could prefer to apply
for credit at a transactional ￿nancier, who will have neither the advantages nor
the costs of entertaining the relationship with the bank.
Some empirical research has tried to test those results derived from the the-
oretical models. In particular, many papers have analyzed ￿ in various countries
￿ the impact ￿relationship lending￿ has on the ￿nancing of the SMEs. For the
US, various studies used data from the National Survey of Small Business Fi-
nance. Among these studies, Petersen and Rajan (1994) ￿nd that the ￿rms
obtaining loans from fewer banks enjoy easier access to credit and pay lower
borrowing rates, while longer ￿rm-bank relationships translate into increased
availability of ￿nancing. Berger and Udell (1995) show that a longer ￿rm-bank
relationship lowers the cost of credit and reduces also the requirements of collat-
eral guarantees. On data for Italy, Angelini et al. (1998) ￿nd that the intensity
of ￿relationship banking￿ reduces the probability that borrowing ￿rms will be
rationed, even though the lending rates charged by the banks tend to increase
as the ￿rm-bank relationship lengthens. For Belgian enterprises, Degryse and
Van Cayseele (2000) detect the impact relationship banking along two di￿erent
dimensions: borrowing rates increase as the ￿rm-bank relationship lengthens,
while borrowing rates decrease when the scope of the ￿rm-bank relationship ￿
de￿ned as the purchase of additional information intensive services (other than
the loan) ￿ increases.
Di￿erently from what happened with the great attention for relationship
lending, the literature has been rather silent about the determinants and the
features of the ￿transaction lending￿ technology. Often, the literature has used
the transaction lending label for any type of loan based on information that is
easily veri￿able by anybody, where the release of such information is typical of
the most transparent enterprises. Berger and Udell (2006) criticize this over-
simpli￿cation. In particular these two authors suggest that there are various
technologies hinging on ￿hard￿ information, and these technologies do di￿er
among themselves. This is not only a theory curiosum about the way SMEs
obtain their ￿nancing but it has also relevant policy implications. To exemplify,
referring to the simpli￿ed dichotomization between relationship lending and
transaction lending, a number of authors 3 have argued that the large banks
are at a disadvantage in supplying funds to the more opaque SMEs. However,
Berger and Udell (2006) underline that many large banks lend to opaque SMEs
by means of transaction lending technologies, thereby dealing with informational
asymmetries by means of ￿hard￿ information. In fact, where no detailed and
trustworthy ￿nancial accounts are available, the large banks may often use other
￿hard￿ type4 information assess the probability that the enterprise will repay
3For a survey of the literature on this theme, see, e.g., Boot (2000), Ongena and Smith
(2000), and Elyasani and Goldberg (2004).
4For example, with highly asset-based enterprises the large banks can employ an assessment
of the assets pledged as collateral guarantees; with factoring companies they can focus on the
quality of the loans purchased by those companies; for leasing companies the large banks can
use an evaluation of the ￿xed assets owned by the companies.
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Utilizing survey micro-data on Japanese SMEs, Uchida et al. (2006) tested
the importance of the various ￿lending technologies￿ proposed by Berger and
Udell (2006). Speci￿cally, they consider four lending technologies: ￿nancial
statement lending, real estate lending, other ￿xed-asset lending, and relation-
ship lending. Using the responding ￿rm’s answer to the question on which were
￿ in the ￿rm’s own view ￿ the criteria followed by its main banks to grant its
loans, the authors created a distinct index for each of the four lending tech-
nologies. Analyzing econometrically the determinants each index the authors
￿nd there is complementarity among the indices of the four technologies. This
result suggests that the banks, even though possibly employing mainly some
speci￿c criteria to lend, tend to use the various lending technologies at the same
time. Complementarity is stronger between some of the technologies, such as, on
the one hand, between ￿￿nancial statement lending￿ and ￿relationship lending￿,
and, on the other, between ￿real estate lending￿ and ￿other-￿xed asset lending￿.
This complementarity across technologies makes the identi￿cation of distinct
determinants for the single technology quite di￿cult. Among the cases where
such identi￿cation is possible, the authors report that ￿rms having audited
statements are signi￿cantly more likely to be lent via the ￿￿nancial statement
lending￿ (though this result applies to smaller-sized ￿rms only). Finally, in the
surveyed enterprises’ view, the small-sized banks and those banks that more ex-
tensively use soft information are more likely to employ the relationship lending
technology to supply their loans.
3 Asymmetries of Information About the Bank
The main objective of this section is trying to explain the theoretical intuition
on which we anchor our empirical analysis. The hypothesis we want to test
regards a new possible determinant of ￿rm’s credit rationing depending on the
mismatch between the type of bank the ￿rm tried to select and the type of main
bank the ￿rm actually ended up with. Speci￿cally, we consider the possibility
that the likelihood of rationing increases when the bank type perceived (ex ante)
by the ￿rm as optimal in selecting its main bank turns out not to be satis￿ed
ex post by the bank actually selected. We posit this mismatch is due to two
chief causes: the fact that it is di￿cult for the ￿rm to identify ex-ante the true
characteristics of the bank it selects as its partner; and the information and
switching costs that, under some circumstances, may force the ￿rm to stick to
a relationship with a ￿wrong type￿ bank.
Our intuition descends from some assumptions on the features of the ￿rm-
bank relationship. Some of these assumptions are amply shared by the reference
literature, while some of the other assumptions are relatively new. A ￿rst set of
assumptions we refer to pertain to the various types of banks and of ￿rms. As
we outlined in the previous section, the literature has highlighted that there are
di￿erences across banks depending on the lending technologies they employ. In
general, two main types of technologies ￿ relationship lending vs. transactional
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stressed that the banks tend to specialize in the technology they use the most.
Thus, though it may be familiar also with the alternative technology, each bank
will be more e￿cient when lending through the technology it specializes in. So,
it is useful distinguishing banks according to their preferred lending technology.
At the same time, most authors concur it is useful to distinguish the ￿rms
on the basis of the intensity of their information opacity. This sometimes corre-
sponds to separating large-sized (relatively transparent) enterprises from smaller
and medium-sized (relatively opaque) enterprises (SMEs). Indeed, several pa-
pers stress that the SMEs su￿er more intense credit rationing because of their
higher opacity. Obviously, ￿rm size is not the only way to approximate opacity.
Some authors discriminate the ￿rms on the basis of whether their statements
are audited and/or they o￿er real assets as collateral guarantees on the loans
they obtain.
Having classi￿ed the enterprises (on the basis of their information opaque-
ness) and the banks (on the basis of their vocational lending technology) we
posit there is an optimal match between bank type and enterprise type. In
practice, we judge the ￿optimal couples￿ are opaque ￿rms/relationship banks
and transparent ￿rms/transactional banks. This assumption is not entirely new
in the literature. For instance, various papers have stressed that the large banks
hold a comparative advantage in transactional lending ￿ based on ￿hard￿ infor-
mation ￿ to transparent ￿rms, while the smaller-sized banks have an edge in
relationship lending ￿ based on ￿soft￿ information ￿ to opaque ￿rms.
Even though the two couples above are optimal in theory, in reality we should
contemplate the possibility that not always the agents ￿ both the banks and the
￿rms ￿ try to reach the appropriate matching. For various di￿erent reasons, in
fact, both the ￿rms and the banks may sometimes have an incentive to attempt
deviating from their optimal match.
Let’s start considering the enterprises. We may distinguish ￿safe￿ enterprises
from ￿risky￿ enterprises. Indeed, the ￿rms di￿er not only in terms of their
relative information opaqueness but also in terms of their degree of risk. Two
enterprises that are analogous with respect to asymmetries of information may
feature rather di￿erent probabilities to repay their loans. These di￿erences,
descending from various factors, such as the enterprise’s pro￿tability, its extent
of ￿nancial leverage or its sector-speci￿c risk, are however di￿cult to assess for
the bank, even more so against opaque ￿rms. Because of this, the ￿rms that
hold themselves ￿safe￿ will try to get the optimal banking partner, so to signal
their good quality, overcoming the information asymmetry problem and getting
the sought for loan. On the contrary, the companies that are aware of being
￿risky￿ could have an incentive to play strategically, thereby trying to liaise with
the type of bank that would less likely be able to identify the company’s risk
type. So, ￿risky￿ ￿rms try to exploit their information asymmetry to their own
advantage. Naturally, the possibility of playing strategically is larger for the
more opaque ￿rms, which might therefore try securing a transactional banking
partner in the hope the bank will be unable to classify their true risk.
Furthermore, since the ￿rms are not able to perfectly tell ex-ante the true
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deviate from the optimal ￿rm-bank match. The objective of the bank is, in fact,
maximizing the number of good ￿rms in their borrowing pool. Unfortunately,
the bank is unable to ￿awlessly identify ex-ante the quality of the new ￿rms
applying for credit (particularly for opaque ￿rms). For this reason, the bank
may have an incentive to maximize its number of customers, thus mimicking the
behavior of the type of bank the applicant enterprise is seeking for. Only later
on, will the bank try to discriminate among the various customers by means of
its vocational lending technology.
The strategic behaviors on both the part of the ￿rm as well as of the bank
makes it more likely that several ￿rm-bank couples turn out to be ￿odd￿ (or mis-
matched; i.e. opaque ￿rm/transactional bank or transparent ￿rm/relationship
bank) and, consequently, this raises the probability that ￿rms will be credit
rationed.
If the capital market was perfect, the odd ￿rm-bank couples would have no
consequence, at least in the long-run. When the ￿rm realizes it has ended up
with the ￿wrong￿ type bank ￿ unless the ￿rm is a ￿risky￿ subject deliberately
playing strategically ￿ it could ￿migrate￿ to a more adequate bank. However,
because of the existence of information and switching costs, more often than not
the ￿rm will be stuck in its relationship with the inadequate banks, continuing
to su￿er heightened credit rationing.
Finally, there are two possible reasons of creating odd ￿rm-bank couples, due
to the change over time of the ￿rm and of the bank. Indeed, as time passes the
￿rm’s needs as well as the bank’s lending specialization might vary. For example,
an initially transparent enterprise could become opaque if it invests in assets
breeding larger information asymmetries, while a bank at the start specialized
in relationship lending could restructure and switch to transactional lending.
Also in these cases it might be di￿cult for the ￿rm to change its main banking
partner thus making the odd couples last for a while. These considerations seem
to imply that the negative e￿ects on credit rationing stemming from mismatches
between the type of ￿rm and the type of bank could be larger for the ￿rms
endowed with longer lasting relationships with banks as this might strengthen
their lock-in with the bank.
4 Data and Variables
4.1 Presenting the Dataset and Some Descriptive Statistics
Our main data source is the Tenth Survey on Italian Manufacturing Firms
(SIMF), run by the Unicredit banking group in 2007. Every three years this
survey gathers data on a sample of Italian manufacturing ￿rms having more
than 10 employees. The 2007 wave consists of 5,137 enterprises. All the ￿rms
with more than 500 employees are included, while those having a number of
employees in the range 11 to 500 are sampled according to a strati￿ed selection
procedure based on their size, sector, and geographic localization. The main
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on individual ￿rms. In particular, the 2007 wave features information regarding
the ￿rm’s: a) ownership structure; b) number and skill degree of employees;
c) attitude to invest in R&D and whether it has made innovations; d) extent
of internationalization and exports; e) quality of the ￿nancial management and
relationships with the banking system. These information are gathered through
a survey on the three years previous to the survey year (thus, for the wave we
use data go from 2004 to 2006).
The ￿rms in the sample cover approximately 9% of the reference universe
in terms of employees and some 10% in terms of value added. Tanks to its
strati￿cation, the sample is highly representative of the economic structure of
Italian manufacturing. Table 1 presents some descriptive statistics. At the
mean, the surveyed ￿rms have been in business for 22 years; beyond 60% of
them have fewer than 50 employees (below 4% of the ￿rms have more than
500 employees); 70% of them are localized in the North. Only 1% are listed in
the Stock Exchange, while 37% have their pro￿t/loss and ￿nancial statements
certi￿ed by external auditors. As to sectoral specialization, almost half of the
enterprises belong to traditional sectors, according to the Pavitt classi￿cation,
while only 5% have their business in the high tech sectors.
Moving on their ￿nancial set up, the average length of the relationship with
the main bank is 17 years; 48% of the ￿rms have a national banks as their main
banking counterpart, 10% entrust a banca popolare (larger-sized cooperative
banks), 7% feature a savings bank as their main bank, 5% entrust a banca di
credito cooperativo (smaller-sized cooperative mutual banks), while 28% of the
￿rms have another type of bank as their main bank. Finally, there is exten-
sive multiple banking: on average ￿rms have ￿ve banks and the share of loans
obtained from the main bank is 32% of the total banking loans received.
Particularly relevant for our analysis, the 2007 wave of the survey features a
peculiarity with respect to the previous waves. Speci￿cally, an entirely new set
of questions was introduced (partly inspired by an analogous detailed survey on
SME ￿nancing run in Japan, see Uchida et al. 2006; 2008), expressly tailored
to investigate in depth the relationship between the ￿rm and its main bank. In
this paper we will particularly focus on two questions where the ￿rm is asked
to state which of the characteristics ￿ choosing from a given list ￿ have been
important in the ￿rm’s selection of its main bank, as well as stating which
characteristics, in the ￿rm’s view, best describe the way its main bank grants
credit. Unsurprisingly, given the fact that this section of the survey required
dedication, only one third of the total number of surveyed enterprises (exactly
1,541 ￿rms) answered these questions. Table 2 reports descriptive statistics for
this sub-sample of enterprises. We cannot rule out self-selection. In other words,
it is possible that the choice by a ￿rm to answer this part of the questionnaire
was not casual. The large share of credit rationed ￿rms in this sub-sample ￿
15% as against 5% of the total sample ￿ is perhaps suggestive of that. It will
thus be important keeping this in mind when commenting the results. The other
variables seem to be in line with the rest of the sample, excluding the share of
loans granted by the main bank, which is 23% in the sub-sample with respect
10to 32% in the whole sample.
4.2 Consistent Firm-Main Bank Choice and the Phenomenon of
the ￿Odd Couples￿
To distinguish the enterprises on the basis of the needs they perceive in choosing
their main banks, and the banks according to the criteria they actually use ￿ in
the ￿rms’ perception ￿ to lend, we employed questions F1.15 and F1.17 (see the
Appendix) from the Survey. Using the information obtained from the answers
to these two questions we could dichotomize the ￿rms ￿ depending on their ex
ante selection drivers ￿ between the group of those searching a main bank more
oriented to soft information and relationship lending and the group of those ￿rms
looking for e￿ciency at transactional lending focused main banks. Furthermore,
we were also able to dichotomize the banks ￿ following the ex post assessment
based on the ￿rms’ perception ￿ between the group of those with a vocation to
relationship lending and the group of the banks more inclined to transactional
lending. Having completed the bipartition of the ￿rms and of the banks, we
could then build four indicators mapping all the possible combinations between
￿rm type and bank type.
The distinction between the two ￿rm types derives from inspecting the an-
swers to the question ￿ Which of these characteristics are key in selecting your
main bank?￿. In answering this question the ￿rm was required to give a weight
(going, in descending order, from 1, very much, to 4, nil) to 14 characteristics.
Six (from 1 to 6) of the 14 characteristics emphasize the relationship motive,
while most of the others (from 7 to 12 and also 14) stress the e￿ciency reason.
In practice, we constructed dummy variables valued one if the ￿rm answered 1
(very much) to the respective characteristic. Next, we calculated two indices (an
index of relationship and an index of e￿ciency), as the ￿rst principal compo-
nent obtained via the principal component analysis on these dummy variables.
The enterprises that turned out having a relationship index larger than their
e￿ciency index were classi￿ed as ￿relational￿, the other ￿rms (those having an
e￿ciency index larger than their relationship index) were cataloged as ￿trans-
actional￿.
Using instead the answers to the question ￿ In your view, which criteria does
your bank follow in granting loans to you? ￿, we classi￿ed the characteristics of
the banks, according to the ￿rms’ opinion. Also here the ￿rm was asked to give
a weight on the relevance of ￿fteen criteria, that we could group as ￿relational￿
(criteria from 9 to 11 and from 13 to 15) and ￿transactional￿ (from 1 to 6).
Following a procedure entirely analogous to that utilized before in categorizing
the ￿rms, we built two bank type indices. The banks that turned out to have a
larger value for the relational index were classi￿ed ￿relational￿, the other ones
were labeled ￿transactional￿. Having dichotomized also the banks, we could then
build four dummy variables mapping all the possible combinations: relational
￿rm with relational bank; relational ￿rm with transactional bank; transactional
￿rm with relational bank; transactional ￿rm with transactional bank.
This methodology to construct the indicators of consistency between the
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advantages. Primarily, we manage to perceive the actual features of the bank (in
the ￿rm’s view) at the time the ￿rm is asked. Thus, we can identify the possible
di￿erences between the characteristics the enterprise was looking for at the
beginning of the business rapport with the bank and those the bank has turned
out to actually o￿er the ￿rm. An additional advantage of our index method is
that, though based on the ￿rm’s perception, these indices are derived indirectly
on the ￿rm’s answers. In doing so, we lower the possible distortion of the indices
that could descend from the imperfect understanding of the questions.
An important feature of our indices ￿ something to keep in mind when
explaining the results ￿ is that the ￿rms are divided on the basis of the needs
they state in motivating their main bank selection and not on the basis of the
enterprises actual degree of opacity. As such, a good guess is that the ￿rms
stating they are searching for a relationship bank rapport are the ￿rms we
identi￿ed as opaque ￿rms of good quality, while it would be rational for the
opaque enterprises that perceive themselves as risky to state they are looking
for a transactional bank.
Table 3 presents the descriptive statistics for these variables. 66% of the
￿rms falls into the combination relational ￿rm with relational bank. The odd
couples are 26% of the enterprises as they end up in a sub-optimal matching:
13% of the ￿rms looking for a relational bank has ended up with a transactional
bank and an additional 13% of the ￿rms were searching for a transactional bank
and have found themselves with a relational main bank. Finally, only 8% of the
enterprises were aiming at a transactional bank and have e￿ectively liaised with
a transactional bank.
To control whether the results we obtained through these indices were only
due to the respondents’ misinterpretation of the question on the criteria used by
the bank in supplying its credit, we can consider the type of bank the ￿rm applies
to. We build here on the reasoning put forth by Stein (2002). Speci￿cally, he
argues that, in view of their organizational features, the larger banks su￿er a
disadvantage to o￿er loans based on soft information to the smaller-sized ￿rms.
Because of this, we expect that the NATIONAL banks tend to supply credit on
the basis of transactional type lending technologies, whereas LOCAL banks are
expected to use relationship lending technologies.
Fortunately, the survey gives us the information on the type of main bank
entrusted by the ￿rm.5 Through this information we will try to replicate the
mismatching indices, substituting the type of bank to the ￿rm’s answers as to the
criteria used by its main bank to supply credit. In this, we coded LOCAL banks
the Volksbank type banks (banche popolari), the savings banks and the mutual
banks (banche di credito cooperativo), 6 while categorizing as NATIONAL both
5In e￿ect, only 944 ￿ of the 1541 enterprises responding to the two questions we used to
build our indices ￿ reported also the type of their main bank. We can imagine some self
selection, where the ￿rms unable to specify their type of main bank are those su￿ering more
asymmetries of information on bank characteristics. This conjecture is supported observing
that the degree of mismatch is much smaller for the 944 ￿rms (15%) than for the 1541 ￿rms
(25%).
6We code as LOCAL banks also those cases where the ￿rms classi￿ed their main bank
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consistent with expectations: while the share of ￿rms looking for a relational
main banking partner are slightly twisted in favor of the LOCAL (44% against
40% for the NATIONAL) the opposite attains for the share of enterprises looking
for a transactional main bank (10% for the NATIONAL vis-￿-vis 6% for the
LOCAL).
In addition, Table 5 shows that the mismatch phenomenon is much more
widespread for the NATIONAL (23% of the ￿rms with a NATIONAL main
bank end up in an odd couple) than for the LOCAL (only 8% are mismatched).
Possibly, this depends on the variety among the various NATIONAL banks.
On this, Albareto et al. (2008) argue that, in the recent years, Italy’s bank-
ing market has seen increasing diversity among the large banks in terms of
organizational models.7 These considerations provide ground for the ￿reverse￿
asymmetry of information, whereby a ￿rm can guess only imperfectly the actual
lending technology of a new bank it is approaching.
5 Empirical Methodology
This section is devoted to outline our empirical model, explain how the de-
pendent variable is constructed and sketch out the details of the other control
variables included in our regressions. The main results of the empirical investi-
gation will instead be undertaken in section 6.
5.1 Empirical Model
Our chief aim is testing whether inconsistency between the ex ante banking
needs of the enterprise and the ex post lending specialization of its main bank
￿ i.e. being an ￿odd couple￿ ￿ a￿ects the probability that the ￿rm will su￿er
credit rationing. To test our hypothesis we will start building an empirical
model of the probability that ￿rms are rationed in the credit market. If we
de￿ne y
1 the amount of credit the ￿rm would wish to obtain and y
2 the size
of the loan actually granted by the bank, we have that the ￿rm is rationed any
time y = (y
1   y
2) > 0. Thus, we can model the probability of rationing as:
y = 1(y > 0) (1)
y = a1x + z1d11 + u1 (2)
￿other credit intermediary￿. This descends from observing that the only possibility not al-
ready speci￿ed in the survey is that of local banks other than Volksbank type banks (banche
popolari), savings banks or mutual banks (banche di credito cooperativo).
7This is likely due to various factors: the increasing use of ICT, allowing increasing mobility
of the branch managers; the increasingly frequent bank M&A and restructuring since the
1990s; the heightened degree of competition in banking, leading some of the large banks to
entrust much autonomy to their branches.
13where y is our measure of credit rationing (a dichotomous variable taking
value one if the ￿rm is rationed), x is a proxy of the inconsistency of the ￿rm’s
bank type with respect to the ￿rm’s stated needs, z1 is a vector of control
variables, and u1 is the error term of the ￿rationing equation￿ (2).
Usually, a1 is interpreted as the impact of x on rationing. However, here
it is possible that the inconsistency of the ￿rm’s bank type is endogenous with
respect to the ex ante probability that the ￿rm will be rationed. The possible
endogeneity is due to strategic behavior of ￿risky￿ and opaque ￿rms that my have
an incentive trying to pretend they are transparent and searching a transactional
banking partner. This conduct may a￿ect the probability of rationing. It is
essentially for this reason that we estimated our model also with a two-stage
approach. Namely, we de￿ne z2 as a vector of instrumental variables, which
are correlated with the inconsistency but a￿ect the probability of rationing
only through the impact they have on the inconsistency. The impact of these
variables on x is captured by the vector d22 in the ￿inconsistency equation￿:
x = z1d21 + z2d22 + u2 (3)
where z1 refers to the control variables included in (2), z2 is the vector of
instrumental variables, and u2 is the error term. We estimate the model (1)-(3)
using a 2SCML (two-stage conditional maximum likelihood) and then compare
the results8 with those obtained for the model (1)-(2) estimated with a simple
probit. As said, this is motivated by our need to check for endogeneity in our
data.
5.2 Dependent Variable
In theory, an agent is said to be rationed if, at the going lending rate as ap-
propriate to his risk class, he demands more credit than he can obtain on the
market. The extent of credit rationing might be measured as the (positive) gap
between the marginal return of the enterprise on its capital investment and the
going market lending rate applicable to that ￿rm. In practice, however, direct
measures of credit rationing are unobservable. That’s why the empirical litera-
ture on credit rationing has employed a large range of rationing proxies. Among
the early in￿uential contributions, Fazzari et al. (1988) group the enterprises
in their sample on the basis of the ￿rms’ dividend policy and they hold that
the enterprises retaining a larger fraction of pro￿ts as non distributed earnings
are the most likely rationed ￿ alternatively, the sensitivity of investment to cash
￿ow is higher for these ￿rms. Berger and Udell (1992) employ the share of the
new loans as an indicator of liquidity constraints, given that, if credit rationing
is extensive, this share should increase during times of credit squeeze. Petersen
and Rajan (1994) note that the credit constrained ￿rms are willing to pay higher
costs to increase the amount of credit. Accordingly, they hold credit constrained
all the enterprises using non-institutional ￿nance ￿ e.g. trade credit ￿ charging
8The comparison will be done via the tests by Durbin (1954) and Wu-Hausman (Wu, 1973,
Hausman, 1978) on the ￿rst stage of the two-stage approach.
14above the market rate. Korajczyk and Levy (2003) use a high retention rate,
combined with the existence of investment opportunities, to identify ￿nancially
constrained ￿rms. Since dividends and security repurchases compete with in-
vestment for funds, ￿rms that have investment opportunities and face relatively
high costs of external ￿nance should choose to retain net income for investment.
At the same time, Kaplan and Zingales (1997) criticized the methodology used
by Fazzari et al. (1988). Kaplan and Zingales (1997) ￿nd that ￿rms that ap-
pear less ￿nancially constrained exhibit signi￿cantly greater sensitivities than
￿rms that appear more ￿nancially constrained. For this reason they sustain
that higher investment-cash ￿ow sensitivities cannot be interpreted as evidence
that ￿rms are more ￿nancially constrained.
All these indices are indirect indicators and su￿er some drawbacks. The main
problem with these indicators is that it is impossible to validate the assumption
that the variable selected as a proxy of rationing is appropriate. Furthermore,
regardless of how good these proxies are, they may re￿ect other e￿ects that have
little or nothing to do with liquidity constraints. This is the essential reason
we will employ a direct measure of credit rationing. The idea of this method is
to directly ask borrowers whether they would have liked to borrow more at the
prevailing interest rate. In case of a positive answer, respondents are classi￿ed
as ￿credit constrained.￿ The same applies to non-borrowers who respond that
they could not get credit although they liked to. This methodology of direct
measurement is not new. It has been extensively used in the literature. Jappelli
(1990) analyzed the characteristics of credit constrained households in the U.S.
economy in order to challenge the life-cycle model of consumption. Angelini et
al. (1998) use this measure to investigate the e￿ects of bank-￿rm relationships
on the cost and the availability of credit for a sample of small Italian ￿rms.
Levenson and Willard (2000) measure the extent to which small businesses in
the United States in the late 1980s were able to access the external credit ￿nance
they desired.
Using the enterprises’ answers to the question ￿ In 2006 would your ￿rm have
desired a larger amount of credit at the lending rate it had agreed with the bank? ￿
we will build a dummy variable taking value one in the case the ￿rm replies yes,
and is zero otherwise.
SIMF asks the ￿rms replying yes to the previous question to answer two
additional questions on credit rationing: ￿ In 2006 did your ￿rm apply for more
credit without obtaining it? ￿ and ￿To obtain more credit, were you willing to pay
a higher interest rate? ￿. Using the answers to these questions we will perform
some robustness checks of our results. Indeed, the logic behind these two ques-
tions is sometimes used to come up with a ￿strong￿ de￿nition of rationing. In
practice, we built a new dummy variable (STRONGRATIO) equal to one when
the weakly rationed ￿rm has answered yes to at least one of the two additional
rationing questions. Alas, as Table 1 and Table 2 show, this variable has only
few observations. This endangers our control.
155.3 Control Variables
While our key explanatory variable ￿ the inconsistency between the ￿rm’s needs
and the characteristics of the bank ￿ was already introduced above, here we
summarize the variables included in vector z1. The control variables we use
may be grouped into three clusters: those referring to the ￿rm’s features, those
measuring the ￿rm-bank(s) relationship, and those relating to characteristics
external to the ￿rm.
Among the ￿rm’s features, we will ￿rstly control for those associated with
the information opaqueness of the enterprise. In practice, we will include the
variable AUDIT, a dummy variable which is one if the ￿rm has its pro￿t/loss
and ￿nancial statements certi￿ed by external auditors. This is a key feature in
our analysis since it provides us with a direct measure of the ￿rm’s extent of
informational opaqueness. In fact the ￿hard￿ information, when coming from
audited statements, makes the ￿rm more transparent for the banks, allowing
also the e￿cient use of lending technologies based on accounting information
only.
Other indirect measures indirectly impinging on the ￿rm’s informational
opaqueness include the enterprise’s dimension (SIZE) ￿ that we quantify as the
logarithm of the total number of employees ￿, the time it has been in business
for (AGE), and the company form type (we will include a variable indicating
whether the ￿rm is a limited company).
Finally, among the ￿rm’s features we will consider two basic performance
indicators: leverage and return. A higher degree of ￿nancial leverage (LEVER-
AGE), given by the ratio of total liabilities to the sum of the total liabilities and
the ￿rm’s assets, points to more intense ￿rm risk and, so, it will likely raise the
likelihood the company is rationed. On the opposite, we expect ￿rms enjoying
higher returns (as measured by ROA, return on assets given by the ratio of
operating pro￿ts to total assets) to be less likely rationed for credit.
As to the variables addressing the enterprise’s relationship with the banking
system, we will include the speci￿c ones measuring the intensity of the rela-
tionship with the main bank. This can be measured directly thanks to some
variables. Speci￿cally, we consider SHARE, the share of loans obtained from
the main bank on the total bank loans received by the ￿rm; LENGTH measured
by (logarithm of) the number of years the ￿rm has being doing business with its
current main bank; we also introduce a variable interacting SHARE_LENGTH;
and NOTURNOVER, a dummy variable taking value one if the ￿rm’s main bank
did not change its credit o￿cer in charge of the relationship with the ￿rm over
the ￿ve years previous to the survey. In addition, as an indirect measure of the
￿rm’s relationship with its main bank, we also introduce the number of banks
(NBANKS) with which the ￿rm does business stably. Finally, we take into ac-
count the o￿cial classi￿cation of the main bank introducing in our regressions
a dummy variable, LOCAL, that takes value one if the main bank is a saving
bank, a large-sized cooperative bank, a mutual coop bank or other type of bank.
Finally, we control for the ￿rm’s geographical localization (CENTER and
SOUTH dummies), its sector according to two-digit SITC classi￿cation and the
16mean of the province level Her￿ndahl-Hirschman concentration index from 1990
to 2006 (HHI).
6 Results of the Empirical Analysis
6.1 Inconsistency Between the Firm’s Needs and the Characteris-
tics of the Bank
We report the ￿rst results obtained as to the determinants of the probability
of credit rationing in Table 6. This estimate, performed utilizing the maxi-
mum likelihood probit model, supports the hypothesis we conjectured that the
inconsistency between the needs of the enterprise and the characteristics ￿ as
to lending specialization ￿ of its main bank (i.e. the phenomenon of the ￿odd
couples￿) increases the likelihood of credit rationing. Indeed, the inconsistency
variable turns out signi￿cant at the 1% level has a prominent marginal e￿ect.
This result is achieved controlling for the ￿rm’s opaqueness, as well as for the
features of its relationship with the banking system.
As regards the ￿rm’s informational opaqueness, we ￿nd that ￿rm size is
signi￿cant (though only at the 5% level) and it is associated with lower prob-
ability of rationing. Instead, the other variables aimed to capture the ￿rm’s
informational opaqueness do not turn out signi￿cant. Among the other ￿rm
features that we consider, we highlight that higher ROA associates with sys-
tematically lower probability of rationing, while the extent of ￿nancial leverage
is not signi￿cant.
Regarding the rapport between the ￿rm and the banking system, we high-
light primarily that a stronger relationship with the main bank lowers the prob-
ability of rationing. In fact we detect a negative and signi￿cant e￿ect for the
length of the ￿rm’s relationship with its main bank as well as with the stabil-
ity (lack of turnover) of the main bank’s credit o￿cer. Furthermore, it is also
in line with the result just outlined the additional evidence of a positive and
signi￿cant e￿ect of the number of banks among which the ￿rm splits its overall
relationship with the banking system, where, obviously, the larger this number
the less intense the relationship with the main bank. We cannot rule out that
some form of self-selection bias in our data might have favored the emergence of
this last result. As we noticed in commenting the descriptive statistics, in fact,
the number of banks is somewhat larger when we move from the overall sample
to the sub-sample of the ￿rms answering the relationship banking section of the
questionnaire.
A separate issue regards the type of bank engaged as the ￿rm’s main bank.
Our results show that a lower probability of rationing associates with having a
local bank as the main bank. Considering, instead, the characteristics of the
￿rm’s business environment, we notice that practically none of the included
variables is signi￿cant.
To control for the possible endogeneity between credit rationing and the mis-
match of ￿rm type versus main bank type we also estimate the model through a
17two-stage approach. In practice, we estimate model 9 (1)-(3) both via a two-stage
last square model (2SLS) and via a two-stage conditional maximum likelihood
model (2SCML).
We report separately the ￿rst-stage regression in Table 7. Controlling for
exogenous ￿rm, and province level characteristics, we can reject the null that
the instruments are jointly insigni￿cant in the equation of the inconsistency (3):
the F-statistic is 4.94 with a p-value of 0.007. 10 The nature of our instruments
and the con￿icting predictions o￿ered by the theory suggest that the signs of our
instruments are ambiguous a priori. Therefore, it is perhaps more useful to look
at the e￿ect of other variables in the ￿rst stage: for example, it is interesting to
observe that the length of lending relationship and the share of loan obtained
from the main bank reduce the probability of mismatch. Instead, the interaction
between these variables (that might isolate the lock-in e￿ect) is associated with
higher probability of ￿odd-couple￿.
Moving to the second-stage regressions, the results, conveyed in Table 8, do
not substantially di￿er from those obtained without instrumenting. Moreover
the tests (we report the Durbin test) tell us that there is no endogeneity in
our regressions. Thus, the basis probit model would be the appropriate one to
consider.
The ￿rst robustness test we perform consists in considering as dependent
variable STRONGRATIO, equal to one when the weakly rationed ￿rm has an-
swered yes to at least one of the two additional rationing questions (whether the
￿rm did apply for credit without getting it and whether it was willing to pay
a higher loan rate). Table 9 presents the results. It is easy to appreciate that
in this speci￿cation almost all the independent variables lose their explanatory
power, as testi￿ed by the Wald chi-square test not rejecting the hypothesis that
all the coe￿cients of the dependent variables are jointly zero. This outcome
likely descends from the paucity of observations.
We perform a further check splitting the sample depending on the main
bank type. As noted, in fact, the mismatch cases are more widespread with the
NATIONAL type main banks. The results (Table 10) show the inconsistency
bears a signi￿cant impact also for LOCAL main banks. This corroborates our
9We use two instruments found in the literature on bank- ￿rm relationship. The instru-
ments, measured at the province level, refer to 1936, when a long-lasting new banking law
virtually froze Italy’s banking structure for several decades: the number of saving banks ￿
per thousand inhabitants ￿ and the share of branches on the part of local banks. See Guiso
et al. (2003, 2004) and Herrera and Minetti (2007) for a more detailed justi￿cation of these
instruments.
10The p-values for the individual coe￿cients are: for the number of savings banks 0.004;
for the share of branches on the part of local banks 0.021. Note that an F-statistic of 4.94
could signal that we have a weak instruments problem (see, e.g., Stock and Yogo (2003), for
more on these issues). To the best of our knowledge, no formal test for weak instruments is
currently available for non-linear IV regressions such as the 2SCML estimation employed in
this paper. Yet, since (i) in linear IV models limited information maximum likelihood (LIML)
is known to be more robust to weak instruments than 2SLS (Staiger and Stock, 1997) and
its coverage rate is close to the nominal coverage rate (Stock and Yogo (2003) ), and (ii) the
2SCML estimator is a LIML estimator, the problem might be considerably less perverse in
the 2SCML.
18previous ￿ndings.
Particularly interesting appears the result for the control variables relation-
ship length and turnover of the credit manager. Indeed, when the main bank is
LOCAL the relationship length signi￿cantly lowers the probability of rationing,
while the turnover of the credit manager is insigni￿cant. For the NATIONAL
main banks exactly the opposite is found. This result suggests a di￿erent use of
information (particularly soft information) between NATIONAL and LOCAL
main banks. Namely, the role of the credit manager seems less relevant for
the LOCAL main banks, apparently in contrast with the theoretical literature.
Stein (2002) and Berger et al. (2005) hold that the large banks su￿er a disad-
vantage in producing soft information and that credit managers play a minor
role in these banks.11 Our results seem to suggest instead that the role of soft
information is essential in both bank types. However, the use of soft information
is detached from the credit manager for the LOCAL banks ￿ perhaps able to
capture soft information through their engagement in the local community ￿
while the lack of turnover of the credit manager appears key for the use of soft
information at NATIONAL banks.
6.2 Lending Relationship Length
One of the hypotheses we put forward is that the impact of the mismatch be-
tween the ex ante ￿rm’s needs and the ex post characteristics of the bank ￿
i.e. the problems of being an odd couple ￿ be stronger for those enterprises
with longer-lasting banking relationships. The reason to expect this is that as
the length of the lending relationship with the main bank increases, this will
likely heightens the switching costs. In addition, the fact that both the ￿rm’s
needs and the bank’s characteristics might evolve over time makes the longer-
lasting relationship more likely mismatched. To test this di￿erential e￿ect, we
sub-divided the sample putting in the ￿rst group the enterprises with a banking
relationship shorter than the mean and assigned the other ￿rms to the second
group. The results of the sample split are supportive of our hypothesis (Table
11). The e￿ect on the likelihood of credit rationing of being an odd couple is
indeed larger for the ￿rms of the latter group.
Interestingly, for the enterprises having longer-lasting bank relationships we
detect a change in the sign of the relationship length. While in the whole
sample ￿ and also for the ￿rms with shorter bank relationships ￿ the length of
the relationship decreases the probability of rationing, the opposite holds for
the enterprises with longer bank relationships.
Instead, for the enterprises having shorter bank relationships we ￿nd that
SHARE_LENGTH ￿ the interaction between the relationship length and the
dummy valued one when the main bank’s share of the total bank loans received
by the enterprise is beyond 25% ￿ associates with a larger probability of ra-
tioning. Thus, even though the direct impact of longer-lasting relationships still
11Less extreme conclusions are reached by Uchida et al. (2008) showing that the production
of soft information is similar across large and small banks.
19lowers the probability of rationing, this impact is weakened by the interaction
term. The interaction might, in fact, single out the ￿rms ￿stuck￿ in their rela-
tionship with the main bank. In line with the literature, these ￿rms are more
likely rationed.
6.3 Type of Mismatch
We might expect that the impact on rationing of the ￿rm-bank mismatch de-
pends on which type is the odd couple. Theory suggests, in fact, that the
impact should di￿er between the case of an opaque (and, thus, relational main
bank seeking) enterprise wrongly matched to a transactional bank and the other
case of a transparent (and, thus, transactional main bank seeking) ￿rm wrongly
matched to a relational bank. On the surface, it would seem the e￿ect should
be larger for the relational ￿rm/transactional bank odd couple (RT) than for
the odd couple of the other type (TR). E￿ectively, su￿ering more intense infor-
mational asymmetry, the relational enterprises are more likely credit rationed
and, exactly for this reason, they should be most motivated to liaise with a
relational main banking partner, which is better suited to overcome these ￿rms’
asymmetries of information.
Table 12 presents the results of two additional estimates. In the ￿rst column
we excluded from the estimate the enterprises falling into the second type odd
couple (transactional enterprise/relational bank; TR) and focused the related
explanatory variable on the other mismatch type (relational ￿rm/transactional
bank; RT). On the opposite, the results in the second column refer to an esti-
mate where we have dropped the ￿rst type odd couples and have considered as
explanatory variable only the mismatch between transactional enterprises and
relational banks. While the impact of the mismatch is con￿rmed positive and
statistically signi￿cant in both cases, the size of the coe￿cient ranks opposite
than we expected: it is almost twice as large in the second type odd couple than
for the ￿rst type (0.43 against 0.26). However, upon further re￿ection this result
is not unexpected. As already mentioned in the discussion about the theoretical
setup, it is very likely that among the ￿rms stating they are transparent and
are therefore in search of a transactional banking partner we ￿nd many enter-
prises that are opaque in reality but are also of the risky type and are trying
to disguise themselves avoiding the in depth scrutiny of a relational main bank.
These ￿rms think they might be able to get away and obtain credit from the
less substantive inspection of a transactional main bank, which would less likely
uncover their risk type. If this is the situation, then the higher probability of
rationing for the second type odd couples could simply depend on the fact that
the group includes a larger share of risky enterprises.
As a ￿rst check on the appropriateness of our conjecture, we examined the
ROA across the ￿rst type odd couples (RT) and that on the second type odd
couples (TR). If we consider all the RT ￿rms as against all the TR enterprises
the ROA means are very close, being approximated to 4.4% in both cases.
However, if we restrict the two sub-samples to the TR and RT enterprises not
having audited statements (where we should single out the more opaque ￿rms)
20we notice that TR ￿rms have a much lower ROA than the RT ones (2.3% vs.
4.1%).
A legitimate doubt one can have at this point is that perhaps the impact of
the mismatch could actually di￿er between the more transparent and the more
opaque enterprises. It is, in fact, possible that, irrespectively of the type of main
bank, the ￿rms with lower informational opaqueness are less likely rationed.
Considering as transparent the ￿rms with audited statements, we address again
the impact of the mismatch from this speci￿c angle. As the results in Table 13
show, the e￿ect does not change. This result suggests that the reasons behind
the impact exerted by the mismatch on the likelihood of rationing go beyond
the problems of the enterprises’ informational asymmetry.
7 Conclusions
The literature on credit rationing has extensively studied how the equilibrium
of the credit market is a￿ected by the asymmetry of information between the
borrowing enterprise and the banking system. Most studies have addressed the
problem considering only one direction, namely they have addressed how the
￿rm’s opaqueness (the ￿rms is not fully transparent in the eyes of the bank)
a￿ects the credit decision outcome, while the literature seems to have overlooked
the fact that also the bank may to some extent be opaque in the eyes of the
potential customer enterprise, which could also impact the credit outcome. In
a sense, the possibility that this reverse asymmetry of information might play a
substantive role seems to follow from the increasing attention a growing strand
of the literature has given to the fact that banks do di￿er in terms of the lending
technology they specialize in. Next, since it may be hard for outsiders to identify
the lending technology actually employed by the bank and the bank might have
no incentive to practice complete disclosure about that, it is possible that the
enterprises end up with a type of bank di￿erent than the one they needed (and
they thought they got). We argued this could pose a problem in view of the fact
that not all the ￿rm type/main bank type couples are optimal and also because
the presence of switching costs could cause some enterprises to stably stay stuck
in a suboptimal ￿rm-bank couple, we called these the ￿odd couples￿.
In this paper, we employed a large sample of Italian manufacturing enter-
prises to test whether ending up in an odd couple raises the probability that
a ￿rm will be rationed for credit, as the ￿rm itself reports in the survey. The
results support our conjecture. Also, the importance of the switching costs is
suggested by the evidence that the enhancing e￿ect on rationing of the odd
couples is larger for the enterprises with longer length of the credit relationship
with their main banks. The above results are attained controlling for various
canonical determinants of rationing.
A further result of some interest was that, in line with the literature, the
probability of rationing is lower for the enterprises holding a more intense re-
lationship with their main bank, as indicated by the length of the relationship
and if there was no turnover of the credit o￿cer at the main bank, while the
21likelihood of rationing increases for ￿rms splitting their bank rapport among a
larger number of banks.
Our evidence might warrant some policy considerations on measures to in-
crease the transparency of the bank as to the lending technology it employs and
to lower the switching costs. Such policies would help reduce the probability
that odd couples ensue and, when they do, that they last. As to future research,
our paper suggests developing a theoretical model featuring the speci￿c form of
bilateral asymmetry of information could be a promising avenue.
References
[1] Albareto, G., Benvenuti, M., Mocetti, S., Pagnini, M., Rossi., P. (2008),
￿L’organizzazione dell’attivit￿ creditizia e l’utilizzo di tecniche di scoring nel
sistema bancario italiano: risultati di un’indagine campionaria￿, Questioni
di Economia e Finanza, n.12, Bank of Italy.
[2] Angelini, P., Di Salvo, R. and G. Ferri (1998), ￿Availability and cost of
credit for small businesses: customer relationships and credit cooperatives￿,
Journal of Banking and Finance, Vol. 22 (6-8), 925-54.
[3] Besanko, D. and Thakor, A. V., (1987), ￿Collateral and Rationing: Sorting
Equilibria in Monopolistic and Competitive Credit Markets￿, International
Economic Review, Vol. 28 (3), 671-689.
[4] Berger, A.N. and Udell, G.F., (1992), ￿Some evidence on the empirical
signi￿cance of credit rationing￿, Journal of Political Economy, Vol. 100,
1047-1077.
[5] Berger, A.N. and G.F. Udell (1995), ￿Relationship lending and lines of
credit in small ￿rm ￿nance￿, Journal of Business, Vol. 68, 351-81.
[6] Berger, A. N. and Udell, G.F., (2006), ￿A more complete conceptual
framework for SME ￿nance￿, Journal of Banking and Finance, Vol. 30,
2945￿2966.
[7] Bernanke, B.S. and Gertler, M., (1995), ￿Inside the black box: The credit
channel of monetary policy transmission￿, Journal of Economic Perspec-
tives, Vol. 9, 27-48.
[8] Bhattacharya, S. and Thakor, A.V., (1993), ￿Contemporary banking the-
ory￿, Journal of Financial Intermediation, Vol. 3, 2-50.
[9] Blinder, A. and Stiglitz, J. E., (1983), ￿Money, Credit Constraints, and
Economic Activity￿, The American Economic Review, Vol. 73 (2), 297-302.
[10] Boot, A.W.A. (2000), ￿Relationship banking: what do we know?￿, Journal
of Financial Intermediation, Vol. 9 (1), 7￿25.
22[11] Degryse, H. and Van Cayseele, P.J.G. (2000), ￿Relationship lending within a
bank-based system: evidence from European small business data￿, Journal
of Financial Intermediation, Vol. 9 (1), 90-109.
[12] Diamond, D.W. (1984), ￿Financial intermediation and delegated monitor-
ing￿, Review of Economic Studies, Vol. 51, 393-414.
[13] Diamond, D.W., (1991), ￿Monitoring and reputation: The choice between
bank loans and directly placed debt￿, Journal of Political Economy, Vol.
99, 689-721.
[14] Duca, J.V. and Rosenthal, S.S., (1993), ￿Borrowing constraints, household
debt, and racial discrimination in loan markets￿, Journal of Financial In-
termediation, Vol. 3, 77-103.
[15] Durbin, J., (1954), ￿Errors in variables￿, Review of the International Sta-
tistical Institute, Vol. 22, 23-32.
[16] Elyasani, E. and Goldberg, L. G., (2004), ￿Relationship lending: A survey
of the literature￿, Journal of Economics and Business, Vol. 56, 315-330.
[17] Fazzari, S.M., Hubbard, R.G. and Petersen, B.C., (1988), ￿Financing con-
straints and corporate investment￿, Brookings Papers on Economic Activ-
ity, Vol. 1, 141-206.
[18] Guiso, L., Sapienza, P. and Zingales, L., (2003), ￿The cost of banking regu-
lation￿, Unpublished working paper. Chicago Graduate School of Business.
[19] Guiso, L., Sapienza, P. and Zingales, L., (2004), ￿Does local ￿nancial de-
velopment matter?￿, Quarterly Journal of Economics, Vol. 119, 929￿969.
[20] Hausman, J. (1978), ￿Speci￿cation tests in econometrics￿, Econometrica,
Vol. 46, 1251-1271.
[21] Hubbard, R.G. (Ed.), (1990), Asymmetric Information, Corporate Finance
and Investment. University of Chicago Press, Chicago, IL.
[22] Jappelli, T., (1990), ￿Who is credit constrained in the US economy?￿, Quar-
terly Journal of Economics, Vol. 105, 219-234.
[23] Kareken, J. H., (1957), ￿Lender’s Preferences, Credit Raationing, and the
E￿ectiveness of Monetar Policy￿, Review of Economomics and Statistics ,
Vol. 39, 292-302.
[24] Korajczyk, R.A. and Levy, A. (2003), ￿Capital structure choice: macroe-
conomic conditions and ￿nancial constraints￿, Journal of Financial Eco-
nomics, Vol. 68, 75-109.
[25] Ja￿e, D. and Russell, T., (1976), ￿Imperfect Information, Uncertainty, and
Credit Rationing￿, The Quarterly Journal of Economics, Vol. 90 (4), 651-
666.
23[26] Levenson, A.R. and Willard, K.L. (2000), ￿Do Firms Get the Financing
They Want? Measuring Credit Rationing Experienced by Small Businesses
in the U.S.￿, Small Business Economics, Vol. 14, 83-94.
[27] Ongena, S. and Smith, D.C. (2000), ￿Bank relationships: A review￿. In P.T.
Harker and S.A. Zenios, editors, Performance of Financial Institutions .
Cambridge University Press.
[28] Petersen, M.A. and R.G. Rajan (1994), ￿The bene￿ts of lending relation-
ships: evidence from small business data￿, Journal of Finance, Vol. 49,
3-37.
[29] Rajan, R.G., (1992), ￿Insiders and outsiders: The choice between informed
and arm’s length debt￿, Journal of Finance, Vol. 47, 1367-1400.
[30] Scott, I.O., (1957), ￿The Avaiability Doctrine: Theoretical Underpinnings￿,
Review of Economics Studies, Vol. 25, 41-48.
[31] Sharpe, S., (1990), ￿Asymmetric information, bank lending, and implicit
contracts: A stylized model of customer relationships￿, Journal of Finance,
Vol. 45, 1069-1087.
[32] Staiger, D. and Stock, J.H., (1997), ￿Instrumental variables regression with
weak instruments￿, Econometrica, Vol. 65, 557￿586.
[33] Stiglitz, J.E. and Weiss, A., (1981), ￿Credit rationing in markets with im-
perfect information￿, The American Economic Review, Vol. 71, 393-410.
[34] Stock, J.H. and Yogo, M., (2003), ￿Testing for weak instruments in linear
IV regressions￿, Unpublished working paper. Harvard University.
[35] Uchida, H., Udell, G. F. and Yamori, N., (2006), ￿SME ￿nancing and the
choice of lending technology￿, RIETI Discussion Paper Series, 06-E-025,
the Research Institute of Economy, Trade, and Industry.
[36] Uchida, H., Udell, G. F. and Watanabe, W. (2008), ￿Bank size and Lend-
ing relationship in Japan￿, Journal of the Japanese and International
Economies, Vol. 22 (2), 242-267.
[37] Weinstein, D.E. and Y. Yafeh, (1998), ￿On the Cost of a Bank Centered
Financial System: Evidence from the Changing Main Bank Relations in
Japan￿, The Journal of Finance, Vol. 53, 635-672.
[38] Wu, D. M. (1973), ￿Alternative tests of independence between stochastic
regressors and disturbances￿, Econometrica, Vol. 42, 529-546.
24Appendix
Table 1: Summary statistics: full sample
Variable N Mean Std. Dev. Min. Max.
AUDIT 1294 0.376 0.485 0 1
LISTED 5137 0.013 0.113 0 1
AGE 4779 22.663 14.388 1 134
EMPLOYEES 5086 87.241 305.641 0 8898
ROA 4877 0.025 2.097 -146.311 0.836
LEVERAGE 4877 0.899 0.113 0.092 1
SPA 5137 0.332 0.471 0 1
NORTH 5137 0.719 0.449 0 1
CENTER 5137 0.162 0.369 0 1
SOUTH 5137 0.118 0.323 0 1
TRADITIONAL 5137 0.497 0.5 0 1
SPECIALIZED 5137 0.267 0.443 0 1
SCALE 5137 0.19 0.392 0 1
HIGHTECH 5137 0.046 0.209 0 1
RATIONED 4474 0.052 0.221 0 1
STRONGRATIO 223 0.426 0.496 0 1
NOTURNOVER 948 0.259 0.439 0 1
LENGTH 3873 17.362 12.201 0 140
ln_LENGTH 3866 2.595 0.782 0 4.942
NBANKS 4853 4.973 3.959 0 100
NATIONAL 949 0.49 0.5 0 1
LOCAL 949 0.51 0.5 0 1
HHI 5125 0.11 0.048 0.048 0.369
25Table 2: Summary statistics: sub-sample
Variable N Mean Std. Dev. Min. Max.
AUDIT 1002 0.345 0.476 0 1
LISTED 1541 0.018 0.134 0 1
AGE 1394 24.499 15.634 2 116
EMPLOYEES 1528 128.27 417.6 0 8898
ROA 1446 0.053 0.069 -0.339 0.836
LEVERAGE 1446 0.89 0.113 0.092 1
SPA 1541 0.409 0.492 0 1
NORTH 1541 0.733 0.442 0 1
CENTER 1541 0.17 0.376 0 1
SOUTH 1541 0.097 0.296 0 1
TRADITIONAL 1541 0.483 0.5 0 1
SPECIALIZED 1541 0.291 0.454 0 1
SCALE 1541 0.182 0.386 0 1
HIGHTECH 1541 0.044 0.205 0 1
RATIONED 1481 0.153 0.36 0 1
STRONGRATIO 219 0.434 0.497 0 1
NOTURNOVER 944 0.258 0.438 0 1
LENGTH 1343 17.7 12.072 0 80
ln_LENGTH 1340 2.623 0.766 0 4.382
NBANKS 1510 5.69 4.286 0 50
NATIONAL 944 0.5 0.5 0 1
LOCAL 944 0.5 0.5 0 1
HHI 1536 0.11 0.048 0.048 0.332
26Table 3: Indicators of consistency
Variable N Mean Std. Dev. Min. Max.
RR 1541 0.659 0.474 0 1
RT 1541 0.129 0.335 0 1
TR 1541 0.124 0.33 0 1
TT 1541 0.088 0.283 0 1
INCONSISTENCY 1541 0.253 0.435 0 1
Table 4: Consistency with bank types
Variable N Mean Std. Dev. Min. Max.
RLOCAL 944 0.445 0.497 0 1
RNATIONAL 944 0.397 0.489 0 1
TLOCAL 944 0.056 0.230 0 1
TNATIONAL 944 0.102 0.302 0 1
Table 5: Indicators of Inconsistency
TOTAL NATIONAL LOCAL
Variable N Mean N Mean N Mean
RR 944 0.751 471 0.649 473 0.852
RT 944 0.091 471 0.146 473 0.036
TR 944 0.065 471 0.085 473 0.044
TT 944 0.093 471 0.119 473 0.068
27Table 6: Basic Model





















The table reports regression marginal e￿ects and associated ro-
busted standard errors (between parentheses). The dependent
variable is RATIONED, a dummy variable that take on a value
of one if the ￿rm declare itself as rationed. The regression is
estimated by maximum likelihood probit model. The regression
includes sector dummies.   , ,  indicate statistically signif-
icant at the 1%, 5%, and 10% level, respectively. The table also
reports, as goodness-of-￿t tests, the Pseudo R2; as well as the 2
for a likelihood ratio test.
28Table 7: Determinants of the inconsistency



















Number of observations 697
R2 0.119
F (38;658) 2.556
F instr (2;658) 4.94
Sargan (score) 2(1) 0.163
p (Sargan) 0.686
The table reports regression coe￿cients and associated robusted
standard errors (between parentheses). The dependent variable is
INCONSISTENCY. The regression is estimated by OLS. The re-
gression includes sector dummies. , ,  indicate statistically
signi￿cant at the 1%, 5%, and 10% level, respectively. The table
reports the F-test, as goodness-of-￿t tests, and the R2. The table
also reports the F-statistic for the F-test that the instruments are
jointly insigni￿cant, and Sargan score (and its p-value) as test of
validity of the instruments.
29Table 8: Model with instrumental variables
2SLS 2SCML
Variable Coe￿ (Std. Err.) Marg. E￿. (Std. Err.)
INCONSISTENCY 0.690 (0.326) 0.777 (0.152)
NBANKS 0.015 (0.004) 0.016 (0.004)
ln_LENGTH -0.032 (0.032) -0.031 (0.035)
SHARE 0.002 (0.001) 0.002 (0.001)
SHARE_LENGTH 0.004 (0.028) -0.000 (0.029)
NOTURNOVER -0.103 (0.040) -0.102 (0.034)
LOCAL 0.017 (0.054) 0.010  (0.010)
AUDIT 0.030 (0.041) 0.042 (0.039)
SIZE -0.034 (0.015) -0.037 (0.016)
AGE -0.001 (0.001) -0.001 (0.001)
ROA -0.333 (0.262) -0.415 (0.345)
LEVERAGE 0.006 (0.129) 0.046 (0.175)
SPA 0.048 (0.041) 0.047 (0.046)
CENTER 0.028 (0.041) 0.030 (0.048)
SOUTH 0.020 (0.051) 0.016 (0.054)
HHI 0.068 (0.358) 0.060 (0.367)
Intercept 0.479 (0.330)










Prob > 2 0.226
The table reports regression coe￿cients, marginal e￿ects and associated standard errors (between paren-
theses). The dependent variable is RATIONED, a dummy variable that take on a value of one if the ￿rm
declare itself as rationed. To control for endogeneity of INCONSISTENCY, regressions are estimated by
two-stage least squares (2SLS) and by two-stage conditional maximum likelihood (2SCML).   , , 
indicate statistically signi￿cant at the 1%, 5%, and 10% level, respectively. The table reports the 2 for
a likelihood ratio test, and R 2. The table also reports the Durbin score as a test of exogeneity for 2SLS
model, and Wald test for 2SCML estimation.
30Table 9: Strong de￿nition of rationed

















Number of observations 136
LR 2
(30) 30.81
Prob > 2 0.425
Pseudo R2 0.165
The table reports regression marginal e￿ects and associated standard
errors (between parentheses). The dependent variable is STRONG
RATIONED, a dummy variable that take on a value of one if the
￿rm declare itself as "strong" rationed. The regression is estimated
by maximum likelihood probit model. The regression includes sector
dummies.   , ,  indicate statistically signi￿cant at the 1%, 5%,
and 10% level, respectively. The table also reports, as goodness-of-￿t
tests, the Pseudo R2; as well as the LR 2 for a likelihood ratio test.
31Table 10: Basic Model split according to bank type
National Local
Variable Marg. Ef. (Std. Err.) Marg. Ef. (Std. Err.)
INCONSISTENCY 0.337 (0.070) 0.412 (0.113)
NBANKS 0.023 (0.007) 0.010 (0.003)
ln_LENGTH -0.013 (0.041) -0.086  (0.040)
SHARE -0.013 (0.002) 0.001 (0.021)
SHARE_LENGTH 0.002 (0.032) 0.026 (0.017)
NOTURNOVER -0.130 (0.049) -0.049 (0.029)
AUDIT 0.009 (0.052) 0.089 (0.051)
SIZE -0.059 (0.026) -0.016 (0.016)
AGE -0.004 (0.002) 0.001 (0.001)
ROA -0.248 (0.397) -0.611 (0.219)
LEVERAGE -0.085 (0.247) 0.295  (0.173)
SPA 0.093 (0.070) 0.056 (0.046)
CENTER 0.108 (0.074) 0.011 (0.042)
SOUTH 0.120 (0.086) -0.063 (0.024)
HHI -0.508 (0.550) 0.331 (0.308)
Number of observations 333 343
2
(34) 62.29 106.30
Pseudo R2 0.160 0.316
The table reports regression marginal e￿ects and associated robust standard errors (between parenthe-
ses). The dependent variable is RATIONED, a dummy variable that take on a value of one if the ￿rm
declare itself as rationed. The sample is split between ￿rms that have a national bank as main bank, and
￿rms that have a local bank as main bank. The regression is estimated by maximum likelihood probit
model. The regression includes sector dummies.   , ,  indicate statistically signi￿cant at the 1%,
5%, and 10% level, respectively. The table also reports, as goodness-of-￿t tests, the Pseudo R2; as well
as the 2 for a likelihood ratio test.
32Table 11: Lending relationship length
Length < Mean Length > Mean
Variable Marg. E￿. (Std. Err.) Marg. E￿. (Std. Err.)
INCONSISTENCY 0.287 (0.075) 0.520 (0.106)
NBANKS 0.022 (0.007) 0.009 (0.003)
ln_LENGTH -0.092 (0.043) 0.102 (0.052)
SHARE -0.001 (0.001) 0.003 (0.001)
SHARE_LENGTH 0.080 (0.034) -0.024 (0.019)
NOTURNOVER -0.026 (0.050) -0.103  (0.027)
LOCAL -0.005 (0.046) -0.074  (0.033)
AUDIT 0.103 (0.055) 0.024 (0.037)
SIZE -0.026 (0.021) -0.053  (0.019)
AGE 0.001 (0.002) -0.003 (0.001)
ROA -0.336 (0.311) -0.855 (0.246)
LEVERAGE 0.183 (0.265) 0.190 (0.128)
SPA 0.032 (0.069) 0.097 (0.044)
CENTER 0.092 (0.067) -0.002 (0.037)
SOUTH 0.090 (0.077) 0.037 (0.031)
HHI -0.144 (0.498) -0.025 (0.274)
Number of obs. 386 278
2
(21) 80.14 85.27
Pseudo R2 0.174 0.393
The table reports regression marginal e￿ects and associated robust standard errors (between paren-
theses). The dependent variable is RATIONED, a dummy variable that take on a value of one if
the ￿rm declare itself as rationed. The sample is split putting in the ￿rst group the enterprises with
a banking relationship shorter than the mean and assigned the other ￿rms to the second group.
The regression is estimated by maximum likelihood probit model. The regression includes sector
dummies.   , ,  indicate statistically signi￿cant at the 1%, 5%, and 10% level, respectively.
The table reports, as goodness-of-￿t tests, the Pseudo R2; as well as the 2 for a likelihood ratio
test.
33Table 12: Type of mismatch
RT TR
Variable Marg. E￿. (Std. Err.) Marg. E￿. (Std. Err.)
INCONSISTENCY 0.257 (0.073) 0.429 (0.088)
NBANKS 0.014 (0.004) 0.015 (0.004)
ln_LENGTH -0.048 (0.023) -0.072 (0.023)
SHARE 0.001 (0.001) 0.001 (0.001)
SHARE_LENGTH 0.012 (0.018) 0.029 (0.018)
NOTURNOVER -0.068 (0.029) -0.066 (0.030)
LOCAL -0.059 (0.030) -0.041 (0.030)
AUDIT 0.042 (0.035) 0.076 (0.037)
SIZE -0.039 (0.014) -0.031 (0.014)
AGE 0.001 (0.001) 0.000 (0.001)
ROA -0.594 (0.218) -0.560 (0.206)
LEVERAGE 0.109 (0.144) 0.077 (0.140)
SPA 0.064 (0.040) 0.050 (0.041)
CENTER 0.046 (0.042) 0.006 (0.041)
SOUTH 0.019 (0.046) -0.009 (0.042)
HHI -0.084 (0.312) 0.080 (0.292)
Number of obs. 652 635
2
(21) 101.66 122.29
Pseudo R2 0.161 0.203
The table reports regression marginal e￿ects and associated robust standard errors (between paren-
theses). The dependent variable is RATIONED, a dummy variable that take on a value of one if
the ￿rm declare itself as rationed. In the ￿rst column we excluded from the estimate the enterprises
falling into the ￿rst type odd couple (TR) and focused the related explanatory variable on the other
mismatch type (RT). On the opposite, the results in the second column refer to an estimate where
we have dropped the second type odd couples and have considered as explanatory variable TR. The
regression is estimated by maximum likelihood probit model. The regression includes sector dum-
mies.   , ,  indicate statistically signi￿cant at the 1%, 5%, and 10% level, respectively. The
table also reports, as goodness-of-￿t tests, the Pseudo R2; as well as the 2 for a likelihood ratio
test.
34Table 13: More transparent ￿rms




















The table reports regression marginal e￿ects and associated
robust standard errors (between parentheses). The dependent
variable is RATIONED, a dummy variable that take on a value
of one if the ￿rm declare itself as rationed. In this regression
we consider only the ￿rms with audited statements. The re-
gression is estimated by maximum likelihood probit model.
The regression includes sector dummies.   , ,  indicate
statistically signi￿cant at the 1%, 5%, and 10% level, respec-
tively. The table also reports, as goodness-of-￿t tests, the
Pseudo R2; as well as the 2 for a likelihood ratio test.
35Survey questions
F1.15: Which of these characteristics are key in selecting your main
bank?
1. The bank knows you and your business.
2. The bank knows a member of your Board of directors or the own-
ers of the ￿rm.
3. The bank knows your sector.
4. The bank knows your local economy.
5. The bank knows your relevant market.
6. Frequent contacts with the credit o￿cer at the bank.
7. The bank takes quick decisions.
8. The bank o￿ers a large variety of services.
9. The bank o￿ers an extensive international network.
10. The bank o￿ers e￿cient internet-based services.
11. The bank o￿ers stable funding.
12. The bank o￿ers funding and services at low cost.
13. The bank’s criteria to grant credit are clear.
14. The bank is conveniently located.
F1.17: In your view, which criteria does your bank follow in granting
loans to you?
1. Ability of the ￿rm to repay its debt
2. Financial solidity of the ￿rm (capital/asset ratio).
3. Firm’s pro￿tability (current pro￿ts/sales ratio).
4. Firm’s growth (growth of sales).
5. Ability of the ￿rm to post (not personal) real estate collateral.
6. Ability of the ￿rm to post tangible non-real estate collateral.
7. Support by a guarantee association (e.g. loan, export, R&D).
8. Personal guarantees by the ￿rm’s manager or owner.
9. Managerial ability on the part of those running the ￿rm’s busi-
ness.
10. Strength of the ￿rm in its market
11. Intrinsic strength of the ￿rm (e.g. ability to innovate).
12. Firm’s external evaluation or its evaluation by third parties.
13. Length of the lending relationship with the ￿rm.
14. Loans are granted when the bank is the ￿rm’s main bank.
15. Fiduciary bond between the ￿rm and the credit o￿cer at your
bank.
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