ABSTRACT Clustering is one of the most important topics in data mining and machine learning. The density peaks clustering (DPC) algorithm is a well-known density-based clustering method that can efficiently and effectively deal with non-spherical clusters. However, the computational methods of the local density and the distance measure are simple and easily ignore the correlation and the similarity between samples, and the manual setting of parameters has a great influence on the clustering results; therefore, the clustering performance of DPC is poor on the high-dimensional datasets. To address these issues, this paper presents an adaptive DPC algorithm with Fisher linear discriminant for the clustering of complex datasets, called ADPC-FLD. First, the kernel density estimation function is introduced to calculate the local density of the sample points. Pearson correlation coefficient between samples as weight is employed to construct a weighted Euclidean distance function to measure the distance between samples. This considers both the spatial structure and the correlation of the samples. Then, a novel density estimation entropy is proposed, and based on the minimization of density estimation entropy, the density estimation parameters are adaptively selected according to the distribution characteristics of the data, which can efficiently eliminate the influence of manual setting. Third, an adaptive strategy of cluster center selection is designed to avoid the error caused by the noise data as the cluster centers and the uncertainty of manually selecting the cluster centers. Finally, Fisher linear discriminant algorithm is used to eliminate the irrelevant information and reduce the dimensionality of high-dimensional data, following on which an adaptive DPC method is implemented on six synthetic datasets, thirteen UCI datasets and seven gene expression datasets for comparing with other related algorithms. The experimental results on 26 datasets show that the proposed algorithm significantly outperforms several outstanding clustering approaches in terms of clustering accuracy and efficiency.
I. INTRODUCTION
Recently, with the development of artificial intelligence (AI), the AI-driven big data processing technologies in many fields of pattern recognition, machine learning and deep learning, still face many challenges in the efficient clustering analysis for the large-scale heterogeneous complex datasets [1] . Clustering is a fundamental technique of utilizing information from the dataset or additional constraints
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to separate the objects into several groups in the real-world [2] . So it has been developed and widely applied to data mining, text analysis, information retrieval, image segmentation, biomedicine, and gene engineering [3] - [8] . Clustering methods divide a set of instances into several groups without any prior knowledge using the similarity of objects in which patterns in the same group have more similarities to each other [9] . In other words, the task of clustering is to find a set of groups that the similar objects are in the same group and the different objects are separated into different groups [10] , [11] .
In the last few years, a great many clustering methods have been proposed, which can be roughly categorized into the following several categories: hierarchical, partitioning, density/neighborhood-based, and soft-computing methods [12] . Zheng et al. [13] proposed a hierarchical coclustering approach to simultaneously group links and entity classes. Gullo et al. [14] presented a hierarchical clustering of uncertain objects by revising the key notions of cluster merging criterion and distance between uncertain cluster prototypes. The partitioning-based clustering methods are represented by k-modes and c-means [4] . Li et al. [15] adopted an interval kernel distance to calculate the distance of interval data and cluster prototypes for fuzzy c-means clustering incomplete datasets. Note that some density-based clustering methods are alike to the hierarchical-based clustering methods, the differences between them lie in the linkage criterion. Gallego et al. [16] used approximated similarity search as initial point to improve the efficiency issues at the expense of typically lowering the performance of k-nearest neighbor classifier. Ding and Song [17] developed the EM algorithm based on Gaussian copula models for the imputation of missing values. Fan and Chow [18] proposed sparse representation with missing entries and matrix completion method to deal with incomplete data subspace clustering and high-rank matrix completion. However, some of these methods usually measure the quality and diversity based on the cluster labels of base clusters while missing the information of the original data. To handle this drawback, Zhao et al. [19] presented a clustering ensemble selection algorithm for categorical data. Until now, there is no any clustering algorithm that performs the best for all types of data. Namely, for a given dataset, different clustering algorithms have their own strength and weakness, and cannot discover all types of cluster structures in the data. Therefore, it is difficult for users to decide which clustering algorithm would be an appropriate alternative for a given dataset [19] . Neither do these methods need the number of clusters using as input parameters, nor do they make assumptions about the underlying density or the variance within the groups which might exist in the datasets [7] . On the basis of the above analysis, our clustering algorithm is based on density method to efficiently and effectively address the issues of the complex dataset classification.
The density-based clustering approaches have gained popularity among researchers [3] , [5] , [7] , [10] , [11] , [20] - [24] over the years. Density-based clustering is a nonparametric approach assuming that the points belonging to each cluster are drawn from a specific probability distribution [23] . The clusters of arbitrary shape can be discovered by the densitybased methods, where the clusters are considered to be high density areas and separated from each other by contiguous regions with low density of objects [10] . Ester et al. [23] proposed density-based spatial clustering of applications with noise (DBSCAN), which discovers arbitrary shapes of clusters utilizing minimum domain knowledge about data. Points are classified as core objects or outliers with the density thresholds and the core objects are assigned to a cluster if they are closely packed together [10] . However, choosing an appropriate threshold can be nontrivial, and it is not fully deterministic for border points and could not perform well in overlapping densities [20] . Bai et al. [22] investigated a fast density clustering technique based on k-means algorithm. Rodriguez and Laio [5] developed a density peaks clustering (DPC) algorithm, which can figure out the cluster centers according to the decision graph and detect non-spherical clusters without specifying the number of clusters. Up to now, a large number of existing clustering algorithms and their variations have concerned density peaks [3] , [5] , [7] , [10] , [11] , [25] - [29] . Du et al. [25] studied a DPC algorithm by using a similarity criterion to deal with the numerical, categorical, or mixed data. Liu et al. [10] proposed an adaptive clustering algorithm by introducing k-nearest neighbors to compute the global parameter and the local density of each point. However, most of all the above-mentioned algorithms are sensitive to initialization. Ding et al. [26] developed an entropy-based DPC algorithm for mixed type data by employing fuzzy neighborhood. Du et al. [27] presented density peaks clustering based on k-nearest neighbors and principal component analysis. Xu et al. [28] constructed an improved DPC algorithm with fast finding cluster centers, which improves the efficiency of DPC algorithm by screening points with higher local density. Jiang et al. [29] presented a DPC based on logistic distribution and gravitation to detect outliers and processed some datasets of varying densities and irregular shapes. However, some of the above models still have some shortcomings as follows. Euclidean distance is usually employed in the original DPC method and the extended DPC algorithms to calculate the distance between sample points; nevertheless, the Euclidean distance only considers the spatial structure of samples and does not take into account the correlation and the similarity between samples. The cutoff distance is often chosen by the minimum of 1% to 2% of the distance between all the sample points. It has a great influence on the calculation of local density. An appropriate parameter can be nontrivial and significantly effects on selecting the cluster centers and achieving the clustering results. In addition, the cluster centers are selected based on the two-dimensional decision graphs, which has certain subjective factors and causes the random error. In especial, when tackling the highdimensional datasets, these DPC-based methods cannot yield the effective clustering results. Thus, this paper focuses on creating such a solution.
To solve these problems above, a novel adaptive DPC algorithm is investigated. First, a new local density of sample points is presented to calculate by using the Gaussian kernel density estimation function. Since the Euclidean distance easily ignores the correlation of the samples, a weighted Euclidean distance is proposed to measure the distance between samples, where the weight is the reciprocal of the absolute value of the Pearson correlation coefficient. It follows that the spatial structure of the samples and the correlation between samples are considered simultaneously.
Second, a density estimation entropy is defined to improve the density estimation parameter. The density estimation parameter is adaptively selected by minimizing the density estimation entropy, which avoids the influence of manual setting. Third, an adaptive strategy of cluster center selection is proposed to avoid the impact of manual selection and setting of parameters. Finally, to efficiently extract relevant and significant features from high-dimensional datasets and rapidly provide satisfactory clustering results, the Fisher linear discriminant (FLD) algorithm is introduced to reduce the dimensionality of the original high-dimensional datasets, and then an adaptive DPC algorithm with FLD (ADPC-FLD) is constructed to perform on many public standard datasets for obtaining the great clustering results.
The rest of this paper is structured as follows. Section II briefly reviews the basic work of the DPC algorithm. In Section III, the local density based on kernel density estimation function, the density estimation entropy and the adaptive strategy of cluster center selection are proposed, and then the ADPC-FLD algorithm is designed. The experimental results and analysis are described in Section IV. Finally, Section V summarizes this paper.
II. RELATED WORK
In 2014, clustering by fast search and find of density peaks is a new clustering method that was reported in Science [5] . It is a main density-based clustering method which is based on an assumption: The density of the cluster center is higher than the density of its neighbor sample points, and the cluster centers are generally far from each other. By calculating the distance from the nearest larger density point, the cluster centers are obtained, and the remaining points are sorted and divided into the categories according to the local density [28] . Obviously, the cluster center is a point that both the local density and the distance from the nearest larger density point are large, and then the number of cluster centers can be intuitively selected.
For each sample point, its two variables, the local density ρ i and the distance from the nearest larger density point δ i , are first calculated, and then for each sample point x i ∈ X = {x 1 , x 2 , · · · , x n }, the local density ρ i can be described as
where d ij is the distance between the samples x i and x j , and d c is the cutoff distance.
The high-density point nearest neighbor distance δ i is expressed as
Obviously, there is no high-density nearest neighbor for sample points with high local or global density, and the distance from the nearest larger density point is simply described by
From Eqs.
(1) and (3), the cluster center is often a sample point which the local density ρ i is large and the distance from the nearest larger density point δ i is also large. Then, the DPC algorithm constructs the decision graphs by the ρ i of the sample and the δ i , selects both the larger local density ρ and the larger distance from the nearest larger density point δ of samples as the cluster centers, and identifies the other sample points into the nearest cluster centers.
III. ADAPTIVE DENSITY PEAKS CLUSTERING ALGORITHM WITH FISHER LINEAR DISCRIMINANT
For the complex and high-dimensional datasets, most of the traditional DPC algorithms are inefficient [3] . Therefore, it is very necessary to improve the DPC algorithm, with which the dimension reduction algorithm is combined to achieve the great clustering results. In this section, a new adaptive DPC algorithm with FLD is constructed well.
A. LOCAL DENSITY BASED ON KERNEL DENSITY ESTIMATION FUNCTION
The traditional DPC algorithm uses the cutoff distance to define the local density of sample points, which is only applicable to the discrete data points. For the continuous datasets, the local structural characteristics of the data are not always considered. Aiming at this problem, we introduce the Gaussian kernel density estimation function [30] to calculate the local density of each sample point, which can consider the local structural characteristics of the continuous datasets. Since the correlation of samples is easily neglected, a new weighted Euclidean distance is defined to solve this issue.
Definition 1: Based on the Gaussian kernel density estimation function, the local density formula of sample points is defined in [25] as
where d ij is the distance between the samples x i and x j , usually calculating with the Euclidean distance, and d c denotes the density estimation parameter and is equal to the window width of the kernel function. The Pearson correlation coefficient [31] is a common criterion of the correlation between variables, and its formula is expressed as
where x and y represent two sample points,x = From Eq. (5), the value of r xy is between −1 and 1, and then one has 0 ≤ |r xy | ≤ 1. When |r xy | = 1, the sample x is related to the sample y, and when |r xy | = 0, the samples x and y are irrelevant. That is, the larger the absolute value of the correlation coefficient between the two samples is, the more relevant the two samples are, and the smaller the distance between the samples is; otherwise the less the relevance is, the greater the distance is. 
where x i and x j represent the features of sample data, i, j = 1, 2, · · · , n denote the number of the samples, and r ij represents the Pearson correlation coefficient between the two samples. Definition 3: Since the distance between the samples is calculated by the weighted Euclidean distance function, the formula of the local density of samples is described as
where i, j = 1, 2, · · · , n represent the number of all the features of the samples x and y respectively, r ij denotes the Pearson correlation coefficient between the two samples, and d c is the density estimation parameter.
Definition 4:
The distance from the nearest larger density point δ i is defined as
When the local density ρ i of a sample point is the largest,
B. DENSITY ESTIMATION ENTROPY
In the traditional DPC algorithm, the cutoff distance d c is often chosen by the minimum of 1% to 2% of the distance of all the sample points; however, in the practical experiments, it can be found that the value of the density estimation parameter d c has a great influence on the clustering results. In order to more intuitively demonstrate the influence of d c on the clustering results, the DPC algorithm is performed on two synthetic datasets (Spiral and Aggregation). The datasets are depicted in Fig. 1 , where the Spiral dataset has 312 points around 3 clusters, and the Aggregation dataset includes 788 points around 7 clusters. Then, the clustering results of DPC on the two test datasets using the different d c are shown in Figs. 2 and 3 , respectively. Each sub-figure contains the two-dimensional decision graph and the clustering result graph. In the two-dimensional decision graphs, the abscissa is the value of ρ, and the ordinate is the distance from δ. with the small local density but the far distance from the nearest larger density point in two-dimensional decision graphs. This phenomenon leads to misclassification. Although the d c takes the minimum distance of 2.3%, the appropriate cluster centers are displayed in Fig. 2 and they are far from the other points. Thus, the clustering effect is seriously poor, and it indicates that the d c is seriously significant for the clustering result of the Spiral dataset. When the d c takes the minimum distance of 1% to 2%, the correct clustering result can be obtained. The above results illustrate that the DPC method can get the results when the d c is set to an appropriate value. Fig. 3 shows that on the Aggregation dataset, when the d c takes the minimum distance of 0.5%, it is difficult to determine the cluster centers from the two-dimensional decision graphs. When the d c increases to the distance of 1%, the cluster centers can be determined well and the correct clustering result can be achieved. As the percentage of minimum distance of d c increases, the clustering effect gradually decreases, and then many sample points are misclassified into noise. Hence, the experiments demonstrate that the traditional DPC algorithm cannot get the correct clustering results on the Aggregation dataset, and it further verifies that the d c has a great influence on the clustering results of the Aggregation dataset. In summary, it is a challenge to set the optimal d c for the different datasets.
To overcome this abovementioned drawback that the clustering result is very sensitive to d c , an adaptive parameter optimization method based on the minimization of density estimation entropy is presented, and it can select an appropriate density estimation parameter d c according to the distribution characteristics of the data and eliminates the errors of manual setting. It is well known that information entropy in information theory can effectively measure the uncertainty of random variables [32] . Inspired by the idea of information entropy, a concept of density estimation entropy is developed to optimize the density estimation parameter, and then the minimization method of density estimation entropy is used to adaptively select the density estimation parameter of the DPC algorithm.
Definition 5: Suppose that the local density of n sample points be ρ 1 , ρ 2 , · · · , ρ n , and the density estimation entropy is defined as
VOLUME 7, 2019 where ρ i is the local density, i = 1, 2, · · · , n, n denotes the number of all the sample points, and U = n i=1 ρ i represents the sum of the local density of all the sample points. According to the distribution characteristics of the data, the local density estimation values of each sample point are different. If the local density values of each sample point are the same, it would be difficult to cluster. That is, the greater the uncertainty of the data distribution is, the larger the density estimation entropy is. When the local density of each sample point is different, the cluster centers are determined by the sample point with the high local density and then the other sample points are divided by the cluster centers. The more accurate the distribution is, the smaller the uncertainty is, and the less the density estimation entropy is.
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Property 1: A range of the density estimation entropy is 0
Proof: The density estimation parameter d c is changed from 0 to +∞. From Eqs. (7) and (9), when d c → 0, E is close to log 2 (n); as d c increases, E decreases until reaching the minimum, and then gradually increases. When d c → +∞, E is close to the maximum log 2 (n). Thus, 0 ≤ E ≤ log 2 (n) can be obtained.
Definition 6: To optimize the density estimation parameter d c , the density estimation entropy is minimized by adjusting the d c . Then, the minimization of density estimation entropy is described as
From Definition 6 and Property 1, by using the adaptive parameter optimization method based on Eq. (10), the optimal value of the d c can be adaptively selected according to the distribution characteristics of the data.
C. ADAPTIVE STRATEGY OF CLUSTER CENTER SELECTION
For the DPC algorithm, the cluster centers are manually selected according to the two-dimensional decision graphs. The sample points with the large local density and distance from the nearest larger density point are selected as the cluster centers, but it has certain difficulties and subjectivity in practical application. Note that there are multiple density peaks points in a cluster. When the distribution of these points is similar, it is difficult to select the suitable number of cluster centers. This phenomenon can be easily observed from Fig. 3(a) . To eliminate the error and the difficulty of selecting cluster centers manually, an adaptive strategy of cluster center selection based on the distribution of the data and the local density is developed.
Since the cluster centers should reflect the distribution of all data and contain useful information as much as possible, according to the local density and the distance from the nearest larger density point, the optimized adaptive strategy of cluster center selection is described as follows. On the one hand, the standard deviation of the distance from the nearest larger density point of all data is calculated, which is used as a measure of the statistical distribution and reflects the dispersion degree of the data to some extent. Then, it is considered to select sample as a cluster center, whose distance from the nearest larger density point is greater than or equal to the weighted standard deviation. On the other hand, in some cases, the DPC algorithm discovers the noises with the large distance from the nearest larger density point but small local density, which needs to be excluded from the cluster centers. Thus, the data points that the local density is greater than the mean of the local density of all data are considered as the cluster centers. By combining the above two steps, the conditions for selecting the cluster centers are described as
where EC represents the expected cluster centers, δ i is the distance from the nearest larger density point, σ (δ i ) is the standard deviation of the distance from the nearest larger density point of all data, λ is the weight, RC denotes the cluster centers after removing noises, ρ i is the local density of each sample points, EC(ρ i ) describes the local density of the expected cluster centers, and µ(ρ i ) is the mean of all the local densities. The cluster centers selected by the two conditions above simultaneously ensure the large distance from the nearest larger density point and the large local density, which can avoid the errors caused by selecting the noises as cluster centers and guarantee the objectivity of clustering results.
D. DESCRIPTION OF ADPC-FLD ALGORITHM
To solve the problem that the DPC algorithm is difficult to deal with the large-scale and high-dimensional datasets, the dimension reduction method needs to be firstly employed to reduce the dimensionality of high-dimensional data. In recent years, the dimension reduction methods roughly include linear mapping and nonlinear mapping methods. The Fisher linear discriminant (FLD) method [33] is widely used in dimension reduction, which processes data by linear function values. Its basic idea is to project the sample onto a straight line by transforming the sample so that the projection of the sample can be best divided. Thus, FLD can select the features with the information classified, effectively eliminates the irrelevant and redundant features, and achieves the reduced dimensionality for high-dimensional datasets [34] .
In what follows, the FLD is used to reduce the dimensionality of the high-dimensional datasets, and then an adaptive density peaks clustering (ADPC) algorithm is performed. For convenience of description, the ADPC algorithm with the FLD method (ADPC-FLD) is divided into two subalgorithms: the dimension reduction algorithm based on FLD (Algorithm 1) and the ADPC algorithm (Algorithm 2). The special procedures of the ADPC-FLD algorithm are illustrated in Fig. 4 .
The specific steps of the ADPC-FLD algorithm are described as Algorithms 1 and 2.
Suppose that the dataset has n sample points, and the number of cluster centers is m. For implementing the ADPC-FLD algorithm, the computational process of the distance matrix largely affects the time complexity and the space complexity of our cluster algorithm. Since the space complexity of the distance matrix is O(n 2 ) [10] , the time complexity of adjusting the density estimation parameter is O(n), the complexity of calculating the local density is O(n 2 ) and that of the distance from the nearest larger density point is O(n 2 ), the overall time complexity of ADPC-FLD is O(n 2 ), which mainly depends on calculating the distance matrix and is the same as that of DPC. Furthermore, the space complexity of ADPC-FLD is O(n 2 ). 
IV. EXPERIMENTAL RESULTS AND ANALYSIS A. EXPERIMENT PREPARATION
To verify the clustering performance of the proposed ADPC-FLD algorithm, the experiment is divided into the following three parts: The effectiveness of the improved ADPC algorithm is validated on six synthetic datasets in terms of twodimensional decision graph and three indices. Then, the clustering results of the ADPC-FLD algorithm are compared with those of the other related clustering algorithms on thirteen standard UCI datasets in terms of two-dimensional decision graph and seven indices. For the final part, the testing accuracy of the ADPC-FLD algorithm is evaluated on seven gene expression datasets in terms of two-dimensional decision graph and three indices. All the numerical experiments are implemented on a personal computer running Windows 7 with an Intel(R) Core(TM) i5-3470 CPU operating at 3.2 GHz and 8 GB of memory.
To effectively evaluate the clustering results of all the contrast algorithms, eleven kinds of evaluation indices [35] - [37] , including the cluster number (CN), the silhouette index (Sil), the adjusted mutual information (AMI), the precision (P),
Algorithm 1
Input:
The reduced dataset Y
Step 1: Calculate the class mean vector of each class by
and then obtain the within-class scatter matrix in the sample space of the original dataset as follows:
Step 2: Calculate the within-class scatter matrix by
and compute the between-class scatter matrix by
Step 3: Calculate the maximized Fisher criterion function by
and use the Lagrange multiplier to solve the unconstrained extreme problem of the Lagrangian function. Then, one can obtain the optimal projection based on the Fisher discriminant criterion.
Step 4: Calculate Y = ω T X to get the reduced dataset Y .
the recall (R), the specificity (S), the accuracy (AC), the Jaccard coefficient (JC), the Fowlkes-Mallows index (FMI), the F-measure index (FM) and the adjusted rand index (ARI), are introduced to illustrate the effectiveness and efficiency of our algorithm. These indices are described as follows.
The Sil is denoted as
where t denotes the number of all the samples of a dataset, t = 1, 2, · · · , n, a(t) is the average dissimilarity of t to all the other samples in a cluster
is the average dissimilarity of t in C j to all samples in another C i , and i, j = 1, 2, · · · , k with i = j. Suppose that U = {U 1 , U 2 , · · · , U R } and V = {V 1 , V 2 , · · · , V C } denote the true division and the division of the clustering result on a dataset X = {x 1 , x 2 , · · · , x n }, respectively. Then, the AMI is expressed as
Algorithm 2 Input: The reduced dataset Y using Algorithm 1 Output: The clustering results
Step 1: Calculate the distance matrix D = {d ij } of each sample in Y with Eq. (6), where i, j = 1, 2, · · · , n.
Step 2: Adjust the density estimation parameter d c with Eq. (10).
Step 3: Calculate the local density ρ i of each sample according to the D and the d c in Eq. (7).
Step 4: Calculate the distance from the nearest larger density point δ i of each sample according to the ρ i in Eq. (8).
Step 5: Construct a two-dimensional decision graph by using the ρ i and the distance from the δ i .
Step 6: Select the cluster centers with Eqs. (11) and (12).
Step 7: Calculate the minimum distance of the other sample points and the cluster centers, and assign the other sample points into the nearest cluster center.
where H (U ) is the entropy of the original partition, H (V ) is the entropy of the partition of clustering results, MI(U , V ) is the mutual information between U and V , and E{MI (U , V )} is the expected mutual information between U and V .
Suppose that a denotes the number of samples in the same class of U and V simultaneously; b represents the same class in U , but the different class in V ; c denotes the different class in U , but the same class in V ; and d denotes the number of samples in the different classes of U and V . Then, the indices are expressed as follows.
B. COMPARISONS OF CLUSTERING RESULTS ON SYNTHETIC DATASETS
In this subsection, our proposed ADPC algorithm is compared with the traditional DPC method [5] and the DBSCAN algorithm [23] on the six synthetic datasets selected from [5] , [7] , [11] , which are widely used in the clustering algorithms. The description of the six synthetic datasets is shown in Table 1 . The distributions of the sample points for each synthetic dataset are shown in Fig. 5 . To determine the optimal parameters of the compared algorithms and obtain the more accurate performance, the following several experiments are performed on the six synthetic datasets. For the ADPC algorithm, the optimal d c under the proposed density estimation entropy is adaptively selected. The density estimation parameter d c of the traditional DPC algorithm is set to the minimum of 1% to 2% of the distance of all sample points. The DBSCAN has two parameters eps and minpts, where the eps is looped from 0.01 to 1 with a step size of 0.01, and the minpts is looped from 1 to 50. The optimal parameters involved in the compared algorithms are described in Table 2 . The two-dimensional decision graphs of the ADPC algorithm on the six synthetic datasets are illustrated in Fig. 6 , and the graphs of clustering with the three algorithms on the six synthetic datasets are shown in Figs. 7 to 12, respectively. It can be seen from Fig. 6 that the ADPC algorithm can select the appropriate cluster centers and the accurate number of clusters on the six synthetic datasets. From Figs. 7 to 12 , on the Spiral and 4k2_far datasets, all the three compared algorithms can obtain the correct number of clusters and the good performance. On the R15 and Aggregation datasets, ADPC can obtain the correct number of clusters, but both DPC and DBSCAN cannot, which may lead to misclassification. On the D31 and S1 datasets, the ADPC algorithm still performs the great performance and obtains the correct number of clusters. Although the DPC algorithm can obtains the correct number of clusters, some sample points are misclassified to the other clusters. The DBSCAN algorithm mistakenly divides some sample points into noises, resulting in the poor clustering effect. In order to further illustrate the clustering performance of ADPC, the three indices (AC, JC, and FMI) of clustering results are employed to test the clustering performance. To ensure the objectivity of the clustering results and reduce the random errors, each method is VOLUME 7, 2019 Table 3 . Table 3 shows the evaluated clustering results of the three compared algorithms on the six synthetic datasets. As can be seen from Table 3 , the Spiral and 4k2_far datasets have the characteristics of the small in-cluster distance and the large between-cluster distance, and the three index values of the three algorithms on the two datasets are all equal to 1, which indicates that all the three algorithms perform well. On the R15 dataset, the three evaluation indices of ADPC is 1, but due to the misclassification, the three indices of DPC and DBSCAN are smaller than that of ADPC. So, the results demonstrate that ADPC performs better than the other VOLUME 7, 2019 two methods. On the Aggregation, D31 and S1 datasets, all the indices of ADPC are close to 1 and higher than those of DPC and DBSCAN. Therefore, it can be concluded that our proposed ADPC algorithm has better effectiveness and accuracy on all the two-dimensional synthetic datasets.
C. COMPARISONS OF CLUSTERING RESULTS ON STANDARD UCI DATASETS
This portion of the experiments is to test the feasibility and efficiency of ADPC-FLD on low dimensional UCI datasets. As we know, the experiment results on the real-world datasets with low-dimensionality for practical problems that are usually employed to evaluate the clustering performances of the clustering algorithms [38] . Then, to make the experiments more adequate, thirteen standard UCI datasets are downloaded from the UCI repository of machine learning databases (http://www.ics.uci.edu), and divided into two categories including ten general UCI datasets and three real-world imbalanced UCI datasets. The description of the ten general UCI datasets is shown in Table 4 . The first part of this experiment is to verify the clustering results of ADPC-FLD in terms of the two-dimensional decision graphs on the six UCI datasets selected from Table 4 . The two-dimensional decision graphs of ADPC-FLD on the six UCI are shown in Fig. 13 . It can be seen from Fig. 13(a) -(e) that the ADPC-FLD algorithm can accurately select the cluster centers and the cluster number on the five datasets (Iris, Seeds, Ecoil, Wine and Dermatology), except for the Segmentation dataset. Since it is difficult to distinguish the cluster centers and the other sample points from the twodimensional decision graphs on the Segmentation dataset, ADPC-FLD shows the poor performance; however, our proposed algorithm can still select the correct number of clusters. In summary, the proposed ADPC-FLD algorithm has a good effect on selecting the cluster centers and the number of clusters.
The following part of this experiment continues testing the ADPC-FLD algorithm on the same six standard UCI datasets in terms of the three indices (FMI, AMI and ARI). ADPC-FLD is compared with five state-of-the-art clustering algorithms, which include: (1) the shared nearest neighbor-based clustering by fast search and find of density peaks algorithm (SNN-DPC) [39] , (2) the fuzzy weighted k-nearest neighbors density peaks clustering algorithm (FKNN-DPC) [3] , (3) the DPC algorithm [5] , (4) the DBSCAN algorithm [23] , and (5) the ordering points to identify the clustering structure algorithm (OPTICS) [21] . To ensure the objective of clustering results, the numerous experiments are performed to select the optimal parameters of all the compared algorithms. For the ADPC-FLD algorithm, the optimal d c is adaptively selected by the proposed density estimation entropy. For the SNN-DPC and FKNN-DPC algorithms, the parameters are designed by Liu et al. [39] . For the traditional DPC algorithm, the value of the density estimation parameter d c is set to the minimum of 1% to 2% of the distance of all sample points. For the DBSCAN and OPTICS algorithms, the eps is looped from 0.01 to 1 with a step size of 0.01, and the minpts is looped from 1 to 50. The optimal parameters involved in each compared algorithms are described in Table 5 in detail. Similar to this previous subsection, the six methods are executed 10 times, and the results of FMI, AMI and ARI are the mean of 10 clustering operations. The experimental results are shown in Tables 6 to 8.  Table 6 shows the FMI index of the six tested algorithms on the six general UCI datasets. As can be seen from Table 6 , the ADPC-FLD algorithm obtains the best clustering accuracy than the other five algorithms on the Iris, Seeds, Ecoil, Wine and Dermatology datasets, where the FMI values are 1 on the Iris and Wine datasets. On the Iris and Seeds datasets, the performances of the three DPC algorithms (SNN-DPC, FKNN-DPC and DPC) are similar, and their clustering accuracies are higher than those of the DBSCAN and OPTICS algorithms. Compared with the other five clustering algorithms, the FMI index of DPC is the smallest on the Ecoil dataset, which indicates that the algorithm has the worst performance. The FMI values of the six algorithms on the Wine and Dermatology datasets further demonstrate that the four DPC algorithms (ADPC-FLD, SNN-DPC, FKNN-DPC and DPC) are superior to the two density-based clustering algorithms (DBSCAN and OPTICS). Since the difference of data categories is not obvious on the Segmentation dataset, the clustering accuracies of the six algorithms are slightly bad. Nevertheless, the ADPC-FLD algorithm still has the largest FMI value. In summary, the comparisons of the FMI index indicate that ADPC-FLD has the great clustering VOLUME 7, 2019 performance on the six general UCI datasets than the other five clustering algorithms. Table 7 shows the AMI index of the six tested algorithms for the six UCI datasets. As can be seen from Table 7 , the four DPC algorithms (ADPC-FLD, SNN-DPC, ADPC-KNN, and DPC) perform generally better than the two density-based clustering algorithms (DBSCAN and OPTICS), especially our proposed ADPC-FLD algorithm. The values of the AMI index of ADPC-FLD are much larger than those of the other five methods on the six UCI datasets. Taking the traditional DPC algorithm as an example, the AMI values of ADPC-FLD on the six datasets are 0.14, 0.21, 0.42, 0.29, 0.18, and 0.11 higher than those of DPC, respectively. On the Iris and Wine datasets, the ADPC-FLD algorithm shows the highest AMI value, which indicates that ADPC-FLD has the best clustering effect on the two datasets. For the Seeds, Ecoil and Dermatology datasets, the proposed algorithm has the better clustering performance, and its AMI values are 0.93, 0.92 and 0.96, respectively. The OPTICS algorithm has the worst performance, because the AMI values are only 0.38, 0.43 and 0.29. The six algorithms have the smaller AMI values on the Segmentation dataset, but ADPC-FLD still shows the highest clustering accuracy. Therefore, all the AMI values demonstrate that ADPC-FLD has the better clustering performance on the six UCI datasets than the other five clustering algorithms. Table 8 shows the ARI values of the six compared algorithms for the six UCI datasets. It can be observed from Table 8 that the ARI values of ADPC-FLD are significantly larger than those of the other five methods on the six UCI datasets. On the Iris and Seeds datasets, the clustering results of ADPC-FLD, SNN-DPC, FKNN-DPC and DPC are superior to DBSCAN and OPTICS. Meanwhile, the SNN-DPC, FKNN-DPC and DPC algorithms have the similar ARI on the Seeds dataset. However, for the Ecoil dataset, the FKNN-DPC, DPC and DBSCAN algorithms have the similar and poor performance in the ARI index, and the SNN-DPC and OPTICS algorithms demonstrate the better performance than the above three algorithms. The ADPC-FLD algorithm performs better than the other five clustering algorithms, and its ARI values are much larger than those of the other five algorithms. On the Wine and Dermatology datasets, the ARI index of ADPC-FLD and SNN-DPC are significantly larger than the other four methods, and the performance of OPTICS is the worst. The performance of the six algorithms on the Segmentation dataset is still bad, but the clustering accuracy of ADPC-FLD is the highest, and reaches 0.7143. In general, the ARI values certify the validity and the clustering accuracy of our ADPC-FLD algorithm on all the six UCI datasets.
The third part of this experiment is to further evaluate the ADPC-FLD algorithm on the four general UCI datasets (Zoo, Pima, Chess and Spambase) selected from Table 4 . The five state-of-the-art algorithms include: (1) the adaptive density peak clustering based on k-nearest neighbors algorithm (ADPC-KNN) [10] , (2) the DPC algorithm [5] , (3) the DBSCAN algorithm [23] , (4) the K -Means++ algorithm [40] , and (5) the Single-link algorithm [41] . In order to ensure the objective results and illustrate the best performance of all the compared algorithms, the parameters of each algorithm should be adjusted. The same as this previous portion, the optimal d c of ADPC-FLD is adaptively selected by the proposed density estimation entropy, and then the two-dimensional decision graphs of the four UCI datasets, which is determined based on d c , is shown in Fig. 14 . For the ADPC-KNN and DBSCAN algorithms, the selection of parameters is designed by Liu et al. [10] . For the K -Means++ and Single-link algorithms, the parameter K is set as the real cluster number of each dataset. The optimal adjusted parameters of all the compared algorithms are denoted in Table 9 . To verify the clustering effects of the six algorithms on the four UCI datasets, the experiments use the two indices (CN and FM ) to evaluate the clustering results. Similarly, the results are also the mean of 10 evaluations of clustering accuracy to ensure the objectivity of the experimental results. The experimental results are shown in Table 10 . Fig. 14 shows the two-dimensional decision graphs of the ADPC-FLD algorithm on the four UCI datasets (Zoo, Pima, Chess and Spambase), where the color markers are the selected cluster centers. Table 10 states the comparisons of CN and FM with the six algorithms on the four UCI datasets. It can be seen from Fig. 14 and Table 10 that ADPC-FLD can select the cluster centers and determine the correct number of clusters. From Table 10 , the ADPC-FLD, ADPC-KNN, DPC and DBSCAN algorithms obtains the number of correct clusters, but the cluster number of K -Means++ and Singlelink algorithms is set as the real cluster number in advance. Although all algorithms can correctly identify the number of clusters, there are major differences in clustering accuracy. From the overall perspective, the clustering accuracies of the six algorithms on the Zoo dataset are higher than those on the other three datasets, where the accuracies of the ADPC-FLD and ADPC-KNN algorithms on the Zoo dataset are similar and higher than those of the other four algorithms. For the Pima dataset, the ADPC-FLD algorithm compared with the other five algorithms achieves the highest accuracy, and its FM value is 0.7. The ADPC-KNN performs as poorly as the Single-link. For the Chess dataset, the FM values of ADPC-FLD and Single-link are the same and higher than those of the other four algorithms. Thus, this shows that the clustering performance of ADPC-FLD and Single-link is better than the others, where the K -Means++ performs the worst result. For the Spambase dataset, the clustering accuracies of the six algorithms are flat. The FM values of the four algorithms (ADPC-KNN, DBSCAN, K -Means++ and Single-link) are the same and slightly lower than that of ADPC-FLD, and slightly higher than that of DPC. Hence, it is obvious that ADPC-FLD is effective. In summary, the results of the CN and FM indices on the four UCI datasets demonstrate that our ADPC-FLD algorithm outperforms the other five algorithms in most cases.
The fourth part of this experiment is to give more justifications of our ADPC-FLD algorithm in terms of the three indices (CN, Sil, and FM) by testing the Iris, Wine and Seeds datasets, selected from Table 4 . The ADPC-FLD algorithm is compared with four state-of-the-art methods, VOLUME 7, 2019 which include: (1) the affinity propagation clustering algorithm using hybrid kernel function with locally linear embedding (HKAP-LLE) [38] , (2) the adaptive semi-supervised affinity propagation clustering algorithm based on structural similarity (SAAP-SS) [42] , (3) the fireworks explosion optimization-based semi-supervised affinity propagation algorithm (FEO-SAP) [43] , and (4) the affinity propagation (AP) algorithm [44] . In order to obtain the objective comparison, the optimal d c of ADPC-FLD still is adaptively selected by the density estimation entropy, and the parameters of the other four algorithms are set by following the techniques designed by Sun et al. [38] . Here, alike to the above calculated results, all the compared methods need to be run 10 times, and then the clustering results are the mean of the 10 evaluations. The experimental results are shown in Table 11 . Table 11 shows the CN, Sil and FM values of the five clustering algorithms on the Iris, Wine and Seeds datasets. It can be observed from Table 11 that the ADPC-FLD, HKAP-LLE, SAAP-SS and FEO-SAP algorithms perform better in the number of clusters, but the CN values of the AP algorithm are far more than the real cluster number of the datasets, which leads to the poor accuracy. The Sil values of the five compared algorithms decrease on the three datasets in turn, where ADPC-FLD achieves the largest Sil value, but AP yields the smallest result. It indicates that the clustering performance of ADPC-FLD is the best, and AP has the worst performance. For the FM index, the ADPC-FLD algorithm has the largest values on the three UCI datasets, and these values of HKAP-LLE and SAAP-SS are similar and slightly lower than ADPC-FLD. The AP algorithm still performs the worst in terms of FM. In summary, the ADPC-FLD algorithm shows the great performance than the other four algorithms on the three general UCI datasets.
The last part of this experiment is to verify the effectiveness of the proposed ADPC-FLD algorithm on real-world imbal- anced UCI datasets. Note that in many practical applications, imbalance occurs when a negative class contains many more patterns than dose a positive class [45] . The ADPC-FLD algorithm is applied to three imbalanced datasets, including Ecoli (im & others), Yeast (ME2 & others) and Pima-indians (1 & 0) . The descriptions of the three imbalance datasets are shown in Table 12 . Among them, the Ecoli dataset has 8 different categories, where the im class is used as the positive class, the other 7 classes are used as the negative class, and the imbalanced ratio is 23:77. The Yeast dataset includes 10 different categories, where the ME2 is used as the positive class, the other 9 categories are used as the negative class, and the imbalanced ratio is 3:97. There are two types of Pima-indians dataset, and its imbalanced ratio is 35:65.
On the three imbalanced UCI datasets, the ADPC-FLD algorithm is compared with six state-of-the-art algorithms, including (1) the HKAP-LLE algorithm [38] , (2) the hybrid support vector machine algorithm (HSVM) [46] , (3) the adaptive synthetic sampling with different error costs algorithm (ADASYN+DEC) [46] , (4) the random under-sampling algorithm (RAMU) [47] , (5) the adaptive synthetic sampling algorithm (ADASYN) [48] , and (6) the different error costs algorithm (DEC) [49] . Following the experimental techniques designed by Liu et al. [46] , we adjust the parameters of the six compared algorithms. The density estimation entropy of ADPC-FLD adaptively yields the optimal d c , based on which, the two-dimensional decision graphs of three UCI datasets are illustrated in Fig. 15 . To efficiently evaluate the clustering performance of the three imbalanced datasets, the G-mean index [46] is used and described as
So do we all experiments running 10 times to reduce the random errors, and then their mean of the clustering accuracy are obtained. The experimental results are shown in Table 13 . Fig. 15 shows the two-dimensional decision graphs of ADPC-FLD on the three imbalanced datasets in Table 12 . The TABLE 13 . The G-mean index for the seven algorithms on the three imbalanced datasets. color markers are the selected cluster centers. As we can see from Fig. 15 , the ADPC-FLD algorithm obtains the appropriate cluster centers and the accurate number of clusters on the three imbalanced datasets. Table 13 shows the G-mean index of the seven compared algorithms on the three imbalanced datasets. To more intuitively compare the seven algorithms, Fig. 16 shows the histogram of G-mean for the seven algorithms on the three imbalanced datasets. From the height of the histogram, the pros and cons of each compared algorithm can be clearly indicated. On the Ecoli dataset, the G-mean of ADPC-FLD is the largest, and RAMU exhibits the second best performance as HSVM. The G-mean values of HKAP-LLE, ADASYN+DEC, ADASYN and DEC are similar and smaller than those of ADPC-FLD, RAMU and HSVM. It can be easily concluded from the G-mean on the Yeast dataset, ADPC-FLD performs the best result, and RAMU achieves the worst accuracy. In detail, the other five algorithms shows slightly better performance than the RAMU algorithm, and slightly worse than the ADPC-FLD algorithm. On the Pimaindians dataset, the G-mean of ADPC-FLD is slightly lower than those of HKAP-LLE and HSVM, but larger than the other four methods. Although the clustering accuracy of ADPC-FLD is slightly lower than those of HKAP-LLE and HSVM on the Pima-indians dataset, it is superior to the other six algorithms on both the Ecoli and Yeast datasets. In general, the proposed ADPC-FLD algorithm is effective on the imbalanced UCI datasets.
D. COMPARISONS OF TESTING ACCURACY ON GENE EXPRESSION DATASETS
It is well known that the gene expression datasets have the common characteristics with high dimensionality and small samples [38] , where include a large number of irrelevant and redundant features. Classification learning from gene expression data is a significant topic and inspiring many applications in cancer diagnosis [50] , [51] . It follows that this portion concerning high-dimensional gene expression datasets is conducted to verify the clustering performance of the ADPC-FLD algorithm. Seven gene expression datasets are selected from http://csse.szu.edu.cn/staff/zhuzx/Datasets.html and http://www.gems-system.org/., respectively. The detailed description of the seven gene expression datasets is shown in Table 14 . Note that, following the experimental techniques and parameters designed by Sun et al. [38] , to ensure a fair comparison and reduce the random error, the 5-fold cross validation method is employed to test the clustering results in terms of three indices (R, S, and AC) on the seven gene expression datasets.
The first portion of this subsection is to evaluate the clustering performance of ADPC-FLD on the three gene expression datasets (Colon, Leukemia and Prostate) selected from Table 14 . The two-dimensional decision graphs of the ADPC-FLD algorithm on the three gene expression datasets are shown in Fig. 17 . The optimal d c of each data is adaptively selected by the minimization method of density estimation entropy. The color markers are the selected cluster centers, and the d c value is optimized by our proposed density estimation entropy. It can be observed from Fig. 17 that ADPC-FLD effectively selects the cluster centers and the number of clusters on the three gene expression datasets.
The second portion of this experiment is to evaluate the testing accuracy of ADPC-FLD on the three gene expression datasets (Colon, Leukemia and Prostate). Three compared state-of-the-art algorithms include: (1) the HKAP-LLE algorithm [38] , (2) the hidden markov model (HMM) [50] , and (3) the information gain and standard genetic algorithm (IG-SGA) [51] . The experimental results are shown in Table 15 . To further illustrate the classification accuracy on the Colon and Leukemia datasets, five state-of-the-art algorithms, including (1) the HKAP-LLE algorithm [38] , (2) the affinity propagation-based classifier ensemble selection algorithm (APCES) [52] , (3) the ensemble gene selection algorithm by grouping (EGSG) [53] , (4) the ensemble selection algorithm based on the random subspace method (RSM) [54] , and (5) the random forest-based feature selection algorithm (RF) [55] , are selected to compare with the ADPC-FLD algorithm. Following the experimental techniques and parameters designed by Sun et al. [38] , all the above compared algorithms are adjusted to obtain the optimal performance. Similar to the last part, the optimal d c of ADPC-FLD is adaptively selected by the proposed density estimation entropy. The experimental results on the Colon, Leukemia and Prostate datasets are evaluated with the four algorithms under the two indices (R and S), shown in Table 15 . The results in terms of R, S and AC on the Colon and Leukemia datasets are illustrated in Table 16 . The values of evaluation indices are between 0 and 1. The larger the value is, the better performance the algorithm shows. Table 15 shows the comparisons of the R and S indices with the four algorithms on the three gene expression datasets. It can be observed from Table 15 that for the Colon dataset, the R and S indices of ADPC-FLD are much larger than the other three methods, and then the results indicate that the clustering performance of our algorithm on the Colon dataset is better than the other three algorithms. The HMM algorithm has the lowest clustering accuracy that leads to the worst performance on the Colon dataset. For the Leukemia dataset, the R value of ADPC-FLD is larger than the other three methods. The values of S for the HKAP-LLE, HMM and IG-SGA algorithms are similar, and the difference range is between 0.001 and 0.003. The S value of ADPC-FLD is slightly smaller than those of the other three methods, but its accuracy is pretty good and reaches 0.9506. On the Prostate dataset, the two indices of ADPC-FLD and IG-SGA are both 1, indicating that the two algorithms are much suitable for the Prostate dataset. More narrowly, it can be obviously observed from Table 15 that the values of R for HKAP-LLE and HMM are smaller than those of ADPC-FLD and IG-SGA, while the S index of HMM is much smaller than those of the other three algorithms on the Prostate dataset. In general, on the three gene expression datasets, the HMM algorithm is inferior to the other three algorithms, and the ADPC-FLD algorithm performs the best results, which indicate that ADPC-FLD is efficient on the three high-dimensional gene expression datasets. Table 16 shows the comparison results of the R, S and AC indices for the six compared algorithms on the Colon and Leukemia datasets. As shown in Table 16 , on the Colon dataset, the ADPC-FLD and HKAP-LLE algorithms perform well and achieve the great values for all three indices. Then, it can fully demonstrate the effectiveness of the two algo- rithms on the Colon dataset. The APCES, EGSG and RSM algorithms have the similar values on R and S, but their values are smaller than those of the ADPC-FLD and HKAP-LLE algorithms. For the RF algorithm, the values of the R index are the smallest, but the values of the S index are larger than those of the APCES, EGSG and RSM algorithms. Under the AC index, the RSM algorithm achieves the smallest value, indicating that the effect is the worst. On the Leukemia dataset, the R and AC values of all algorithms are higher than 0.9. Among them, the RF algorithm has the largest R on the Leukemia dataset, the ADPC-FLD algorithm is the second, and the EGSG algorithm is the smallest. The AC value of ADPC-FLD is slightly smaller than those of HKAP-LLE and APCES, but larger than the other three methods. The S index of the ADPC-FLD and HKAP-LLE algorithms are much larger than the other four algorithms and reach above 0.95, while the S value of the RF algorithm is the smallest and less than 0.73. The above results and analysis illustrate that the ADPC-FLD algorithm is efficient on the Leukemia dataset. Therefore, the three evaluation indices efficiently show that ADPC-FLD can perform the better clustering results on the two gene expression datasets.
The final portion of this subsection denotes the clustering accuracy of our ADPC-FLD algorithm using the AC index, which is compared with eleven state-of-the-art clustering algorithms on the four gene expression datasets (SRBCT, Leukemia1, 9-Tumor and Prostate1), selected from Table 14 . The eleven compared algorithms proposed in recent years include: (1) the HKAP-LLE algorithm [38] , (2)-(4) three low rank projection least square regression (LPLSR) and subspace segmentation algorithms (LPLSR-2 and LPLSR-1) [56] , (5)- (7) three subspace segmentation algorithms (LatLRR, LRR, and LSR) [57] - [60] , (8)- (9) two non-negative matrix factorization-based algorithms (S-NMF and C-NMF) [61] , (10) the K -means algorithm [62] , and (11) the hierarchical clustering algorithm (HC) [63] . The values of the relevant parameters in each algorithm are designed by Salem et al. [51] . The two-dimensional decision graphs of the ADPC-FLD algorithm on the four datasets is illustrated in Fig. 18 , and the clustering accuracies of the twelve algorithms on the four datasets are shown in Table 17 . Fig. 18 shows the two-dimensional decision graphs of the ADPC-FLD algorithm on the SRBCT, Leukemia1, 9-Tumor and Prostate1 datasets, where the color markers are the selected cluster centers, and the d c value is optimized by the proposed density estimation entropy. According to Fig. 18 , on the SRBCT, Leukemia1 and Prostate1 datasets, ADPC-FLD can select the appropriate cluster centers and the accurate number of clusters. But as shown in Fig. 18(c) , it is difficult to determine the suitable cluster centers on the 9-Tumor dataset. Table 17 shows the comparisons of the AC values for the twelve algorithms on the four gene expression datasets. As we can see from Table 17 , the four traditional clustering algorithms (S-NMF, C-NMF, K -means, and HC) have the lower clustering accuracies and the poor performance on the four datasets. The clustering accuracies of the subspace clustering algorithms (LPLSR, LPLSR-2, LPLSR-1, LatLRR, LRR, and LSR) are higher than those of the four traditional clustering algorithms. The clustering accuracies of LPLSR-1, LPLSR-2 and LPLSR are similar and higher than the other three subspace clustering algorithms. The ADPC-FLD and HKAP-LLE algorithms perform much better in terms of clustering accuracy than the other ten algorithms, especially the ADPC-FLD algorithm. Taking the LPLSR algorithm as an example, the clustering accuracy of the proposed algorithm on the SRBCT, Leukemia1, 9-Tumor and Prostate1 datasets is increased by about 10%, 7%, 31% and 8%, respectively, which fully indicates that our ADPC-FLD method is superior to the other eleven methods on these datasets. Thus, the clustering results on the four gene datasets illustrate that the proposed ADPC-FLD algorithm is more valid and feasible than the other eleven algorithms. In summary, the ADPC-FLD algorithm is suitable for the highdimensional gene expression datasets and performs better than the other recent clustering algorithms.
V. CONCLUSION
In order to solve the problems that the traditional DPC algorithm is difficult to deal with the complex datasets, the Euclidean distance only considers the spatial structure of the sample and does not take into account the correlation and the similarity between samples, and the manual setting of parameters affects the objectivity of clustering results. On the basis of the local structural characteristics of the data, this paper proposes an ADPC method with Fisher linear discriminant. The Pearson correlation coefficient is firstly introduced as the weight, and then the kernel density estimation function based on the weighted Euclidean distance is used to calculate the local density between the samples. Then, the density estimation entropy is presented to select the density estimation parameters. An adaptive strategy of cluster center selection is designed to construct a novel ADPC algorithm. Finally, the Fisher linear discriminant method is employed to reduce the dimensionality of the high-dimensional data, and then an ADPC-FLD algorithm is developed. The experimental results on synthetic datasets, standard UCI datasets and gene expression datasets indicate that the presented ADPC-FLD algorithm can obtain the more accurate cluster centers and the higher clustering accuracy, which proves that our method can effectively process the complex datasets.
