Complex Jacobi matrices play an important role in the study of asymptotics and zero distribution of Formal Orthogonal Polynomials (FOPs). The latter are essential tools in several elds of Numerical Analysis, for instance in the context of iterative methods for solving large systems of linear equations, or in the study of Pad e approximation and Jacobi continued fractions.
Introduction
We denote by`2 the Hilbert space of complex quadratic summable sequences, with the usual scalar product (u; v) = P u j v j , and by (e n ) n 0 its usual orthonormal basis. Furthermore, for a linear operator T in`2, we denote by D(T), R(T), N(T), and (T), its domain of de nition, its range, its kernel, and its spectrum, respectively.
Given complex numbers a n ; b n , n 0, with a n 6 = 0 for all n, we associate the in nite In the symmetric case b n ; a n 2 IR for all n one recovers the classical Jacobi matrix. Denoting by C 0 `2 the linear space of nite linear combinations of the basis elements e 0 ; e 1 ; :::, we may identify via the usual matrix product a complex Jacobi matrix A with an operator acting on C 0 . Its closure A is called the corresponding second order di erence operator or Jacobi operator (see Section 2.1 for a more detailed discussion).
Second (or higher) order di erence operators have received much attention in the last years, partly motivated by applications to non{linear discrete dynamical systems (see 6, 19, 20, 35] and the references therein). Also, Jacobi matrices are known to be a very useful tool in the study of (formal) orthogonal polynomials ((F)OPs), which again have applications in numerous elds of Numerical Analysis. To give an example, (formal) orthogonal polynomials have been used very successfully in Numerical Linear Algebra for describing both algorithmic aspects and convergence behavior of iterative methods like Conjugate Gradients, GMRES, Lanczos, QMR, and many others. Another example is given by the study of convergence of continued fractions and Pad e approximants. Indeed, also the study of higher order di erence operators is of interest in all these applications, let us mention the Bogoyavlenskii discrete dynamical system 7], Ruhe's block version of the Lanczos method in Numerical Linear Algebra, or the problem of HermitePad e and Matrix Pad e approximation (for the latter see, e.g., the surveys 4, 5] ). In the present paper we will restrict ourselves to the less involved case of three diagonals.
To start with, a linear functional c acting on the space of polynomials with complex coe cients is called regular i det(c(x j+k )) j;k=0;:::;n 6 = 0 for all n 0. Given a regular c (with c(1) = 1), there exists a sequence (q n ) n 0 of FOPs, i.e., q n is a polynomial of degree n (unique up to a sign), and c(q j q k ) vanishes if j 6 = k, and is equal to 1 otherwise. These polynomials are known to verify a three term recurrence of the form a n q n+1 (z) = (z ? b n )q n (z) ? a n?1 q n?1 (z); n 0; q 0 (z) = 1; q ?1 (z) = 0; where a n = c(zq n+1 q n ) 2 C n f0g, and b n = c(zq n q n ) 2 C. Here a n ; b n are known to be real i c is positive, i.e., c(P) > 0 for each nontrivial polynomial P taking nonnegative values on the real axis, or, equivalently, det(c(x j+k )) j;k=0;:::;n > 0 for all n 0. Conversely, the Shohat{Favard Theorem says that any (q n (z)) n 0 verifying a three-term recurrence relation of the above form is a sequence of formal orthogonal polynomials with respect to some regular linear functional c. As shown in Remark 2.3 below, this linear functional can be given in terms of the Jacobi operator A de ned above, namely c(P) = (e 0 ; P(A)e 0 ) for each polynomial P. In the real case one also knows that there is orthogonality with respect to some positive Borel measure supported on the real axis, i.e., c(P) = 
R P(x) d (x).
Notice that q n is (up to normalisation) the characteristic polynomial of the nite submatrix A n of order n of A. Also, the second order di erence equation z y n = a n y n+1 + b n y n + a n?1 y n?1 ; n 0 (1.2) (a ?1 := 1) may be formally rewritten as spectral equation (zI ? A) y = 0. This gives somehow the idea that spectral properties of the Jacobi operator should be determined by the spectral or asymptotic properties of FOPs, and vice versa. Indeed, in the real case the link is very much known: if A is self-adjoint, then there is just one measure of orthogonality (obtained by the spectral theorem applied to A), with support being equal to the spectrum (A) of A.
Also, zeros of OPs lie all in the convex hull of (A), are interlacing, and every point in (A) is attracting zeros. Furthermore, in case of bounded A one may describe the asymptotic behavior of OPs on and outside (A). Surprisingly, for formal orthogonal polynomials these questions have been investigated only recently in terms of the operator A, probably due to the fact that here things may change quite a bit (see for instance Example 3.2 below).
To our knowledge, the rst detailed account on (a class of) complex Jacobi matrices was given by Wall in his treatise 56] on continued fractions. He dealed with the problem of convergence of Jacobi continued fractions (J-fractions) having at in nity the (possibly formal) expansion f(z) = P j c(x j )z ?j?1 = P j (e 0 ; A j e 0 )z ?j?1 . Their nth convergent may be rewritten as p n (z)=q n (z), where (p n (z)) n ?1 ; (q n (z)) n ?1 are particular solutions of (1.2) with initializations q 0 (z) = 1; q ?1 (z) = 0; p 0 (z) = 0; p ?1 (z) = ?1; (1.4) i.e., q n are the FOPs mentioned above. Also, p n =q n is just the nth Pad e approximant (at in nity) of the perfect series f. Notice that, in case of a bounded operator A, f is Laurent expansion at in nity of the so-called Weyl function 20] (z) := (e 0 ; (zI ? A) ?1 e 0 ); z 2 (A); where here and in the sequel (A) = C n (A) denotes the resolvent set, i.e., the set of all z 2 C such that N(zI ?A) = f0g and R(zI ?A) =`2 (and thus the resolvent (zI ?A) ?1 is bounded).
The aim of the present paper is threefold: we try to give a somehow complete account on connections between FOPs, complex J-fractions and complex Jacobi matrices presented in the last ve years. Starting point is perhaps a paper of Aptekarev, Kaliaguine and Van Assche 6], but we also report about recent work by Barrios, L opez Lagomasino, Mart nez-Finkelshtein, Torrano, Smirnova Castro, Simon, Magnus, Stahl, Baratchart, Ambroladze, Kaliaguine, and the present author. A special attention in our study is given to unbounded complex Jacobi matrices, where similar uniqueness problems occur as for the classical moment problem. Secondly, we present some new results concerning ratio-normality of FOPs and compact perturbations of complex Jacobi matrices. In addition, we show that many recent results on convergence of complex J-fractions in terms of Jacobi operators 12, 13, 14, 15, 17, 19] where v j = (a j;k ) k 0 2`2 by assumption on the rows of A. Thus we may consider the closure A] min of A, i.e., the smallest closed extension of A. Notice that D( A] min ) = fy 2`2 : 9 (y (n) ) n 0 C 0 converging to y, and (Ay n ) n 0 `2 converging (to A] min y)g: Remark 2.3 The notion of proper Jacobi matrices may be motivated by considering the following problem: given a regular functional c acting on the space of polynomials, can we describe its action by a densely de ned closed operator B, namely c(P) = (f; P(B)g) and, more generally, c(P Q) = (Q(B) f; P(B)g) for all polynomials P; Q (2.3) with suitable f; g 2`2?
Let us rst show that any closed operator B with A min B A max satis es (2.3) with f = g = e 0 . Obviously, it is su cient to show the relation e j = q j (B)e 0 = q j (B) e 0 ; j 0: Indeed, e 0 = q 0 (B)e 0 by (1.4), and by recurrence using (1.2) we obtain a j q j+1 (B)e 0 = Bq j (B) ? b j q j (B)e 0 ? a j?1 q j?1 (B)e 0 = Be j ? b j ? a j?1 e j?1 = a j e j+1 ; the last equality following from A B. Since a j 6 = 0, the relation e j+1 = q j+1 (B)e 0 follows. In a similar way the other identity is shown using the relation A H B .
Let us now show that this are essentially all operators. Notice rst that B is only properly characterized by (2.3) if f is a cyclic element of B (i.e., f 2 D(B k ) for all k, and spanfB j f : j 0g is dense in`2), and g is a cyclic element of B . In this case, using the orthogonality relations of the FOPs q j , we may conclude that (f n ) n 0 and (g n ) n 0 , de ned by f n = q n (B)f and g n = q n (B) g, is a complete normalized biorthogonal system. The expansion coe cients of Bf k (and B g j , respectively) with respect to the system (f n ) n 0 (and (g n ) n 0 , respectively) are given by (g j ; Bf k ) = (f k ; B g j ) = c(zq j q k ) = (e j ; Ae k ) = 8 > < > : Using this formula one easily veri es the well-known fact that banded matrices A are bounded i their entries are uniformly bounded.
We may conclude that a bounded matrix A is proper, and thus we may associate a unique close operator A = A] min whose action is described via matrix calculus. However, these properties do not remain necessarily true for unbounded matrices.
Spectral properties of Jacobi operators
In what follows A will be the complex Jacobi matrix of (1.1) with entries a n ; b n 2 C, a n 6 = 0, We refer to its closure A = A] min as the corresponding di erence operator or Jacobi operator, and denote by A # = A] max the maximal closed extension of A de ned by matrix product. Since A H is obtained from A by taking the complex conjugate of each entry, we may conclude from Lemma 2.1 that A # = A , where denotes the complex conjugation operator de ned by (y j ) j 0 = (y j ) j 0 .
The aim of this section is to summarize some basic properties of the operators A, A # in terms of solutions q(z) := (q n (z)) n 0 and p(z) := (p n (z)) n 0 of the recurrence (1.2), (1.4).
We will require the projection operators j de ned by j (y 0 ; y 1 ; y 2 ; :::) = (y 0 ; y 1 ; :::; y j?1 ; 0; 0; :::) 2 C 0 ; j 0: Clearly, j y ! y for j ! 1 for any y 2`2. Also, one easily checks that, for any sequence y = (y n ) n 0 , j y 2 D ( Proof: (a) Since A A # , we only have to show the last assertion. By (2.1), y = (y n ) n 0 2 N(zI ? A # ) if and only if y 2`2, and we have (zI ? A) y = 0. The latter identity may be rewritten as ?a n y n+1 + (z ? b n )y n ? a n?1 y n?1 = 0; n 0; y ?1 = 0:
Comparing with (1.2), (1.4), we see that (zI ? A) y = 0 i y = y 0 q(z), leading to the above description of N(zI ? A # ). (b) For a closed densely de ned linear operator T in`2, the integer dim N(T) usually is referred to as the nullity of T, and N(zI?T) coincides with the geometric multiplicity of the \eigenvalue" z (if larger than zero). One also de nes the de ciency of T as the codimension in`2 of R(T). Provided that R(T) is closed, it follows from 28, Theorem IV.5.13 and Lemma III. 1.40] that the de ciency of T coincides with dim N(T ), and that also R(T ) is closed. Taking into account Lemma 2.4(a),(d), we may conclude that both de ciency and nullity are bounded by one for our operators zI ? A and zI ? A # provided one of them has closed range. Consequently, we obtain for the essential spectrum 28, Chapter IV. 5.6] ess (A) = ess (A # ) = fz 2 C : R(zI ? A) is not closed g: (2.10) Recall that this (closed) part of the spectrum of A ( is not an element of`2.
According to 56, Theorem 22.1], A is indeterminate if p(z) and q(z) are elements of`2 for one z 2 C, and in this case they are elements of`2 for all z 2 C. It is also known (see 1, pp.138-141] or 35, p.76]) that a real Jacobi matrix is proper (i.e., self-adjoint) if and only if it is determinate. In the general case we have the following It is not known whether there exists a determinate complex Jacobi matrix which is not proper. Since many of the results presented below are valid either for proper or for indeterminated Jacobi matrices, a clari cation of this problem seems to be desirable.
Results related to Theorem 2.6 have been discussed by several authors: Barrios, L opez, Mart nez and Torrano 14, Lemma 3] showed that a complex Jacobi matrix A = A 0 + A 00 with A 0 self-adjoint and A 00 bounded is determinate. More generally, Smirnova Castro 42, Theorem 2] proved that a bounded perturbation of a real Jacobi matrix A is determined 4 if and only if A is determined. It is an interesting open problem to characterize determinacy or properness in terms of the real and the imaginary part of a Jacobi matrix.
Let us here have a look at some su cient condition which will be used later. If the entries of the di erence of two (complex) Jacobi matrices tend to zero along diagonals, then the di erence of the corresponding di erence operators is known to be compact 2]. We can now give a di erent characterization of the essential spectrum, namely ess (A) = \ f (A 0 ) : A 0 is a di erence operator and A ? A 0 is compactg:
Here the inclusion is true even in a more general setting 28, Theorem IV. 5.35] . In order to see the other inclusion, notice that for the particular solution of Theorem 2.8 there necessarily holds js ?1 (z)j + js 0 (z)j 6 = 0. Therefore, by Theorem 2.8, the essential spectrum is already obtained by taking the intersection with respect to all di erence operators found by varying the entry a 0 of A, i.e., by rank 1 perturbations.
Characterization of the spectrum
In this subsection we are concerned with the problem of characterizing the spectrum of a difference operator in terms of solutions of the recurrence relation (1.2). This connection can be exploited in several ways: on the one hand side one sometimes knows the asymptotic behavior of solutions of (1.2) (as for instance in the case of (asymptotically) periodic recurrence coe cients, compare 12, 13, 19, 24, 32]), and it is possible to determine the shape of the spectrum. On the other hand, we will see in Section 3 that we obtain nth root asymptotics for FOPs and functions of the second kind on the resolvent set.
A description of the resolvent operator (or more precisely of a (formal) \right reciprocal") in terms of the solutions p(z), q(z) of the recurrence (1.2) has been given already by Wall 56,  Sections 59-61]. Starting with a paper of Aptekarev, Kaliaguine and Van Assche 6], the problem of characterizing the spectrum has received much attention in the last years, see 13, 14, 18, 19] for Jacobi matrices and the survey papers 4, 5] and the references therein for higher order di erence operators. A typical example of characterizing the spectrum in terms of only one solution of (1.2) is the following. P n j=0 jq j (z)j 2 ja n j 2 jq n (z)j 2 + jq n+1 (z)j 2 ] < 1:
Indeed, using (2.8) we obtain for z 2 (A) and n 0 1 jjzI ? Ajj 2 P n j=0 jq j (z)j 2 ja n j 2 jq n (z)j 2 + jq n+1 (z)j 2 ] = jj n+1 q(z)jj 2 jj(zI ? A) n+1 q(z)jj 2 jj(zI ? A) ?1 jj 2 ; (2.14) showing that (2.13) holds. The other implication is more involved, here one applies the characterization of Theorem 2.12 below. Notice that we may reformulate Theorem 2.9 as follows:
we have z 2 (A) if and only if the sequence ( n q(z)=jj n q(z)jj) n 0 contains a subsequence of approximate eigenvectors.
In view of (2.13), (2.14), we can give another formulation of Theorem 2.9: we have z 2 (A) if and only if the sequence of numerators in (2.13), and denominators in (2.13), respectively, have the same asymptotic behavior. It becomes clear from the following considerations (and can also be checked directly) that then both sequences will grow exponentially. It seems that, even for the classical case of real bounded Jacobi matrices, this result has only been found recently 18]. As mentioned before, here the spectrum of A coincides with the support of the measure of orthogonality of (q n ) n 0 .
Some further consequences of relation (2.13) concerning the distribution of zeros of FOPs will be discussed in Section 3.
In order to describe other characterisations of the spectrum, we will x z 2 C, and denote by R( ), 2 C, the in nite matrix with elements Consequently, N(zI ? A) = f0g, and from 28, Theorem IV.5.2] if follows that R(zI ? A) is closed. In order to establish our claim z 2 (A), it remains to show that R(zI ? A) is dense in`2. Since R( ) is bounded, its rst column y( ) is an element of`2. Using Lemma 2. 
Since A is indeterminate, we get P j;k jS(z) j;k j 2 < 1. In particular, the closure S(z) of S(z)
is bounded, and more precisely a compact operator of Schmidt class 28, Section V. Using (2.10), we may conclude that part (a) holds. It is shown in 56, Theorem 23.1] that indeed a 1 (z)a 4 (z) ? a 2 (z)a 3 (z) = 1 for all z 2 C. Let z 2 C. We claim that, for a suitable unique 2 C f1g ( Notice that in the original statement of 6, Theorem 1] the authors impose some additional conditions on z which are not necessary. Also, the authors treat general tridiagonal matrices A where the entries of the superdiagonal may di er from those on the subdiagonal. Such operators can be obtained by multiplying a complex Jacobi matrix on the left by some suitable diagonal matrix and on the right by its inverse, i.e., we rescale our recurrence relation (1.2). Such recurrence relations occur for instance in the context of monic (F)OPs, whereas we have chosen the normalization of orthonormal FOPs. The following result of Kaliaguine and Beckermann shows that our normalization gives the smallest spectrum. As an example, take the tridiagonal Toeplitz matrix with diagonal entries a=2; 0; 1=(2a).
Here it is known that the spectrum is the interior and the boundary of an ellipse with foci 1 and half axes ja 1=aj=2, and it is minimal (namely the interval ?1; 1]) for a = 1. Notice also that for monic FOPs one chooses the normalization a = 1=2.
It would be interesting to generalize Theorem 2.13 to unbounded Jacobi matrices. The associated functions of the second kind are given by r n (z) = (e n ; (zI ? A) ?1 e 0 ) = q n (z) (z) ? p n (z); n 0; z 2 (A); where the last representation follows from Theorem 2.10 and the construction of R( (z)). Similarly, we may express the other entries as A proof of the second sentence of Theorem 2.14 is based on the observation that any element of a countable set C is either an isolated point or a limit of isolated points of . Notice that the spectrum is in particular countable and has the only accumulation point b 2 C if A?bI is compact, i.e., a n ! 0 and b n ! b (see for instance Corollary 2.17 below). Here the Weyl function is analytic in (A) (and in no larger set), meromorphic in C n fbg, and has an essential singularity at b. For a nice survey on compact Jacobi matrices we refer the reader to Van Assche 54].
The Weyl function and functions of the second kind
Relation (2.19) allows us also to compare the growth of FOPs and of functions of the second kind. Indeed, according to (2.9) we have a n (q n+1 (z)r n (z) ? r n+1 (z)q n (z)) = 1; n ?1; z 2 (A): (2.20) This
jq n (z)j 2 + ja n q n+1 (z)j 2 q jr n (z)j 2 + ja n r n+1 (z)j 2 1 + (1 + ja n j 2 ) jj(zI ? A) ?1 jj (2.22) for all z 2 (A) and n 0. Indeed, the left-hand inequalities of (2.21), (2.22) follow by applying the Cauchy{Schwarz inequality on (2.20) . In order to verify the right-hand estimate in, e.g., (2.21), we notice that, by (2.20), ja n j 2 (jq n (z)j 2 + jq n+1 (z)j 2 ) (jr n (z)j 2 + jr n+1 (z)j 2 ) = ja n j 2 jq n (z)r n (z)j 2 + jq n (z)r n+1 (z)j 2 + jq n+1 (z)r n+1 (z)j 2 ] + j1 ? a n r n+1 (z)q n (z)j 2 : Each term of the form r j (z)q k (z) occurring on the right-hand side may be bounded by jj(zI ? A) ?1 jj, leading to (2.21).
If additional information on the sequence (a n ) n 0 is available, we may be even much more precise. 
Some special cases
It is well-known (see, e.g., 10]) that a linear functional c having real moments is positive (i.e., det(c(x j+k )) j;k=0;:::;n > 0 for all n 0) if and only if c has the representation c(P) = Z P(x) d (x) for any polynomial P, (2.24) where is some positive Borel measure with real in nite support supp ( ). Under these assumptions, the support is a part of the positive real axis i in addition det(c(x j+k+1 )) j;k=0;:::;n > 0 for all n 0. Furthermore, the sequence of moments is totally monotone (i.e., k c(x n ) > 0 for all n; k 0) i (2.24) holds with some positive Borel measure with in nite support supp ( ) 0; 1].
In all these cases, the corresponding Jacobi matrix is real, and the corresponding measure is unique (uniqueness of the moment problem) i A is proper (in other words, A is self-adjoint).
In this case, can be obtained by the Spectral Theorem, with supp ( ) = (A) IR, and (z) = Z d (x) z ? x (2.25) holds for all z 6 2 (A).
In .2) that ?a n e r n+1 (z) + (z ? b n )e r n (z) ? a n?1 e r n?1 (z) = R q n (x) d (x) = c(q n ) = n;0 for n 0. Moreover, e r 0 (z) = (z) = r 0 (z) for z 2 U by (2.25) and (2.19). Consequently, for z 2 U, (r n (z)) n 0 satis es the same recurrence and initialisation as the sequence (r n (z)) n 0 , implying thatr n (z) = r n (z). Furthermore, for j k there holds
Since the fraction on the right-hand side is a polynomial of degree < j k in x, the right-hand integral vanishes by orthogonality and (2.24).
2 If A is bounded, then any measure with compact support satisfying (2.24) will ful l (2.25) with U being equal to the unbounded component of the complement of (A) supp ( ), since the functions on both sides of (2.25) have the same Laurent expansion at in nity. It would be very interesting to prove for general non-real (unbounded but proper) Jacobi matrices that if (2.24) holds for some measure with compact support then also (2.25) is true for z 2 U, where U is the intersection of (A) with the unbounded connected component of C n supp ( ).
To the end of this section let us have a look at a di erent class of functionals which to our knowledge has not yet been studied in the context of complex Jacobi matrices: It is known from the work of Schoenberg and Edrei that the sequence of (real) moments (c n ) n 0 , c n = c(x n ), c 0 = 1, c n = 0 for n < 0, is totally positive (i.e., det(c m+j?k ) j;k=0;:::;n 0 for all n; m 0) i P c j z j is the expansion at zero of a meromorphic function having the representation Denote by Q m;n the denominator of the Pad e approximant of type mjn] at zero, normalized such that Q m;n (0) = 1, and de ne Q k] n (z) := z n Q n+k;n ( 1 z ) = z n + Q k] n;1 z n?1 + Q k] n;2 z n?2 + : : ::
It is well known and easily veri ed that Q k] n is an nth monic FOP of the linear functional c k] , and thus c k] is regular. The sign of (a k] n ) 2 follows from well-known determinantal representations for the recurrence coe cients, we omit the details. Precise asymptotics for (Q n+k;n ) n 0 are given in 8, Theorem Indeed, a combination of (2.23) for j = 0 and (2.21) yields the stronger relation lim inf n!1 jq n (z)j 2 + jq n+1 (z)j 2 j] 1=(2n) > 1; z 2 (A):
For real bounded Jacobi matrices, this relation was already established by Szwarc We also recall that the limit in (ii) equals ? log cap ( (A)), where cap ( ) is the logarithmic capacity.
A detailed study of nth root asymptotics of formal orthogonal polynomials with bounded recurrence coe cients has been given in 17]. We denote by k n the leading coe cient of q n , i.e., k n = 1 a 0 a 1 ::: a n?1 ;
and de ne the quantities sup := lim sup n!1 jk n j ?1=n ; inf := lim inf n!1 jk n j ?1=n : Notice that ja n j jjAjj, and thus jjk n jj 1=jjAjj, implying that 0 inf sup jjAjj. Various further properties and relations between g (A) , g inf and g sup may be found in 17, Sections 2.2 and 2.3]. The proof of Theorem 3.1 is based on (2.22), Corollary 2.15, and applies tools from logarithmic potential theory. Instead of giving details, let us discuss some consequences and special cases. First, since (a n ) n 0 is bounded, we obtain from (3.2) that lim sup n!1 jq n (z)j 1=n = exp(g sup (z)) > 1; z 2 (A):
Furthermore, we will show below that (3.3) implies the relation lim inf n!1 jq n (z)j 1=n = exp(g inf (z)) > 1; z 2 F; (3.6) provided that the set F 0 (A) does not contain any of the zeros of q n for su ciently large n.
In addition, by combining (3.3) with (2.22) we get lim sup n!1 jr n (z)j 1=n = exp(?g inf (z)) < 1; z 2 (A):
Indeed, relation (2.22) allows us to restate Theorem 3.1 in terms of functions of the second kind.
The simplest case which may illustrate these ndings is the Toeplitz operator A with a n = 1=2, b n = 0, n 0, see 35, Section II.9.2]. 5 Here one may write down explicitly q n and r n in terms of the Joukowski function, in particular one nds that (A) = ?1; 1], and g inf = g sup = g ?1;1] . Of course, in the generic case there will be no particular relation between g sup , g inf , and g (A) . Some extremal cases of Theorem 3.1 have been discussed in 17, 
Ratio asymptotics and zeros of FOP
It is well-known that the monic polynomial q n =k n is the characteristic polynomial of the nite section A n obtained by taking the rst n rows and columns of A. In this section we will be concerned with the location of zeros of FOPs, i.e., of eigenvalues of A n . In Numerical Linear Algebra, one often refers to these zeros as Ritz values. The motivation for our work is the idea that the sequence of matrices A n approximates in some sense the in nite matrix A and thus the corresponding di erence operator A; therefore the corresponding spectra should be related. In the sequel we will try to make this statement more precise.
An important tool in our investigations is the rational function 6 u n (z) := q n (z) a n q n+1 (z) = q n (z)=k n q n+1 (z)=k n+1 = det(zI n ? A n ) det(zI n+1 ? A n+1 ) = (e n ; (zI n+1 ? A n+1 ) ?1 e n ):
Here and in the sequel we denote by e 0 ; :::; e n also the canonical basis of C n+1 , the length of the vectors being clear from the context. In the theory of continued fractions, the sequence (1=u n ) n 0 of meromorphic functions is referred to as a tail sequence of the J-fraction (1. In order to motivate our results presented below, let us shortly recall some properties of orthogonal polynomials, i.e., real Jacobi matrices. It is well known that here the zeros of q n are simple, and lie in the convex hull S of (A). Also, they interlace with the zeros of q n+1 , and thus u n has positive residuals. These two elements allow to conclude that (u n ) n 0 is bounded uniformly in closed subsets of C n S. Finally, q n can have at most one zero in a gap of the form (a; b) S n (A).
We should mention rst that none of these properties remain valid for FOPs. Classical counter examples known from Pad e approximation (such as the examples of Perron and of Gammel-Wallin, see 10]) use linear functionals c which are highly non regular. But there also exist other ones. ( 1 ))(x?cos ( 2 )) has been studied in detail by Stahl 44] . Provided that 1; 1 ; 2 are rationally independent, Stahl showed that c is regular, but (two) zeros of the sequence of FOPs cluster everywhere in C.
(b) Beckermann (a n ) n2 is bounded. Then the sequence (u n ) n2 of meromorphic functions is normal in (A). 7 Notice that, for real A, ?(A) coincides with the convex hull S of the spectrum. It is known from examples 19] that this property is not true for general complex Jacobi matrices.
Proof: (a) We rst observe that there is a connection between the numeical range of the di erence operator and the numerical range of the nite sections A n , namely 8 ?(A n ) = (A n ) = f (y; Ay) (y; y) : y 2 C 0 ; n y = yg (A) ?(A): ; n 0; jzj R: It follows that ju n (z)j 1 for all n 0 and jzj R. Applying the maximum principle for analytic functions, we obtain jũ n (z)j R for all n 0 and jzj R, whereũ n (z) = z u n (z).
Consequently, both (ũ n ) n 0 and (1=ũ n ) n 0 are normal families of meromorphic functions in jzj > R. Sinceũ n (1) = 1, it follows again from equicontinuity that (1=ũ n ) n 0 is bounded above by some constant M for jzj > R 0 with some suitable R 0 > R. Using the Cauchy formula we obtain j(1=ũ n ) 0 (1)j M R 0 ; j(1=ũ n ) 00 (1)j M (R 0 ) 2 2 ; n 0:
Taking into account (3.9), we may conclude that both sequences (b n ) n 0 , (a n ) n 0 are bounded, and thus the operator A is bounded.
(c) Here we closely follow arguments from 17, Proof of Proposition 2.2]. By the Marty Theorem 39, Section 3], the sequence (u n ) n2 is a normal family of meromorphic functions in some domain D C if and only if the spherical derivative (u n ) := ju 0 n j 1 + ju n j 2 is bounded uniformly with respect to n 2 on compact subsets of D. Using the con uent limit of the Christo el-Darboux formula a n q n (x)q n+1 (z) ? q n (z)q n+1 (x) z ? x one obtains j (u n )(z)j = j P n j=0 q j (z) 2 j jq n (z)j 2 + ja n q n+1 (z)j 2 : According to (2.14), the right-hand side is bounded above by max(1; ja n j 2 ) jj(zI ? A) ?1 jj, and this quantity is bounded on closed subsets of (A) uniformly for n 2 by assumption on (a n ).
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Let us shortly comment on Theorem 3.3. Part (c) has been stated in 17, Proposition 2.2] for bounded di erence operators. Then of course the whole sequence (u n ) is normal in (A), and from the proof of part (b) we see that any partial limit of (u n ) is di erent from the constants 0; 1 in the unbounded connected component 0 (A) of (A). If A is no longer bounded then things become much more involved. However, for real Jacobi matrices we still obtain from part (a) the normality in C n IR. On the other hand, we see from part (b) that the expansion (3.9) can be only exploited for bounded di erence operators.
A di erent proof of part (b) can be based of the observation that, for unbounded operators, it is interesting to consider the so-called contracted zero distribution (for real Jacobi matrices see, e.g., 23, 53] ): Since the eigenvalues of A n =jjA n jj are all in the unit disk, one easily veri es thatq n (z) = q n (jjA n jj z) has its zeros in the unit disk. As a consequence, one may derive nth root asymptotics for (q n ). Indeed, for particular families of recurrence coe cients (Hermite, Laguerre, or Freud polynomials) even stronger asymptotics have been derived in the last years, see, e.g., 29]. In our context, one may verify that the rational functions u n (z) = jjA n+1 jj u n (jjA n+1 jj z) = jjA n+1 jj q n (jjA n+1 jj z) a n q n+1 (jjA n+1 jj z) form a normal family in jzj > 1, which has at least one partial limit being di erent from the constant 0. Then the assertion of Theorem 3.3(b) follows by applying a criterion of Zalcman 57] . Indeed, the contracted zero distribution has shown be very useful in describing properties of OPs for unbounded supports, and it seems to be interesting to explore the implications for complex Jacobi matrices and FOPs.
In the following statement we summarize some implications for the zeros of FOPs. (c) (compare with 17, Proposition 2.1]) Let be some in nite set of integers such that (a n ) n2 is bounded, and denote by a connected component of (A) which is not a subset of ?(A). Then for each closed F there exists a constant = (F) such that, for all n 2 , the number of zeros of q n+1 in F (counting multiplicities) is bounded by (F). If A is real, then is the largest open connected set with this property.
Proof: Part (a) follows immediately from Theorem 3.3(a) by observing that zeros of q n+1 are poles of u n . In order to show part (b), recall from Theorem 3.3(c) that (u n ) n2 is normal and thus equicontinuous in closed subsets of (A). Given F as above, we hence nd a > 0 such that (u n (z 0 ); u n (z 00 )) 1=2 for all n 2 and for all z 0 ; z 00 2 F satisfying jz 0 ? z 00 j < . If now z 0 ; z 00 2 F with q n (z 0 ) = 0 = q n+1 (z 00 ), then (u n (z 0 ); u n (z 00 )) = (0; 1) = 1; and thus jz 0 ? z 00 j , showing that the zeros in F of q n and of q n+1 are separated.
Suppose now that A is real. Then, according to, e.g., Example 2.7, the corresponding difference operator A is self-adjoint, and the corresponding moment problem has a unique solution , with supp ( ) = If the assertion of part (c) is not true, then using Theorem 3.3(c) we may construct a closed set F and a subsequence (v n ) n 0 of (u n ) n2 , v n having at least n poles in F, with (v n ) n 0 converging to some function v locally uniformly in . Notice that v is meromorphic in . From Theorem 3.3(a) we know that v is di erent from the constant 1 in n ?(A), and thus in . Clearly, poles of (v n ) only accumulate in the set F 0 := fz 2 F : jv(z)j 2g, and thus we may suppose without loss of generality that there exists an open set U F with its closure U 0 contained in such that jv(z)j 1 for z 2 U 0 , and v(z) 6 = 1 on the boundary @U 0 of U 0 . As a consequence, for a su ciently large N, the sequence (1=v n ) n N consists of functions being analytic in U 0 , and tends to 1=v uniformly in U 0 with respect to the Euclidean metric. Applying the principle of argument to the connected components of U, we may conclude that, for su ciently large n, the number of poles of v n in U 0 coincides with the number of poles of v in U 0 . Since the latter number is nite, we have a contradiction to the construction of v n . A proof for the nal sentence of part (c) follows the same lines as the second part of the proof of (b), we omit the details. We terminate this section with a discussion of the closed convex set
where A (k) denotes the di erence operator of the associated Jacobi matrix A (k) introduced before Theorem 2.8, A (0) = A. This set has been considered before in 14, 15] . In the next statement we collect some properties of this set. Our main purpose is to generalize Theorem 3.3(a) and Theorem 3.4(a). Since u n (x) = (e n ; (zI n+1 ? A n+1 ) ?1 e n ), it follows that sup n N max z2F ju n (z)j < 1:
Then assertions (d),(e) follow immediately.
A particularly interesting case contained in Theorem 3.5 has been discussed by Barrios, L opez, Mart nez and Torrano, see 12, 13, 14, 15] : here A = G + C, where G is a self-adjoint di erence operator (resulting from a real proper Jacobi matrix) and C is a compact complex di erence operator. Then A is proper (and determined), and A related question in Pad e approximation has been discussed by Gonchar 26] who showed that the sequence of rational functions (p n =q n ) n 0 converges locally uniformly in C n ? to some function f with a geometric rate. In other words, the absence of poles in sets (with a particular shape) is already su cient to insure convergence of Pad e approximants. Let us recall here some of his intermediate ndings: writing a n ; b n in terms of the coe cients of q n =k n (compare with (2.27)), and taking into account that the zeros of q n =k n are bounded, one nds the relation (see je r n (z)j 1=n = lim inf n!1 (je r n (z)j 2 + ja n e r n+1 (z)j 2 ) 1=(2n) exp(?g ? (z)); z 2 C n ?
where e r n (z) = q n (z)f(z) ? p n (z). Of course, in the case (A) ?, these relations (with f(z) = (z) and e r n (z) = r n (z)) would follow from our Theorem 3.1. But this is exactly our problem: does it follow only from the knowledge about zeros of FOPs that (A) ?? Clearly, for real Jacobi matrices the answer is yes, but for complex Jacobi matrices?
Since an operator A with compact spectrum is necessarily bounded, a rst step in this direction would be to sharpen (3.10) and to show that A is bounded. According to Theorem 3.3(b) , this is equivalent to the fact that (u n ) n 0 (or (z u n ) n 0 ) is normal in some neighborhood of in nity.
Notice that (z u n ) n 0 does not take the values 0; 1 in C n ?. Moreover, by a theorem of Montel 39] , any sequence of meromorphic functions which does not take three di erent values in some region D is normal. It would be interesting to know whether, for our particular sequence of (rational) functions, the information on the zeros of FOPs is already su cient for normality.
Another interesting approach to our problem would be to impose in addition that A is bounded. If this implies (A) ?, then we would have at least a partial answer to the following problem raised by Aptekarev, Kaliaguine and Van Assche 6]: does the convergence of the whole sequence of Pad e approximants with a geometric rate at a xed point z implies that z 2 (A)?
Compact perturbations of Jacobi matrices and ratio asymptotics
An important element in the study of FOPs is the detection of so-called spurious zeros (or spurious poles in Pad e approximation). We have seen in the preceding section that the absence of zeros in some region has some important consequences concerning, e.g., the convergence of Pad e approximants. Roughly speaking, we call spurious the zeros of FOPs which are not related to the spectrum of the underlying di erence operator. To give an example, consider a real Jacobi matrix induced by a measure supported on ?2; ?1] 1; 2] which is symmetric with respect to the origin. Then the zeros of the OPs q 2n lie all in the spectrum of A, and also 2n of the zeros of the OPs q 2n+1 lie in the spectrum of A, but q 2n+1 (0) = 0 by symmetry.
We will not give a proper de nition of spurious zero in the general case, see 47, Section 4] for a more detailed discussion. Here we will restrict ourselves to bounded complex Jacobi matrices: a sequence (z n ) n2 is said to consist of spurious zeros if q n (z n ) = 0, n 2 , and (z n ) n2 lies in some closed subset of the unbounded connected component 0 (A) of the resolvent set. Notice that jz n j jjAjj by Theorem 3.4(a), implying that (z n ) n2 remains in some compact subset of 0 (A). We therefore may (and will) assume that (z n ) n2 converges to some 2 0 (A).
From Theorem 3.4(c) and the remarks after Theorem 3.4 we see that there are only \few" such spurious zeros, and that the set of their limits just coincide with the set of zeros (or poles) in 0 (A) of partial limits of the normal family (u n ). Also, 2 (A) ? ess (A) by Theorem 3.5(e).
One motivation for the considerations of this section is to show that the set of limits of spurious zeros remains invariant with respect to compact perturbations. This follows as a corollary from the following Theorem 3.6 Let A, e A be two complex Jacobi matrices with entries a n ; b n , and e a n ; e b n , respectively. Suppose that A; e A are bounded, and 11 that arg(e a n =a n ) 2 (? =2; =2] for n 0.
Then the di erence A ? e A of the corresponding di erence operators is compact i lim n!1 (u n ; e u n ) = 0 (3.11) uniformly in closed subsets of 0 (A) \ 0 ( e A).
Theorem 3.6 has been known before (at least partially) for real Jacobi matrices. Take as reference system the entries e a n = a 6 = 0, e b = b, n 0. Then e u n (z) = e q n (z) e a n e q n+1 (z) ! This description is usually shown by applying the Poincar e Theorem, and a similar description is known for compact perturbations of (real) periodic Jacobi matrices (being considered more detailed in Subsection 4.3 below). Finally, Nevai and Van Assche 34] showed that a relation similar to (3.11) holds provided that e A is a real compact perturbation of a real A.
Before proving Theorem 3.6, let us motivate and state a related more general result. Given any (not necessarily regular) linear functional c acting on the space of polynomials, the (unique) monic FOPs Q n j corresponding to normal indices n j together with some auxiliary monic polynomials Q n , n 6 = n j are known to satisfy a recurrence of the form z Q n (z) = Q n+1 (z) + n X j=n? n b n;j Q j (z); n 0; Q 0 (z) = 1;
where b n;j are some complex numbers, and the integer n 0 is bounded above by some multiple of the maximal distance of two succeeding normal indices. We may rewrite the recurrence formally as (zI ? B) 2 6 6 6 6 4
. . . i.e., B is a lower Hessenberg matrix. If in addition the distance of two succeeding normal indices is uniformly bounded, then B is banded. This occurs for instance for symbols like sin(1=z), or for functionals c which are asymptotically regular, i.e., all su ciently large indices are normal.
Notice that, by (3.13), Q n is the characteristic polynomial of the nite principal submatrix B n of order n.
A class of asymptotically regular functionals was studied by Magnus 31] who considered c w of (3.8) with a complex and continuous w which is di erent from 0 in ?1; 1] (in fact, his class is larger). By, e.g., the Theorem of Rakhmanov, the real Jacobi matrix associated to c jwj is a compact perturbation of the Toeplitz operator having 1=2 on the super-and the subdiagonal 11 Such a normalisation is known from orthogonal polynomials where usually an;e an > 0. It can be insured by possibly multiplying e qn by ?1.
and else 0. The functional c w may be not regular, but is asymptotically regular by 31, Theorem 6.1(i)]. Therefore the corresponding matrix B will in general not be tridiagonal, but is a compact perturbation of the Toeplitz operator having 1 on the super-, 1=4 on the subdiagonal and else 0 (see 31, Theorem 6.1(iii)] and Theorem 3.7 below).
For regular functionals, recurrence (3.13) holds with b n;n = b n ; b n+1;n = a 2 n ; b k;n = 0; k ? 1 n 0; (3.14) showing that B is bounded i the corresponding Jacobi matrix is bounded. Recurrences of the above form are also valid for more general sequences of polynomials. For instance, for monic OPs with respect to the hermitian scalar product
being some positive measure with compact in nite support, we always have a recurrence (3.12) with b n;k = (Q k ; zQ n ) =(Q k ; Q k ) . We have the following complement of Theorem 3.6.
Theorem 3.7 Let B be a tridiagonal matrix as in (3.14), with coe cients b n;k and associated monic FOPs Q n and let e B be a lower Hessenberg matrix as in (3.13) with coe cients e b n;k and associated polynomials e Q n , Provided that B and e B are bounded, we have where u n;0 = e u n;0 = 1, and u n;j ? e u n;j tends to zero for n ! 1 for all xed j 1 by (3.15).
From (3.13) we obtain z Q n (z) Q n+1 (z) = 1+b n;n Q n (z) Q n+1 (z) +b n;n?1
for any n j 0, and a similar equation for the quantities related to e B. Inserting the expansions at in nity and comparing coe cients leads to u n;1 ? e u n;1 = b n;n ? e b n;n ! 0; u n;2 ? e u n;2 = (b n;n?1 + b 2 n;n ) ? ( e b n;n?1 + e b 2 n;n ) ! 0;
and similarly u n;j+1 ? e u n;j+1 = b n;n?j ? e b n;n?j +C n;j ? e C n;j for j 2, where C n;j is a polynomial expression of the quantities b n?`;n?i for 0 ` i < j, and e C n;j is obtained from C n;j by 12 If B is in addition banded, then this second condition is equivalent to the fact that B ? e B is compact.
replacing the quantities b n?`;n?i by e b n?`;n?i . One concludes by recurrence on j that the claimed limit relation (3.16) for the recurrence coe cients holds.
The other implication of Theorem 3.7 is slightly more involved. We claim that also j(e n ; (zI n+1 ? B n+1 ) ?1 e j )j 2 4 jzj 2 (1 + jzj 2 =(4a 2 )) n?j ; 0 j n; (3.18) where a = maxf1; sup jb n+1;n jg jjBjj < 1. This inequality is based on the observation that the polynomials Q L n (z) := k n q n (z) = k 2 n Q n (z) satisfy (Q L 0 (z); :::; Q L n?1 (z)) (zI n ? B n ) = b n;n?1 (0; :::; 0; Q L n (z)):
Thus a proof for (3.18) follows the same lines as the proof of (3.17), we omit the details.
Given an > 0, by assumption (3.16) on the recurrence coe cients we may nd an L > 0 and an N > 0 such := (1 + R 2 =(4a 2 )) ?1=2 < 1=L ; and jb n+`;n ? e b n+`;n j < ; n N;`= 0; :::; L: For all other indices we have the trivial upper bound jb n+`;n ? e b n+`;n j (jjBjj+jj e Bjj) =: b. Using (3.17), (3.18) we obtain for jzj R, n N + L, Since > 0 was arbitrary, we have established (3.15) . Hence the second implication of Theorem 3.7 is shown.
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Proof of Theorem 3.6: We apply Theorem 3.7 with e b n;n = e b n ; e b n+1;n = e a 2 n ; e b k;n = 0; k ? 1 n 0:
Since q n =(a n q n+1 ) = Q n =Q n+1 is bounded around in nity by Theorem 3.3(a), and similarly for the tilde quantities, we see that (3.11) implies (3.15) . In order to show that also the converse is true, suppose that (3.15) holds but not (3.11). Then there is some in nite set and some z n 2 0 (A) \ 0 ( e A), (z n ) n2 tending to some 2 0 (A) \ 0 ( e A), such that ( (u n (z n ); e u n (z n ))) n2
does not converge to zero. Using the normality established in Theorem 3.3(c), we nd a subset also denoted by such that (u n ) n2 (and (e u n ) n2 , respectively) tends to some meromorphic function u (and e u, respectively) locally uniformly in 0 (A) (and in 0 ( e A), respectively). Notice that u( ) 6 = e u( ) by construction of , and u = e u in some neighborhood of in nity by (3.15), which is impossible for meromorphic functions. Hence (3.11) and (3.15) are equivalent.
Notice that (3.16) may be rewritten in our setting as e b n ? b n ! 0, and e a 2 n ? a 2 n ! 0. The normalization arg(e a n =a n ) 2 (? =2; =2] of Theorem 3.6 allows to conclude that ja n ? e a n j ja n + e a n j, showing that (a 2 n ? e a 2 n ) n 0 tends to zero i (a n ? e a n ) n 0 does. Thus A ? e ( p n a n p n+1 ; q n a n q n+1 ) ! 0 locally uniformly in 0 (A) \ 0 ( e B] min ) = 0 (A) \ 0 (A (1) ), which according to Theorem 2.8 coincides with := fz 2 0 (A) : (z) 6 = 0g. In particular, applying the argument principle we may conclude that, for every sequence (z n ) n2 tending to 2 0 (A) with q n (z n ) = 0, there exists a sequence (z 0 n ) n2 tending to with p n (z 0 n ) = 0.
Trace class perturbations and strong asymptotics
It is known for real Jacobi matrices 34] that if A ?Ã is not only compact but of trace class then we may have a stronger form of convergence. A similar assertion is true for complex Jacobi matrices Theorem 3.8 Let A, e A be two bounded complex Jacobi matrices. Provided that the di erence A ? e A of the corresponding di erence operators is of trace class, i.e., Proof: De ne the projections E n :`2 ! C n by E n (y j ) j 0 = (y j ) 0 j<n . We start by establishing for z 2 (A) the formula E n (zI ? A) ?1 E n ? (zI n ? A n ) ?1 = (q 0 (z); :::; q n?1 (z)) T r n (z) q n (z) (q 0 (z); :::; q n?1 (z)): (3.19) Indeed, by (2.19), I n = E n (zI ? A)(zI ? A) ?1 E n = E n (zI ? A)E n E n (zI ? A) ?1 E n ? (0; :::; 0; a n?1 ) T r n (z)(q 0 (z); :::; q n?1 (z)): Taking into account that E n (zI ? A)E n = zI n ? A n , and (0; :::; 0; a n?1 ) T = 1 q n (z) (zI n ? A n )(q 0 (z); :::; q n?1 (z)) T ; identity (3.19) follows. In a similar way one obtains for z 2 (A) using (3.19) E n (zI ? e A)(zI ? A) ?1 E n ? (zI n ? e A n )(zI n ? A n ) ?1 = (zI n ? e A n ) E n (zI ? A) ?1 E n ? (zI n ? A n ) ?1 ] + E n (zI ? e A)(I ? E n E n )(zI ? A) ?1 E n = (zI n ? e A n )(q 0 (z); :::; q n?1 (z)) T r n (z) q n (z) ? (0; :::; 0;e a n?1 ) T r n (z) (q 0 (z); :::; q n?1 (z)) = a n?1 r n (z)q n (z)(zI n ? e A n ) q 0 (z) q n (z) ? e Consequently, det(E n (zI ? e A)(zI ? A) ?1 E n ) = det((zI n ? e A n )(zI n ? A n ) ?1 ) det I n ? a n?1 r n (z)q n (z) q 0 (z) q n (z) ? e q 0 (z) e q n (z) ; :::; q n?1 (z) q n (z) ? e q n?1 (z) e q n (z) T 0; :::; 0; 1 = e Q n (z) Q n (z) h 1 ? a n?1 r n (z)q n (z) q n?1 (z) q n (z) ? e q n?1 (z) e q n (z) i : (3.20) Using the projector n = E n E n introduced in Section 2, the term on the left-hand side may be rewritten as 
