An estimator of the covariance matrix in signal processing is derived when the noise covariance matrix is arbitrary based on the method of maximum likelihood estimation. The estimator is a continuous function of the eigenvalues and eigenvectors of the matrix Σ is the estimator of covariance matrix based on observations consisting of noise only. Strong consistency and asymptotic normality of the estimator are briefly discussed.
Introduction
The covariance and correlation matrices are used for a variety of purposes. They give a simple description of the overall shape of a point-cloud in p-space. They are used in principal component analysis, factor analysis, discriminant analysis, canonical correlation analysis, tests of independence etc. In signal processing, estimation of covariance matrix is important because it helps to discriminate between signals and noise (filtering).
The problem of estimation of the dispersion matrix of the form 
X(t) = AS(t) + n(t)
( where, X(t) = (X 1 (t), X 2 (t), …, X p (t))′ is the px1 observation vector at time t, S(t) = (S 1 (t), S 2 (t), …, S q (t))′ is the qx1 vector of unknown random signals at time t, n(t) = (n 1 (t), n 2 (t), …, n p (t))′ is the px1 random noise vector at time t, and A = (A(Φ 1 ), A(Φ 2 ), …, A(Φ q )) is the pxq matrix of unknown coefficients, A(Φ r ) is the px1 vector of functions of the elements of unknown vector Φ r associated with the r th signal and q < p. In model (1.1), X(t) is assumed to be distributed as p-variate normal distribution with mean vector zero and dispersion matrix One of the important problems that arise in the area of signal processing is to estimate q, the number of signals transmitted. The problem is equivalent to estimate the multiplicity of the smallest eigen value of the covariance matrix of the observation vector. Anderson (1963) , Krishnaiah (1976) , Rao (1983) , Wax and Kailath (1984) , Zhao et.al (1986a,b) considered the above problem. Chen (2001) , Chen (2002) and Kundu (2000) developed procedures for estimating the number of signals.
Another important problem in this area is to have some idea about covariance and correlation matrix. The estimation of the dispersion matrix of the form 1 2 Σ + Γ σ is of interest, and then, the derivation of the estimator is discussed. Strong consistency and asymptotic normality of the estimator are then discussed.
Derivation of the Estimator
Let the observations x(t 1 ), x(t 2 ), …, x(t n ) be n observed p-component signals at n different time points which are independently and identically distributed as p-variate normal distribution with mean vector zero and dispersion matrix The log-likelihood of the observations based on x i 's, apart from a constant term, can be written as follows : 
where, From (2.4) and (2.9), Proof.
The proof of Lemma 3.3 can be done similar way as in Zhao, Krishnaiah and Bai (1986a) . . . (see Rao, 1983, p.122, (x) (b) 
