Aphasia diagnosis is a particularly challenging medical diagnostic task due to the linguistic uncertainty and vagueness, inconsistencies in the definition of aphasic syndromes, large number of measurements with imprecision, natural diversity and subjectivity in test objects as well as in opinions of experts who diagnose the disease. To efficiently address this diagnostic process, a hierarchical fuzzy rule-based structure is proposed here that considers the effect of different features of aphasia by statistical analysis in its construction. This approach can be efficient for diagnosis of aphasia and possibly other medical diagnostic applications due to its fuzzy and hierarchical reasoning construction. Initially, the symptoms of the disease which each consists of different features are analyzed statistically. The measured statistical parameters from the training set are then used to define membership functions and the fuzzy rules. The resulting two-layered fuzzy rule-based system is then compared with a back propagating feed-forward neural network for diagnosis of four Aphasia types: Anomic, Broca, Global and Wernicke. In order to reduce the number of required inputs, the technique is applied and compared on both comprehensive and spontaneous speech tests. Statistical t-test analysis confirms that the proposed approach uses fewer Aphasia features while also presenting a significant improvement in terms of accuracy.
Introduction
Aphasia is as an acquired impairment of language processes underlying receptive and expressive modalities that is caused by damage to certain areas of the brain which are primarily responsible for the language function. Reasons for such brain damage can be stroke, head injury or cerebral tumors. 100,000 new cases of aphasia are caused by stroke every year in the USA alone [1, 2] . Since the human brain consists of vast neural networks that are each composed of many functional cerebral regions, damage to these networks can cause different aphasic syndromes, and different types of aphasia are thereby distinguished. Aphasia diagnosis is a particularly difficult medical diagnostic task since, in addition to the typical complexities of medical diagnosis such as in natural diversity of test objects and expert opinion, there is a significant degree of added complexity by the linguistic uncertainty and vagueness in data, inconsistencies in the definition of aphasic syndromes, large number of interview questions/measurements with imprecision, and hence a natural diversity and subjectivity of opinions of experts who diagnose the disease as well. To reduce diagnostic error in the face of the problem's high complexity, aphasic diagnosis is performed by testing for a large number of empirically co-occurring set of symptoms, rendering aphasic diagnosis a time consuming and error-prone process even among multiple experts. The challenge, therefore, is to determine the most consistent and accurate estimation using fewest number of test questions.
Various estimator models are used in medical domains for diagnostic and prognostic tasks. One of the main tasks of estimator models is classifying medical data. The task of classifying data is to decide class membership of a new data item, based on a set of data items with known class memberships. These models are built from ''experience'', which constitutes data acquired from actual cases. The data can be preprocessed and expressed in a set of rules, which is often the case in knowledge-based expert systems, or serve as training data for statistical and machine learning models. Among the options in the latter category, the most popular models in medicine are logistic regression (LR) and artificial neural networks (ANN). These models have their origins in two different communities (statistics and computer science), but share many similarities. In 2002, Dreiseitl and Ohno-Machado [3] compared the classification performance of artificial neural networks with logistic regression models as reported in a total of 72 papers. These papers were analyzed with respect to the following criteria: whether details of the model building process are given (variable selection scheme for logistic regression, parameter selection and over fitting avoidance for artificial neural networks), whether unbiased estimates of the generalization error are reported (by using test sets, cross-validation or bootstrapping), whether measures of discriminatory power were given (and statistical testing using these measures), and whether calibration information is included. The results of comparing the discriminatory power of logistic regression and artificial neural networks models are summarized in Table 1 . While they concluded that there is not yet a single algorithm that performs better than all other algorithms on any given data set and application area, their results demonstrate a great promise for artificial neural networks.
Neural networks are part of a general strategy in computational intelligence for better reasoning and learning of unknown relations/mappings under uncertainties and vagueness. Several successful applications of various ingredients of computational intelligence, or their hybrid combination, such as artificial neural networks [4, 5] , fuzzy logic and fuzzy clustering [6, 7] , hybrid combinations of artificial neural networks and fuzzy logic [8] , and genetic-fuzzy algorithms in [9, 10] have been reported in the literature. Additionally, authors had earlier reported their preliminary success in an application of fuzzy clustering by statistical analysis in [11, 12] . While there is great variation to the diagnosis approaches, the above research concur on the utility of fuzzy reasoning in dealing with the uncertainty and vagueness that is typical in the type of aphasia as well as its symptoms. Furthermore, fuzzy systems are consid-ered attractive due to the transparency of their knowledge base. In other words, the resulting rules and membership functions can be later studied and interpreted by a medical expert for the sake of improvement or training.
In this paper, a hierarchical fuzzy rule-based structure is proposed that is composed of two layers. First layer is a set of fuzzy rules that are each designed to recognize individual types of aphasia. Each fuzzy rule of the first layer represents a mapping between a cluster of features (antecedent) and a certain type of aphasia (consequent). The cluster of features or the ''fuzzy ball'', is determined by statistical analysis of feature space. Given a certain set of features, the output of each rule in the first layer is therefore the diagnosed type of aphasia with a corresponding degree of certainty. The rules at the second layer perform similar function to those in first layer, but their inputs are the outputs of rules in the first layer. Rules of second layer are then designed as a mediator between the rules of the first level in order to conclude the most plausible diagnosis. This paper is the completion of our earlier works [11, 12] in which second rule structure for mediation is added and a complete statistical analysis is performed. Here, we also consider reducing the size of feature space by studying the effectiveness of various features in correct aphasia diagnosis. We consider features from the spontaneous speech as well as the comprehensive model. This paper is organized as follows. The types of aphasia and the database are introduced in Section 2. The proposed fuzzy approach is explained in Section 3. Results of fuzzy approach and artificial neural networks are then statistically compared in Section 4. Finally, several conclusions are expressed in Section 5.
Aphasia data base
The type of aphasia is conventionally diagnosed by a physician in a free interview. Dependent on the individual surveyor, this will cause different evaluations and characterizations of aphasic syndromes. Four major types of aphasia syndromes are listed as follows [2] :
• Broca's aphasia (also called motor or expressive aphasia): in Broca's aphasia the disturbances of expressive language functions are more prominent than disturbances of receptive language functions. The patients speak non-fluently with labored, slow, and impaired articulation. One major symptom is agrammatism (or telegram style), which is a reduction of the sentences to a few words only. Nevertheless, the utterances of Broca aphasics make sense, and comprehension of language may be affected less. • Wernicke's aphasia (also called sensory or receptive aphasia): the speech of Wernicke's aphasics is fluent, and the articulation is good. In contrast, the sentences do not have much sense because the patient produces both literal paraphasias (where sounds within the words are changed or left out) and verbal paraphasias (where Table 1 Summary of comparing the discriminatory power of artificial neural networks with logistic regression models, as percentage of 72 papers [3] ANN is better wrong words are used). Some patients produce absolutely meaningless sentences (jargon) or words (neologisms). Comprehension and repetition is severely disturbed. • Global aphasia (also called total aphasia): global aphasia is a very severe language disturbance, where all language modalities are affected. Often communication is not possible at all. • Anomic aphasia: The spontaneous speech of anomic patients is fluent and grammatically correct, but these patients have difficulties in the retrieval of words. The word finding difficulties may generate pauses and circumlocutions. Comprehension and repetition are relatively normal.
While the above major types of aphasia may be clearly defined, their classic taxonomy is polytypic in the symptoms' feature space, i.e. impairments may be part of more than one syndrome. Furthermore, definition of syndromes is probabilistic rather than crisply defined, and there is great overlap in the boundaries of resulting clusters in the feature space [2] .
Major comprehensive language tests in English speaking countries are the Western Aphasia Battery (WAB) and the Boston Diagnostic Aphasia Examination (BDAE). In German speaking countries the Aachen Aphasia Test (AAT) is the commonly used test battery. Because the AAT [13] was used for evaluation of language function in this database, the test has been described in more detail below (see Table 2 ).
The first part of the AAT is an evaluation of spontaneous speech. The token test is a general test of comprehension of language. The patient has to choose the right token out of a set of tokens different in shape, color, or size. The token test has five subtests of increasing levels of difficulty. The third subtest is a test of repetition. The patient has to repeat different sounds, words, or sentences. The written language test is an evaluation of reading and writing functions. The confrontation naming test is an evaluation of the capability of a patient to describe things, situations, or actions with adequate words. The comprehension test evaluates the capability of the patient to understand words or sentences accurately.
The AAT-test profiles of 265 aphasic patients were collected since 1986. The database consists of some nominal data, e.g. diagnosis of aphasia type, disease, etc., and topological data, i.e. the AAT scores. All patients were examined at a time when no change in the aphasia classification or in the lesion size was expected. In the first time after a brain lesion, the symptoms as well as the size of the lesion can change because parts of the disturbed tissue (penumbra) can recover or can be irreversibly destroyed [2] .
From the above 265 AAT scores, 146 patients are diagnosed with one of the four major types of aphasia (Anomic, Broca, Global, and Wernicke), while the rest of the 265 profiles are either other types of aphasia or are undecided profiles. The 146 profiles have been split in two halves here, first half as training set and the second half as testing set.
Two classifiers are considered:
-The first classifier is based only on the spontaneous speech subtests of the AAT, because these tests are easy to perform. Such a classifier is easy to consult, because it requires only a few inputs that are relatively easy to obtain. Inputs to the classifier are chosen from the six test scores P0, P1, . . ., P5 (communicative behavior, articulation, automatized language, semantic structure, phonologic structure, syntactic structure). The outputs are the diagnosed type, Anomic, Broca, Global, Wernicke, i.e. the four major classes for which the AAT data is available. The classifier should approximate the data with the highest accuracy, or in other words, a certain degree of error is to be expected. The measure of accuracy is the percentage of correct diagnoses when applying the classifier to the test data set. -The second classifier may use all the subtests of the AAT, referred to as the comprehensive model. Since the constraint on the input is removed, diagnosis is expected to improve. Too many inputs, however, may deteriorate the accuracy due to noise/conflict in the data. A major challenge, then, is to select a small but effective set of inputs, as is explained in the following section. 3. The proposed two-layer fuzzy rule-based classification
The proposed method has three general parts: This process is then repeated for the second layer of fuzzy rules, with the outputs of the above four fuzzy rules serving as inputs. For calculation MATLAB software version 7.0 is used.
Calculating statistical parameters
For each aphasia type in the training set and for each feature, mean x l i and standard deviation r l i are calculated as below, where i = 1,. . ., 30 is index of features, l = 1,. . ., 4 is index of aphasia types.
and where j = 1,. . ., n l is index of patient record, and n l is the total number of patients for each aphasia type l.
Membership functions definition
The above statistical parameter pairs ð x l i ; r l i Þ are then used to define trapezoid fuzzy set A l i as below: Where d l i , c l i , b l i , a l i are defined as follows: Fig. 1 illustrates how the trapezoid membership function covers the N4 (Compound words) feature space, and compares it with a Gaussian membership function. The trapezoid membership function provides a better ''fit'' to the distribution of patient records as compared with the Gaussian form of membership functions.
Obtaining fuzzy rule-base
For each type of aphasia, a general fuzzy rule is defined as:
. and x m is A l m THEN diagnosis is (aphasia type: Anomic, Broca, Global, Wernicke) with degree u l Where degree of truth for each atomic fuzzy proposition (x i is A l i ) is defined by l A l i ðx i Þ P 0. A composition of these atomic terms makes up the fuzzy rule's antecedent. The degree of certainty for lth rule, u l , is scalculated as a part of the product inference engine as follows:
Where m 6 30 (for the case of first layer and comprehensive dataset) is the total number of features that are actually used as input in the antecedent part of the rule. During testing stages, u l is interpreted as the degree of affinity of a given patient to a particular aphasia type cluster during testing.
Rule generation algorithm aims to gain the highest accuracy with fewest inputs by recursively and exhaustively examining all possible first order combination of inputs. For all Aphasia classes, the same set of features is used in the rule-base. In other words, features are same in all rules, differing only in their definition of membership functions for different aphasia types (classes). The search algorithm begins as follows. At start, algorithm begins with only one feature, i.e. one atomic term in the antecedent. All available features and their corresponding atomic fuzzy propositions are substituted one at a time in the rule structure and the feature with the best performance is selected. The algorithm then keeps this feature's corresponding atomic proposition in the rule and omits it from the set of unused features. In second stage, it appends another atomic term from the set of unused features to the rule's antecedent, choosing the feature which produces the best accuracy in combination with previously chosen feature. This process is repeated until no further classification improvement is gained by adding a feature. This process is similar to a recently published research on ''pattern trees'' by Huang and Gedeon [14] .
In this application, the search algorithm has been started with one feature in each rule. Following the iterative rule generation algorithm, the best accuracy is found by a combination of four features for comprehensive model and two features for spontaneous speech. It is observed that increasing the number of features any further will either decrease the accuracy or has no effect on it. These features are selected for the first layer of the fuzzy hierarchical structure; for the second layer, the outputs of the four fuzzy rule-based classifiers are used as input and the rule generation algorithm is repeated.
For instance, below rules are obtained for the first layer with comprehensive model data. The Matrix U = [u l ] is the output of rules in layer I and serves as input of layer II, that is determined in the same exhaustive fashion as layer one. The second layer serves as a mediator, i.e. the level II's rules are trained to Where v l represents the degree of belonging to each lth type of aphasia, and is calculated as a part of the product inference engine as follows: 
where o = 4 equals the number of layer II's inputs. Finally, maximum value of v l is considered as final diagnosis for aphasia type T:
This two-layer fuzzy rule-based approach is illustrated in Fig. 2 .
Results
The above fuzzy classifier approach is applied to two sets of data, first set is data from spontaneous speech interview, while the second is from comprehensive model data as [4, 5] , has also been tested on both sets of data. Furthermore, in order to reach reliable conclusions, a 50-fold cross validation on 50 random distributions of training sets and testing sets are considered. For the NN, the design choices are as follows:
• Network topology: A multi-layer perceptron with an input layer, a hidden layer, and an output layer. • Inputs: Test scores P1, P5, N0, and C1.
• Outputs: The four classes A, B, G, and W.
• Neurons: 4-5-4 neurons, read layer-wise from input layer to output layer, with sigmoid-sigmoid-linear activation functions. • Learning method: Back-propagation with momentum.
• Software: MATLAB version 7.0. Table 3 shows the features used as inputs for the networks of both classifiers.
The results of applying NN for 50 random distributions are presented in Tables 4 and 5 , respectively, with both spontaneous speech and comprehensive model feature space. The results are comparable to those reported earlier in [4, 5] ; although the results in [4, 5] only mentioned one specific distribution, i.e. the best result for NN with spontaneous speech is 87% and for comprehensive model is 92% correct diagnosis for all four major types of aphasia. The best result that was obtained here, for classification with spontaneous speech is 90.82%, and with comprehensive model is 91.89%, as shown below. This is a 50-fold cross validation and folds from 1 to 50 are different random distributions of testing.
Next, the proposed fuzzy approach is applied. Table 6 shows the features used as inputs for the obtained rules in both classifiers. A 50-fold cross validation of the fuzzy approach is presented in Tables 7 and 8 , respectively, for first classifier (with spontaneous speech) and second classifier (with comprehensive model). The best result for first classifier is 91.30% and for second classifier is 93.61% correct diagnosis, as mean of correct diagnoses for the four classes. It should be mentioned that adding the second layer of the proposed fuzzy architecture improves on the performance as compared to using only the first layer by about 2%. This additional gain in accuracy is attributed to the trained ''mediation'' that is performed by the second layer.
Finally, we compare the proposed fuzzy approach with neural networks. Considering the high sensitivity of perfor-mance to distribution of testing/training sets, a statistical ttest of significance is applied here. For the first type of classifiers, i.e. spontaneous speech, p-value is 1.88EÀ06 strongly rejecting the null hypothesis. In other words, the proposed fuzzy approach clearly provides better diagnosis when data are limited as in spontaneous speech. However, p-value is 0.59 for the second type of classifiers, i.e. comprehensive model. This indicates that with a more comprehensive data, there is no longer a significant advantage in correct percent of diagnosis to the NN or fuzzy approach. While this may be true, it should be also mentioned that the fuzzy approach has been able to reach this level of performance using significantly fewer number of measurements (see Table 9 ). It should also be pointed out that the fuzzy approach calculates quicker than neural networks. The total execution time for one training/testing simulation is 12.53 s for the neural networks and 4.35 s for the fuzzy approach. Fuzzy approach is about three times quicker than neural networks.
Conclusion
A general method is proposed here for classification and medical diagnosis based on a hierarchical structure of fuzzy rules and statistical analysis of the input feature space for defining the membership functions and reducing the size of the feature space. The hierarchical fuzzy system performs the diagnosis in two stages. The first stage is a raw detection of affinity of a new data set to the previously trained clusters of data, while the second layer acts as a mediator. The clusters are defined by membership functions that are chosen after statistical analysis of the feature space. The proposed method is then applied to the aphasia database at AAT and results are compared with those of previously reported neural networks. Statistical analysis reveals that the proposed fuzzy approach has a better performance for accuracy while also using fewer features as compared with artificial neural networks. In fact, due to the high level of conflict and vagueness in the data set, it is observed that using more inputs will not necessarily produce better accuracy, while the choice of features will significantly influence classification performance.
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