Stochastic quantization of fermion fields is formulated, where the probability distribution P and the expectation value in P can be defined properly. The equivalence between the stochas· tic quantization and the path integral in Euclidean field theory is shown in free case. The general treatment of interacting case is also discussed. § 1. Introduction
proposed a stochastic method of quantizing boson fields. In this method, an extra fifth time t is introduced and the evolution of classical boson fields with respect to the time t is described by the Langevin equation. Then, it can be proved that, in the t-infinity limit, correlation functions in the stochastic process are identical with the corresponding' ones which are given in the usual path integral form of Euclidean field theories. It is essential for this equivalence between the stochastic process and the path integral that the probability distribution has the unique equilibrium when t goes to infinity. The approach to the equilibrium is realized by the damping factor coming from the drift force proportional to Euclidean Klein-Gordon operator (-0 + m 2 ).
It is the purpose of this paper to investigate whether and how the stochastic quantization can be extended to fermion. At the first sight, some difficulties may arise in its extension: (j) There is no classical analogue because of the anti-commuting nature of fermion fields. (ij) What is the origin of the damping factor in fermionic case where the classical equation of motion is described by a first differential equation (Dirac equation) ? The point (i) leads us to use Grassmann numbers, which seem to be incompatible with the concept of probability. *) However, we can safely construct the probabilistic interpretation even in this case. As for the point (ij), the mass term of fermion field gives the damping factor, when the Langevin equations are set up properly.
We set up the Langevin equations and, solving the free equations, discuss the damping factor in § 2. In § 3 we first define the probability distribution in a consistent way and derive the Fokker-Planck equation from the Langevin equation. In order to prove the equivalence between our method and the path integral quantization, the spectrum of the Fokker-Planck operator is discussed in free and interacting cases, respectively. Section 4 is devoted to concluding remarks. The notation of Euclidean field theory and the properties of Grassmann number are summarized in Appendices A and B, respectively. In Appendix C, a simplified model with one degree of freedom is solved. § 2. Langevin equation
We consider a system of a Dirac fermion ¢(x) in four-dimensional Euclidean space. The action S is given by
is the free part and Sint represents a fermion self-interaction part. Here ¢(x) and ¢ (x ) are Grassmann numbers. The notation here is explained in Appendix A.
Let us proceed to formulate the stochastic quantization of fermion fields. Suppose that fermion fields ¢(x) and ¢(x) depend on the fictitious time t and are random fields. By complete analogy with bosonic cases, we assume that the time evolution of ¢(x, t) and ¢ (x, t) is described by the following Langevin equations:
where Grassmann random variables ~q(x, t) and [q(x, t) satisfy the following 
The definition of these expectation values < .. -> will be clear in § 3 after the physical meaning has been given to the probability distribution of Grassmann fields. Positive parameters a, (J and')' in Eqs. (2'3) and (2'4) are introduced to adjust dimensions. Because of the anti-commuting nature of Grassmann fields, we may change signs of drift forces in Eqs. (2·3) even if we take the convention of "left -derivatives". The Langevin equations (2) (3) are correct choices. See the discussion below (2-8).
Now we will solve Eqs. (2·3) and calculate correlation functions in free case
. It is convenient to introduce the free Green's functions G(x, t) and (2) (3) (4) (5) and
Random fields ¢O(x, t) and ;P(x, t) are written as
if we take as the initial conditions. Equations (2 -5) are easily solved to give the explicit expressions for G and G, Using Eqs. (2·4), (2·6) and (2·7), we easily obtain correlation functions, e.g.,
Then taking the limit t = t' .... HX), we get
which coincides with free fermion propagator in Euclidean field theory when x = aPr is set equal to unity. In the above discussion, we have shown that the correlation function «po(x, t)(jj°(x f , tf» becomes the free propagator in the limit t=(--->oo because of the damping factor. However, it must be noted that the damping factor does not necessarily assure the existence and the uniqueness of the equilibrium state. In order to prove the complete equivalence between path integral quantization and stochastic one, we must check whether the well-defined probability distribution, whose time evolution is governed by the Fokker-Planck equation, approaches the equilibrium state in the limit t--->oo. This is the crucial point which we discuss in the next section. § 3. Probability distribution and its behaviour at t infinity in Fokker-Planck formalism
As we have already mentioned, there is no classical analogue of ¢ and (jj in fermionic case, and we have to introduce Grassmann numbers to represent fermion fields. It seems difficult to construct a conventional c-number probability distribution which we must use to describe the time evolution of stochastic processes in the Fokker-Planck equation. However, only if we extend a probability distribution P to be a function of Grassmann numbers, we can find a possible way to obtain correlation functions consistently. So P itself does not necessarily have a physical meaning, but expectation values in P become meaningful.
Let us consider P and expectation values as follows. For simplicity, we take up the case of one degree of freedom rf; and (j) instead of fields ¢ and (jj.
is a function of Grassmann numbers rf;, (j) and the fictitious time t, and it can be expanded in powers of rf; and (j):
The expectation value at time t is defined by the following relation:
<f(rf;, (j))>= jf(rf;, (j))P(rf;, (j), t)drf;d(j).
(3·2) 
T can be written as
wher~ N is a normalization constant. This explicit expression leads to the fact that T satisfies the Kolmogoroff-Chapman equation in our Markoffian process with Gaussian random variables. Therefore, a probability distribution at tf, 
where Since T is expressed in the path integral form, we can easily write down the equation of motion for P, namely, the Fokker-Planck equation, (3·12) just like the Schrodinger equation in quantum mechanics. Here q is the "Hamiltonian" operator which could be derived from the "Lagrangian" A by complete analogy with the usual method of the Legendre transformation, where "momenta" are replaced with differential operators. However, there remain some uncertainties about the ordering of t.he operators in q; one coming from taking continuous limit of path integral like in bosonic caseS) and, in addition to this, another due to the anti-commuting nature of fermion fields.
First we discuss the latter uncertainty, repeating to derive the Fokker-Planck equation by use of the exlicit form of P. Let us take the total time derivative of P along the classical path:
The terms 8P/8¢, 8PMCf and dP/dt are written as where 
The orderings of operators in the above curly parentheses come from a convention of "left-derivative". We return to the uncertainty coming from taking a continuous limit of path integral. The orderings of operators must be so arranged to ensure the conservation of probability 
where on the first line of the above expression, the anti-commuting character has been used. Next, in the Fokker-Planck equation (3·12), we investigate whether a unique equilibrium distribution in the limit t ~ 00 exists or not and what the equilibrium is, if it exists. For this purpose, it is sufficient to solve the eigenvalue problem of '3, (3·19)*)
Expanding the probability distribution P in terms of the eigenfunctions Uk'S, we can show the existence and the uniqueness of the equilibrium distribution only when the lowest eigenvalue ;\0 is equal to zero, nondegenerate and discrete.
First we take up the free case and then discuss the interacting case.
Free case
Fortunately, we can find a similarity transformation by which the "Hamiltonian" is diagonalized. In what follows, let us show how to solve this problem explicitly.
The free "Hamiltonian" '3 0 is given by a -(U-1 ) a ---;;:;;:;:r--
Here Un, by which Mn can be diagonalized, has been defined in Eq. (2'8). After this transformation, lo,n takes a diagonalized form with respect to spin indices, N ow if we solve the simplified eigenvalue problem, the probability distribution P is given by
This eigenvalue equation (3· 24) can be diagonalized by the straightforward extension of the simplified model discussed in Appendix C to our spinor case as follows. We introduce the following abstract representations:
an.dO>=bn.do>=o. (See Appendix C.) By a similarity transformation On=exp(an.rbn.q(l/x(~;;1 hq», f o.n is transformed into a diagonalized one, lo.n =Onfo.nO;;1 = -a~2 ( -~ (~n hq(ah.ran.q + bh.rbn,q )+4xm). Then the whole set of eigenvalues An.k and eigenstates I Un.k> are as follows: 4 4 An.o=O, where Wn.i (i=1, 2) is given in Eqs. . This tells us:
(1) The existence of the unique equilibrium is assured because the lowest eigenvalue An.o is zero, nondegenerate and discrete. (2) The state which IPo.n>t reaches as t goes to infinity is obtained from the explicit form of the ground state I Un.o> and by the inverse transformation 0;;1:
Coming back from the abstract representation, Eq. means that Po.n(¢n', ¢n', t) --~ det(~;;1 )exp( -x¢~.q(~n )q,¢~.r).
hoo X (3-29) Therefore, recalling the definitions (3-21), (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) and , the total distribution Po[¢, (f, t] approaches the state apart from the irrelevant normalization factor,
t-oo where So is the free action given in Eq. (2-2) . The expectation value <F[¢, (f] 
Thus we have proved that our stochastic quantization for free Dirac fietd is equivalent to that of path integral, only if the parameter x is set equal to unity as it should be in Eq. (2-10).
Interacting case
When we discuss the interacting case in the Fokker-Planck formalism, we must solve the "generalized eigenvalue problem", to expand the probability distribution P as in Eq. (3 -25) and to investigate its behaviour at t-infinity limit. In general, it seems difficult to solve the above equation completely just as in the interacting bosonic case. However we can show that Pst = exp( -xS) is a stationary solution, q Pst=O, which means that Pst is an eigenfunction belonging to 11=0 with v=l in Eq. (3-33). As we have already mentioned, the crucial point for the existence and the uniqueness of the equilibrium state is that the lowest eigenvalue Ao is equal to zero, nondegenerate and discrete. Along with a similar line of thought in free case, the discreteness seems to be guaranteed from the finite degrees of freedom in fermi statistics. So far we have not succeeded in proving that Ao is zero, and nondegenerate. If this holds, Pst becomes the unique equilibrium distribution which gives the corresponding correlation functions in Euclidean field theory. In fact, we have verified that the explicit perturbative calculations of the correlation functions in such case as ((f¢)2 become identical with those in Euclidean field theory as t goes to infinity. § 4.
Concluding remarks
In this paper, we formulate the stochastic quantization method of fermion fields; the probability distribution P and the expectation value in P can be defined properly in spite of using Grassmann random variables. Then we have proved the equivalence between our stochastic quantization and path integral in free case completely. The general treatment of interacting case has also been discussed.
As for a massless fermion where the damping factor like exp( -(/'/ a )mt) does not exist, we should pay special attention to it. However, it is needless to say that there is a simple way to define it as a massless limit of massive theory.
Our formalism can be extended to the coupled system of bosons and fermions without any difficulty. Our method will be able to be applied to the fermion on a lattice and may be useful for the purpose to simplify its numerical calculations.
Finally, we will comment on the operator formalism for stochastic quantization which has been invented to reduce the hard work to calculate the correlation functions in the Langevin formalism for boson fields. 6 ) The operator formalism for fermion field as well is in preparation. 
Appendix B
In this Appendix, we summarize the properties of Grassmann numbers </1i and if)i. We follow the convention given in Ref. 7) . We define the integration over Grassmann numbers as follows:
Let us follow the convention of the "left-derivatives" with respect to both </1i and if)i, for example,
a</12 (</11</12 </11 </12)= -a</12 (</12</11 </1I¢ J 2)= -r/h </11 </12,
Likewise, we can define the "functional left-derivative" of a functional </ 1 (x ) and if)(x), F[</1, if)] as follows:
where sand .s are infinitesimal c-number and x(x) and x(x) are arbitrary functions which are Grassmann numbers themselves. Notice that the above orderings of X and of/o</1, and X and of/oif) are consistent with the convention of "left-derivative". We will show a simple example
where A(x) is a c-number function:
while in the convention of "left-derivative", 
It is clear that the whole set of eigenvalues and eigenvectors for h is as follows:
ilo=O,
IU3>=10>.
Therefore, under the arbitrary initial condition, IF>t~o= (do+ d1a t + d2b t + d3b tat )10> , and approaches a definite state d3b t a t l0> as t goes to infinity, IF>t--+ d3b t a t I0>.
t-a>
The original state IP)t also reaches a unique state,
Ip)t --+ e-b'a'IO> , t-a>
where the relation d3 = -1 is used. 
Thus we have proved that starting from an arbitrary condition, the distribution approaches the equilibrium one exp( -¢¢) in the t-infinity limit. The crucial point is that the lowest eigenvalue ilo for this "Hamiltonian" h is equal to zero, nondegenerate and discrete.
