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Kurzfassung
Im ersten Teil der vorliegenden Arbeit wird ein Modellstrukturierungskonzept fu¨r
elektrochemische Systeme vorgeschlagen und an einer zuvor formulierten und aus-
fu¨hrlich studierten Modellfamilie fu¨r die Membran-Elektroden-Einheit einer Brenn-
stoffzelle erprobt. Ein solches Strukturierungskonzept wird fu¨r die technische Um-
setzung eines rechnergestu¨tzten Modellierungswerkzeuges fu¨r Brennstoffzellen be-
no¨tigt. Es liefert eine Systematik, mit deren Hilfe die Modelle in einheitlicher Wei-
se strukturiert und modularisiert werden ko¨nnen und sichert damit die Kompatibi-
lita¨t, Transparenz und Flexibilita¨t der einzelnen Modellbausteine. Das vorgeschlage-
ne Konzept baut auf der Netzwerktheorie verfahrenstechnischer Prozesse auf. Diese
hat sich als geeignete Methode fu¨r die Strukturierung verfahrenstechnischer und
biochemischer Systeme bewa¨hrt. Im Unterschied zu nicht-elektrochemischen Sys-
temen weisen elektrochemische Systeme jedoch zwei Besonderheiten auf, die eine
direkte Anwendung der Netzwerktheorie nicht erlauben und deren Erweiterung er-
fordern. Das erweiterte Strukturierungskonzept sieht vor, das elektrochemische Sys-
tem in zwei Teilsysteme zu zerlegen. Das nicht-elektrische Teilsystem la¨sst sich da-
bei ohne Einschra¨nkungen im Rahmen der Netzwerktheorie behandeln und macht
sich damit dessen Vorteile zu eigen. Das elektrische Teilsystem wird im Rahmen der
elektrischen Netzwerktheorie als Zweipol aufgefasst. Das hierfu¨r formulierte Ver-
knu¨pfungskonzept baut auf der Knotenpotentialanalyse auf und erlaubt eine intui-
tive und numerisch unproblematische Verschaltung derartiger Netzwerkelemente.
Im zweiten Teil der Arbeit wird das obige Konzept eingesetzt, um einen Bei-
trag zur Analyse des nichtlinearen Betriebsverhaltens von PEM-Brennstoffzellen zu
leisten. Mit Hilfe eines qualitativen Modells werden fu¨r den Betrieb mit moderat
befeuchteten Eintrittsgasen Strom-Spannungs-Kennlinien mit ausgepra¨gten lokalen
Extrema vorhergesagt. Diese unterscheiden sich deutlich von gewo¨hnlichen, mono-
ton fallenden Kennlinien und fu¨hren zu mehrfach stationa¨rem Verhalten im poten-
tiostatischen und rheostatischen Betrieb. Ursache hierfu¨r ist ein autokatalytischer
Wasserproduktionsmechanismus, der im Detail erla¨utert wird. Fu¨r den aus prak-
tischer Sicht besonders relevanten Betrieb ohne Gasbefeuchtung werden Kennlinien
mit einem isolierten Hochstrom-Ast vorhergesagt. Dieser ist durch bloßes Variieren
der Last nicht erreichbar, sondern erfordert stattdessen einen vorherigen Betrieb mit
feuchten Gasen. Die vorliegende Analyse liefert zuverla¨ssige, qualitative Ergebnis-
se und bereitet damit den Weg fu¨r eine systematische experimentelle Untersuchung
dieses Pha¨nomens.
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Symbole, die im Rahmen der vorliegenden Arbeit nur von lokalem Interesse sind,
werden am Ort ihrer Verwendung erkla¨rt und sind hier nicht aufgefu¨hrt.
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Dα Diffusionskoeffizient der Spezies α [m2 ·s−1]
DeffO2 Effektiver Diffusionskoeffizient von Sauerstoff [m
2 ·s−1]
E Elektrische Feldsta¨rke [V·m−1]
f Volumenstrom, auf die Querschnittsfla¨che A der
Membran-Elektroden-Einheit bezogen [m3 ·s−1 ·m−2]
F Faraday-Konstante 9, 64853·104 [A·s·mol−1]
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Kapitel 1
Einleitung
Die Reduktion von Treibhausgasen und lokalen Emissionen sowie die Unabha¨ngig-
keit von endlichen fossilen Ressourcen werden als Haupttriebkra¨fte fu¨r eine zuku¨nf-
tige wasserstofforientierte Energiewirtschaft gesehen (HFP, 2005). Wasserstoff stellt,
sofern auf geeignetem Weg erzeugt, einen umweltfreundlichen Energietra¨ger dar.
Dieser bietet im Zusammenhang mit der Elektroenergiegewinnung einen vielver-
sprechenden Ansatz zur Zwischenspeicherung von Energie und zur Integration
nicht planbarer Energiequellen, wie z. B. Windkraft und Solarenergie. Langfristig
(bis ca. 2050) wird davon ausgegangen, dass Wasserstoff weitra¨umig und zu einem
wettbewerbsfa¨higen Preis verfu¨gbar sein wird (HFP, 2005).
Brennstoffzellen nehmen in diesem Zusammenhang neben konventionellen Wa¨r-
mekraftmaschinen eine Schlu¨sselrolle ein. Als hocheffiziente Energiewandler erlau-
ben sie die direkte Verstromung von Wasserstoff und stellen damit potentielle End-
gera¨te einer wasserstofforientierten Energiewirtschaft dar. Angestrebt wird der
ku¨nftige Einsatz sowohl im automobilen Sektor als auch in der stationa¨ren Energie-
versorgung in dezentralen und zentralen Anlagen. Mittelfristig wird davon ausge-
gangen, dass Brennstoffzellen vor allem u¨ber Nischenma¨rkte an Bedeutung gewin-
nen. Beispiele hierfu¨r sind der Einsatz zur Notstromversorgung, in Lagertechnik-
Fahrzeugen, fu¨r die Bordstromversorgung (sog. Auxiliary Power Unit, APU) sowie
in Booten und Leichtfahrzeugen (SWB, 2007). Daru¨ber hinaus wird ein fru¨her Durch-
bruch der sog. Mikrobrennstoffzellen im Bereich der tragbaren Kleingera¨te bei der
Ablo¨sung von Lithium-Ionen-Akkus erwartet (BMBF, 2005).
Die PEM-Brennstoffzelle (PEM = Polymerelektrolytmembran), mit der sich die
vorliegende Arbeit na¨her befasst, kommt fu¨r alle der oben aufgefu¨hrten Anwen-
dungsgebiete in Frage. Zu den Vorteilen gegenu¨ber anderen Brennstoffzellentypen
geho¨ren neben der hohen Leistungsdichte und dem hohen Wirkungsgrad vor al-
lem das schnelle Lastwechselverhalten sowie die kurzen Ein- und Ausschaltezeiten.
Daru¨ber hinaus lassen sich PEM-Brennstoffzellensysteme gut skalieren und weisen
eine vergleichsweise hohe technische Reife auf. Zu den gegenwa¨rtigen Nachteilen
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vor allem im Vergleich zu Verbrennungsmotoren und Blockheizkraftwerken, mit de-
nen sich die PEM-Brennstoffzelle im automobilen Sektor bzw. in der Hausenergie-
versorgung messen muss, geho¨ren unter anderem der hohe Preis und die begrenzte
Lebensdauer. Der Strategierat Wasserstoff Brennstoffzellen hat hierzu ku¨rzlich in An-
lehnung an den europa¨ischen Implementation Plan (HFP, 2007) einen nationalen Ent-
wicklungsplan vorgelegt, der die gegenwa¨rtig offenen Fragestellungen zusammen-
fasst und Forschungs- und Entwicklungsaktivita¨ten fu¨r die kommenden zehn Jahre
empfiehlt (SWB, 2007). Zu den wichtigsten ku¨nftigen Zielsetzungen geho¨ren, neben
der Kla¨rung einer breiten Palette von Materialfragen, die auf eine Kostenreduzie-
rung und eine Erho¨hung der Lebensdauer abzielen, Fragestellungen zur Systemge-
staltung und zur Betriebsfu¨hrung. Eine wichtige Grundlage hierfu¨r stellt die mathe-
matische Modellierung der PEM-Brennstoffzelle dar, mit der sich die vorliegende
Arbeit auseinandersetzt.
Bevor hierauf na¨her eingegangen wird, soll zuna¨chst der Aufbau und das Funkti-
onsprinzip der PEM-Brennstoffzelle erkla¨rt werden. Anschließend werden der Stand
der Technik vorgestellt und gegenwa¨rtig offene Fragestellungen kurz erla¨utert.
Den Abschluss des Kapitels bildet die Formulierung der Problemstellung und Ziel-
setzung der vorliegenden Arbeit sowie die Erla¨uterung der gewa¨hlten Vorgehens-
weise.
1.1 Aufbau und Funktionsprinzip der
Polymerelektrolytmembran-Brennstoffzelle
Der Aufbau und das Funktionsprinzip der PEM-Brennstoffzelle hat inzwischen Ein-
gang in Lehrbu¨cher gefunden, die zahlreich in der vergangenen Dekade erschienen
sind (z. B. Kordesch und Simader, 1996; Larminie und Dicks, 2003; Barbir, 2005;
O’Hayre et al., 2006). Daru¨ber hinaus existieren bereits Standardwerke zu diesem
Themengebiet; einen umfassenden wissenschaftlichen Einstieg bieten z. B. Gottes-
feld und Zawodzinski (1997) sowie Vielstich et al. (2003). An dieser Stelle soll deshalb
nur kurz auf die fu¨r diese Arbeit wesentlichen Grundlagen eingegangen werden. Fu¨r
weiterfu¨hrende Details sei auf die obigen Quellen verwiesen.
Abbildung 1.1 zeigt eine schematische Darstellung der Polymerelektrolytmem-
bran-Brennstoffzelle. ”Herzstu¨ck“ dieser ist die sog. Membran-Elektroden-Einheit,
ha¨ufig auch als MEA bezeichnet (MEA = Membrane Electrode Assembly). Sie besteht
aus einer gasdichten, protonenleitenden Polymermembran mit einer Dicke von 25–
250 µm und aus zwei Elektroden, die beidseitig mit dieser in engem Kontakt stehen.
Die Membran u¨bernimmt eine Doppelfunktion. Einerseits erlaubt sie als Elektrolyt
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Abbildung 1.1: Schematische Darstellung einer Polymerelektrolytmembran-
Brennstoffzelle (Dicken der einzelnen Schichten nicht maßstabsgerecht).
den Transport von Protonen von einer Elektrode zur anderen. Andererseits fungiert
sie als Trennschicht und verhindert die Mischung der anodischen und kathodischen
Reaktanten sowie den Austausch von Elektronen, die an den Elektroden freigesetzt
bzw. konsumiert werden. Die Elektroden bestehen ihrerseits aus einer Mischung
eines Platinkatalysators, eines Tra¨germaterials (z. B. Leitfa¨higkeitsruß) sowie einer
Dispersion des Membranmaterials und haben eine Dicke von 5–50 µm. Sie bilden ei-
ne Dreiphasengrenze zwischen dem Ionenleiter, dem Katalysator/Elektronenleiter
und den außen anschließenden Gasphasen. An der Anodenelektrode (links oben in
Abbildung 1.1) wird das Brenngas Wasserstoff zu Protonen und Elektronen elektro-
chemisch oxidiert. Die Protonen bewegen sich durch den Elektrolyten zur benach-
barten Kathodenelektrode (rechts oben in Abbildung 1.1). Die Elektronen hingegen
werden durch einen a¨ußeren elektrischen Stromkreis geleitet und verrichten in ei-
nem eingebundenen Verbraucher elektrische Arbeit. An der Kathodenelektrode wer-
den sie gemeinsam mit den Protonen und dem Oxidationsmittel Sauerstoff elektro-
chemisch zum Reaktionsprodukt Wasser umgesetzt.
Die kathodische Sauerstoffreduktion verursacht unter normalen Betriebsbedin-
gungen den ho¨chsten Spannungsverlust der PEM-Brennstoffzelle und bestimmt die
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erreichbare Leistungsdichte maßgeblich. Ursache hierfu¨r sind die große Tra¨gheit, mit
der die elektrochemische Sauerstoffreduktion abla¨uft, und die daraus resultieren-
de hohe Aktivierungsenergie. Die Austauschstromdichte dieser Reaktion liegt unter
Brennstoffzellenbedingungen in der Gro¨ßenordnung von 10−9–10−8 A·cm−2, fu¨nf
Gro¨ßenordnungen kleiner als die der anodenseitig ablaufenden Wasserstoffoxidati-
on (Zhang et al., 2006). Ein guter Einstieg zur elektrokatalytischen Umsetzung von
Wasserstoff und Sauerstoff in der PEM-Brennstoffzelle findet sich bei Gottesfeld und
Zawodzinski (1997). Aktuelle U¨bersichten zu verwendeten Materialien, Gestaltung
und Herstellung der Elektroden sind bei Litster und McLean (2004) zu finden.
Die Membran-Elektroden-Einheit wird zwischen zwei Gasverteilerstrukturen
platziert (siehe Abbildung 1.1), die im Falle einer Reihenschaltung von Einzelzel-
len zu einem Zellstapel als Bipolarplatten bezeichnet werden. Diese gewa¨hrleisten
durch die eingebrachten Kanalstrukturen eine gleichma¨ßige Zufuhr der Eduktga-
se sowie einen zuverla¨ssigen Abtransport des dampffo¨rmigen und gegebenenfalls
auch flu¨ssigen Produktwassers. U¨ber eingebrachte Ku¨hlkana¨le (nicht dargestellt in
Abbildung 1.1) erfolgt die Abfuhr von Reaktionswa¨rme. Daru¨ber hinaus fungieren
die Bipolarplatten als Elektronensammler. Sie bestehen deshalb aus einem elektrisch
leitfa¨higen Material wie z. B. Grafit, Grafit-Kunststoff-Mischungen oder geeigneten
Metall-Legierungen und haben eine Dicke von wenigen Millimetern. Aktuelle U¨ber-
sichten hierzu finden sich bei Li und Sabir (2005), Tawfik et al. (2007) sowie Brett und
Brandon (2007).
Zwischen den Bipolarplatten und der MEA befinden sich zusa¨tzlich die sog. Gas-
diffusionslagen (siehe Abbildung 1.1). Ihre Aufgabe ist es zum einen, die Elektro-
den vor mechanischen Belastungen oder Bescha¨digung wa¨hrend der Montage zu
schu¨tzen. Zum anderen sollen sie die Reaktanten gleichma¨ßig u¨ber der gesamten
katalytisch aktiven Fla¨che verteilen und sind fu¨r die Zu- bzw. Ableitung der in den
Katalysatorschichten umgesetzten Elektronen verantwortlich. Die Gasdiffusionsla-
gen haben u¨blicherweise eine Dicke von wenigen hundert Mikrometern und be-
stehen aus einem makroporo¨sen Kohlefasergewebe oder aus karbonisiertem Papier.
Das Material wird meist mit einer Suspension aus Teflon und Ruß hydrophobiert,
um eine eventuelle Flutung des Porennetzwerkes mit flu¨ssigem Produktwasser ge-
zielt beeinflussen zu ko¨nnen. Weiterfu¨hrende Informationen hierzu finden sich z. B.
in den U¨bersichten von Mehta und Cooper (2003) sowie Litster und McLean (2004).
Die Polymermembran stellt den charakteristischen Bestandteil der PEM-Brenn-
stoffzelle dar und soll hier noch etwas ausfu¨hrlicher betrachtet werden. Stand der
Technik ist der Einsatz perfluorierter Ionomere1, die eine hohe chemische Besta¨ndig-
1Als Ionomere werden organische Polymere mit Seitengruppen bezeichnet, die Ionen abspalten
ko¨nnen.
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keit aufweisen. Daneben kommen auch fluorfreie Makromoleku¨le in Frage. Vielver-
sprechende Beispiele hierfu¨r sind sulfonierte Polyetherketone (sPEmKn), welche aus
einem polyaromatischen Grundgeru¨st mit angepfropften Sulfonsa¨uregruppen auf-
gebaut sind oder auch phosphorsa¨uredotiertes Polybenzimidazol (PBI), welches ein
wasserunabha¨ngiges Protonen-Leitungssystem auf Basis von Phosphorsa¨ure bereit-
stellt. Beide Materialgruppen befinden sich jedoch gegenwa¨rtig in einem vergleichs-
weise fru¨hen Forschungsstadium und weisen noch keine ausreichende technische
Reife auf. Vollsta¨ndige und aktuelle U¨bersichten hierzu finden sich bei Hickner et al.
(2004) sowie Smitha et al. (2005).
Am besten untersuchter und gegenwa¨rtig bedeutendster Vertreter der erstge-
nannten perfluorierten Ionomere ist Nafion® (Hersteller: Fa. DuPont). Chemisch ge-
sehen handelt es sich dabei um ein Copolymer aus Polytetrafluorethan (PTFE) und
einem relativ aufwa¨ndig herzustellenden perfluorierten Vinylether-Comonomer.
Die chemische Struktur von Nafion stellt sich wie folgt dar:
[−(CF2−CF2)x−(CF2−CF)−]y
[O−CF2−CF−CF3]m
O−[CF2]n−SO−3 H+
Dabei ist x=5–13, y≈1000, m=0–3 und n=2–6 (Vielstich et al., 2003). Das PTFE-
Grundgeru¨st verleiht Nafion eine hohe mechanische und chemische Stabilita¨t, wa¨h-
rend die Seitengruppen, an deren Ko¨pfen Sulfonsa¨uregruppen (SO−3 H
+) angebracht
sind, den Protonentransport ermo¨glichen. Da die Sulfonsa¨uregruppen im Unter-
schied zum Polymerru¨ckgrat eine hohe Hydrophilita¨t aufweisen, kommt es bei aus-
reichender Befeuchtung zu einer nanoskaligen Entmischung des Membranmaterials.
Die an den Enden der flexiblen Seitengruppen angebrachten Sulfonsa¨uregruppen or-
ganisieren sich zu hydrophilen Clustern und dissoziieren zu SO−3 -Gruppen, die am
Polymerru¨ckgrat fixiert bleiben und zu Protonen, die durch die anwesenden Was-
sermoleku¨le solvatisiert und damit mobilisiert werden. Fu¨r weiterfu¨hrende Details
zur Mikrostruktur der Membran sei auf die aktuellen U¨bersichtsartikel von Mauritz
und Moore (2004) sowie Kreuer et al. (2004) verwiesen.
Die Gro¨ße und die Vernetzung der hydrophilen Bereiche bestimmt die Trans-
porteigenschaften der Membran maßgeblich und wird makroskopisch durch den
Wassergehalt λ charakterisiert. Dieser bezieht die Stoffmenge des sorbierten Was-
sers auf die Stoffmenge der Sulfonsa¨uregruppen und ha¨ngt u¨ber eine Phasengleich-
gewichtsbeziehung von der relativen Feuchte des mit der Membran im Gleichge-
wicht befindlichen Gases ab. Der Wassergehalt wa¨chst bis zu einer Gasfeuchte von
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ca. 75% schwach auf einen Wert von rund 6 molH2O ·mol−1SO3H an, gefolgt von einem
starken Anstieg bis auf ca. 14 molH2O ·mol−1SO3H bei einer relativen Feuchte von 100%.
Je nach thermischer Vorbehandlung des Materials kann die Membran auch bis zu
23 molH2O ·mol−1SO3H aufnehmen (Onishi et al., 2007).2
Die Protonenleitfa¨higkeit, eine der wichtigsten Transporteigenschaften der Mem-
bran, wa¨chst linear mit dem Wassergehalt und erreicht fu¨r λ=14, je nach Tempera-
tur, Werte in der Gro¨ßenordnung von 10 S·m−1. In Kombination mit der Beziehung
zur Beschreibung des Phasengleichgewichts ergibt sich daraus ein stark nichtlinea-
rer Zusammenhang zwischen relativer Gasfeuchte und Leitfa¨higkeit der Membran.
Dieser la¨sst sich in guter Na¨herung durch eine Exponentialfunktion approximie-
ren (Yang et al., 2004). Eine ausreichend hohe Leitfa¨higkeit wird erst fu¨r hohe rela-
tive Gasfeuchten nahe 100% erreicht, was eine ausgiebige Befeuchtung der Reak-
tionsgase no¨tig macht. Im Betriebszustand kommt erschwerend hinzu, dass durch
den Transport der Protonen, die, wie bereits erwa¨hnt, von einer Solvathu¨lle umge-
ben sind, fortwa¨hrend Wasser von der Anode zur Kathode ”geschleppt“ wird (sog.
Elektroosmose). Dieser Effekt wird je nach Vorzeichen und Betrag des Gradienten
des chemischen Potentials von Wasser durch diffusiven Wassertransport abgemil-
dert. Es bleibt aber dennoch ein zur Kathode gerichteter Netto-Wasserstrom, der
unter Umsta¨nden in der Gro¨ßenordnung des Protonenstroms liegen kann (Springer
et al., 1991). Insbesondere bei hohen Stromdichten fu¨hrt dies zur anodenseitigen Aus-
trocknung der Membran bei gleichzeitiger Flutung der Kathodenelektrode. Ersteres
hat eine ausgepra¨gte Verschlechterung der lokalen Protonenleitfa¨higkeit zur Folge,
wa¨hrend letzteres den Antransport des Oxidationsmittels Sauerstoff behindert. Die-
ser Effekt ist Ursache fu¨r eine Reihe von Hu¨rden, die der Einsatz derzeit verfu¨gbarer
Membranmaterialien mit sich bringt. Seine Beherrschung wird unter dem Begriff
Wassermanagement zusammengefasst.
1.2 Stand der Technik und offene Fragestellungen
Wie bereits eingangs erwa¨hnt sind PEM-Brennstoffzellensysteme gegenwa¨rtig noch
zu teuer und weisen eine zu geringe Lebensdauer auf. Stand der Technik sind eine
Lebensdauer von 500–5.000 Stunden und Kosten von 8.000–15.000 €·kW−1. Perspek-
2Bisher wurde davon ausgegangen, dass Nafion ca. 14 molH2O ·mol−1SO3H aufnehmen kann, falls es sich
im Gleichgewicht mit wasserdampfgesa¨ttigtem Gas befindet und ca. 23 molH2O ·mol−1SO3H fu¨r den Fall, dass
es mit flu¨ssigem Wasser im Gleichgewicht steht. Obwohl das chemische Potential von Wasser in beiden
Fa¨llen identisch ist, stellen sich in der Membran unterschiedliche Wassergehalte ein. Dieses Verhalten ist
thermodynamisch inkonsistent und wird in der Literatur als Schroeder-Paradoxon bezeichnet (z. B. Mau-
ritz und Moore, 2004). In einer ku¨rzlichen Studie zeigen Onishi et al. (2007) jedoch, dass Nafion in beiden
Fa¨llen die gleiche Wassermenge aufnehmen kann. Die Autoren demonstrieren, dass insbesondere die
thermische Vorbehandlung des Materials den maximal mo¨glichen Wassergehalt maßgeblich bestimmt.
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tivisch (bis 2015) werden eine Lebensdauer von >25.000 Stunden und ein Preis von
1.500–2.000 €·kW−1 im stationa¨ren Bereich bzw. >5.000 Stunden und 100 €·kW−1
im automobilen Bereich angestrebt (SWB, 2007). Wesentliche Kostentreiber sind der-
zeit das Membranmaterial und der Platinkatalysator. Aktuelle Anstrengungen zie-
len deshalb auf die Entwicklung neuer, kostengu¨nstiger Membranmaterialien und
platinfreier Katalysatoren ab. Gute U¨bersichten hierzu finden sich bei Hickner et al.
(2004) und Smitha et al. (2005) sowie Gasteiger et al. (2005) und Wang (2005).
Die Lebensdauer betreffend ist inzwischen deutlich geworden, dass ein ungu¨ns-
tiger Einfluss insbesondere von Verunreinigungen der Reaktionsgase ausgeht (siehe
hierzu Wilkinson und St-Pierre, 2003; Cheng et al., 2007). Beispielhaft soll auf den ne-
gativen Einfluss von Metall-Ionen hingewiesen werden, die z. B. bei der Korrosion
metallischer Systembestandteile freigesetzt werden ko¨nnen. Diese weisen eine ho-
he Affinita¨t zu den SO−3 -Gruppen auf und setzen zum einen die Membranleitfa¨hig-
keit irreversibel herab (Okada, 2003) und sind zum anderen an der Bildung von
Wasserstoffperoxidradikalen beteiligt, die das Membranmaterial angreifen (LaCon-
ti et al., 2003). Daru¨ber hinaus beeinflusst auch die Betriebsfu¨hrung die Lebensdau-
er maßgeblich. Knights et al. (2004) diskutieren hierzu anhand von durchgefu¨hrten
Langzeitexperimenten den negativen Einfluss von zu hoher bzw. zu niedriger Be-
triebstemperatur und die langfristigen Auswirkungen, die von unzureichender bzw.
u¨berschu¨ssiger Gasbefeuchtung ausgehen. Ebenso kann eine verku¨rzte Lebensdau-
er durch die zeitweise Brenngas- und Oxidationsmittel-Unterversorgung einzelner
Zellen eines Zellstapels verursacht werden.
Ein weiteres wesentliches Problemfeld ergibt sich, wie bereits kurz erwa¨hnt, aus
dem wasserabha¨ngigen Protonenleitungssystem und der damit verbundenen Not-
wendigkeit, die Reaktionsgase ausreichend zu befeuchten. Zum Ersten stellt dies ho-
he Anforderungen an die Gestaltung und Betriebsfu¨hrung der Brennstoffzelle, um
einerseits eine ausreichende Membranbefeuchtung zu gewa¨hrleisten und anderer-
seits die Flutung der Elektroden zu verhindern (Wassermanagement). Zum Zwei-
ten ist die Einbindung eines Gasbefeuchters als zusa¨tzliche periphere Komponente
im Brennstoffzellensystem erforderlich. Dieser kann bis zu einem Fu¨nftel des Sys-
temvolumens ausmachen und ist daru¨ber hinaus auch aus energetischen Gru¨nden
kritisch zu sehen.3 Drittens begrenzt das Phasenverhalten von Wasser das mo¨gliche
Betriebstemperaturfenster. Die untere Grenze ergibt sich durch die Bildung von Eis-
kristallen unterhalb von 0°C (z. B. Ge und Wang, 2007; Mao und Wang, 2007). Dies
stellt vor allem im automobilen Bereich eine Hu¨rde dar und macht eine besondere
3Mit dem Wasserdampf wird der Zelle eine große Menge an latenter Wa¨rme zugefu¨hrt, die zum einen
dem Befeuchter zuzufu¨hren ist und zum anderen im Falle einer Kondensation u¨ber den Ku¨hlmittelstrom
aus der Brennstoffzelle abgefu¨hrt werden muss.
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Kaltstartstrategie bzw. ein Kaltstartsystem notwendig. Die obere Grenze ergibt sich
durch die Lage der Siedelinie und betra¨gt ca. 90°C fu¨r atmospha¨risch arbeitende
Brennstoffzellen. Fu¨r aufgeladene Zellen ergibt sich bei einem maximalen Betriebs-
druck von gegenwa¨rtig 4 bar abzu¨glich 0,5 bar Partialdruck fu¨r die Reaktanten eine
Temperaturgrenze fu¨r wasserabha¨ngige Systeme von ca. 140°C.
Das niedrige Temperaturniveau ist einerseits vorteilhaft, da die PEM-Brennstoff-
zelle dadurch schnell an- bzw. abgefahren werden kann. Andererseits resultieren
daraus eine Reihe von Problemen. Hierzu za¨hlt insbesondere die hohe Empfindlich-
keit gegenu¨ber Schadgasen wie z. B. Kohlenmonoxid, welches bei der Wasserstoff-
gewinnung aus Kohlenwasserstoffverbindungen wie z. B. Methan oder Biomethanol
entsteht. Kohlenmonoxid adsorbiert bei niedrigen Temperaturen bevorzugt auf dem
Platinkatalysator und vermindert dadurch die zur Verfu¨gung stehende Reaktions-
oberfla¨che. Schon geringe Mengen in der Gro¨ßenordnung von wenigen 10 ppm rei-
chen aus, um die Zellleistung merklich zu reduzieren (siehe hierzu U¨bersicht von
Baschuk und Li, 2001). Auch andere Bestandteile des Brenngases, wie z. B. Am-
moniak oder Schwefelverbindungen, sowie Luftverunreinigungen wie z. B. Stick-
oxide, Schwefeloxide, Ozon oder Benzolverbindungen wirken sich bei niedrigen
Betriebstemperaturen nachteilig auf die Zellleistung aus. Eine umfassende und ak-
tuelle U¨bersicht hierzu findet sich bei Cheng et al. (2007).
Als ein mo¨glicher Weg, die Toleranz der PEM-Brennstoffzelle gegenu¨ber Schad-
gasen zu verbessern, wird derzeit die Steigerung der Betriebstemperatur auf bis zu
200°C diskutiert. Gute U¨bersichten hierzu finden sich bei Li et al. (2003a) und Zhang
et al. (2006). Li et al. (2003b) zeigen, dass sich z. B. die Empfindlichkeit gegenu¨ber
Kohlenmonoxid von 10–20 ppm bei 80°C auf 1.000 ppm bei 130°C und auf bis zu
30.000 ppm bei 200°C steigern la¨sst. Eine derartig hohe CO-Toleranz ließe eine er-
hebliche Vereinfachung des Gasaufbereitungssystems zu und wu¨rde damit zu einer
Senkung der Systemkosten beitragen. Die Erho¨hung des Temperaturniveaus ha¨tte
daru¨ber hinaus noch weitere Vorteile. Zum Ersten wu¨rde dies zu einer Verkleine-
rung des Ku¨hlsystems im automobilen Bereich bzw. zu einer vereinfachten Wa¨rme-
auskopplung in der Hausenergieversorgung fu¨hren. Zweitens lassen ho¨here Tempe-
raturen eine Verbesserung der Kathodenkinetik erwarten. Messungen unterhalb von
100°C zeigen einen Anstieg der Austauschstromdichte mit wachsender Betriebstem-
peratur. Besta¨tigende Messungen oberhalb von 100°C fehlen derzeit (Zhang et al.,
2006). Drittens fu¨hrt ein Betrieb bei ho¨heren Temperaturen und potentiell geringeren
Gasfeuchten zu einer Milderung der Flutungsprobleme und damit zu einem verein-
fachten Wassermanagement. Bei wasserunabha¨ngigen Protonenleitern ko¨nnte das
Befeuchtersystem sogar vollsta¨ndig entfallen.
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Schlu¨sselkomponente fu¨r die Entwicklung derartiger Hochtemperatur-PEM-
Brennstoffzellen ist das Membranmaterial. Hierfu¨r sind gegenwa¨rtig verschiedene
Materialgruppen in der Diskussion. Detaillierte U¨bersichten zur Synthese, zu den Ei-
genschaften und zur Lebensdauer dieser finden sich in den bereits erwa¨hnten U¨ber-
sichten von Hickner et al. (2004), Smitha et al. (2005) sowie Li et al. (2003a). Zhang
et al. (2006) diskutieren daru¨ber hinaus noch weitere Hu¨rden der Hochtemperatur-
PEM-Brennstoffzelle, wie z. B. beschleunigte Alterung sowie weiterfu¨hrende Mate-
rialfragen die Dichtungen und Bipolarplatten betreffend, und konstatieren eine ge-
genwa¨rtig unzureichende technische Reife.
Unabha¨ngig von einer Steigerung der Betriebstemperatur kann eine Verbesse-
rung der CO-Toleranz und die Beherrschung des Wasserhaushaltes auch durch an-
dere Maßnahmen erreicht werden. Stand der Technik zur Vermeidung von Leis-
tungsverlusten, verursacht durch Kohlenmonoxidspuren im Brenngas, stellen sog.
Air-Bleeding-Techniken dar, die auf Gottesfeld und Pafford (1988) zuru¨ckgehen. Hier-
bei wird das Anodengas am Zelleingang mit geringen Mengen (wenige Volumen-
prozent) eines Oxidationsmittels, wie z. B. Luft, Sauerstoff oder Wasserstoffperoxid
gemischt. Als nachteilig erweisen sich eine Minderung der Brennstoffausnutzung,
da das Oxidationsmittel auch mit Wasserstoff reagiert, sowie Sicherheitsfragen hin-
sichtlich des Explosionsschutzes. Eine aktuelle U¨bersicht hierzu findet sich bei
Cheng et al. (2007). Daru¨ber hinaus werden weitere Methoden vorgeschlagen, wie
z. B. periodisches Pulsen des Laststromes (Carrette et al., 2001) oder auch die Ausnut-
zung von autonomen Spannungsoszillationen, die bei der Verwendung von Platin-
Ruthenium-Gemischen als Anodenkatalysator beim Betrieb mit CO-haltigen Brenn-
gasen auftreten (Zhang und Datta, 2004, 2005). Eine weitere Mo¨glichkeit stellt die
Modifikation des Anodenkatalysators dar. Hier sind verschiedene bina¨re Systeme,
bestehend aus Platin und zumeist U¨bergangsmetallen wie z. B. Ruthenium, Cobalt,
Chrom etc., oder PtRu-basierte terna¨re Systeme mit Molybda¨n, Niob und Tantal als
dritte Komponente in der Diskussion. Eine aktuelle U¨bersicht hierzu findet sich bei
Wee und Lee (2006).
Die Beherrschung des Wasserhaushaltes betreffend konnten vor allem durch den
Einsatz von Simulationsmodellen und durch Anwendung bzw. Entwicklung einer
Reihe von Messverfahren4 umfangreiche Kenntnisse gesammelt werden. Bereits in
fru¨hen Simulationsarbeiten wird das Wechselspiel zwischen Elektroosmose und Dif-
fusion als wesentlich fu¨r das Wassermanagement erkannt (Springer et al., 1991) und
4Hierzu geho¨ren optische Methoden (z. B. Tuber et al., 2003), Methoden auf Basis der Kernspintomo-
graphie (z. B. Feindel et al., 2006) sowie Verfahren zur Messung der Stromdichteverteilung (z. B. Wieser
et al., 2000), die indirekte Aussagen zum Wasserhaushalt zulassen.
9
erste Prinzipien zur Auslegung und Gestaltung der Gasbefeuchtung diskutiert (Ber-
nardi und Verbrugge, 1992; Nguyen und White, 1993; Fuller und Newman, 1993).
Stand der Technik ist die externe Befeuchtung des Anodengases, des Kathoden-
gases oder beider Gasstro¨me gleichzeitig. Bei kleinen Systemen, insbesondere im
Labor, kommen hierfu¨r Gaswaschflaschen oder Membranbefeuchter zum Einsatz.
Bei gro¨ßeren Systemen erfolgt die Befeuchtung zumeist durch direkte Wasser- oder
Dampfeinspritzung. Ebenso werden Zirkulationspumpen eingesetzt, um die Gas-
stro¨me anoden- und kathodenseitig jeweils im Kreislauf zu fahren und so das produ-
zierte Wasser im System zu halten. Weiterfu¨hrende Details hierzu sind beispielswei-
se bei Larminie und Dicks (2003) sowie Barbir (2005) zu finden. 1997 zeigten Bu¨chi
und Srinivasan erstmals, dass im Gegenstrom betriebene PEM-Brennstoffzellen bei
Temperaturen von bis zu 60°C auch ohne externe Befeuchtung auskommen. Durch
geeignete Kopplung der Gaszufuhr an den Zellstrom la¨sst sich eine ausreichende
Befeuchtung der Membran durch das Produktwasser erreichen (sog. Selbstbefeuch-
tungsbetrieb). Daru¨ber hinaus sind weitere Konzepte vorgeschlagen worden, die
durch Modifikation der Membran-Elektroden-Einheit oder der Gasverteilerstruktu-
ren eine externe Befeuchtung eru¨brigen. Bei Ge et al. (2004) und Nguyen (2006) sind
hierzu kurze U¨bersichten zu finden.
1.3 Hintergrund der Arbeit,
Zielsetzung und Vorgehensweise
Wesentliche Beitra¨ge zum Erreichen des heutigen Standes in der PEM-Brennstoff-
zellentechnik sind durch den Einsatz von Simulationsmodellen geleistet worden.
Eine gute U¨bersicht hierzu ist bei Weber und Newman (2004) zu finden. Wie be-
reits erwa¨hnt, liefern schon die ersten PEM-Brennstoffzellenmodelle fundamenta-
le Beitra¨ge zum Versta¨ndnis des stationa¨ren Betriebsverhaltens und insbesondere
zum Wasserhaushalt (Springer et al., 1991; Bernardi und Verbrugge, 1992). Nguyen
und White (1993) sowie Fuller und Newman (1993) diskutieren zeitig erste o¨rtlich
zweidimensionale Modelle, die wichtige Aussagen zu den Geschehnissen entlang
der Stro¨mungskana¨le zulassen. Ende der 1990er Jahre wurde versucht, vor allem die
Vorga¨nge an der Kathode modelltheoretisch zu verstehen (z. B. Perry et al., 1998; An-
toine et al., 1998; Eikerling und Kornyshev, 1998), was schließlich eine Senkung des
Edelmetallgehaltes der Elektrode erlaubte. Ebenso galt das Interesse den Stofftrans-
portprozessen in der Polymermembran (z. B. Okada et al., 1998; Eikerling et al., 1998).
Erste Modelle wurden publiziert, welche die Mikrostruktur der Membran explizit
beru¨cksichtigen (Paddison und Zawodzinski, 1998). Zu Beginn dieses Jahrzehntes
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standen unter anderem zweiphasige Modelle im Mittelpunkt der publizierten Ar-
beiten. Diese beru¨cksichtigen erstmals den Flu¨ssigwassertransport in den poro¨sen
Elektroden und Gasdiffusionslagen (z. B. Baschuk und Li, 2000; Wang et al., 2001)
und belegen dessen wesentlichen Einfluss auf den Sauerstofftransport an der Ka-
thode, insbesondere bei hohen Stromdichten. Ebenso wurden wichtige Beitra¨ge zur
modelltheoretischen Beschreibung der Anodenelektrode und dessen Betrieb mit CO-
haltigen Brenngasen geleistet (Springer et al., 2001). Begu¨nstigt durch den Fortschritt
in der Rechentechnik wurden um die Jahrtausendwende die ersten CFD-Modelle
(CFD = Computational Fluid Dynamics) vero¨ffentlicht. Diese erlauben eine detail-
lierte Analyse des Stoff- und Energietransportes in allen drei Raumrichtungen ent-
lang einzelner Stro¨mungskana¨le oder sogar u¨ber vollsta¨ndige Zellen. Eine umfas-
sende U¨bersicht hierzu ist bei Wang (2004) zu finden.
Der PEM-Brennstoffzellenmodellierer verfu¨gt heute u¨ber einen reichhaltigen Fun-
dus an detaillierten Modellierungsansa¨tzen fu¨r die in den einzelnen Schichten der
Zelle wesentlichen Zusammenha¨nge. Hieraus lassen sich komplexe Brennstoffzel-
lenmodelle zusammenstellen, die besonders fu¨r die Analyse des Betriebsverhaltens
u¨ber weite Bereiche des Betriebsfensters geeignet sind. Im Kontrast hierzu wird es in
der kommenden Dekade no¨tig sein, kompakte Modelle unterschiedlichen Detailgra-
des zu formulieren, die auf bestimmte Fragestellungen zugeschnitten sind. Hierzu
za¨hlen Modelle fu¨r den Reglerentwurf, fu¨r die Diagnose, fu¨r die Auslegung und
Systemgestaltung, sowie PEM-Brennstoffzellenmodelle, die sich fu¨r die Simulation
von Zellstapeln oder sogar ganzen Systemen eignen. Derartige Modelle ko¨nnen als
Mitglieder einer Modellfamilie aufgefasst werden und lassen sich durch das schritt-
weise Treffen begru¨ndeter Annahmen aus einem komplexen Modell ableiten. Die-
ses liefert hierbei zum einen Anhaltspunkte fu¨r mo¨gliche Modellvereinfachungen,
wie z. B. die Quasistationarita¨tsannahme oder die Vernachla¨ssigung von Ortsgradi-
enten bestimmter Zustandsvariablen. Zum anderen dient es anschließend im Sinne
eines Referenzmodells zur Beurteilung der Qualita¨t der vereinfachten Modelle. Ein
anschauliches Beispiel fu¨r eine solche Modellfamilie aus dem Bereich Schmelzkarbo-
natbrennstoffzelle ist bei Heidebrecht (2004) zu finden. Ausgehend von einem kom-
plexen, o¨rtlich zweidimensionalen Referenzmodell werden eine Reihe von verein-
fachten Modellen abgeleitet (Mangold et al., 2004a; Heidebrecht und Sundmacher,
2005a,b), die anschließend fu¨r die Optimierung der Katalysatorverteilung (Heide-
brecht und Sundmacher, 2005c), fu¨r Konzeptstudien (Heidebrecht und Sundmacher,
2005b) und fu¨r den Reglerentwurf zum Einsatz kommen (Sheng et al., 2006).
Mit Hilfe eines rechnergestu¨tzten Modellierungswerkzeuges lassen sich derarti-
ge Modellfamilien effizient behandeln und die vorhandenen Gemeinsamkeiten der
einzelnen Modelle gezielt ausnutzen. Hierbei ko¨nnen die verschiedenen Modelle
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bzw. Teilmodelle in einer Bibliothek abgelegt werden. Spa¨ter lassen sich diese bei
der Erstellung von Modellvarianten oder vereinfachten Modellen teilweise wieder-
verwenden oder auf geeignete Weise anpassen. Der Modellierungsprozess kann da-
durch erheblich vereinfacht und beschleunigt werden. Voraussetzung fu¨r die Um-
setzung eines solchen Modellierungswerkzeuges ist der Einsatz eines geeigneten
Modellstrukturierungskonzeptes. Ein solches Konzept muss dabei dem Nutzer ei-
nerseits die ho¨chstmo¨gliche Flexibilita¨t bieten und andererseits garantieren, dass die
formulierten Modelle kompatibel, konsistent und numerisch behandelbar bleiben
(SFB 412, 2004).
Zielsetzung des ersten Teils der vorliegenden Arbeit ist der Entwurf eines derar-
tigen Modellstrukturierungskonzeptes fu¨r die Behandlung von Brennstoffzellenmo-
dellen. Ausgangspunkt hierfu¨r ist die Netzwerktheorie verfahrenstechnischer Pro-
zesse (Gilles, 1997, 1998; Mangold et al., 2002), die im Rahmen dieser Arbeit fu¨r die
Betrachtung elektrochemischer Systeme zu erweitern ist. Hierzu wird im folgenden
zweiten Kapitel zuna¨chst eine konsistente Modellfamilie fu¨r die Membran-Elektro-
den-Einheit hergeleitet und ausfu¨hrlich diskutiert. Dieser Bestandteil der Brennstoff-
zelle macht im Vergleich zu rein verfahrenstechnischen Modellen die Besonderheit
elektrochemischer Systeme aus und bedarf im Hinblick auf das Modellstrukturie-
rungskonzept deshalb besonderer Aufmerksamkeit. Im dritten Kapitel wird dann
mit Hilfe der gewonnenen Erkenntnisse das Modellstrukturierungskonzept fu¨r elek-
trochemische Systeme formuliert und ausfu¨hrlich diskutiert.
Im zweiten Teil der Arbeit wird das entworfene Modellstrukturierungskonzept
zum Einsatz gebracht, um das nichtlineare Betriebsverhalten der PEM-Brennstoff-
zelle na¨her zu untersuchen. In den vergangenen fu¨nf Jahren sind hierzu einige inte-
ressante experimentelle Befunde publiziert worden. Neben autonomen Spannungs-
oszillationen beim Betrieb mit CO-haltigen Brenngasen (Zhang und Datta, 2002)
oder als mo¨gliche Folge von Degradationserscheinungen (Kulikovsky et al., 2004a)
sind galvanostatisch mehrdeutige Kennlinien bei kleinen Wasserstoffpartialdru¨cken
gefunden worden (Katsaounis et al., 2005a). Benziger und Mitarbeiter beobachten
ausgepra¨gtes Zu¨nd-Lo¨sch-Verhalten beim Betrieb der Brennstoffzelle ohne externe
Befeuchtung (Moxley et al., 2003). Als Ursache hierfu¨r wird ein autokatalytischer
Wasserproduktionsmechanismus identifiziert, der unter anderem durch den bereits
erwa¨hnten, stark nichtlinearen Zusammenhang zwischen Membranleitfa¨higkeit und
relativer Gasfeuchte mo¨glich wird. Im vierten Kapitel der Arbeit wird dieser Mecha-
nismus na¨her betrachtet und dessen Einfluss auf die Strom-Spannungs-Kennlinie
der PEM-Brennstoffzelle untersucht.
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Kapitel 2
Konsistente Modellfamilie fu¨r
Membran-Elektroden-Einheiten
Durch die ablaufenden Reaktionen und den Transport von Ionen kommt es im Un-
terschied zu nicht-elektrochemischen Systemen im Inneren der Brennstoffzelle zu
einer o¨rtlichen Verteilung von Ladungstra¨gern. Diese Ladungsverteilung erregt ein
elektrisches Feld und ein zugeho¨riges Potentialfeld, welches wiederum auf die phy-
sikalisch-chemischen Vorga¨nge im Inneren der Membran-Elektroden-Einheit ru¨ck-
koppelt: (a) die Potentialdifferenz zwischen Elektrode und Elektrolyt bestimmt maß-
geblich die Geschwindigkeit der ablaufenden elektrochemischen Reaktionen, (b) der
Potentialgradient im Inneren des Elektrolyten stellt die wesentliche Triebkraft fu¨r
den Ionentransport dar und (c) die Potentialdifferenz zwischen den Elektronenlei-
tern der beiden Elektroden liefert die Klemmenspannung der Brennstoffzelle, die
experimentell leicht zuga¨nglich ist.
Die o¨rtlich-zeitliche Entwicklung des Potentialfeldes ist bei der Brennstoffzellen-
modellierung deshalb von besonderer Bedeutung. Sie la¨sst sich durch Lo¨sen der La-
dungsbilanz und der Poisson-Gleichung bestimmen. Im Zusammenhang mit den
beschreibenden Gleichungen fu¨r die u¨brigen Bestandteile der Brennstoffzelle ergibt
sich dabei allerdings ein aus numerischer Sicht ungu¨nstig behandelbares Modell.
Ursache hierfu¨r ist, dass die elektrodynamischen Prozesse auf wesentlich kleineren
Zeit- und La¨ngenskalen ablaufen. Zum Vergleich: die Dicke der elektrochemischen
Doppelschichten, in der sich im Nahbereich der Elektroden die ionischen Ladungs-
tra¨ger sammeln, liegt in der Gro¨ßenordnung von 10−9 m (Franco et al., 2006) und ist
damit klein gegen die u¨brigen Abmessungen der PEM-Brennstoffzelle. Die charakte-
ristische Zeit fu¨r den Wassertransport durch die Membran betra¨gt 102 s, die fu¨r den
Stofftransport in trockenen Gasdiffusionslagen 10−1 s (Benziger et al., 2004). Im Un-
terschied hierzu betragen die typischen Zeitkonstanten5 fu¨r die elektrochemischen
5Erstere abgescha¨tzt aus Impedanzmessungen an einer PEM-Brennstoffzelle (Springer et al., 1996).
Letztere abgescha¨tzt aus der dielektrischen Relaxationszeit τ=e/κ. Na¨heres hierzu folgt auf Seite 38.
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Prozesse an der kathodischen Doppelschicht 10−2 s und die fu¨r das Einschwingen
der Ladungsbilanz im Inneren des Elektrolyten 10−10 s. Fu¨r die Formulierung von
PEM-Brennstoffzellenmodellen werden deshalb, die Ladungsbilanzen und Feldglei-
chungen6 betreffend, u¨blicherweise eine Reihe von Vereinfachungen gemacht. Zu
den Wichtigsten geho¨ren die Zerlegung des Lo¨sungsgebietes in drei jeweils glo-
bal elektroneutrale Teile, die Annahme von lokaler Elektroneutralita¨t im Inneren
des Elektrolyten sowie die Quasistationarita¨tsannahme fu¨r die Ladungsbilanzen im
Nahbereich der Elektroden. Fast alle der bisher vero¨ffentlichten PEM-Brennstoffzel-
lenmodelle verwenden diese Vereinfachungen (siehe hierzu Weber und Newman,
2004; Wang, 2004). Nach Kenntnis des Autors haben im Bereich der PEM-Brenn-
stoffzellenmodellierung bisher nur Franco et al. (2006, 2007) versucht, die Effekte im
Nahfeld der Elektroden auf der Nanoskala dynamisch aufzulo¨sen.
Trotz der weiten Verbreitung und der Zweckma¨ßigkeit dieser Annahmen soll
sichergestellt werden, dass das zu entwickelnde Modellstrukturierungskonzept (Ka-
pitel 3) nicht nur auf die vereinfachten Modellformulierungen anwendbar ist, son-
dern auch fu¨r ”strenge“ Modelle Gu¨ltigkeit besitzt. Es ist deshalb zuna¨chst erforder-
lich, die Unterschiede verschiedener Modellformulierungen zu studieren und zu be-
werten. Hierzu wird im Folgenden eine konsistente Modellfamilie fu¨r die Membran-
Elektroden-Einheit einer Brennstoffzelle hergeleitet. Ausgangspunkt ist ein ”stren-
ges“ Modell, welches die Ladungsbilanz und Feldgleichungen vollsta¨ndig beru¨ck-
sichtigt und im Folgenden als Basismodell (Modell I) bezeichnet wird. Dieses wird
anschließend in drei Schritten vereinfacht. Im ersten Schritt erfolgt die oben erwa¨hn-
te Zerlegung des Lo¨sungsgebietes in drei jeweils global elektroneutrale Teile (Modell
II). Im zweiten Schritt wird das vergleichsweise schnelle Einschwingen der Ladungs-
bilanz im Inneren des Elektrolyten als quasistationa¨r beru¨cksichtigt (Modell III). Im
dritten Schritt wird schließlich die Annahme lokaler Elektroneutralita¨t im Inneren
des Elektrolyten eingearbeitet (Modell IV). Die vier Modelle weisen interessante Un-
terschiede auf. Dies gilt insbesondere fu¨r den o¨rtlichen Verlauf der Feldgro¨ßen und
der Raumladungsdichte. Daru¨ber hinaus ergeben sich durch die eingebrachten An-
nahmen auch Auswirkungen auf die Partialdichtefelder der geladenen Spezies, die
unter Umsta¨nden merkliche Auswirkungen auf die Prozessfelder haben ko¨nnen.
Beide Aspekte werden ausfu¨hrlich dargestellt und diskutiert.
6Als Feldgleichungen werden im Folgenden das Gaußsche Gesetz∇e0erE= $˜ und die Differentialglei-
chung zur Bestimmung des zugeho¨rigen Potentialfeldes∇φ=−E verstanden. Beide Gleichungen ko¨nnen
im Falle konstanter Permittivita¨t zur Poisson-Gleichung ∆φ=−$˜/e0er kombiniert werden.
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2.1 Basismodell (Modell I)
Das hier zu formulierende Basismodell muss im Hinblick auf die folgende Diskus-
sion zwei wesentliche Eigenschaften besitzen. Zum Ersten soll es mo¨glichst ”streng“
und allgemein formuliert sein, um dessen Gu¨ltigkeit nicht unno¨tig einzuschra¨nken.
Besonderes Gewicht soll auf die Ladungsbilanz, die Feldgleichungen und deren
Ru¨ckwirkung auf die Materialbilanzen gelegt werden. Zum Zweiten soll das Mo-
dell mo¨glichst u¨bersichtlich bleiben, um eine effektive Diskussion der verschiede-
nen Modellvarianten zu gewa¨hrleisten und um Besonderheiten leicht hervorheben
zu ko¨nnen. Aus diesem Grund werden bereits in das Basismodell eine Reihe von
Annahmen eingearbeitet. Zu den wichtigsten Vereinfachungen geho¨ren: (a) die Be-
trachtung eines o¨rtlich eindimensionalen Systems. Die Ortskoordinate des Modells
wird orthogonal zur Elektrodenfla¨che angesetzt und erlaubt die Bilanzierung aller
Schichten der Brennstoffzelle. Derartige Modelle werden in der Literatur als Sand-
wich-Modelle bezeichnet und sind fu¨r die Brennstoffzellenmodellierung weit ver-
breitet (Weber und Newman, 2004). Es werden (b) die Transportvorga¨nge in den
Gasdiffusionslagen und den Gaskompartimenten der Bipolarplatten nicht weiter be-
trachtet. Die entsprechenden Bilanzgleichungen liefern keinen Beitrag zur Diskussi-
on und sollen deshalb ohne Einschra¨nkung der Allgemeingu¨ltigkeit unberu¨cksich-
tigt bleiben. Stattdessen wird davon ausgegangen, dass die Partialdichten der durch
das Porennetzwerk transportierten Spezies am Reaktionsort bekannt sind. Es wird
(c) von einem isothermen System ausgegangen. Die Energiebilanz liefert ebenfalls
keinen Beitrag zur Diskussion. Daru¨ber hinaus ist bei Niedertemperatur-Brennstoff-
zellen die Kopplung zwischen Ladungsbilanz, Feldgleichungen und Energiebilanz
durch die schwache Temperaturabha¨ngigkeit der Elektrolytleitfa¨higkeit kaum aus-
gepra¨gt. Schließlich soll der U¨bersichtlichkeit wegen (d) die Mikrostruktur der bei-
den Elektroden vernachla¨ssigt werden. Stattdessen wird von planaren Elektroden
ausgegangen. Letzteres stellt eine erhebliche Vereinfachung der tatsa¨chlichen Situa-
tion an den Gasdiffusionselektroden dar. Dennoch ist diese Annahme bei der PEM-
Brennstoffzellenmodellierung nicht unu¨blich (Weber und Newman, 2004) und fu¨r
die folgende Diskussion nur von geringer Bedeutung.
Die an den beiden Elektroden ablaufenden Reaktionen werden wie folgt
dargestellt:
∑
red
νAred,jS
A
red ­ νAe− ,je− +∑
ox
νAox,jS
A
ox (j-te Anodenreaktion)
∑
ox
νCox,jS
C
ox + ν
C
e−,je
− ­ ∑
red
νCred,jS
C
red (j-te Kathodenreaktion).
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Abbildung 2.1: Skizze der Membran-Elektroden-Einheit einer Brennstoffzelle
(nicht maßstabsgerecht) und schematische Darstellung des o¨rtlichen Verlaufs
der Raumladungsdichte $˜, der elektrischen Feldsta¨rke E und des elektrischen
Potentials φ fu¨r den Fall i>0.
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Dabei sind SAred die Reduktionsmittel an der Anodenelektrode und ν
A
red,j die entspre-
chenden sto¨chiometrischen Koeffizienten der Spezies in der j-ten Anodenreaktion.
Die Oxidationsmittel an der Anode werden mit SAox und die zugeho¨rigen sto¨chio-
metrischen Koeffizienten mit νAox,j bezeichnet. S
C
ox und SCred sind die Oxidationsmittel
und Reduktionsmittel an der Kathodenelektrode und νCox,j bzw. ν
C
red,j die entspre-
chenden sto¨chiometrischen Koeffizienten in der j-ten Kathodenreaktion. Die sto¨chio-
metrischen Koeffizienten der Elektronen in den Elektrodenreaktionen νAe−,j und ν
C
e− ,j
geben die Anzahl der an den Elektroden durchtretenden Elektronen an.
Das Lo¨sungsgebiet ist in Abbildung 2.1 dargestellt und wird in drei Intervalle
unterteilt: den anodischen ladungsfreien Raum (Intervall 1), das Innere des Elek-
trolyten (Intervall 2) und den kathodischen ladungsfreien Raum (Intervall 3). Der
U¨bersichtlichkeit halber werden die drei Intervalle im Folgenden jeweils separat bi-
lanziert und u¨ber geeignete Randbedingungen mit einander verknu¨pft.
Intervall 1: Anodischer ladungsfreier Teil des Elektrolyten (z1< z< z2)
Der linke Rand des ersten Intervalls stellt die Phasengrenze zwischen Elektrode
und Elektrolyt dar. Durch die hier ablaufenden elektrochemischen Reaktionen la-
den sich Elektronenleiter und Elektrolyt entgegengesetzt auf. Infolge der Ladungs-
trennung kommt es zu einer ru¨ckstellenden elektrostatischen Kraftwirkung zwi-
schen den U¨berschuss-Ionen7 im Elektrolyten und der entgegengesetzt geladenen
Elektrodenoberfla¨che. Ein Teil der Ionen na¨hert sich deshalb der Elektrodenober-
fla¨che mo¨glichst weit an und bildet eine parallel dazu ausgerichtete Ladungsschicht,
die als a¨ußere Helmholtz-Fla¨che bezeichnet wird (z. B. Hamann und Vielstich, 1998).
Der Abstand zwischen der a¨ußeren Helmholtz-Fla¨che und der gegenu¨berliegenden
Elektrode ist durch die ra¨umliche Ausdehnung der solvatisierten U¨berschuss-Ionen
begrenzt. Er entspricht in etwa deren Radius und liegt im Falle der PEM-Brennstoff-
zelle in der Gro¨ßenordnung von 10−9 m (Franco et al., 2006). Der sich daraus ergeben-
de ladungsfreie Teil des Lo¨sungsgebietes wird durch das hier betrachtete Intervall 1
repra¨sentiert (Abbildung 2.2). Die Feldgleichungen lauten unter Beru¨cksichtigung
der Ladungsfreiheit:
∂E
∂z
= 0
∂φ
∂z
= −E . (2.1)
7U¨berschuss ist hier im Sinne von Ladungsu¨berschuss gemeint.
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Abbildung 2.2: Skizze des ersten Lo¨sungsintervalls — Anodischer ladungsfreier
Teil des Elektrolyten (nicht maßstabsgerecht) und schematische Darstellung des
o¨rtlichen Verlaufs der Raumladungsdichte $˜, der elektrischen Feldsta¨rke E und
des elektrischen Potentials φ fu¨r den Fall i>0.
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Dabei ist E [V·m−1] die elektrische Feldsta¨rke und φ [V] das elektrische Potential.
Mit den Randbedingungen
E
∣∣
z1
=
qA
e0er
φ
∣∣
z1
= φLB (2.2)
folgt aus Ortsintegration der beiden Gleichungen
E(z2) =
qA
e0er
φ(z2) = φLB − qA (z2 − z1)
e0er
. (2.3)
Die Symbole e0 [A·s·V−1 ·m−1] und er [1] stehen fu¨r die Permittivita¨t des Vakuums
und die relative Permittivita¨t des Membranmaterials. Letztere wird als konstant an-
genommen. Die Variable φLB steht fu¨r das elektrische Potential am linken Rand des
Systems und qA [A·s·m−2] ist die Fla¨chenladungsdichte der Anodenelektrode. Diese
la¨sst sich aus der Ladungsbilanz fu¨r den Elektronenleiter der Elektrode gewinnen:
dqA
dt
= i− F ∑
j
rAj ν
A
e−,j . (2.4)
Hierin ist i [A·m−2] die Stromdichte, F [A·s·mol−1] die Faraday-Konstante und rAj
[mol·m−2 ·s−1] die fla¨chenbezogene Reaktionsrate der j-ten anodischen Reaktion.
Tatsa¨chlich ko¨nnen innerhalb der Ladungsdoppelschicht neben neutralen Mo-
leku¨len auch Lo¨sungsmitteldipole und teilweise desolvatisierte Ionen direkt an der
Elektrodenoberfla¨che adsorbieren (z. B. Hamann und Vielstich, 1998). Die durch die
Ladungsschwerpunkte adsorbierter Spezies gebildete Schicht wird als innere
Helmholtz-Fla¨che bezeichnet. Diese wird in der vorliegenden Betrachtung der U¨ber-
sichtlichkeit halber vernachla¨ssigt. Das Intervall 1 wird als ladungsfrei betrachtet. Ei-
ne Ladungsbilanz ist somit u¨berflu¨ssig. Aufgrund der im Vergleich zur Gesamtdicke
des Elektrolyten sehr geringen Abmessung wird daru¨ber hinaus angenommen, dass
sich abgesehen vom Lo¨sungsmittel darin u¨berhaupt keine Spezies befinden. Das In-
tervall kommt deshalb auch ohne Materialbilanzen aus.
Intervall 2: Inneres des Elektrolyten (z2< z< z3)
Im benachbarten Intervall 2 ko¨nnen sowohl Ionen als auch ungeladene Spezies auf-
treten (Abbildung 2.3). Die Materialbilanzen zur Bestimmung der Nc Ortsprofile der
Partialdichten lauten (mit Nc der Anzahl der Komponenten):
∂$α
∂t
= −∂jα
∂z
α = 1 . . . Nc . (2.5)
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Abbildung 2.3: Skizze des zweiten Lo¨sungsintervalls — Inneres des Elektrolyten
(nicht maßstabsgerecht) und schematische Darstellung des o¨rtlichen Verlaufs
der Raumladungsdichte $˜, der elektrischen Feldsta¨rke E und des elektrischen
Potentials φ fu¨r den Fall i>0.
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Dabei ist $α [kg·m−3] die Partialdichte der Spezies α und jα [kg·m−2 ·s−1] die Mas-
senstromdichte der Spezies α durch Diffusion, Konvektion und Migration. Die Rand-
bedingungen fu¨r die obige Differentialgleichung ergeben sich aus der Bilanzierung
der speicherlosen Intervallra¨nder. Am linken und rechten Rand laufen die anodi-
schen bzw. kathodischen Elektrodenreaktionen ab und sorgen fu¨r einen Zu- bzw. Ab-
fluss der einzelnen Spezies. Fu¨r den Fall, dass eine Komponente nicht an den Elektro-
denreaktionen beteiligt ist, sondern nur durch den Elektrolyten hindurch transpor-
tiert wird, kann die entsprechende Stoffu¨bergangskinetik als quasi-Elektrodenreak-
tion aufgefasst und analog zu den elektrochemischen Reaktionen behandelt werden.
Die Randbedingungen lauten (α=1 . . . Nc):
0 = Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z2
0 = jα
∣∣
z3
+ Mα ∑
j
rCj ν
C
α,j (2.6)
mit Mα [kg·mol−1] der molaren Masse der Spezies α und rCj [mol·m−2 ·s−1] der
fla¨chenbezogenen Reaktionsrate der j-ten kathodischen Reaktion.
Fu¨r die weitere Diskussion erweist es sich als nu¨tzlich, die Materialbilanz einer
geladenen Spezies (z. B. α=Nc mit zNc 6=0) durch die Ladungsbilanz zu ersetzen.
Aus dem Faradayschen Gesetz (2.9) und den Materialbilanzen ergibt sich dann:
∂$˜
∂t
= −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
. (2.7)
Dabei ist $˜ [A·s·m−3] die Raumladungsdichte und zα [1] die Ladungszahl der Spezi-
es α. Die Randbedingungen fu¨r die Ladungsbilanz folgen aus den Randbedingungen
der Materialbilanzen, dem Faradayschen Gesetz und den sto¨chiometrischen Bezie-
hungen der ablaufenden elektrochemischen Reaktionen:
0 = ∑
j
rAj ν
A
e− ,j −
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z2
0 =
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z3
+∑
j
rCj ν
C
e−,j . (2.8)
Die ”fehlende“ Partialdichte $Nc wird mit Hilfe des Faradayschen Gesetzes aus der
Raumladungsdichte $˜ und den Nc−1 bekannten Partialdichten $α bestimmt:
$˜ = F
Nc
∑
α=1
zα
Mα
$α . (2.9)
Als na¨chstes werden die Feldgleichungen betrachtet. Sie lauten:
∂E
∂z
=
$˜
e0er
∂φ
∂z
= −E . (2.10)
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Mit den zugeho¨rigen Randbedingungen, die aus der analytischen Lo¨sung (2.3) des
benachbarten Intervalls 1 folgen
E
∣∣
z2
=
qA
e0er
φ
∣∣
z2
= φLB − qA (z2 − z1)
e0er
, (2.11)
lassen sich die Ortsprofile der elektrischen Feldsta¨rke und des elektrischen Potenti-
als, sowie insbesondere deren Werte auf dem rechten Intervallrand E(z3) und φ(z3)
bestimmen. Letztere werden als Randbedingungen fu¨r das folgende Intervall 3 be-
no¨tigt.
Intervall 3: Kathodischer ladungsfreier Teil des Elektrolyten (z3< z< z4)
Die beschreibenden Gleichungen fu¨r das letzte Intervall ko¨nnen in vollsta¨ndiger
Analogie zum Intervall 1 gewonnen werden. Die Materialbilanzen entfallen und die
Feldgleichungen
∂E
∂z
= 0
∂φ
∂z
= −E (2.12)
lassen sich analytisch lo¨sen. Mit den Randbedingungen ergibt sich aus Ortsintegra-
tion obiger Gleichungen fu¨r das elektrische Potential auf dem rechten Intervallrand:
φRB = φ
∣∣
z3
− E∣∣z3(z4 − z3) . (2.13)
Die Ladungsbilanz der Kathodenelektrode
dqC
dt
= −F ∑
j
rCj ν
C
e−,j − i (2.14)
mit qC [A·s·m−2], der Fla¨chenladungsdichte des Elektronenleiters, schließt die glo-
bale Ladungsbilanz des Gesamtsystems und sichert dessen Elektroneutralita¨t. Diese
Eigenschaft ist charakteristisch fu¨r derartige Systeme und soll hier deshalb kurz dis-
kutiert werden.
Ein elektrochemisches System muss sich nach außen stets elektroneutral verhal-
ten. In seinem Innerem ko¨nnen keine Ladungen entstehen, sondern nur getrennt
werden. Aus dieser U¨berlegung ergibt sich fu¨r das vorliegende Problem die Schluss-
folgerung:
qA +
z3∫
z2
$˜ dz + qC = 0 ∀t . (2.15)
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Hierzu ist notwendig, dass:
dqA
dt
+
d
dt
z3∫
z2
$˜ dz +
dqC
dt
= 0 bzw.
dqA
dt
+
z3∫
z2
∂$˜
∂t
dz +
dqC
dt
= 0 ,
was sich durch Einsetzen der Ladungsbilanzen (2.4), (2.7) und (2.14) und der zu-
geho¨rigen Randbedingungen zeigen la¨sst:
i− F ∑
j
rAj ν
A
e−,j︸ ︷︷ ︸
dqA
dt
+F ∑
j
rCj ν
C
e−,j + F ∑
j
rAj ν
A
e− ,j︸ ︷︷ ︸
z3∫
z2
∂$˜
∂t dz=F
z3∫
z2
∑
α
zα
Mα
∂jα
∂z dz
−F ∑
j
rCj ν
C
e−,j − i︸ ︷︷ ︸
dqC
dt
= 0 .
Die Bestimmung der Fla¨chenladungsdichte der Kathodenelektrode qC kann wahl-
weise mit Hilfe der Ladungsbilanz (2.14) oder der globalen Elektroneutralita¨tsbe-
dingung (2.15) erfolgen. Bei Verwendung der Ladungsbilanz mu¨ssen die Anfangs-
bedingungen qA(t=0), $˜(t=0, z) und qC(t=0) dann allerdings konsistent mit Glei-
chung (2.15) sein.
Bilanzgeru¨st fu¨r das Basismodell (Modell I)
Um das Modell zu vervollsta¨ndigen, mu¨ssen noch einige konstitutive Gleichungen
erga¨nzt werden. Hierzu geho¨ren reaktionskinetische Ansa¨tze fu¨r die elektrochemi-
schen Reaktionen und ein Ansatz fu¨r den Stofftransport im Inneren des Elektrolyten.
Fu¨r die Reaktionskinetiken wird oft die sog. Butler-Volmer-Gleichung angesetzt, die
typischerweise die Reaktionsraten mit den Partialdichten der beteiligten Reaktanten
und der Potentialdifferenz zwischen Elektrode und Elektrolyt verknu¨pft:
rAj = r
A
j ($α
∣∣
z2
, ∆φA) rCj = r
C
j ($α
∣∣
z3
, ∆φC) . (2.16)
Dabei ist im vorliegenden Fall ∆φA=φLB−φ|z2 und ∆φC=φRB−φ|z3 . Fu¨r den Stoff-
transport kommt ha¨ufig die sog. Nernst-Planck-Gleichung oder allgemeiner der Ste-
phan-Maxwell-Ansatz zum Einsatz. Erstere verknu¨pft beispielsweise die Massen-
stromdichten der einzelnen Spezies mit deren Partialdichtefeldern (Konvektion, Dif-
fusion) und dem elektrischen Feld (Migration):
jα
∣∣∣∣
z
= jα
(
$α
∣∣∣∣
z
,
∂$α
∂z
∣∣∣∣
z
,
∂φ
∂z
∣∣∣∣
z
)
α = 1 . . . Nc . (2.17)
Weiterfu¨hrende Details hierzu sind fu¨r die folgenden Betrachtung nur von geringer
Bedeutung und ko¨nnen bei Bedarf z. B. bei Newman (1991) nachgelesen werden.
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Daru¨ber hinaus mu¨ssen noch zwei Variablen von außen vorgegeben werden. Dies
ko¨nnen entweder die beiden Potentiale φLB und φRB sein oder eines der beiden Po-
tentiale und der elektrische Strom i. Damit ist das Modell komplett formuliert. Des-
sen Bilanzgeru¨st soll abschließend noch einmal vollsta¨ndig dargestellt werden.
Materialbilanzen
∂$α
∂t
= −∂jα
∂z
z2 < z < z3, α = 1 . . . Nc − 1 (2.18)
RB’en: 0 = Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z2
0 = jα
∣∣
z3
+ Mα ∑
j
rCj ν
C
α,j (2.19)
Ladungsbilanzen
dqA
dt
= i− F ∑
j
rAj ν
A
e−,j (2.20)
∂$˜
∂t
= −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
z2 < z < z3 (2.21)
$˜ = F
Nc
∑
α=1
zα
Mα
$α z2 < z < z3 (2.22)
0 = qA +
z3∫
z2
$˜ dz + qC (2.23)
RB’en: 0 = ∑
j
rAj ν
A
e−,j −
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z2
0 =
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z3
+∑
j
rCj ν
C
e−,j (2.24)
Feldgleichungen
∂E
∂z
=
$˜
e0er
z2 < z < z3 (2.25)
∂φ
∂z
= −E z2 < z < z3 (2.26)
φRB = φ
∣∣
z3
− E∣∣z3(z4 − z3) (2.27)
RB’en: E
∣∣
z2
=
qA
e0er
φ
∣∣
z2
= φLB − qA (z2 − z1)
e0er
(2.28)
Mit Hilfe der Nc−1 Materialbilanzen (2.18) und den zugeho¨rigen Randbedingungen
(2.19) lassen sich Nc−1 Ortsprofile der Partialdichten bestimmen. Das Ortsprofil der
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Nc-ten Spezies la¨sst sich mit Hilfe des Faradayschen Gesetzes (2.22) aus der Raumla-
dungsdichte berechnen. Diese folgt aus der Ladungsbilanz (2.21) und den zugeho¨ri-
gen Randbedingungen (2.24). Die Fla¨chenladungsdichte der Anodenelektrode folgt
aus Gleichung (2.20), die der Kathodenelektrode aus der globalen Elektroneutra-
lita¨tsbeziehung (2.23). Aus der bekannten Ladungsverteilung la¨sst sich mit Hilfe der
Feldgleichungen (2.25)–(2.27) und den zugeho¨rigen Randbedingungen (2.28) schließ-
lich der Potentialverlauf im Inneren der Membran-Elektroden-Einheit bestimmen.
2.2 Zerlegung in elektroneutrale Abschnitte (Modell II)
Die Ladungsdichteverteilung kann im Nahbereich der Elektroden, d. h. am linken
und rechten Rand des zweiten Intervalls, extreme Ortsgradienten aufweisen. Wie be-
reits erwa¨hnt sammelt sich ein Teil der U¨berschuss-Ionen in der a¨ußeren Helmholtz-
Fla¨che. Die restlichen u¨berschu¨ssigen Ladungstra¨ger formieren sich in der Na¨he die-
ser und bilden eine mit zunehmenden Abstand von der Elektrode schwa¨cher wer-
dende Raumladung. Dieser Bereich wird als sog. diffuse Doppelschicht bezeichnet
(z. B. Hamann und Vielstich, 1998). Dessen Dicke ha¨ngt im Wesentlichen von der Io-
nensta¨rke des Elektrolyten ab und betra¨gt im Falle der PEM-Brennstoffzelle weniger
als 10−9 m (Franco et al., 2006).
Fu¨r den Fall, dass der numerische Aufwand fu¨r die Auflo¨sung dieser Gebiete die
Verwendbarkeit des Modells z. B. hinsichtlich der Rechenzeit einschra¨nkt, kann mit
Hilfe einer geeigneten integralen Betrachtung Abhilfe geschaffen werden. Das zwei-
te Intervall des Lo¨sungsgebietes wird hierzu in drei Unterabschnitte zerlegt: zwei
du¨nne Randintervalle 2α mit z2< z< z∗2 und 2γ mit z∗3 < z< z3 und das in der Mitte
verbleibende Intervall 2β mit z∗2 < z< z∗3 (Abbildung 2.4). Die beiden Randintervalle
werden im Unterschied zur bisherigen Vorgehensweise nicht mehr ortsaufgelo¨st be-
trachtet und die zugeho¨rigen Bilanzgleichungen stattdessen u¨ber den Ort integriert.
Die genaue Lage der zusa¨tzlich einzufu¨hrenden Intervallgrenzen z∗2 und z∗3 ist hier-
bei noch unbekannt und muss zuna¨chst gekla¨rt werden. Nur durch geschickte Wahl
dieser la¨sst sich die angestrebte Vereinfachung sinnvoll in das Modell einarbeiten.
Eine geeignete Mo¨glichkeit hierfu¨r stellt die Unterteilung des Gesamtsystems in
drei jeweils global elektroneutrale Abschnitte dar. Ausgangspunkt ist die globale
Elektroneutralita¨t des Gesamtsystems (2.23):
qA +
z3∫
z2
$˜ dz + qC = 0 ∀t .
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Abbildung 2.4: Zerlegung des zweiten Lo¨sungsintervalls in drei Teilgebiete: zwei
du¨nne Randgebiete 2α und 2γ und ein in der Mitte liegendes Gebiet 2β.
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Die Wahl von z∗2 und z∗3 soll nun so erfolgen, dass das Intervall 2α die Fla¨chenla-
dungsdichte qA und das Intervall 2γ die Fla¨chenladungsdichte qC kompensiert:
qA +
z∗2∫
z2
$˜ dz
︸ ︷︷ ︸
!=0
+
z∗3∫
z∗2
$˜ dz
︸ ︷︷ ︸
!=0
+
z3∫
z∗3
$˜ dz + qC
︸ ︷︷ ︸
!=0
= 0 ∀t . (2.29)
Aus dieser Forderung la¨sst sich dann die Lage der beiden Intervallgrenzen z∗2 und
z∗3 bestimmen. Es gilt:
z∗2 :
z∗2∫
z2
$˜ dz = −qA z∗3 :
z3∫
z∗3
$˜ dz = −qC . (2.30)
Da sich sowohl die Fla¨chenladungsdichten der Elektroden qA(t) und qC(t) als auch
die Raumladungsdichte im Inneren des Elektrolyten $˜(t, z) zeitlich unabha¨ngig von-
einander entwickeln ko¨nnen, sind die Grenzen z∗2 und z∗3 allerdings streng genom-
men zeitlich vera¨nderlich. Wie bereits erwa¨hnt, bleibt die Breite der beiden Randin-
tervalle 2α und 2γ jedoch in jedem Fall klein im Vergleich zu den Abmessungen des
gesamten zweiten Intervalls:
(z∗2 − z2)¿ (z3 − z2) (z3 − z∗3)¿ (z3 − z2) . (2.31)
Vereinfachend soll deshalb, a¨hnlich wie bei der Einfu¨hrung eines Filmmodells, da-
von ausgegangen werden, dass die Zeitabha¨ngigkeit der beiden Intervallgrenzen
vernachla¨ssigbar ist. Die Gro¨ßen z∗2 und z∗3 werden damit zu (zeitlich konstanten)
Modellparametern, die mit Hilfe von Gleichung (2.30) aus den Ergebnissen des Ba-
sismodells abgescha¨tzt werden ko¨nnen.8
Im Folgenden soll diese Vereinfachung in den Gleichungssatz des Basismodells
(2.18)–(2.28) eingearbeitet werden. Hierzu werden schrittweise die Konsequenzen
fu¨r die Ladungsbilanzen, die Feldgleichungen und schließlich die Materialbilanzen
diskutiert.
Zusammenstellen der Ladungsbilanzen
Aus der Bilanz fu¨r den Elektronenleiter der Anodenelektrode (2.20) und der oben
formulierten Elektroneutralita¨tsbeziehung (2.29) folgen die Bestimmungsgleichun-
8Diese Abscha¨tzung muss fu¨r i>0 erfolgen, da fu¨r den Fall i=0 z∗2 und z∗3 identisch gleich (z3 − z2)/2
sind.
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gen fu¨r die Fla¨chenladungsdichte der Anodenelektrode und der integralen Ladungs-
dichte des Intervalls 2α (z2< z< z∗2):
dqA
dt
= i− F ∑
j
rAj ν
A
e−,j
z∗2∫
z2
$˜ dz = −qA . (2.32)
Analog ergibt sich fu¨r die Fla¨chenladungsdichte der Kathode sowie die integrale
Ladungsdichte im Intervall 2γ (z∗3 < z< z3):
dqC
dt
= −F ∑
j
rCj ν
C
e−,j − i
z3∫
z∗3
$˜ dz = −qC . (2.33)
Als Na¨chstes soll die Raumladungsdichte im Kern des Elektrolyten betrachtet wer-
den (Intervall 2β). Die Ladungsbilanz lautet:
∂$˜
∂t
= −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
z∗2 < z < z∗3 . (2.34)
Die Randbedingungen fu¨r die obige Differentialgleichung lassen sich mit Hilfe der
Elektroneutralita¨tsbeziehung (2.29) beschaffen. Aus
qA +
z∗2∫
z2
$˜ dz = 0
z3∫
z∗3
$˜ dz + qC = 0
folgt jeweils durch Zeitableitung und unter Beru¨cksichtigung der Leibniz-Regel:
dqA
dt
+
z∗2∫
z2
∂$˜
∂t
dz = 0
z3∫
z∗3
∂$˜
∂t
dz +
dqC
dt
= 0 .
Einsetzen der Ladungsbilanzen (2.32), (2.33) und (2.21) fu¨hrt mit Hilfe der bekannten
Randbedingungen (2.24) schließlich auf den gesuchten Zusammenhang:
0 = i− F
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z∗2
0 = F
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z∗3
− i . (2.35)
Folgerichtig fließt u¨ber die beiden neu eingefu¨hrten Grenzen z∗2 und z∗3 jeweils die
Stromdichte i und sichert damit die globale Elektroneutralita¨t der einzelnen Ab-
schnitte.
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Fu¨r die Formulierung von Modell II werden die Beziehungen (2.20) und (2.21) sowie
(2.23) und (2.24) aus dem Basismodell durch die obigen Gleichungen (2.32)–(2.35)
ersetzt.
Konsequenzen fu¨r die Feldgleichungen
Als Na¨chstes werden die Feldgleichungen diskutiert. Da die diffusen Doppelschich-
ten nicht la¨nger ortsaufgelo¨st betrachtet werden, sind auch die Ortsprofile der Feld-
sta¨rke und des elektrischen Potentials in den betreffenden Intervallen 2α und 2γ
nicht mehr bestimmbar. Fu¨r die korrekte Beschreibung des in der Mitte liegenden
Intervalls 2β und fu¨r die Bestimmung des elektrischen Potentials auf dem rechten
Rand des Gesamtsystems φRB mu¨ssen allerdings zumindest die Zusammenha¨nge
zwischen den Feldgro¨ßen auf den Intervallra¨ndern z2 und z∗2 , sowie z∗3 und z3 ange-
geben werden.
Zuna¨chst soll eine Beziehung zwischen der bekannten elektrischen Feldsta¨rke
auf dem Rand z2 und der Feldsta¨rke auf dem Rand z∗2 hergestellt werden. Aus Orts-
integration des Gaußschen Gesetzes u¨ber das Intervall 2α
z∗2∫
z2
∂E
∂z
dz =
z∗2∫
z2
$˜
e0er
dz bzw. E
∣∣
z∗2
− E∣∣z2 = 1e0er
z∗2∫
z2
$˜ dz
folgt aus der bekannten Feldsta¨rke auf dem Rand z2 (2.28) und dem Zusammenhang
fu¨r die integrale Ladungsdichte im Intervall 2α (2.32) das interessante Ergebnis:
E
∣∣
z∗2
= 0 . (2.36)
Auf a¨hnliche Weise lassen sich die Zusammenha¨nge fu¨r das Intervall 2γ beschaffen.
Es kann gezeigt zeigen, dass ebenfalls
E
∣∣
z∗3
= 0 sowie E
∣∣
z3
= − q
C
e0er
. (2.37)
Im zweiten Schritt muss eine Aussage zu den elektrischen Potentialen auf den Ra¨n-
dern z∗2 und z∗3 getroffen werden. Formal wu¨rden sich diese aus den folgenden bei-
den Beziehungen bestimmen lassen:
z∗2∫
z2
∂φ
∂z
dz = −
z∗2∫
z2
E dz
z3∫
z∗3
∂φ
∂z
dz = −
z3∫
z∗3
E dz .
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Wird davon ausgegangen, dass sich die integrale Raumladung in den beiden In-
tervallen 2α und 2γ beispielsweise jeweils o¨rtlich homogen verteilt, lassen sich die
obigen Gleichungen analytisch auswerten. Es kann allerdings gezeigt werden, dass
die resultierenden Potentialdifferenzen, unabha¨ngig von der o¨rtlichen Verteilung der
Ladungen, aufgrund der geringen Intervalldicke klein im Vergleich zu den restlichen
Potentialdifferenzen sind (z. B. Unbehauen, 1994). In guter Na¨herung kann deshalb
angenommen werden, dass
φ
∣∣
z∗2
= φ
∣∣
z2
φ
∣∣
z3
= φ
∣∣
z∗3
. (2.38)
Mit Hilfe der obigen Zusammenha¨nge lassen sich nun die Randbedingungen fu¨r die
Feldgleichungen im Intervall 2β (z∗2 < z< z∗3)
∂E
∂z
=
$˜
e0er
∂φ
∂z
= −E (2.39)
zusammenstellen. Aus (2.36), (2.38) und (2.28) folgt:
E
∣∣
z∗2
= 0 φ
∣∣
z∗2
= φLB − qA (z2 − z1)
e0er
. (2.40)
Fu¨r φRB ergibt sich schließlich aus den Beziehungen (2.37), (2.38) und (2.27):
φRB = φ
∣∣
z∗3
+ qC
(z4 − z3)
e0er
. (2.41)
Fu¨r die Formulierung von Modell II werden die Beziehungen (2.25)–(2.28) aus dem
Basismodell im Folgenden durch die obigen Gleichungen (2.39)–(2.41) ersetzt.
Konsequenzen fu¨r die Materialbilanzen
Abschließend sollen die Materialbilanzen fu¨r die Intervalle 2α–2γ betrachtet werden.
Wie eingangs erwa¨hnt, werden die beiden Randgebiete 2α und 2γ nicht la¨nger orts-
aufgelo¨st. Ausgangspunkt sind die Materialbilanzen (2.18)
∂$α
∂t
= −∂jα
∂z
z2 < z < z3, α = 1 . . . Nc − 1
mit den zugeho¨rigen Randbedingungen (2.19) fu¨r die Ra¨nder z2 und z3:
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0 = Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z2
0 = jα
∣∣
z3
+ Mα ∑
j
rCj ν
C
α,j .
Zuna¨chst soll das Intervall 2α diskutiert werden. Ortsintegration der Materialbilan-
zen liefert:
z∗2∫
z2
∂$α
∂t
dz = −
z∗2∫
z2
∂jα
∂z
dz bzw.
d
dt
z∗2∫
z2
$α dz = jα
∣∣
z2
− jα
∣∣
z∗2
.
Wird fu¨r den Zustand $α(t, z) im Inneren des Intervalls 2α ein o¨rtlich konstantes Pro-
fil $α,2α(t) angenommen, so folgt schließlich gemeinsam mit der bekannten Randbe-
dingung (2.19):
(z∗2 − z2)
d$α,2α
dt
= Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z∗2
α = 1 . . . Nc − 1 . (2.42)
Analog la¨sst sich fu¨r das Intervall 2γ herleiten:
(z3 − z∗3)
d$α,2γ
dt
= jα
∣∣
z∗3
+ Mα ∑
j
rCj ν
C
α,j α = 1 . . . Nc − 1 . (2.43)
Die Gro¨ßen $α,2α und $α,2γ stellen dabei jeweils die mittleren Partialdichten der Spe-
zies α im Inneren des betreffenden Intervalls dar. Die noch unbekannten Massen-
stromdichten jα|z∗2 und jα|z∗3 folgen aus der Auswertung der Materialbilanzen fu¨r
das innere Intervall 2β:
∂$α
∂t
= −∂jα
∂z
z∗2 < z < z∗3 , α = 1 . . . Nc − 1 . (2.44)
Hierzu mu¨ssen allerdings die Partialdichten auf den Ra¨ndern z∗2 und z∗3 bekannt sein.
Vereinfachend soll angenommen werden, dass hierfu¨r gilt:
$α
∣∣
z∗2
= $α,2α $α
∣∣
z∗3
= $α,2γ . (2.45)
Die Partialdichte der Nc-ten Spezies folgt im inneren Intervall 2β wie gehabt mit
Hilfe des Faradayschen Gesetzes
$˜ = F
Nc
∑
α=1
zα
Mα
$α z∗2 < z < z∗3 (2.46)
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aus der bekannten Raumladungsdichte. In den beiden Randintervallen ist dies a¨hn-
lich. Hier lassen sich die mittleren Partialdichten der Nc-ten Spezies aus den integra-
len Ladungsdichten der Intervalle 2α und 2γ bestimmen. Es gilt:
1
(z∗2 − z2)
z∗2∫
z2
$˜ dz = F
Nc
∑
α=1
zα
Mα
$α,2α
1
(z3 − z∗3)
z3∫
z∗3
$˜ dz = F
Nc
∑
α=1
zα
Mα
$α,2γ .
Mit Hilfe der Beziehungen (2.32) und (2.33) folgen $Nc ,2α und $Nc ,2γ schließlich aus:
− q
A
(z∗2 − z2)
= F
Nc
∑
α=1
zα
Mα
$α,2α −
qC
(z3 − z∗3)
= F
Nc
∑
α=1
zα
Mα
$α,2γ . (2.47)
Abschließend soll die Bestimmung der Partialdichten auf den Ra¨ndern z2 und z3
betrachten werden. Diese sind fu¨r die Auswertung der Reaktionskinetik (2.16) no¨tig.
Vereinfachend soll hierfu¨r angenommen werden, dass9
$α
∣∣
z2
= $α,2α $α
∣∣
z3
= $α,2γ . (2.48)
Fu¨r die Formulierung von Modell II werden die Materialbilanzen (2.18) und die zu-
geho¨rigen Randbedingungen (2.19) aus dem Basismodell im Folgenden durch die
Gleichungen (2.42)–(2.45) und (2.48) ersetzt. Die Beziehung (2.22) zur Bestimmung
des Dichtefeldes $Nc(t, z) im Intervall 2 wird durch Gleichungen (2.46) und (2.47)
ersetzt.
9Diese Vorgehensweise stellt nur eine Mo¨glichkeit dar, um die gesuchten Partialdichten $α|z2 und $α|z3
zu approximieren. Alternativ wa¨re es beispielsweise denkbar die Stofftransportkinetik auf den Ra¨ndern
z2 und z3 auszuwerten:
0 = Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z2
0 = jα
∣∣
z3
+ Mα ∑
j
rCj ν
C
α,j .
Hierzu mu¨ssten die im kinetischen Ansatz jα|z= f ($α|z, ∂$α/∂z|z, E|z) auftretenden Ortsgradienten auf
den Ra¨ndern z2 und z3 jeweils mit den verfu¨gbaren ”Stu¨tzstellen“ $α|z2 und $α,2α bzw. $α|z3 und $α,2γ
approximiert werden. Die gleiche U¨berlegung la¨sst sich fu¨r die Gro¨ßen $α|z∗2 und $α|z∗3 anstellen.
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Bilanzgeru¨st fu¨r Modell II
Materialbilanzen (α=1 . . . Nc−1)
(z∗2 − z2)
d$α,2α
dt
= Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z∗2
(2.49)
∂$α
∂t
= −∂jα
∂z
z∗2 < z < z∗3 (2.50)
(z3 − z∗3)
d$α,2γ
dt
= jα
∣∣
z∗3
+ Mα ∑
j
rCj ν
C
α,j (2.51)
RB’en: $α
∣∣
z∗2
= $α,2α $α
∣∣
z∗3
= $α,2γ (2.52)
mit den Partialdichten auf den Ra¨ndern z2 und z3 aus (α=1 . . . Nc):
$α
∣∣
z2
= $α,2α $α
∣∣
z3
= $α,2γ (2.53)
Ladungsbilanzen
dqA
dt
= i− F ∑
j
rAj ν
A
e−,j (2.54)
∂$˜
∂t
= −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
z∗2 < z < z∗3 (2.55)
dqC
dt
= −F ∑
j
rCj ν
C
e−,j − i (2.56)
RB’en: 0 = i− F
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z∗2
0 = F
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z∗3
− i (2.57)
mit dem Dichtefeld der Nc-ten Spezies aus:
− q
A
(z∗2 − z2)
= F
Nc
∑
α=1
zα
Mα
$α,2α Ã $Nc,2α(t) (2.58)
$˜ = F
Nc
∑
α=1
zα
Mα
$α z∗2 < z < z∗3 Ã $Nc(t, z) (2.59)
− q
C
(z3 − z∗3)
= F
Nc
∑
α=1
zα
Mα
$α,2γ Ã $Nc ,2γ(t) (2.60)
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Feldgleichungen
∂E
∂z
=
$˜
e0er
z∗2 < z < z∗3 (2.61)
∂φ
∂z
= −E z∗2 < z < z∗3 (2.62)
φRB = φ
∣∣
z∗3
+ qC
(z4 − z3)
e0er
(2.63)
RB’en: E
∣∣
z∗2
= 0 φ
∣∣
z∗2
= φLB − qA (z2 − z1)
e0er
(2.64)
Fu¨r die vorliegende Modellformulierung wird das in der Mitte liegende, zweite Lo¨-
sungsintervall in drei Teilgebiete zerlegt. Die zusa¨tzlichen Intervallgrenzen z∗2 und
z∗3 sind dabei so gewa¨hlt, dass die in den Randintervallen 2α und 2γ eingeschlosse-
nen Ladungen jeweils die auf den Elektroden befindlichen Fla¨chenladungen qA und
qC kompensieren. Das gesamte Lo¨sungsgebiet zerfa¨llt damit in drei global elektro-
neutrale Teilgebiete, an deren Grenzen zu jedem Zeitpunkt jeweils die Stromdich-
te i fließt und das elektrische Feld verschwindet. Diese Modelleigenschaft erlaubt
die bei der Brennstoffzellenmodellierung u¨bliche Unterteilung der beschreibenden
Gleichungen fu¨r die Membran-Elektroden-Einheit in (a) einen anodischen Doppel-
schichtkondensator (Fla¨chenladung qA sowie Intervalle 1 und 2α), (b) einen kathodi-
schen Doppelschichtkondensator (Intervalle 2γ und 3 sowie Fla¨chenladung qC) und
(c) den Kern des Elektrolyten (Intervall 2β).
Die Bilanzierung des Elektrolytkerns erfolgt dabei wie gehabt. Die Nc−1 Ortspro-
file der Partialdichten lassen sich mit Hilfe der Materialbilanzen (2.50) und den zu-
geho¨rigen Randbedingungen bestimmen. Die o¨rtlich-zeitliche Entwicklung der
Nc-ten Spezies folgt u¨ber das Faradaysche Gesetz (2.59) aus der Raumladungsdichte,
welche sich ihrerseits aus der Ladungsbilanz (2.55) bestimmen la¨sst. Der Verlauf der
Feldgro¨ßen folgt schließlich aus den Differentialgleichungen (2.61) und (2.62) und
den zugeho¨rigen Randbedingungen.
Bei der Bilanzierung der beiden Randintervalle 2α und 2γ ergeben sich jedoch im
Vergleich zum Basismodell erhebliche Unterschiede. Zur Senkung des numerischen
Aufwands, der bei der Ortsauflo¨sung der beide Intervalle entsteht, werden diese
u¨ber den Ort integriert. Dies hat Auswirkungen sowohl fu¨r den o¨rtlichen Verlauf
der Feldgro¨ßen als auch fu¨r die Auswertung der Materialbilanzen. Abbildung 2.5 il-
lustriert zuna¨chst die Folgen fu¨r die Feldgro¨ßen. An den neu eingefu¨hrten Grenzen
z∗2 und z∗3 wird die ehemals kontinuierliche Verteilung der Raumladungsdichte je-
weils in zwei Teile aufgespaltet. Der dem Elektrolytkern zugewandte und auch dort
bilanzierte Teil (Gleichung (2.55)) sorgt fu¨r die Ausbildung des E-Feldes im Inne-
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Basismodell Modell II
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Abbildung 2.5: Schematische Darstellung des o¨rtlichen Verlaufs der Raumla-
dungsdichte $˜, der elektrischen Feldsta¨rke E und des elektrischen Potentials φ im
zweiten Lo¨sungsintervall — Vergleich Basismodell (links) und Modell II (rechts).
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ren des Elektrolyten. Der der Elektrode zugewandte, gro¨ßere Teil der Raumladung
kompensiert, wie bereits erwa¨hnt, die Ladung der zugeho¨rigen Elektrode (Bilanz-
gleichungen (2.54) und (2.56)). In den neu eingefu¨hrten Intervallen ist der genaue
Verlauf der Feldsta¨rke und des elektrischen Potentials unbekannt. Bekannt sind nur
deren Werte auf den Ra¨ndern z2 und z∗2 sowie z3 und z∗3 . Die Auswirkungen auf
die Feldgro¨ßen, d. h. insbesondere auf den Potentialverlauf φ(t, z) sind dabei aber
insgesamt gering, weil die Dicke der beiden Intervalle 2α und 2γ klein ist.
Drastischer fallen die Konsequenzen fu¨r die Materialbilanzen aus. Durch die
Ortsintegration der Intervalle 2α und 2γ lassen sich die Partialdichten auf den Ra¨n-
dern z2 und z3, die fu¨r die Auswertung der Reaktionskinetiken no¨tig sind, nur noch
grob aus den jeweiligen mittleren Partialdichten $α,2α und $α,2γ abscha¨tzen. Zum
einen stellen die Beziehungen (2.53) eine starke Vereinfachung dar und liefern tenden-
ziell betragsma¨ßig zu kleine Differenzen zum zugeho¨rigen Wert im Kern des Lo¨-
sungsgebietes. Zum anderen sind die mittleren Partialdichten der geladenen Spezi-
es, abgesehen vom Mittelungsfehler, zusa¨tzlich fehlerbehaftet. Ursache hierfu¨r ist,
dass die mittlere Raumladungsdichte in den beiden Intervallen 2α und 2γ, die in
die Bestimmung der Partialdichte der Nc-ten Spezies einfließt, direkt von der ”frei
wa¨hlbaren“ Intervallbreite (z∗2−z2) bzw. (z3−z∗3) abha¨ngig ist (siehe Beziehungen
(2.58) und (2.60)). Fu¨r die Brennstoffzellenmodellierung werden die reaktionskine-
tischen Ansa¨tze jedoch vielfach aus einer sehr makroskopischen Sicht formuliert.
Als wichtigste Einflussgro¨ßen finden neben der Potentialdifferenz zwischen Elek-
trode und Elektrolyt vor allem die Konzentrationen der in der Gesamtzellreaktion
auftretenden Reaktanten Beru¨cksichtigung. Die Konzentration der beteiligten Ionen
hingegen wird im Ansatz meist vernachla¨ssigt. In einem solchen Fall sind die Kon-
sequenzen fu¨r die Materialbilanzen weniger drastisch, weil die diskutierten Fehler
bei der Bestimmung der Partialdichten auf den Ra¨ndern z2 und z3 nicht u¨ber die
Reaktionskinetiken auf das System ru¨ckkoppeln.
2.3 Weitere Modellvereinfachungen
Im letzten Abschnitt dieses Kapitels sollen ausgehend von Modell II zwei weite-
re Annahmen diskutiert werden, mit dessen Hilfe der zugeho¨rige Gleichungssatz
(2.49)–(2.64) noch weiter vereinfacht werden kann. Beide Annahmen betreffen hier-
bei die Ladungsbilanz und die Feldgleichungen fu¨r den Elektrolytkern (Intervall 2β)
und wirken sich damit auf die Beziehungen (2.55), (2.61) und (2.62) sowie die zu-
geho¨rigen Randbedingungen aus. Alle anderen Gleichungen bleiben davon unbe-
einflusst und behalten ihre Gu¨ltigkeit.
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Zuna¨chst soll die erste Vereinfachung motiviert werden. Hierzu wird die Ladungs-
bilanz (2.55) fu¨r den Elektrolytkern noch einmal genauer betrachtet:
∂$˜
∂t
= −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
z∗2 < z < z∗3 .
Wird die bereits erwa¨hnte Nernst-Planck-Gleichung
jα = −Dα ∂$α
∂z
− Fzα$α DαRT
∂φ
∂z
+ $αv (2.65)
in obige Bilanz eingesetzt, so folgt:
∂$˜
∂t
=
∂
∂z
(
F
Nc
∑
α=1
zαDα
Mα
∂$α
∂z
+ F2
Nc
∑
α=1
z2α$αDα
MαRT︸ ︷︷ ︸
κ
∂φ
∂z
− F
Nc
∑
α=1
zα
Mα
$αv
)
.
Hierin ist Dα [m2 ·s−1] der Diffusionskoeffizient der Spezies α, R [J·mol−1 ·K−1] die
universelle Gaskonstante, T [K] die Temperatur und v [m·s−1] die Konvektionsge-
schwindigkeit.
Fu¨r die folgende U¨berlegung soll vereinfachend davon ausgegangen werden,
dass die elektrische Leitfa¨higkeit κ [S·m−1] unabha¨ngig vom Ort ist. Daru¨ber hinaus
soll beru¨cksichtigt werden, dass sich die U¨berschussladungen im Wesentlichen im
Nahbereich der Elektroden sammeln. Wie im Anschluss gezeigt wird, ist die Raum-
ladungsdichte im Elektrolytkern hingegen klein. Folglich liefern Konvektions- und
Diffusionsterm in obiger Gleichung nur geringe Beitra¨ge und sollen deshalb fu¨r die-
se U¨berlegung vernachla¨ssigt werden. Die Ladungsbilanz vereinfacht sich dann zu:
∂$˜
∂t
= κ
∂2φ
∂z2
.
In Kombination mit der Poisson-Gleichung
∂2φ
∂z2
= − $˜
e0er
ergibt sich daraus schließlich:
τ
∂$˜
∂t
= −$˜ mit τ = e0er
κ
. (2.66)
Die Variable τ [s] wird als dielektrische Relaxationszeit bezeichnet (z. B. Lehner,
1996; Ku¨pfmu¨ller und Kohn, 2000) und stellt die Zeitkonstante dar, mit welcher eine
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U¨berschussladung im Inneren des Elektrolyten abklingt. Sie liegt fu¨r Nafion in der
Gro¨ßenordnung von 10−10 s (er≈80, κ≈10 S·m−1). Wie bereits eingangs diskutiert
ist diese Zeitkonstante klein im Vergleich zu den u¨brigen charakteristischen Zeiten
der PEM-Brennstoffzelle. Die Ladungsbilanz kann deshalb im Elektrolytkern in gu-
ter Na¨herung als quasistationa¨r angenommen werden:
0 = −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
z∗2 < z < z∗3 .
Diese Annahme soll im anschließenden Abschnitt 2.3.1 in das Modell II eingearbeitet
und diskutiert werden.
Als Na¨chstes wird die zweite Vereinfachung motiviert. Deren Konsequenzen sol-
len im Abschnitt 2.3.2 na¨her betrachtet werden. Ausgangspunkt hierfu¨r ist das Gauß-
sche Gesetz:
∂E
∂z
=
$˜
e0er
.
Einsetzen des Faradayschen Gesetzes in obige Gleichung liefert:
∂E
∂z
=
F
e0er
Nc
∑
α=1
zα
Mα
$α .
Der Proportionalita¨tsfaktor F/e0er, der die Summe der ladungsgewichteten Konzen-
trationen mit dem Ortsgradienten der elektrischen Feldsta¨rke verknu¨pft, ist hierbei
sehr groß. Die Faradaykonstante F liegt in der Gro¨ßenordnung 105 A·s·mol−1, die
Permittivita¨t des Vakuums e0 in der Gro¨ßenordnung 10−11 A·s·V−1 ·m−1 und die re-
lative Permittivita¨t er liegt fu¨r die meisten Elektrolyten in der Gro¨ßenordnung von
102. Daraus ergibt sich fu¨r F/e0er eine Gro¨ßenordnung von 1014 V·m−2 pro mol·m−3.
Dies hat zur Folge, dass bereits kleine Abweichungen von der lokalen Elektroneutra-
lita¨t große Feldsta¨rkegradienten hervorrufen. Es kann deshalb in guter Na¨herung an-
genommen werden, dass im Kern des Elektrolyten lokale Elektroneutralita¨t herrscht
(z. B. Newman, 1991):
$˜(t, z) = 0 z∗2 < z < z∗3 .
Beide Vereinfachungen haben interessante Konsequenzen, insbesondere fu¨r die
Struktur des Gleichungssystems. Diese werden im Folgenden diskutiert.
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2.3.1 Quasistationa¨re Ladungsbilanz (Modell III)
Die erste Vereinfachung la¨sst sich auf den ersten Blick relativ problemlos in Modell
II einarbeiten. Aus der quasistationa¨ren Ladungsbilanz
0 = −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
z∗2 < z < z∗3 (2.67)
den zugeho¨rigen Randbedingungen
0 = i− F
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z∗2
0 = F
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z∗3
− i (2.68)
und den Stofftransportkinetiken folgt das Ortsprofil der Raumladungsdichte $˜(t, z),
welches sich unverzu¨glich einstellen muss, damit an allen Stellen im Intervall 2β die
Stromdichte i fließen kann. Aus der bekannten Raumladungsdichte la¨sst sich wie
gehabt mit Hilfe der Feldgleichungen (2.61) und (2.62) das zugeho¨rige Potentialfeld
bestimmen und mit Hilfe des Faradayschen Gesetzes (2.59) und den aus der Lo¨sung
der Materialbilanzen (2.50) bekannten Nc−1 Ortsprofilen $α(t, z) das Partialdichte-
feld der Nc-ten Spezies ermitteln. Die restlichen Beziehungen fu¨r die verbleibenden
Intervalle behalten, wie bereits erwa¨hnt, ebenfalls ihr volle Gu¨ltigkeit.
Auf den zweiten Blick wird jedoch deutlich, dass das stationa¨re Problem (2.67),
(2.68) aus mathematischer Sicht schlecht gestellt ist und sich deshalb in der vorliegen-
den Form nicht lo¨sen la¨sst. Die Ursache hierfu¨r kann anhand der folgenden U¨berle-
gung verdeutlicht werden. Wird in die Bilanz (2.67) ein geeigneter Stofftransportan-
satz eingesetzt, so ergibt sich daraus eine Differentialgleichung zweiter Ordnung im
Ort, mit deren Hilfe das Ortsprofil der Raumladungsdichte bestimmt werden kann.
Die beiden Neumannschen Randbedingungen (2.68), die die elektrischen Stro¨me auf
den beiden Intervallgrenzen vorgeben, reichen jedoch im vorliegenden Fall nicht
aus, um die Eindeutigkeit der Lo¨sung zu sichern. Diese legen nur die Ortsgradienten
der Raumladungsdichte an den Stellen z∗2 und z∗3 fest, nicht jedoch deren absolutes
Niveau.
Ein vollkommen analoges, jedoch etwas einfacher zu u¨berschauendes Problem
ergibt sich bei der Betrachtung eines langen, du¨nnen und an seiner Mantelfla¨che
thermisch ideal isolierten Stabes der La¨nge l. Die stationa¨re Energiebilanz lautet:
0 =
d
dz
(
λ
dT
dz
)
.
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Hierin ist λ [W·m−1 ·K−1] die Wa¨rmeleitfa¨higkeit des Stabes. Auch hier ga¨be es bei
Vorgabe eines konstanten Wa¨rmestroms q auf dem linken und rechten Rand
0 = q + λ
dT
dz
∣∣∣∣
z=0
0 = −λ dT
dz
∣∣∣∣
z=l
− q
keine eindeutige Lo¨sung. Genau genommen existieren unendlich viele Temperatur-
profile T(z), die die obigen Gleichungen erfu¨llen. Durch die Vorgabe der Tempera-
tur auf einem der beiden Ra¨nder ließe sich beispielsweise Abhilfe schaffen. Kann
von konstanter Wa¨rmeleitfa¨higkeit ausgegangen werden, folgt dann die eindeutige
Lo¨sung (0≤ z≤ l):
T(z) = T
∣∣
z=0 −
q
λ
z bzw. T(z) = T
∣∣
z=l +
q
λ
(l − z) .
Eine andere Mo¨glichkeit hierfu¨r stellt die Vorgabe der im gesamten Stab gespeicher-
ten Energie dar:
U = A$c
l∫
0
T(z)dz . (2.69)
Hierin ist U [J] die vorgegebene innere Energie und A [m2] die Querschnittsfla¨che
des Stabes. Die Variablen $ [kg·m−3] und c [J·kg−1 ·K−1] stehen fu¨r die Dichte und
die als konstant angenommene spezifische Wa¨rmekapazita¨t des Stabmaterials. Mit
bekanntem U und λ 6=λ(T) lautet die Lo¨sung dann (0≤ z≤ l):
T(z) = K− q
λ
z mit K aus U = A$c
l∫
0
(
K− q
λ
z
)
dz .
Letztere der beiden diskutierten Varianten soll fu¨r das vorliegende Problem (2.67),
(2.68) zum Einsatz gebracht werden. Auch hier la¨sst sich eine zu Gleichung (2.69)
a¨quivalente Beziehung finden. Es handelt sich dabei folgerichtig um die Elektroneu-
tralita¨tsbeziehung fu¨r das Intervall 2β:
z∗3∫
z∗2
$˜(t, z)dz = 0 ∀t , (2.70)
mit dessen Hilfe schließlich die Eindeutigkeit der Lo¨sung der Gleichungen (2.67),
(2.68) gewa¨hrleistet werden kann.
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Fu¨r die abschließende Formulierung von Modell III lassen sich die eben erwa¨hnten
Beziehungen noch etwas kompakter schreiben. Aus Ortsintegration der quasistati-
ona¨ren Ladungsbilanz (2.67) ergibt sich gemeinsam mit den zugeho¨rigen Randbe-
dingungen (2.68):
i = F
Nc
∑
α=1
zα
Mα
jα z∗2 < z < z∗3 . (2.71)
Fu¨r die Formulierung von Modell III werden die Beziehungen (2.55) und (2.57) im
Folgenden durch die Gleichungen (2.70) und (2.71) ersetzt. Die restlichen Gleichun-
gen aus Modell II behalten ihre Gu¨ltigkeit.
Bilanzgeru¨st fu¨r Modell III
Materialbilanzen (α=1 . . . Nc−1)
(z∗2 − z2)
d$α,2α
dt
= Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z∗2
(2.72)
∂$α
∂t
= −∂jα
∂z
z∗2 < z < z∗3 (2.73)
(z3 − z∗3)
d$α,2γ
dt
= jα
∣∣
z∗3
+ Mα ∑
j
rCj ν
C
α,j (2.74)
RB’en: $α
∣∣
z∗2
= $α,2α $α
∣∣
z∗3
= $α,2γ (2.75)
mit den Partialdichten auf den Ra¨ndern z2 und z3 aus (α=1 . . . Nc):
$α
∣∣
z2
= $α,2α $α
∣∣
z3
= $α,2γ (2.76)
Ladungsbilanzen
dqA
dt
= i− F ∑
j
rAj ν
A
e− ,j (2.77)
i = F
Nc
∑
α=1
zα
Mα
jα z∗2 < z < z∗3 (2.78)
0 =
z∗3∫
z∗2
$˜(t, z)dz (2.79)
dqC
dt
= −F ∑
j
rCj ν
C
e− ,j − i (2.80)
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mit dem Dichtefeld der Nc-ten Spezies aus:
− q
A
(z∗2 − z2)
= F
Nc
∑
α=1
zα
Mα
$α,2α Ã $Nc,2α(t) (2.81)
$˜ = F
Nc
∑
α=1
zα
Mα
$α z∗2 < z < z∗3 Ã $Nc(t, z) (2.82)
− q
C
(z3 − z∗3)
= F
Nc
∑
α=1
zα
Mα
$α,2γ Ã $Nc ,2γ(t) (2.83)
Feldgleichungen
∂E
∂z
=
$˜
e0er
z∗2 < z < z∗3 (2.84)
∂φ
∂z
= −E z∗2 < z < z∗3 (2.85)
φRB = φ
∣∣
z∗3
+ qC
(z4 − z3)
e0er
(2.86)
RB’en: E
∣∣
z∗2
= 0 φ
∣∣
z∗2
= φLB − qA (z2 − z1)
e0er
(2.87)
Fu¨r die vorliegende Modellformulierung wird die zuvor motivierte Quasistationa-
rita¨tsannahme fu¨r die Ladungsbilanz im Elektrolytkern (Intervall 2β) eingearbeitet.
Die quasistationa¨re Ladungsbilanz stellt hierbei gemeinsam mit den beiden Neu-
mannschen Randbedingungen aus Modell II ein schlecht gestelltes Problem dar. Die
Eindeutigkeit dessen Lo¨sung muss durch eine Zusatzbedingung gesichert werden.
Hierzu wird die globale Elektroneutralita¨t (2.79) fu¨r das Intervalls 2β explizit gefor-
dert. Der Approximationsfehler der eingearbeiteten Vereinfachung ist dabei klein.
Modell III gibt die ”langsame“ Dynamik des urspru¨nglichen Systems, d. h. dessen
Verhalten nach dem Einschwingen der Ladungsbilanz, mit guter Genauigkeit wie-
der. Die stationa¨re Lo¨sung ist exakt.
Aus mathematischer Sicht wird durch die Quasistationarita¨tsannahme die Ord-
nung des Gleichungssystems reduziert und damit die Anzahl der dynamischen Frei-
heitsgrade verringert. Allerdings la¨sst sich im vorliegenden Fall daraus keine we-
sentliche Senkung des numerischen Lo¨sungsaufwandes insbesondere fu¨r die Zeitin-
tegration des Problems erreichen. Ursache hierfu¨r ist, dass das nach Ortsdiskretisie-
rung zugeho¨rige steife ODE-Problem in ein DAE-System u¨berfu¨hrt wird, bei dem
die aus der Ladungsbilanz entstandenen algebraischen Beziehungen zum einen nur
einen impliziten Zusammenhang fu¨r das Ortsprofil der Raumladungsdichte darstel-
len und zum anderen mit den verbleibenden Gleichungen stark verkoppelt sind.
43
2.3.2 Lokale Elektroneutralita¨t (Modell IV)
In einem letzten Schritt soll die Annahme lokaler Elektroneutralita¨t im Elektrolyt-
kern (Intervall 2β) in das zuvor diskutierte Modell III eingearbeitet werden. Wie be-
reits am Anfang des Kapitels erwa¨hnt, wird diese Vereinfachung in fast allen der
bisher publizierten Brennstoffzellenmodelle verwendet. Ausgangspunkt fu¨r die For-
mulierung von Modell IV ist die lokale Elektroneutralita¨t:
$˜(t, z) = 0 z∗2 < z < z∗3 . (2.88)
Die Integralbeziehung (2.79) aus Modell III ist damit stets erfu¨llt. Sie tra¨gt nicht wei-
ter zur Lo¨sung bei und kann deshalb im Folgenden entfallen. Aus dem Faradayschen
Gesetz (2.82) folgt mit obigem Zusammenhang das Partialdichtefeld der Nc-ten Spe-
zies im Intervall 2β:
0 = F
Nc
∑
α=1
zα
Mα
$α z∗2 < z < z∗3 . (2.89)
Als Na¨chstes wird die Ladungsbilanz (2.78) betrachtet. Im Unterschied zur bisheri-
gen Betrachtung wird diese nun zu einer Bestimmungsgleichung fu¨r das Ortsprofil
des elektrischen Potentials:
i = F
Nc
∑
α=1
zα
Mα
jα z∗2 < z < z∗3 . (2.90)
Dies la¨sst sich beispielsweise durch Einsetzen der Nernst-Planck-Gleichung (2.65)
zeigen. Aus obiger Gleichung folgt dann:
i = −F
Nc
∑
α=1
zαDα
Mα
∂$α
∂z
− F2
Nc
∑
α=1
z2α$αDα
MαRT︸ ︷︷ ︸
κ
∂φ
∂z
+ F
Nc
∑
α=1
zα
Mα
$α︸ ︷︷ ︸
$˜=0
v .
Der Konvektionsterm entfa¨llt aufgrund der lokalen Elektroneutralita¨t (2.88). Mit den
bekannten Partialdichtefeldern fu¨r alle Nc Spezies ergibt sich schließlich:
κ
∂φ
∂z
= −F
Nc
∑
α=1
zαDα
Mα
∂$α
∂z
− i z∗2 < z < z∗3 . (2.91)
Die Feldgleichungen fu¨r das Intervall 2β mu¨ssen aus Konsistenzgru¨nden entfallen.
Das Einsetzen der Elektroneutralita¨tsbeziehung (2.88) in die Feldgleichungen (2.84)
und (2.85) wu¨rde zu einem Widerspruch fu¨hren. Wa¨hrend die obige Gleichung eine
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ortsvera¨nderliche elektrische Feldsta¨rke, insbesondere in Abha¨ngigkeit der Partial-
dichtefelder $α(t, z) zula¨sst, wu¨rde aus den Feldgleichungen eine konstante Feld-
sta¨rke im Intervall 2β folgen:
∂2φ
∂z2
= 0 Ã ∂φ
∂z
= const. z∗2 < z < z∗3 .
Wird schließlich die Randbedingung (2.87) fu¨r die Feldsta¨rke beru¨cksichtigt
E
∣∣
z∗2
= 0 ,
ergibt sich dann
∂φ
∂z
= 0 z∗2 < z < z∗3
und steht damit eindeutig im Widerspruch zu Beziehung (2.91). Die Randbedingung
(2.87) fu¨r das elektrische Potential auf dem Rand z∗2 hingegen beha¨lt weiter ihre
Gu¨ltigkeit. Sie stellt im Folgenden die Randbedingung fu¨r die Differentialgleichung
zur Bestimmung des elektrischen Potentials (2.90) dar.
Fu¨r die Formulierung von Modell IV wird schließlich die Beziehung (2.82) durch
die Gleichung (2.89) ersetzt. Die Gleichungen (2.84) und (2.85) inklusive der Rand-
bedingung fu¨r die Feldsta¨rke auf dem Rand z∗2 (2.87) entfallen. Alle anderen Glei-
chungen aus Modell III behalten ihre Gu¨ltigkeit.
Bilanzgeru¨st fu¨r Modell IV
Materialbilanzen (α=1 . . . Nc−1)
(z∗2 − z2)
d$α,2α
dt
= Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z∗2
(2.92)
∂$α
∂t
= −∂jα
∂z
z∗2 < z < z∗3 (2.93)
(z3 − z∗3)
d$α,2γ
dt
= jα
∣∣
z∗3
+ Mα ∑
j
rCj ν
C
α,j (2.94)
RB’en: $α
∣∣
z∗2
= $α,2α $α
∣∣
z∗3
= $α,2γ (2.95)
mit den Partialdichten auf den Ra¨ndern z2 und z3 aus (α=1 . . . Nc):
$α
∣∣
z2
= $α,2α $α
∣∣
z3
= $α,2γ (2.96)
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Ladungsbilanzen
dqA
dt
= i− F ∑
j
rAj ν
A
e− ,j (2.97)
i = F
Nc
∑
α=1
zα
Mα
jα z∗2 < z < z∗3 Ã φ(t, z) (2.98)
dqC
dt
= −F ∑
j
rCj ν
C
e−,j − i (2.99)
mit dem Dichtefeld der Nc-ten Spezies aus:
− q
A
(z∗2 − z2)
= F
Nc
∑
α=1
zα
Mα
$α,2α Ã $Nc,2α(t) (2.100)
0 = F
Nc
∑
α=1
zα
Mα
$α z∗2 < z < z∗3 Ã $Nc(t, z) (2.101)
− q
C
(z3 − z∗3)
= F
Nc
∑
α=1
zα
Mα
$α,2γ Ã $Nc ,2γ(t) (2.102)
Feldgleichungen
φ
∣∣
z∗2
= φLB − qA (z2 − z1)
e0er
(2.103)
φRB = φ
∣∣
z∗3
+ qC
(z4 − z3)
e0er
(2.104)
Fu¨r die vorliegende Modellformulierung wird die Annahme lokaler Elektroneutra-
lita¨t im Elektrolytkern (Intervall 2β) in Modell III eingearbeitet. Der damit verbunde-
ne Modellfehler ist klein.10 Diese Vorgehensweise fu¨hrt zu einer erheblichen Sen-
kung des numerischen Aufwands zur Lo¨sung des Gleichungssystems, vor allem
durch das Entfallen der beiden Differentialgleichungen zur Bestimmung der Feld-
gro¨ßen. Das Ortsprofil des elektrischen Potentials la¨sst sich im vorliegenden Fall
aus der Ladungsbilanz (2.98) ermitteln. Unter bestimmten Umsta¨nden kann hieraus
nach Ortsdiskretisierung ein expliziter Zusammenhang fu¨r φ(t, z) gewonnen wer-
den, wodurch sich die numerische Behandlung noch einmal zusa¨tzlich vereinfacht.
Wie zu Beginn des Kapitels erwa¨hnt, werden neben der Annahme lokaler Elek-
troneutralita¨t im Kern des Elektrolyten ha¨ufig die Ladungsbilanzen im Nahbereich
10Diese Aussage trifft zu, solange im Elektrolytkern keine Reaktionen mit Beteiligung geladener Spezies
ablaufen. Diese treten in Brennstoffzellen nicht auf. Ein interessantes Gegenbeispiel hierzu stellen sog.
elektrolytische Dioden dar, in deren Innerem je nach elektrischer Polung eine Neutralisationsreaktion
ablaufen kann. Lindner et al. (2002) diskutieren fu¨r derartige Systeme im Detail die Konsequenzen der
Annahme lokaler Elektroneutralita¨t.
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der Elektroden als quasistationa¨r aufgefasst. Diese Annahme la¨sst sich relativ ein-
fach in alle vier der vorgestellten Modelle einfu¨hren. Es wird dazu davon ausge-
gangen, dass die Lade- und Entladevorga¨nge der elektrochemischen Doppelschich-
ten schnell im Vergleich zu allen u¨brigen Prozessen ablaufen. Aus den entsprechen-
den Differentialgleichungen (2.97) und (2.99) ergeben sich dann zwei nichtlineare al-
gebraische Gleichungen zur Bestimmung der Potentialdifferenzen ∆φA=φLB−φ|z∗2
bzw. ∆φC=φRB−φ|z∗3 :
0 = i− F ∑
j
rAj (∆φ
A)νAe−,j 0 = −F ∑
j
rCj (∆φ
C)νCe−,j − i . (2.105)
Die vereinfachten Feldgleichungen (2.103) und (2.104) fu¨r die beiden Intervalle 1 und
3 werden dann zur Ru¨ckrechnung der Fla¨chenladungsdichten qA und qC verwendet.
Anknu¨pfend an Modell IV lassen sich eine Reihe von interessanten Sonderfa¨llen
ableiten, welche die numerische Behandlung des Gleichungssatzes noch weiter er-
leichtern. Fu¨r den Fall, dass z. B. ein bina¨rer Elektrolyt zum Einsatz kommt, ko¨nnen
Materialbilanzen und Ladungsbilanz entkoppelt werden. Die zeitlich vera¨nderli-
chen Konzentrationsprofile der beiden entgegengesetzt geladenen Ionen lassen sich
dann unabha¨ngig vom Potentialverlauf bestimmen. Dieser kann anschließend aus
den bekannten Konzentrationsprofilen ermittelt werden. Eine a¨hnliche Situation er-
gibt sich bei Betrachtung einer Elektrolytlo¨sung, deren Leitfa¨higkeit durch Zugabe
eines sog. indifferenten Elektrolyten11 erho¨ht wird und das elektrische Feld stark ab-
schwa¨cht. Auch dann lassen sich die Materialbilanzen unabha¨ngig von der Ladungs-
bilanz lo¨sen, wodurch die numerische Behandlung des Modells erheblich erleichtert
wird.
2.4 Zusammenfassende Bemerkung
Im vorliegenden Kapitel wird eine konsistente Modellfamilie fu¨r eine allgemeine
Membran-Elektroden-Einheit einer Brennstoffzelle formuliert und ausfu¨hrlich dis-
kutiert. Ausgangspunkt hierfu¨r ist ein ”strenges“ Basismodell, dessen drei Lo¨sungs-
intervalle schrittweise betrachtet werden. Die beiden Randintervalle 1 und 3, die
jeweils den ladungsfreien Raum vor den beiden Elektroden abbilden, kommen oh-
ne Material- und Ladungsbilanzen aus. Die Feldgleichungen lassen sich analytisch
lo¨sen. Im mittleren Lo¨sungsintervall, welches das Innere des Elektrolyten repra¨sen-
tiert, wird neben den Materialbilanzen eine Bilanzgleichung fu¨r die Raumladungs-
11Ha¨ufig auch als Leitsalz oder im englischen Sprachgebrauch Supporting Electrolyte bezeichnet. Der
indifferente Elektrolyt ist dabei nicht an den ablaufenden elektrochemischen Reaktion beteiligt.
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dichte formuliert. Aus dem bekannten Ortsprofil der Ladungsdichte kann dann mit
Hilfe der Feldgleichungen der interessierende Potentialverlauf bestimmt werden.
Sa¨mtliche Bilanzbeziehungen sind u¨ber die Feldgleichungen und das Faradaysche
Gesetz stark miteinander verkoppelt.
In das Basismodell werden anschließend schrittweise die fu¨r die Brennstoffzel-
lenmodellierung typischen Annahmen eingearbeitet. Dadurch wird das beschrei-
bende Gleichungssystem vereinfacht und dessen numerische Behandlung erleich-
tert. Zuna¨chst wird hierzu die Membran-Elektroden-Einheit durch die Einfu¨hrung
zweier weiterer Intervallgrenzen in drei jeweils global elektroneutrale Gebiete unter-
teilt (Modell II). Erst danach ist es mo¨glich, die Quasistationarita¨t fu¨r die Ladungsbi-
lanz (Modell III) und die lokale Elektroneutralita¨tsannahme (Modell IV) als Modell-
vereinfachungen sinnvoll zu beru¨cksichtigen. Die beiden letztgenannten Annahmen
lassen sich hierbei relativ leicht in das jeweilige Vorga¨ngermodell einarbeiten. Die
damit verbundenen Modellfehler fallen vergleichsweise gering aus. Drastischer stel-
len sich die Konsequenzen der mit Modell II verknu¨pften Annahmen dar. Die mitt-
lere Ladungsdichte in den beiden Randintervallen 2α und 2γ ist durch die Fixierung
der beiden neuen, eigentlich zeitabha¨ngigen Intervallgrenzen z∗2 und z∗3 fehlerbehaf-
tet. Dies hat zwar nur geringe Auswirkungen auf die o¨rtlich-zeitliche Entwicklung
der Feldgro¨ßen, verfa¨lscht aber u¨ber das Faradaysche Gesetz die mittlere Partial-
dichte der Nc-ten Spezies und wirkt damit auf die Materialbilanzen zuru¨ck. Daru¨ber
hinaus lassen sich die Partialdichten auf den Ra¨ndern z2 und z3 nur grob aus den
mittleren Partialdichten in den Intervallen 2α und 2γ abscha¨tzen. Da diese im allge-
meinen Fall in die Auswertung der Reaktionskinetiken einfließen und die wiederum
als Randbedingungen in den Materialbilanzen Beru¨cksichtigung finden, koppelt der
Approximationsfehler zusa¨tzlich auf das System zuru¨ck.
Aus struktureller Sicht haben vor allem die Vereinfachungen, die zu Modell II
und zu Modell IV fu¨hren, interessante Auswirkungen. Durch die Einfu¨hrung der
zusa¨tzlichen Intervallgrenzen z∗2 und z∗3 in Modell II zerfa¨llt das System, wie be-
reits erwa¨hnt, in drei jeweils global elektroneutrale Teilgebiete. An deren Grenzen
verschwindet die elektrische Feldsta¨rke und es fließt zu jedem Zeitpunkt die Strom-
dichte i. Wie im folgenden Kapitel gezeigt wird, erweist sich diese Eigenschaft als
wertvoll und kann fu¨r die Modellstrukturierung ausgenutzt werden. Das Modell IV
betreffend fu¨hrt die Annahme lokaler Elektroneutralita¨t im Elektrolytkern zum Ent-
fallen der Feldgleichungen. Dies stellt einen ausgepra¨gten strukturellen Unterschied
im Vergleich zu den anderen Mitgliedern der Modellfamilie dar und erlaubt eine
Bewertung der Robustheit des im Folgenden zu entwickelnden Modellstrukturie-
rungskonzeptes.
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Kapitel 3
Erweiterte Netzwerktheorie fu¨r
elektrochemische Systeme
Wie eingangs bereits erwa¨hnt, findet sich in der Literatur inzwischen eine umfang-
reiche Sammlung detaillierter Ansa¨tze fu¨r die modelltheoretische Beschreibung von
PEM-Brennstoffzellen. Hiermit lassen sich komplexe Modelle zusammenstellen, mit
deren Hilfe das stationa¨re und dynamische Verhalten der Brennstoffzelle u¨ber wei-
te Bereiche des Betriebsfensters ausfu¨hrlich studiert werden kann. Gute U¨bersichten
hierzu sind bei Weber und Newman (2004) sowie Wang (2004) zu finden.
Ein wichtiger Zweck zuku¨nftiger Modellierungsarbeiten im Bereich der PEM-
Brennstoffzelle wird es sein, Fragestellungen zum Reglerentwurf, zur Diagnose, zur
Auslegung und Systemgestaltung sowie zum Betriebsverhalten ganzer Systeme zu
bearbeiten. Einen geeigneten Ansatz hierfu¨r stellt die Verwendung von Modellfami-
lien dar, denen Modelle verschiedenen Detailgrades angeho¨ren. Fu¨r den Entwurf ei-
nes Regelungskonzeptes ist es beispielsweise no¨tig, ein umfangreiches und gut ver-
standenes Referenzmodell gezielt zu vereinfachen, um zu einem kompakten und aus
mathematischer Sicht leicht zu behandelnden, aber dennoch hinreichend repra¨sen-
tativen Modell zu gelangen. Im Anschluss muss die Funktion des entworfenen Kon-
zeptes am Referenzmodell u¨berpru¨ft werden. Oft kann es dann notwendig sein, dass
vereinfachte Modell zu vera¨ndern und den Entwurfsprozess erneut zu beginnen.
Um derartige Aufgabenfelder effizient zu behandeln, beno¨tigt der Modellierer
umfangreiche Kenntnisse und Erfahrungen, zum einen hinsichtlich der physikalisch-
chemischen Grundlagen des Prozesses und zum anderen in Bezug auf die zum Ein-
satz kommenden mathematischen Verfahren. Mit Hilfe eines rechnergestu¨tzten Mo-
dellierungswerkzeuges kann er hierbei wirkungsvoll unterstu¨tzt und der Model-
lierungsprozess vereinfacht und beschleunigt werden. Eine wesentliche Grundvor-
aussetzung fu¨r die programmtechnische Umsetzung eines derartigen Werkzeuges
ist der Einsatz einer Systematik, mit deren Hilfe die Modelle in einheitlicher Wei-
se strukturiert und modularisiert werden ko¨nnen (SFB 412, 2004). Ohne ein solches
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Strukturierungskonzept wa¨re die Kompatibilita¨t, Transparenz und Flexibilita¨t der
einzelnen Modellbausteine langfristig nicht gewa¨hrleistet.
Die von Gilles vorgeschlagene Netzwerktheorie verfahrenstechnischer Prozesse (Gil-
les, 1997, 1998; Mangold et al., 2002) hat sich fu¨r die Modellstrukturierung als ge-
eignet erwiesen und wurde in den vergangenen Jahren erfolgreich zur Modellie-
rung verfahrenstechnischer Fragestellungen (z. B. Tra¨nkle et al., 1999; Mangold et al.,
2004a; Angeles-Palacios, 2005; Waschler et al., 2006) und zur Beschreibung biochemi-
scher Systeme (z. B. Kremling et al., 2000; Saez-Rodriguez et al., 2005) zum Einsatz ge-
bracht. Daneben existieren eine Reihe von anderen Ansa¨tzen, die der Netzwerktheo-
rie a¨hneln. Bei Mangold (2006) findet sich hierzu eine kurze U¨bersicht. In der vorlie-
genden Arbeit soll das Konzept von Gilles weiterverfolgt und fu¨r die Strukturierung
elektrochemischer Systeme verfeinert werden.
In einem ersten Abschnitt werden hierzu zuna¨chst die wichtigsten Aspekte zur
Netzwerktheorie verfahrenstechnischer Prozesse zusammengefasst. Anschließend
wird gepru¨ft, inwieweit sich das Modellstrukturierungskonzept auf elektrochemi-
sche Systeme anwenden la¨sst. Hierfu¨r werden die wesentlichen Unterschiede zwi-
schen elektrochemischen und nicht-elektrochemischen Systemen herausgearbeitet
und deren Auswirkungen diskutiert. Im dritten Abschnitt wird schließlich ein erwei-
tertes Strukturierungskonzept zur Beschreibung elektrochemischer Systeme vorge-
schlagen und anhand des im vorherigen Kapitel formulierten Basismodells erla¨utert.
Zum Abschluss wird das Modellstrukturierungskonzept auf die hergeleitete Modell-
familie (Modelle II–IV) angewendet. Hierzu wird eine kleine Sammlung von Modell-
bausteinen unterschiedlichen Detailgrades fu¨r die Beschreibung der Membran-Elek-
troden-Einheit zusammengestellt und daran die Robustheit des Strukturierungskon-
zeptes u¨berpru¨ft.
3.1 Netzwerktheorie verfahrenstechnischer Prozesse
Die Netzwerktheorie verfahrenstechnischer Prozesse (im Folgenden auch kurz: Netz-
werktheorie) wurde urspru¨nglich fu¨r die Strukturierung o¨rtlich konzentrierter Sys-
teme formuliert (Gilles, 1997) und spa¨ter fu¨r die Beschreibung o¨rtlich verteilter und
eigenschaftsverteilter Systeme erweitert (Mangold et al., 2002). Der Ansatz orientiert
sich an den Gesetzen der irreversiblen Thermodynamik. Dessen wesentliche Ideen
sollen im Folgenden kurz zusammengefasst werden. Fu¨r weiterfu¨hrende Details sei
auf die Originalarbeiten verwiesen.
Dem Konzept liegen zwei Prinzipien zu Grunde: (a) die strukturelle Zerlegung
des Prozesses in zwei Sorten von elementaren Bausteinen und (b) die Strukturierung
des Prozesses auf verschiedenen hierarchischen Ebenen.
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Strukturelle Zerlegung in Komponenten und Verknu¨pfungselemente
Die Netzwerktheorie unterscheidet zwei verschiedene Klassen elementarer Baustei-
ne: die sog. Komponenten und die sog. Verknu¨pfungselemente. Bei den Komponenten
handelt es sich um speicherbehaftete Bausteine. Deren Speicherfa¨higkeit bezieht sich
dabei auf bilanzierbare, physikalische Gro¨ßen wie beispielsweise Masse oder Ener-
gie. Der Zustand eines solchen Bausteins ist durch die Angabe seines Potentialvek-
tors X eindeutig beschrieben. Dieser kann durch einen Stromvektor J gea¨ndert wer-
den. Es gilt die allgemeine Bilanzgleichung:
∂X
∂t
= J . (3.1)
Im Unterschied hierzu werden die Verknu¨pfungselemente als speicherlose elemen-
tare Bausteine verstanden. Sie stellen das Gegenstu¨ck zu den Komponenten dar und
bestimmen aus den Potentialvektoren X mit Hilfe von algebraischen Beziehungen
die Stromvektoren J:
0 = g (X, J) . (3.2)
Der Potentialvektor und der zugeho¨rige Stromvektor bilden hierbei den Gesetzen
der irreversiblen Thermodynamik folgend ein Paar korrespondierender Flu¨sse und
Kra¨fte (z. B. Atkins und de Paula, 2006).
CEC1
X1
C2
X2
J2J1
Obige Skizze zeigt den Informationsfluss bei Verschaltung zweier Komponenten
C1 und C2 mittels eines Verknu¨pfungselementes CE. Die Potentialvektoren X1 und
X2 charakterisieren den Zustand der beiden Komponenten und bilden deren Aus-
gangssignale. Die beiden Stromvektoren J1 und J2 dienen als Eingangssignale fu¨r
die Komponenten und stellen die Ausgangssignale des Verknu¨pfungselementes dar.
Potential- und Stromvektoren bilden somit ein Paar konjugierter und einander ent-
gegengerichteter Signalvektoren. Mangold et al. (2002) zeigen, dass das resultierende
differential-algebraische Gleichungssystem bei strenger Einhaltung dieses Konzep-
tes einen differentiellen Index12 kd≤1 besitzt.
12Zum Begriff des differentiellen Index eines differential-algebraischen Gleichungssystem siehe beispiels-
weise Dieterich et al. (1992).
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Hierarchische Ebenen der Prozessstrukturierung
Die beschriebene Zerlegung in Komponenten und Verknu¨pfungselemente kann auf
verschiedenen hierarchischen Ebenen erfolgen. Dabei la¨sst sich die Verschaltung von
elementaren Bausteinen jeweils als aggregierte Komponente einer daru¨ber liegenden
Ebene auffassen. Gilles (1997) schla¨gt hierzu drei Ebenen vor. Auf der untersten Ebe-
ne, der sog. Speicherebene, werden Speicher makroskopischer thermodynamischer
Gro¨ßen wie z. B. Masse oder innere Energie als Komponenten aufgefasst.13 Kon-
vektive, diffusive und reaktive Flu¨sse werden hingegen als Verknu¨pfungselemen-
te beru¨cksichtigt. Ein Aggregat aus Bausteinen der Speicherebene wird als thermo-
dynamische Phase bezeichnet. Derartige Modellbausteine stellen die Komponenten
der daru¨berliegenden Phasenebene dar. Sie lassen sich mit Hilfe der zugeho¨rigen Ver-
knu¨pfungselemente, im vorliegenden Fall Phasengrenzen, miteinander verschalten.
Ein Aggregat aus derartigen Bausteinen wird schließlich als Apparat bezeichnet und
stellt eine Komponente auf der sog. Apparateebene dar. Als Verknu¨pfungselemente
kommen auf dieser Ebene beispielsweise Ventile und Pumpen in Frage. Aggregate
von Bausteinen dieser Ebene bilden komplexe Anlagen.
Zusammenfassend ergibt sich aus den beiden Grundprinzipien eine horizontale und
eine vertikale Struktur des Prozessmodells. Die horizontale Struktur (Komponenten
und Verknu¨pfungselemente) erlaubt den Austausch beliebiger Modellbausteine und
ermo¨glicht damit eine hohe Modellflexibilita¨t. Die vertikale Struktur (hierarchische
Ebenen) fu¨hrt zu einer geringen Anzahl an elementaren Bausteinen auf einer Ebene
und tra¨gt damit zu einer hohen Modelltransparenz bei.
Im anschließenden Abschnitt 3.2 ist ein erla¨uterndes Beispiel fu¨r die Strukturie-
rung eines einfachen o¨rtlich konzentrierten Systems aufgefu¨hrt. Weitere Beispiele,
insbesondere zur Behandlung o¨rtlich verteilter Systeme, sind z. B. bei Mangold et al.
(2002, 2004b) zu finden.
Umsetzung des Strukturierungskonzeptes — Modellierungswerkzeug ProMoT
Fu¨r die technische Umsetzung des beschriebenen Modellstrukturierungskonzeptes
ist eine leistungsfa¨hige Softwareumgebung notwendig. Hierfu¨r kommt gegenwa¨rtig
das Modellierungswerkzeug ProMoT (ProMoT = Process Modelling Tool) zum Ein-
satz (z. B. Ginkel et al., 2003; Mangold et al., 2005). ProMoT unterstu¨tzt die objekt-
orientierte, gleichungsbasierte Modellierung verfahrenstechnischer und biochemi-
scher Prozesse. Es ermo¨glicht zum einen die Unterteilung des Prozessmodells in
13Gilles (1997) diskutiert noch eine Ebene unterhalb der Speicherebene, die sog. molekulare Ebene. Diese
ist bisher jedoch noch nicht fu¨r die Modellstrukturierung zum Einsatz gekommen und soll hier nicht
weiter beru¨cksichtigt werden.
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einzelne Module, deren Verhalten jeweils durch einen Satz differential-algebraischer
Gleichungen beschrieben wird. Die Module ko¨nnen u¨ber Schnittstellen Signale aus-
tauschen. Diese Eigenschaft ermo¨glicht die Unterteilung in Komponenten und Ver-
knu¨pfungselemente. Zum anderen unterstu¨tzt ProMoT zwei Mechanismen, mit de-
ren Hilfe neue Module aus bereits bestehenden abgeleitet werden ko¨nnen. Dies sind
die mehrstufige Aggregation, welche die Strukturierung auf hierarchischen Ebenen
erlaubt und die Mehrfach-Vererbung. Der kombinierte Einsatz beider Mechanismen
ermo¨glicht den Aufbau einer Wissensbasis bestehend aus gut dokumentierten und
leicht wiederverwendbaren Bausteinen mit einheitlichen Schnittstellen. Am Ende
des Modellierungsprozesses erzeugt ProMoT aus den Modellinformationen einen
Satz differential-algebraischer Gleichungen, die anschließend in der Simulationsum-
gebung DIVA (z. B. Mangold et al., 2000) numerisch behandelt werden ko¨nnen.
3.2 Besondere Eigenschaft elektrochemischer Systeme
Im folgenden Abschnitt soll untersucht werden, ob und in welcher Form die Netz-
werktheorie verfahrenstechnischer Prozesse fu¨r die Strukturierung elektrochemi-
scher Systeme geeignet ist. Elektrochemische Systeme verfu¨gen im Unterschied zu
nicht-elektrochemischen Systemen u¨ber ein elektrisches Klemmenpaar, u¨ber welches
sie in ein elektrisches Netzwerk eingebunden werden ko¨nnen. Es sollen deshalb
zuna¨chst anhand von kurzen Beispielen die wesentlichen Unterschiede zwischen
elektrischen und nicht-elektrischen Systemen herausgearbeitet werden.
Erster Unterschied: Phasenu¨bergreifender Charakter der Feldgleichungen
Abbildung 3.1 zeigt die Skizze eines nicht-elektrischen Beispielsystems: zwei zur
Umgebung thermisch isolierte Flu¨ssigkeitsbeha¨lter, die u¨ber eine du¨nne Wand Ener-
gie austauschen. Fu¨r den Fall, dass die beiden Beha¨lter als o¨rtlich konzentrierte Sys-
teme aufgefasst werden ko¨nnen (z. B. durch erzwungene Konvektion mittels eines
Ru¨hrwerkes) und fu¨r den Fall, dass die Wa¨rmekapazita¨t der Beha¨lterinhalte sehr
viel gro¨ßer als die der du¨nnen Wand ist, kann das Problem mit dem folgenden Glei-
chungssatz beschrieben werden:
m1
du1
dt
= Q1 m2
du2
dt
= Q2 (3.3)
u1 = u0 +
T1∫
T0
c(θ)dθ u2 = u0 +
T2∫
T0
c(θ)dθ (3.4)
Q1 = kA (T2 − T1) 0 = Q1 + Q2 . (3.5)
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T1 T2
Q2Q1
u1 u2
Beha¨lter 1 Beha¨lter 2
Q
T1, u1
T2, u2
Abbildung 3.1: Nicht-elektrisches Beispielsystem — zwei zur Umgebung ther-
misch isolierte Flu¨ssigkeitsbeha¨lter, die u¨ber eine du¨nne Wand Energie austau-
schen; Systemskizze (links), strukturierte Darstellung des Modells (rechts).
Hierbei ist m [kg] die Masse der Flu¨ssigkeit im jeweiligen Beha¨lter, u [J·kg−1] die
spezifische innere Energie, uo [J·kg−1] die spezifische innere Energie bei Bezugstem-
peratur T0 und c [J·kg−1 ·K−1] die spezifische Wa¨rmekapazita¨t. Das Symbol T [K]
steht fu¨r die Temperatur des jeweiligen Beha¨lters, Q [W] fu¨r den Wa¨rmestrom, A
[m2] fu¨r die Querschnittsfla¨che der Wand und k [W·m−2 ·K−1] fu¨r den Wa¨rmedurch-
gangskoeffizienten.
Entsprechend den Gesetzma¨ßigkeiten der irreversiblen Thermodynamik la¨sst
sich der Wa¨rmestrom Q als Funktion der Temperaturdifferenz T2−T1 darstellen (Glei-
chung (3.5)). Beide Temperaturen ko¨nnen mit Hilfe der kalorischen Zustandsglei-
chung (3.4) aus der spezifischen inneren Energie fu¨r jeden der beiden Speicher sepa-
rat bestimmt werden. Im Sinne der Netzwerktheorie lassen sich die einzelnen Glei-
chungen eindeutig in das Komponenten-Verknu¨pfungselemente-Konzept einordnen
(rechts in Abbildung 3.1). Jeder der beiden Beha¨lter wird durch eine Komponente
repra¨sentiert. Diese enthalten die Gleichungen (3.3) und (3.4) und liefern als Aus-
gangsignale die Temperaturen T1 bzw. T2. Als Eingangssignal beno¨tigen sie jeweils
den zugeho¨rigen Wa¨rmestrom Q1 bzw. Q2. Das Verknu¨pfungselement entha¨lt die
Beziehungen (3.5) und liefert gerade diese beiden Flu¨sse. Als Eingangssignale beno¨-
tigt es hierfu¨r die Ausgangssignale der beiden Komponenten.
Ein elektrisches System la¨sst sich auf den ersten Blick in analoger Art und Weise
darstellen. Abbildung 3.2 zeigt das Beispielsystem: zwei entgegengesetzt geladene,
du¨nne Plattenelektroden mit sehr großer Querschnittsfla¨che. Die beiden Platten sind
u¨ber einen elektrischen Widerstand miteinander verbunden. Fu¨r den Fall, dass die
Randverzerrungen des elektrischen Feldes vernachla¨ssigt werden, la¨sst sich das Pro-
blem mit dem folgenden Gleichungssatz beschreiben:
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Abbildung 3.2: Elektrisches Beispielsystem — zwei entgegengesetzt geladene,
du¨nne Plattenelektroden mit sehr großer Querschnittsfla¨che, die u¨ber einen elek-
trischen Widerstand miteinander verbunden sind; Systemskizze (links), struktu-
rierte Darstellung des Modells (rechts).
A
dq1
dt
= I1 A
dq2
dt
= I2 (3.6)
I1 = G (φ2 − φ1) 0 = I1 + I2 . (3.7)
Hierbei steht A [m2] fu¨r die Querschnittsfla¨che der Plattenelektroden, q [A·s·m−2]
fu¨r die darauf befindliche Fla¨chenladungsdichte, I [A] fu¨r den elektrischen Strom, G
[Ω−1] fu¨r den Leitwert des Verbindungswiderstandes und φ [V] fu¨r das elektrische
Potential.
Auch fu¨r dieses Beispiel la¨sst sich der irreversiblen Thermodynamik entspre-
chend der elektrische Strom I als Funktion der Potentialdifferenz φ2−φ1 darstellen
(I und φ bilden ebenfalls ein Paar korrespondierender Flu¨sse und Kra¨fte). Allerdings
wird der Zusammenhang zwischen der Potentialvariable φ und der eigentlichen Bi-
lanzgro¨ße q, im vorliegendem Fall nicht durch eine Zustandsgleichung im klassi-
schen Sinn bereitgestellt, sondern ist durch die Poisson-Gleichung gegeben:
∂2φ
∂z2
= − $˜
e0er
.
Hierin ist $˜ [A·s·m−3] die Raumladungsdichte, e0 [A·s·V−1 ·m−1] die Permittivita¨t
des Vakuums und er [1] die relative Permittivita¨t.
Wa¨hrend sich im nicht-elektrischen Beispielsystem die beiden Temperaturen un-
abha¨ngig voneinander aus der jeweiligen inneren Energie bestimmen lassen (Glei-
chung (3.4)), stellt im vorliegenden Fall das elektrische Potential der ersten Platte
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die Randbedingung der obigen Differentialgleichung dar und das der zweiten Platte
dessen Lo¨sung an der Stelle z=d:
φ1 = φ
∣∣
z=0 (3.8)
φ2 = φ
∣∣
z=0 − d
(
∂φ
∂z
∣∣∣∣
z=0
+
1
e0er
z′∫
0
$˜ dz
︸ ︷︷ ︸
q1
)
. (3.9)
Hierbei ist d [m] der Abstand der beiden Plattenelektroden und z′ [m] die Elektro-
dendicke, wobei angenommen wird, dass z′¿d.
Genauere Betrachtung der obigen Beziehungen zeigt, dass je nach Integrations-
richtung φ2 von φ1 bzw. umgekehrt φ1 von φ2 abha¨ngig ist. Daru¨ber hinaus sind die
genaue o¨rtliche Lage der Ladungsspeicher, hier der Abstand d der beiden Platten-
elektroden, und je nach Integrationsrichtung der Potentialgradient ∂φ/∂z|z=0 bzw.
∂φ/∂z|z=d fu¨r die Bestimmung der Elektrodenpotentiale no¨tig.
Die Poisson-Gleichung ko¨nnte deshalb im Sinne der Netzwerktheorie als pha-
senu¨bergreifende ”Zustandsgleichung“ verstanden werden. Abbildung 3.2 (rechts)
zeigt fu¨r diesen Fall eine mo¨gliche Form der strukturierten Darstellung des Modells.
Auch hier enthalten die beiden Komponenten die Bilanzgleichungen (3.6) und das
Verknu¨pfungselement die algebraischen Kopplungsbeziehungen (3.7). Zur Bestim-
mung der elektrischen Potentiale φ1 und φ2 ”u¨bermitteln“ die beiden Komponenten
ihre Fla¨chenladungsdichten an den Poisson-Baustein. Dieser entha¨lt die Beziehungen
(3.8) und (3.9) und kann aus der Lageinformation d und mit Hilfe der Randbedin-
gungen die Potentiale φ1 und φ2 bestimmen.
Wird dieser erste Ansatz auf die Beschreibung eines einfachen Stromkreises er-
weitert, so werden dessen Grenzen jedoch relativ schnell deutlich. In einem solchen
Fall mu¨sste der Poisson-Baustein mit sa¨mtlichen Ladungsspeichern des Stromkreises
verknu¨pft werden und beno¨tigt zusa¨tzlich deren genaue Position im Raum. Der Bau-
stein enthielte damit sa¨mtliche topologische Informationen des elektrischen Netz-
werkes. Eine modulare und transparente Zerlegung des Modells wa¨re dadurch er-
heblich erschwert. Dieser erste Ansatz wird deshalb verworfen.
Zweiter Unterschied: Quasistationarita¨t des elektrischen Stro¨mungsfeldes
Neben diesem ersten wesentlichen Unterschied la¨sst sich ein zweites Alleinstellungs-
merkmal fu¨r elektrische und damit auch elektrochemische Systeme herausarbeiten.
Hierzu sollen die Anschlussklemmen eines beliebigen elektrischen Bauteils betrach-
tet werden (Abbildung 3.3). Das Bauteil sei von einer geschlossenen Fla¨che A um-
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Abbildung 3.3: Von einer Hu¨llfla¨che A umgebenes elektrisches Bauteil.
geben, dessen Oberfla¨chennormalenvektor n nach außen zeige. Fu¨r die Oberfla¨che
soll das verallgemeinerte Durchflutungsgesetz, eine der Maxwellschen Gleichungen
formuliert werden: ∮
∂A
H ds =
∫∫
A
(
i +
∂D
∂t
)
dA .
Hierin ist H [A·m−1] die magnetische Feldsta¨rke, i [A·m−2] die Stromdichte und
D [A·s·m−2] die elektrische Flussdichte. A ist dabei eine beliebige Fla¨che und ∂A
dessen Randkurve. Da im vorliegenden Fall A eine geschlossene Fla¨che sein soll,
besitzt diese keine Randkurve. Das Linienintegral auf der linken Seite der obigen
Beziehung verschwindet deshalb:
0 =
∫∫
A
i dA +
∫∫
A
∂D
∂t
dA .
Das erste der beiden Integrale auf der rechten Seite la¨sst sich fu¨r den vorliegenden
Fall unter Beru¨cksichtigung des Oberfla¨chennormalenvektors leicht auswerten. Auf
das zweite Integral wird die Leibniz-Regel angewendet:
0 = IRB − ILB + d
dt
∫∫
A
D dA .
Wird angenommen, dass die ra¨umliche Ausdehnung des D-Feldes auf das Bauteil
begrenzt bleibt und auf der Hu¨llfla¨che A nur an den Schnittfla¨chen mit den beiden
Anschlussdra¨hten einen Wert verschieden von Null aufweist, so folgt mit Hilfe der
Materialgleichungen D=e0erE und i=κE hieraus:
0 = IRB − ILB + d
dt
∫∫
A
e0er
κ
i dA .
Hierin ist e0 [A·s·V−1 ·m−1] die Permittivita¨t des Vakuums, er [1] die relative Per-
mittivita¨t der Leiter und κ [S·m−1] deren elektrische Leitfa¨higkeit. Wird weiter ange-
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nommen, dass das Material im Bereich der beiden Anschlussklemmen des Bauteils
identisch ist, folgt schließlich:
0 = IRB − ILB + e0er
κ
d
dt
(
IRB − ILB
)
.
Die Zeitkonstante obiger Differentialgleichung ist die bereits angesprochene14 di-
elektrische Relaxationszeit. Sie liegt fu¨r gute Leiterwerkstoffe, wie z. B. Kupfer, in
der Gro¨ßenordnung von 10−19 s (z. B. Lehner, 1996). Im Rahmen der klassischen
elektrischen Netzwerktheorie wird deshalb von der Quasistationarita¨t der obigen
Gleichung
IRB = ILB ∀t (3.10)
bzw. allgemeiner von der Quasistationarita¨t des elektrischen Stro¨mungsfeldes aus-
gegangen. Gemeinsam mit einigen anderen Annahmen15 erlaubt diese Idealisierung
die Anwendung der Kirchhoffschen Regeln.
Obige Gleichung bzw. allgemeiner die Kirchhoffsche Knotenregel stellt eine
Zwangsbedingung fu¨r den elektrischen Strom auf einem der beiden Ra¨nder eines
elektrischen Bauteils bzw. eines elektrochemischen Systems dar. Diese ist im Sin-
ne der Netzwerktheorie problembehaftet. Das Komponenten-Verknu¨pfungselemen-
te-Konzept sieht vor, dass ein speicherbehafteter Baustein als Eingangssignale stets
Stromvektoren erha¨lt und als Ausgangssignal einen Potentialvektor liefert. Im vor-
liegenden Fall darf der Strom jedoch nur an einem Systemrand frei gewa¨hlt werden.
Der Strom auf dem anderen Rand ergibt sich aus Gleichung (3.10).
Ein Verzicht auf die obige Annahme ergibt nur begrenzt Sinn. Eine rigorose Be-
handlung der auf stark unterschiedlichen Zeitskalen ablaufenden Prozesse wu¨rde zu
einem außerordentlich steifen Differentialgleichungssystem fu¨hren, fu¨r dessen nu-
merische Behandlung zusa¨tzlicher Aufwand anfa¨llt. Diesem Aufwand stu¨nde nur
ein geringer Struktur- und Informationsgewinn gegenu¨ber. Im Folgenden soll des-
halb, wie auch fu¨r die Analyse elektrischer Netzwerke allgemein u¨blich, an der Qua-
sistationarita¨t des elektrischen Stro¨mungsfeldes festgehalten werden.
14Siehe hierzu Abschnitt 2.3 auf Seite 38.
15Zu diesen Annahmen geho¨rt, dass die Ausbreitungszeiten der elektromagnetischen Erscheinungen
vernachla¨ssigbar sind. Daru¨ber hinaus muss angenommen werden, dass die ra¨umliche Ausdehnung des
elektrischen Feldes in einem Kondensator bzw. die Ausdehnung des magnetischen Feldes einer Spule auf
die Bauteile beschra¨nkt bleiben und nicht mit anderen Teilen einer Schaltung wechselwirken. Na¨heres
hierzu ist z. B. bei Pregla (2001) zu finden. In Abha¨ngigkeit der Abmessungen der Schaltung verliert das
Konzept der gewo¨hnlichen elektrischen Netzwerktheorie bei hohen Frequenzen jedoch seine Gu¨ltigkeit
(z. B. >10 MHz fu¨r Tisch-Schaltungen (Unbehauen, 1990)).
58
Schlussfolgerungen und Anforderungen an das Strukturierungskonzept
Aus dem vorliegenden Abschnitt ergeben sich im Sinne der Netzwerktheorie zusam-
menfassend zwei wesentliche Strukturmerkmale, welche die elektrischen und damit
auch die elektrochemischen Systeme eindeutig gegen die nicht-elektrochemischen
Systeme abgrenzen. Dies sind:
(a) das Auftreten der Poisson-Gleichung mit dem Charakter einer phasenu¨bergrei-
fenden ”Zustandsgleichung“ (d. h. Abha¨ngigkeit der Potentialgro¨ßen einer Kom-
ponente von denen des linken bzw. rechten Nachbarn, Notwendigkeit einer La-
geinformation) und
(b) die Zwangsbedingung fu¨r den elektrischen Strom am linken und rechten Rand
eines elektrochemischen Systems, die sich aus der u¨blichen Idealisierung elek-
trischer Netzwerke ergibt (Quasistationarita¨tsannahme fu¨r das elektrische Stro¨-
mungsfeld).
Aufgrund der genannten Unterschiede erscheint die Strukturierung elektrochemi-
scher bzw. rein elektrischer Systeme im strengen Rahmen der Netzwerktheorie un-
gu¨nstig. Zum einen liegt dies daran, dass einzelne Komponenten durch den pha-
senu¨bergreifenden Charakter der Poisson-Gleichung nicht in der Lage sind, aus ih-
ren Bilanzgro¨ßen einen vollsta¨ndigen Potentialvektor zu bestimmen. Der Potential-
vektor einer Komponente hinge damit, je nach Integrationsrichtung, stets vom Po-
tential seiner linksseitig bzw. rechtsseitig liegenden Nachbarn ab. Dies fu¨hrt zu ei-
nem ungu¨nstigen Signalfluss fu¨r die Potentialvektoren. Zum Zweiten fu¨hrt die
Zwangsbedingung fu¨r den elektrischen Strom zu einem ungu¨nstigen Informations-
fluss bei den Stromvektoren. Die Stromvektoren, die als Eingangssignal fu¨r eine
Komponente dienen, sind nicht la¨nger unabha¨ngig voneinander. Auch hier hinge
der Strom am rechten Rand einer Komponente vom Strom auf dem linken Rand der-
selben bzw. umgekehrt ab.
Das im folgenden Abschnitt zu formulierende erweiterte Modellstrukturierungs-
konzept soll die obigen Strukturmerkmale explizit beru¨cksichtigen und falls mo¨glich
ausnutzen. Daru¨ber hinaus soll es mo¨glich sein, elektrochemische und rein elektri-
sche Modellbausteine elektrisch beliebig in Reihen- und Parallelschaltungen mit ein-
ander zu verknu¨pfen. Im Rahmen der Netzwerktheorie wa¨re dies nicht ohne Weite-
res mo¨glich. Insbesondere ist die direkte Verknu¨pfung von speicherbehafteten Bau-
steinen (z. B. zwei Kondensatoren) ohne zwischengeschaltete Verknu¨pfungselemen-
te bisher nicht vorgesehen.
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3.3 Strukturierung elektrochemischer Systeme und
Erweiterung der Netzwerktheorie
Wie im vorangegangenen Abschnitt ero¨rtert wird, lassen sich elektrochemische Sys-
teme nur sehr ungu¨nstig mit Hilfe der Netzwerktheorie darstellen. Die besonderen
Eigenschaften der zum Einsatz kommenden Modelle stellen insbesondere die An-
wendung des Komponenten-Verknu¨pfungselemente-Konzeptes in Frage. Im folgen-
den Abschnitt soll deshalb untersucht werden, ob dieses Hindernis durch eine Zer-
legung des elektrochemischen Systems in zwei gekoppelte Teilsysteme u¨berwun-
den werden kann. Die Unterteilung soll hierbei so geschehen, dass sich das eine
Teilsystem, welches als nicht-elektrisches Teilsystem bezeichnet wird, im Rahmen der
herko¨mmlichen Netzwerktheorie behandeln la¨sst. Die Schnittstellen dieses Teilsys-
tems sollen hierbei die Kompatibilita¨t des elektrochemischen Modellbausteins zu
nicht-elektrochemischen Modellen gewa¨hrleisten.
Das andere Teilsystem, welches als elektrisches Teilsystem bezeichnet wird, sollte
hingegen im Rahmen eines Strukturierungskonzeptes zur Analyse rein elektrischer
Netzwerke beschreibbar sein, um eine sinnvolle und intuitive Strukturierung der
elektrischen Modellseite zu ermo¨glichen. Insbesondere muss es erlaubt sein, elektro-
chemische und rein elektrische Netzwerkelemente beliebig in Reihen- oder Parallel-
schaltung miteinander zu verknu¨pfen.
Im ersten Teil dieses Abschnitts soll zuna¨chst ein geeigneter Ansatz fu¨r die Struk-
turierung der elektrischen Modellseite ausgewa¨hlt und diskutiert werden. Anschlie-
ßend wird dann auf die Aufspaltung des elektrochemischen Systems in den elektri-
schen und den nicht-elektrischen Teil na¨her eingegangen.
3.3.1 Strukturierungskonzept fu¨r die elektrische Modellseite
Fu¨r die folgenden U¨berlegungen wird von einem rein elektrischen Netzwerk ausge-
gangen. Ein solches Netzwerk kann durch beliebiges Zusammenschalten von elek-
trischen Bauteilen unter Verwendung von verlustlos gedachten Verbindungsleitun-
gen gewonnen werden. Die Punkte, in denen die Netzwerkelemente miteinader ver-
knu¨pft sind, werden als Knoten bezeichnet. Die Verbindungen zwischen den Knoten
werden Zweige genannt. Dabei verbindet ein Zweig immer genau zwei Knoten.
In einem Netzwerk bestehend aus n Knoten und b Zweigen treten insgesamt
2b+n unbekannte Gro¨ßen auf. Dies sind: b unbekannte Zweigstro¨me Iβ, b unbe-
kannte Zweigspannungen Uβ und n unbekannte Knotenpotentiale φν. Zur Bestim-
mung dieser Gro¨ßen sind dementsprechend 2b+n unabha¨ngige Gleichungen no¨tig,
fu¨r deren Formulierung eine Reihe bewa¨hrter Methoden existieren. Allen Metho-
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Abbildung 3.4: Signaltheoretische Repra¨sentation eines elektrischen Zweipols.
den gemein ist die Anwendung (a) der Kirchhoffschen Knotenregel (b) der Kirch-
hoffschen Maschenregel und (c) die Verwendung der konstitutiven Gleichungen der
Netzwerkelemente, die den Zusammenhang zwischen Zweigspannung und Zweig-
strom herstellen.
Fu¨r die rechnergestu¨tzte Analyse linearer und nichtlinearer elektrischer Netz-
werke ist das sog. Knotenpotentialverfahren besonders geeignet. Bei diesem Verfah-
ren wird ausgenutzt, dass sich alle Spannungen und Stro¨me im Netzwerk durch
die sog. Knotenpotentiale ausdru¨cken lassen. Der wesentliche Vorteil dieses Ansatzes
besteht darin, dass sich die zur vollsta¨ndigen Beschreibung des Netzwerkes not-
wendigen Gleichungen quasi automatisch generieren lassen. Eine Inspektion des
Netzwerkes und die anschließende Auswahl der unabha¨ngigen Maschengleichun-
gen, wie dies z. B. beim Maschenstromverfahren no¨tig ist, entfa¨llt bei dieser Methode
vollsta¨ndig.16
Das fu¨r die vorliegende Aufgabenstellung beno¨tigte Verknu¨pfungskonzept la¨sst
sich in Anlehnung an das Knotenpotentialverfahren ableiten. Dazu wird davon aus-
gegangen, dass die hier diskutierten elektrochemischen und elektrischen Netzwerk-
elemente ausschließlich u¨ber ein elektrisches Klemmenpaar von außen betrieben
werden ko¨nnen. Derartige Elemente werden im Sinne der elektrischen Netzwerk-
theorie als Zweipol17 bezeichnet.
Abbildung 3.4 zeigt die signaltheoretische Repra¨sentation eines solchen Zwei-
pols fu¨r den hier zu diskutierenden Anwendungsfall. Der Baustein verknu¨pft die
Signale φLB, φRB, ILB und IRB miteinander. Die Pfeile, die u¨blicherweise die Signal-
richtung angeben, entfallen vollsta¨ndig, da eine eindeutige Richtung des Signalflus-
ses nicht vorliegt. Wie im vorangegangenen Abschnitt 3.2 gezeigt wird, kann durch
das Lo¨sen der Feldgleichungen immer nur ein Zusammenhang zwischen dem elek-
trischen Potential am linken und rechten Rand angegeben werden. Von einer Si-
gnalrichtung zu sprechen, wa¨re hier abwegig. A¨hnliches gilt fu¨r den elektrischen
Strom. Aus der Quasistationarita¨tsannahme fu¨r das elektrische Stro¨mungsfeld folgt
16Weitere Details hierzu siehe z. B. Unbehauen (1990), Schu¨ssler (1991), McCalla (1997).
17Ha¨ufig auch Eintor oder im englischen Sprachgebrauch Oneport genannt.
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die Gleichheit der Stro¨me am linken und rechten Rand eines Netzwerkelementes.
Auch hier wa¨re die Angabe einer Signalrichtung nicht sinnvoll.
In einem ersten Schritt wird das Innere eines Netzwerkelementes β betrachtet.
Das Modell eines solchen Elementes soll die folgenden Gleichungen enthalten:
0 = ILBβ − IRBβ (3.11)
0 = f
(
ILBβ , (φ
LB
β − φRBβ )
)
. (3.12)
Bei Gleichung (3.11) handelt es sich um die bereits diskutierte Zwangsbedingung
fu¨r den elektrischen Strom. Gleichung (3.12) stellt die konstitutive Gleichung des
Netzwerkelementes dar. Diese verknu¨pft den Spannungsabfall u¨ber dem Element
mit dem zugeho¨rigen elektrischen Strom. Aus den obigen Beziehungen lassen sich
fu¨r insgesamt b Netzwerkelemente genau 2b unabha¨ngige Gleichungen formulieren.
Dem gegenu¨ber stehen 2b unbekannte Zweigstro¨me ILBβ und I
RB
β , sowie 2b unbe-
kannte Potentiale φLBβ und φ
RB
β — insgesamt soweit also 4b unbekannte Variablen.
Um die fehlenden Gleichungen zu erhalten, wird in einem zweiten Schritt das
Netzwerk an sich, d. h. die Verknu¨pfungspunkte der einzelnen Zweipole, betrachtet.
Fu¨r einen beliebigen Knoten ν, welcher die linken und rechten Ra¨nder verschiedener
Zweige verbindet, gilt:
b
∑
β=1
(
lνβ ILBβ + rνβ I
LB
β
)
= 0 (3.13)
lνβ φLBβ = φν
rνβ φRBβ = φν
 β = 1, . . . , b . (3.14)
Die Eintra¨ge lνβ und rνβ der beiden Koeffizientenmatrizen L und R beru¨cksichtigen,
welche Zweige u¨ber welche Knoten miteinander verbunden sind. L und R enthalten
damit die topologischen Informationen des Netzwerkes. Deren Eintra¨ge sind entwe-
der 1 oder 0, je nachdem ob die betreffende Seite des Zweiges β an den Knoten ν
angeschlossen ist oder nicht.
Gleichung (3.13) stellt die Knotenregel dar. Aus dieser Beziehung lassen sich fu¨r
die n Knoten des Netzwerkes insgesamt n−1 voneinander unabha¨ngige Gleichun-
gen formulieren. Gleichung (3.14) verknu¨pft die links- bzw. rechtsseitigen Potentiale
der Netzwerkelemente φLBβ , φ
RB
β mit den Knotenpotentialen φν. Hieraus lassen sich
insgesamt 2b unabha¨ngige Gleichungen gewinnen. Im Gegenzug treten weitere n
unbekannte Knotenpotentiale φν auf, sodass den nun insgesamt 4b+n Unbekannten
4b+(n−1) unabha¨ngige Gleichungen gegenu¨ber stehen.
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Um das Gleichungssystem zu vervollsta¨ndigen, wird ein beliebiger Knoten µ als
Bezugsknoten festgelegt. Das elektrische Potential dieses Bezugsknoten kann frei
gewa¨hlt werden, z. B. im Sinne einer Erdungsklemme:
φµ = 0 . (3.15)
Damit ist die elektrische Modellseite vollsta¨ndig beschrieben. Die Beziehungen (3.13)
und (3.14), welche die Netzwerktopologie beru¨cksichtigen, lassen sich mit Hilfe der
graphischen Benutzeroberfla¨che des Modellierungswerkzeuges ProMoT auf einfa-
che Weise automatisch generieren. Hierzu ko¨nnen die (Signal-)Anschlu¨sse der ein-
zelnen Modellbausteine entsprechend derer konkreten elektrischen Verschaltung mit
einander verknu¨pft werden. ProMoT verfu¨gt u¨ber eine Funktionalita¨t, mit dessen
Hilfe die Potentiale an den Verknu¨pfungspunkten gleichgesetzt (Gleichung (3.14))
und die Stro¨me aufsummiert werden (Gleichung (3.13)). Im Rahmen der Arbeit von
Kru¨ger (2007) wurde das vorgeschlagene Konzept ku¨rzlich umgesetzt und dessen
Funktion nachgewiesen. Abschließend sollen hier die fu¨r den folgenden Abschnitt
wichtigen Aspekte zusammengefasst werden.
Der erste Teil der zur vollsta¨ndigen Beschreibung der elektrischen Modellseite
notwendigen Gleichungen wird aus der konkreten Topologie des elektrischen Netz-
werkes erzeugt. Die Anschlu¨sse der einzelnen Bauteile ko¨nnen mit Hilfe der graphi-
schen Benutzeroberfla¨che des zum Einsatz kommenden Modellierungswerkzeuges
intuitiv entsprechend ihrer elektrischen Verschaltung miteinander verknu¨pft wer-
den. Reihen- und Parallelschaltungen von Netzwerkelementen sind ohne Proble-
me mo¨glich. An den Verknu¨pfungspunkten wird mit Hilfe der Beziehungen (3.13)–
(3.15) der erste Teil des beschreibenden Gleichungssatzes erzeugt. Dessen zweiter
Teil folgt aus den im Inneren der Modellbausteine definierten Gleichungen (3.11)
und (3.12). Die konstitutive Gleichung eines Netzwerkelementes (3.12) verknu¨pft
dabei den elektrischen Strom, der durch das Element hindurch fließt, mit der anlie-
genden Spannung und beschreibt damit dessen Charakter. Fu¨r einen idealen Wider-
stand wa¨re hierfu¨r beispielsweise das Ohmsche Gesetz anzuschreiben. Fu¨r die Dar-
stellung eines elektrochemischen Netzwerkelementes hingegen muss eine geeignete
Beziehung erst gewonnen werden. Dies wird im folgenden Abschnitt diskutiert.
3.3.2 Auftrennung des elektrochemischen Systems
Nachdem die gewu¨nschten Eigenschaften und Schnittstellen der beiden Teilsyste-
me nun feststehen, soll im Folgenden diskutiert werden, auf welche Art und Weise
ein elektrochemisches System in einen elektrischen und einen nicht-elektrischen Teil
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zerlegt werden kann. Daru¨ber hinaus muss betrachtet werden, wie die Kopplungs-
beziehungen zwischen den beiden Teilsystemen auszusehen haben. Die Zerlegung
soll hierbei insgesamt drei Anforderung genu¨gen.
(1) Der Gleichungssatz des nicht-elektrischen Teilsystems muss den Anforderungen
der Netzwerktheorie genu¨gen. D. h. ist der Baustein speicherbehaftet, so muss
ein vollsta¨ndiger Potentialvektor bereitgestellt werden. Ist der Baustein speicher-
los, muss ein Zusammenhang existieren, der den anliegenden Potentialvektoren
einen entsprechenden Vektor korrespondierender Flu¨sse zuordnet. Die Kompati-
bilita¨t des nicht-elektrischen Teilsystems zu reinen nicht-elektrochemischen Bau-
steinen ist zu gewa¨hrleisten.
(2) Die Schnittstellen des elektrischen Teilsystems mu¨ssen den Anforderungen des
im vorangegangenen Abschnitt diskutierten Strukturierungskonzeptes fu¨r die
elektrische Modellseite entsprechen. D. h. neben der Trivialbeziehung (3.11) muss
ein Zusammenhang zur Verknu¨pfung der elektrischen Potentiale φLB, φRB und
dem elektrischen Strom I bzw. der Stromdichte i bereitstehen (Gleichung (3.12)).
(3) Um einen modularen Aufbau der Modellbausteine zu gewa¨hrleisten, muss zu-
sa¨tzlich die Mo¨glichkeit bestehen, die beiden Teilsysteme unabha¨ngig voneinan-
der mit den u¨blichen Annahmen zu vereinfachen.
Anhand des in Abschnitt 2.1 hergeleiteten Basismodells der Membran-Elektroden-
Einheit (Gleichungen (2.18)–(2.28), inklusive der kinetischen Beziehungen (2.16) und
(2.17)) soll das Zerlegungskonzept diskutiert werden.
Nicht-elektrisches Teilsystem
Zuna¨chst wird das nicht-elektrische Teilsystem na¨her betrachtet. Die Materialbilan-
zen (2.18), die zugeho¨rigen Randbedingungen (2.19)
∂$α
∂t
= −∂jα
∂z
z2 < z < z3, α = 1, . . . , Nc − 1 (3.16)
RB’en: 0 = Mα ∑
j
rAj ν
A
α,j − jα
∣∣
z2
0 = jα
∣∣
z3
+ Mα ∑
j
rCj ν
C
α,j (3.17)
sowie die Kinetikansa¨tze zur Beschreibung der ablaufenden elektrochemischen Re-
aktion (2.16) und des Stofftransportes (2.17)
rAj = r
A
j ($α
∣∣
z2
, $Aα , ∆φ
A) rCj = r
C
j ($α
∣∣
z3
, $Cα , ∆φ
C) (3.18)
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jα
∣∣∣∣
z
= jα
(
$α
∣∣∣∣
z
,
∂$α
∂z
∣∣∣∣
z
,
∂φ
∂z
∣∣∣∣
z
)
α = 1, . . . , Nc (3.19)
sollen als nicht-elektrischer Teil des Modells aufgefasst werden. Die Symbole $Aα
[kg·m−3] und $Cα [kg·m−3] in der Reaktionskinetik (3.18) wurden erga¨nzt. Sie ste-
hen fu¨r die Partialdichten der Spezies α in den anodenseitig bzw. kathodenseitig
angrenzenden Porennetzwerken und sind bisher aus Gru¨nden der U¨bersichtlich-
keit nicht weiter beru¨cksichtigt worden (siehe hierzu Abschnitt 2.1 auf Seite 16). Im
vorliegenden Fall sind sie jedoch von Bedeutung. Der U¨bersicht wegen und ohne
Einschra¨nkung der Allgemeingu¨ltigkeit des Modells sollen fu¨r deren Bestimmung
o¨rtlich konzentrierte Bilanzen formuliert werden:
VA
d$Aα
dt
= JAα + A Mα ∑
j
rAj ν
A
α,j α = 1, . . . , Nc (3.20)
VC
d$Cα
dt
= JCα + A Mα ∑
j
rCj ν
C
α,j α = 1, . . . , Nc . (3.21)
Hierin sind JAα [kg·s−1] und JCα [kg·s−1] die anodenseitig bzw. kathodenseitig in das
Porennetzwerk eintretenden Massenstro¨me. Das Symbol V [m3] steht fu¨r das Volu-
men des bilanzierten Teils des Porennetzwerkes und A [m2] fu¨r die Querschnitts-
fla¨che der Membran-Elektroden-Einheit. Alle u¨brigen Variablen sind im vorherigen
Kapitel eingefu¨hrt worden.
Das so definierte Teilsystem ist in der Lage, jeweils Nc Partialdichten auf dem lin-
ken ($Aα ) bzw. rechten Systemrand ($Cα ) als Ausgangssignale zu liefern. Als Eingangs-
signale beno¨tigt es die Massenstro¨me JAα und JCα und verha¨lt sich damit eindeutig wie
ein speicherbehafteter Modellbaustein. Die a¨ußeren Schnittstellen sind vollsta¨ndig
kompatibel zu nicht-elektrochemischen Modellbausteinen. Die auf Seite 64 formu-
lierte Anforderung 1 ist damit erfu¨llt. Bei genauer Betrachtung des Gleichungssatzes
wird allerdings erkennbar, dass hierfu¨r einige Zusatzinformationen notwendig sind.
Dies betrifft im Einzelnen:
(a) die Potentialdifferenzen ∆φA und ∆φC, die zur Bestimmung der Reaktionsge-
schwindigkeiten rAj und r
C
j beno¨tigt werden (Gleichungen (3.18)),
(b) das Ortsprofil des Potentialgradienten ∂φ/∂z im zweiten Intervall (z2< z< z3),
das zur Bestimmung der Massenstromdichten jα bekannt sein muss (Gleichun-
gen (3.16), (3.19)) und
(c) das Ortsprofil der Partialdichte $Nc im zweiten Intervall (z2< z< z3), welches
sowohl in die reaktionskinetischen Ansa¨tze (3.18) fu¨r rAj und r
C
j als auch in den
Stofftransportansatz (3.19) fu¨r jα einfließt.
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Diese Zusatzinformationen mu¨ssen u¨ber eine innere Schnittstelle durch das elektri-
sche Teilsystem bereitgestellt werden. Im Folgenden wird gepru¨ft, ob dieses dazu in
der Lage ist.
Elektrisches Teilsystem
Der verbleibende Teil des Basismodells, d. h. die Ladungsbilanzen (2.20)–(2.24)
dqA
dt
= i− F ∑
j
rAj ν
A
e−,j (3.22)
∂$˜
∂t
= −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
z2 < z < z3 (3.23)
$˜ = F
Nc
∑
α=1
zα
Mα
$α z2 < z < z3 (3.24)
0 = qA +
z3∫
z2
$˜ dz + qC (3.25)
RB’en: 0 = ∑
j
rAj ν
A
e−,j −
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z2
0 =
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z3
+∑
j
rCj ν
C
e−,j (3.26)
und die Feldgleichungen (2.25)–(2.28)
∂E
∂z
=
$˜
e0er
,
∂φ
∂z
= −E z2 < z < z3 (3.27)
φRB = φ
∣∣
z3
− E∣∣z3(z4 − z3) (3.28)
RB’en: E
∣∣
z2
=
qA
e0er
φ
∣∣
z2
= φLB − qA (z2 − z1)
e0er
(3.29)
bilden das elektrische Teilsystem. Die na¨here Betrachtung der Gleichungen zeigt,
dass hieraus die an der inneren Schnittstelle zum nicht-elektrischen Teilsystem beno¨-
tigten Gro¨ßen bestimmt werden ko¨nnen: ∆φA =φLB−φ|z2 und ∆φC =φRB−φ|z3 fol-
gen aus den Beziehungen (3.29) bzw. (3.28), die Feldgleichungen (3.27) liefern ∂φ/∂z
im zweiten Intervall (z2< z< z3) und das Partialdichteprofil $Nc(t, z) wird mit Hilfe
des Faradayschen Gesetzes (3.24) bestimmt.
Im Gegenzug beno¨tigt das elektrische Teilsystem die im Folgenden aufgefu¨hrten
Signale. Diese mu¨ssen wiederum durch das nicht-elektrische Teilsystem zur Verfu¨-
gung gestellt werden. Dies betrifft im Einzelnen:
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(a) die Nc−1 Ortsprofile der Partialdichten $α im zweiten Intervall (z2< z< z3), die
zur Bestimmung des Ortsprofils der Partialdichte $Nc no¨tig ist (Gleichung (3.24))
und
(b) die Nc Ortsprofile der Massenstromdichten jα zweiten im Intervall (z2< z< z3),
die in die Lo¨sung der Ladungsbilanz (3.23) und u¨ber die Randbedingung (3.26)
in die Bilanzgleichung (3.22) fu¨r qA einfließen.
Die Untersuchung des Gleichungssatzes (3.16)–(3.21) fu¨r das nicht-elektrische Teil-
system zeigt, dass dieses ebenfalls in der Lage ist, die geforderten Signale bereitzu-
stellen: die Nc−1 Ortsprofile der Partialdichten $α folgen aus Gleichung (3.16) und
die Nc Ortsprofile der Massenstromdichten jα ergeben sich aus der Beziehung (3.19).
Die innere Schnittstelle, d. h. die Kopplungsbeziehungen fu¨r die beiden Teilsysteme,
sind damit eindeutig definiert.
In einem zweiten Schritt muss abschließend gepru¨ft werden, ob das elektrische
Teilsystem und dessen a¨ußere Schnittstellen den Anforderungen des im vorherigen
Abschnitt diskutierten Strukturierungskonzeptes fu¨r die elektrische Modellseite ge-
nu¨gen. Die Trivialbeziehung iRB = iLB, die den Strom am linken und rechten Sys-
temrand starr miteinander verknu¨pft, ist bereits bei der Formulierung des Basis-
modells stillschweigend in den Gleichungssatz eingeflossen (siehe hierzu Gleichun-
gen (2.4) und (2.14)). Die konstitutive Gleichung des Modellbausteins, welche die
Spannungsdifferenz φLB−φRB mit der elektrischen Stromdichte i in Zusammenhang
bringt, ist ebenfalls im Gleichungssatz des elektrischen Teilsystems enthalten. U¨ber
die Beziehungen (3.22), (3.26), (3.23) und (3.25) wird ein Zusammenhang zwischen
der Stromdichte i und den Ladungsdichten qA, qC und $˜ hergestellt. Die Feldglei-
chungen (3.27)–(3.29) verknu¨pfen diese dann mit den elektrischen Potentialen φLB
und φRB. Die eingangs formulierte Anforderung 2 (siehe Seite 64) ist damit ebenfalls
erfu¨llt.
Beide so definierten Teilsysteme lassen sich auf einfache Weise und wie gefor-
dert voneinander unabha¨ngig vera¨ndern. Fu¨r den Fall, dass z. B. ein anderer Stoff-
transportansatz in das nicht-elektrische Teilsystem eingefu¨hrt werden soll, bleiben
Struktur und Informationsfluss des elektrischen Teilsystems davon unberu¨hrt. Ana-
log verha¨lt es sich fu¨r A¨nderungen im elektrischen Teilsystem. Dies wird im an-
schließenden Abschnitt 3.4 anhand einiger Beispiele demonstriert. Auch die dritte
der eingangs formulierten Anforderungen kann damit als erfu¨llt betrachtet werden.
Hierarchische Ebenen der Prozessstrukturierung
Abschließend werden die beiden Teilsysteme miteinander gekoppelt (siehe Abbil-
dung 3.5) und bilden die strukturierte Darstellung des Basismodells. Das so for-
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̺Aα
JCα
̺Cα
Basismodell
φRB, IRBφLB, ILB
JAα
̺α, jα
∆φA, ∆φC,
∂φ/∂z, ̺Nc
elektrisches Teilsystem
nicht-elektrisches
Teilsystem
Abbildung 3.5: Strukturierte Darstellung des Basismodells; Kopplung des nicht-
elektrischen (oben) und des elektrischen Teilsystems (unten).
mulierte Modell stellt im Sinne der Netzwerktheorie einen elementaren Baustein
der Phasenebene dar. Die einzelnen Gleichungen der beiden Teilsysteme ko¨nnen bei
Bedarf ohne Einschra¨nkungen aus elementaren Bausteinen der darunter liegenden
Speicherebene zusammengestellt werden.
Eine Aggregation elektrochemischer und nicht-elektrochemischer Modellbaustei-
ne wird durch das vorgestellte erweiterte Strukturierungskonzept ebenfalls nicht
ausgeschlossen. Derartige ”gemischte“ Aggregate — elementare Bausteine der da-
ru¨berliegenden Apparateebene — erhalten dann ebenfalls zwei Schnittstellen. Ein
Beispiel fu¨r einen solches gemischtes Apparatemodell stellt ein Brennstoffzellen-Mo-
dellbaustein dar. Dieser kann beispielsweise durch Aggregation des oben beschrie-
benen Modellbausteins fu¨r die Membran-Elektroden-Einheit und jeweils zwei Bau-
steinen zur Abbildung der Gasdiffusionslagen und der Gasverteilerstrukturen ge-
wonnen werden. Das so entstandene Apparatemodell verfu¨gt dann u¨ber zwei elek-
trische Anschlussklemmen, mit dessen Hilfe es z. B. mit einem Lastwiderstand ver-
knu¨pfbar ist, sowie u¨ber mehrere stoffliche Schnittstellen, u¨ber welche es in ein ver-
fahrenstechnisches Netzwerk eingebunden werden kann. Dies wird am Ende des
folgenden Abschnittes an einem kurzen Beispiel illustriert.
3.4 Interessante Modellbausteine und Beispiel
Das im vorangegangenen Abschnitt vorgestellte erweiterte Strukturierungskonzept
zur Beschreibung elektrochemischer Systeme sieht vor, das Modell unter Beru¨cksich-
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tigung einer Reihe von Anforderungen in zwei gekoppelte Teilsysteme zu zerlegen.
Das elektrische Teilsystem muss hierbei einen Zusammenhang zwischen dem elek-
trischen Strom I und der anliegenden Spannung φLB−φRB herstellen. Daru¨ber hin-
aus soll insbesondere die Trivialbeziehung IRB= ILB erfu¨llt sein, welche die elektri-
schen Stro¨me auf dem linken und rechten Systemrand starr miteinander verknu¨pft.
Bei genauer Betrachtung der in den Abschnitten 2.2 und 2.3 vorgestellten Model-
le II–IV zeigt sich, dass derartige Zusammenha¨nge auch im Inneren des Lo¨sungs-
gebietes existieren. Durch die Einfu¨hrung der zusa¨tzlichen Intervallgrenzen z∗2 und
z∗3 in Abschnitt 2.2 zerfa¨llt das Lo¨sungsgebiet in drei jeweils global elektroneutrale
Teilgebiete. An deren Grenzen fließt zu jedem Zeitpunkt die Stromdichte i. Jedes der
Teilgebiete erfu¨llt damit die Trivialbeziehung IRB= ILB. Daru¨ber hinaus verschwin-
det an den Stellen z∗2 und z∗3 stets die elektrische Feldsta¨rke. Dies erlaubt es, fu¨r je-
des der drei Teilgebiete einen separaten Zusammenhang zwischen der anliegenden
Spannung und dem elektrischen Strom herzustellen.
Diese Eigenschaft wird im Folgenden ausgenutzt, um einige erste Modellbaustei-
ne fu¨r eine Brennstoffzellen-Modellbibliothek zusammenstellen. Der Schwerpunkt
des vorliegenden Abschnittes soll dabei allerdings nicht auf die Vollsta¨ndigkeit der
Bibliothek gelegt werden. Stattdessen wird anhand von drei anschaulichen Modell-
bausteinen die Anwendung des vorgeschlagenen Strukturierungskonzeptes noch
einmal verdeutlicht und dessen Robustheit u¨berpru¨ft. Am Ende des Abschnittes
wird in einem abschließenden Beispiel skizziert, wie sich mit Hilfe der formulier-
ten Modellbausteine ein einfaches Modell eines Brennstoffzellensystems zusammen-
stellen la¨sst.
3.4.1 Modellbausteine fu¨r die Elektrolytmembran
Im Folgenden werden zwei verschiedene Modellbausteine zur Beschreibung des In-
tervalls 2β (z∗2 < z< z∗3) aus Kapitel 2 vorgestellt. Ausgangspunkt hierfu¨r ist das Mo-
dell II. Der zugeho¨rige elementare Modellbaustein soll anschließend durch Modifi-
kation des elektrischen Teilsystems in Modell IV u¨berfu¨hrt werden. Die zu formulie-
renden Modellbausteine werden im Folgenden als Membranmodell bezeichnet.
Membranmodell mit dynamischer Ladungsbilanz (entsprechend Modell II)
Elementarer Modellbaustein der Phasenebene
Die Beziehungen fu¨r den vorliegenden Modellbaustein ko¨nnen aus dem Gleichungs-
satz (2.49)–(2.64) des Modells II gewonnen werden. Die Materialbilanzen inklusive
dem Kinetikansatz fu¨r den Stofftransport (2.17) fu¨r das Intervall 2β bilden dabei ana-
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log zu den U¨berlegungen aus Abschnitt 3.3.2 das nicht-elektrische Teilsystem. Das
elektrische Teilsystem entha¨lt die Ladungsbilanz und die Feldgleichungen. Die ur-
spru¨nglichen Grenzen z∗2 und z∗3 werden fu¨r die vorliegende Formulierung in z= 0
und z= dM umbenannt. Das Symbol dM [m] steht dabei fu¨r die Membrandicke und
A [m2] fu¨r die Querschnittsfla¨che der Membran-Elektroden-Einheit.
• Symbol:
JRBα
̺RBα
φRB, IRB
JLBα
φLB, ILB
̺LBα
α=1, . . . , Nc−1 α=1, . . . , Nc−1
• Verhaltensbeschreibende Beziehungen nicht-elektrischer Teil:
0 = JLBα − Ajα
∣∣
z=0
∂$α
∂t
= −∂jα
∂z
0 = Ajα
∣∣
z=dM − JRBα
 α = 1, . . . , Nc − 1 (3.30)
$LBα = $α
∣∣
z=0 , $
RB
α = $α
∣∣
z=dM α = 1, . . . , Nc − 1 (3.31)
jα
∣∣∣∣
z
= jα
(
$α
∣∣∣∣
z
,
∂$α
∂z
∣∣∣∣
z
,
∂φ
∂z
∣∣∣∣
z
)
α = 1, . . . , Nc (3.32)
• Verhaltensbeschreibende Beziehungen elektrischer Teil:
0 = ILB − AF
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z=0
∂$˜
∂t
= −F
Nc
∑
α=1
zα
Mα
∂jα
∂z
0 = AF
Nc
∑
α=1
zα
Mα
jα
∣∣∣∣
z=dM
− IRB
(3.33)
$˜ = F
Nc
∑
α=1
zα
Mα
$α (3.34)
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∂E
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=
$˜
e0er
, E
∣∣
z=0 = 0
∂φ
∂z
= −E , φ∣∣z=0 = φLB (3.35)
φRB = φ
∣∣
z=dM , I
RB = I IB (3.36)
Die obigen Gleichungen sollen kurz diskutiert werden. Die Beziehungen (3.30) und
(3.31) lassen sich aus den Materialbilanzen (2.50) und den zugeho¨rigen Randbedin-
gungen (2.52) zusammenstellen. JLBα [kg·s−1] und JRBα [kg·s−1] sind die links- bzw.
rechtsseitig zufließenden Massenstro¨me. Sie stellen die Eingangssignale des nicht-
elektrischen Teilsystems dar. Die Beziehungen (3.31) liefern dessen Ausgangssig-
nale. Im Unterschied zur strukturierten Formulierung des Basismodells stimmt die
Schnittstelle des nicht-elektrischen Teilsystems nicht exakt mit den Schnittstellen ei-
nes nicht-elektrochemischen Modellbausteins u¨berein: es fehlt jeweils ein Massen-
strom und eine Partialdichte (α=1, . . . , Nc−1). Der vorliegende Baustein kann des-
halb nicht fa¨lschlicherweise mit einem nicht-elektrochemischen Baustein verknu¨pft
werden, sondern beno¨tigt den Baustein zur Beschreibung der elektrolytischen Dop-
pelschichten als Gegenstu¨ck.
Mit Hilfe der Ladungsbilanz (3.33) wird u¨ber die Randbedingungen wie vorge-
sehen ein Zusammenhang zwischen dem elektrischen Strom ILB und der Ladungs-
dichte hergestellt, der schließlich u¨ber die Feldgleichungen (3.35) in eine Potenti-
aldifferenz φLB−φRB ”u¨bersetzt“ wird. Gemeinsam mit der Trivialbeziehung (3.36)
weist das elektrische Teilsystem damit die zuvor geforderten Eigenschaften auf.
Abschließend soll die innere Schnittstelle betrachtet werden. Beide Teilsysteme
tauschen wie vorgesehen untereinander Informationen aus. Das elektrische Teilsys-
tem liefert, wie auch bei der strukturierten Darstellung des Basismodells, das elek-
trische Potentialfeld (Gleichung (3.35)) und das Partialdichtefeld der Nc-ten Spezies
(Gleichung (3.34)). Im Gegenzug erha¨lt es vom nicht-elektrischen Teilsystem der Par-
tialdichtefelder der verbleibenden Nc−1 Spezies (Beziehung (3.30)) und das Feld der
Nc Massenstromdichten jα (Gleichung (3.32)).
Der zusammengestellte Modellbaustein kann auf einfache Weise durch Modifi-
kation des elektrischen Teilsystems in die Modellformulierungen III und IV u¨ber-
fu¨hrt werden. Wie im Folgenden anhand von Modell IV gezeigt wird, bleibt dies wie
gefordert ohne Konsequenzen fu¨r die vereinbarten Schnittstellen.
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Membranmodell mit Elektroneutralita¨tsannahme (entsprechend Modell IV)
Elementarer Modellbaustein der Phasenebene
In einem na¨chsten Schritt soll aus dem oben diskutierten Gleichungssatz ein Bau-
stein gewonnen werden, mit dessen Hilfe Modell IV (Annahme lokaler Elektroneu-
tralita¨t) zusammengestellt werden kann. Hierzu muss lediglich das elektrische Teil-
system entsprechend den Ladungsbilanzen (2.97)–(2.102) aus Modell IV angepasst
werden. Der nicht-elektrische Teil des Modells (Beziehungen (2.92)–(2.96)) ist iden-
tisch mit dem aus Modell II und kann deshalb unvera¨ndert u¨bernommen werden.
• Symbol:
˜̺ =0
JRBα
̺RBα
φRB, IRBφLB, ILB
̺LBα
JLBα
α=1, . . . , Nc−1α=1, . . . , Nc−1
• Verhaltensbeschreibende Beziehungen nicht-elektrischer Teil: analog zum nicht-
elektrischen Teilsystem des Modellbausteins ”Membranmodell mit dynami-
scher Ladungsbilanz“ (siehe Seite 70)
• Verhaltensbeschreibende Beziehungen elektrischer Teil:
ILB = AF
Nc
∑
α=1
zα
Mα
jα , φ
∣∣
z=0 = φ
LB (3.37)
0 = F
Nc
∑
α=1
zα
Mα
$α (3.38)
φRB = φ
∣∣
z=dM , I
RB = I IB (3.39)
Wie bereits im vorherigen Kapitel erwa¨hnt, fu¨hrt die Annahme lokaler Elektroneu-
tralita¨t im Kern des Elektrolyten zum Entfallen der Feldgleichungen und a¨ndert da-
mit die Struktur des beschreibenden Gleichungssystems maßgeblich. Im Folgenden
soll kurz gepru¨ft werden, ob dies Auswirkungen auf die innere Schnittstelle zwi-
schen den beiden Teilsystemen bzw. auf die a¨ußere Schnittstelle des elektrischen
Teilsystems hat.
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Zuerst wird die a¨ußere elektrische Schnittstelle betrachtet. Wie bereits in Abschnitt
2.3.2 gezeigt wurde, la¨sst sich mit Hilfe der Beziehung (3.37) das elektrische Poten-
tialfeld bestimmen, welches sich einstellen muss, um an allen Stellen des Lo¨sungs-
gebietes die Stromdichte i fließen zu lassen. Diese Beziehung verknu¨pft damit die
anliegende Spannungsdifferenz mit dem elektrischen Strom und kann eindeutig als
konstitutive Gleichung identifiziert werden. Die Trivialbeziehung IRB= ILB ist eben-
falls im Gleichungssatz enthalten (Gleichung (3.39)). Die elektrische Schnittstelle des
Bausteins ist damit eindeutig definiert.
Gleiches gilt fu¨r die innere Schnittstelle. Wie vorgesehen ist das elektrische Teil-
system in der Lage, das elektrische Potentialfeld (Gleichung (3.37)) und das Partial-
dichtefeld der Nc-ten Spezies (Gleichung (3.38)) an der inneren Schnittstelle bereitzu-
stellen. Im Gegenzug beno¨tigt es hierfu¨r wie gehabt alle u¨brigen Partialdichteprofile
und das Feld der Nc Massenstromdichten. Die Vereinfachung des elektrischen Teil-
system bleibt damit wie gefordert ohne Konsequenzen fu¨r die vorher vereinbarten
Schnittstellen.
3.4.2 Modellbaustein fu¨r die Elektroden
Wie bereits erwa¨hnt, stimmen die nicht-elektrischen Schnittstellen der diskutierten
Membranmodelle nicht exakt mit den Schnittstellen nicht-elektrochemischer Syste-
me u¨berein und machen eine fa¨lschliche Verknu¨pfung mit diesen unmo¨glich. In den
Schnittstellen fehlt jeweils eine Partialdichte und ein Massenstrom, die als Raum-
ladungsdichte und elektrischer Strom ihr Pendant im elektrischen Teilsystem bzw.
in dessen Schnittstelle haben. Die Modellbausteine zur Beschreibung der verblei-
benden Intervalle 1 und 2α bzw. 2γ und 3 aus dem vorherigen Kapitel bilden die
Gegenstu¨cke zu dieser Schnittstelle und sollen hier na¨her betrachtet werden. Diese
werden im Folgenden als Elektrodenmodelle bezeichnet.
Die Modelle II–IV sind in der Beschreibung der oben genannten Intervalle iden-
tisch. Daru¨ber hinaus la¨sst sich aus den zugeho¨rigen Gleichungssa¨tzen erkennen,
dass die Beziehungen fu¨r die Intervalle 1 und 2α sowie 2γ und 3 ebenfalls identisch
sind. Es genu¨gt daher, im Folgenden ein einziges Elektrodenmodell zu formulieren,
um die Modelle II–IV zusammenzustellen zu ko¨nnen.
Elektrodenmodell (entsprechend Modellen II-IV)
Elementarer Modellbaustein der Phasenebene
Ausgangspunkt fu¨r die Formulierung dieses Modellbausteins sind die Beziehungen
fu¨r die Intervalle 1 und 2α aus dem Gleichungssatz (2.49)–(2.64) fu¨r das Modell II.
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Zusa¨tzlich werden die Gleichungen (3.20) zur Beschreibung des gasseitig angren-
zenden Porennetzwerkes sowie die reaktionskinetische Beziehung (3.18) beno¨tigt.
• Symbol:
α=1, . . . , Nc−1
JMα
̺Mα
φRB, IRB
JGα
φLB, ILB
̺Gα
• Verhaltensbeschreibende Beziehungen nicht-elektrischer Teil:
VG
d$Gα
dt
= JGα + A Mα ∑
j
rjνα,j α = 1, . . . , Nc (3.40)
Ad∗d$
M
α
dt
= A Mα ∑
j
rjνα,j + JMα α = 1, . . . , Nc − 1 (3.41)
rj = rj($Mα , $
G
α , ∆φ) (3.42)
• Verhaltensbeschreibende Beziehungen elektrischer Teil:
A
dq
dt
= ILB − AF ∑
j
rjνe−,j (3.43)
− q
d∗ = F
Nc
∑
α=1
zα
Mα
$Mα (3.44)
∆φ = q
d∗
e0er
, φRB = φLB − ∆φ , IRB = ILB (3.45)
In der vorliegenden Formulierung wurden die folgenden Umbenennungen vorge-
nommen: in den Materialbilanzen (3.40) zur Beschreibung des Porennetzwerkes er-
ha¨lt die Partialdichte und der gasseitig in das Porenvolumen einstro¨mende Massen-
strom den Index G. VG [m3] ist dabei das Volumen des bilanzierten Teils des Po-
rennetzwerkes und A [m2] die Querschnittsfla¨che der Membran-Elektroden-Einheit.
A¨hnliches gilt fu¨r die Materialbilanzen (3.41) fu¨r das ”Membran-Scheibchen“. Hier
wird der Index 2α durch den Index M ersetzt. Das Symbol d∗ [m] steht dabei fu¨r die
Dicke des ehemaligen Intervalls 2α. Weiterhin wurde der Index A an den Variablen
rj [mol·m−2 ·s−1], q [A·s·m−2] und ∆φ [V] getilgt. Diese stehen nun allgemein fu¨r
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die fla¨chenbezogene Reaktionsrate der j-ten Reaktion, die Fla¨chenladungsdichte der
Elektrode und die Potentialdifferenz zwischen Elektronenleiter und Elektrolyt.
Auch hier sollen die obigen Gleichungen kurz diskutiert werden. Mit Hilfe der
Ladungsbilanz (3.43) und den vereinfachten Feldgleichungen (3.45) ist das elektri-
sche Teilsystem in der Lage, einen Zusammenhang zwischen der anliegenden Span-
nung und dem fließenden Strom herzustellen. Die a¨ußere Schnittstelle arbeitet damit
bestimmungsgema¨ß. An der inneren Schnittstelle u¨bergibt das elektrische Teilsys-
tem das elektrische ”Potentialfeld“, welches im vorliegenden Fall zur Spannungs-
differenz ∆φ entartet, und die mittlere Partialdichte der Nc-ten Spezies in der Mem-
branphase $MNc (Gleichung (3.44)). Im Gegenzug erha¨lt es dafu¨r die restlichen Nc−1
mittleren Partialdichten $Mα (folgen aus Gleichung (3.41)) und die Reaktionsraten rj
(folgen aus Gleichung (3.42)). Auch die innere Schnittstelle weist damit die gefor-
derten Eigenschaften auf. Das nicht-elektrische Teilsystem verfu¨gt schließlich u¨ber
zwei unterschiedliche a¨ußere Schnittstellen. Auf der der Membran zugewandten
Seite fehlen jeweils ein Massenstrom und eine Partialdichte. Diese Schnittstelle ist
damit kompatibel zu den bereits vorgestellten Membranbausteinen. Auf der ande-
ren Seite verfu¨gt der Baustein u¨ber eine Schnittstelle, an der sa¨mtliche Nc Massen-
stro¨me und Partialdichten u¨bergeben werden, und sichert damit die Kompatibilita¨t
zu nicht-elektrochemischen Bausteinen.
Ausgehend vom vorliegenden Modellbaustein sind eine Reihe von Modifikatio-
nen denkbar. Hierzu geho¨rt z. B. die Quasistationarita¨tsannahme fu¨r die Ladungs-
bilanz, die sich nur auf das elektrische Teilsystem auswirkt, oder beispielsweise ei-
ne pseudohomogene Formulierung der Materialbilanzen, die sich ausschließlich auf
das nicht-elektrische Teilsystem auswirkt.
3.4.3 Strukturiertes Modell eines Brennstoffzellensystems
In einem letzten Schritt soll erla¨utert werden, wie sich die vorgestellten Modell-
bausteine zu einem Brennstoffzellenmodell verknu¨pfen lassen. Das auf diese Weise
gewonnene Apparatemodell soll anschließend auf der Apparateebene mit anderen
Modellbausteinen zu einem einfachen Brennstoffzellensystem verschaltet werden.
Abbildung 3.6 zeigt die strukturierte Darstellung des Brennstoffzellenmodells
auf der Phasenebene. Die Zelle ist in sieben thermodynamische Phasen unterteilt. In
der Mitte befindet sich das im vorangegangenen Abschnitt 3.4.1 vorgestellte Mem-
branmodell mit lokaler Elektroneutralita¨tsannahme. Dieses wird jeweils rechts- und
linksseitig mit dem Elektrodenmodell (Abschnitt 3.4.2) zur Membran-Elektroden-
Einheit verbunden. Die stoffliche Kopplung erfolgt jeweils u¨ber eine Innenrandbe-
dingung. Ein derartiges Verknu¨pfungselement wird beno¨tigt, um zwei o¨rtlich ver-
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Abbildung 3.6: Strukturierte Darstellung des Brennstoffzellenmodells auf der
Phasenebene (die kleinen Blitze kennzeichnen die elektrische Schnittstelle des
Modellbausteins).
teilte Modellbausteine bzw. einen o¨rtlich verteilten mit einem o¨rtlich konzentrierten
Modellbaustein zu verbinden. Der Baustein setzt Stro¨me und Potentiale gleich.18
Die elektrische Verknu¨pfung erfolgt durch Reihenschaltung der Elektrodenbau-
steine, die als nichtlineare Quellen fungieren, und des Membranbausteins, der sich
wie ein nichtlinearer Widerstand verha¨lt. Die verbleibenden elektrischen Anschluss-
klemmen der beiden Elektrodenbausteine bilden die a¨ußere elektrische Schnittstelle
des Brennstoffzellenbausteins auf der daru¨ber liegenden Apparateebene.
Jeweils links- und rechtsseitig der Membran-Elektroden-Einheit schließen sich
zwei nicht-elektrochemische Bausteine an, die hier noch nicht weiter angesprochen
wurden. Dabei handelt es sich im vorliegenden Fall zum einen um ein einfaches
speicherloses Modell der an die Elektroden angrenzenden Diffusionslagen und zum
anderen um ein o¨rtlich konzentriertes Modell zur Repra¨sentation der Gasverteiler-
strukturen. Die Signalanschlu¨sse des letztgenannten Modellbausteins bilden jeweils
die nicht-elektrische anodenseitige bzw. kathodenseitige Schnittstelle des Brennstoff-
zellenbausteins auf der daru¨ber liegenden Ebene.
Der auf diese Weise gewonnene Modellbaustein kann nun auf der Apparateebe-
ne mit weiteren Apparatemodellen zu einem einfachen Brennstoffzellensystem ver-
schaltet werden (Abbildung 3.7). Zuna¨chst soll die stoffliche Verknu¨pfung der ein-
zelnen Bausteine betrachtet werden. Die erste der beiden Brennstoffzellen (oben in
Abbildung 3.7) ist jeweils anoden- und kathodenseitig mit einem ”Zulaufbaustein“
verbunden. Dieser liefert einen konstanten Stromvektor und repra¨sentiert damit das
18Siehe hierzu z.B. Mangold et al. (2002).
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Abbildung 3.7: Strukturierte Darstellung des Anlagenmodells fu¨r ein einfaches
Brennstoffzellensystem auf der Apparateebene — zwei Einzelzellen in Kombina-
tion mit einem Superkondensator und einem Lastwiderstand.
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Modell einer ideal geregelten Brenngasaufbereitung. Untereinander sind die beiden
Brennstoffzellen u¨ber zwei Verknu¨pfungselemente miteinander verbunden. Die Ver-
knu¨pfungselemente beschreiben dabei die Stro¨mungsverluste zwischen den beiden
Zellen. Die Ausga¨nge des zweiten Brennstoffzellenmodells (unten in Abbildung 3.7)
werden schließlich jeweils u¨ber ein Ventilmodell, ebenfalls ein Verknu¨pfungsele-
ment, mit zwei Reservoiren zur Repra¨sentation der ”Abgasseite“ verkoppelt.
Elektrisch werden die beiden Zellen in Reihe geschaltet und bilden gemeinsam
einen aktiven Zweipol. Dieser ist mit einem ohmschen Lastwiderstand verknu¨pft.
Der Baustein links unten in Abbildung 3.7 bildet die in Abschnitt 3.3.1 erwa¨hnte Er-
dungsklemme ab. Zum Ausgleich etwaiger dynamischer Lastschwankungen wird
der Brennstoffzellenstapel mit einem Superkondensator, der als Kurzzeit-Energie-
speicher fungiert, kombiniert.19
Das diskutierte Anlagenmodel kann nun mit Hilfe des Modellierungswerkzeu-
ges ProMoT formuliert und anschließend in der Simulationsumgebung DIVA unter-
sucht werden.
3.5 Zusammenfassende Bemerkung
Das vorliegende Kapitel befasst sich mit einem Konzept zur strukturierten Model-
lierung von elektrochemischen Systemen, wie z. B. Brennstoffzellen. Als Ausgangs-
punkt fu¨r dessen Entwurf dient die Netzwerktheorie verfahrenstechnischer Prozes-
se, die sich als ein hilfreiches Werkzeug zur Modellierung verfahrenstechnischer und
biochemischer Systeme bewa¨hrt hat.
Wie dargelegt wird, weisen elektrochemische Systeme Besonderheiten auf. Dies
ist zum einen der phasenu¨bergreifende Charakter der Feldgleichungen, der es spei-
cherbehafteten elektrischen Modellbausteinen unmo¨glich macht, aus ihren Bilanz-
gro¨ßen einen vollsta¨ndigen Potentialvektor zu bestimmen. Zum anderen ist dies die
Quasistationarita¨tsannahme fu¨r das elektrische Stro¨mungsfeld, die als typische Idea-
lisierung die Stro¨me auf dem linken und rechten Rand eines elementaren Modell-
bausteins starr mit einander verknu¨pft. Beide Eigenschaften machen eine direkte
Anwendung der Netzwerktheorie unmo¨glich und erfordern eine Erweiterung des
Strukturierungskonzeptes.
Das vorgeschlagene erweiterte Strukturierungskonzept sieht vor, das elektroche-
mische System in zwei gekoppelte Teilsysteme zu zerlegen. Das sog. nicht-elektri-
19Die direkte Verknu¨pfung einer Brennstoffzelle mit einem Superkondensator ist allerdings nur be-
grenzt sinnvoll, da die Lastanforderung nicht beliebig zwischen den beiden aktiven Bauelementen aufge-
teilt werden kann. Der Kondensator wirkt in der vorliegenden Schaltung ausschließlich als Tiefpassfilter.
Wesentlich sinnvoller ist die Kombination der beiden Bauteile u¨ber einen oder zwei DC/DC-Wandler
(Garcia, 2002).
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sche Teilsystem entha¨lt dabei die Materialbilanzen und kinetischen Beziehungen
fu¨r Stofftransport und elektrochemische Reaktionen. Die Eigenschaften und a¨uße-
ren Schnittstellen dieses Teilsystems erlauben dessen vollsta¨ndige Beschreibung im
Rahmen der Netzwerktheorie verfahrenstechnischer Prozesse. Das zweite Teilsys-
tem, das sog. elektrische Teilsystem, entha¨lt die Ladungsbilanz und die elektrischen
Feldgleichungen und kann im Sinne der elektrischen Netzwerktheorie als Zweipol
aufgefasst werden. Das Strukturierungskonzept der elektrischen Modellseite, das als
eine Variante der Knotenpotentialanalyse gesehen werden kann, erlaubt eine intui-
tive und numerisch unproblematische Verschaltung des elektrochemischen Systems
mit beliebigen elektrischen Netzwerkelementen.
Die beiden Teilsysteme tauschen untereinander Informationen aus. Das elektri-
sche Teilsystem stellt das elektrische Potentialfeld und das Partialdichtefeld einer
geladenen Spezies zur Verfu¨gung. Das nicht-elektrische Teilsystem liefert im Gegen-
zug die verbleibenden Partialdichten und die Massenstromdichten. Die auf diese Art
und Weise definierte innere Schnittstelle erlaubt die unabha¨ngige Modifikation der
beiden Teilsysteme. Dies wird an einem Beispiel demonstriert.
Die erweiterte Netzwerktheorie fu¨r elektrochemische Systeme ermo¨glicht eine
hierarchisch gegliederte, modulare Strukturierung von Brennstoffzellenmodellen.
Das Konzept ebnet damit den Weg fu¨r den Einsatz eines rechnergestu¨tzten Model-
lierungswerkzeuges zur effizienten Behandlung zuku¨nftiger Fragestellungen in der
PEM-Brennstoffzellentechnik. Insbesondere wird es mo¨glich, mit dem Aufbau ei-
ner Brennstoffzellen-Modellbibliothek zu beginnen, um damit die in der Literatur
befindliche umfangreiche Modellsammlung gezielt nutzbar zu machen. Ein erster
Schritt hierzu wurde ku¨rzlich im Rahmen der Arbeit von Reinhold (2007) unter-
nommen.
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Teil II
Nichtlineare Analyse von
PEM-Brennstoffzellen
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Kapitel 4
Analyse des nichtlinearen Verhaltens
von PEM-Brennstoffzellen
Die PEM-Brennstoffzelle weist eine Vielzahl mo¨glicher Quellen fu¨r nichtlineares Be-
triebsverhalten auf. Hierzu za¨hlen stark nichtlineare Beziehungen fu¨r die Elektro-
denreaktionen, komplexe Ansa¨tze zur Beschreibung des Phasengleichgewichtes an
den Grenzfla¨chen der Membran und nichtlineare Beziehungen zur Beschreibung des
Stofftransportes, vor allem in der Membran (gekoppelter Transport von Wasser und
Protonen) und in den Gasdiffusionsschichten (Mehrphasen-Stro¨mung durch kon-
densierendes Produktwasser). In den vergangenen fu¨nf Jahren sind einige erste Ana-
lysen vero¨ffentlicht worden, die sich systematisch mit dem nichtlinearen Betriebs-
verhalten der PEM-Brennstoffzelle befassen. Diese sind noch relativ u¨berschaubar
und sollen hier zuna¨chst kurz zusammengefasst werden.
Zhang und Datta (2002) diskutieren erstmals autonome Spannungsoszillationen
beim Betrieb einer PEM-Brennstoffzelle (Pt/Ru-Katalysator) mit CO-haltigem Brenn-
gas, die zuvor von Murthy et al. (2001) beobachtet wurden. Mit Hilfe eines kompak-
ten, o¨rtlich konzentrierten Modells wird gezeigt, dass die Spannungsoszillationen
mit einem zyklischen Selbstreinigungsprozess der Anodenelektrode einhergehen.
2004 vero¨ffentlichen Zhang et al. eine umfassende systemtheoretische Analyse des in
2002 formulierten Modells und klassifizieren das System als elektochemischen HN-
NDR-Oszillator (HN-NDR = Hidden ”N-type“ Negative Differential Resistance (z. B.
Krischer, 2003)). Die untersuchten Zusammenha¨nge werden spa¨ter als Mo¨glichkeit
zur Steigerung der CO-Toleranz der PEM-Brennstoffzelle diskutiert (Zhang und Dat-
ta, 2004; Thomason et al., 2004) und als Ansatz fu¨r einen alternativen Gasreinigungs-
prozess vorgeschlagen (sog. EPrOx = Electrochemical Preferential Oxidation (Zhang
und Datta, 2005)).
Mench et al. (2003) diskutieren ausfu¨hrlich sog. Komma-fo¨rmige lokale Strom-
Spannungs-Kennlinien, die erstmals von Stumper et al. (1998) experimentell erwa¨hnt
werden. Die galvanostatisch mehrdeutigen lokalen Kennlinien ko¨nnen in der Na¨he
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des Brennstoffzellenaustritts nachgewiesen werden. Die Ursache hierfu¨r liegt entwe-
der in einem zunehmenden Stofftransportwiderstand entlang der Gaskana¨le durch
Flutungserscheinungen oder in einer Reaktantenverarmung im sub-sto¨chiometri-
schen Betrieb (Mench et al., 2003; Ju und Wang, 2004; Kulikovsky et al., 2005; Liu et al.,
2006). Die Polarisationskurve der gesamten Zelle bleibt dabei jedoch stets eindeutig.
Kulikovsky et al. (2004b) diskutieren die mehrdeutigen lokalen Kennlinien als eine
mo¨gliche Ursache fu¨r zuvor experimentell beobachtete Spannungsoszillationen (Ku-
likovsky et al., 2004a). Die Autoren zeigen mit Hilfe eines analytischen, stationa¨ren
1-D Modells des Kathodenkanals, dass unter Umsta¨nden nicht nur die lokalen Po-
larisationskurven, sondern auch die Kennlinie der gesamten Zelle galvanostatisch
mehrdeutig sein ko¨nnen. Voraussetzung hierfu¨r ist, dass die Stromdichte beispiels-
weise durch Degradationserscheinungen lokal limitiert ist. In einem solchen Fall las-
sen sich mit Hilfe des Modells zwei koexistierende Stromdichteprofile bestimmen,
die beide die gleiche mittlere Stromdichte liefern. Nach Ansicht der Autoren alter-
niert das System dann zwischen den beiden Zusta¨nden, was zu den experimentell
beobachteten Spannungsoszillationen fu¨hren soll.
Katsaounis et al. (2005a,b, 2006) berichten galvanostatisch mehrdeutige Strom-
Spannungs-Kennlinien fu¨r den Betrieb der PEM-Brennstoffzelle bei geringen Was-
serstoff-Partialdru¨cken (pH2 <1, 5 kPa). Die Autoren vermuten, dass das beobachtete
Verhalten in Zusammenhang mit einem quantenmechanischen Tunnel-Mechanismus
fu¨r den Protonentransport steht, der insbesondere bei geringen Wasserstoffparti-
aldru¨cken und hohen Feldsta¨rken dominiert (Katsaounis et al., 2005a,b, 2006; Tsam-
pas et al., 2006). Vayenas et al. (2007) publizieren ku¨rzlich auf Basis dieser These ein
analytisches Modell zur Vorhersage der Protonenleitfa¨higkeit vollsta¨ndig befeuchte-
ter Nafion-Membranen. Dieses reproduziert die experimentell beobachteten Abha¨n-
gigkeiten nach Aussage der Autoren ”halb-quantitativ“ und besta¨tigt einen zuvor
gefundenen empirischen Zusammenhang (Katsaounis et al., 2005a).
Gro¨tsch et al. (2007) finden ku¨rzlich mit Hilfe eines dynamischen, zweiphasigen
und isothermen Sandwich-Modells (Ziegler et al., 2005; Ziegler, 2005) galvanostatisch
und rheostatisch mehrdeutige Kennlinien. Als Ursache hierfu¨r identifizieren die Au-
toren Flutungserscheinungen in den Katalysatorschichten und Gasdiffusionslagen.
Im vorliegenden Kapitel soll ein autokatalytischer Wasserproduktionsmechanismus
als weitere Quelle fu¨r nichtlineares Betriebsverhalten na¨her betrachtet werden. Um-
fassende Vorarbeiten hierzu sind von Benziger und Mitarbeitern erbracht worden. In
einer fru¨hen Studie entdecken Moxley et al. (2003) erstmals mehrfach stationa¨res Ver-
halten beim Betrieb einer PEM-Brennstoffzelle ohne externe Befeuchtung. Die Zelle
wird hierzu ausgehend von unterschiedlichen Anfangsbedingungen jeweils mit tro-
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ckenen Reaktionsgasen beschickt und u¨ber einem konstanten Lastwiderstand betrie-
ben. Je nach Membranwassergehalt zu Beginn des Experimentes, der durch vorhe-
riges Spu¨len mit feuchtem Stickstoff eingestellt wird, beobachten die Autoren den
U¨bergang in einen stationa¨ren Zustand, der entweder durch einen niedrigen oder
einen hohen Zellstrom charakterisiert ist. Die Autoren bezeichnen den Zustand mit
niedrigem Zellstrom als gelo¨schten, den mit hohem Zellstrom als gezu¨ndeten Zustand
und stellen die Analogie zu einem geku¨hlten Ru¨hrkesselreaktor her. Als Ursache
wird ein autokatalytischer Wasserproduktionsmechanismus identifiziert, der im an-
schließenden Abschnitt 4.1 im Detail erla¨utert wird. Mit Hilfe eines einfachen Mo-
dells erkla¨ren die Autoren die experimentellen Beobachtungen und diskutieren den
Einfluss verschiedener Betriebsparameter (Moxley et al., 2003; Chia et al., 2004).
Die Benziger-Gruppe pra¨sentiert anschließend eine Fu¨lle von experimentellen
Befunden, welche das im Zusammenhang mit dem autokatalytischen Mechanismus
stehende komplexe nichtlineare Verhalten demonstrieren (Benziger et al., 2004, 2005).
Neben Sprungbefragungen des Systems u¨ber die Zelltemperatur und den Eingangs-
volumenstrom der Reaktanten, diskutieren die Autoren insbesondere das transi-
ente Verhalten nach A¨nderungen des Lastwiderstandes und entdecken dabei un-
gewo¨hnlich große Zeitkonstanten von mehreren Stunden. Die Ursache hierfu¨r wird
urspru¨nglich in einem Wechselspiel zwischen Membranquellung und Verformung
der poro¨sen Gasdiffusionslagen vermutet (Benziger et al., 2005). Aus modelltheore-
tischen (Nazarov und Promislow, 2006) und experimentellen Analysen (Benziger
et al., 2007) stellt sich jedoch ku¨rzlich heraus, dass sich beim U¨bergang von einem
gelo¨schten Zustand (geringer Membranwassergehalt) in einen gezu¨ndeten Zustand
(hoher Wassergehalt) im Inneren der Membran eine Wasserkonzentrationsfront aus-
pra¨gt. Diese bewegt sich nur sehr langsam und verursacht damit das tra¨ge System-
verhalten.
Im Rahmen der vorliegenden Analyse soll gekla¨rt werden, wie sich der autoka-
talytische Wasserproduktionsmechanismus auf die Strom-Spannungs-Kennlinie der
PEM-Brennstoffzelle auswirkt. Die Kennlinie erlaubt eine effiziente Charakterisie-
rung des stationa¨ren Betriebsverhaltens. In den bisherigen Arbeiten ist dieser Aspekt
jedoch noch nicht beru¨cksichtigt worden und la¨sst damit Raum fu¨r einen Beitrag zu
diesem Thema. Daru¨ber hinaus soll die ”Lu¨cke“ zwischen Normal-Betrieb, d. h. mit
ausreichender Befeuchtung der Reaktionsgase, und Selbstbefeuchtungsbetrieb ge-
schlossen werden. Im Unterschied zu den obigen Quellen wird deshalb erstmals die
relative Feuchte der Eingangsgase als Betriebsparameter beru¨cksichtigt und dessen
Auswirkungen auf die Kennlinie studiert. Der Selbstbefeuchtungsbetrieb, der dabei
von besonderer praktischer Bedeutung ist, ist in der vorliegenden Studie als Spezial-
fall enthalten.
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Im ersten Abschnitt des Kapitels wird hierzu zuna¨chst ein qualitatives Modell for-
muliert, welches die relevanten Grundpha¨nomene beru¨cksichtigt. Dieses wird im
Folgenden als Minimalmodell bezeichnet. Im zweiten Abschnitt wird dessen Ver-
halten untersucht und ausfu¨hrlich diskutiert. Zum Abschluss erfolgt die Betrach-
tung der Grenzen der vorliegenden Analyse und eine flankierende Diskussion aus-
gewa¨hlter experimenteller Befunde aus der Literatur.
4.1 Minimalmodell
Als Ursache fu¨r das beobachtete nichtlineare Verhalten (Moxley et al., 2003) la¨sst sich
ein autokatalytischer Mechanismus identifizieren. Dieser kommt durch das Zusam-
menwirken dreier Effekte zustande:
(1) durch den nichtlinearen Zusammenhang zwischen relativer Gasfeuchte und
Membranleitfa¨higkeit,
(2) durch eine positive Ru¨ckkopplung eines sinkenden Membranwiderstandes auf
den Zellstrom und
(3) durch die Kopplung zwischen Zellstrom und relativer Feuchte der Reaktionsga-
se im Inneren der Zelle.
Die drei Effekte sollen im Folgenden na¨her betrachtet werden. Zu (1): wie bereits
in der Einleitung erwa¨hnt, erho¨ht sich mit zunehmendem Membranwassergehalt
die Mobilita¨t der Protonen und damit die Membranleitfa¨higkeit. Umfangreiche Mes-
sungen hierzu wurden vor allem in der ersten Ha¨lfte der 1990er Jahre durchgefu¨hrt
(z. B. Springer et al., 1991; Morris und Sun, 1993; Zawodzinski et al., 1993; Sone et al.,
1996). Abbildung 4.1 zeigt den Zusammenhang zwischen relativer Gasfeuchte und
Membranleitfa¨higkeit. Deutlich erkennbar ist, dass die Leitfa¨higkeit mit wachsender
Feuchte um mehrere Zehnerpotenzen zunimmt.
Zu (2): im potentiostatischen und rheostatischen Betrieb erlaubt der a¨ußere elek-
trische Stromkreis eine positive Ru¨ckkopplung eines sinkenden Membranwiderstand
auf dem Zellstrom. Dies soll hier fu¨r den potentiostatischen Betrieb gezeigt werden.
Ausgangspunkt ist die Maschenregel fu¨r eine Brennstoffzelle, die mit einem Poten-
tiostaten verknu¨pft ist:
Uconst = U0 − η(i)− rMi .
Hierin ist Uconst [V] die konstante Spannung des Potentiostaten, U0 [V] die Ruhe-
klemmenspannung der Brennstoffzelle, η [V] eine U¨berspannung, welche die Span-
nungsverluste der anodischen und kathodischen Prozesse repra¨sentiert, i [A·m−2]
die Stromdichte der Zelle und rM [Ω·m2] schließlich der auf die Querschnittsfla¨che
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Abbildung 4.1: Zusammenhang zwischen relativer Gasfeuchte und Membran-
leitfa¨higekit fu¨r T=353, 15 K; empirische Korrelation nach Yang et al. (2004) und
modelltheoretischer Zusammenhang von Thampan et al. (2000).
der Membran-Elektroden-Einheit bezogene Membranwiderstand. Aus obiger Glei-
chung wird die implizite Funktion
F(rM, i) = U0 −Uconst − η(i)− rMi = 0
gewonnen und daraus die Ableitung ∂i/∂rM gebildet:
∂i
∂rM
= − i
∂η
∂i + r
M
.
Wird beru¨cksichtigt, dass die U¨berspannung η mit steigendem Strom stets zunimmt
und deshalb ∂η/∂i>0 gilt, folgt schließlich gemeinsam mit i, rM>0:
∂i
∂rM
< 0 . (4.1)
Damit fu¨hrt ein sinkender Membranwiderstand rM stets zu einem Anstieg der Strom-
dichte i. Analog la¨sst sich dies fu¨r den rheostatischen Betrieb zeigen.
Zu (3): der letzte der drei Zusammenha¨nge koppelt den Zellstrom und damit die
Wasserproduktionsrate mit der relativen Feuchte der Reaktionsgase im Inneren der
Zelle. Er wird durch die in der Brennstoffzelle ablaufenden physikalisch-chemischen
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Prozesse bestimmt und bedarf einer sorgfa¨ltigen Untersuchung. Wie sich zeigen
wird, fu¨hrt ein Anstieg des Zellstromes unter bestimmten Betriebsbedingungen zu
einem Anstieg des Wassergehaltes in der Zelle.
In Summe ergeben die drei Zusammenha¨nge einen autokatalytischen Mecha-
nismus fu¨r die Wasserproduktion: aufgrund des ersten Zusammenhangs fu¨hrt eine
Erho¨hung der Gasfeuchte stets zu einer Erho¨hung der Membranleitfa¨higkeit und da-
mit zu einem Sinken des Membranwiderstandes. Dies bewirkt aufgrund des zweiten
Zusammenhangs im potentiostatischen und rheostatischen Betrieb eine Erho¨hung
des Zellstroms und damit eine Erho¨hung der Wasserproduktionsrate. U¨ber den drit-
ten Zusammenhang fu¨hrt dies schließlich zu einer weiteren Erho¨hung der Gasfeuch-
te im Zellinneren.
Ob sich aufgrund der genannte Effekte tatsa¨chlich mehrdeutiges Betriebsverhal-
ten auspra¨gt, ha¨ngt von den Nichtlinearita¨ten selbst und den gewa¨hlten Betriebspa-
rametern ab. Mit Hilfe des im Folgenden herzuleitenden Modells soll dies untersucht
werden. Zielsetzung ist es dabei, ein mo¨glichst leicht behandelbares, qualitativ rich-
tiges Modell zu formulieren, mit dessen Hilfe grundlegende Prinzipien verstanden
werden ko¨nnen. Die hierzu no¨tigen Modellannahmen und die daraus resultierenden
Grenzen der folgenden Analyse werden im Abschnitt 4.3 ausfu¨hrlich diskutiert.
Im Folgenden werden die Materialbilanzen und die elektrische Modellseite her-
geleitet. Abschließend werden einige, fu¨r die spa¨tere Diskussion nu¨tzliche, analyti-
sche Zusammenha¨nge gewonnen.
4.1.1 Materialbilanzen
Zuerst soll eine einfache Wasserbilanz fu¨r die Brennstoffzelle formuliert werden.
Diese stellt den oben erwa¨hnten Zusammenhang zwischen Zellstrom und relativer
Gasfeuchte im Zellinneren her. Danach wird die Sauerstoffbilanz hergeleitet. Diese
ist no¨tig, um den Sauerstoffpartialdruck in der kathodischen Katalysatorschicht zu
bestimmen, der im anschließenden Abschnitt 4.1.2 in die Funktion ηC(i) einfließt.
Wasserbilanz
Ausgangspunkt ist eine integrale Wasserbilanz fu¨r die gesamte Brennstoffzelle:
dnH2O
dt
= J¯AGH2O,in + J¯
CG
H2O,in − J¯AGH2O,out − J¯CGH2O,out +
Ai
2F
. (4.2)
Hierin ist nH2O [mol] die Wassermenge im Inneren der Zelle, J¯
AG
H2O,in
[mol·s−1] der
dem anodischen Gaskompartiment zugefu¨hrte Wasserdampfstrom und J¯AGH2O,out
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[mol·s−1] der das anodische Gaskompartiment verlassende Wasserdampfstrom.
J¯CGH2O,in [mol·s−1] und J¯CGH2O,out [mol·s−1] sind der dem kathodischen Gaskomparti-
ment zufließende bzw. der daraus abfließende Wasserdampfstrom. A [m2] steht fu¨r
die Querschnittsfla¨che der Membran-Elektroden-Einheit, i [A·m−2] fu¨r die Strom-
dichte und F [A·s·mol−1] fu¨r die Faraday-Konstante.
Die Wassermenge ist einerseits in der Membran und andererseits in den Gaspha-
sen auf der Anoden- und Kathodenseite gespeichert (Gaskompartimente, Gasdiffu-
sionslagen und Katalysatorschichten). Wird von idealem Gasverhalten ausgegangen
(Annahme 1), ein isothermes System angenommen (Annahme 2) und flu¨ssiges Wasser
vernachla¨ssigt (Annahme 3) gilt:
nH2O =
∫
VA
pAH2O
RT
dV +
∫
VC
pCH2O
RT
dV +
∫
VM
λ$MX dV . (4.3)
VA, VC und VM [m3] sind dabei das Gasvolumen der Anode und Kathode bzw.
das Volumen der Membran. R [J·mol−1 ·K−1] ist die universelle Gaskonstante, T [K]
die Temperatur und pH2O [Pa] der Partialdruck von Wasserdampf. Die Gro¨ßen λ
[molH2O ·mol−1SO3H], $M [kg·m−3] und X [molSO3H ·kg−1] sind der Wassergehalt, die
Dichte und die Ionentauscherkapazita¨t der Membran (z. B. Neubrand, 1999).
Fu¨r die weitere Herleitung soll die starke Vereinfachung getroffen werden, dass
sich das Wasser innerhalb der gesamten Zelle homogen verteilt (Annahme 4). Dies hat
zum einen zur Folge, dass etwaige Wasserkonzentrationsprofile entlang der Stro¨-
mungskana¨le vernachla¨ssigt werden. Insbesondere fu¨r kleine Zellen ist dies eine
zula¨ssige Annahme. Zum anderen werden durch die obige Vereinfachung die Orts-
gradienten orthogonal zur Membran vernachla¨ssigt. Diese Annahme ist besonders
fu¨r du¨nne Membranen geeignet und setzt einen geringen Stofftransportwiderstand
in den Gasdiffusionslagen voraus. Es folgt:
nH2O = (V
A +VC)
pH2O
RT
+VMλ$MX . (4.4)
Als na¨chstes soll die Stoffmenge nH2O als Funktion der relativen Feuchte
aH2O =
pH2O
psH2O
(4.5)
im Inneren der Zelle ausgedru¨ckt werden. Die Gro¨ße psH2O [Pa] ist dabei der Sa¨tti-
gungsdampfdruck von Wasser. Mit Hilfe der Variable aH2O la¨sst sich der Zustand des
Wasserdampfes gut charakterisieren. Da die Anwesenheit von flu¨ssigem Wasser aus-
geschlossen wird (Annahme 3), darf die relative Feuchte nur Werte zwischen Null
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und Eins annehmen. Dies liefert einen guten Indikator zur Beurteilung der Modell-
grenzen. Ein weiterer Vorteil ergibt sich aus der Tatsache, dass der Zusammenhang
zur Membranleitfa¨higkeit als Ansatz der Form κ=κ(aH2O) bereitsteht und damit
weitere Umrechnungen unno¨tig sind. Wird die obige Beziehung in Gleichung (4.4)
eingesetzt und das Phasengleichgewicht λ=λ(aH2O) beru¨cksichtigt, so folgt:
nH2O = (V
A +VC)
psH2OaH2O
RT
+VMλ(aH2O)$
MX . (4.6)
Zeitableitung liefert unter Beru¨cksichtigung der Zusammenha¨nge $M=$M(λ) und
X=X(λ) (z. B. Neubrand, 1999)
dnH2O
dt
=
daH2O
dt
{
(VA +VC)
psH2O
RT
+ . . .
+VM
∂λ
∂aH2O
(
$MX + λX
∂$M
∂λ
+ λ$M
∂X
∂λ
)}
.
(4.7)
Der Term in der geschweiften Klammer dividiert durch die Querschnittsfla¨che A
der Membran-Elektroden-Einheit soll im Folgenden als Wasserkapazita¨t der Zelle
χ [mol·m−2] zusammengefasst werden. Es folgt damit:
dnH2O
dt
= Aχ
daH2O
dt
. (4.8)
Als Na¨chstes wird die rechte Seite der Bilanzgleichung (4.2) als Funktion der Gro¨ße
aH2O formuliert. Hierzu werden die Molenstro¨me unter Beru¨cksichtigung des idea-
len Gasverhaltens (Annahme 1) und unter Vernachla¨ssigung von Flu¨ssigwasser (An-
nahme 3) wie folgt ausgedru¨ckt:
J¯AGH2O,in = A
f AGin p
AG
H2O,in
RT
J¯AGH2O,out = A
f AGout p
AG
H2O,out
RT
. (4.9)
Gleiches gilt fu¨r die Kathodenseite. Das Symbol f [m3 ·s−1 ·m−2] steht hierbei fu¨r den
auf die Fla¨che der Membran-Elektroden-Einheit bezogenen Volumenstrom.
Aus der bereits getroffenen Annahme, dass sich das Wasser homogen in der ge-
samten Zelle verteilt (Annahme 4), lassen sich die Wasserdampfpartialdru¨cke am
Austritt der Anodenseite pAGH2O,out und am Austritt Kathodenseite p
CG
H2O,out
mit Hilfe
der relativen Feuchte aH2O ausdru¨cken. Fu¨r die Wasserbilanz folgt dann gemeinsam
mit dem Zusammenhang (4.8):
χ
daH2O
dt
=
f AGin p
AG
H2O,in
RT
+
f CGin p
CG
H2O,in
RT
− ( f
AG
out + f
CG
out )
RT
psH2OaH2O +
i
2F
. (4.10)
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Mit Hilfe der Vereinfachung pAGH2O,in= p
CG
H2O,in
=: pH2O,in und der weiteren Annah-
me f AGout + f
CG
out = f
AG
in + f
CG
in (Annahme 5) folgt:
χ
daH2O
dt
=
( f AGin + f
CG
in )
RT
(pH2O,in − psH2OaH2O) +
i
2F
. (4.11)
Mit dem Gesamtvolumenstrom fin := f AGin + f
CG
in ergibt sich daraus schließlich:
χ
daH2O
dt
=
fin
RT
(pH2O,in − psH2OaH2O) +
i
2F
. (4.12)
Obige Differentialgleichung wird im Folgenden als Wasserbilanz bezeichnet und
stellt den Ausgangspunkt fu¨r alle weiteren Betrachtungen dar. Die Beziehung ver-
knu¨pft auf plausible Weise die Stromdichte i, die im Quellterm der Bilanz auftritt mit
der integralen relativen Feuchte des Gases im Inneren der Zelle. Der Term fin pH2O,in/
RT stellt die der Zelle zugefu¨hrte Wasserdampfmenge dar und fin psH2OaH2O/RT re-
pra¨sentiert den abgefu¨hrten Wasserdampfstrom.
Die eingefu¨hrte Wasserkapazita¨t χ [mol·m−2] ist hierbei eine Funktion der Zu-
standsvariable aH2O (siehe Gleichung (4.7)). Da die relative Feuchte aH2O die einzi-
ge dynamische Zustandsvariable des Modells darstellen wird und in der folgenden
Analyse nur das stationa¨re Verhalten des Systems von Interesse ist, ist der exakte
Wert von χ irrelevant. Wichtig ist nur, dass χ>0 ist. Dies la¨sst sich fu¨r das interes-
sierende Betriebsfenster 0≤ aH2O≤1 rechnerisch nachweisen.
Sauerstoffbilanz
In einem zweiten Schritt soll ein Zusammenhang fu¨r den Sauerstoffpartialdruck in
der kathodischen Katalysatorschicht hergeleitet werden. Ausgangspunkt hierfu¨r ist
zuna¨chst die quasi-stationa¨re (Annahme 6) Sauerstoffbilanz fu¨r das kathodische Gas-
kompartiment:
0 = J¯CGO2,in − J¯CGO2,out − Aj¯CDO2
∣∣
CG|CD . (4.13)
Hierin ist J¯O2 [mol·s−1] der Sauerstoffmolenstrom und j¯CDO2 |CG|CD [mol·m−2 ·s−1] die
Sauerstoffmolenstromdichte in der kathodischen Gasdiffusionsschicht (CD) an der
Grenze zum Gaskompartiment (CG). Mit Hilfe der Annahme idealen Gasverhaltens
(Annahme 1) und der Gegenwart einer dritten Spezies, z. B. Stickstoff (Annahme 7)
folgt dann:
0 =
f CGin
(
p− pH2O,in
)
xO2,in,dry
RT
− f
CG
out p
CG
O2
RT
− j¯CDO2
∣∣
CG|CD . (4.14)
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Hierbei ist p [Pa] der Gesamtdruck und xO2,in,dry [1] der Sauerstoffmolenbruch im
trockenen Kathodengas am Eintritt der Zelle. Mit Hilfe der Annahme f CGout = f
CG
in (An-
nahme 5′) la¨sst sich aus obiger Gleichung der Sauerstoffpartialdruck im kathodischen
Gaskompartiment bestimmen:
pCGO2 =
(
p− pH2O,in
)
xO2,in,dry −
RT
f CGin
j¯CDO2
∣∣∣
CG|CD
. (4.15)
Als Na¨chstes wird die quasi-stationa¨re (Annahme 6′) Sauerstoffbilanz fu¨r die katho-
dische Gasdiffusionsschicht formuliert:
0 = − ∂
∂z
j¯CDO2 . (4.16)
Die Variable z stellt die Ortskoordinate orthogonal zur Membran-Elektroden-Einheit
dar. An der Grenze CG|CD sei z=0. Die Gradienten in den anderen beiden Orts-
richtungen werden vernachla¨ssigt (Annahme 8). Die Randbedingungen fu¨r die obige
Gleichung lauten:
pCDO2
∣∣
CG|CD = p
CG
O2 (4.17)
j¯CDO2
∣∣
CD|CC =
i
4F
. (4.18)
Der Index CD|CC steht hierbei fu¨r die Grenze zwischen kathodischer Gasdiffusions-
schicht und Katalysatorschicht. Aus den Beziehungen (4.16) und (4.18) ergibt sich:
j¯CDO2 =
i
4F
∀z . (4.19)
Mit Hilfe des Fickschen Gesetzes (Annahme 9) folgt hieraus:
−D
eff
O2
RT
∂pCDO2
∂z
=
i
4F
. (4.20)
Nach Ortsintegration und unter Beru¨cksichtigung der Randbedingung (4.17) ergibt
sich fu¨r den Sauerstoffpartialdruck in der kathodischen Katalysatorschicht:
pCCO2 = p
CG
O2 −
dCDRT
DeffO2
i
4F
. (4.21)
Hierin ist dCD [m] die Dicke der kathodischen Gasdiffusionsschicht und DeffO2 [m
2 ·s−1]
der effektive Diffusionskoeffizient von Sauerstoff. Wird die Beziehung (4.21) mit
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Gleichung (4.15) kombiniert und angenommen, dass f CGin = fin/2 ist (Annahme 10),
dann folgt schließlich der gesuchte Zusammenhang:
pCCO2 = (p− pH2O,in) xO2,in,dry − i
RT
4F
(
2
fin
+
dCD
DeffO2
)
. (4.22)
Auch die obige Beziehung liefert plausible Ergebnisse. Fu¨r den Fall i=0 ist der Sau-
erstoffpartialdruck am Reaktionsort identisch mit dem am Zelleintritt. Der Term
(p−pH2O,in) beru¨cksichtigt hierbei die Verdu¨nnung des trocken Eintrittsgases durch
Wasserdampf. Fu¨r eine zunehmende Stromdichte fa¨llt der Sauerstoffpartialdruck in
der Reaktionszone. Der Anstieg ∂pCCO2 /∂i ha¨ngt dabei erwartungsgema¨ß vom Ein-
gangsvolumenstrom fin und dem Sauerstoff-Transportwiderstand dCD/DeffO2 ab.
4.1.2 Elektrische Modellseite
Ausgangspunkt fu¨r die Herleitung der elektrischen Modellseite ist erneut die Ma-
schenregel. Folgende Annahmen werden getroffen: die anodischen Spannungsver-
luste sind vernachla¨ssigbar (Annahme 11) und die Ladungsbilanzen fu¨r das Mem-
braninnere und die kathodische Doppelschicht sind quasi-stationa¨r, da deren Zeit-
konstanten sehr viel kleiner als die der Wasserbilanz sind (Annahme 12). Daru¨ber
hinaus wird angenommen, dass die Reaktionsrate innerhalb der du¨nnen kathodi-
schen Katalysatorschicht einheitlich ist (Annahme 13). Es folgt dann:
U = U0−RT
αF
ln
{
i
dCCai0
cO2,ref
pCCO2 /RT
}
︸ ︷︷ ︸
ηC(i)
− d
M
κ(aH2O)
i︸ ︷︷ ︸
∆φM(i)
. (4.23)
Hierin ist U [V] die Klemmenspannung der Brennstoffzelle und ηC [V] die kathodi-
sche U¨berspannung. Letztere wird mit Hilfe eines Tafel-Ansatzes bestimmt (Wang
und Wang, 2005). Der Spannungsverlust u¨ber der Membran ∆φM [V] ergibt sich aus
dem Ohmschen Gesetz. Der Term dM/κ steht hierbei fu¨r den fla¨chenbezogenen Wi-
derstand der Membran mit dM [m] der Membrandicke und κ [S·m−1] der Membran-
leitfa¨higkeit. Fu¨r den Zusammenhang zwischen der Leitfa¨higkeit κ und der relativen
Feuchte aH2O wird die empirische Korrelation von Yang et al. (2004) verwendet, die
aus Untersuchungen an Nafion-Membranen gewonnen wurde:
κ = 1, 3·10−5 exp
(
14·aH2O0.2
)
S·m−1 . (4.24)
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Wie bereits erwa¨hnt, stellt die obige Beziehung einen der drei Bestandteile des au-
tokatalytischen Wasserproduktionsmechanismus dar. Im Unterschied zu bisherigen
Analysen werden in dieser Arbeit hierfu¨r erstmals auch andere Ansa¨tze getestet.
Hierauf wird im Abschnitt 4.2 na¨her eingegangen.
Abschließend wird eine Beziehung beno¨tigt, welche die Klemmenspannung der
Brennstoffzelle U mit der Stromdichte i verknu¨pft und damit die elektrische Last
der Zelle charakterisiert. Die Gleichungen (4.25) und (4.26) geben hierfu¨r zwei Be-
ziehungen an, die alternativ fu¨r den potentiostatischen und rheostatischen Betrieb
gelten:
0 = Uconst −U (4.25)
0 = rload i−U . (4.26)
Hierin ist Uconst [V] die konstante Spannung des Potentiostaten und rload [Ω·m2] ein
auf die Fla¨che der Membran-Elektroden-Einheit bezogener Lastwiderstand.
4.1.3 Nu¨tzliche analytische Zusammenha¨nge
Zum Abschluss dieses Abschnittes sollen einige fu¨r die spa¨tere Diskussion nu¨tzli-
che Zusammenha¨nge aus den Modellgleichungen (4.12) und (4.22)–(4.26) gewonnen
werden. Zuna¨chst wird die stationa¨re Lo¨sung der Wasserbilanz (4.12) betrachtet:
asteady−stateH2O =
RT
fin psH2O
i
2F
+
pH2O,in
psH2O
. (4.27)
Die obige Gleichung verknu¨pft die stationa¨re relative Feuchte des Gases im Zellin-
neren mit der Stromdichte und der der Zelle zugefu¨hrten Wassermenge. Fu¨r den
Fall, dass kein Strom fließt und folglich kein Wasser produziert wird, ist die relative
Feuchte des Gases im Zellinneren erwartungsgema¨ß identisch mit der des Gases am
Zelleintritt. Fu¨r eine zunehmende Stromdichte und damit eine zunehmende Wasser-
produktionsrate wa¨chst asteady−stateH2O an. Wie groß der Einfluss der Stromdichte auf
die relative Feuchte ist, ha¨ngt dabei vom fla¨chenbezogenen Eingangsvolumenstrom
fin ab. Fu¨r große fin wird die relative Feuchte im Inneren der Zelle im Wesentlichen
durch die Feuchte des eintretenden Gases bestimmt und ha¨ngt nur schwach von der
Stromdichte ab. Fu¨r kleine fin hingegen ist der Einfluss von i auf a
steady−state
H2O
groß.
Gleichung (4.27) la¨sst sich umstellen, um daraus diejenige Stromdichte zu bestim-
men, die no¨tig ist, um eine bestimmte relative Feuchte im Zellinneren einzustellen:
i =
2F fin
RT
(
psH2Oa
steady−state
H2O
− pH2o,in
)
. (4.28)
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Aus Gleichung (4.28) ist in U¨bereinstimmung mit den obigen U¨berlegungen erkenn-
bar, dass fu¨r einen wachsenden Volumenstrom eine zunehmend ho¨here Stromdichte
no¨tig ist, um die relative Feuchte im Inneren der Zelle auszulenken.
In einem zweiten Schritt soll die Sauerstoffbilanz (4.22) na¨her betrachtet werden.
Aus dieser la¨sst sich ein nu¨tzlicher Zusammenhang fu¨r die sog. Grenzstromdichte
ilim [A·m−2] gewinnen. Die Grenzstromdichte stellt die maximal mo¨gliche Strom-
dichte der Brennstoffzelle dar. Bei Erreichen dieser fa¨llt der Partialdruck einer der
Reaktanten in der entsprechenden Katalysatorschicht aufgrund der Stofftransport-
widersta¨nde auf Null. Die zugeho¨rige U¨berspannung strebt in diesem Fall gegen
Unendlich (Anode) bzw. minus Unendlich (Kathode). In guter Na¨herung la¨sst sich
annehmen, dass fu¨r xO2,in,dry<0, 5 stets die Kathode limitiert (Annahme 11
′). Aus
Gleichung (4.22) ergibt sich mit pCCO2 →0:
ilim = (p− pH2O,in)xO2,in,dry
4F
RT
(
1
2/ fin + dCD/DeffO2
)
. (4.29)
Fu¨r den Fall, dass der Stofftransportwiderstand dCD/DeffO2 verschwindet, folgt aus
dem obigen Zusammenhang die sto¨chiometrisch maximal erreichbare Stromdichte
istoi [A·m−2]:
istoi = (p− pH2O,in)xO2,in,dry
4F
RT
fin
2
. (4.30)
Beide Beziehungen liefern plausible Ergebnisse. Sowohl die sto¨chiometrisch maxi-
mal erreichbare Stromdichte istoi als auch die Grenzstromdichte ilim ha¨ngen haupt-
sa¨chlich vom Eingangsvolumenstrom sowie dem Sauerstoffmolenbruch am Eintritt
der Zelle und damit von der zugefu¨hrten Sauerstoffmenge ab. Der Grenzstrom ilim
wird erwartungsgema¨ß zusa¨tzlich durch den Sauerstoff-Transportwiderstand beein-
flusst.
4.2 Analyse und Diskussion des Minimalmodells
Fu¨r die folgende Analyse werden die Modellgleichungen (4.12) und (4.22)–(4.26) mit
Hilfe des Modellierungswerkzeuges ProMoT implementiert und in der Simulations-
umgebung DIVA numerisch behandelt. Tabelle 4.1 auf Seite 95 zeigt den verwende-
ten Parametersatz, der im Folgenden den Basisfall charakterisiert.
Aufgrund der Vielzahl der eingeflossenen Annahmen ist eine Strukturierung des
Modells auf der Phasenebene, wie im vorherigen Kapitel diskutiert, nicht mehr sinn-
voll. Auf der Apparateebene hingegen ist dies ohne Einschra¨nkung mo¨glich. Abbil-
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Abbildung 4.2: Strukturierte Darstellung des Minimalmodells (Apparateebene).
dung 4.2 zeigt die zugeho¨rige strukturierte Form des Modell. Der Brennstoffzellen-
baustein entha¨lt dabei die Materialbilanzen (4.12) und (4.22) sowie die konstitutiven
Gleichungen (4.23) und (4.24). U¨ber die nicht-elektrische Schnittstelle erha¨lt dieser
vom benachbarten Zulaufbaustein den Gesamtmassenstrom, den Wasserdampfmas-
senstrom und den Sauerstoffmassenstrom und bekommt damit die Informationen
fin, pH2O,in und xO2,in,dry u¨bermittelt.
Die elektrische Schnittstelle ist ebenfalls voll funktionsfa¨hig. Der Brennstoffzel-
lenbaustein ist in der Lage, u¨ber die beiden konstitutiven Gleichungen (4.23) und
(4.24) einen Zusammenhang zwischen Klemmenspannung und fließendem Strom
herzustellen. Die elektrische Beschaltung der Zelle, d. h. die Auswahl einer der Glei-
chungen (4.25), (4.26) erfolgt durch Verknu¨pfung des Brennstoffzellenbausteins mit
einem geeigneten Baustein fu¨r die elektrische Last. Im vorliegenden Fall ist dies eine
ideale Spannungsquelle (Abbildung 4.2).
Im Folgenden soll das stationa¨re Verhalten des Minimalmodells genauer unter-
sucht werden. Im ersten Abschnitt werden hierzu zuna¨chst einige Voru¨berlegungen
angestellt. In den beiden darauf folgenden Abschnitten erfolgt die Analyse und Dis-
kussion des potentiostatischen und rheostatischen Betriebs.
4.2.1 Mehrdeutige Kennlinien und Voru¨berlegungen
Abbildung 4.3 zeigt drei Strom-Spannungs-Kennlinien, die mit Hilfe des Modells fu¨r
unterschiedliche Eingangsfeuchten bestimmt werden ko¨nnen. Fu¨r den Fall, dass das
Gas am Eintritt der Zelle ausreichend befeuchtet wird, ergibt sich eine ”gewo¨hnli-
che“, monoton fallende Kennlinie (Volllinie in Abbildung 4.3(a)). Die anderen bei-
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Gro¨ße Wert
Temperatur, T [K] 353,15
Druck, p [Pa] 1, 01325·105
Molenbruch Sauerstoff, xO2,in,dry [1] 0,21
Dicke der kathodischen Gasdiffusionslage∗, dCD [m] 300·10−6
Dicke der kathodischen Katalysatorschicht∗, dCC [m] 10·10−6
Durchtrittskoeffizient∗, α [1] 1,0
Produkt aus Austauschstromdichte
und innerer Reaktionsoberfla¨che∗, ai0 [A·m−3] 10
4
Referenz-Sauerstoffkonzentration∗, cO2,ref [mol·m−3] 40
Dicke der Membran, dM [m] 127·10−6
Tabelle 4.1: Modellparameter fu¨r den Basisfall. Die mit einem ∗ markierten
Gro¨ßen werden von Wang und Wang (2005) u¨bernommen.
den Kurven zeigen den Verlauf der Funktion U0+ηC(i) (Strichpunktlinie) und den
Verlauf von ∆φM(i) (Strichlinie). Subtraktion dieser liefert gema¨ß Gleichung (4.23)
die Kennlinie.
Abbildung 4.3(b) zeigt den Verlauf der Strom-Spannungs-Kennlinie bei einem
Betrieb ohne Befeuchtung der Reaktionsgase. Diese weist einen steilen Abfall der
Zellspannung auf. Ursache hierfu¨r ist eine geringe Membranleitfa¨higkeit, wodurch
sich bereits bei geringen Stromdichten verha¨ltnisma¨ßig große Spannungsverluste
∆φM einstellen. Am Schnittpunkt der beiden Funktionen U0+ηC(i) und ∆φM(i)
fa¨llt die Klemmenspannung U auf Null. Die zugeho¨rige Stromdichte wird als Kurz-
schlussstromdichte bezeichnet und liegt im vorliegenden Fall weit unterhalb der
Grenzstromdichte ilim.
Abbildung 4.3(c) zeigt schließlich eine simulierte Strom-Spannungs-Kennlinie fu¨r
moderate Befeuchtung. Die relative Feuchte des Gases am Zelleintritt betra¨gt in die-
sem Fall 10%. Die Kennlinie weist ausgepra¨gte lokale Extrema auf, welche durch den
Verlauf der Funktion ∆φM(i) verursacht werden (Strichlinie in Abbildung 4.3(c)). Im
vorliegenden Fall besitzt diese ein Maximum an der Stelle imax, wa¨hrend sie in den
anderen beiden Fa¨llen monoton wa¨chst (Abbildungen 4.3(a) und (b)). Wegen der bei-
den Extrema der Strom-Spannungs-Kennlinie weist die Brennstoffzelle im potentio-
statischen Betrieb mehrfache stationa¨re Arbeitspunkte auf. Fu¨r eine Spannung von
0,3 V kann die Zelle beispielsweise bei ca. 0,1 A·cm−2 oder nahe des Grenzstroms
betrieben werden. Dazwischen existiert noch ein dritter stationa¨rer Arbeitspunkt bei
ca. 0,38 A·cm−2. Dieser ist jedoch instabil.
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Abbildung 4.3: Simulierte Strom-Spannungs-Kennlinien (Volllinien) fu¨r verschie-
dene Eingangsfeuchten: (a) ausreichende Befeuchtung (ϕin=0, 7), (b) ohne Be-
feuchtung (ϕin≈0), (c) moderate Befeuchtung (ϕin=0, 1). Die Strichlinien und
Strichpunktlinien zeigen jeweils den Verlauf des Spannungsverlustes u¨ber der
Membran ∆φM(i) und den Verlauf der Klemmenspannung zuzu¨glich der katho-
dischen U¨berspannung U0+ηC(i). Der trockene Gesamtvolumenstrom am Zell-
eintritt betra¨gt in drei allen Fa¨llen fin,dry=23, 4 Nml·min−1 ·cm−2.
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Der u¨berraschende Verlauf der Funktion ∆φM(i) la¨sst sich anhand der Modellglei-
chungen erla¨utern. Ausgangspunkt ist folgende Gleichung, die urspru¨nglich in Be-
ziehung (4.23) eingeflossen ist:
∆φM =
dM
κ(aH2O)
i . (4.31)
Die beiden Variablen aH2O und i in der obigen Gleichung sind u¨ber die Wasserbilanz
miteinander verknu¨pft. Zuna¨chst soll mit Hilfe der stationa¨ren Lo¨sung (4.28) die
Stromdichte eliminiert werden und der Spannungsverlust der Membran als Funkti-
on ∆φM(asteady−stateH2O ) ausgedru¨ckt werden. Es folgt:
∆φM =
dM
κ
(
aH2O
) 2F fin
RT
(
psH2OaH2O − pH2O,in
)
. (4.32)
Da in der vorliegenden Analyse ausschließlich das stationa¨re Verhalten diskutiert
werden soll, wird im Folgenden auf den Index ”steady-state“ verzichtet. Die obige
Gleichung besitzt ein Maximum an der Stelle amaxH2O:
amaxH2O : κ
(
amaxH2O
)
+
∂κ
∂aH2O
∣∣∣∣
amaxH2O
(
pH2O,in
psH2O
− amaxH2O
)
= 0 . (4.33)
Mit Hilfe von Gleichung (4.28) la¨sst sich hieraus auch ein imax ermitteln, welches
das Maximum der Funktion ∆φM(i) bestimmt (Abbildung 4.3(c)). Im Unterschied
zu imax ist die Lage von amaxH2O jedoch unabha¨ngig vom Eingangsvolumenstrom fin.
Dies vereinfacht die weitere Diskussion.
Die obige Gleichung zeigt, dass amaxH2O im Wesentlichen von der relativen Feuchte
des eintretenden Gases pH2O,in/p
s
H2O
=: ϕin abha¨ngig ist. Abbildung 4.4 stellt diesen
Zusammenhang dar, der im vorliegenden Fall numerisch ermittelt wurde. Gut er-
kennbar ist, dass sich die Lage des Maximums der Funktion ∆φM(aH2O) fu¨r eine
wachsende relative Feuchte am Zelleintritt in Richtung gro¨ßerer aH2O verschiebt.
Um sicherzustellen, dass das Auftreten dieses Maximums nicht nur auf eine be-
sondere Eigenschaft des gewa¨hlten Ansatzes fu¨r κ(aH2O) (Yang et al., 2004) zuru¨ck-
geht, wurden im Rahmen der vorliegenden Analyse, wie bereits erwa¨hnt, noch zwei
weitere Ansa¨tze untersucht. Beim Ersten handelt es sich um die bereits fru¨hzeitig
vero¨ffentlichte empirische Korrelation von Springer et al. (1991), beim Zweiten um
das komplexe Modell von Thampan et al. (2000). Alle drei Ansa¨tze liefern a¨hnliche
Ergebnisse. Es la¨sst sich zeigen, dass die obige Gleichung nur dann eine physikalisch
sinnvolle Lo¨sung aH2O>0 liefert, wenn die Funktion κ(aH2O) konvex ist. Dies ist fu¨r
alle drei Ansa¨tze der Fall. Aus Gru¨nden der numerischen Robustheit wird fu¨r die
vorliegende Modellformulierung der Ansatz von Yang et al. (2004) verwendet.
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Abbildung 4.4: Lage des Maximums der Funktion ∆φM(aH2O) als Funktion
der relativen Feuchte am Zelleingang amaxH2O(ϕin). Relative Feuchte des Gases
im Inneren der Zelle ohne Stromproduktion ai=0H2O(ϕin) und bei Stromproduktion
am sto¨chiometrischen Limit ai=istoiH2O (ϕin) als Funktion der relativen Feuchte am
Zelleintritt.
Die beiden anderen Kurven in der obigen Abbildung 4.4 stellen den Verlauf der
relativen Feuchte aH2O im Zellinneren als Funktion der relativen Feuchte ϕin des
Eintrittsgases dar — zum einen fu¨r den Fall, dass die Zelle keinen Strom produ-
ziert ai=0H2O(ϕin) und zum anderen dafu¨r, dass die Zelle den sto¨chiometrisch maximal
mo¨glichen Strom liefert ai=istoiH2O (ϕin). Beide Funktionen lassen sich aus den Gleichun-
gen (4.27) und (4.30) gewinnen
ai=0H2O =
pH2O,in
psH2O
(4.34)
ai=istoiH2O =
pH2O,in
psH2O
(
1− xO2,in,dry
)
+
p xO2,in,dry
psH2O
(4.35)
und begrenzen das Betriebsfenster fu¨r aH2O (graue Fla¨che in Abbildung 4.4):
ai=0H2O ≤ aH2O ≤ a
i=istoi
H2O
. (4.36)
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Fu¨r den Fall, dass die relative Feuchte des Gases am Zelleintritt so eingestellt wird,
dass das Maximum der Funktion ∆φM(aH2O) innerhalb des Betriebsfensters (4.36)
liegt, wird somit eine mehrdeutige Kennlinie wie die aus Abbildung 4.3(c) mo¨glich.
Der Schnittpunkt der Funktionen amaxH2O(ϕin) und a
i=istoi
H2O
(ϕin) markiert eine kri-
tische Eingangsfeuchte, oberhalb welcher das Maximum der Funktion ∆φM(aH2O)
stets außerhalb des Betriebsfensters liegt und eine mehrdeutige Kennlinie unmo¨glich
wird (Abbildung 4.4). Dies erkla¨rt, warum die in Abbildung 4.3(a) dargestellte Kenn-
linie keine Extrema aufweist. Die genaue Lage der Kurve ai=istoiH2O (ϕin) und damit
der erwa¨hnte Schnittpunkt ha¨ngen u¨ber den Sa¨ttigungsdampfdruck psH2O von der
Temperatur ab (Gleichung (4.35)). Fu¨r fallende Temperaturen wa¨chst die kritische
Eingangsfeuchte, weil die Kurve ai=istoiH2O (ϕin) an der Ordinate nach oben verschoben
wird. Daraus la¨sst sich bereits hier schlussfolgern, dass insbesondere fu¨r niedrige
Temperaturen mit dem Auftreten mehrdeutiger Kennlinien zu rechnen ist.
Um die Kennlinien in Abbildung 4.3 vollsta¨ndig erkla¨ren zu ko¨nnen, muss neben
der genauen Lage amaxH2O des Maximums der Funktion ∆φ
M(aH2O) zusa¨tzlich auch der
Funktionswert an der entsprechenden Stelle ∆φM(amaxH2O) beru¨cksichtigt werden. Wie
aus Gleichung (4.32) erkennbar ist, ha¨ngt der Betrag des Maximums vom fla¨chen-
bezogenen Eingangsvolumenstrom fin ab. Je ho¨her fin ist, desto gro¨ßer wird auch
der Wert ∆φM(amaxH2O). Hieraus folgt, dass insbesondere fu¨r hohe Volumenstro¨me der
maximale Spannungsverlust der Membran die zur Verfu¨gung stehende Spannung
U0+ηC(i) u¨berschreiten kann. In einem solchen Fall fu¨hrt dies schließlich zu einer
”ausgetrockneten“ Strom-Spannungs-Kennlinie, a¨hnlich jener aus Abbildung 4.3(b).
4.2.2 Lo¨sungslandkarte fu¨r den potentiostatischen Betrieb und
Einfluss ausgewa¨hlter Gestaltungs- und Betriebsparameter
Aus den Voru¨berlegungen wird deutlich, dass insbesondere fu¨r eine geringe Ein-
gangsfeuchte ϕin mehrdeutige Strom-Spannungs-Kennlinien mo¨glich sind. Ob sich
das Maximum der Funktion ∆φM(i) jedoch tatsa¨chlich in der Kennlinie durchsetzt,
ha¨ngt vom konkreten Verlauf der Funktion ηC(i) bzw. genauer von den Ableitungen
dηC/di und d∆φM/di in der Na¨he von imax ab. Mit Hilfe einer Bifurkationsanalyse
der Modellgleichungen (4.12) und (4.22)–(4.26) la¨sst sich dieser Sachverhalt genauer
studieren.
Abbildung 4.5(c) zeigt eine Schar von zweiparametrigen Bifurkationskurven fu¨r
den potentiostatischen Betrieb. Das Diagramm wird im Folgenden als Lo¨sungsland-
karte bezeichnet. Auf dessen Abszisse ist der trockene, fla¨chenbezogene Eingangs-
volumenstrom fin,dry aufgetragen. Dieser tritt in den weiteren Betrachtungen an die
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Abbildung 4.5: (c) Schar zweiparametriger Bifurkationskurven (Lo¨sungslandkar-
te) fu¨r den potentiostatischen Betrieb und (a), (b), (d), (e) zugeho¨rige Strom-
Spannungs-Kennlinien. Die Strichlinien kennzeichnen jeweils den instabilen Ast
der Strom-Spannungs-Kennlinien im potentiostatischen Betrieb.
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Stelle des Gesamtvolumenstroms fin. Beide Gro¨ßen sind u¨ber die folgende Bezie-
hung miteinander verknu¨pft:20
fin,dry = fin
(
p− pH2O,in
)
p
. (4.37)
Die Gro¨ße fin,dry ist im Vergleich zu fin besonders gut experimentell zuga¨nglich.
Daru¨ber hinaus ha¨ngt sie unabha¨ngig von pH2O,in linear mit der sto¨chiometrisch
maximal erreichbaren Stromdichte istoi zusammen (siehe obige Beziehung und Glei-
chung (4.30)).
Auf der Ordinate des Bifurkationsdiagramms ist die relative Gasfeuchte am Zell-
eintritt ϕin aufgetragen (Abbildung 4.5(c)). Diese Gro¨ße beeinflusst die der Brenn-
stoffzelle zugefu¨hrte Wasserdampfmenge und stellt den zweiten interessierenden
Betriebsparameter dar. Alle anderen Parameter werden entsprechend Tabelle 4.1 ein-
gestellt. Deren Einfluss wird im zweiten Teil dieses Abschnittes betrachtet.
Die grauen dreiecksfo¨rmigen Kurven in Abbildung 4.5(c) sind die bereits erwa¨hn-
ten Bifurkationskurven, die jeweils fu¨r verschiedene konstante Spannungen nume-
risch ermittelt werden ko¨nnen. Fu¨r den Fall, dass die beiden Betriebsparameter fin,dry
und ϕin innerhalb eines dieser Dreiecke liegen, weist die resultierende Kennlinie
bei der zugeho¨rigen Spannung mehrdeutiges Betriebsverhalten auf (z. B. Abbildung
4.5(b)).
Die Spitzen der Bifurkationskurven bilden eine Grenzlinie,21 die gemeinsam mit
der Bifurkationskurve fu¨r die Spannung von 0 V das Parametergebiet in drei Berei-
che aufteilt (Abbildung 4.5(c)). Ein Parametersatz aus Gebiet I fu¨hrt dabei zu einer
gewo¨hnlichen, monoton fallenden Strom-Spannungs-Kennlinie, qualitativ a¨hnlich
der in Abbildung 4.3(a) dargestellten Kurve.
Eine Verringerung der Eingangsfeuchte fu¨hrt in das angrenzende Gebiet II. In
diesem Bereich des Parameterraums weisen die Kennlinien ausgepra¨gte Extrema auf
und stimmen qualitativ mit der Kennlinie aus Abbildung 4.3(c) u¨berein. Fu¨r den Fall,
dass die Betriebsparameter in der rechten Ha¨lfte des Gebietes II liegen, pra¨gt sich die
Mehrdeutigkeit dabei besonders bei niedrigen Spannungen aus (Abbildung 4.5(b)).
Ein Parametersatz aus dem linken, oberen Bereich fu¨hrt hingegen zu Mehrdeutig-
keiten bei tendenziell ho¨heren Spannungen (Abbildung 4.5(a)). Fu¨r den Fall, dass
die Parameter schließlich aus dem linken unteren Abschnitt des Gebietes II gewa¨hlt
werden, weisen die Kennlinien ausgepra¨gte Extrema u¨ber mehrere hundert mV auf
(Abbildung 4.5(d)), was aus der U¨berlappung der Bifurkationskurven in diesem Be-
reich resultiert.
20Diese la¨sst sich aus der Gesamtmassenbilanz und der Wasserbilanz um den Gasbefeuchter gewinnen.
21Die Spitzen der Bifurkationskurven werden als Cusp-Punkte bezeichnet. Die erwa¨hnte Grenzlinie
heißt Hysteresis Variety.
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Die Grenzen des benachbarten Gebietes III werden, wie bereits erwa¨hnt, durch die
Bifurkationskurve fu¨r die Spannung von 0 V gebildet. Fu¨r sa¨mtliche Kennlinien aus
diesem Gebiet liegt das Zellspannungsminimum im Strom-Spannungs-Diagramm
unterhalb der Abszisse (Abbildung 4.5(e)). Die Kennlinie zerfa¨llt damit in zwei Teile.
Der erste Teil ist durch einen steilen Abfall der Zellspannung charakterisiert und soll
im Folgenden als Niederstrom-Ast bezeichnet werden. Der zweite Teil, der Hochstrom-
Ast genannt werden soll, weist ein ausgepra¨gtes Spannungsmaximum auf und ist
vom restlichen Teil der Kennlinie isoliert.
An der rechten Grenze von Gebiet III (Abbildung 4.5(c)) fa¨llt schließlich das Zell-
spannungsmaximum im Strom-Spannungs-Diagramm ebenfalls unter die Abszisse.
Nur der Niederstrom-Ast bleibt als monoton fallende Kennlinie u¨brig.
Der oben erwa¨hnte isolierte Hochstrom-Ast der Kennlinie ist experimentell nicht
ohne weiteres erreichbar und wurde deshalb vermutlich bisher noch nicht zufa¨llig
beobachtet. Eine schrittweise Verringerung der Stromdichte, ausgehend von i=0
wu¨rde auf dem Niederstrom-Ast bis zum Einbruch der Zellspannung (U=0) her-
abfu¨hren. Das gleiche Resultat liefert eine schrittweise Verringerung der Zellspan-
nung. Auch in diesem Fall wu¨rde lediglich der Niederstrom-Ast vermessen werden.
Eine geeignete Mo¨glichkeit zum Erreichen des Hochstrom-Astes stellt ein dreistufi-
ges Experiment dar. In einem ersten Schritt mu¨sste die Zelle zuna¨chst potentiosta-
tisch bei ausreichender Befeuchtung in der Na¨he der Grenzstromdichte betrieben
werden. Im zweiten Schritt erfolgt die Abschaltung des Befeuchters. Je nach Gro¨ße
des Einzugsgebietes des stationa¨ren Punktes auf dem Hochstrom-Ast schwingt sich
das System dort ein. In einem anschließenden galvanostatischen Experiment la¨sst
sich der Hochstrom-Ast dann durch schrittweises Verringern der Stromdichte ver-
messen. Hogarth und Benziger (2006) haben ku¨rzlich den isolierten Hochstrom-Ast
einer solchen Kennlinie an einer kleinen Wasserstoff/Sauerstoff-PEM-Brennstoffzel-
le beobachten ko¨nnen. Zum Erreichen des Hochstrom-Astes spritzen die Autoren in
ihrer Analyse statt Wasserdampf eine kleine Menge flu¨ssigen Wassers direkt in das
anodische Gaskompartiment.
Einfluss ausgewa¨hlter Betriebsparameter
Abbildung 4.6 zeigt vier verschiedene Lo¨sungslandkarten, anhand derer sich der
Einfluss ausgewa¨hlter Betriebsparameter studieren la¨sst. Zuna¨chst soll mit der Be-
triebstemperatur begonnen werden. Abbildung 4.6(a) zeigt, dass die Gebiete II und
III, die im Folgenden unter dem Begriff interessierendes Gebiet zusammengefasst wer-
den, fu¨r abnehmende Betriebstemperatur wachsen. Wie bereits in den Voru¨berle-
gungen in Abschnitt 4.2.1 diskutiert, wa¨chst mit abnehmender Temperatur die kri-
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Abbildung 4.6: Einfluss ausgewa¨hlter Modellparameter auf die Lo¨sungslandkar-
ten fu¨r den potentiostatischen Betrieb: (a) Verringerung der Betriebstemperatur
auf T=343, 15 K, (b) Verringerung der Membrandicke auf dM=89·10−6 m, (c)
Erho¨hung der Dicke der Gasdiffusionsschicht auf dCD=3·10−3 m, (d) Erho¨hung
des Sauerstoffmolenbruches am Eintritt der Zelle auf xO2,in,dry=0, 3. Die Strich-
linien markieren jeweils die Lo¨sungslandkarte fu¨r den Basisfall (Tabelle 4.1).
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tische Eingangsfeuchte, unterhalb derer mehrdeutige Kennlinien auftreten ko¨nnen.
Dies sorgt dafu¨r, dass sich das Gebiet II nach oben ausdehnen kann. Daru¨ber hinaus
folgt aus Gleichung (4.32), dass der Maximalwert der Funktion ∆φM(aH2O) fu¨r wach-
sende amaxH2O sinkt. Dies erlaubt, dass der Volumenstrom, der ebenfalls in die Gro¨ße
∆φM(amaxH2O) einfließt, unter sonst gleichen Bedingungen wesentlich ho¨here Werte an-
nehmen darf. Neben der erwa¨hnten Ausdehnung hin zu gro¨ßeren Eingangsfeuch-
ten verschieben sich deshalb die Grenzen des interessierenden Gebietes auch hin zu
gro¨ßeren Eingangsvolumenstro¨men (Abbildung 4.6(a)).
Abbildung 4.6(b) gibt Aufschluss u¨ber den Einfluss der Membrandicke. Gut er-
kennbar ist, dass sich fu¨r eine Verkleinerung dieses Parameters das interessierende
Gebiet hin zu ho¨heren Volumenstro¨men vergro¨ßert. Aus den Voru¨berlegungen ist
bekannt, dass die Lage des Maximums der Funktion ∆φM(aH2O) jedoch unabha¨ngig
von der Membrandicke ist (Gleichung (4.33)). Der Maximalwert selbst ha¨ngt aller-
dings linear von diesem Parameter ab (Gleichung (4.32)). Analog zu den obigen Be-
trachtungen erlaubt dies, bei sonst gleichen Bedingungen, wesentlich gro¨ßere Volu-
menstro¨me und fu¨hrt zu einer Vergro¨ßerung des interessierenden Gebietes hin zu
gro¨ßeren fin,dry.
Als Na¨chstes soll der Einfluss der Dicke der kathodischen Gasdiffusionsschicht
dCD und damit der Einfluss des Sauerstoff-Transportwiderstandes betrachtet wer-
den. Abbildung 4.6(c) zeigt eine Verkleinerung des interessierenden Gebietes fu¨r den
Fall, dass dCD vergro¨ßert wird. Der Parameter hat zuna¨chst keine Auswirkungen auf
den Verlauf der Kurve ∆φM(i) sondern beeinflusst stattdessen auf den Verlauf der
Funktion ηC(i) (Gleichungen (4.22) und (4.23)). Fu¨r eine zunehmende Schichtdicke
fa¨llt die Kurve ηC(i) steiler ab und erschwert, dass sich das Maximum der Funktion
∆φM(i) in der Kennlinie durchsetzen kann. Dieses Ergebnis demonstriert die Wich-
tigkeit der Funktion ηC(i) in der vorliegenden Analyse. Insbesondere bei Beru¨cksich-
tigung von Flutungserscheinungen in einem ku¨nftigen verfeinerten Modell ko¨nnen
sich daraus interessante Zusammenha¨nge ergeben.
Abbildung 4.6(d) illustriert abschließend den Einfluss des Sauerstoffmolenbruchs
am Eintritt der Zelle. Deutlich erkennbar ist eine Vergro¨ßerung des interessierenden
Gebietes fu¨r den Fall, dass der Sauerstoffmolenbruch vergro¨ßert wird. Dies hat zwei
Ursachen. Zuna¨chst fu¨hrt eine Erho¨hung des Parameters a¨hnlich wie eine Verringe-
rung der Dicke der Gasdiffusionsschicht zu einem weniger steilen Verlauf der Funk-
tion ηC(i) (Gleichungen (4.22) und (4.23)) mit den oben diskutierten Konsequenzen.
Zum Zweiten bewirkt die Erho¨hung des Sauerstoffmolenbruches eine Erho¨hung der
kritischen Eingangsfeuchte (Gleichung (4.35) und Abbildung 4.4). Dies fu¨hrt analog
zur bereits diskutierten Temperaturverringerung ebenfalls zu einer Vergro¨ßerung
des interessierenden Gebietes.
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Der Einfluss des Betriebsdruckes ist hier nicht dargestellt. Eine Erho¨hung dieses Pa-
rameters fu¨hrt zu einem a¨hnlichen Ergebnis wie die oben betrachtete Erho¨hung des
Sauerstoffpartialdruckes. Dies la¨sst sich an Hand der Beziehungen (4.22) und (4.35)
nachvollziehen.
Zusammenfassend soll zu den obigen Betrachtungen festgehalten werden, dass
die hier untersuchten Gestaltungs- und Betriebsparameter neben den Gro¨ßen fin,dry
und ϕin einen großen Einfluss auf die Lage des interessierenden Gebietes besitzen.
Deutlich erkennbar ist, dass die Neigung zu mehrdeutigem Betriebsverhalten insbe-
sondere fu¨r Zellen mit du¨nnen Membranen beim Betrieb bei niedrigen Temperatu-
ren, hohem Sauerstoffgehalt und hohen Dru¨cken deutlicher ausgepra¨gt ist.
4.2.3 Lo¨sungslandkarte fu¨r den rheostatischen Betrieb
Benziger et al. (2004) haben fru¨hzeitig die besondere Bedeutung des rheostatischen
Betriebs fu¨r die Untersuchung des autonomen Verhaltens der Brennstoffzelle hervor-
gehoben. Wa¨hrend sich ein elektrischer Lastwiderstand unproblematisch sprungfo¨r-
mig a¨ndern la¨sst, ist eine sprungfo¨rmige Strom- bzw. Spannungsa¨nderung stets mit
einem Regelvorgang eines entsprechenden Galvanostaten bzw. Potentiostaten ver-
bunden. Daru¨ber hinaus ”sieht“ die Brennstoffzelle in einer praktischen Anwendung
statt einer konstanten Spannung oder eines konstanten Stroms eher eine Lastimpe-
danz oder den Innenwiderstand eines angeschlossenen Wechselrichters. Im Folgen-
den soll deshalb auf die urspru¨nglichen Arbeiten der Benziger-Gruppe zuru¨ckge-
kommen werden, die sich vor allem mit dem rheostatischen Betrieb befassen.
Abbildung 4.7(a) zeigt die Lo¨sungslandkarte fu¨r den rheostatischen Betrieb, wel-
che durch eine Schar zweiparametriger Bifurkationskurven fu¨r verschiedene kon-
stante Lastwidersta¨nde rload gebildet wird. Fu¨r den Fall, dass die beiden Betriebs-
parameter fin,dry und ϕin innerhalb einer der Bifurkationskurven liegen, wird die
resultierende Kennlinie fu¨r den zugeho¨rigen Widerstand analog zu den vorherigen
Betrachtungen mehrdeutiges Betriebsverhalten zeigen.
Auch hier lassen sich drei Gebiete unterscheiden, die a¨hnliche Eigenschaften
wie im potentiostatischen Betrieb aufweisen. Gebiet III, fu¨r den Fall rload=0, ist da-
bei identisch mit dem Gebiet III im potentiostatischen Betrieb. Anhand von Glei-
chung (4.26) la¨sst sich nachvollziehen, dass fu¨r rload=0 auch U=0 gilt und die bei-
den Gebiete deshalb zusammen fallen mu¨ssen. Gebiet II fa¨llt fu¨r den rheostatischen
Betrieb dagegen wesentlich kleiner aus. Der Grund hierfu¨r ist, dass nur ein kleiner
Teil der potentiostatisch mehrdeutigen Kennlinien auch rheostatisch mehrdeutig ist.
Insbesondere jene Kennlinien, deren Zellspannungsminimum in der Na¨he von 0 V
liegt, weisen im rheostatischen Betrieb mehrfache stationa¨re Arbeitspunkte auf.
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Abbildung 4.7: (a), (b) Lo¨sungslandkarte fu¨r den rheostatischen Betrieb und (c)
ausgewa¨hlte Strom-Spannungs-Kennlinie. Diese zeigt mehrdeutiges Betriebsver-
halten zwischen dem Zu¨nd- und dem Lo¨schwiderstand. Der gestrichelte Teil der
Kennlinie ist im rheostatischen Betrieb instabil.
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Die Abbildungen 4.7(b) und (c) zeigen eine interessante Eigenschaft der Lo¨sungs-
landkarte, die erstmals im Rahmen der Arbeit von Kru¨ger (2007) herausgestellt wird.
Fu¨r jeden Punkt in Gebiet II lassen sich stets zwei Bifurkationskurven finden, die
diesen Punkt jeweils auf ihrer rechten Flanke (Kurve 1) bzw. auf ihrer linken Flanke
(Kurve 2) beherbergen (Abbildung 4.7(b)). Der zur Bifurkationskurve 1 zugeho¨rige
und gro¨ßere Lastwiderstand wird im Folgenden als Lo¨schwiderstand, der zur Kurve 2
geho¨rende, kleinere Widerstand als Zu¨ndwiderstand bezeichnet. Zu¨nd- und Lo¨schwi-
derstand begrenzen dabei den Bereich der Lastwidersta¨nde, fu¨r welche die resul-
tierende Kennlinie mehrdeutig ist (Abbildung 4.7(c)). Wird ein Lastwiderstand in-
nerhalb dieses Intervalls gewa¨hlt, stellt sich abha¨ngig davon, ob der Zu¨ndwider-
stand zuvor unterschritten oder der Lo¨schwiderstand zuvor u¨berschritten wurde,
ein gezu¨ndeter Zustand (hoher Strom) oder ein gelo¨schter Zustand ein (niedriger
Strom).
Im Gebiet III lassen sich interessanterweise nur die rechten Flanken der einzel-
nen Bifurkationskurven finden. Aus der obigen U¨berlegung heraus folgt, dass fu¨r
sa¨mtliche Kennlinien aus diesem Gebiet folglich kein Zu¨ndwiderstand existiert. Dies
macht damit das Erreichen einer gezu¨ndeten Lo¨sung durch bloßes Verstellen des
Lastwiderstandes unmo¨glich. Mit Hilfe der Erkenntnisse fu¨r den potentiostatischen
Fall la¨sst sich dieser Zusammenhang erkla¨ren. Sa¨mtliche Kennlinien im Gebiet III
weisen einen isolierten Hochstrom-Ast auf. Das Zellspannungsminimum liegt im
Strom-Spannungs-Diagramm unterhalb der Abszisse und la¨sst sich deshalb durch
Beschaltung der Brennstoffzelle mit einem ohmschen Widerstand nicht mehr errei-
chen. Eine U¨berfu¨hrung in den gezu¨ndeten Zustand, d. h. eine U¨berfu¨hrung auf den
isolierten Hochstrom-Ast la¨sst sich dann nur durch einen vorherigen Betrieb mit
Wasserdampf bzw. durch eine Einspritzung von Flu¨ssigwasser bewirken.
Die Eigenschaften, die mit dem Lo¨schwiderstand verknu¨pft sind, bleiben in Ge-
biet III jedoch erhalten. Wurde die Zelle durch die oben beschriebenen Maßnahmen
in einen gezu¨ndeten Zustand u¨berfu¨hrt, wird sie bei anschließender U¨berschreitung
des Lo¨schwiderstandes verlo¨schen. Hogarth und Benziger (2006) haben dieses Ver-
halten experimentell beobachtet. Die Autoren bezeichnen den Lo¨schwiderstand in
ihrer Studie als kritischen Widerstand.
4.3 Grenzen der vorliegenden Analyse und flankierende
experimentelle Befunde
Das im vorliegenden Kapitel hergeleitete Modell beru¨cksichtigt ausschließlich Grund-
effekte und bedient sich einer Reihe von vereinfachenden Annahmen. Dies erlaubt
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einerseits, das Modell teilweise analytisch zu lo¨sen und erleichtert dadurch die sys-
tematische Interpretation der Simulationsergebnisse und hilft die grundlegenden
Prinzipien des autokatalytischen Mechanismus zu begreifen. Auf der anderen Sei-
te beschra¨nken die getroffenen Annahmen den Gu¨ltigkeitsbereich der vorliegenden
Analyse. Diese sollen im Folgenden noch einmal na¨her betrachtet werden, um die
daraus resultierenden Grenzen grob abscha¨tzen zu ko¨nnen.
Zuna¨chst sollen jene Annahmen diskutiert werden, die die vorliegenden Ergeb-
nisse ausschließlich quantitativ beeinflussen. Auf einige von diesen kann relativ
leicht verzichtet werden. Dies kompliziert jedoch die Herleitung analytischer Bezie-
hungen und tra¨gt nicht weiter zum Versta¨ndnis bei. In diese erste Gruppe geho¨ren
beispielsweise die Vernachla¨ssigung der anodischen Verluste (Annahme 11, Seite 91)
und die Annahme 13 (Seite 91) zur Homogenita¨t der Reaktionsgeschwindigkeit in
der kathodischen Katalysatorschicht. Beide Vereinfachungen beeinflussen den Ver-
lauf der Funktionen ηA(i) und ηC(i) — allerdings nicht qualitativ. Eine weitere Ver-
einfachung von geringer Bedeutung stellt Annahme 5 (Seite 89) dar. Hier wird da-
von ausgegangen, dass die Ausgangsvolumenstro¨me identisch mit den Eingangs-
volumenstro¨men sind. Mit Hilfe von sto¨chiometrischen Beziehungen la¨sst sich dies
leicht widerlegen. Solange der Sauerstoffanteil im Kathodengas jedoch klein bleibt,
wird der Einfluss durch die Anwesenheit inerten Stickstoffs (Annahme 7, Seite 89)
geda¨mpft.
Annahme 10 (Seite 91) die davon ausgeht, dass sich der Gesamtvolumenstrom
fin zu gleichen Teilen aus dem anodischen und dem kathodischen Volumenstrom
zusammensetzt geho¨rt ebenfalls in die erste Gruppe. Die Annahme la¨sst sich rela-
tiv einfach verwerfen. Dies hat allerdings, wie auch das Fallenlassen der Vereinfa-
chung pCGH2O,in= p
AG
H2O,in
(Seite 89), streng genommen nur Sinn, wenn innerhalb der
Membran ein Stofftransport-Widerstand fu¨r Wasser beru¨cksichtigt wird. Die Quasi-
stationarita¨tsannahmen 6 fu¨r die Sauerstoffbilanzen und 12 fu¨r die Ladungsbilanzen
(Seiten 89 bzw. 91) ließen sich ebenfalls leicht verwerfen. Beide sind allerdings gut
gerechtfertigt. Die zugeho¨rigen Zeitkonstanten mit 10−2 s bzw. 10−10 s (Ladungsbi-
lanzen) und 10−1 s (Stofftransport in den Gasphasen) sind klein gegen die charak-
teristische Zeit der Wasserbilanz, die in der Gro¨ßenordnung von 102 s liegt (siehe
Kapitel 2 auf Seite 14).
Eine der schwerer wiegenden Vereinfachungen stellt die Vernachla¨ssigung von
Stofftransportwidersta¨nden innerhalb der Membran dar (Annahme 4, Seite 87). Wie
bereits erwa¨hnt, ist diese Annahme insbesondere fu¨r du¨nnen Membranen geeignet.
Mit zunehmender Membrandicke bestimmt das Wechselspiel zwischen Elektroos-
mose, Diffusion und hydraulischem Wassertransport den Wasserhaushalt der Mem-
bran maßgeblich. Statt eines homogenen Wasserprofils bilden sich im Inneren der
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Membran Ortsgradienten insbesondere orthogonal zur Membran-Elektroden-Ein-
heit aus. Die relative Feuchte auf den beiden Seiten der Membran wa¨chst in einem
solchen Fall nicht la¨nger linear mit der Stromdichte an. Stattdessen wird die Feuchte
auf der Kathode typischerweise u¨berproportional ansteigen, wa¨hrend die Anoden-
seite austrocknet. Unter bestimmten Bedingungen kann sich die Feuchte auf der An-
ode bei ho¨heren Stromdichten wieder ”erholen“. Dies hat einen maßgeblichen Ein-
fluss auf den Verlauf der Funktion ∆φM(i) und kann zu einem noch ausgepra¨gteren
Maximum derselben fu¨hren (Hanke-Rauschenbach et al., 2006).
Die Vernachla¨ssigung von Flutungseffekten (Annahme 3, Seite 87) stellt ebenfalls
eine Vereinfachung dar, die das Systemverhalten in einem bestimmten Teil des Pa-
rametergebietes qualitativ beeinflusst. Insbesondere fu¨r niedrige Temperaturen und
beim Betrieb mit reinem Sauerstoff wird sich flu¨ssiges Produktwasser in den Gasdif-
fusionslagen und Katalysatorschichten sammeln und den Stofftransportwiderstand
fu¨r die Reaktanten erho¨hen. Dies betrifft damit auch die Annahme Fickscher Diffu-
sion (Annahme 9, Seite 90), die in einem solchen Fall nicht la¨nger gerechtfertigt ist.
Der erho¨hte Stofftransportwiderstand wird insbesondere den Verlauf der Funktion
ηC(i) beeinflussen und la¨sst sich, wie bereits von Benziger et al. (2004) erwa¨hnt, als
zusa¨tzlicher inhibierender Effekt innerhalb des oben diskutierten autokatalytischen
Mechanismus auffassen. Solange die relative Feuchte im Inneren der Zelle jedoch
nicht gro¨ßer als Eins wird, kann in guter Na¨herung davon ausgegangen werden,
dass keine Flutung auftritt. Fu¨r die vorliegende Analyse la¨sst sich diese Grenze grob
abscha¨tzen. Mit Hilfe der Gleichungen (4.27) und (4.29) kann eine Beziehung fu¨r
die relative Feuchte im Inneren der Zelle bei Lieferung der Grenzstromdichte ilim
gewonnen werden:
ai=ilimH2O =
pH2O,in
psH2O
(
1− xO2,in,dry
1+ findCD/2DeffO2
)
+
xO2,in,dry
1+ findCD/2DeffO2
p
psH2O
. (4.38)
Die obige Funktion ha¨ngt erwartungsgema¨ß von der Eingangsfeuchte und dem Ein-
gangsvolumenstrom ab. Aus dem Schnittpunkt dieser mit der Beziehung aH2O=1
la¨sst sich daraus ein Zusammenhang zwischen ϕin und fin gewinnen, mit dessen
Hilfe das Flutungsgebiet in der Lo¨sungslandkarte abgetrennt werden kann. Abbil-
dung 4.8 zeigt diese Kurve fu¨r zwei verschiedene Temperaturen (Strichlinie in Abbil-
dung 4.8). Deutlich erkennbar reicht das Flutungsgebiet fu¨r die niedrigere Tempera-
tur von 333, 15 K in das interessierende Gebiet hinein. Fu¨r Parametersa¨tze außerhalb
des Flutungsgebietes kann davon ausgegangen werden, dass das Modell zuverla¨ssi-
ge Ergebnisse liefert. Dies ist fu¨r sa¨mtliche in der vorliegenden Analyse betrachteten
Diagramme der Fall.
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Abbildung 4.8: Lo¨sungslandkarten fu¨r den potentiostatischen Betrieb fu¨r zwei
verschiedene Temperaturen. Die Strichlinien trennen jeweils den Parameterbe-
reich ab, fu¨r welchen die relative Feuchte im Inneren der Zelle Werte gro¨ßer als
Eins annehmen kann (Flutungsgebiet).
Als Na¨chstes soll die Vernachla¨ssigung lateraler Ortsprofile betrachtet werden (An-
nahmen 4 und 8, Seiten 87 bzw. 90). Diese Annahmen begrenzen die Gu¨ltigkeit
der Ergebnisse auf sehr kleine (kurze) Zellen. In gro¨ßeren Systemen ko¨nnen sich
Ortsprofile auspra¨gen, die ein weitaus komplexeres Verhalten vermuten lassen. Man-
gold et al. (2004c, 2006) haben in theoretischen Analysen koexistierende laterale
Stromdichteprofile in Hochtemperatur-Brennstoffzellen gefunden und auf eine mo¨g-
liche Relevanz fu¨r die PEM-Brennstoffzelle hingewiesen.
Abschließend verspricht der Verzicht auf die Annahme eines isothermen Systems
(Annahme 2, Seite 87) ein komplexes Zusammenwirken zwischen Energiebilanz und
Materialbilanzen. Beide Bilanztypen sind durch die Kondensation und Verdamp-
fung von Produktwasser sowie durch die Produktion von Joulescher Wa¨rme mit
einander verkoppelt. Aus den obigen Betrachtungen zum Einfluss der Betriebstem-
peratur (Abschnitt 4.2.2) la¨sst sich auch hier ein wesentlich komplexeres Betriebsver-
halten vermuten.
Trotz der diskutierten Grenzen liefert das Modell eine Vielzahl nu¨tzlicher Ergebnis-
se, die einen guten Ausgangspunkt fu¨r weiterfu¨hrende Betrachtungen darstellen.
Zusa¨tzliche Effekte, die bei der Verwendung verfeinerter Modelle auftreten, lassen
sich mit Hilfe der vorliegenden Analyse leicht von den Grundeffekten unterschei-
den. Dies erlaubt ein systematisches Vorgehen und tra¨gt zu einem schrittweisen
Versta¨ndnis des komplexen Zusammenwirkens der verschiedenen Effekte bei.
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Flankierende experimentelle Befunde
Obwohl die diskutierten mehrdeutigen Strom-Spannungs-Kennlinien bisher noch
nicht systematisch experimentell vermessen wurden, lassen sich in der Literatur eine
Reihe interessanter Hinweise finden, die den vorliegenden Beitrag flankieren. Einige
hiervon sollen zum Abschluss des Kapitels na¨her betrachtet werden.
Bereits Ende der 1990er Jahre gab es erste Anstrengungen konventionelle Mem-
bran-Elektroden-Einheiten ohne externe Befeuchtung zu betreiben. Zuna¨chst stellt
sich deshalb die Frage, warum die hier vorhergesagten und teilweise experimentell
beobachteten (Hogarth und Benziger, 2006) mehrdeutigen Kennlinien nicht schon
eher entdeckt wurden. Wie bereits in der Einleitung erwa¨hnt, betreiben Bu¨chi und
Srinivasan (1997) erstmals eine PEM-Brennstoffzelle ohne externe Befeuchtung und
beobachten fu¨r einen ausgedehnten Parameterbereich gewo¨hnliche, monoton fallen-
den Kennlinien. Diese fallen im Vergleich zu Kennlinien, die mit ausreichend be-
feuchteten Gasen bestimmt werden, etwas steiler ab. Die hier theoretisch gefunde-
nen Extrema werden jedoch nicht beobachtet. Dieser fru¨he experimentelle Befund
widerspricht damit den vorliegenden Ergebnissen deutlich.
Die Ursache hierfu¨r la¨sst sich in einer unterschiedlichen Betriebsweise der Zelle
finden. Im Unterschied zu den Benziger-Arbeiten und damit auch im Unterschied
zu dieser Analyse arbeiten Bu¨chi und Srinivasan (1997) nicht mit konstanten Ein-
gangsvolumenstro¨men. Stattdessen passen die Autoren diese an die Stromdichte an
und sorgen fu¨r ein konstantes sto¨chiometrisches Verha¨ltnis. Auch das vorliegende
Modell liefert fu¨r eine derartige Betriebsweise monoton fallende Kennlinie. Die fol-
genden Beziehung, die sich aus Gleichung (4.30) gewinnen la¨sst, stellt einen Zu-
sammenhang zwischen Eingangsvolumenstrom, Stromdichte und dem sto¨chiome-
trischen Verha¨ltnis Λ her:
fin = Λ
2RT
(p− pH2O,in)xO2,in,dry
i
4F
. (4.39)
Eingesetzt in die stationa¨re Lo¨sung der Wasser-Bilanz (4.27) folgt damit:
asteady−stateH2O =
(p− pH2O,in)xO2,in,dry
psH2O
1
Λ
+
pH2O,in
psH2O
. (4.40)
Deutlich erkennbar ha¨ngt asteady−stateH2O in diesem Fall nicht la¨nger von der Stromdich-
te i ab. Die beiden Variablen sind in dieser Betriebsweise entkoppelt — die eingangs
diskutierte autokatalytische Schleife wird aufgebrochen. Abbildung 4.9 zeigt eine
resultierende, monoton fallende Kennlinie. Unter sonst gleichen Bedingungen pra¨gt
sich fu¨r den Fall eines konstanten Eingangsvolumenstroms hingegen eine Kennlinie
mit isoliertem Hochstrom-Ast aus (Abbildung 4.9).
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Abbildung 4.9: (a) Simulierte Strom-Spannungs-Kennlinie fu¨r konstante Sto¨chio-
metrie (Volllinie) und konstanten Eingangsvolumenstrom (Strichlinie), (b) rela-
tive Feuchte im Inneren der Zelle als Funktion der Stromdichte, (c) trockener
Eingangsvolumenstrom als Funktion der Stromdichte. Parameter: T=333, 15 K,
ϕin=0, Λ=1, 1 (konstante Sto¨chiometrie) und fin,dry=45, 6 Nml·min−1 ·cm−2
(konstanter Volumenstrom).
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Abbildung 4.10: (a) Strom-Spannungs-Kennlinie, rekonstruiert aus einem
Schrittexperiment von Yu und Ziegler (2006), (b) simulierte Strom-Span-
nungs-Kennlinie, Parameter gewa¨hlt entsprechend den experimentellen Be-
dingungen (Yu und Ziegler, 2006): T=323, 15 K, dM=25·10−6 m, ϕin=0,
fin,dry=60 Nml·min−1 ·cm−2.
In einer ku¨rzlichen Studie untersuchen Yu und Ziegler (2006) das dynamische Ver-
halten einer kleinen Wasserstoff/Sauerstoff-PEM-Brennstoffzelle ohne externe Be-
feuchtung. Die Zelle wird mit der Dreieckspannungsmethode (z. B. Bard und Faulk-
ner, 2001) angeregt und die resultierenden Zyklovoltammogramme werden ausfu¨hr-
lich diskutiert. Fu¨r ihre Untersuchung verwenden die Autoren konstante Eingangs-
volumenstro¨me. Aus den obigen U¨berlegungen heraus mu¨sste die Kennlinie in ei-
nem solchen Fall ausgepra¨gte Extrema aufweisen. Tatsa¨chlich la¨sst sich in den vero¨f-
fentlichten Daten ein Hinweis fu¨r ein derartiges Verhalten finden. Neben den Zyklo-
voltammogrammen charakterisieren die Autoren das Verhalten der Zelle mit Hilfe
eines Stufenexperimentes. Hierzu wird die Zellspannung in 100 mV-Schritten ausge-
hend von 100 mV stufenweise erho¨ht. Die Haltezeit jeder einzelnen Stufe betra¨gt 120
Sekunden. Wa¨hrend die Stromdichte zuna¨chst nach jeder Spannungsa¨nderung um
einen a¨hnlich großen Betrag sinkt, beobachten die Autoren bei einer Zellspannung
von 0,7 V einen unerwartet hohen Abfall der Stromdichte und einen starken Anstieg
des Membranwiderstandes.
Mit Hilfe des Modells la¨sst sich hierfu¨r eine mo¨gliche Erkla¨rung finden. Abbil-
dung 4.10(a) zeigt die jeweils nach der Haltezeit erreichten Stromdichten und die
zugeho¨rigen Spannungen in einem Strom-Spannungs-Diagramm. Im Vergleich da-
zu ist in Abbildung 4.10(b) eine unter den experimentellen Bedingungen der Au-
toren simulierte Kennlinie dargestellt. Die simulierte Kennlinie weist, wie erwar-
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Abbildung 4.11: Experimentell bestimmte, potentiostatisch mehrdeutige
Kennlinie (Oettel, 2007). Experimentelle Bedingungen: T=343, 15 K, dM=
127·10−6 m, ϕin=0, fin,dry=10 Nml·min−1 ·cm−2.
tet, ausgepra¨gte lokale Extrema auf. Wird davon ausgegangen, dass die Zelle bei
0,1 V nur einen stationa¨ren Zustand und zwar bei einer hohen Stromdichte besitzt,
fu¨hrt eine anschließende schrittweise Erho¨hung der Zellspannung auf dem stabilen
Hochstrom-Ast der Kennlinie aufwa¨rts (Abbildung 4.10). Bei U¨berschreitung des lo-
kalen Zellspannungsmaximums ”rutscht“ die Zelle auf den Niederstrom-Ast und
schwingt sich, wie von Yu und Ziegler (2006) experimentell beobachtet, bei einer
vergleichsweise kleinen Stromdichte ein.
Saleh et al. (2007) untersuchten ku¨rzlich den Einfluss symmetrischer und asym-
metrischer Befeuchtung auf das stationa¨re Betriebsverhalten einer PEM-Brennstoff-
zelle. Die Autoren arbeiten ebenfalls mit konstanten Eingangsvolumenstro¨men und
beobachten bei einer Zelltemperatur von 70°C und einer relativen Eingangsfeuchte
von 27% eine mehrdeutige Kennlinie. Fu¨r ho¨here Feuchten der Eintrittsgase verlau-
fen die Kennlinien monoton. Fu¨r eine relative Feuchte von 20% beobachten die Auto-
ren eine vergleichsweise steil fallende Kennlinie. Hierbei handelt es sich vermutlich
um den Niederstrom-Ast einer Kennlinie mit isoliertem Hochstrom-Ast.
In einer eigenen Studie wurde ku¨rzlich im Rahmen der Arbeit von Oettel (2007)
ebenfalls eine mehrdeutige Kennlinie aufgenommen. Diese ist in Abbildung 4.11
dargestellt. Die Kennlinie weist ein ausgepra¨gtes Zellspannungsminimum bei einer
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Stromdichte von ca. 1 mA·cm−2 auf. Daneben existieren noch zwei weitere lokale
Minima bei ho¨heren Stromdichten. Deren Ursache ist bisher noch ungekla¨rt. Oettel
(2007) hat daru¨ber hinaus die Stabilita¨t zweier Punkten der Kennlinie fu¨r den po-
tentiostatischen Betrieb nachgewiesen. Hierzu wird die Zelle zuna¨chst ausgehend
von der Leerlaufspannung bei 0,3 V betrieben. Es stellt sich eine Stromdichte von
ca. 0,5 mA·cm−2 ein, die u¨ber mehrere Stunden stabil bleibt. Anschließend werden
die Eintrittsgase fu¨r 30 min befeuchtet. Alle anderen Parameter, inklusive der Zell-
spannung werden konstant gehalten. Nach dem Abschalten der Gasbefeuchtung
schwingt sich der Zellstrom bei ca. 150 mA·cm−2 ein und bleibt bis zum Ende des
Experimentes fu¨r mehrere Stunden konstant.
4.4 Zusammenfassende Bemerkung
Im vorliegenden Kapitel wird der Einfluss eines autokatalytischen Wasserprodukti-
onsmechanismus auf den qualitativen Verlauf der Strom-Spannungs-Kennlinie un-
tersucht. Im Unterschied zu bisherigen Arbeiten wird dabei erstmals die relative
Feuchte des Eintrittsgases als Betriebsparameter beru¨cksichtigt und damit eine Bru¨-
cke zwischen ”Normal“-Betrieb mit ausreichender Gasbefeuchtung und dem Betrieb
ohne Gasbefeuchtung geschlagen. Letzterer ist dabei von besonderer praktischer Be-
deutung und la¨sst sich mit Hilfe der vorliegenden Analyse als Spezialfall verstehen.
Fu¨r moderate Eingangsfeuchten und konstante Eingangsvolumenstro¨me werden
Kennlinien mit ausgepra¨gten lokalen Extrema vorhergesagt. Diese fu¨hren zum Auf-
treten mehrfach stationa¨ren Betriebsverhaltens im potentiostatischen und teilweise
auch im rheostatischen Betrieb. Als Ursache hierfu¨r wird der Verlauf der Funktion
∆φM(i) identifiziert. Diese weist unter bestimmten Betriebsbedingungen ein lokales
Maximum auf, welches sich in Abha¨ngigkeit vom Verlauf der U¨berspannung teil-
weise in der Kennlinie durchsetzen kann. Fu¨r sehr kleine Eingangsfeuchten bzw.
beim Betrieb ohne Gasbefeuchtung durchsto¨ßt das Zellspannungsminimum die Ab-
szisse des Strom-Spannungs-Diagramms. Die Kennlinie zerfa¨llt dadurch in einen
Niederstrom-Ast und einen isolierten Hochstrom-Ast. Letzterer ist durch einfaches
Variieren der Last nicht erreichbar sondern erfordert einen vorherigen Betrieb mit
befeuchteten Gasen, weshalb er vermutlich bisher u¨bersehen wurde.
Fu¨r die Diskussion des interessierenden Parametergebietes werden Lo¨sungsland-
karten benutzt, welche die Eingangsfeuchte und den Eingangsvolumenstrom als
besonders interessante Betriebsparameter beru¨cksichtigen. Die Lo¨sungslandkarten
weisen drei verschiedene Gebiete auf, in denen jeweils qualitativ unterschiedliche
Kennlinien beobachtet werden ko¨nnen. Die Ergebnisse zeigen, dass das Parameter-
gebiet, in welchem potentiostatisch mehrdeutige Kennlinien auftreten, mit abneh-
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mender Membrandicke, abnehmender Temperatur, zunehmendem Sauerstoffgehalt
und zunehmendem Betriebsdruck wa¨chst.
Der rheostatische Betrieb wird ebenfalls im Rahmen des vorliegenden Kapitels
ausfu¨hrlich betrachtet. Das Parametergebiet in dem rheostatisch mehrdeutige Kenn-
linien auftreten, fa¨llt wesentlich kleiner aus als im potentiostatischen Fall. Ursache
hierfu¨r ist, dass nur ein kleiner Teil der potentiostatischen mehrdeutigen Kennlinien
auch rheostatisch mehrdeutig ist. Mit Hilfe der Lo¨sungslandkarte la¨sst sich fu¨r den
Betrieb ohne externer Befeuchtung ein kritischer Lastwiderstand ermitteln oberhalb
dessen eine zuvor gezu¨ndete Zelle verlischt und sich nicht ohne weiteres wieder
zu¨nden la¨sst.
Abschließend werden einige experimentelle Befunde aus der Literatur betrach-
tet, die die vorliegende Analyse flankieren. Im Rahmen der Diskussion fru¨her expe-
rimenteller Daten wird herausgearbeitet, dass der autokatalytische Wasserproduk-
tionsmechanismus durch eine geeignete Wahl des Eingangsvolumenstromes aufge-
brochen werden kann und das mehrdeutige Verhalten in einem solchen Fall ver-
schwindet.
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Kapitel 5
Zusammenfassung
Ich wollte den Dingen auf den Grund gehen.
Seitdem bin ich unterwegs.
B. W.
Im ersten Teil der vorliegenden Arbeit wird ein Modellstrukturierungskonzept fu¨r
elektrochemische Systeme vorgeschlagen. Ein solches Konzept wird fu¨r die techni-
sche Umsetzung eines rechnergestu¨tzten Modellierungswerkzeuges fu¨r Brennstoff-
zellen beno¨tigt. Es liefert eine Systematik, mit deren Hilfe die Modelle in einheit-
licher Weise strukturiert und modularisiert werden ko¨nnen und sichert damit die
Kompatibilita¨t, Transparenz und Flexibilita¨t der einzelnen Modellbausteine. Aus-
gangspunkt ist die Netzwerktheorie verfahrenstechnischer Prozesse, die sich als ge-
eignete Methode zur Strukturierung verfahrenstechnischer und biochemischer Sys-
teme bewa¨hrt hat.
Zuna¨chst wird hierfu¨r eine konsistente Familie unterschiedlich detaillierter Mo-
delle fu¨r die Membran-Elektroden-Einheit, dem Kernstu¨ck einer Brennstoffzelle, her-
geleitet. Ausgangspunkt ist ein streng formuliertes Basismodell, bestehend aus ei-
nem vollsta¨ndigen Satz an Material- und Ladungsbilanzen sowie den elektrischen
Feldgleichungen. Das Basismodell wird anschließend schrittweise vereinfacht und
in eine fu¨r die Brennstoffzellenmodellierung typische Formulierung u¨berfu¨hrt. Die
Konsequenzen der eingefu¨hrten Annahmen werden studiert und ausfu¨hrlich disku-
tiert. Unter anderem wird gezeigt, wie sich das Modell der Membran-Elektroden-
Einheit in drei jeweils global elektroneutrale Teile zerlegen la¨sst. U¨ber die Grenzen
dieser Teilgebiete fließt stets der gleiche Strom. Die elektrische Feldsta¨rke verschwin-
det dort. Wird der mit den zugeho¨rigen Annahmen verbundene Modellfehler in
Kauf genommen, ero¨ffnet sich hierdurch eine geeignete Mo¨glichkeit, das Modell im
Anschluss flexibel zu strukturieren.
Die einzelnen Mitglieder der Modellfamilie weisen deutliche strukturelle Unter-
schiede auf. So entfallen beispielsweise die Feldgleichungen durch die Annahme lo-
kaler Elektroneutralita¨t im Kern des Elektrolyten. Das elektrische Potentialfeld, wel-
ches bisher aus diesen bestimmt wurde, la¨sst sich dann mit Hilfe der Ladungsbilanz
ermitteln. Die hergeleitete Modellfamilie stellt somit eine Auswahl an geeigneten
Testproblemen bereit, mit deren Hilfe die Robustheit des formulierten Modellstruk-
turierungskonzeptes u¨berpru¨ft werden kann.
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Im Unterschied zu nicht-elektrochemischen Systemen weisen elektrochemische Sys-
teme im Sinne der Netzwerktheorie zwei besondere Eigenschaften auf. Zum einen ist
dies der phasenu¨bergreifende Charakter der Feldgleichungen, der es speicherbehaf-
teten Bausteinen unmo¨glich macht, aus deren Bilanzgro¨ßen einen vollsta¨ndigen Po-
tentialvektor zu bestimmen. Zum anderen fu¨hrt die, fu¨r die Behandlung elektrischer
Netzwerke typische, Quasistationarita¨tsannahme des elektrischen Stro¨mungsfeldes
zu einer Zwangsbedingung fu¨r die elektrischen Stro¨me auf den beiden Ra¨ndern ei-
nes elementaren Modellbausteins. Beide Eigenschaften lassen eine direkte Anwen-
dung der Netzwerktheorie nicht sinnvoll erscheinen und machen eine Erweiterung
des Strukturierungskonzeptes erforderlich.
Das vorgeschlagene erweiterte Modellstrukturierungskonzept sieht vor, das elek-
trochemische System in zwei Teilsysteme zu zerlegen. Das nicht-elektrische Teilsys-
tem entha¨lt dabei die Materialbilanzen und die kinetischen Beziehungen fu¨r Stoff-
transport und Reaktionen. Dieses la¨sst sich ohne Einschra¨nkungen im Rahmen der
klassischen Netzwerktheorie behandeln und sichert damit die Kompatibilita¨t zu
nicht-elektrochemischen Modellbausteinen. Das elektrische Teilsystem entha¨lt die
Ladungsbilanz sowie die Feldgleichungen und wird im Sinne der elektrischen Netz-
werktheorie als Zweipol aufgefasst. Das Verknu¨pfungskonzept fu¨r die elektrische
Modellseite, das auf der Knotenpotentialanalyse aufbaut, erlaubt die intuitive und
numerisch unproblematische Verschaltung mit beliebigen elektrischen Netzwerkele-
menten. Beide Teilsysteme tauschen an einer inneren Schnittstelle Informationen aus
und lassen sich unabha¨ngig voneinander vereinfachen. Die innere und die a¨ußeren
Schnittstellen bleiben hiervon unbeeinflusst. Dies wird an einer Reihe von Beispielen
demonstriert und damit die Robustheit des vorgestellten Ansatzes nachgewiesen.
Das hier vorgeschlagene erweiterte Modellstrukturierungskonzept fu¨r elektro-
chemische Systeme erlaubt eine hierarchisch gegliederte, modulare Strukturierung
von Brennstoffzellenmodellen. Es bereitet damit den Weg fu¨r den Einsatz eines rech-
nergestu¨tzten Modellierungswerkzeuges zur effizienten Behandlung zuku¨nftiger
Fragestellungen in der Brennstoffzellentechnik.
Der zweite Teil der Arbeit liefert einen Beitrag zur Analyse des nichtlinearen Be-
triebsverhaltens von PEM-Brennstoffzellen. Mit Hilfe eines einfachen qualitativen
Modells werden insbesondere fu¨r kleine Eingangsfeuchten Strom-Spannungs-Kenn-
linien mit ausgepra¨gten Extrema vorhergesagt. Diese unterscheiden sich deutlich
von gewo¨hnlichen, monoton fallenden Kennlinien und fu¨hren zu mehrfach stati-
ona¨rem Verhalten im potentiostatischen und rheostatischen Betrieb. Ursache hierfu¨r
ist ein autokatalytischer Wasserproduktionsmechanismus, der im Detail erla¨utert
wird. Fu¨r sehr kleine Eingangsfeuchten oder beim Betrieb ohne externe Befeuch-
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tung lassen sich mit Hilfe des Modells Kennlinien beobachten, die einen isolierten
Hochstrom-Ast aufweisen. Dieser ist durch bloßes Variieren der elektrischen Last
der Brennstoffzelle nicht erreichbar, sondern erfordert stattdessen einen vorherigen
Betrieb mit feuchten Gasen.
Die vorliegende Analyse liefert zuverla¨ssige, qualitative Ergebnisse und bereitet
damit den Weg fu¨r eine systematische experimentelle Analyse dieses Pha¨nomens. In
einem na¨chsten Schritt ist es sinnvoll, das hier verwendete Modell zu verfeinern, um
beispielsweise den Einfluss des Stofftransportes in der Membran oder die Auswir-
kungen von flu¨ssigem Produktwasser na¨her zu studieren. Ebenso ist es interessant,
mit Hilfe des vorliegenden qualitativen Modells das Verhalten von Brennstoffzel-
lenstapeln beim Betrieb ohne Gasbefeuchtung zu untersuchen. Mit Hilfe des vor-
geschlagenen Strukturierungskonzeptes und einem darauf aufbauenden Modellie-
rungswerkzeug sollte dies leicht mo¨glich sein.
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