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Abstract
Consider an operator T : C2(R) → C(R) and isotropic maps A1,A2 : C1(R) → C(R) such that the
functional equation
T (f ◦ g) = (Tf ) ◦ g · A1g + (A2f ) ◦ g · T g; f,g ∈ C2(R)
is satisfied on C2(R). The equation models the chain rule for the second derivative, in which case A1g = g′2
and A2f = f ′. We show under mild non-degeneracy conditions – which imply that A1 and A2 are very
different from T – that A1 and A2 must be of the very restricted form A1f = f ′ · A2f , A2f = |f ′|p or
sgn(f ′)|f ′|p , with p  1, and that any solution operator T has the form
Tf (x) = cA2(f (x))
f ′(x) f
′′(x) + (H (f (x))f ′(x) − H(x))A2(f (x)), x ∈R
for some constant c ∈ R and some continuous function H . Conversely, any such map T satisfies the func-
tional equation. Under some natural normalization condition, the only solution of the functional equation is
Tf = f ′′ which means that the composition rule with some normalization condition characterizes the sec-
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1. Introduction and results
It is known that non-degenerate operators T ,A : C1(R) → C(R) satisfying the chain rule
functional equation
T (f ◦ g) = (Tf ) ◦ g · Ag; f,g ∈ C1(R), (1)
essentially characterize the first derivative, i.e. Tf = f ′ and Af = Gf ′ for some continuous
positive function G, assuming additionally an initial condition like T (2 Id) = 2. Thus T and
A nearly coincide, cf. [2]. For A = T , the composition f ◦ g in (1) is mapped by T to the
“compound product” (Tf )◦g ·T g. There is no non-trivial map T from C1(R) to C(R) satisfying
the simple product rule T (f ◦ g) = Tf · T g, as shown in the last chapter: the “input” g to f
should be transformed to an “input” g to Tf in the compound product.
In this paper, we are interested to understand and describe operations T which map a com-
position f ◦ g to a “compound sum”. Taking logarithms of (1) with A = T creates an operation
S : C1(R) → C(R) satisfying formally S(f ◦ g) = (Sf ) ◦ g + Sg, at least for positive function
values. The solutions of (1) were determined completely in [2]. Taking their logarithms, we find
that S should be of the form
Sf = c ln(∣∣f ′∣∣)+ (H ◦ f − H); f ∈ C1(R)
for c ∈ R and H ∈ C(R). If Sf ∈ C(R) is required for any f ∈ C1(R), this only leaves Sf =
H ◦ f − H as solutions. This will be formally shown in our last chapter. For f ∈ C1(R) with
f (x) = x for some fixed x, however, (Sf )(x) = 0: we only get degenerate forms of solutions.
To study a more meaningful additive functional equation for compositions, we allow some
“tuning” of the additive terms on the right side by further factors of smaller order. Consider the
chain rule equation for the second derivative as a model
(f ◦ g)′′ = f ′′ ◦ g · g′2 + f ′ ◦ g · g′′; f,g ∈ C2(R).
We replace the second derivative by an operator T : C2(R) → C(R) and the first derivative terms
by operators A1,A2 : C1(R) → C(R) and study the functional equation
T (f ◦ g) = (Tf ) ◦ g · A1g + (A2f ) ◦ g · T g; f,g ∈ C2(R) (2)
which is of the additive “compound sum” type with “tuning operators” A1 and A2. We consider
the operators A1 and A2 to be of “lower order” with respect to T . The main operation we are
searching for is T , but the “given” operators A1 and A2 are in close relation with T .
In view of the model of the chain rule for the second derivative, we consider T to act on
C2(R) and A1 and A2 on C1(R), each with image in C(R). In this setup, we will determine all
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derivative Tf = f ′′ uniquely.
Note that if two operators T1 and T2 satisfy (2) with the same operators A1 and A2, also
T1 + T2 satisfies (2).
Contrary to (1) with A and T , in (2) the operators A1, A2 have to be very different from T
(else (2) would be close to the chain rule for first derivatives). The following non-degeneracy
conditions which we will impose describe weak levels of surjectivity satisfied independently for
the operators T and A1.
Definition 1. Let T : C2(R) → C(R) and A1 : C1(R) → C(R) be operators. We call (T ,A1)
non-degenerate if the following conditions hold:
(a) For every open interval J ⊂ R and x ∈ J , there exist functions g1, g2 ∈ C2(R) with image
in J and points y1, y2 ∈R such that g1(y1) = g2(y2) = x and that zi =
( (T gi )(yi )
(A1gi )(yi )
) ∈R2 for
i = 1,2 are linearly independent in R2.
(b) For every x ∈R, there is g ∈ C2(R) with g(x) = x, (T g)(x) = 0 and (A1g)(x) = 1.
(c) For every x ∈ R, there are g1, g2 ∈ C2(R) and there is y ∈ R such that (T g1)(x) = 0 and
g2(y) = x with (T g2)(y) = 0.
To determine the form of the solution operators (T ,A1,A2) of the very general functional
equation (2), we will restrict ourselves to isotropic operators A1 and A2 which are continuous in
a very weak sense.
Definition 2. An operator A : C1(R) → C(R) is isotropic if it commutes with shifts, i.e. if
A(f ◦ Sc) = (Af ) ◦ Sc for any f ∈ C1(R) and all c ∈ R. Here Sc : R → R, x 	→ x + c is the
shift by c. We call A pointwise C1-continuous if for any sequence (fn)n∈N of C2(R) functions
and f ∈ C1(R) the uniform convergence of limn→∞ fn = f and limn→∞ f ′n = f ′ on R implies
the pointwise convergence of limn→∞(Afn)(x) = (Af )(x) for all x ∈R.
Our main result states:
Theorem 1. Consider operators T : C2(R) → C(R) and A1,A2 : C1(R) → C(R) such that the
functional equation
T (f ◦ g) = (Tf ) ◦ g · A1g + (A2f ) ◦ g · T g; f,g ∈ C2(R) (2)
holds. Assume that (T ,A1) is non-degenerate and that A1 and A2 are isotropic and pointwise
C1-continuous. Suppose further that (Tf1)(0) = 0 for f1(x) = x + x2/2. Then there is p  1
such that the operators A1 and A2 are of the form
(A2f )(x) =
∣∣f ′(x)∣∣p{sgnf ′(x)}, (A1f )(x) = f ′(x)(A2f )(x). (3)
Further there is a constant c = 0 and a continuous function H ∈ C(R) such that any operator T
satisfying (2), together with these operators A1 and A2, is given by
(Tf )(x) = [c sgnf ′(x)∣∣f ′(x)∣∣p−1f ′′(x) + (H (f (x))f ′(x) − H(x))∣∣f ′(x)∣∣p]{sgnf ′(x)} (4)
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term sgnf ′(x) and one without. For p = 1, the {sgnf ′(x)} term on the right side of (4) has to
be present to avoid discontinuous functions in the range of T . The constant c and the function H
are given by c = T (f1)(0),
H(x) =
[∑
n∈N
2−nT (2 Id)
(
x/2n
)]
/2p, x ∈R,
where the series converges uniformly on compact subsets of R. If H(0) = 0,
H(x) = H(0)
[ ∞∑
n=1
2−nT (2 Id)
(
x/2n
)
/T (2 Id)(0)
]
.
Let f2(x) := x2/2, x ∈ R and d ∈ R. Under the initial conditions T (2 Id) = 0 and T (f2) = d
(constant function d) the functional equation (2) has the unique solution Tf = df ′′. In this case,
the “lower order” operators are given uniquely by A1(f ) = f ′2 and A2(f ) = f ′.
Conversely, any operator T of the form (4) satisfies (2), with the operators A1 and A2 given
by (3).
Remarks. (a) Notice that we do not impose any linearity or continuity conditions on T . The only
very mild regularity assumption is that the operators A1 and A2 are C1-pointwise continuous.
(b) If H(0) = 0, also T (2 Id)(0) = 0 and p may be calculated from
p = log2
(
T (4 Id)(0)/T (2 Id)(0)
)
.
If H(0) = 0 and f2(x) = x2/2, we may determine p from
p = 1 + lim
x→∞ ln
(
(Tf2)(x)
)
/ ln(x).
Another formula for the function H in (4) is
H(x) = T (2 Id)(0)/2p + T (Id+x)(0); x ∈R.
(c) The condition that c = (Tf1)(0) = 0 holds for f1(x) = x + x2/2 could be replaced by
(Tf )(0) = 0 for any (fixed) function f ∈ C2(R) satisfying f (0) = 0, f ′(0) = 1, f ′′(0) = 0. The
constant c in (4) is then given by c = (Tf )(0)/f ′′(0). This remark is valid for all statements
involving Tf1(0) in Theorems 1 and 2.
(d) If T (f1)(0) = 0 holds which is a further case of degeneration, the solutions of (2) do not
depend on f ′′ and are different from (3) and (4). Although this case does not constitute our main
interest, we nevertheless determine all solutions with T (f1)(0) = 0, too, and thus provide the
complete set of solutions of (2). We prove
Theorem 2. Consider operators T : C2(R) → C(R), A1,A2 : C1(R) → C(R) satisfying the
functional equation (2). Assume again that (T ,A1) is non-degenerate and that A1 and A2 are
isotropic and pointwise C1-continuous. Let (Tf1)(0) = 0 for f1(x) = x + x2/2. Then there are
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(A1f )(x) =
∣∣f ′(x)∣∣q[sgnf ′(x)], (A2f )(x) = ∣∣f ′(x)∣∣p{sgnf ′(x)},
(Tf )(x) = H (f (x))∣∣f ′(x)∣∣q[sgnf ′(x)]− H(x)∣∣f ′(x)∣∣p{sgnf ′(x)}
or
(A1f )(x) = (A2f )(x) =
∣∣f ′(x)∣∣p{sgnf ′(x)},
(Tf )(x) = (c ln∣∣f ′(x)∣∣+ H (f (x))− H(x))∣∣f ′(x)∣∣p{sgnf ′(x)}
or
(A1f )(x) = (A2f )(x) =
∣∣f ′(x)∣∣p cos(d ln∣∣f ′(x)∣∣){sgnf ′(x)},
(Tf )(x) = c∣∣f ′(x)∣∣p sin(d ln∣∣f ′(x)∣∣){sgnf ′(x)}.
The brackets {. . .} and [. . .] may be present or not, yielding different solutions of (2). In the
second and third cases, and also if corresponding sign-terms are present, p > 0 is required, to
avoid discontinuous functions in the image of T . If in the second or third case H is constant or
not present, the operators A1 and A2 might be of the slightly more complicated form A1 + γ T
and A1 − γ T for a suitable γ ∈ R; they are not necessarily given by a multiplicative function.
Conversely, the above formulas for (T ,A1,A2) provide solutions of (2).
Remark. Different from the situation of Theorem 1, the exponents p and q here may be chosen
independently of one another.
2. Localization results
In this section we show that non-degenerate operators T , Ai satisfying the functional equation
(2) are local operators. The result is
Proposition 3. Assume T : C2(R) → C(R) and A1,A2 : C1(R) → C(R) satisfy the functional
equation
T (f ◦ g) = (Tf ) ◦ g · A1g + (A2f ) ◦ g · T g; f,g ∈ C2(R) (2)
and that (T ,A1) is non-degenerate and that A1 and A2 are isotropic and pointwise C1-
continuous. Then there is a function F : R4 → R and there are functions B1,B2 : R2 → R such
that for all f ∈ C2(R) and all x ∈R
(Tf )(x) = F (x,f (x), f ′(x), f ′′(x)), (5)
and
(Aif )(x) = Bi
(
f (x), f ′(x)
)
, i = 1,2. (6)
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Lemma 4. Under the assumptions of Proposition 3, we have for the constant function f = c,
c ∈R, and the identity f = Id, i.e. f (x) = x, x ∈R,
T c = A1c = A2c = 0, T (Id) = 0, A1(Id) = A2(Id) = 1.
Proof. (i) Choose f as the constant function f = c in (2) to get for any g ∈ C2(R)
(T c)(x) = (T c)(g(x))(A1g)(x) + (A2c)(g(x))(T g)(x), x ∈R.
Since (T ,A1) is non-degenerate, by (b) there is g ∈ C2(R) with g(x) = x, (T g)(x) = 0 and
(A1g)(x) = 1. Therefore
(T c)(x)
(
1 − (A1g)(x)
)= (A2c)(x)(T g)(x) = 0
implies that (T c)(x) = 0, i.e. T c = 0.
(ii) Next choose g = c in (2) to get for any f ∈ C2(R), using (i),
0 = T (f (c))(x) = (Tf )(c)(A1c)(x) + (A2f )(c)(T c)(x)
= (Tf )(c)(A1c)(x).
Choosing f ∈ C2(R) with (Tf )(c) = 0 according to (c), we get A1c = 0.
(iii) Choose again f = c to find for any g ∈ C2(R), using (i),
0 = (T c)(y) = (T c)(g(y))(A1g)(y) + (A2c)(g(y))(T g)(y).
= (A2c)
(
g(y)
)
(T g)(y).
By (c), given x there are g ∈ C2(R) and y ∈ R with g(y) = x and (T g)(y) = 0. Hence
(A2c)(x) = 0, i.e. A2c = 0.
(iv) For f = Id in (2), we get for all g ∈ C2(R), y ∈R
(T g)(y) = T (Id)(g(y))(A1g)(y) + A2(Id)(g(y))(T g)(y),
(T g)(y)
(
1 − A2(Id)
(
g(y)
))= (A1g)(y)T (Id)(g(y)).
By the non-degeneracy condition (a), for any x ∈R, we find y1, y2 ∈R and g1, g2 ∈ C2(R) with
g1(y1) = g2(y2) = x such that the vectors zi =
( (T gi )(yi )
(A1gi )(yi )
) ∈ R2 are linearly independent. The
resulting two linear equations
(T gi)(yi)
(
1 − A2(Id)(x)
)= (A1gi)(yi)T (Id)(x), i = 1,2
have only the trivial solution T (Id)(x) = 0, 1 − A2(Id)(x) = 0. Hence T (Id) = 0, A2(Id) = 1.
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(Tf )(x) = (Tf )(x)A1(Id)(x) + (A2f )(x)T (Id)(x)
= (Tf )(x)A1(Id)(x).
Use (c) to find f ∈ C2(R) with (Tf )(x) = 0. Then A1(Id)(x) = 1, A1(Id) = 1 follows. 
The next step is the localization on intervals.
Lemma 5. Under the assumptions of Proposition 3, we have for any open interval J ⊂R and any
two functions f1, f2 ∈ C2(R) with f1|J = f2|J that (Tf1)|J = (Tf2)|J and (Aif1)|J = (Aif2)|J
for i = 1,2.
Proof. (i) Let x ∈ J . By the non-degeneracy condition (a) there exist two functions g1, g2 :R→
J ⊂R in C2(R) and points y1, y2 ∈R with g1(y1) = g2(y2) = x, such that zi =
( (T gi )(yi )
(A1gi)(yi )
) ∈R2
are two linearly independent vectors in R2, i = 1,2. For any f1, f2 ∈ C2(R) with f1|J = f2|J
we have f1 ◦ gi = f2 ◦ gi for i = 1,2. Thus we find, using the functional equation (2),
0 = T (f1 ◦ gi)(yi) − T (f2 ◦ gi)(yi)
= ((Tf1)(x) − (Tf2)(x))(A1gi)(yi) + ((A2f1)(x) − (A2f2)(x))(T gi)(yi)
for i = 1,2. Since z1 and z2 are linearly independent, these equations admit only the zero so-
lution, (Tf1)(x) − (Tf2)(x) = 0, (A2f1)(x) − (A2f2)(x) = 0. Hence (Tf1)|J = (Tf2)|J and
(A2f1)|J = (A2f2)|J .
(ii) Let x ∈ J and take g1, g2 ∈ C2(R) with g1|J = g2|J . Let y := g1(x) = g2(x). By the non-
degeneracy condition (c), there is f ∈ C2(R) with (Tf )(y) = 0. Since also f ◦ g1|J = f ◦ g2|J
we know using part (i) that (T g1)|J = (T g2)|J and T (f ◦g1)|J = T (f ◦g2)|J . By the functional
equation
0 = T (f ◦ g1)(x) − T (f ◦ g2)(x)
= (Tf )(y)((A1g1)(x) − (A1g2)(x))+ (A2f )(y)((T g1)(x) − (T g2)(x))
= (Tf )(y)((A1g1)(x) − (A1g2)(x)).
Since (Tf )(y) = 0, we conclude that (A1g1)(x) = (A1g2)(x), (A1g1)|J = (A1g2)|J . 
Proof of Proposition 3.
(a) Let x0 ∈R and f ∈ C2(R). Take the quadratic Taylor approximation g to f in x0,
g(x) := f (x0) + f ′(x0)(x − x0) + 12f
′′(x0)(x − x0)2, x ∈R
and let
h(x) :=
{
f (x) x < x0
g(x) x  x
}
.0
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By Lemma 5, (Tf )|I1 = (T h)|I1 and (T h)|I2 = (T g)|I2 . Since Tf , T h and T g are continu-
ous, both equalities also hold on I¯1 and I¯2. Thus for x0 ∈ I¯1 ∩ I¯2
(Tf )(x0) = (T h)(x0) = (T g)(x0).
Since g only depends on x0, f (x0), f ′(x0) and f ′′(x0), this means that there is a function
F :R4 →R with (Tf )(x0) = F(x0, f (x0), f ′(x0), f ′′(x0)).
(b) In the case of the operators A1 and A2, denote the tangent line approximation to f ∈ C2(R)
in x0 by g,
g(x) := f (x0) + f ′(x0)(x − x0), x ∈R.
Let xn := x0 + 1/n, yn := x0 − 1/n for n ∈N and define ψn :R→R by
ψn(x) :=
{
f ′′(x0)
2 (x − x0)2( xn−xxn−x0 )3 x  x0
f ′′(x0)
2 (x − x0)2( x−ynx0−yn )3 x  x0
}
.
Then ψn ∈ C2(R) with ψn(x0) = ψ ′n(x0) = 0,ψ ′′n (x0) = f ′′(x0) and ψn(xn) = ψ ′n(xn) =
ψ ′′n (xn) = 0, ψn(yn) = ψ ′n(yn) = ψ ′′n (yn) = 0. Introduce functions gn,hn :R→R by
gn(x) :=
{
g(x) x  yn or xn  x
g(x) + ψn(x) yn < x < xn
}
, hn(x) :=
{
f (x) x < x0
gn(x) x  x0
}
.
Since g,ψn ∈ C2(R) and ψ ′′n (x0) = f ′′(x0), we have that gn and hn are also in C2(R);
ψn providing a C2-connection of f and g in (x0, xn) and (yn, x0). For I1 = (−∞, x0),
I2 = (x0,∞), we have f |I1 = hn|I1 , hn|I2 = gn|I2 . By Lemma 5, (A2f )|I1 = (A2hn)|I1
and (A2hn)|I2 = (A2gn)|I2 . Since A2f , A2hn and A2gn are continuous, we find that for
x0 ∈ I¯1 ∩ I¯2
(A2f )(x0) = (A2hn)(x0) = (A2gn)(x0).
It is easy to check from the definition of ψn that
lim
n→∞ maxynxxn
∣∣ψn(x)∣∣= lim
n→∞ maxynxxn
∣∣ψ ′n(x)∣∣= 0.
Therefore gn → g and g′n → g′ converge uniformly on R. The pointwise C1-continuity
assumption on A2 implies that limn→∞(A2gn)(x0) = (A2g)(x0), yielding (A2f )(x0) =
(A2gn)(x0) = (A2g)(x0). Since g depends only on x0, f (x0) and f ′(x0), there is a func-
tion B˜2 :R3 →R such that for any f ∈ C2(R), x0 ∈R
(A2f )(x0) = B˜2
(
x0, f (x0), f
′(x0)
)
.
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variable and hence
(A2f )(x0) = B2
(
f (x0), f
′(x0)
)
for a suitable function B2 :R2 →R. The argument for A1 is identical. 
3. General form of the solutions
In this section we assume that (T ,A1) is non-degenerate, that (A1,A2) are isotropic and C1-
pointwise continuous and that the chain rule functional equation of the second order
T (f ◦ g) = (Tf ) ◦ g · A1g + (A2f ) ◦ g · T g; f,g ∈ C2(R) (2)
holds. By Proposition 3, there are functions F :R4 →R and B1,B2 :R2 →R such that
(Tf )(x) = F (x,f (x), f ′(x), f ′′(x)), (5)
and
(Aif )(x) = Bi
(
f (x), f ′(x)
)
, i = 1,2; f ∈ C2(R), x ∈R. (6)
Proof of Theorem 1.
(a) We have to analyze the structure and form of these functions F , B1 and B2.
Choose any numbers x, y, z ∈ R and α1, α2, β1, β2 ∈ R. Take any functions f,g ∈ C2(R)
such that
g(x) = y, f (y) = z, f ′(y) = α1, f ′′(y) = α2,
g′(x) = β1, g′′(x) = β2.
The functional equation (2) means in terms of F , B1 and B2 that
F
(
x, z,α1β1, α2β
2
1 + α1β2
)= F(y, z,α1, α2)B1(y,β1) + F(x, y,β1, β2)B2(z,α1). (7)
Note here that (f ◦ g)′′(x) = α2β21 + α1β2. We know that T (c) = T (Id) = 0 and Ai(c) = 0,
Ai(Id) = 1 for i = 1,2. Hence by (5) and (6) with y = c
F (x, y,0,0) = F(x, x,1,0) = 0, Bi(y,0) = 0, Bi(y,1) = 1 (8)
for i = 1,2.
(b) Choosing α1 = β1 = 1 in (7), we get using (8)
F(x, z,1, α2 + β2) = F(y, z,1, α2) + F(x, y,1, β2), (9)
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F(x, z,1, α2) − F(y, z,1, α2) = F(x, y,1,0).
The right side, and hence also the left side, is independent of z and α2. Thus we may choose
z = α2 = 0 to find
F(x, y,1,0) = F(x,0,1,0) − F(y,0,1,0) =: G(y) − G(x),
letting G(y) := −F(y,0,1,0). For x = z = α2 = β2 = 0, α1 = β1 = 1, (7) and (8) imply
F(y,0,1,0) + F(0, y,1,0) = F(0,0,1,0) = 0,
i.e. G(y) = F(0, y,1,0) = T (Id+y)(0) : G is the image of the shift operator in zero. Put
x = z in (9),
F(z, z,1, α2 + β2) = F(y, z,1, α2) + F(z, y,1, β2)
= F(y, y,1, β2 + α2),
where the last equality follows by looking at the reverse order situation. Therefore
F(z, z,1, α) is independent of z for any α ∈R. Denote
F˜ (α) := F(z, z,1, α) = F(0,0,1, α) = T
(
Id+α
2
x2
)
(0).
Then F˜ (α + β) = F˜ (α) + F˜ (β). Put y = z, α2 = α, β2 = 0 in (9) to find that
F(x, z,1, α) = F(z, z,1, α) + F(x, z,1,0)
= F˜ (α) + (G(z) − G(x)). (10)
(c) We now consider the case α1 = 1. Choose β1 = 1 in (7). Using (8) and (10) we get (denoting
β2 by β ′2)
F
(
x, z,α1, α2 + α1β ′2
)= F(y, z,α1, α2) + F (x, y,1, β ′2)B2(z,α1)
= F(y, z,α1, α2) +
(
F˜
(
β ′2
)+ G(y) − G(x))B2(z,α1).
In terms of β2 = α1β ′2 this means if α1 = 0
F(x, z,α1, α2 + β2) = F(y, z,α1, α2) + F˜
(
β2
α1
)
B2(z,α1) +
(
G(y) − G(x))B2(z,α1)
= F(y, z,α1, β2) + F˜
(
α2
)
B2(z,α1) +
(
G(y) − G(x))B2(z,α1).α1
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we find that
F(y, z,α1, α2) − F˜
(
α2
α1
)
B2(z,α1) = F(y, z,α1, β2) − F˜
(
β2
α1
)
B2(z,α1).
The equation implies that both sides are independent of the last variable α2 and β2. We may
put β2 = 0 to find with F˜ (0) = F(0,0,1,0) = T (Id)(0) = 0 that for α1 = 0
F(y, z,α1, α2) = F˜
(
α2
α1
)
B2(z,α1) + F(y, z,α1,0). (11)
Inserting this into the chain rule (7) gives for α1 = 0 = β1
F˜
(
α2β
2
1 + α1β2
α1β1
)
B2(z,α1β1) + F(x, z,α1β1,0)
=
(
F˜
(
α2
α1
)
B2(z,α1)B1(y,β1) + F(y, z,α1,0)B1(y,β1)
)
+
(
F˜
(
β2
β1
)
B2(y,β1)B2(z,α1) + F(x, y,β1,0)B2(z,α1)
)
.
Since F˜ is additive,
F˜
(
α2β
2
1 + α1β2
α1β1
)
= F˜
(
β1
α2
α1
)
+ F˜
(
β2
β1
)
.
Using this, we group the previous terms according to the occurrence of α2 and β2, if α1 =
0 = β1,
F˜
(
β2
β1
)(
B2(z,α1β1) − B2(z,α1)B2(y,β1)
)
+
(
F˜
(
β1
α2
α1
)
B2(z,α1β1) − F˜
(
α2
α1
)
B2(z,α1)B1(y,β1)
)
= F(y, z,α1,0)B1(y,β1) + F(x, y,β1,0)B2(z,α1) − F(x, z,α1β1,0). (12)
The right side and hence the left side is zero, as seen by using (7) for α2 = β2 = 0. Since
F˜ is additive, F˜ (α + β) = F˜ (α) + F˜ (β), with F˜ (0) = 0, we know that F˜ (α) = c1α for all
rational α ∈Q,
c1 := F˜ (1) = F(0,0,1,1) = T (f1)(0) = 0,
by the assumption in Theorem 1, where f1(x) = x + x2/2. Being zero, the left side of (12)
is, in particular, independent of α2 and β2. Only the first factor there contains β2 which may
be chosen arbitrary. Given any β1 ∈ R =0, for all β2 ∈ R =0 with β2/β1 ∈ Q, we know that
F˜ (
β2 ) = c1 β2 = 0. Choosing different values for β2 and keeping all other values, we findβ1 β1
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for all α1 = 0 = β1 and y, z ∈ R. This means that B2 is independent of the z-variable and
that B˜2(α) = B2(z,α) is multiplicative,
B˜2(αβ) = B˜2(α)B˜2(β), α,β ∈R.
Note that this also holds for α = 0 or β = 0 since B˜2(0) = 0 by (8). For f0(x) = x2/2,
(A2f0)(x) = B2(f0(x), f ′0(x)) = B2( x
2
2 , x) = B˜2(x). Therefore B˜2 = A2f0 ∈ C(R) is con-
tinuous and multiplicative. By Cauchy’s theorem, additive continuous functions are linear.
Translating this by exponentiation to multiplicative functions, we get that there is p  0 such
that
B2(z,α) = B˜2(α) = |α|p or |α|p sgn(α), α ∈R.
Note that B˜2(−1)2 = 1, so that B˜2(−1) = 1 or = −1; in the second case we get the sgn(α)-
factor. The second term on the left of (12) is zero for any α2 ∈ R and α1 = 0 = β1. Choose
α1 = 1 to find with B˜2(1) = 1
F˜ (α2)B1(y,β1) = F˜ (α2β1)B˜2(β1).
For any α2 ∈ Q, as a consequence of the additivity of F˜ , F˜ (α2) = c1α2 and F˜ (α2β1) =
F˜ (β1)α2. Therefore c1B1(y,β1) = F˜ (β1)B˜2(β1), c1 = 0.
Thus B˜1(β) = B1(y,β) is independent of y and
B˜1(β) = F˜ (β)/c1B˜2(β), β ∈R.
By the same argument as above, B˜1 is continuous. Therefore also F˜ is continuous. Together
with the additivity of F˜ , F˜ (α+β) = F˜ (α)+ F˜ (β), F˜ is linear by Cauchy’s theorem, F˜ (α) =
F˜ (1)α = c1α. We conclude that
B˜1(α) = αB˜2(α), B˜2(α) = |α|p or |α|p sgn(α), α ∈R (13)
for some p  0. Having identified F˜ , (11) means
F(x, z,α1, α2) = c1 B˜2(α1)
α1
α2 + F(x, z,α1,0). (14)
We still have to determine F(x, z,α1,0) to find the general form of F(x, z,α1, α2). Both
sides of (12) being zero, we have
F(x, z,αβ,0) = F(y, z,α,0)βB˜2(β) + F(x, y,β,0)B˜2(α). (15)
Choose x = y = z and let Fz(α) := F(z, z,α,0). Then
Fz(αβ) = Fz(α)βB˜2(β) + Fz(β)B˜2(α)
= Fz(β)αB˜2(α) + Fz(α)B˜2(β),
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Fz(β)(α − 1)B˜2(α) = Fz(α)(β − 1)B˜2(β).
Put β = 2 and let H(z) := Fz(2)/B˜2(2) = F(z, z,2,0)/2p . Then
Fz(α) = H(z)(α − 1)B˜2(α). (16)
Next take y = x and y = z in (15), respectively. Exchanging in the second case also α and β ,
we find
F(x, z,αβ,0) = F(x, z,α,0)βB˜2(β) + Fx(β)B˜2(α)
= Fz(β)αB˜2(α) + F(x, z,α,0)B˜2(β).
Take differences and use (16)
F(x, z,α,0)(β − 1)B˜2(β) =
(
Fz(β)α − Fx(β)
)
B˜2(α)
= (H(z)α − H(x))(β − 1)B˜2(β)B˜2(α),
F (x, z,α,0) = (H(z)α − H(x))B˜2(α).
Insert this into (14) to determine the final form of F ,
F(x, z,α1, α2) = c1 B˜2(α1)
α1
α2 +
(
H(z)α1 − H(x)
)
B˜2(α1). (17)
Recall that in this formula by (13) and the definitions below (12) and before (16)
B˜2(α1) = |α1|p or |α1|p sgn(α1) with p  1,
H(z) = F(z, z,2,0)/2p,
c1 = F(0,0,1,1) = T (f1)(0) = 0.
We note that p is not only restricted to p  0 as in (13) but to p  1 since, in (17), B˜2(α1)/α1
has to be bounded in α1 since Tf is continuous and therefore should be locally bounded also
near points x0 where f ′(x0) = 0.
Therefore the general form of the operator T is
(Tf )(x) = c1 B˜2(f
′(x))
f ′(x)
f ′′(x) + (H (f (x))f ′(x) − H(x))B˜2(f ′(x))
= (c1 sgnf ′(x)∣∣f ′(x)∣∣p−1f ′′(x)
+ (H (f (x))f ′(x) − H(x))∣∣f ′(x)∣∣p){sgnf ′(x)} (18)
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operator T satisfies the functional equation (2) (if H ∈ C(R)) with
(A2f )(x) =
∣∣f ′(x)∣∣p{sgnf ′(x)}, (A1f )(x) = f ′(x)(A2f )(x).
Because of additivity, this may be checked separately for both terms on the right side of (18).
For p = 1 and H = 0 we just get a multiple of f ′′.
(d) We now prove that the function H in (17) and (18) is continuous. We know that for all
f ∈ C2(R), Tf , f ′ and f ′′ are continuous. Hence (18) implies that for any such f and x0
with f ′(x0) = 0, H ◦ f · f ′ − H is continuous in x0. We will show that this implies that H
itself is continuous in x0.
Assume to the contrary that H were discontinuous at some x0 ∈R. Then
α(x0) = lim
y→x0
H(y) − lim
x→x0
H(x) > 0,
possibly infinite. We claim that in this case H would be discontinuous at any other
point x1 ∈ R, too, with α(x1) = α(x0). To verify this, take sequences (yn) and (xn) with
limn→∞ yn = limn→∞ xn = x0 and limn→∞(H(yn) − H(xn)) = α(x0). Since for f (x) =
x + x1 − x0, f ′(x) = 1 = 0, H(· + x1 − x0) − H(·) is continuous (in x0), implying
H(x1) − H(x0) = lim
n→∞
(
H(yn + x1 − x0) − H(yn)
)= lim
n→∞
(
H(xn + x1 − x0) − H(xn)
)
.
Therefore
α(x0) = lim
n→∞
(
H(yn) − H(xn)
)= lim
n→∞
(
H(yn + x1 − x0) − H(xn + x1 − x0)
)
 α(x1).
Since the argument is symmetric in (x0, x1), we conclude that α(x0) = α(x1): H would be
discontinuous everywhere with the same “modulus of discontinuity”.
We now use a similar argument as in [2, p. 3013]. Take a sequence (cn) of pairwise different
numbers with limn→∞ cn = 0, let δn := 14 min{|cn − cm| | m = n} and choose 0 < εn < δn
such that
∑
n∈N εn/δ2n < ∞. By definition of α = α(cn) > 0, we may find xn, yn ∈R with
|xn − cn| < εn, |yn − cn| < εn and
H(yn) − H(xn) α/2 > 0 (or  1 if α = ∞).
Let ψ be the smooth cut-off function
ψ(x) =
{
exp(1 − 11−x2 ) |x| < 1
0 |x| 1
}
and put gn(x) = (yn − xn)ψ((x − xn)/δn). The functions gn are disjointly supported since
|xn − xm| |cn − cm| − 2εn  4δn − 2εn  2δn for m = n.
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∑
n
∥∥g′′n∥∥∞ ∑
n
(yn − xn)/δ2n
∥∥ψ ′′∥∥∞  2
(∑
n
εn/δ
2
n
)∥∥ψ ′′∥∥∞ < ∞,
and a similar chain of inequalities is true for the sum of the first derivatives g′n. Therefore
f (x) := x +
∑
n
gn(x); x ∈R
defines a twice differentiable function f ∈ C2(R) with f (xn) = xn + (yn − xn) = yn,
f (0) = 0, f ′(xn) = f ′(0) = 1. Since H ◦f ·f ′ −H is continuous in 0, and xn → 0, yn → 0,
limn(H(yn)−H(xn)) = H(0)−H(0) = 0, contradicting H(yn)−H(xn) α/2 > 0. Thus
H ∈ C(R).
(e) To calculate H from T , note that by (18), T (2 Id)(x) = (2H(2x) − H(x))2p which implies
that
lim
N→∞
N−1∑
n=1
2−nT (2 Id)
(
x/2n
)= (H(x) − 2−nH (x/2N ))2p = H(x)2p,
and this series converges uniformly on compact subsets of R since H is continuous. For
x = 0, H(0)2p = T (2 Id)(0). Therefore H(0) = 0 implies that
H(x) = H(0)
( ∞∑
n=1
2−nT (2 Id)
(
x/2n
)
/T (2 Id)(0)
)
.
To prove the second formula for H in Remark (b) following Theorem 1, apply (7) twice with
α2 = β2 = 0 and (z = x, y = 0, α1 = 1, β1 = 2) and (y = z = 0, α1 = 2, β1 = 1):
F(x, x,2,0) = F(0, x,1,0)2p+1 + F(x,0,2,0),
F (x,0,2,0) = F(0,0,2,0) + F(x,0,1,0)2p
= F(0,0,2,0) − F(0, x,1,0)2p.
Therefore, using the definitions of H and G,
2pH(x) = F(x, x,2,0) = F(0,0,2,0) + F(0, x,1,0)(2p+1 − 2p),
H(x) = F(0,0,2,0)/2p + G(x)
= T (2 Id)(0)/2p + T (Id+x)(0).
In particular, also G(x) = T (Id+x)(0) is continuous. The equations for calculating p given
in Remark (b) follow directly from an application of (4). The uniqueness of the solution
Tf = cf ′′ under the initial conditions T (2 Id) = 0 and T (x2) = d is also a direct conse-
quence of (4). 
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(a) The proof of Theorem 1 works all the way up to formula (12), but now F˜ (α) = c1α = 0 for
all α ∈ Q since F˜ is additive and c1 = T (f1)(0) = 0 holds by assumption. We claim that
F˜ = 0 on R. Assume to the contrary that there would be γ ∈ R \ Q with F˜ (γ ) = 0. Then
F˜ (rγ ) = rF˜ (γ ) for all r ∈ Q. Using (12) with β2 := rγβ1, F˜ ( β2β1 ) = rF˜ (γ ) for different
numbers r , we again get the multiplicativity and continuity of B˜2 and the formula
F˜ (α2)B1(y,β1) = F˜ (α2β1)B˜2(β1)
as in (c) of the proof of Theorem 1. For α2 = 1 and β1 = γ this yields the contradiction
0 = F˜ (γ )B˜2(γ ) = 0. Hence F˜ = 0 on R. Therefore by (11), F(x, z,α1, α2) = F(x, z,α1,0),
i.e.
(Tf )(x) = F (x,f (x), f ′(x),0)
no longer depends on the second derivative f ′′(x). We write shorter F(x, z,α1) =
F(x, z,α1,0) and analyze this function. By (12) we have
F(x, z,α1β1) = F(0, z,α1)B1(0, β1) + F(x,0, β1)B2(z,α1)
= F(0, z, β1)B1(0, α1) + F(x,0, α1)B2(z,β1). (19)
To simplify notations, let Bi(α) = Bi(0, α) for i = 1,2 and E(α) = F(0,0, α). Moreover,
G(x) = F(0, x,1), G(0) = 0 and Bi(1) = 1. Choosing β = 1 in the second and first equation
(there also z = 0) of (19), we get
F(x, z,α) = G(z)B1(α) + F(x,0, α)
= G(z)B1(α) +
(
E(α) − G(x)B2(α)
)
.
Thus
F(x, z,α) = E(α) + (G(z)B1(α) − G(x)B2(α)). (20)
Insert (20) into (19) to find after reordering terms
G(z)
(
B1(αβ) − B1(α)B1(β)
)− G(x)(B2(αβ) − B2(z,α)B2(β))
= E(α)B1(β) + E(β)B2(z,α) − E(αβ). (21)
Note that E(α) = T (α Id)(0) and G(x) = T (Id+x)(0). If E and G are both zero, F is zero.
Thus we may assume that at least one of the functions is non-zero.
(b) Assume first that G is not identically zero. Since the right side of (21) is independent of x,
so is the left side. By assumption there is x ∈ R with G(x) = 0 and from this and G(0) = 0
we conclude that
B2(αβ) = B2(z,α)B2(β); α,β, z ∈R.
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some p  0. Now the right and hence left side of (21) is independent of z and thus
B1(αβ) = B1(α)B1(β); α,β ∈R,
giving B1(α) = |α|q{sgnα}, q  0. The right side of (21) is zero,
E(αβ) = E(α)B1(β) + E(β)B2(α)
= E(β)B1(α) + E(α)B2(β), (22)
E(α)
(
B1(β) − B2(β)
)= E(β)(B1(α) − B2(α)). (23)
Note that (22) yields E(1) = 2E(1), E(1) = 0 for α = β = 1. By (20), we know that Tf =
E ◦ f ′ + G ◦ f · B1 ◦ f ′ − G · B2 ◦ f ′ is continuous for all f ∈ C2(R). Essentially the
same proof as in (d) of the proof of Theorem 1 – with G instead of H – shows that G is
continuous. This holds since the continuity of Tf is applied to a function f with f ′(xn) = 1
for a sequence xn → 0 so that with E(1) = 0, Bi(1) = 1, Tf (xn) = G(f (xn))−G(xn) → 0
which yields a contradiction to G(f (xn)) − G(xn)  α/2 > 0 shown as in (d). This also
implies that for all f ∈ C2(R), E ◦ f ′ = Tf − G ◦ f · B1 ◦ f ′ + G · B2 ◦ f ′ is continuous.
Choose f (x) = x2/2 to find that E is continuous, too.
If E(α) ≡ 0, by (20) F(x, z,α) = G(z)αq{sgnα} − G(x)αp[sgnα], yielding a solution of
the first type in Theorem 2.
(c) If E(α0) = 0 for some α0 ∈R, (23) gives
B1(α) = B2(α) + dE(α), d :=
(
B1(α0) − B2(α0)
)
/E(α0).
For d = 0, B1 = B2, B2(α) = |α|p[sgnα] and (22) yields
E(αβ)
B2(αβ)
= E(α)
B2(α)
+ E(β)
B2(β)
, α,β = 0.
Hence ψ(s) := E(es)/B2(es) is additive, ψ(s) = cs for some c ∈R. This means that E(α) =
c ln |α|B2(α) = c ln |α||α|p[sgnα], with p > 0. Note that E(0) = 0 which excludes p = 0.
Eq. (20) gives the form of F(x, z,α) as
F(x, z,α) = (c ln |α| + G(z) − G(x))|α|p[sgnα],
the second type solution in Theorem 2.
(d) If E(α0) = 0 and d = 0, B1(α) = dE(α) + B2(α), i.e. with c = 1/d
E(α) = c(|α|q{sgnα} − |α|p[sgnα]); p,q  0.
Let H(x) := G(x) + c. Then, using again (20),
F(x, z,α) = H(z)B1(α) − H(x)B2(α)
= H(z)|α|q{sgnα} − H(x)[sgnα],
the first type solution in Theorem 2.
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T will be of the form
(Tf )(x) = E(f ′(x)); f ∈ C2(R), x ∈R.
For f (x) = x2/2, E = Tf ∈ C(R). Hence E is continuous. Again (22) holds since the left
and hence the right side of (21) is zero. Let B(α) := (B1(α) + B2(α))/2. Then (22) implies
E(αβ) = E(α)B(β) + E(β)B(α) (24)
and B(α) = E(α2)/(2E(α)), B ∈ C(R). B is also continuous in α = 1, where E(1) = 0;
then limα→1 B(α) = 1 = B(1). Put E˜(u) = E(eu), B˜(v) = B(ev) for u,v ∈R. Then
E˜(u + v) = E˜(u)B˜(v) + E˜(v)B˜(u); u,v ∈R (25)
with E˜, B˜ ∈ C(R). This functional equation generalizes the addition formula for the sin-
function. All continuous solutions of (25) are known: in the complex setting, they are given
in Theorem 2 and its Corollary in Section 4.2.5 of J. Aczél [1]. From that, we find that any
continuous real-valued solution of (25) is one of the following four forms
• E˜(u) = cepu, B˜(u) = epu/2,
• E˜(u) = cuepu, B˜(u) = epu,
• E˜(u) = cepu sinh(du), B˜(u) = epu cosh(du),
• E˜(u) = cepu sin(du), B˜(u) = epu cos(du).
Putting u = ln |α| = ln |f ′(x)| in E˜, we find the additional solutions for T given alltogether
in Theorem 2. The first solution pair (E˜, B˜) leads to a degenerate solution (B(1) = 1/2 = 1)
of (2) and thus has to be excluded. We also get the standard form of (A1 + A2)/2 via B =
(B1 +B2)/2. Since A1 and A2 differ at most by a multiple of T , the general form of them is
given by the functions B + γE and B − γE. This ends the proof of Theorem 2. 
4. Degenerate cases of the functional equation
In this chapter, we show that the direct multiplicative and additive functional equations with-
out “compound products”, which were mentioned in the introduction, only lead to degenerate
solution operators. We start, however, by noting that the functional equation
T (f ◦ g) = (Tf ) ◦ g · A1g + (A2f ) ◦ g · T g (2)
also makes sense for continuous functions f,g ∈ C(R) provided that T , A1, A2 map C(R) into
C(R). In this case, we call (T ,A1) non-degenerate if the functions g, g1, g2 in Definition 1 are
just continuous, and not in C2(R). However, Eq. (2) does not admit any solutions on all of C(R).
Proposition 6. There are no operators T ,A1,A2 : C(R) → C(R) with (T ,A1) non-degenerate
such that the functional equation
T (f ◦ g) = (Tf ) ◦ g · A1g + (A2f ) ◦ g · T g
is satisfied for all f,g ∈ C(R).
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degenerate. The localization Lemmas 4 and 5 are true in the setting of C(R) as well, and the
functions g and g˜ in the proof of a result corresponding to Proposition 3 can be taken to be
constant g = g˜ = f (x0) to make h and h˜ continuous. The same proof then yields that T , A1, A2
are of the form
(Tf )(x) = F (x,f (x)), (Aif )(x) = Bi(x,f (x))
for functions F,Bi : R2 → R, i = 1,2. By the analogue of Lemma 4 for constant functions
f = c, Tf = Bif = 0, hence for all x, c ∈R
0 = (T c)(x) = F(x, c), 0 = (Aic)(x) = Bi(x, c).
This implies that T , A1 and A2 are zero as operators, contradicting the assumption that (T ,A1) is
non-degenerate. Therefore there are no non-trivial operators T , A1 and A2 satisfying the second
order functional equation. 
We now show that the easiest additive functional equation for compositions does not admit
non-degenerate solutions.
Proposition 7. Assume T : C2(R) → C(R) is an operator satisfying the additive functional
equation
T (f ◦ g) = (Tf ) ◦ g + T g; f,g ∈ C2(R). (26)
Then there is H ∈ C(R) such that for all f ∈ C2(R)
(Tf )(x) = H (f (x))− H(x). (27)
Conversely, any such map satisfies (26).
Remarks. (a) Note that (27) gives a degenerate operator since (Tf )(x) = 0 holds for any f ∈
C2(R) and x ∈R with f (x) = x.
(b) Under further non-degeneracy assumptions and for positive functions, the result could be
deduced directly from the solution operators of (1) determined in [2] by taking logarithms, as
mentioned in the introduction.
Proof of Proposition 7. Let J ⊂ R be an open interval. Assume that f1, f2 ∈ C2(R) satisfy
f1|J = f2|J . Then for any g ∈ C2(R) with Im(g) ⊂ J we have f1 ◦g = f2 ◦g. Hence, using (26),
0 = T (f1 ◦ g) − T (f2 ◦ g) = (Tf1) ◦ g − (Tf2) ◦ g.
This implies that (Tf1)|J = (Tf2)|J . The argument in part (a) of the proof of Proposition 3 then
yields that
(Tf )(x) = F (x,f (x), f ′(x), f ′′(x))
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of F that
F
(
x, z,α1β1, α2β
2
1 + α1β2
)= F(y, z,α1, α2) + F(x, y,β1, β2) (28)
which is (7) with B1 = B2 = 1. The arguments in (b) and (c) of the proof of Theorem 1 give,
instead of (11),
F(x, z,α1, α2) = F˜ (α2/α1) + F(x, z,α1,0) = c1(α2/α1) + F(x, z,α1,0) (29)
with F˜ (α) = F(0,0,1, α), c1 = F˜ (1) and the last equality holding for α2/α1 ∈ Q. Exchanging
the αi ’s and βi ’s in (28), we find that
F
(
x, x,α1β1, α2β
2
1 + α1β2
)= F (x, x,α1β1, α2β1 + α21β2)
which for β1 = 1 and α1 = 1 implies that F(x, x,α1, γ2) is independent of the last variable γ2.
Fixing α1 = 1 and choosing different values of α2 with α2/α1 ∈Q in (29) then shows that c1 = 0.
Hence F(x, z,α1, α2) = F(x, z,α1,0). Writing this as F(x, z,α1), (28) implies that
F(x, z,α1β1) = F(y, z,α1) + F(x, y,β1).
This yields as in (a) of the proof of Theorem 2
F(x, z,α) = E(α) + (H(z) − H(x))
where H(x) = F(0, x,1) = T (Id+x)(0), E(α) = F(0,0, α) = T (α Id)(0). For x = y = z, we
find that E(αβ) = E(α)E(β). As in the proof of Theorem 2, H ∈ C(R) and E ∈ C(R). Therefore
E(α) = d ln(|α|){sgn(α)} for a suitable constant d ∈R. This means that
(Tf )(x) = d ln(∣∣f ′(x)∣∣){sgn(f ′(x))}+ (H (f (x))− H(x)).
Since Tf is continuous also in points x where f ′(x) = 0, d = 0 follows. Hence
(Tf )(x) = H (f (x))− H(x)
which is (27). 
The direct product formula T (f ◦ g) = Tf · T g admits even less solutions than the previous
formula T (f ◦ g) = (Tf ) ◦ g + T g:
Proposition 8. Let k ∈N0 and assume that T : Ck(R) → C(R) satisfies
T (f ◦ g) = Tf · T g.
Assume that for any x ∈R and any open interval J ⊂R there is g ∈ Ck(R) with Im(g) ⊂ J and
(T g)(x) = 0. Then T is trivial, Tf = 1 for all f ∈ Ck(R).
896 H. König, V. Milman / Journal of Functional Analysis 261 (2011) 876–896Proof. (i) Let J ⊂ R be an open interval and assume that f1, f2 ∈ Ck(R) are such that f1|J =
f2|J . For any x ∈ R, choose g ∈ Ck(R) with Im(g) ∈ J and (T g)(x) = 0. Then f1 ◦ g = f2 ◦ g
and hence
0 = T (f1 ◦ g)(x) − T (f2 ◦ g)(x) =
(
(Tf1)(x) − (Tf2)(x)
) · (T g)(x)
yielding (Tf1)(x) = (Tf2)(x). Therefore if f1|J = f2|J holds for some fixed non-empty open
interval J , we conclude that Tf1 = Tf2 holds on all of R.
(ii) Choose any two functions g1, g2 ∈ Ck(R) and numbers x0, x1 ∈ R with x0 < x1. Let
J1 = (−∞, x0), J2 = (x0, x1) and J3 = (x1,∞). Choose a function g3 ∈ Ck(R) “connecting g1
and g2 between x0 and x1”, i.e. with
g
(j)
3 (x0) = g(j)1 (x0) and g(j)3 (x1) = g(j)2 (x1) for j ∈ {0, . . . , k}
and such that g3|J1 = g1|J1 and g3|J3 = g2|J3 . By (i), T g1 = T g3 and T g3 = T g2, i.e. T g1 = T g2
as functions on R. Hence Im(T ) consists only of one function φ. Then T (f ◦ g) = Tf · T g
implies that φ2 = φ ∈ C(R). Therefore φ = 1, φ = 0 being impossible due to the assumption we
made on T . 
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