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RÉSUMÉ 
L’intérêt des principales agences spatiales envers les technologies basées sur la vision artificielle ne 
cesse de croître. En effet, les caméras offrent une solution efficace pour répondre aux exigences de 
performance, toujours plus élevées, des missions spatiales. De surcroît, ces capteurs sont multi-
usages, légers, éprouvés et peu coûteux. 
Plusieurs chercheurs dans le domaine de la vision artificielle se concentrent actuellement sur les 
systèmes autonomes pour l’atterrissage de précision sur des planètes et sur les missions 
d’échantillonnage sur des astéroïdes. En effet, sans système de positionnement global « Global 
Positioning System (GPS) » ou de balises radio autour de ces corps célestes, la navigation de précision 
est une tâche très complexe. La plupart des systèmes de navigation sont basés seulement sur 
l’intégration des mesures provenant d’une centrale inertielle. Cette stratégie peut être utilisée pour 
suivre les mouvements du véhicule spatial seulement sur une courte durée, car les données estimées 
divergent rapidement. Dans le but d’améliorer la précision de la navigation, plusieurs auteurs ont 
proposé de fusionner les mesures provenant de la centrale inertielle avec des mesures d’images du 
terrain. 
Les premiers algorithmes de navigation utilisant l’imagerie du terrain qui ont été proposés reposent 
sur l’extraction et le suivi de traits caractéristiques dans une séquence d’images prises en temps réel 
pendant les phases d’orbite et/ou d’atterrissage de la mission. Dans ce cas, les traits caractéristiques 
de l’image correspondent à des pixels ayant une forte probabilité d’être reconnus entre des images 
prises avec différentes positions de caméra. En détectant et en suivant ces traits caractéristiques, le 
déplacement relatif du véhicule (la vitesse) peut être déterminé. Ces techniques, nommées 
navigation relative, utilisent des algorithmes de traitement d’images robustes, faciles à implémenter 
et bien développés. Bien que cette technologie a été éprouvée sur du matériel de qualité spatiale, le 
gain en précision demeure limité étant donné que la position absolue du véhicule n’est pas 
observable dans les mesures extraites de l’image. 
Les techniques de navigation basées sur la vision artificielle actuellement étudiées consistent à 
identifier des traits caractéristiques dans l’image pour les apparier avec ceux contenus dans une base 
de données géo-référencées de manière à fournir une mesure de position absolue au filtre de 
navigation. Cependant, cette technique, nommée navigation absolue, implique l’utilisation 
d’algorithmes de traitement d’images très complexes souffrant pour le moment des problèmes de 
robustesse. En effet, ces algorithmes dépendent souvent de la position et de l’attitude du véhicule. Ils 
sont très sensibles aux conditions d’illuminations (l’élévation et l’azimut du Soleil présents lorsque la 
base de données géo-référencée est construite doit être similaire à ceux observés pendant la 
mission). Ils sont grandement influencés par le bruit dans l’image et enfin ils supportent mal les 
multiples variétés de terrain rencontrées pendant la même mission (le véhicule peut survoler autant 
des zones de plaine que des régions montagneuses, les images peuvent contenir des vieux cratères 
avec des contours flous aussi bien que des cratères jeunes avec des contours bien définis, etc.). De 
plus, actuellement, aucune expérimentation en temps réel et sur du matériel de qualité spatiale n’a 
été réalisée pour démontrer l’applicabilité de cette technologie pour les missions spatiales. 
Par conséquent, l’objectif principal de ce projet de recherche est de développer un système de 
navigation autonome par imagerie du terrain qui fournit la position absolue et la vitesse relative au 
terrain d’un véhicule spatial pendant les opérations à basse altitude sur une planète. Les 
contributions de ce travail sont : (1) la définition d’une mission de référence, (2) l’avancement de la 
théorie de la navigation par imagerie du terrain (algorithmes de traitement d’images et estimation 
d’états) et (3) implémentation pratique de cette technologie. 
Mots-clefs: estimation d’états, traitement d’images, navigation absolue par imagerie du terrain, 
navigation relative par imagerie du terrain, détection et appariement de cratères, suivi de traits 
caractéristiques, alunissage.  
ABSTRACT 
The interest of major space agencies in the world for vision sensors in their mission designs has been 
increasing over the years. Indeed, cameras offer an efficient solution to address the ever-increasing 
requirements in performance. In addition, these sensors are multipurpose, lightweight, proven and a 
low-cost technology. 
Several researchers in vision sensing for space application currently focuse on the navigation system 
for autonomous pin-point planetary landing and for sample and return missions to small bodies. In 
fact, without a Global Positioning System (GPS) or radio beacon around celestial bodies, high-
accuracy navigation around them is a complex task. Most of the navigation systems are based only on 
accurate initialization of the states and on the integration of the acceleration and the angular rate 
measurements from an Inertial Measurement Unit (IMU). This strategy can track very accurately 
sudden motions of short duration, but their estimate diverges in time and leads normally to high 
landing error. In order to improve navigation accuracy, many authors have proposed to fuse those 
IMU measurements with vision measurements using state estimators, such as Kalman filters. 
The first proposed vision-based navigation approach relies on feature tracking between sequences of 
images taken in real time during orbiting and/or landing operations. In that case, image features are 
image pixels that have a high probability of being recognized between images taken from different 
camera locations. By detecting and tracking these features through a sequence of images, the 
relative motion of the spacecraft can be determined. This technique, referred to as Terrain-Relative 
Relative Navigation (TRRN), relies on relatively simple, robust and well-developed image processing 
techniques. It allows the determination of the relative motion (velocity) of the spacecraft. Despite the 
fact that this technology has been demonstrated with space qualified hardware, its gain in accuracy 
remains limited since the spacecraft absolute position is not observable from the vision 
measurements. 
The vision-based navigation techniques currently studied consist in identifying features and in 
mapping them into an on-board cartographic database indexed by an absolute coordinate system, 
thereby providing absolute position determination. This technique, referred to as Terrain-Relative 
Absolute Navigation (TRAN), relies on very complex Image Processing Software (IPS) having an 
obvious lack of robustness. In fact, these software depend often on the spacecraft attitude and 
position, they are sensitive to illumination conditions (the elevation and azimuth of the Sun when the 
geo-referenced database is built must be similar to the ones present during mission), they are greatly 
influenced by the image noise and finally they hardly manage multiple varieties of terrain seen during 
the same mission (the spacecraft can fly over plain zone as well as mountainous regions, the images 
may contain old craters with noisy rims as well as young crater with clean rims and so on). At this 
moment, no real-time hardware-in-the-loop experiment has been conducted to demonstrate the 
applicability of this technology to space mission. 
The main objective of the current study is to develop autonomous vision-based navigation algorithms 
that provide absolute position and surface-relative velocity during the proximity operations of a 
planetary mission (orbiting phase and landing phase) using a combined approach of TRRN and TRAN 
technologies. The contributions of the study are: (1) reference mission definition, (2) advancements 
in the TRAN theory (image processing as well as state estimation) and (3) practical implementation of 
vision-based navigation. 
Keywords: state estimation, image processing, absolute vision-based navigation, relative vision-based 
navigation, crater detection and matching, feature tracking, Moon descent and landing 
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 CHAPTER 1 
1. Introduction 
1.1. Passive Vision Sensing for Pin-Point Landing on Celestial Bodies 
The interest of major space agencies to include passive vision sensors in their mission designs has 
been increasing over the years. Cameras offer an efficient solution to address the ever-increasing 
demands in navigation performance. In addition, these sensors are multipurpose, lightweight, proven 
and low-cost technology [1].  
The most widespread space application of a passive vision sensor is the star-tracker for satellite 
attitude determination [2]. In fact, star constellations in the field of view of the camera are 
recognized with the aim of retrieving the orientation of the spacecraft in space. Spacecraft 
rendezvous and docking (VBrNAV) [3] is another example in which vision sensors are used. Distinctive 
and strategically arranged marks on the spacecraft are detected using image processing algorithms to 
retrieve their relative position with a high degree of accuracy. Moreover, interplanetary navigation 
systems (AUTONAV) [4] take full advantage of cameras for providing the position of the spacecraft 
relative to a celestial bodies at long range using their center of brightness as beacon. Finally, vision 
sensors are valuable for planetary landing missions (DIMES, NPAL, ALHAT, VISINAV) [5-8] and small-
body sampling and return (Hayabusa) [9]. In these missions, cameras open the way toward highly 
accurate positioning of the spacecraft by recognising visual features on the surface of the celestial 
body. All these vision-based navigation technologies have provided tremendous improvements in the 
performance of space navigation systems. 
An important part of the research activities in passive vision sensing for space applications currently 
focuses on the navigation system for autonomous pin-point planetary landing and small-body sample 
and return. In fact, without a Global Positioning System (GPS) or radio beacon, high-accuracy 
navigation around a non-terrestrial planet is a complex task. Most of the past and current navigation 
systems are based only on the accurate initialization of the states and on the integration of the 
acceleration as well as the angular rate measurements from an Inertial Measurement Unit (IMU) in 
order to obtain the translational and the angular position of the spacecraft [10]. This strategy can 
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track very accurately sudden motions of short duration, but its estimate diverges in time and typically 
leads to high landing errors [1]. This reality is mainly caused by the poorly-known gravity field of the 
target body and by the IMU measurement bias and noise. In order to improve navigation accuracy, 
many authors have proposed to fuse the IMU measurements with vision-based measurements using 
state observers/estimators such as Kalman filters [11, 12].  
The first vision-based navigation approaches proposed by researchers rely in feature tracking 
between sequences of images taken in real time during orbiting and/or landing operations. In that 
case, image features are image pixels that have a high probability of being recognized between 
images taken from different camera locations. By detecting and tracking these features through a 
sequence of images, the relative motion of the spacecraft can be determined. This technique, 
referred to as Terrain-Relative Relative Navigation (TRRN), relies on easy-to-implement, robust and 
well-developed image processing techniques. Although this technology has been demonstrated on 
space qualified hardware in DIMES [5] and NPAL [6], the gain in navigation accuracy remains limited 
since the spacecraft absolute position is not observed through the vision measurements. In fact, this 
technique normally helps maintaining an initial position accuracy, but the estimated position is not 
improved over time. At best, the states do not diverge as quickly compared to the IMU-only 
approach. 
The new vision-based navigation techniques currently studied by researchers consist in identifying 
features and in mapping them into an on-board cartographic database indexed by an absolute 
coordinate system, thereby providing absolute position determination [8, 10, 13-15]. This technique, 
referred to as Terrain-Relative Absolute Navigation (TRAN), relies on very complex Image Processing 
Software (IPS) that are still not compatible with the computing capability of current flight computers 
and with an evident lack of robustness. It also needs georeferenced database requiring large on-
board data storage capabilities. At this moment, no real-time hardware-in-the-loop experiment 
known to the author has been conducted to demonstrate the applicability of this technology for 
space mission. 
1.2. Mission Requirements for Passive Vision Sensing 
To be usable in future missions, these passive vision-based navigation techniques must meet the 
following well-established requirements: 
 High accuracy: The navigation system shall provide absolute position and surface-relative 
velocity knowledge within respectively tens of meters and tens of centimetres per second [16] 
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under noisy conditions. The error sources of the vision-based navigation system are typically: 
the IMU measurement noise and bias, the noise and blur in the image (the latter due to the 
high surface-relative velocity of the spacecraft, low scene albedo and/or poor illumination, 
spacecraft vibration caused by the thrusters), errors in the identification and localization of the 
landmark (map-tie errors), poorly-known gravitational field and misalignment of the camera 
relative to the IMU (due to thermo-elastic deformations). The high-accuracy positioning of the 
spacecraft is a critical requirement for many missions. The objective is often to reach a specific 
site with a high scientific interest. In addition, the landing region often presents an uneven and 
heavily cratered surface which is often poorly lit due to low Sun elevation. This reality implies 
that safe landing sites are rare and have a small surface area. Consequently, the navigation 
software must be very accurate to lead the spacecraft to a safe area. A good knowledge of the 
spacecraft velocity is also required in order to ensure a soft landing, i.e. avoid a too high 
spacecraft-surface impact velocity that can damage the landing legs or cause the spacecraft to 
topple over. 
 Autonomy: The navigation system shall operate without intervention from the ground control 
station. In fact, in many scenarios, real-time communication is not possible given the long 
distance separating the spacecraft from the Earth or the lack of line of sight between 
spacecraft and the Earth receiving antenna [17, 18]. 
 Compatibility with Flight Computers: The image processing software for identifying and 
localizing landmark requires high computational power. Flight computers typically have limited 
computing power and require highly optimized and computer-efficient algorithms. Therefore, 
the current research aims at reducing the computational load required by autonomous 
navigation algorithms in order to allow the implementation on an existing micro-controller in a 
short-term horizon. 
 Robustness: the navigation system shall be able to work in a wide variety of environments 
which means varying light conditions, different spacecraft altitudes, different viewing angles 
and with a wide range of surface topography, albedo and texture [10, 13, 18]. 
Those requirements have been consolidated in several ESA studies [19-21] and are directly connected 
to the industry needs.  
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1.3. Research Definition and Objectives 
The main objective of this work is to develop an accurate, autonomous, computationally efficient and 
robust vision-based navigation system that provides absolute position and surface-relative velocity 
during the proximity operations of a planetary mission (orbiting phase and landing phase) using a 
combined approach of TRRN and TRAN. The baseline mission scenario is the lunar pin-point landing 
scenario currently in its definition phase in various space agencies. 
1.4. Research Contributions 
The main contributions of this research project are listed below. They are organized into two 
categories. The contributions falling in the first category are theoretical which means that they bring 
significant advances to the state of the art. The second category regroups practical contributions, i.e. 
they present implementation strategy of existing approaches for new applications, they compare 
existing algorithms to solve particular problems or they bring substantial advance in the validation of 
algorithms using novel experimental methodologies. The contributions are presented in decreasing 
order of importance. Each contribution is described with details in this document. 
Theoretical Contributions: 
1. Derivation of a robust crater detection and matching algorithm based on image segmentation 
and morphological image processing. 
2. Formulation of new fusion strategies for relative optical measurements based on inverse 
feature depth parameterization and the so-called epipolar constraint. 
3. Advancements in decentralized estimator implementation architecture for augmented state 
vector. 
4. Measurement delay recovery technique using state back propagation tightly integrated into 
the estimator algorithm. 
5. Development of Harris corner tracking algorithm using differential optical flow, feature 
descriptor update and epipolar-based search space reduction. 
Practical Contributions: 
1. Real-time and hardware-in-the-loop laboratory validation of the proposed vision-based 
absolute navigation using a 7-degree-of-freedom robot equipped with a camera moving over a 
lunar surface mock-up. 
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2. Closed-loop, end-to-end and high-fidelity simulations to demonstrate the vision-based 
navigation performance for the lunar landing mission. 
3. Definition of the required sensor suit to achieve pin-point landing on Moon and determination 
of the adequate navigation sensor enabling sequence for lunar landing mission. 
4. Almost flight-ready implementation of the complete vision-based navigation system (absolute 
and relative image processing as well as the estimator algorithm) for the lunar landing mission. 
5. Implementation of a sophisticated camera model based on synthetic image generator and 
capable of achieving end-to-end simulations. 
6. Implementation of representative behavioural models for both relative and absolute image 
processing enabling Monte Carlo simulations. 
7. Comparison of pseudo absolute, feature state augmentation and epipolar-based optical 
relative measurement fusion techniques. 
8. Comparison of loose and tight optical absolute measurements fusion techniques. 
9. Comparative study of the most widespread estimator algorithms using a simple bearing and 
range system. 
10. Design of a methodology to assess the performance (processing time, accuracy, robustness) of 
the image processing for absolute navigation. 
1.5. Research Context 
The study was conducted under the auspices of the Université de Sherbrooke (UdeS) in Canada 
within the Intelligent Systems, Mechatronics and Aerospace (SigMA) research group, of NGC 
Aerospace Ltd (NGC) in Canada, of Thales Alenia Space (TASF) in France and of the European Space 
Agency (ESA) in The Netherlands. The thesis supervisor is Professor Jean de Lafontaine Ph.D., the 
TASF supervisor is Sébastien Clerc Ph.D. and the ESA supervisors are Rémi Drai Ph.D. and Massimo 
Casasco. The research activities took place in Canada and in Europe.  
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1.6. Organisation of this Document 
The document is organized as following: 
Table 1.1: Chapter Descriptions 
Chapter Title Description 
2 Literature Review 
Presents an extended description of the state-of-the-art lunar landing 
mission scenarios, image processing software for both absolute and optical 
navigation and estimation theory. 
3 
Problems Definition, Objectives, Hypotheses 
and Methodology 
Defines the main problems of state-of-the-art vision-based navigation 
system for lunar pin-point landing. Describes the objectives of the 
research, the proposed solution to fulfill the objectives (hypotheses) and 
the methodology. 
4 Mission Definition 
Describes the mission baseline mission scenario, the sensor suit and the 
sensor enabling sequence. 
5 
Development of the Image Processing 
Algorithm for Absolute Navigation 
Presents the derivation of the crater detection and matching algorithm 
proposed by the candidate based respectively on image segmentation and 
a stochastic approach. 
6 
Development of the Image Processing 
Algorithm for Relative Navigation 
Presents the derivation of the proposed feature tracking algorithm based 
on Harris corners and differential optical-flow estimation. 
7 
Analysis of the State Estimation Algorithms 
Using the Bearing and Range System 
Compares the state-of-the-art state estimator using a simple system i.e. 
the bearing and range tracking system. 
8 
Development of the Absolute and Relative 
Vision-Based State Estimation Algorithm 
Presents the derivation of the proposed state estimator including the 
description of new approaches for: fusing relative optical measurements 
and recovering measurement delays.  
9 
Architecture of the Vision-Based State 
Estimation Algorithm 
Discusses the different strategies available to implement a state estimator 
including an extension of the decentralized architecture for local estimator 
operating with different augmented states. 
10 Validation With Numerical Simulations 
Describes the software environment developed to validate the proposed 
navigation system and presents the validation results. 
11 
Validation in Real Time With Hardware in the 
Loop 
Describes the environment in which the real-time and hardware-in-the-
loop validation of the proposed algorithm has been done and presents the 
validation results. 
12 Discussion and Conclusion 
Recalls the main contributions of the research and discusses about 
required future development.  
A, B, … Annexes 
Explains various concepts with a higher level of details than that provided 
in Chapters 2 to 11. 
- Bibliography Enumerates the list of the publications on which this study is based. 
 
  
I. LITERATURE REVIEW, OBJECTIVES AND 
METHODOLOCGY 
 CHAPTER 2 
2. Literature Review 
This chapter presents an exhaustive review of the literature about the lunar landing reference 
mission scenarios, the IPS for TRAN and TRRN, the state estimation and the vision-based state 
estimation. 
2.1. Reference Mission Scenarios 
There are several missions that would benefit from TRAN and TRRN. However, this research focuses 
on lunar landing missions aiming at delivering a payload to a precise location on the surface of the 
Moon or at reaching a specific site with a high scientific interest. In the literature, there are two well-
known lunar-landing mission scenarios. The first one has been established in the context of the NASA 
Autonomous precision Landing and Hazard detection and Avoidance Technology (ALHAT) program [7, 
16, 22, 23] and the second one is the ESA Next Lunar Lander (NLL) study [19, 24]. 
Both mission scenarios are decomposed into the three phases shown in the following figure: 
 
Figure 2.1: Phases of the Moon-Landing Mission Scenario 
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The Low Lunar Orbit (LLO) phase begins when the vehicle is in a circular orbit at an altitude of 
100 km. The LLO phase ends when the Descent Orbit Injection (DOI) is performed in order to bring 
the vehicle into the Descent Orbit (DO). More precisely, the DOI reduces the horizontal velocity of the 
spacecraft to reach an eccentric descent orbit with a periapse close to the lunar surface. The Power 
Descent Initialization (PDI) takes place around an altitude of 10 to 20 km. During the Powered 
Descent (PD), the velocity of the spacecraft is reduced from orbital speed (1.7 km/s) to a velocity of 
about 1 m/s safe for landing. The PD phase is detailed in the following figure: 
  
Figure 2.2: Power Descent Phase 
During the braking, the spacecraft follows a predetermined optimal trajectory. The last part of the 
descent trajectory (5 to 0.8 km of altitude) is recomputed in real time if the navigation system 
indicates that the spacecraft is far from the predefined trajectory. Thereafter, the vehicle pitches 
over in order to reach a vertical orientation with respect to the surface. At an altitude of 2 km, the 
approach phase begins. The safe landing site is determined and targeted. The Terminal Descent (TD) 
starts at an altitude between 30 to 10 m. At this point, the spacecraft begins a vertical descent 
toward the landing site. 
In the NLL baseline scenario, the vision-based navigation is started at the beginning of the second half 
of the Descent Orbit phase. In fact, by increasing the navigation accuracy, the vision measurements 
allow to take a better decision on the moment at which the braking burn is started. This decision has 
an important impact on the fuel consumption. In fact, if the braking burn starts far from its optimal 
location, it may cost a large amount of fuel to correct this error later in the descent. It may even 
affect the landing accuracy, if the thrust authority is not high enough. The vision-based navigation is 
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also used during the whole powered descent phase. A better knowledge of the spacecraft states 
allows an accurate recalculation of the braking trajectory when necessary. In the ALHAT mission 
timeline, the terrain-relative navigation is only used during the PD. The use of an altimeter, a LIDAR, a 
RADAR and and/or star-tracker are also considered in these missions with the goal of increasing the 
navigation accuracy. The suitable sensor suit as well as the sensor enabling sequence for the lunar 
landing mission will be discussed with more details in Chapter 4. 
2.2. Image Processing for Absolute Navigation 
The image Processing Software (IPS) for absolute navigation can be classified into two main 
categories. The first category regroups the Global Feature (GF)-based algorithms. The global features 
are easily recognizable geographic characteristics such as craters or ridges. Typically, there are only a 
small number of such features in an image. The second category contains the Local Feature (LF)-
based algorithms. The local features are highly distinctive points in an image, such as corners, edges 
or blobs. There are many such features in an image with a minimum of texture. The following 
sections present an exhaustive literature review of IPS that belong to each of these categories. 
2.2.1. Global Feature-Based Image Processing Software 
The most common geographic features on the surface of most celestial bodies are, without any 
doubt, craters. In addition, compared to ridges or boulders, craters are structures that are relatively 
easy to recognize with computer vision algorithms: their shape is typically an ellipse bordering a 
shaded and an illuminated region. All GF-based image processing software have two steps. The first 
step, called detection, consists in recognising the global features of interest in the image amount all 
other geographic structures. The detection step provides the parameters of each detected features. 
For instance, a crater detection algorithm typically gives the parameters of the ellipses describing the 
rim of each detected craters. The second step, referred to as matching, consists in using the 
parameters of the detected to find them into a georeferenced database. 
Many authors have proposed techniques to extract craters or more generally ellipses from an image. 
This table presents the most cited in the literature:  
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Table 2.1: Overview of the State-of-the-Art GF Detection Algorithm for Absolute Navigation 
GF Detection 
Algorithms for Absolute 
Navigation 
Description Pros Cons References 
Edge-Based Crater 
Detection 
1. Image edges are extracted. 
2. All edges non consistent with the light 
source direction are deleted. 
3. The edges that belong to the same 
crater are grouped and used to fit an 
ellipse. 
 The false 
detection rate 
is low. 
 The accuracy of 
the crater 
position in 
pixel is good. 
 The detection 
is not robust to 
noisy and 
discontinued 









 The detection 





[13, 25, 26]  
Segmentation-Based 
Crater Detection 
1. Image is segmented based on its 
intensity. 
2.  All disconnected segments are labelled 
and characterized (size, centroid). 
3. The segments that belong to the same 
crater are grouped and used to fit an 
ellipse. 
 The detection 
is easy to 
implement and 
requires a low 
computational 
power. 
 The detection 
is more robust 
to discontinued 





 The positions 
of the detected 




 The false 
detection rate 






to dark areas). 
 The detection 















1. Same steps 1 and 
2 as for the edge-
based crater 
detection 
2. It maps the two-
dimensional 
image edges and 
image gradients 
space to a n-
dimensional 
parameter space 
which can include 









parameter space  It can manage 
incomplete 
ellipse edge. 




 It is very 
sensitive to 
noise. 




sizes in the 
same image. 
[28] 
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In order to be useful for absolute navigation, detected craters have to be matched with a geo-
referenced on-board crater database. This database can be built using surface imagery gathered 
during previous missions. The most widespread crater matching algorithms are summarized in the 
following table: 
Table 2.2: Overview of the State-of-the-Art GF Matching Algorithm for Absolute Navigation 
GF Matching Algorithms for 
Absolute Navigation 










1. It computes 
relative 
parameters 
between pairs of 
detected crater. 




such the image 
plane becomes 
tangent to the 
surface using the 
estimated camera 
pose. 
3. Each parameter is 
looked-up in the 








5. The candidate 
match with the 
largest bin count 
is selected. 
 It is simple to implement. 
 It works even when 
detection algorithm 
misses many craters 
contained in the 
database. 
 It is robust to depleted 
crater database. 
 The altitude and attitude 
of the spacecraft must 
be known. 
 It assumes that the 
craters lie on the same 
plane at the surface 
which is not necessarily 
the case. 
[33] [12] 






1. Same as the 
previous 
technique, but it 
uses a parameter 
invariant to the 
camera pose. 
 It has the same pros as 
for the previous crater 
matching technique. 
 It is independent from 
the spacecraft attitude 
and altitude. 
 It requires high 
computation power. 
 It has a high false alarm 
probability. 
 It assumes that the 
craters lie on the same 
plane at the surface. 
[25] 
Rectified vector crater image 
1. It creates a vector 
crater image 
based on the 
knowledge of the 
camera pose.  
2. Image is then 
matched with a 
georeferenced 
vector map of 
craters using a 
nearest distance 
criterion. 
 It is simple to implement. 
 It has low false alarm 
probability. 
 The altitude and attitude 
of the spacecraft must 
be known with a 
relatively high accuracy. 
 It hardly works when 
detection algorithm 
misses many craters 
contained in the 
database. 
 It assumes that the 
craters lie on the same 
plane at the surface. 
[34] 
Stochastic matching 
1. Randomly selects 
a few candidate 
matches between 
the detected and 
the database 
craters. 
2. Estimates the 
camera pose with 
those candidates. 




this camera pose. 
4. If the number 
consistent 






 It works even when 
detection algorithm 
misses many craters 
contained in the 
database. 
 It is robust to depleted 
crater database. 
 Only rough altitude 
knowledge is required. 
 It has a low false alarm 
probability. 
 It does not involve any 
image rectification 
assuming that the 
craters lie on the same 
plane at the surface.  
 A rough vehicle pose is 
needed. 
 It needs many iterations 
to converge if the 
position estimation error 
is high. 
[25, 27] 
Other than the particularities of each algorithm detailed in the table above, all crater detection and 
matching algorithms have the following advantages over the LF-based IPS. It is invariant to light 
azimuth and robust to light elevation. The on-board database contains only the parameters of 
georeferenced lunar craters and requires a small storage space. The matching operation is more 
computationally efficient. However, a reliable crater detection algorithm is generally difficult to 
implement and has an increased computational complexity. The following sections present each 
approach with more details. 
Crater Detection Based on Image Edges 
Edge-based detection exploits extensively the fact that craters have an elliptical rim and a bright (lit 
side) to dark shading (shaded side) pattern dictated by lighting orientation. This approach is proposed 
in [13, 25, 26]. Its process is illustrated in the following figure: 
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Figure 2.3: Edge-Based Crater Detection 
First, the direction of the Sun in the image is obtained from the planet ephemerides as well as a 
rough estimate of the camera attitude and position provided by the navigation system of the vehicle. 
Second, the crater edges in the camera image are extracted using the Canny algorithm [35, 36]. This 
edge detector is detailed in Annex C. Second, all edges non consistent with the light source direction 
are deleted. The edge pixels are removed if the angle between their gradient orientation and the light 
source is greater than a user-defined threshold. Third, the edges are analyzed to verify their convexity 
and to determine if they belong to an illuminated or shaded area. Fourth, all illuminated edges are 
compared to shaded ones in order to evaluate which pair belongs to the same crater. This step is 
done using several criteria: the relative length of the edges, their alignment with light source, the 
distance separating them and the pixel intensity profile between them. When two edges are part of 
the same crater rim, there are used to fit an ellipse using the direct fitting algorithm [37]. Fifth, the 
resulting ellipse parameters are then used to match the detected craters with those in the on-board 
database. 
The advantages of the edge-based crater detection algorithm are: the algorithm false-detection rate 
is low and the accuracy of the crater position in units of pixel is good. The drawbacks of this 
technique are: the detection is not robust to noisy and discontinued edges of old craters (but more 
robust than the majority of Hough-based algorithm, presented below) and the detection is complex 
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Crater Detection Based on Image Segments 
The segmentation-based crater detection algorithm, proposed by [27], is similar to the edge-based 
approach. This algorithm uses the fact that craters can be recognized by locating a dark area close to 
a bright area with a similar size and/or shape. Each step of segmentation-based crater detection is 
detailed in the following figure: 
 
Figure 2.4: Segmentation-Based Crater Detection 
The first step consists in estimating the Sun direction in the image using the same approach as the 
one used by the edge-based crater detection algorithm. Second, the pixels of the image are classified 
into a user-defined number of intensity clusters (four clusters are typically used) using the k-mean 
clustering algorithm [38]. The latter is described in Chapter 5. Third, the brightest and the darkest 
disconnected segments of the image are characterized by their area and centroid. They are also 
labelled with a unique identification number. It is noted that a disconnected segment is defined as a 
group of four or eight-connected pixels falling in the same intensity cluster. Fourth, the dark and 
bright segments belonging to the same crater are paired and used to fit an ellipse. The segment 
pairing is done following three criteria: if the line defined between the centroid of the segments is 
nearly parallel to the light source direction, if their relative size is close to a user-defined threshold 
(linked to the light elevation angle) and if the ratio of the distance between their centroid is 
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[39]. Fifth, as in the edge-based crater detection technique, the ellipse parameters are used to match 
the crater in a database. 
The advantages of the segmentation-based crater detection algorithm are: it is easier to implement, 
it is more computationally efficient and it is more robust to discontinued edge than the edge-based 
algorithm. The drawbacks of this technique are: the false detection rate is higher than the edge-
based technique (other natural structures can produce bright to dark area) and the detection is not 
robust to crater superposition (crater inside or close to another). 
Crater Detection based on Hough Transform 
Many authors have worked on developing generic ellipse-detection algorithms using the Hough 
Transform (HT) of the image edges and/or intensity gradients. These algorithms can be easily applied 
to extract the parameters of craters an image. This section presents the most widespread 
approaches. 
Ballard Approach [28]: 
The most common and simple technique to detect arbitrary ellipses is the Generalized HT (GHT) [28]. 
This algorithm uses the edge position and the intensity gradient information to define a mapping 
from the two-dimensional space of the image to the five-dimensional parameter space of an ellipse. 
The dimension of the parameter space is equal to the number of free parameters needed to 
mathematically describe the ellipse, i.e. the center coordinates denoted by 𝑥𝑐 and 𝑦𝑐, the semi-major 
axis 𝑎, the semi-minor axis 𝑏 and the orientation 𝜙 of 𝑎 from the horizontal axis of the image. From 
an algorithmic point of view, the bins of a five-dimensional histogram are initialized to zero. Each bin 
of the histogram corresponds to a different set of ellipse parameters. For each edge point 𝑥 of the 
image, the center coordinates of all possible ellipses passing through 𝑥 are computed. In order to so, 
the coordinates of the edge point 𝑥 as well as its intensity gradient are used. The bins of the 
parameter histogram corresponding to each of these hypothetical ellipses are incremented by 1. 
Finally, the local maxima in the histogram are located. These peaks correspond to the ellipses in the 
image. The ellipse parameter search space is limited using prior information about the ellipse 
characteristics in the image. For instance, ellipses in a given image may have a semi-minor axis, a 
semi-major axis and an orientation respectively between 5 to 30 pixels, 2 to 15 pixels and 0 to 
25 deg. The computational complexity of this version of the GHT is too high for space applications, it 
is not robust against noise and it is not adapted to detect ellipses of various sizes in the same image. 
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Ho et al. Approach [29]: 
An innovative approach to decrease the dimension of the parameter space and the computation time 
of the GHT is presented in [29]. In addition, this approach does not use the gradient edge information 
in order to increase its robustness against image noise. The algorithm is a two-phase Hough 
transform. The first phase consists in finding the center coordinates of the ellipse candidates in the 
image and to build sub images grouping the symmetric point of each ellipse candidate. In order to do 
so, the following ellipse proprieties are used: 
  
Figure 2.5: Vertical and Horizontal Ellipse Symmetrical Axes 
Let 𝐸 be the edge of an ellipse that is scanned from top to bottom and left to right. Assume that each 
horizontal scan line intersects 𝐸 at the Left Point (LP) and at the Right Point (RP). Let the Middle Point 
(MP) be the midpoint of each line segment LP and RP. Consequently, all MP lie on the same straight 
line. This line is referred to as the Symmetric Vertical Axis (SVA). The same theorem can be 
formulated to define the Symmetric Horizontal Axis (SHA). The parameters of these symmetric axes, 
which are their slope and their ordinate, can be found by applying a HT-based line detection [40] on 
an image containing all possible MP resulting from horizontal and vertical scanning of the image 
edges. The center of the ellipse candidates is determined by computing the intersection point 
between all combination of symmetric horizontal and vertical axes. The points symmetric to each axis 
pair are grouped into a sub image. In that way, each sub image contains the pixels belonging to an 
ellipse candidate. The origins of the sub images are posed to be the center of the ellipse candidates. 
The second phase of the algorithm uses a HT to identify the parameters 𝑎, 𝑏 and 𝜙 of the candidate 
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edge of an ellipse with centre at [0,0], 𝐴 be a point at [𝑢, 𝑣] on 𝐸, 𝐶 be a point at [– 𝑢,−𝑣], 𝐵1 and 𝐷1 
be symmetric points of 𝐴 and 𝐶 with respect to the vertical symmetrical axis, 𝐵2 and 𝐷2 be symmetric 
points of 𝐴 and 𝐶 with respect to the horizontal symmetrical axis. The points 𝐶, 𝐵1, 𝐷1, 𝐵2 and 𝐷2 
must then lie on 𝐸 and the quadrangles 𝐴𝐵1𝐶𝐷1 and 𝐴𝐵2𝐶𝐷2 must be parallelograms. This is 
illustrated by the following figures: 
 
 
Figure 2.6: Parallelograms AB1CD1 and AB2CD2  
A pixel in the sub image is selected and it is assumed this pixel corresponds to the point 𝐴. If a 
symmetric point 𝐶 does not exist, the point 𝐴 is given up. Otherwise, the two quadrangles 𝐴𝐵1𝐶𝐷1 
and 𝐴𝐵2𝐶𝐷2 are formed. If those quadrangles are parallelograms, the parameters 𝑑, 𝑒 and 𝑓 are 
computed using the equation of an ellipse centered at [0,0] defined at Eq. (2.1) and the point 𝐴, 𝐵1 
and 𝐵2. 
 𝑑𝑥2 + 𝑒𝑥𝑦 + 𝑓𝑦2 = 1 (2.1) 
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(2.2) 
These parameters are used to increment by 1 the corresponding bin of a three dimensional 
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are treated, a peak in the histogram is searched. The peak in the parameter space corresponds to an 
ellipse in the sub image. 
Chia et al. Approach [29]: 
A technique similar to Ho et al. [29], but involving a lower computational burden and storage space 
(only one dimension parameter space) is presented in [30]. In fact, every pair of edge pixels is 
considered as possible end points of the semi-major axis of a hypothetical ellipse, denoted [𝑥𝑡, 𝑦𝑡] 














√(𝑥𝑢 − 𝑥𝑡)2 + (𝑦𝑢 − 𝑦𝑡)2 





Following that, all other edge pixels are used to vote on the minor axis 𝑏 using a one-dimensional 
accumulator. The semi-minor axis of an ellipse with the parameters [𝑥0, 𝑦0, 𝑎, 𝜙] and passing through 






where 𝛿 and 𝛾 correspond to: 
 𝛿 = √(𝑥𝑖 − 𝑥0)2 + (𝑦𝑖 − 𝑦0)2 
𝛾 = cos|𝜃|(𝑥𝑖 − 𝑥0) + sin|𝜃| (𝑦𝑖 − 𝑦0) 
(2.5) 
The local maxima in this accumulator correspond to the possible semi-minor axis of the hypothetical 
ellipses. Then, the parameter 𝑎 of the hypothetical ellipses and all its possible 𝑏 values are used to 
compute its circumference. An ellipse is detected if the number of edge pixels that vote for this 
ellipse is greater than 𝑠 time the estimated ellipse circumference, where 𝑠 is a user-defined factor 
between 0 and 1. 
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Mc-Laughlin et al. Approach [31]: 
In [31], the Randomized Hough Transform (RHT), developed in [41], is used to locate and characterize 
ellipses in an image. The RHT is similar to HT, but the computational burden is dramatically 
decreased. In fact, it accumulates points in a parameter space by randomly choosing 𝑛 edge pixels 
from an image and computing the parameters of the objects which pass through these pixels. The 
process is repeated until a user-defined number of iterations is reached. The ellipse detection 
algorithm that uses this approach has two phases, similarly to a technique previously presented: a 
first phase to determine the center of all ellipses in the image and a second phase to estimate their 
three other parameters. More precisely, the first phase consists in randomly choosing two edge 
points, denoted [𝑥1, 𝑦1] and [𝑥2, 𝑦2] in order to compute their middle point, denoted [𝑥𝑚, 𝑦𝑚], as 
well as the intersection of their tangents denoted [𝑥𝑡 , 𝑦𝑡], which corresponds to the straight line 
defined perpendicularly of their intensity gradient. Geometrically, the ellipse center will necessarily 
lie on the line defined by the point [𝑥𝑡, 𝑦𝑡] and [𝑥𝑚, 𝑦𝑚]. This is illustrated by the following figure: 
 
Figure 2.7: Geometric Propriety of Ellipses Used by 
McLaughlin et al. Randomized Hough Transform 
All points of this line are used to vote for a hypothetical ellipse center in a two-dimensional 
parameter space. By repeating this procedure many times, the local maxima in the parameter space 
correspond to the ellipse center. The second phase relies on the computation of the three remaining 
parameters for each previously detected ellipse centers with RHT. To do so, at each iteration, the 
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Lu et al. Approach [32]: 
The authors of [32] have established that the RHT (as well as the GHT) is highly sensitive to image 
noise and propose an innovative solution to address this problem: the Iterative RHT (IRHT). This 
algorithm starts by using a version of RHT similar to the one previously explained over the whole 
image. In fact, the framework of this algorithm is to randomly choose five points in the image edges 
and compute the parameters of the ellipse that pass through these points. The following quadratic 
equation is used: 
 𝑟𝑥2 + 𝑠𝑦2 + 2𝑡𝑥𝑦 + 2𝑢𝑥 + 2𝑣𝑦 + 𝑤 = 0 (2.6) 
where [𝑟, 𝑠, 𝑡, 𝑢, 𝑣] are the five quadratic parameters of the ellipse. The geometric ellipse parameters 
are then computed from these quadratic parameters. This process is repeated several times and the 
number of occurrences of each geometric ellipse parameter is counted by a one-dimensional 
histogram. The maximum bin count in each of these five histograms corresponds to the parameters 
of an ellipse in the image. These resulting ellipse parameters are used to define a search region in the 
image. The RHT is then rerun inside this smaller area. This scheme is repeated until the convergence 
of the ellipse parameters. At each iteration, the ratio between the number of the pixels that belong 
and do not belong to the ellipse increases. This reality leads to a progressive increase in the quality of 
the ellipse parameter estimation. In the presence of multiple ellipses in the same image, the authors 
claim that their algorithm converges toward one of the ellipses, normally the largest. The pixels 
belonging to the detected ellipse are removed from the image and the algorithm is reused to detect 
another ellipse and so on. 
Despite the fact the Hough-based crater detection approaches are various, they have similar pros and 
cons. In fact, the advantage of these algorithms is that they can manage incomplete ellipse edges. 
The drawbacks of these techniques are: they require a high computational power, they are sensitive 
to noise and they are poorly adapted to detect ellipse of different sizes in the same image. 
Crater Matching Based on Relative Parameters between Pair of Craters  
Now that the state-of-the-art crater detection techniques have been presented, the review of the 
algorithm to perform the matching of the detected craters with those in the database will be 
described in the next paragraphs. 
A first technique, proposed by Weismuller et al. [33], is based on relative parameters between pair of 
detected craters. This algorithm uses a database arranged as an ordered list of Euclidian distances 
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between the centers of pairs of craters. The relative distance between each pair of detected crater is 
computed. To match one of the detected craters with one of the crater in the database, the distances 
from its neighbours are looked-up in the database in order to retrieve candidate matches. A bin 
count for each of the candidate matches is incremented. At the end, the database crater with the 
largest bin count is identified as the correct match. Crater size verification is performed afterwards to 
remove false matches. This algorithm assumes nadir-rectified crater parameters and the resolution of 
the image must be known. The knowledge of a good estimate of the camera altitude and attitude is 
therefore required. During the rectification process, it is assumed that craters lie on the same plane 
on the surface, which is not necessarily the case. In addition to the distance between features, some 
authors use the relative angle between feature pairs [12]. This additional parameter increases the 
robustness of the matching.  
A second approach, described in Cheng et al. [25], uses projective invariants of two co-planar pairs of 
conics. The algorithm is similar to that of Weismuller et al. except that the two projective invariants 
are used instead of the relative distance and/or angle between the craters. This technique does not 
have to rely on spacecraft altitude and attitude estimation, but is susceptible to false matches due to 
the uncertainty of the detected crater parameters and to the topography of the terrain (the craters 
are not exactly co-planar). 
Crater Matching Based on Vector Crater Image 
A third, and simpler, matching method is described in [34]. A vector image is created from the 
parameters of the detected craters. This image is rectified using the camera altitude and attitude so it 
can be matched with a georeferenced vector image of craters stored in the on-board computer. 
Images are matched using a nearest distance criterion. This algorithm relies obviously on a good a 
priori knowledge of the camera altitude and attitude. Moreover, if some craters in the image have 
not been detected and those craters are in the on-board database or vice versa, this algorithm may 
have problem to find a valid match. 
Crater Matching Based on Stochastic Approach 
A fourth matching method, based on a stochastic approach, is described in [26]. Several sets of 
candidate matches (at least three matches) between the detected and the database craters are 
drawn randomly. A linearized version of the pin-hole camera model is used to estimate the error 
between the estimated pose of the spacecraft provided by the on-board estimation filter and the 
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absolute pose information provided through these sets of matches. Using this estimation error, the 
center coordinates of the database craters are projected in the image plane and compared to those 
of the detected craters. When the Euclidean distance in pixel between the centers of a database and 
the center of a detected crater is small, a geometrically consistent match is formed. If the number of 
consistent matches reaches a user-defined threshold or the maximum number of iterations is 
reached, the algorithm stops. Otherwise, it restarts by selecting a new set of matches. In [27], the 
algorithm is simplified by considering that the vehicle orientation is known. This seems to be a more 
appropriate assumption for the lunar landing case, since a highly-accurate gyroscope initialized by 
star-tracker measurements can be used to determine the terrain-relative attitude with a good 
accuracy. This algorithm needs a rough knowledge of the vehicle poses. It also works with a highly 
depleted database (containing only a small part of the craters) or with low crater detection rate. This 
scheme reduces considerably the number of outliers avoiding the need of a RANSAC algorithm [42]. 
However, it needs many iterations to find a valid solution. 
2.2.2. Local Feature-Based Image Processing Software 
Local-feature-based IPS for absolute navigation consists in extracting highly distinctive points in the 
camera image and in matching these features with an on-board geo-referenced database of local 
features stored in the on-board computer of the vehicle. As with crater detection and matching, 
knowing the absolute position of the features of the image, it is possible to estimate the position and 
the orientation of the vehicle with respect to the planet. IPS based on local features always involve 
three steps (described with more details in the paragraph below): 
1. local feature detection; 
2. descriptor computation; 
3. descriptor matching with the reference image (or reference descriptors) stored in a database. 
Local features are highly distinctive points in an image. The most important characteristic of the local 
features is that they can be detected in two or more images of the same scene even if the 
perspective and the illumination are different. For instance, local feature can be points where the 
gradient or the second derivative of the image intensity is high in both directions of the image. The 
descriptor of a feature is a vector that contains information about the pixels in its neighbourhood. It 
uniquely identifies each feature and is used to find the feature in the reference database. The feature 
descriptor is chosen according to different criteria depending on the application: robustness to 
illumination changes, to scale changes, to rotation changes and/or to perspective projections. The 
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length of the descriptor, i.e. the number of parameters it contains, typically increases the robustness 
of the recognition SW, but also increases the computational burden. The descriptor matching is a 
process that consists in comparing the descriptor of a given feature with those stored in the 
database. The matching algorithm differs from an IPS to another, but its goal is always to pair the 
features of the image with those in the database based on their degree of similitude. More precisely, 
the degree of similitude between each image feature and all database features are computed. The 
pair with the highest degree of similarity is considered as a match. The robustness of the matching is 
often improved by adding two steps. The first step consists in simply verifying if the match is similar 
enough according to a user-defined threshold. The second step is to check if the similitude of the 
match is significantly higher than that of all other pairs involving the same features (verification of the 
second highest similitude peak). The following table presents a summarized description of the well-
known state-of-the-art LF-based IPS:  
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the spacecraft 
must be known 
[18, 50] 
The next sections present each of these approaches with more details. 
VisiNav 
VisiNav is the most advanced relative and absolution navigation system developed by the Jet 
Propulsion Laboratory. This system is presented in [8, 43, 44] and its image processing algorithm for 
absolute navigation is summarized by the following figure: 
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Figure 2.8: VisiNav Image Processing Software 
This local-feature based software has four main steps. First, an image is taken by the camera of the 
spacecraft in real time. The figure shows, with red straight lines, the borders of the camera field of 
view projected on the reference map. Obviously, this information is a priori not known by the IPS. All 
features of the camera image should be found inside this quadrilateral once mapped in the reference 
map.  
Second, Harris corners [51] are extracted from the real-time image using the algorithm presented in 
Chapter 6. These features correspond to the local maxima of minimum eigenvalues of the tensor 
structures of the image. In other words, a Harris corner is a pixel with a high magnitude intensity 
gradient in both axes of the image. They have been proven to be highly distinctive in noisy conditions 
and the detection Harris corner detection algorihtm is very simple. 
Third, the descriptor of each detected feature is computed. The descriptor involved in the VisiNav IPS 
is simple. Indeed, it uses the normalized intensity of the pixels in the neighbourhood of the feature 
points also called image patch. The dimension of the descriptor is a user-defined parameter. The 
image normalization is done using the process described in the following equation: 
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By using the attitude and altitude data of the vehicle provided by the on-board navigation algorithm, 
the patches around features are rectified, i.e. aligned with the reference map. 
Fourth, the descriptors are correlated with the reference map in order to locate the Harris corner in 
the reference map. To do so, two approaches are used: the phase correlation [52, 53] and the spatial 
correlation [53]. The spatial correlation consists in convolving the mirrored image patch centered on 
a Harris corner with the reference image. If the average and the standard deviation of the pixel 
intensity of both images are normalized, the correlation process gives the degree of similarity of the 
image patch for all locations in the reference map. The correlation map 𝑐(𝑥, 𝑦) between a normalized 
feature image patch 𝑃(𝑥, 𝑦) and a normalized reference map 𝑅(𝑥, 𝑦) is given by: 
 






where 𝑚 is a number corresponding to the half size of 𝑃(𝑥, 𝑦). This equation returns a high value 
when both images are similar and a low value when they are different. In order to avoid false 
matches, the width and the height of the correlation peak are analyzed. The correlation peak must be 
thin and the ratio of its height with the second highest peak must be higher than user-defined 
thresholds. The sub-pixel accuracy of the matches is achieved by fitting a bi-quadratic curve to the 
correlation peak and looking for the position of its maximum. The phase correlation is equivalent to 
the spatial correlation, but it is done in the frequency domain. The Fourier transform of the reference 
map is multiplied with the conjugate of the Fourier transform of feature image patch. This product is 
converted back in the spatial domain using an inverse Fourier transform to obtain 𝑐(𝑥, 𝑦). Assuming 
that the Fourier transform of the reference map is available, the phase correlation is typically more 
computationally efficient than the spatial correlation when the feature descriptor is large. The vision-
based navigation system is typically initialized using the states of the vehicles obtained from radio 
navigation. Since this technique has a limited accuracy, the states of the vehicle are highly uncertain 
when the navigation algorithm is started. In this situation, a large part of the reference map must be 
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scanned to locate the features in the camera image. It is well known that the likelihood of finding 
several locations where the reference image is similar to the descriptor of the features increases with 
the search space. It is also well known that the uniqueness of the feature descriptor increases with its 
size. Consequently, the authors of [8] suggest to set the size of the descriptor as large as (25 + 1 ) ×
 (25 + 1) pixels to avoid false matches. To decrease the computational burden of the algorithm, the 
authors propose to use only one Harris corner (the one with the highest Harris corner response) in 
the camera image and to match its descriptor with the reference map using the phase correlation. 
This operation is performed only once to initiate the state estimator. When the horizontal position of 
the spacecraft is relatively well known, the search area on the reference map can be smaller and the 
size of the descriptor is reduced to (24 + 1) × (24 + 1) pixels without increasing the risk of false 
matches. In that case, the spatial correlation becomes computationally advantageous. In addition, 
the reduction of the computational burden allows the matching of all the features of the camera 
image with the reference map. The large number of matched features increases the accuracy of the 
horizontal spacecraft position estimation.  
This image processing software has the following advantages. The feature detection is simple to 
implement and has a low computational burden. In addition, the feature matching is very robust to 
noise and image intensity changes (because of the normalization). However, the feature matching is 
sensitive to differences of light direction between the camera images and reference image, feature 
matching requires a large computational power (especially when the spacecraft horizontal position is 
uncertain and the search space in the reference map is large) and the geo-referenced map requires a 
large on-board memory. In addition, this image processing is very sensitive to rotation, scale and 
perspective projection which means that the attitude and altitude of the camera must be known with 
a good accuracy in order to rectify the descriptors correctly. It is important to mention that the 
authors of [8, 43] claim that the robustness to perspective and rotation changes is not required for a 
vision-based navigation system for planetary landing. Indeed, the attitude and the altitude of the 
spacecraft are relatively accurately known by other on-board sensors and the state estimator. Only 
the horizontal position with respect to the planet surface is unknown (or highly uncertain).  
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Scale Invariant Features Transform and Speed-up Robust Features  
The images taken from the spacecraft camera are rarely aligned with the reference map. In that case, 
there are only two possibilities:  
1. rectify the features descriptor by using attitude and altitude information, such as VisiNav does; 
2. or use feature invariant or robust to scale, rotation and perspective change, such as Scale 
Invariant Feature Transform (SIFT) and Speed-Up Robust Feature (SURF). 
The second option does not require a good knowledge of the attitude and altitude of the spacecraft. 
In addition, the matching of the feature with those stored in the on-board database requires less 
computation time than the correlation technique presented in the previous section. However, the 
great majority of these approaches require more computational power to detect the features and to 
compute their descriptor. Some authors propose optimized implementations using hardware that 
open the way toward real-time applications [54-56]. The following figure gives an application 
example of the SURF: 
 
Figure 2.9: SURF Image Processing 
First, the features are extracted from the camera image and from the geo-referenced reference map. 
Obviously, the processing of the reference map can be done offline. The camera image and the 
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feature of the camera image is compared with the one of all the features in the reference map. A 
feature of one image is found in the other when its descriptor is similar. The degree of similarity 
between two descriptors can be measured with the Euclidian distance. The following paragraphs 
explain with more details how to extract, build the descriptor and match the SIFT and SURF. 
The SIFT [45, 46] is a scale and rotation invariant feature detector and descriptor. It was also 
demonstrated that this local feature-based technique is robust to perspective and light intensity 
change. In this algorithm, the features correspond to local extrema of Laplacian of Gaussian (LOG) 
over the scale-space representation of the input image [57]. The scale-space representation is a 
formal theory for handling image structure at several scales. An image is scaled by filtering it with a 
smoothing kernel for suppressing fine-scale structures. By varying the degree of smoothing of the 
filter, several scales of the original image is obtained. Typically, the multi-scale LOG is obtained by 
firstly convolving the input with several Gaussian kernel with an increasing scale and by secondly 
computing the sum of the horizontal and vertical second-order derivative of the filtered images. 
However, in order to decrease the computational burden of the feature extraction, the multi-scale 
LOG is approximated by successively smoothing the input image with a Gaussian filter and then by 
subtracting adjacent filtered images together. This approximated version of LOG is called Difference 
of Gaussians (DOG). Each detected feature is identified by its scale in addition to its horizontal 
coordinates. A criterion similar to the one used for Harris corner detection is used to neglect the 
features situated on the image edges. In addition, the sub-pixel location of each feature is computed 
by fitting a four-dimensional quadratic curve to its corresponding peak in the DOG as presented in 
[58]. The descriptor is a three-dimensional histogram of the weighted image intensity gradient 
orientation (two dimensions for the spatial coordinates of the gradient and one dimension for the 
gradient orientation). This histogram is built using the neighbouring pixels of the features. The size of 
this region is chosen to be proportional to the scale of the features. As mentioned previously, the 
matching procedure is simply accomplished by using the Euclidian distance between feature 
descriptors. 
The SURF algorithm was developed recently and it is based on the SIFT algorithm [47-49]. However, 
the author of SURF claims that it needs less computational power and its implementation complexity 
is reduced. These features are defined as the local maxima of the determinant of the Hessian in the 
scale-space representation of the input image, also known as the blob response. The components of 
the Hessian matrix at each image pixel are obtained by filtering the input image with the second 
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derivative of Gaussian with respect to the horizontal, the vertical and the crossed direction. In order 
to speed-up the computation of the Hessian matrix, the second-order derivatives of the Gaussian 
kernels are approximated by box filters. This approximation has two major advantages. First, the box 
filter can be convolved very efficiently using the integral of the input image. Secondly, the size of the 
box filters is proportional to its scale. Consequently, the discrete scale-space representation of the 
Hessian is obtained by filtering the image with filters with increasing size. The sub-pixel accuracy of 
the feature coordinates is ensured by the same technique as the one used in the SIFT. The descriptor 
is four two-dimensional histograms (two dimensions for the spatial coordinates) of the real and 
absolute sum of horizontal and vertical Haar high-pass wavelet filter responses of the pixels in the 
neighbourhood of the features. The Haar high-pass wavelet filter gives information about the 
intensity gradient of the pixels. The sizes of the wavelet filter and of the neighbouring region are 
related to the feature scale. The feature matching process is the same as the one used for SIFT. 
The main advantages of the SIFT/SURF are: invariant to rotation and scale, robust to perspective 
projection (without warping), the matching process requires less computational power than 
correlation-based techniques and the reference features require a small storage space. The 
drawbacks are: the feature extraction is complex and requires relatively high computational power 
(higher than Harris corners, but lesser than crater extraction) and it is sensitive to differences of light 
direction between the camera image and the reference map. 
LandStel 
LandStel is a complete spacecraft navigation solution for planetary exploration [14] developed under 
the founding from the European Space Agency (ESA) and EADS-Astrium. Its name stands for landmark 
constellation and it is based on the image processing algorithm described in the following figure: 
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Figure 2.10: LandStel Image Processing Software 
The steps 1 and 2 describe how the on-board database is built. This process is done offline using the 
terrain imagery gathered during past exploration missions. The steps 3, 4 and 5 present how the 
camera images are processed in real time during the mission. 
This algorithm uses Harris corners [51]. Before extracting the features to build the database, the 
reference map is filtered using a Gaussian filter with a user defined scale in order to reduce noise. 
The extraction of the features in the camera image requires a more sophisticated preprocessing step. 
It is based on the assumption (typically the case in planetary exploration missions) that the resolution 
of the reference map is lower than that of the camera image. In order to improve feature matching 
reliability, the scale of the camera image is adjusted (with a Gaussian filter) using an estimate of the 
camera altitude in order to match the scale of the reference map, denoted 𝑠. Given the altitude 
knowledge uncertainty, the Harris corners can be extracted over several scales of the camera image 
distributed on an interval centred at 𝑠. 
Each feature is described by its position relative to its neighbours. This approach is very different 
from those used with the VisiNav, SIFT or SURF algorithms based on the characterization of the 
neighbouring pixels of the detected features. It is widely used for star tracker. The main difference 
between constellation of terrain-relative features and stars is that the distance between the 
















































































signatures  are 
computed  for all 
features
(done off-line)
4. The features are aligned with 
the reference map (using 
estimated altitude/attitude) and 
their PoleStar signature are 
computed
Reference Feature 
Signatures Stored in a 
Database
Camera Image Feature 
Signatures
Matched Reference Map and Camera 
Image Features
5. Camera image and 
reference features are 




3. The scale of the camera image is 
adjusted (using estimated altitude) and 
Harris corners are detected
34 CHAPITRE 2: Literature Review 
 
between features varies significantly according to the attitude and the altitude of the camera. 
Consequently, the relative position of the camera image features must be rectified so the camera 
image and the reference map are virtually coplanar and have the same resolution. This operation 
requires a sufficiently good knowledge of camera attitude and altitude with respect to the surface. 
Once the real-time features are rectified, they can be matched with those stored in the database 
using any star-tracker algorithm. LandStel uses a modified version of the PoleStar signature [59] 
presented in Annex D. This signature encodes the distances between the feature and its neighbours 
into a binary string. 
Camera image and reference map features are matched when the Hamming distance between their 
signature is under a user-defined threshold. However, this approach often leads to multiple matches 
(more than one reference map features are matched with the same camera image feature or vice 
versa). Obviously, some of these matches are inconsistent and must be removed. In order to so, the 
authors propose to add a verification criteria based on the vector distance. Given the two matches 
[𝐹𝑖 , 𝐺𝑖] and [𝐹𝑗, 𝐺𝑗], where 𝐹 and 𝐺 represent the coordinates of the feature 𝑖 and 𝑗 in the camera 
image and in the reference map respectively, these two matches are considered as consistent if and 
only if their vector distance, defined by [𝐹𝑗, 𝐹𝑖] − [𝐺𝑗, 𝐺𝑖], is smaller than a user-defined threshold. 
The image processing algorithm of LandStel navigation system is more robust to light conditions than 
other local feature based techniques and the matching step is computationally efficient. However, 
the attitude of the camera must be known with a sufficient level of accuracy. 
Scene Structure Estimation from Motion and Matching 
This section presents the IPS described in Johnson et al. [18, 50]. This technique is based on the 
reconstruction and matching of the scene structure (real-time construction of a three-dimensional 
representation of the scene). This approach ensures lighting condition invariance without the use of 
costly scanning Light Detection and Ranging (LIDAR) sensors. It is noted that the scene structure 
obtained with the LIDAR is distorted by the spacecraft motion (not well-known) during the 
acquisition. This complexity (surmountable) is not a problem with a camera. The algorithm has four 
steps. 
First, several features are tracked in a sequence of images using the techniques presented in Section 
2.3. Second, these tracked features and the altimeter measurements are used to retrieve the relative 
motion of the spacecraft. This is accomplished by solving the nonlinear relative-motion problem using 
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the Levenberg-Marquart algorithm [60] presented in Annex B.2. To increase the speed of 
convergence and avoid local minimum, this optimization algorithm is initialized using the so-called 
linear eight-point algorithm [61] derived in Annex B.3. However, this operation gives only the five-
DOF relative motion, since the magnitude of the translation is not observable. This sixth DOF is 
resolved with the laser altimeter measurements. The ratio between the altitude measurement and 
the normalized depth of the nearest features of the altimeter boresight is used to compute the 
translation magnitude. Third, by using the 6-DOF relative motion of the spacecraft, a dense depth 
estimation of the scene (also named scene structure estimation), explained in Annex F, is performed 
[62-65]. Fourth, the scene structure is matched with an on-board Digital Elevation Model (DEM) of 
the body using spin image [66] presented in Annex E. 
The main advantages of the scene structure estimation from motion and matching are that it is 
robust to light elevation changes and it can be used for relative (first three steps of the algorithm) 
and absolute navigation at the same time. Its drawbacks are that it is very complex to implement, it is 
computationally expensive, it is more adapted to low-altitude navigation or over bumpy planet/body 
surface (asteroid for instance), it is more sensitive to measurement noise as well as intrinsic camera 
parameters and finally a high resolution DEM of the body must be available.  
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2.3. Image Processing Software for Relative Navigation 
As mentioned in the introduction, IPS for relative navigation are robust and well developed. The most 
widespread techniques are described in the following table: 
Table 2.4: Overview of the State-of-the-Art IPS for Relative Navigation 
IPS for Relative 
Navigation 
Description Pros Cons Reference 
Block Matching 
Methods 
Detect local features in the 
first image, such as Harris 
corners, and search them 
into the next image using 
spatial correlation technique. 
 It is easy to implement 
using specialized 
hardware such as Field 
Programming Gate Array 
(FPGA). 
 It has a low accuracy if not 
completed with sub-pixel 
correlation technique. 
 It requires a high 
computational power if 
the feature search space 




The displacements of 
features through successive 
images are iteratively 
computed based on the 
image gradient. 
 No prior information 
about the spacecraft 
states is required. 
 It is highly 
computationally efficient. 
 It is able to track only 
short motion. 
 Risk of losing feature if the 
algorithm does not 
converge. 




Detect SIFT/SURF in the 
current image. Compute 
their descriptor. Match the 
features of the previous 
image with the ones into the 
current image by comparing 
their descriptor with the 
Euclidian distance. 
 It is able to track high 
amplitude motion even 
with severe affine 
transformation between 
images. 
 It is computationally 
intensive. 
 It is complex to 
implement. 
 It is not adapted to track 
the same features 
through several images. 
[45, 46] / [47-
49, 72, 73] 
2.3.1. Block Matching Methods 
The block matching techniques [62] use the normalized phase correlation, normalized space 
correlation, sum of absolute or sum of squared differences in order to locate the image patch around 
the features of the first image in the second image. More precisely, feature points, Harris corners [51] 
or Kanade-Lucas-Tomasi features [68] for instance, are located in the first image. It is noted that the 
detection of the feature can be achieved over all scales of the image using the multi-scale pyramid 
representation of the image [74]. By correlating the image patch around these features with the next 
image, the displacement of the features is evaluated. By doing that from one image to the next, the 
image features can be tracked as long as they remain in the field of view of the camera. When a 
feature is lost, a new one is added by rerunning the feature detection algorithm. This technique is 
easy to implement especially using specialized hardware such as Field Programming Gate Array 
(FPGA) and is able to track relatively large horizontal motions. However, the transformation between 
two successive image patches must be approximated to a rigid horizontal translation. The main 
disadvantages of the block matching techniques are that they require a relatively high computational 
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power and the search space must be reduced by using the prediction of the spacecraft states from 
the inertial measurement unit (IMU). In addition, to achieve high accuracy tracking, it needs to be 
complemented with sub-pixel correlation techniques.  
2.3.2. Differential Methods 
If the camera rate frame is high enough with respect to the spacecraft ground velocity, Kanade-Lucas 
(KL) differential methods [62, 67-70] can be used. In fact, these techniques reduce the search space 
of the features of one image in the next image by iteratively computing the displacement between 
successive images based on their intensity gradient (steepest descent). More details about these 
techniques are given in Chapter 6. These approaches are computationally efficient. They can be used 
to estimate a user-defined affine transformations [71] between the images. They are intrinsically 
accurate to the sub-pixel. However, the differential methods techniques can only track short motion. 
They are complex to implement and are more sensitive to noise than the block matching techniques. 
Finally, the differential methods can diverge which results in a higher probability of losing feature 
tracks. 
2.3.3. Scale Invariant Features Transform and Speed-up Robust Features  
The last category of techniques is based on the SIFT or SURF scheme described in Section 2.2.2. It 
consists in detecting the SIFT or SURF features in each image. Their descriptors are also computed. 
The tracking is achieved by matching the features of the previous image with the features in the next. 
This is done by comparing the descriptors of the features using the Euclidian distance. By nature, SIFT 
and SURF algorithms are very robust to scale change and affine projection between images. They are 
then able to track large spacecraft motions. This robustness has the cost of being computational 
expensive and complex to implement. This approach is also not adapted to track the same features 
over several images. Compared to the block matching or to the differential approach, each feature of 
the previous image has a much lower probability of being matched with those in the current image. 
Consequently, the likelihood that a given feature is still tracked after several frames tends quickly to 
zero. The SIFT and the SURF methods are then incompatible with the relative navigation method 
based on the feature position estimation presented in Section 2.5.2.  
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2.4. State Estimation 
The state estimation regroups the techniques that optimally estimate the state variables of a system 
in a recursive fashion using incomplete (the system state variables are rarely measured directly) and 
noisy measurements. These techniques can be used to solve the following high-level problems [75]: 
 State estimation: The non-measured states of a given dynamic system are estimated from 
incomplete and noisy measurements. For instance, in [76] the position, velocity, attitude 
quaternion and attitude rate of a spacecraft are estimated using inertial and vision sensors. 
 Parameter estimation or identification: The unknown parameters of a given dynamic system 
are estimated. For instance, in [77], the center of gravity and the inertia matrix of a small 
laboratory satellite are estimated using an estimation filter. 
 Dual Estimation: State estimation and parameter estimation are used in parallel (with two 
separated estimation filters) on the same dynamic system [78]. 
 Joint Estimation: The state estimation and parameter estimation are used in the same 
estimation filter [78]. This is achieved by augmenting the state vector with the parameters to 
estimate. For instance, in [8, 79], the states of a vehicle is estimated at the same time as the 
bias of the inertial sensor. 
This section presents an exhaustive overview of most important estimation techniques available in 
the literature. These algorithms are summarized in the following table: 
Table 2.5: Overview of Main Estimation Algorithms for Linear and Nonlinear Systems 




KF corresponds to the analytic 
solution of the optimal recursive 
Bayesian estimator for linear and 
Gaussian systems. 
 It is optimal for linear and 
Gaussian systems. 
 It is computationally 
efficient. 







The EKF is based on the same 
framework as the KF, but it uses a 
first-order Taylor series expansion to 
approximate nonlinear models. 
 It manages nonlinear and 
nearly Gaussian systems 
 Its computational load is 
increased by the local 
linearization. 
 It may suffer from 
numerical instability 
problems due to ill-
conditioned covariance 
matrix. 
 It may diverge if the 
dynamical model of the 
system is highly nonlinear 
and/or estimation error is 
high. 










The SPKF avoids the linearization 
involved in the EKF by using the 
Sigma-Point Transform (SPT). These 
Sigma-Points (SP), carefully weighted, 
are chosen to represent the 
probability density of the states, 
which is approximated by a Gaussian 
function. These SP are propagated 
through the nonlinear dynamic 
equations of the systems to compute 
the first two moments of the 
estimated states (mean and 
covariance). 
 It manages highly 
nonlinear and nearly 
Gaussian systems better 
than EKF. 
 It is robust to numerical 
instability problems often 
observed with the EKF. 
 Its computational load is 
increased by the sigma-
point propagation. 
 It may result in poor 








The GMF approximates the non-
Gaussian probability density functions 
by sums of Gaussian densities. Each 
of the components of this mixture is 
treated with a traditional filter 
algorithm (EKF, SPKF). The final 
estimation of the GMF is a weighted 
sum of the mixture components. The 
weights of the components are 
established according to their 
measurement sensitivity. 
 It is able to deal with 
highly nonlinear systems. 
 It offers an improved 
performance with non-
Gaussian state error, 
process noise and/or 
measurement noise. 
 Its computational load is 
increased since it uses a 
bank of filters. 
 Empirical method must be 
used to maintain bounded 






The PF is based on Monte Carlo 
Sampling (MCS) and Sequential 
Importance Sampling (SIS) principles. 
The density of the states is 
represented by using a set of random 
weighted samples. At each time step, 
the previous state density is 
augmented (leading the posterior 
distribution) using the dynamic model 
and current measurements. By 
analysing the characteristics of the 
posterior distribution, an estimate of 
the system states is obtained. 
 It is perfectly adapted for 
nonlinear and non-
Gaussian systems. 
 It requires high 
computational power to 







The MHE involves the online solving 
of a finite horizon state estimation 
problem. As new measurements 
become available, the old 
measurements are discarded from 
the estimation windows and the finite 
horizon state estimation problem is 
resolved to obtain a new estimate of 
the states. 
 It is compatible with 
nonlinear systems. 
 It requires very high 
computational power due 
to the need of complex 
nonlinear optimization 
algorithm. 
 It may result in poor 
performance for highly 
non-Gaussian systems. 
[115] 
The following sections give more details on how to implement these filters. 
2.4.1. Optimal Nonlinear Estimator 
To introduce the estimation problem, consider the following state equation, which depicts the 
evolution of the states of a given dynamic system: 
 𝒙𝑘 = 𝒇𝑘(𝒙𝑘−1, 𝒒𝑘) (2.10) 
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where 𝒙𝑘−1 is the states, 𝒒𝑘 is process noise, 𝒇𝑘 is a ℝ
𝑛𝑥 × ℝ𝑛𝑞 → ℝ𝑛𝑥  potentially nonlinear 
function, 𝑛𝑥 and 𝑛𝑞 are respectively the length of state and process noise vectors. This state 
transition equation can also be described by a Markov process of order one [113, 116] taking the 
form of a Probably Density Function (PDF) 𝑝(𝒙𝑘|𝒙𝑘−1). In fact, the current states can be 
probabilistically described as function of the previous states knowing the statistical characteristics of 
the noise 𝒒𝑘. The state vector 𝒙𝑘 is estimated using a sequence of noisy measurements: 
 𝒚𝑘 = 𝒉𝑘(𝒙𝑘 , 𝒓𝑘) (2.11) 
where 𝒉𝑘 is a ℝ
𝑛𝑥 × ℝ𝑛𝑟 → ℝ𝑛𝑦  potentially nonlinear function that mathematically describes the link 
between the measurements, the state and measurement noise, 𝑛𝑦 and 𝑛𝑟 are respectively the length 
of measurement and measurement noise vectors. The measurements can be probabilistically 
described, knowing the current states and the statistical characteristics of the measurement noise 
signals, by the likelihood function 𝑝(𝒚𝑘|𝒙𝑘). 
From a Bayesian point of view, the estimation problem is to recursively compute some degree of 
confidence in the states 𝒙𝑘 at time 𝑘 given a sequence of measurements 𝒚1:𝑘 = {𝒚1, 𝒚2, … 𝒚𝑘}. This 
confidence is quantified by the PDF 𝑝(𝒙𝑘|𝒚1:𝑘) [103, 109]. Assuming that the initial density of states is 
known 𝑝(𝒙0), it is possible to compute 𝑝(𝒙𝑘|𝒚1:𝑘) using two steps recursively in time. The first step is 
the propagation (also known as prediction or time update) of the prior PDF, denoted 𝑝(𝒙𝑘|𝒚1:𝑘−1), 
using the probabilistic model of the process, 𝑝(𝒙𝑘|𝒙𝑘−1) and the previous state PDF 𝑝(𝒙𝑘−1|𝒚1:𝑘−1) 
defined from the Chapman-Komogorov equation [116]: 
 
𝑝(𝒙𝑘|𝒚1:𝑘−1) = ∫𝑝(𝒙𝑘|𝒙𝑘−1)𝑝(𝒙𝑘−1|𝒚1:𝑘−1)𝑑𝒙𝑘−1 (2.12) 
The second step is the measurement update. Using the measurements available at time 𝑘, the prior 






where 𝑝(𝒚𝑘|𝒙𝑘) is the likelihood function defined by the measurement model, 𝑝(𝒙𝑘|𝒚1:𝑘−1) is the 
prior PDF and 𝑝(𝒚𝑘|𝒚1:𝑘−1) is the normalizing constant defined by: 
 
𝑝(𝒚𝑘|𝒚1:𝑘−1) = ∫𝑝(𝒚𝑘|𝒙𝑘)𝑝(𝒙𝑘|𝒚1:𝑘−1)𝑑𝒙𝑘  (2.14) 
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The recurrence relations shown in Eqs. (2.13) and (2.14) form the basis of nonlinear optimal 
estimation. However, they do not represent any practical interest, because the integral in Eq. (2.14) 
cannot be analytically solved in a general perspective. However, this estimation problem can be 
optimally solved under strict assumptions: optimal Linear Kalman Filter (LKF) or sub-optimally 
approximated: Extended Kalman Filter (EKF), Sigma-Point Kalman Filter (SPKF), Gaussian Mixture 
Filter (GMF), Particle Filter (PF) and Receding-Horizon Estimator (RHE). 
2.4.2. Optimal Linear Kalman Filter 
The optimal Linear Kalman Filter (KF), presented in [80-85], assumes that the state PDF at each step 
of the algorithm is Gaussian and can be parameterized by a mean and covariance. In order to fulfill 
this assumption, the state transition equation has to be linear: 
 𝒙𝑘 = 𝑨𝑘𝒙𝑘−1 + 𝑩𝑘𝒒𝑘 (2.15) 
where 𝑨𝑘 and 𝑩𝑘 are respectively 𝑛𝑥 × 𝑛𝑥 and 𝑛𝑥 × 𝑛𝑞 matrices which can be time-varying. In 
addition, the process noise must be Gaussian such that 𝑝(𝒙𝑘|𝒙𝑘−1) = 𝒩(𝒙𝑘|𝒙𝑘−1, 𝑸𝑘), where 𝑸𝑘 is 
the covariance of the process noise. Furthermore, the measurement equation 𝒚𝑘 = 𝒉𝑘(𝒙𝑘 , 𝒓𝑘) must 
also be linear: 
 𝒚𝑘 = 𝑪𝑘𝒙𝑘 + 𝑫𝑘𝒓𝑘  (2.16) 
where 𝑪𝑘 and 𝑫𝑘 are 𝑛𝑦 × 𝑛𝑥 and 𝑛𝑦 × 𝑛𝑟 matrices. Finally, the measurement noise must be 
Gaussian so 𝑝(𝒚𝑘|𝒙𝑘) = 𝒩(𝒚𝑘|𝒙𝑘, 𝑹𝑘), where 𝑹𝑘 is the covariance of the measurement noise. The 
LKF algorithm, which can be derived from equations (2.12) and (2.13) using the previous 
assumptions, is shown in the following figure: 
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Figure 2.11: Optimal Linear Kalman Filter (KF) 
It is noted that the Kalman algorithm can be also derived using a Least Square (LS) approach [80, 83-
85]. In steady state and if the system is linear time invariant, the Kalman gain and the estimated state 
covariance keep the same values from one cycle to the next. These strict conditions, to which the LKF 
is subject, restrict its use on a small category of problems. This reality led the researchers to develop 









𝑷𝒙𝒙,𝑘|𝑘 = 𝑷𝒙𝒙,𝑘|𝑘−1 −𝑲𝑘𝑷𝒚𝒚,𝑘𝑲
𝑇 
𝒓𝑘 = ?̃?𝑘 − 𝑪𝑘?̂?𝑘|𝑘−1 
𝛥𝒙𝑘 = 𝑲𝑘𝒓𝑘 
?̂?𝑘|𝑘 = ?̂?𝑘|𝑘−1 + 𝛥𝒙𝑘 
Measurement Update Phase 
(3) Estimate the covariance of the expected 
measurements: 
(4) Compute the Kalman gain: 
(5) Update the state covariance: 
(6) Compute the measurement residues: 
(7) Compute state innovation: 
(8) Update the state vector: 
?̂?𝑘|𝑘−1 = 𝑨𝑘?̂?𝑘−1|𝑘−1 
𝑷𝒙𝒙,𝑘|𝑘−1 = 𝑨𝑘𝑷𝒙𝒙,𝑘−1|𝑘−1𝑨𝑘
𝑇 + 𝑩𝑘𝑸𝑘𝑩𝑘 
Propagation Phase 
(1) Propagate the state vector: 
(2) Propagate the state covariance: 
?̂?0 = 𝐸{𝒙0} 
𝑷𝒙𝒙,0|0 = 𝐸{(𝒙0 − ?̂?0)(𝒙0 − ?̂?0)
𝑇} 
Initial Conditions 
(0) Set the initial state vector and its 
covariance such as: 
𝑧−1 
?̂?𝑘|𝑘−1, 𝑷𝒙𝒙,𝑘|𝑘−1 
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2.4.3. Suboptimal Extended Kalman Filter 
The Extended Kalman Filter (EKF), presented in [80-86], is an extension to the LKF for nonlinear 
dynamics. It is the most widespread filter in all engineering fields. This state estimator is based on 
two hypotheses. The first hypothesis states that the dynamic model can be approximated with a 
sufficient accuracy by linearizing, at each time step, the Eqs. (2.10) and (2.11) around the estimated 
state trajectory if the estimation error is low. The linearization is performed by keeping only the first-
order term of the Taylor expansion of the equations. The second hypothesis is that the state PDF 
(prior and posterior density) and the noise source characteristics (process and measurements) can be 
approximated by Gaussian densities. The transformation of a random variable through a nonlinear 
function using such assumption is well depicted by the following example: 
 
Figure 2.12: Linear Approximation Transform 
where 𝒙 is a two-dimensional Gaussian random variable, 𝒚 is a two-dimensional random variable 
with an unknown distribution, ?̅? and 𝑷𝒙𝒙 are respectively the mean and the covariance of 𝒙, 𝑓(𝒙) 
defines nonlinearly 𝒚 as a function 𝒙, 𝑭 = 𝜕𝑓(𝒙)/𝜕𝒙|𝒙=?̅? is the linear approximation 𝒇(𝒙) around ?̅?, 
?̅? and 𝑷𝒚𝒚 are respectively mean and the covariance of 𝒚. The linear approximation transform 
establishes that ?̅? is obtained from the propagation of the ?̅? through 𝒇(𝒙) and 𝑷𝒚𝒚 from 𝑷𝒙𝒙 using 
the time-discrete linearized Ricatti equation. In the EKF algorithm, this transformation is used in the 
propagation phase to predict the state vector and its covariance from its previous estimate as well as 
in the measurement update phase to estimate the mean and the covariance of the measurements. 
The following figure shows the detail of the EFK algorithm: 
True mean 
True variance 













corresponding to the 
random variable 𝒚: 
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Figure 2.13: Extended Kalman Filter (EKF) 
It is noted that if the state equation is not discrete, a numerical integrator, such as Runge-Kutta [60], 
can be used to propagate the state means. In addition, the Jacobian 𝑭𝑘 and 𝑾𝑘 must be discretized 
accordingly.  
The EKF suffers from four important problems. Firstly, the local linearization of the nonlinear model 
(computation of the Jacobian of 𝒉𝑘 and 𝒇𝑘) increases the computational power needed to implement 
the estimator in real time. However, the most of the applications can manage that, because this 
additional computational burden is still reasonable.  






















𝑷𝒙𝒙,𝑘|𝑘 = 𝑷𝒙𝒙,𝑘|𝑘−1 −𝑲𝑘𝑷𝒚𝒚,𝑘𝑲𝑘
𝑻 
𝒓𝑘 = ?̃?𝑘 − 𝒉𝑘(?̂?𝑘|𝑘−1, 𝟎) 
?̂?𝑘|𝑘 = ?̂?𝑘|𝑘−1 +𝑲𝑘𝒓𝑘 
Measurement Update Phase 
(4) Compute the Jacobians of 𝒉𝑘 at ?̂?𝑘|𝑘−1: 
(5) Estimate the covariance of the expected 
measurements: 
(6) Compute the Kalman gain: 
(7) Update the state covariance: 
(8) Compute the measurement residues: 
(9) Update the state vector: 



















(1) Propagate the state vector: 
(2) Compute the Jacobians of 𝒇𝑘 at ?̂?𝑘−1|𝑘−1: 
(3) Propagate the state covariance: 
?̂?0|0 = 𝐸{𝒙0|0} 




(0) Set the initial state vector and its 
covariance such as: 
𝑧−1 
?̂?𝑘|𝑘−1, 𝑷𝒙𝒙,𝑘|𝑘−1 
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Secondly, the EKF often presents numerical instability problems. In fact, the state covariance matrix 
may not keep its positive-definiteness and the Kalman gain may become ill-conditioned (mainly due 
to the inversion of measurement covariance) over time. This problem can be solved using the Square-
Root Extended Kalman Filter (SREKF) [87-91] presented in the figure below. This variant of the EKF 
algorithm uses the square-root of the state covariance that is, by definition, far better conditioned 
than the covariance itself and is perfectly adapted to keep the symmetry of the covariance.  
 
Figure 2.14: Square-Root Extended Kalman Filter (SREKF) 
It is noted that [𝑳,𝑸] = 𝐿𝑄(𝑨) corresponds to the orthogonal lower triangular decomposition of the 
matrix 𝑨, such that 𝑨 = 𝑳𝑸. The square-root of a positive-definite matrix 𝑨 = √𝑩, where 𝑩 = 𝑨𝑨𝑇, 
can be computed using Cholesky decomposition [60].  



























𝒓𝑘 = ?̃?𝑘 − 𝒉𝑘(?̂?𝑘|𝑘−1, 𝟎) 
?̂?𝑘|𝑘 = ?̂?𝑘|𝑘−1 +𝑲𝑘𝒓𝑘 
Measurement Update Phase 
(4) Compute the Jacobians of 𝒉𝑘 at ?̂?𝑘|𝑘−1: 
(5) Compute the Kalman gain and update the square-root 
of the state covariance: 
(6) Compute the measurement innovations: 
(7) Update the state vector: 















[𝑳1 𝑸1] = 𝐿𝑄([𝑭𝑘𝑺𝒙𝒙,𝑘−1|𝑘−1 𝑾𝑘√𝑸]) 
𝑳1 = [𝑺𝒙𝒙,𝑘|𝑘−1 𝟎] 
Propagation Phase 
(1) Propagate the state vector: 
(2) Compute the Jacobians of 𝒇𝑘 at ?̂?𝑘−1|𝑘−1: 
(3) Propagate the square-root of the state covariance: 
?̂?0|0 = 𝐸{𝒙0|0} 




(0) Set initial state vector and its 
squared-root covariance such as: 
𝑧−1 
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Thirdly, for some applications, the noise characteristics and the state probability density (due to 
nonlinearity of the dynamics model) cannot be well approximated by a Gaussian function. This tends 
to increase estimation errors. 
Fourthly, a large initial estimation error may result in a slow convergence or divergence of the filter. 
In this situation, the local linearization approximation is not valid. More precisely, the hypothesis that 
the estimated states and the true state trajectory are close does not hold. To address this problem, 
[92, 93] presents a scheme named Iterated Extended Kalman Filter (IEKF) in which the measurement 
update is rerun a few times using the estimated states of the previous iteration. By using a more and 
more accurate linearization point, the accuracy of the linear approximation of the output equations is 
improved significantly. The iterated measurement update phase is shown in the following figure: 
 
Figure 2.15: Measurement Update of the Iterated 
Extended Kalman Filter (IEKF) 
The iterated measurement update converges in a few iterations. The first iteration is identical to the 








































𝑗 = ?̃?𝑘 − 𝒉𝑘(𝒗






𝒗𝑗 = ?̂?𝑘|𝑘−1 + Δ𝒗
𝑗   
𝑷𝒙𝒙,𝑘|𝑘








Measurement Update Phase 
(1) Set Δ𝒗0 = 𝟎, 𝒗0 = ?̂?𝑘|𝑘−1. 
(2) Set 𝑗 = 1 and do the steps 3 to 10 until 𝒗𝑗 converge. 
(3) Compute the Jacobians of 𝒉𝑘 at 𝒗
𝑗: 
(4) Estimate the covariance of the expected 
measurement: 
(5) Compute the Kalman gain: 
(6) Compute the measurement residues: 
(7) Update the state vector: 
(8) Update the state covariance: 
(9) Set ?̂?𝑘|𝑘 = 𝒗
𝑗  and 𝑷𝒙𝒙,𝑘|𝑘 = 𝑷𝒙𝒙,𝑘|𝑘
𝑗
 
(10) Increment 𝑗. 
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Some solutions exist to overcome these linearization and/or the Gaussian approximation problems. 
They are presented in the next sections. 
2.4.4. Suboptimal Sigma-Point Kalman Filter 
The Sigma-Point Kalman Filter (SPKF), defined in [79, 103], addresses the problems related to the 
local linearization involved in the EKF algorithm by using a deterministic sampling, referred to as 
Sigma-Point Transform (SPT). The key idea is to represent the density of the states, again 
approximated by a Gaussian function, using carefully chosen weighted points, called sigma points. In 
fact, it was established that it is easier to approximate a Gaussian distribution than it is to 
approximate an arbitrary transformation depicted by a nonlinear function. The SPT is illustrated in 
the following figure through the example used in the previous section: 
 
Figure 2.16: Sigma-Point Transform (Spherical Simplex Unscented Transform Example) 
where 𝒙 is a two-dimensional Gaussian random variable, 𝒚 is a two-dimensional random variable 
with an unknown distribution, 𝑓(𝒙) define nonlinearly 𝒚 as a function 𝒙, 𝓧𝑖 and 𝓨𝑖 are the weighted 
sigma points that respectively represent the distribution of 𝒙 and 𝒚. Each of the sigma-points, 
representing the Gaussian density of 𝒙, are propagated through the nonlinear equations 𝑓(𝒙). 
Subsequently, the transformed sigma points are used to compute the empirical mean and covariance 
















corresponding to the 
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𝑷𝑦𝑦 =∑∑𝓌𝑖𝑗

















𝑐  are scalar weights. All weights are not necessarily positive and some cross terms 
can be zeros, i.e. 𝓌𝑖𝑗 = 0 for some 𝑖 ≠ 𝑗. The previous figure shows that the first two moments 
(mean and covariance) of random variable 𝒚 are better approximated using sigma-point transform 
than using the linear-approximation transform. The values of the weights and the sigma-point 
determination (their number and their position in the state space) depend on the approach used: the 
Stirling-interpolation based on Central Difference Transformation (CDT) and Unscented 
Transformation (UT) are the most widespread examples. 
Central Difference Kalman Filter 
The Central Difference Kalman Filter (CDKF), developed in [94], is based on Stirling-interpolation and 
as its name indicates Central Difference (CD). More precisely, the filter algorithm is derived by 
approximating the nonlinear dynamic model (state equation and measurement equation) using the 
second-order Taylor series expansion and by evaluating the derivatives with central finite differences. 
This leads to the following analytic solution: 
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Figure 2.17: Central-Difference Kalman Filter (CDKF) 
?̂?𝑘−1|𝑘−1, 𝑷𝒙𝒙,𝑘−1|𝑘−1 
?̂?0|0, 𝑷𝒙𝒙,0|0 





[𝓥𝑘|𝑘−1,𝔀] = 𝑠𝑖𝑔𝑚𝑎(?̂?𝑘|𝑘−1, 𝑷𝒗𝒗,𝑘|𝑘−1) 

























𝑷𝒙𝒙,𝑘|𝑘 = 𝑷𝒙𝒙,𝑘|𝑘−1 −𝑲𝑘𝑷𝒚𝒚𝑲𝑘
𝑇 
𝒓𝒌 = ?̃?𝑘 − ?̂?𝑘|𝑘−1 
?̂?𝑘|𝑘 = ?̂?𝑘|𝑘−1 +𝑲𝑘𝒓𝑘 
Measurement Update Phase 
(6) Define an augmented state vector: 
(7) Compute the sigma points: 
where 𝓥 = [𝓧𝑇 𝓡𝑇]𝑇 
(8) Compute the measurements sigma points for 
𝑖 = 0,1,… 𝑙2, where 𝑛𝑣 is the length of the 
augmented state vector 𝒗: 
(9) Compute the mean of theexpected  
measurements: 
(10) Compute the covariance of the expected 
measurements: 
(11) Compute the cross covariance between the 
expected measurements and the propagated 
states: 
(12) Compute Kalman gain: 
(13) Update the state covariance: 
(14) Compute the measurement innovations: 
(15) Update the state vector: 







= 𝑠𝑖𝑔𝑚𝑎 (?̂?𝑘−1|𝑘−1, √𝑷𝒖𝒖,𝑘−1|𝑘−1) 




















(1) Define an augmented state vector: 
(2) Compute the sigma points: 
where 𝓤 = [𝓧𝑇 𝓠𝑇]𝑇. 
(3) Propagate the sigma points through the state 
equation for 𝑖 = 0,1, …2𝑛𝑢, where 𝑛𝑢 is the length of 
the augmented state vector 𝒖: 
(4) Compute the prediction of the state mean: 
(5) Compute the prediction of the state covariance: 
?̂?𝑘|𝑘, 𝑷𝒙𝒙,𝑘|𝑘 ?̂?𝑘−1|𝑘−1, 𝑷𝒙𝒙,𝑘−1|𝑘−1 
?̂?0|0 = 𝐸{𝒙0|0} 




(0) Set mean and covariance of the state 
such as: 
𝑧−1 
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It is noted that ( )2𝑜𝑢𝑡 is the shorthand version of the outer product such that 𝒂2𝑜𝑢𝑡 = 𝒂𝒂𝑇 and the 
function sigma is defined in this figure: 
 
Figure 2.18: Sigma-Point Selection for Central 
Difference Transform 
Unscented Kalman Filter 
The Unscented Kalman Filter (UKF), derived in [95, 97, 99-101], is based on the Unscented Transform 
and its algorithm is shown in the following figure: 
[𝓧,𝔀𝑚,𝔀𝑐1 ,𝔀𝑐2] = 𝑠𝑖𝑔𝑚𝑎(𝒙, 𝑺) 
𝔀𝑚 = {
(ℎ2 − 𝑛)/ℎ2 
1/(2ℎ2) 
        






        





(ℎ2 − 1)/(4ℎ2) 
        







        
if 𝑖 = 0
if 𝑖 = 1… 𝑙
if 𝑖 = 𝑛 + 1…2𝑛
 
(1) Choose ℎ ≥ 1. It is noted that ℎ = √3 is the optimal 
choice if the prior is a Gaussian density. 
(2) Assign sigma point weights for 𝑖 = 0,… ,2𝑛: 
(3) Compute sigma points for 𝑖 = 0,… ,2𝑙: 
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Figure 2.19: Unscented Kalman Filter (UKF) 
where the sigma points are determined by the Standard Unscented Transform (SUT): 
?̂?𝑘|𝑘−1, 𝑷𝒙𝒙,𝑘|𝑘−1, 𝓤𝑘|𝑘−1 





















𝑷𝒙𝒙,𝑘|𝑘 = 𝑷𝒙,𝑘|𝑘−1 −𝑲𝑘𝑷𝒚𝒚𝑲𝑘
𝑇 
𝒓𝒌 = ?̃?𝑘 − ?̂?𝑘|𝑘−1 
?̂?𝑘|𝑘 = ?̂?𝑘|𝑘−1 +𝑲𝑘𝒓𝑘 
Measurement Update Phase 
(6) Compute the measurements sigma points for 
𝑖 = 0,1,…2𝑛𝑢: 
(7) Compute the mean of the expected 
measurements: 
(8) Compute the covariance of the expected 
measurements: 
(9) Compute the cross covariance between the 
expected measurements and the propagated 
states: 
(10) Compute Kalman gain: 
(11) Update the state covariance: 
(12) Compute the measurement innovations: 
(13) Update the state vector: 







= 𝑠𝑖𝑔𝑚𝑎 (?̂?𝑘−1|𝑘−1, √𝑷𝒖𝒖,𝑘−1|𝑘−1) 













(1) Define an augmented state vector: 
(2) Compute the sigma points: 
where 𝓤 = [𝓧𝑇 𝓠𝑇 𝓡𝑇]𝑇  
(3) Propagate the sigma points through the state 
equation for 𝑖 = 0,1, …2𝑛𝑢, where 𝑛𝑢 is the length of 
the state vector 𝒖: 
(4) Compute the prediction of the state mean: 
(5) Compute the prediction of the state covariance: 
?̂?𝑘|𝑘, 𝑷𝒙𝒙,𝑘|𝑘 ?̂?𝑘|𝑘−1, 𝑷𝒙𝒙,𝑘|𝑘−1 
𝑧−1 
?̂?0|0, 𝑷𝒙𝒙,0|0 
?̂?0|0 = 𝐸{𝒙0|0} 




(0) Set mean and covariance of the state 
such as: 
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Figure 2.20: Sigma-Point Selection for Standard 
Unscented Transform (SUT) 
Many authors have proposed variations from this original algorithm. In fact, a Second Order UT 
(SOUT) was proposed in [105]. More precisely, by augmenting the number of the weighted SP, the UT 
can achieve a higher degree of accuracy: 
 
Figure 2.21: Sigma-Point Selection Second Order 
Unscented Transform (SOUT) 
This example can match the eighth-order moment by doubling the number of sigma-points of the 
SUT. It can be easily adapted to match higher-order moments by adding more sigma points. The 
number of SP has a critical impact on the computational load. This fact limits the real-time 
implementation of SUT and SOUT. 
[𝓧,𝔀] = 𝑠𝑖𝑔𝑚𝑎(𝒙, 𝑺) 
𝓌𝑖 = {
𝜅/(𝑛𝑥 + 𝜅) 
1/(2(𝑛𝑥 + 𝜅)) 
        





𝒙 +√(𝑛𝑥 + 𝜅)𝑺
𝒙 −√(𝑛𝑥 + 𝜅)𝑺
        
if 𝑖 = 0
if 𝑖 = 1…𝑛𝑥
if 𝑖 = 𝑛𝑥 + 1…2𝑛𝑥
 
(1) Choose 𝜅 > −𝑛𝑥. It is noted that 𝑛𝑥 + 𝜅 = 3 is the 
optimal choice if the prior is a Gaussian density. 
(2) Assign sigma point weights for 𝑖 = 0,… ,2𝑛𝑥: 
(3) Compute sigma points for 𝑖 = 0,… ,2𝑛: 
[𝓧,𝔀] = 𝑠𝑖𝑔𝑚𝑎(𝒙, 𝑺) 
𝛼 = √96 − 288𝓌0 + 225𝓌0
2 
𝛽 = 2(3𝓌0 –  2) 
𝜎1 = 3(5𝑤0 + 𝛼 − 4)/𝛽 
𝜎2 = 3(5𝑤0  − 𝛼 −  4)/𝛽 
𝓌𝑖 = {
(15𝓌0
2 − (𝛼 + 21)𝓌0 + 𝛼 + 8)/(4𝛼𝑛𝑥) 
−(15𝓌0
2 + (𝛼 − 21)𝓌0 − 𝛼 + 8)/(4𝛼𝑛𝑥) 
    
if 𝑖 = 1…2𝑛𝑥













    
if 𝑖 = 0
if 𝑖 = 1…𝑛𝑥
if 𝑖 = 𝑛𝑥 + 1…2𝑛𝑥
if 𝑖 = 2𝑛𝑥 + 1…3𝑛𝑥
if 𝑖 = 3𝑛𝑥 + 1…4𝑛𝑥
 
(1) Choose 0 ≤ 𝓌0 ≤ 1. By imposing 𝓌0 = 8/15 , the unscented transform 
match the eighth order moment. 
(2) Compute the 𝛼, 𝛽, 𝜎1 and 𝜎2 parameters: 
(3) Assign sigma point weights for 𝑖 = 0,… ,2𝑛: 
(4) Compute sigma points: 
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Some authors have developed a version of the unscented transform with a reduced number of SP. 
This has generated the Simplex Unscented Transform (SIUT) [98] and Simplex Second-Order 
Unscented Transform (SISOUT) [75]. These approaches state that it is possible to represent the same 
information about the density with half the number of SP (2𝑛𝑥 + 1 SP for SUT and 𝑛𝑥 + 2 for SIUT). 
However, they present an evident numerical problem with system involving a high state-space 
dimension. In fact, in the original version of the SIUT and SISOUT, the highest weight is proportional 
to 2𝑛𝑥−1 (very large number when the number of states becomes large). To address this problem, the 
authors of [96] have proposed the Spherical Simplex Unscented Transform (SSIUT) summarised in this 
figure: 
 
Figure 2.22: Sigma Point Selection for Spherical 
Simplex Unscented Transform (SSIUT) 
The UKF is inherently more robust to numerical problems that break the state covariance matrix 
semi-positive definitiveness than the EKF. The covariance matrices are managed with equations that 
ensure their symmetrical characteristics at each iteration. Despite that, [102, 104] have proposed a 
Square-Root Unscented Kalman Filter (SRUKF) shown next. 
[𝓧,𝔀] = 𝑠𝑖𝑔𝑚𝑎(𝒙, 𝑺) 
𝓌𝑗 = (1 −𝓌0)/(𝑛𝑥 + 1) 
𝒵𝑖𝑗 = {
−1/√(𝑖 + 1)(𝑖 + 2)𝓌1
√(𝑖 + 1)/(𝑖 + 2)𝓌1
0
     
if 𝑗 = 1… 𝑖 + 1
if 𝑗 = 𝑖 + 2
otherwise
 
𝓧𝑗 = 𝒙 + 𝑺𝓩𝑗 
(1) Choose 0 ≤ 𝓌0 ≤ 1 
(2) Assign sigma point weights for 𝑗 = 0,… , 𝑛𝑥 + 1: 
(3) Compute sigma points for all combinations 𝑖𝑗 where 
𝑖 = 0,… , 𝑛 − 1 and 𝑗 = 0,… , 𝑛𝑥 + 1: 
(4) Transform sigma points for 𝑗 = 0,… , 𝑛𝑥 + 1: 
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Figure 2.23: Square-Root Unscented Kalman Filter (SRUKF) 
It is noted that the previous scheme is compatible with all SP approaches [106]. The SRUKF has two 
advantages over the standard UKF. Firstly, the computational burden is decreased by 20 % by the fact 
that the Cholesky decomposition is not anymore needed to explicitly compute the square-root of the 
?̂?𝑘|𝑘−1, 𝑺𝒙𝒙,𝑘|𝑘−1, 𝓤𝑘|𝑘−1 
?̂?0|0, 𝑺𝒙𝒙,0|0 



















[𝑳2 𝑸2] = 𝐿𝑄(𝑩) 
𝑳2 = [𝑺𝒚,𝑘 𝟎] 














𝑷𝒙𝒙,𝑘|𝑘 = 𝑷𝒙𝒙,𝑘|𝑘−1 −𝑲𝑘𝑷𝒚𝒚𝑲𝑘
𝑇 
𝒓𝒌 = ?̃?𝑘 − ?̂?𝑘|𝑘−1 
?̂?𝑘|𝑘 = ?̂?𝑘|𝑘−1 +𝑲𝑘𝒓𝑘 
Measurement Update Phase 
(6) Compute the measurements sigma points for 
𝑖 = 0,1,…2𝑙: 
(7) Compute the mean of the measurements: 
(8) Compute the square root of the expected 
measurement covariance: 
(9) Compute the cross covariance between the 
expected measurement and the states: 
(10) Compute Kalman gain: 
(11) Update the state covariance: 
(12) Compute the measurement residues: 
(13) Update the state vector: 







= 𝑠𝑖𝑔𝑚𝑎(?̂?𝑘−1|𝑘−1, 𝑺𝒖𝒖,𝑘−1|𝑘−1) 



















[𝑳1 𝑸1] = 𝐿𝑄(𝑨) 
𝑳1 = [𝑺𝒙𝒙,𝑘|𝑘−1 𝟎]  
𝑺𝒙𝒙,𝑘|𝑘−1 = 𝑐ℎ𝑜𝑙𝑢𝑝𝑑𝑎𝑡𝑒 (𝑺𝒙𝒙,𝑘|𝑘−1,𝓌0(𝓧𝑘|𝑘−1,0 − ?̂?𝑘|𝑘−1)) 
Propagation Phase 
(1) Define an augmented state vector: 
(2) Compute the sigma points: 
where 𝓤 = [𝓧𝑇 𝓠𝑇 𝓡𝑇]𝑇  
(3) Propagate the sigma points through the state 
equation for 𝑖 = 0,1, … 𝑙 − 1, where 𝑙 is the length of 
the state vector 𝒖: 
(4) Compute the prediction of the state mean: 
(5) Propagate the state covariance: 
It is noted that the 𝑐ℎ𝑜𝑙𝑢𝑝𝑑𝑎𝑡𝑒 is not needed if 𝓌0 is 
positive. Indeed, this sigma point can be added to the 
matrix 𝑨. 
?̂?𝑘−1|𝑘−1, 𝑺𝒙𝒙,𝑘−1|𝑘−1 ?̂?𝑘|𝑘, 𝑺𝒙𝒙,𝑘|𝑘 
?̂?0|0 = 𝐸{𝒙0|0} 




(0) Set mean and covariance of the states 
such as: 
𝑧−1 
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state covariance. Secondly, the numerical stability is increased given that the Kalman gain is 
computed from the square-root of state covariance which is by definition better conditioned than the 
covariance itself (inversion of an ill-conditioned matrix may not be accurate). 
2.4.5. Suboptimal Gaussian Mixture Filter 
The estimation filters presented until now assumed that the distribution of the state error, process 
noise and measurement noise are Gaussian. However, in many applications, this assumption does not 
hold and leads to a degraded estimation accuracy. To address this problem many solutions have been 
proposed. One of the most widespread solution is the Gaussian Mixture Filter (GMF). It has been 
developed in [107, 108]. It is based on two assumptions:  
 The process and the measurement noise signals are additive such that the state and output 
equations presented in Eqs. (2.10) and (2.11) can be rewritten as: 
 𝒙𝑘 = 𝒇𝑘(𝒙𝑘−1) + 𝒒𝑘 (2.18) 
 𝒚𝑘 = 𝒉𝑘(𝒙𝑘) + 𝒓𝑘 (2.19) 
 The process, the measurement and the state probability density functions can be 






𝒩(𝒙 −𝒎𝑖 , 𝑩𝑖) (2.20) 
where 𝛼𝑖 corresponds to weighting factor, 𝒎𝑖 is the mean vector and 𝑩𝑖 correspond to the 
covariance matrix of the Gaussian distribution. 
Doing so, the solution of the Bayesian estimator presented in Section 2.4.1 can be analytically solved. 
Suppose that the previous state density is available and defined as a sum of Gaussian densities similar 
to Eq. (2.20): 
 
𝑝(𝒙𝑘−1|𝒚1:𝑘−1) ≈ ∑ 𝜔𝑖,𝑘−1|𝑘−1
𝑛𝑠,𝑘−1|𝑘−1
𝑖=1
𝒩(𝒙𝑘−1 − 𝝁𝑖,𝑘−1|𝑘−1, 𝑷𝝁𝝁,𝑖,𝑘−1|𝑘−1) (2.21) 
As explained in Section 2.4.1, the first step of the filter is to propagate the previous state density 
based on the process noise using Eq. (2.12). The process noise is also a Gaussian mixture given by: 






𝒩(𝒒𝑘 − 𝜽𝑗,𝑘 , 𝑸𝑗,𝑘) (2.22) 
From Eq. (2.18), the process noise is given by: 
 𝒒𝑘 = 𝒙𝑘 − 𝒇𝑘(𝒙𝑘−1) (2.23) 





𝒩(𝒙𝑘 − 𝒇𝑘(𝒙𝑘−1) − 𝜽𝑗,𝑘, 𝑸𝑗,𝑘) (2.24) 
By using Eqs. (2.21) and (2.24) in the Chapman-Komogorov equation given in Eq. (2.12), the following 
result is obtained after simple manipulations: 
 





− 𝜽𝑗,𝑘, 𝑸𝑗,𝑘)𝒩(𝒙𝑘−1|𝑘−1 − 𝝁𝑖,𝑘−1|𝑘−1, 𝑷𝝁𝝁,𝑖,𝑘−1|𝑘−1)𝑑𝒙𝑘−1 
(2.25) 
The integral term of the previous equation can be solved using a local linearization of 𝒇𝑘(𝒙𝑘−1) 
around 𝝁𝑖,𝑘−1|𝑘−1 or the unscented transform. As for the EKF, the first strategy is based on the 
assumption that 𝑷𝒙𝒙,𝑖,𝑘−1|𝑘−1 is small and gives the following prior state density function: 
 






𝑇 + 𝑸𝑗,𝑘) 
(2.26) 
where 𝑭𝑖,𝑘 is the Jacobian of the state equation. This prior state density can be reduced to the more 
convenient formulation: 
 




where 𝑛𝑠,𝑘|𝑘−1 = 𝑛𝑠,𝑘−1|𝑘−1 ∙ 𝑛𝑝. The weights, the means and the covariance matrices of the each 
Gaussian of the mixture are defined as: 
 𝜔𝑙,𝑘|𝑘−1 = 𝜔𝑖,𝑘−1𝛼𝑗,𝑘 
𝝁𝑙,𝑘|𝑘−1 = 𝒇𝑘(𝝁𝑖,𝑘−1|𝑘−1) + 𝜽𝑗,𝑘 
(2.28) 
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𝑷𝝁𝝁,𝑙,𝑘|𝑘−1 = 𝑭𝑖,𝑘𝑷𝝁𝝁,𝑖,𝑘−1|𝑘−1𝑭𝑖,𝑘
𝑇 + 𝑸𝑗,𝑘  
where 𝑙 = 𝑗 + 𝑖 ∙ 𝑛𝑝 and 𝑛𝑠,𝑘|𝑘−1 = 𝑛𝑠,𝑘−1|𝑘−1 ∙ 𝑛𝑝 is the number of Gaussian densities after the 
propagation phase. 
The derivation of the measurement update of the GMF is very similar. Suppose again that the 





𝒩(𝒓𝑘 − 𝝆𝑘,𝑗 , 𝑹𝑘,𝑗) (2.29) 
From Eq.(2.19), the measurement noise is defined as: 
 𝒓𝑘 = 𝒚𝑘 − 𝒉𝑘(𝒙𝑘) (2.30) 





𝒩(𝒚𝑘 − 𝒉𝑘(𝒙𝑘) − 𝝆𝑘,𝑗 , 𝑹𝑘,𝑗) (2.31) 
By subtitling Eq. (2.31) and the prior state density function of Eq. (2.27) in the Bayes’ rule of Eq. 
(2.13), the posterior state density becomes:  
 𝑝(𝒙𝑘|𝒚1:𝑘)
= ∑ ∑𝜔𝑘|𝑘−1,𝑖𝛽𝑘,𝑗







Again, this equation can be solved using several approximations such as the local linearization or the 
unscented transform. Using the EKF strategy which means by linearizing 𝒉𝑘(𝒙𝑘) around 𝝁𝑖,𝑘|𝑘−1, Eq. 
(2.32) is redefined as: 
 
𝑝(𝒙𝑘|𝒚1:𝑘) ≈ ∑ 𝜔𝑖,𝑘|𝑘
𝑛𝑠,𝑘|𝑘
𝑙=1
𝒩(𝒙𝑘 − 𝝁𝑖,𝑘|𝑘 , 𝑷𝝁𝝁,𝑖,𝑘|𝑘) (2.33) 
The posterior mixture weights, means and covariance matrices are respectively given by: 




𝜔𝑘−1|𝑘−1,𝑖𝛽𝑗,𝑘𝑁(𝒚𝑘 − ℎ(𝝁𝑖,𝑘|𝑘−1) − 𝝆𝑗,𝑘 , 𝑺𝑙,𝑘)






𝝁𝑙,𝑘|𝑘 = 𝝁𝑖,𝑘|𝑘−1 + 𝑲𝑙,𝑘(𝒚𝑘 − 𝒉(𝒖𝑖,𝑘|𝑘−1) − 𝝆𝑗,𝑘) 
𝑷𝝁𝝁,𝑙,𝑘|𝑘 = (𝑰 − 𝑲𝑙,𝑘𝑯𝑖,𝑘)𝑷𝝁𝝁,𝑖,𝑘|𝑘−1 
𝑲𝑙,𝑘 = 𝑷𝝁𝝁,𝑖,𝑘|𝑘−1𝑯𝑖,𝑘
𝑇 (𝑯𝑖,𝑘




where 𝑙 = 𝑗 + 𝑖 ∙ 𝑛𝑚, 𝑛𝑠,𝑘|𝑘 = 𝑛𝑠,𝑘|𝑘−1 ∙ 𝑛𝑚 is the number of Gaussian density after the measurement 
update and 𝑯𝑖,𝑘 is the Jabobian of 𝒉(𝑥𝑘) at 𝝁𝑖,𝑘|𝑘−1.  
The GMF can be seen as a bank of filters operating in concert. More precisely, each filter performs 
the time update and the measurement update of one of the Gaussian representations of the state 
vector included in the mixture. The mean of the state vector, denoted 𝒙𝑘 , and its corresponding error 
covariance matrix, denoted 𝑷𝒙𝒙,𝑘|𝑘, is computed by a weighted sum of the mixture components as 
follows: 
 











The weight of each mixture component is established according to its sensitivity to the 
measurements (likelihood of the measurement residue following the measurement covariance). The 
GMF algorithm is summarized in the following figure: 
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Figure 2.24: Gaussian Mixture Filter 
The GMF presents important practical problems. Under Gaussian process and measurement noise, 
the mixture components eventually collapse into one component where all but one component 
becomes with zero weight. This is particularly true when the process noise is high compared to the 
























𝝁𝑙,𝑘|𝑘−1 = 𝝁𝑖,𝑘|𝑘−1 +𝑲𝑙,𝑘(𝒓𝑙,𝑘) 
𝑷𝝁𝝁,𝑙,𝑘|𝑘 = (𝑰 − 𝑲𝑙,𝑘𝑯𝑙,𝑘)𝑷𝝁𝝁,𝒊,𝑘|𝑘−1 
𝜔𝑙,𝑘|𝑘 =
𝜔𝑙,𝑘|𝑘−1𝛽𝑗,𝑘𝒩(𝒓𝑙,𝑘 , 𝑷𝒚𝒚,𝒍,𝑘|𝑘−1)






𝑛𝑠,𝑘|𝑘 = 𝑛𝑠,𝑘|𝑘−1 ∙ 𝑛𝑚 
Measurement Update Phase 
(4) Compute the Jacobians of 𝒉𝑘 at 𝝁𝑘|𝑘−1,𝑖, for 
𝑖 = 1,2,… , 𝑛𝑠,𝑘|𝑘−1: 
(5) Compute the measurement residues, for 𝑖 =
1,2,… , 𝑛𝑠,𝑘|𝑘−1 and 𝑗 = 1,2,… , 𝑛𝑚 : 
where 𝑙 = 𝑖 + 𝑗 ∙ 𝑛𝑚 
(6) Estimate the expected measurement covariance 
matrices and the Kalman gains, for 
𝑖 = 1,2,… , 𝑛𝑠,𝑘|𝑘−1 and 𝑗 = 1,2,… , 𝑛𝑚: 
(7) Update the means, the covariance matrices as well as 
the weights of mixtures, for 𝑖 = 1,2,… , 𝑛𝑠,𝑘|𝑘−1 and 
𝑗 = 1,2, … , 𝑛𝑚 : 



























𝑛𝑠,𝑘|𝑘−1 = 𝑛𝑠,𝑘−1|𝑘−1 ∙ 𝑛𝑝 
Propagation Phase 
(1) Compute the Jacobians of 𝒇𝑘 at 𝝁𝑘−1|𝑘−1,𝑖, for 
𝑖 = 1,2,… , 𝑛𝑠,𝑘−1|𝑘−1: 
(2) Propagate the means, the covariance matrices  and 
the weight sthe mixture, for 𝑖 = 1,2,… , 𝑛𝑠,𝑘−1|𝑘−1 and 
𝑗 = 1,2, … , 𝑛𝑝: 
where 𝑙 = 𝑖 + 𝑗 ∙ 𝑛𝑝. 
(3) Update the number of mixtures: 
𝝁1:𝑛𝑠,𝑘−1|𝑘−1,𝑘−1|𝑘−1,,, 𝑷𝝁𝝁,1:𝑛𝑠,𝑘−1|𝑘−1,𝑘−1|𝑘−1, 
𝜔1:𝑛𝑠,𝑘−1|𝑘−1,𝑘−1|𝑘−1, 𝑛𝑠,𝑘−1|𝑘−1 
𝑝(𝒙) ≈ ∑ 𝜔𝑖
𝑛𝑠,0|0
𝑖=1
𝒩(𝒙 − 𝝁𝑖,0|0, 𝑷𝝁𝝁,𝑖,0|0) 
Initial Conditions 
(0) Consider that the initial mixture of 
the state probability density 𝑝(𝒙0) is 
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measurements and their estimate is dominated by these measurements. In order to address this 
problem, many authors have proposed to approximate the process noise with a sum of Gaussians 
even if it is Gaussian [108]. Doing so, diversity is added at each estimation cycle.  
This brings a second problem. When the process and/or measurement noise are not Gaussian and 
then are approximated by a sum of Gaussian density functions, the number of mixture components 
increases exponentially at each cycle. This issue can be addressed by adding empirical methods 
regulating the number of mixture components [107]. The first method consists in merging similar 
mixture components. To this end, a similarity measure function based on the Mahalanobis distance 








(𝝁𝑖 − 𝝁𝑗) (2.36) 
where 𝝁𝑖  and 𝝁𝑗  are the means, 𝜔𝑖 and 𝜔𝑗 are the weigths, 𝑷𝝁𝝁,𝑖 and 𝑷𝝁𝝁,𝑗 correspond to the 
covariance of the components 𝑖 and 𝑗 respectively. If the distance 𝒅𝑖𝑗  is below a user-defined 
threshold, the components are merged as follows: 
 𝜔𝑚 = ∑ 𝜔𝑙
𝑙={𝑖,𝑗}
 (2.37) 
 𝝁𝑚 = ∑ 𝜔𝑙
𝑙={𝑖,𝑗}









𝑇  (2.39) 
The threshold value is established experimentally in order to maintain a reasonable number of 
mixture components. The second method to regulate the number of components consists in 
removing the components with an insignificant weight. If a mixture component is removed, the 
weights of the remaining components must be renormalized (the sum of the weights must be equal 
to 1). 
2.4.6. Suboptimal Particle Filter 
The particle filter is another solution to address the problem of the non-Gaussian nature of the 
process noise, measurement noise and/or state error density function. It is based on the Monte-Carlo 
Sampling (MCS) and the Sequential Importance Sampling (SIS) principles [109-114]. The key idea 
behind this technique is to represent the probability density function of the states by using a set of 
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random weighted samples. At each time step, the previous state density is augmented (leading to the 
posterior probability density function) using the dynamic model and current measurements. By 




 be a set of 𝑠 random samples and their weights that represents the posterior 
distribution density, denoted 𝑝(𝒙0:𝑘|𝒚1:𝑘). The weights are normalized following ∑ 𝓌𝑖 = 1
𝑠
𝑖=1 . 
Consequently, 𝑝(𝒙0:𝑘|𝒚1:𝑘) can be approximated at time 𝑘 by: 
 




where 𝛿(𝒙) is the Dirac delta function. The choice of the samples and their weight is based on the 
importance of sampling. In order to understand this principle, consider a new distribution density 
𝜋(𝒙0:𝑘|𝒚1:𝑘) such that 𝑝(𝒙0:𝑘|𝒚1:𝑘) is proportional to 𝜋(𝒙0:𝑘|𝒚1:𝑘). The density 𝜋(𝒙0:𝑘|𝒚1:𝑘) can be 
evaluated at some 𝒙0:𝑘,𝑖, but it is difficult to draw samples from it. In addition, let 𝒙0:𝑘,𝑖 with 
𝑖 = 1… 𝑠 be samples that are easily generated from 𝑞(𝒙0:𝑘|𝒚1:𝑘), called the importance density. 






where ∝ means proportional. This result can be formulated recursively. In fact, at each time step, a 
new set of samples, that approximate the posterior density, can be generated from the previous 
state density, denoted 𝑝(𝒙0:𝑘−1|𝒚1:𝑘−1). By factorizing 𝑞(𝒙0:𝑘|𝒚1:𝑘) using the product rule of 
probability: 
 𝑞(𝒙0:𝑘|𝒚1:𝑘) = 𝑞(𝒙𝑘|𝒙0:𝑘−1, 𝒚1:𝑘)𝑞(𝒙0:𝑘−1|𝒚1:𝑘−1) (2.42) 
it becomes clear that a set of random samples that approximates the importance density 
𝒙0:𝑘,𝑖~𝑞(𝒙0:𝑘|𝒚1:𝑘) can be obtained by augmenting each of the existing samples, drawn from the 
previous state distribution 𝒙0:𝑘−1,𝑖~𝑞(𝒙0:𝑘−1|𝒚1:𝑘−1), with a new sample set generated from the 
current state density given the previous states and the measurements 𝒙𝑘,𝑖~𝑞(𝒙𝑘|𝒙0:𝑘−1, 𝒚1:𝑘). In 
order to mathematically describe this process and obtain the weight update scheme, the numerator 
of Eq. (2.41) must be factorized. In fact, the conditional probability 𝑝(𝒙0:𝑘|𝒚1:𝑘) is given as a function 
of 𝑝(𝒙0:𝑘, 𝒚1:𝑘) and 𝑝(𝒚1:𝑘): 




















∝ 𝑝(𝒚𝑘|𝒙𝑘)𝑝(𝒙𝑘|𝒙𝑘−1)𝑝(𝒙0:𝑘−1|𝒚1:𝑘−1) = 𝜋(𝒙0:𝑘,𝑖|𝒚1:𝑘) 
(2.43) 
using the fact that 𝑝(𝒚𝑘|𝒙0:𝑘, 𝒚1:𝑘−1) = 𝑝(𝒚𝑘|𝒙𝑘) and 𝑝(𝒙𝑘|𝒙0:𝑘−1, 𝒚1:𝑘−1) = 𝑝(𝒙𝑘|𝒙𝑘−1) because 
of the Markov system properties. In fact, the states of such system depend only on its previous 










A common choice is to pose 𝑞(𝒙𝑘|𝒙0:𝑘−1, 𝒚1:𝑘) to the prior distribution 𝑝(𝒙𝑘|𝒙𝑘−1) making the 
hypothesis that this distribution is similar to the posterior one. This assumption leads to the following 
and final weight update equation: 
 𝓌𝑘,𝑖 ∝ 𝓌𝑘−1,𝑖𝑝(𝒚𝑘|𝒙𝑘.𝑖) (2.45) 
The following figure summarizes the particle filter algorithm based on the previous derivation: 
CHAPITRE 2: Literature Review 63 
 
 
Figure 2.25: Sample Importance Particle Filter (SIPF) 
This scheme is elegant and easy to implement. However, it suffers from a major problem which is the 
degeneracy [109-114]. This phenomenon occurs after a few iterations, when all but one particle will 
have a negligible weight. At this moment, an important part of processing time is wasted on the 
treatment of samples with almost zero weight and the filter may diverge. The Lui et al. paper [114] 
shows that the importance weight variance is linked with the level of sample degeneracy. It presents 








where 𝓌𝑘,𝑖  is the normalized weights of the particles. It is noted that 𝑠𝑒𝑓𝑓 ≪ 𝑠 indicates a severe 
degeneracy of the sample set. An efficient way to reduce the occurrence of this unavoidable problem 
is the resampling [109-114]. In fact, the key idea is to multiply the number of samples with large 
weight in order to replace those with small weight when the degeneracy of the sample set is 
observed by monitoring the effective sample size. This innovation leads to the first practical 
implementation of the particle filter, known as Sampling Importance Resampling Particle Filter 















Measurement Update Phase 
(3) Update the importance weights, for 𝑖 = 0… 𝑠 − 1: 
(4) Normalize weights, for 𝑖 = 0… 𝑠 − 1: 
𝒙𝑘,𝑖~𝑝(𝒙𝑘|𝒙𝑘−1,𝑖)  
Propagation Phase 
(2) Draw samples from the importance density (chosen 











(0) Draw the initial set of particles, for 
𝑖 = 0…𝑠 − 1, where 𝑠 is the number 
of particles: 
(1) Set the initial weights: 
𝑧−1 
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Figure 2.26: Resampling Example 




 which has uniform 
weight and gives an approximation of the density 𝑝(𝒙𝑘|𝒚𝑘−1) at time 𝑘. The weights of the samples 
are updated according to Eq. (2.45). This operation leads to the particle set defined by {𝒙𝑘,𝑖,𝓌𝑘,𝑖}𝑖=0
𝑠−1
 
which approximates 𝑝(𝒙𝑘|𝒚𝑘). Subsequently, the resampling algorithm multiplies only the fittest 




 with uniform weight that still represents the 





 which approximates the density 𝑝(𝒙𝑘+1|𝒚𝑘). This process is repeated when it is 
necessary, i.e. 𝑠𝑒𝑓𝑓 becomes smaller than a user-defined threshold. The resampling strategy can be 
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Figure 2.27: Resample Algorithm 
This algorithm is used after the last step of the measurement update of the particle filter: 
 
Figure 2.28: Sample Importance Resample Particle Filter (SIRPF) 
{𝒙𝑘,𝑗 ,𝓌𝑘,𝑗}𝑗=0
𝑗=𝑠−1
= 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒 ({𝒙𝑘,𝑖 ,𝓌𝑘,𝑖}𝑖=0
𝑖=𝑠−1
) 
𝑐0 = 0 
𝑐𝑖 = 𝑐𝑖−1 +𝓌𝑘,𝑖  
𝑢0 = 𝕌[0, 𝑠
−1] 
𝑢𝑗 = 𝑢0 + 𝑠
−1(𝑗 − 1) 
(1) Initialize the Cumulative Density Function (CDF): 
(2) Construct the CDF, for 𝑖 = 1…𝑠: 
(3) Draw a starting point from a uniform distribution 
between 0 and 𝑠−1: 
(4) Multiply and delete samples according to their 
weight, for 𝑗 = 1… 𝑠, do the step 5 to 7. 
(5) Move along the CDF: 
(6) While (𝑢𝑗 > 𝑐𝑖), increment 𝑖. 
(7) Set the resampled sample set: 
















= 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒 ({𝒙𝑘,𝑖 ,𝓌𝑘,𝑖}𝑖=0
𝑠−1
) 
Measurement Update Phase 
(3) Update the importance weights, for 𝑖 = 0… 𝑠 − 1: 
(4) Normalize weights, for 𝑖 = 0… 𝑠 − 1: 
(5) Compute 𝑠𝑒𝑓𝑓 using Eq. (2.46) 
(6) If 𝑠𝑒𝑓𝑓 is smaller than a user-defined threshold, 
continue, otherwise terminate the measurement 
update. 
(7) Resample the particles using the algorithm presented 
in Figure 2: 
𝒙𝑘,𝑖~𝑝(𝒙𝑘|𝒙𝑘−1,𝑖)  
Propagation Phase 
(2) Draw samples from the importance density (chosen 











(0) Draw the initial set of particles, for 
𝑖 = 0…𝑠 − 1, where 𝑠 is the number 
of particles: 
(1) Set the initial weights: 
𝑧−1 
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Although the resampling strategy provides an efficient strategy to reduce the effect of the 
degeneracy, it introduces another problem. The particles with high weights are selected and 
multiplied many times. This reality leads to the loss of sample diversity, also named sample 
impoverishment, and degrades the quality of the estimation (the posterior will be poorly 
approximated). With small process noise, this phenomenon may eventually leads to the collapsing of 
all particles into a single point. This problem can be also explained by the fact that samples are 
resampled using a discrete approximation of the distribution rather than a continuous one. Based on 
that fact, a modified particle filter, named the Regularized Particle Filter (RPF) was proposed [109, 
110] as a solution to impoverishment. The RPF is identical to the SIRPF, except a minor modification 
in the resampling step. In fact, the RPF resample algorithm is based on a continuous approximation of 
the posterior density given by: 
 














where 𝑛𝑥 is the dimension of the state vector, ℎ > 0 is the kernel bandwidth and 𝓌𝑘,𝑖 with 
𝑖 = 0… 𝑠 − 1 are the normalized weights. The following figure compares the discrete and the 
continuous approximation of the posterior density:  
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 (a) (b) 
Figure 2.29: Regularization of Discrete Approximation of a Density Function (a) Discrete Approximation 
(b) Regularized Approximation 
This kernel is chosen to minimize the Mean Integrated Square Error (MISE) between the true 
posterior density and its corresponding regularized representation shown in Eq. (2.47). In the special 








    
if ‖𝒙‖ < 1
otherwise
 (2.49) 
where 𝑐𝑛𝑥 is the volume of the unit hypersphere in ℝ
𝑛𝑥. Furthermore, when the underlying density is 












Although the results shown in Eqs. (2.49) and (2.50) are optimal only for uniform weight and Gaussian 
density, they can be used in the general case to obtain a suboptimal filter. By integrating this 
algorithm to the SIRPF, the RPF is obtained: 





















𝐾ℎ(𝒙𝑘 − 𝒙𝑘,𝑖) 
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Figure 2.30: Regularized Particle Filter 
With a sufficient number of particles, this algorithm surpasses, in a major part of the cases, the 
estimation accuracy of EKF and UKF. However, the major drawback of the PF is that it needs many 
particles (a few to several thousands, increasing with the state-space dimension) to reach satisfactory 
estimation performance. This reality limits its real-time application on low-dimensional dynamic 














𝑺𝒙𝒙,𝑘 = √𝑷𝒙𝒙,𝑘 
{𝒙𝑘,𝑗 ,𝓌𝑘,𝑗}𝑗=0
𝑠−1
= 𝑟𝑒𝑠𝑎𝑚𝑝𝑙𝑒 ({𝒙𝑘,𝑖 ,𝓌𝑘,𝑖}𝑖=0
𝑠−1
) 
Measurement Update Phase 
(3) Update the importance weights, for 𝑖 = 0… 𝑠 − 1: 
(4) Normalize weights, for 𝑖 = 0… 𝑠 − 1: 
(5) Compute 𝑠𝑒𝑓𝑓 using Eq. (2.46) 
(6) If 𝑠𝑒𝑓𝑓 is smaller than a user-defined threshold, 
continue, otherwise terminate the measurement 
update. 




(8) Compute the square-root of the empirical 
covariance: 
(9) Resample the particles using the algorithm 
presented in Figure 2: 
(10) Apply the regularization, for 𝑗 = 0… 𝑠 − 1, do the 
step 11 to 12. 
(11) Draw 𝜖𝑗~𝐾𝑜𝑝𝑡(𝒙) from the Epanechnikov kernel 
defined in Eq. (2.48). 
(12) Compute 𝒙𝑘,𝑗
∗ = 𝒙𝑘,𝑗 + ℎ𝑜𝑝𝑡𝑺𝑘𝜖𝑗, where ℎ𝑜𝑝𝑡 is 
given by Eq. (2.50). 
𝒙𝑘,𝑖~𝑝(𝒙𝑘|𝒙𝑘−1,𝑖)  
Propagation Phase 
(2) Draw samples from the importance density (chosen 











(0) Draw the initial set of particles, for 
𝑖 = 0…𝑠 − 1, where 𝑠 is the number 
of particles: 
(1) Set the initial weights: 
𝑧−1 
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2.4.7. Suboptimal Receding-Horizon Estimator 
The Receding-Horizon Estimator (RHE) estimates the state variables of a nonlinear system over a 
user-defined horizon considering inequality constraints on state variables and/or disturbance noise 
density [115]. These constraints possess additional insights that could increase the estimation 
accuracy and/or convergence rate of the filter. In order to explain the operation of the RHE, the 
standard estimation problem must be reformulated as an optimization problem with the goal of 
finding the most likely values of the states 𝒙0:𝑘 given the measurements 𝒚1:𝑘. By using the Maximum 
A Posterirori (MAP) criterion [118], this optimization problem can be described mathematically as: 
 {𝒙0:𝑘} = arg max
{𝒙0,…𝒙𝑘 }
𝑝(𝒙0:𝑘|𝒚1:𝑘) (2.51) 






Using the previous equation and knowing that 𝑝(𝒚1:𝑘) is a normalization constant, Eq. (2.51) 
becomes: 
















+ ln 𝑝(𝒙0))  
(2.53) 
By approximating all densities to Gaussian and considering that the measurements and the process 
noise signals are additive, Eq. (2.53) can be rewritten as: 
 
{𝒙0:𝑘} = arg min
{𝒙0,…𝒙𝑘 }




















2 = 𝒂𝑇𝑾𝒂. More generally, this result has the form of: 
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+ 𝛤(𝒙0)) (2.55) 
It is obvious that this estimation problem has a structure to add constraints. Indeed, the optimization 
of Eq. (2.55) can be enforced by user-defined constraints such as 𝒒𝑖𝜖𝓠𝑖, 𝒓𝑖𝜖𝓡𝑖, for 𝑖 = 0…𝑘 − 1 and 
𝒙𝑖𝜖𝓧𝑖, for 𝑖 = 0…𝑘. For linear and unconstrained problems, its solution leads to the optimal linear 
Kalman filter. For other cases, its solution is not analytic and the problem complexity grows at least 
linearly with the time 𝑘. In order to reduce the computation cost with increasing 𝑘, this optimisation 
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and 𝒛 = 𝒙𝑘−𝑁. This problem is still subject to the system dynamics and the user-defined constraints 
are now defined by 𝒒𝑖𝜖𝓠𝑖, 𝒓𝑖𝜖𝓡𝑖, for 𝑖 = 𝑘 − 𝑁…𝑘 − 1 and 𝒙𝑖𝜖𝓧𝑖, for 𝑖 = 𝑘 − 𝑁…𝑘. The minimal 
arrival cost is obtained from the optimal estimate of 𝒙𝑘−𝑁. Considering that 𝑍𝑘−𝑁(𝒛) is known or 
computable at each time step, the problem is simplified to a finite horizon constrained optimization 
program. More precisely, as new measurements become available, the old measurements are 
discarded from the estimation window and the finite horizon state estimation problem is resolved to 
obtain a new estimate of the states. As explained previously, the optimal arrival cost cannot be 
computed for constrained nonlinear system. The key idea is to approximate it with an EKF or other 
estimation algorithm and neglect the constraints before time 𝑘 − 𝑁. This estimated arrival cost is 
then given as: 
 ?̂?𝑘−𝑁(𝒛) = ‖𝒛 − 𝒙𝑘−𝑁‖𝑷𝑘−𝑁
−1
2 + ?̂?𝑘−𝑁 (2.58) 
The RHE has two main disadvantages. The first one is that it relies on Gaussian approximation of the 
state and noise densities. As mentioned in the previous section, this assumption is not always valid. 
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The second one is that the RHE requires the use of highly complex optimization nonlinear algorithms. 
This limits its utilisation on small and/or slow systems. However, it allows the specification of 
constraints on the states and/or noise sources. It is also compatible with nonlinear systems. 
2.4.8. Dealing With Measurement Delay 
The fusing of delayed measurements with current best estimation of a system states must be done 
with a mathematically coherent approach. The following figure illustrates a system with multiple 
sensors which some introduce measurement delays: 
 
Figure 2.31: System With Delayed Measurements 
At time 𝑘, this system receives two kinds of measurements: non-delayed measurements, ?̃?𝑘, which 
are related to the current system states 𝒙𝑘 and delayed measurements, ?̃?𝑘
∗ , corresponding to the 
system states at time 𝑙 = 𝑘 − 𝑑, where 𝑑 is the measurement delay of the sensors. From an 
estimation point of view, the measurement ?̃?𝑘
∗  should be fused at time 𝑙, causing a correction to the 
states ?̂?𝑙 and a decrease of its covariance. The non-delayed measurements acquired in the interval 𝑙 
to 𝑘 is fused non optimally if ?̃?𝑘
∗  is omitted and updated later in time. 
To address this problem, the first method, presented in [103] consists in simply neglecting the delay 
by performing a normal measurement update when the measurements become available. This 
method is obviously sub-optimal and may lead to filter divergence if the delay is large. 
The second technique, summarized in [103], is to recompute the whole estimated state trajectory 
during the delayed period. This requires the saving of all measurements (delayed and not delayed) 
during the complete latency duration as well as the estimated state vector and its covariance when 
the delayed measurements are acquired. When the delayed measurements are available, the state 
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optimal estimation, this technique is practically never used because it requires a lot of computational 
power and memory particularly if the delay is large. 
The third method uses extrapolation of the delayed measurement from time 𝑙 to 𝑘. In order words, 
this approach makes that the measurements related to states at time 𝑙 will corresponds to the states 
at time 𝑘 after the extrapolation. This technique is often used due to its simplicity. However it is sub-
optimal because it introduces very difficult-to-estimate extrapolation noise in the measurements and 
the update is performed at the wrong time (the fact that the measurement is available earlier in time 
is neglected and may decrease the estimation accuracy).  
The fourth technique is adapted for the KF and the EKF. It is presented in [103]. This technique can be 
presented considering the following linear dynamic model (for simplicity, but the technique can be 
extended to nonlinear model with local linearization): 
 𝒙𝑘 = 𝑨𝑘𝒙𝑘−1 (2.59) 
 𝒚𝑘 = 𝑪𝑘𝒙𝑘 (2.60) 
The states corresponding to the latency-lagged measurements, denoted 𝒙𝑙, must be stored in a 
buffer and when the lagged measurement ?̃?𝑘
∗  become available, the filter is updated by computing 
the residue as follows: 
 𝒓𝑘 = ?̃?𝑘
∗ − 𝑪𝑙𝒙𝑙  (2.61) 
Since the correct innovation is fused with the wrong estimated states, the filter is sub-optimal and 
comparable with the third technique, but performs better than the first approach. The performance 
of this method was improved by [119]. In fact, these papers present a solution, named the Larsen’s 
method, which addresses the sub-optimality fusion problem. However, the sensitive matrix 𝑪𝑙 and 
the measurements noise covariance matrix 𝑹𝑙 must be known when the delayed measurement is 
acquired (it is often the case). If these requirements are met, the covariance of the filter can be 
update at the time 𝑙 as if the measurement ?̃?𝑘
∗  is already available. By doing that, the states of the 
filter can be easily updated using the following equation when ?̃?𝑘
∗  become available: 
 𝒙𝑘|𝑘 = 𝒙𝑘|𝑘−1 +𝑴𝑲𝑙(?̃?𝑘
∗ − 𝑪𝑙𝒙𝑙) (2.62) 
where 𝑴 is given by: 
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where 𝑲𝑖 is the Kalman gain computed to perform the updates of non-delayed measurements 
occurred in the time interval 𝑙 to 𝑘. This improvement still has a small problem: the state covariance 
is wrong and non-delayed measurement fusions are sub-optimal during the interval 𝑙 to 𝑘 (the state 
covariance has been updated following the delayed measurement but not the states). To avoid this 
problem, the author of [119] proposes the utilisation of two filters in parallel. The first filter works as 
presented previously and provides an optimal estimate only at time 𝑘, when the delayed 
measurements become available. Between the time 𝑙 and 𝑘, the optimal estimate is provided by a 
second filter which does not consider the delayed measurement. At time 𝑘, the optimally fused 
delayed measurement state estimate of the first filter and its covariance are used to reinitialize the 
second filter. This strategy, called the Larsen’s modified two-filters method, makes that optimal 
estimate is available at all time at the cost of the computational complexity. 
The fifth technique consists in augmenting the state vector of the navigation filter with past state 
variables fixed in time and corresponding to the time at which the delayed measurement has been 
acquired [8]. Only the cross covariance between these augmented state variables and the current 
state variables evolves. When the delayed measurement becomes available, these past state 
variables are used in the measurement update instead of the current states. In other words, the 
measurement model becomes a function of the past state variables. Updating these past state 
variables indirectly corrects the estimation of the current states through the cross covariance. This 
technique keeps the estimation optimal. However, it cannot work when the time at which the 
measurement has been taken is known a posteriori. In fact, the measurement delay is often known 
only when the measurement is available using its timestamp. In this case, it is too late to save the 
states and their corresponding covariance at the time of the measurement. A typical application in 
which this approach could be used is mainly when the measurement is triggered by the navigation 
software. In addition to starting the acquisition of the measurement, the trigger signal starts, at the 
same time, the state augmentation operation. Another limitation of this technique is that it requires 
the augmentation of the state vector for each delayed measurements, which might result in a 
computationally intensive filter.  
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2.4.9. Dealing With Measurement Outliers 
In practice, sensors can momentarily provide abnormal measurements due to failure or sporadic 
malfunctions. These outliers degrade the accuracy of the estimation. A simple solution consists in 
rejecting the measurements that have cumulative probability lower or higher than a user defined 
percentage. The cumulative distribution of the measurement is given by:  
 




where 𝑝(𝒚𝑘|𝒚1:𝑘−1) is the probability density function of the measurements estimated by the state 
estimator. As an example, suppose the measurements are the samples of a one-dimensional random 
variable characterized by the probability density and the cumulative distribution shown in Figure 
2.32: 
 
 (a) (b) 
Figure 2.32: Example of Probability Density (a) and Cumulative 
Distribution (b) for a One-Dimensional Random Variable 
One can establish that outlier corresponds to a measurement with a cumulative probability lower 
than 5 % and higher than 95 %. Consequently, if at given instant, the measurement is -3, it is 
considered as an outlier since the probability of having a measurement with a lower value is only 4 %.  
This outlier rejection strategy requires the computation of the cumulative distribution of the 
measurement. When 𝑝(𝒚𝑘|𝒚1:𝑘−1) is Gaussian as it is assumed for the KF, the outlier detection is 
done by verifying if the Mahalanobis distance of the measurement residue is higher that a threshold 
[120]: 
 𝒓𝑇𝑷𝑦𝑦,𝑘
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where 𝒓 = ?̃?𝑘 − ?̂?𝑘  and the threshold 𝛾 is determined by the inverse of the Chi-square cumulative 
distribution with 𝑛𝑦 degree-of-freedom for a user-defined probability. Typically, 𝛾 is computed offline 
since the inverse of the Chi-square cumulative distribution is not analytic. For other filtering method, 
where the measurement PDF is not specifically Gaussian, such as the PF, the cumulative distribution 
of the measurement must be approximated numerically [121]. 
In the majority of the cases, this outlier rejection approach is sufficient. However, it lacks robustness 
when the measurements are contaminated by several outliers. Two phenomena can occur [120]: 
Masking effect: Occurs when outliers are not detected given previous outliers that also were not 
detected. In other words, a cluster of not detected outliers skews the mean and the covariance of the 
estimation toward it in a way that the next outliers are not detected given the small Mahalanobis 
distance of their residue. 
Swapping effect: Occurs when inliers are considered as outliers given previous not detected outliers. 
Namely, a cluster of not detected outliers skews the mean and the covariance of the estimation 
toward it in a way that the next inliers are considered as outliers given the large Mahalanobis 
distance of their residue. 
Many authors have proposed various formulation of the KF robust to outliers and taking the masking 
and swapping effects into account. Most of them weight the covariance of the measurement noise 
according to the likelihood of the measurements so the measurements that are likely outliers have 
less impact on the estimation than the inliers [122, 123]. 
2.4.10. Implementation Architectures 
The implementation architecture of the state estimators is a critical aspect in the design of a 
navigation system since it defines its reusability for different applications and its robustness to 
failure. It also plays an important role on its computational efficiency. In the literature, several 
architectures are proposed, but they all fall in the following four categories. 
The first one is the centralized architecture, which consists in performing a single measurement 
update operation to fuse all the sensor measurements. This architecture implements directly the 
filter algorithms presented above. 
The second category regroups the sequential architecture [84] which consists in fusing statistically-
independent sensor measurements using separate measurement update operations. Each 
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measurement update uses the estimated state vector and its error covariance matrix computed at 
the previous step. The result is passed to the next measurement update and so on until all sensors 
are processed. This approach is mathematically equivalent to the centralized architecture. 
The third one is a decoupled architecture [77] where the state vector is split in parts and each part is 
estimated by a filter. If needed, the estimate of each filter is exchanged and considered as an 
uncertain parameter for the others. 
The fourth one is the decentralized architecture. It consists in estimating the same state vector using 
several filters fusing different sensors. Information between the filter is exchanged to keep their state 
vector synchronized. Two synchronization techniques are described in the literature: the pseudo 
measurement synchronization, also called Federated Kalman Filter (FKF) [124-129], and the state and 
covariance error information [130].  
Chapter 8 presents the filter implementation strategies with more details. 
2.5. Vision-Based State Estimation 
The Vision-Based State Estimators (VBSE) is a class of estimation filter based on the algorithms 
presented in Section 2.4 and formulated to use real-time optical information in addition to more 
conventional measurements. For planetary landing missions, the vast majority of the papers use EKF 
[10, 76] while some others base their design on SPKF [131]. All designs use the optical measurements 
to improve inertial-measurement only navigation. In addition, the filter algorithms are often 
formulated to solve a joint estimation problem. More precisely, the states of the filter describe not 
only the attitude and position of the spacecraft, but also the inertial measurement biases as it is 
shown in the following state vector: 







where 𝒒𝐵𝑃 is the quaternion that characterizes the orientation of the spacecraft body frame 
relatively to the planet frame, 𝒗𝑆𝑐
𝑃  and 𝒑
𝑆𝑐
𝑝  are respectively the velocity and the position of the 
spacecraft in the planet frame, 𝒃𝜔
𝐵  and 𝒃𝑎
𝐵 are respectively the biases of the gyroscope and of the 
accelerometer (slow varying measurement offset which affect all inertial measurement instruments). 
The time update of the filter is achieved by propagating the spacecraft attitude quaternion and 
velocity using the bias-corrected gyroscope and accelerometer measurements. 
CHAPITRE 2: Literature Review 77 
 
As explained in Chapter 1, there are two categories of optical measurements: absolute and relative. 
From the filter point of view, there are two main differences between absolute and relative features. 
First, in addition to their image coordinates, the planet-surface position of the absolute features is 
available. This information is uncorrelated with the states of the spacecraft and brings the 
observability of the position states. Second, the image coordinates of the relative features are 
available for at least two images taken at different time instants. The most widespread measurement 
update strategies using these two types of measurements are summarized in the following 
paragraphs. 
2.5.1. Absolute Optical Measurement Update 
The most widespread strategies to fuse feature information, with a priori knowledge of their surface 
position, consist in using the camera pinhole projection [132]. The pinhole projection is illustrated in 
the figure below. 
 
Figure 2.33: Camera Pin-Hole Projection 
This projection describes the relation between the normalized image coordinates 𝒖𝑖  of the feature 𝑖 
and its three-dimensional position on the surface using the position of the projection center and the 
orientation of the camera. Assuming that the camera frame is centered on the projection center of 
the camera and that the boresight of the camera is aligned with the z-axis of its frame, the pin-hole 
projection model can be simply seen as the 𝑥 and 𝑦 components of the vector between the feature 
position and the position of the camera projection center expressed in the camera frame divided by 
the 𝑧 component of the same vector. The z component of this vector is often referred to as the depth 
of the feature. The relation between the normalized image coordinates of the feature and its 
coordinates in pixel is obtained from the intrinsic parameters (focal distance and coordinates of the 





Image plane of 
the camera
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projection center) as well as the lens distortion coefficients. Please refer to Chapter 4 for more details 
about this. The vector 𝒗𝑖
𝐶  = [𝒖𝑖 , 1]
𝑇, called homogenous coordinates of the feature, corresponds to 
the position of the feature projected onto the image plane with respect to the camera projection 
center expressed in the camera frame. This vector can be used to get the direction of the feature in 
the camera frame. The product between the homogenous coordinates of the feature and its depth 
gives its three-dimensional position on the surface expressed in the camera frame.  









𝐶 + 𝜼𝐴𝑏𝑠,𝑖  
(2.67) 
where ?̃?𝑖  is the measurement of the feature 𝑖 in normalized-image coordinates, 𝜼𝐴𝑏𝑠,𝑖 is the feature 
measurement noise, 𝒑𝐹𝑒𝑎𝑖




𝐵 ] (2.68) 




𝑃  is the component of the vector defined between the three-dimensional position of 
the feature and the vehicle position expressed in the planet frame. The absolute optical 
measurement model often includes the surface position error of the feature also known as map-tie 
error as well as the misalignment of the camera (due to vehicle vibration or elastoplastic 
deformation) [8]. 
A second technique consists in computing the pose of the spacecraft from multiple feature 
observations using a state-of-the-art optimization algorithm. At least two and three observations are 
respectively required to compute the position and the 6-DOF pose of the vehicle. This computed 
spacecraft pose, not correlated with the estimated states of the spacecraft, is then used in the 
measurement update of the filter. 
2.5.2. Relative Optical Measurement Update 
In the literature, the strategies used to fuse the relative optical measurement can be organized into 
two categories. 
The first solution is to augment the state vector of the estimator with the line of sight to each tracked 
feature [133]. Then, the goal is to estimate these quantities from the measurements of their position 
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in normalized image coordinates through a sequence of images. The feature states are propagated by 
the following equation: 
 ?̇?𝑖
𝑃 = −𝒗𝑆𝑐
𝑃  (2.69) 
where 𝒗𝑆𝑐
𝑃  is the estimated spacecraft velocity in the planet frame. The measurement model of Eq. 
(2.67) is used with the states 𝒍𝑖
𝑃 for the update phase. The advantages of this technique are: the 
estimated position of the features can be used for Hazard Detection (HD), the measurement update 
of the filter is straight forward, each measurement can be treated sequentially, the measurement 
model is simple and is the same as the one used to process the absolute optical measurements. 
However, the size of the state vector increases with the number of tracked features. The estimation 
algorithm must manage the lost and the appearance of tracked features (track that disappears must 
be replaced by new track which needs to be initialized using empirical and complex methods). The 
measurement delays introduced by the image processing algorithm are not intrinsically managed. 
This means that techniques similar to that introduced in Section 2.4.9 must be implemented which 
require additional computation power. 
The second method, proposed by [8, 43, 134], reduces the computational power associated with the 
state augmentation related to the estimation of the position of each tracked feature. Every time an 
image is taken from the camera, the state vector is augmented with a copy of the current spacecraft 
poses (position and attitude). Only a fixed number of past spacecraft poses are kept. The new one 
replaces the older. These augmented states are fixed in time and only their cross covariance with the 
current spacecraft states changes. This state augmentation approach is very similar to the one used 
for delay recovery, but instead of keeping only the states corresponding to the last measurement, a 
history of past vehicle poses corresponding to several past relative optical measurements is 
maintained in the state vector. When the track of a given feature is lost, the past spacecraft poses at 
which this feature has been seen and the correspoding image coordinates of the feature are used to 
compute its position in the planet frame. The surface position of a given feature can be estimated 
from at least two observations of this feature at two different known locations. However, it is 
preferable to have more observations in order to get a more accurate result. This estimation is done 
by a specialized optimization algorithm outside of the navigation filter. The estimated surface 
position of the feature is then used to update all past time-fixed spacecraft poses with the 
measurement model of Eq. (2.67). However, the estimated feature position is strongly correlated 
with the states of the filter. The measurement residue is then decorrelated using a technique 
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involving the left null space of the Jacobian of the measurement model relative to 𝒑𝐹𝑒𝑎𝑖
𝑃 . The 
complete derivation of this approach is presented in Chapter 8. One major advantage of this 
approach is that the image processing delay is intrinsically managed, because updates always apply 
on past states of the spacecraft (augmented part of the state vector). In addition, the size of the state 
vector is independent from the number of tracked features. The measurement model is the same as 
the one used for absolute optical measurements. However, the need to compute a null space of a 
matrix at each update to decorrelate the measurements from the spacecraft states requires a high 
computational power. The update can occur only when a track is lost or when the track is long 
enough to compute the surface position of the feature. In addition, the update cannot be done 
sequentially for each measurement, but in batch for all the measurements of a given feature track. 
Finally, it requires the use of a computationally complex optimization algorithm to compute the 
feature position from past spacecraft pose and feature track measurements. 
2.6. Summary 
This chapter has presented the state-the-art lunar landing mission scenarios. It also described the 
most common image processing algorithms for both absolute and relative navigation. It presented 
many estimation algorithms such as the LKF, EKF, SPF, GMF, PF, RHE and their variations. Delay 
recovery techniques, estimator implementation strategies as well as measurement outlier detection 
have been introduced. Finally, the particular case of estimating the states of a vehicle from optical 
measurements has been discussed.  
 CHAPTER 3 
3. Problem Definition, Objectives, Hypotheses and Methodology 
This chapter describes the major problems and shortcomings of currently available vision-based 
navigation systems. This is followed by a description of the research objectives. The chapter ends 
with an overview of the methodology. 
3.1. Problem Definition 
This research project focuses on the following problem: the IMU-only measurements cannot answer 
to the need for highly accurate navigation of the future lunar landing missions. The position and the 
velocity accuracies of such navigation system are respectively in the order of 50 km and 5 m/s. Some 
mission scenarios need a horizontal position accuracy of 100 m (3𝜎) as well as a horizontal and 
vertical velocity accuracy of 0.25 m/s (3𝜎) at landing [21]. 
The use of optical measurements, particularity the absolute ones, is then a promising avenue to fulfill 
these challenging requirements. However, vision-based absolute navigation techniques are not flight 
ready and many questions are still open for research. As a matter of fact, the candidate has identified 
many problems from the literature review presented in Chapter 2. These problems are related to the 
mission scenarios, to the image processing software, to the vision-based state-estimation filter and to 
the system validation. Each of these problems is summarized in the following paragraphs. 
3.1.1. Mission Scenarios Problems 
Many aspects of the mission scenario for lunar pin-point landing (landing with a subkilometer 
horizontal landing accuracy) are still open design issues. In fact, the minimum set of sensors to fulfill 
the previously-cited navigation requirements has to be established. More precisely, the necessity of 
altimeter and/or star-tracker in addition of the vision measurements must be addressed. 
Furthermore, the time frame in which the sensors are used during the mission is not yet determined. 
In addition of having a significant impact on the navigation accuracy, the sensor usage sequence 
influences other aspects of the mission. For instance, the time frame in which the absolute optical 
measurements are used will determine the amount of memory required to store the geo-referenced 
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feature database (the features of a large part of the lunar surface would need to be stored on-board 
if the absolute optical measurements are used during the entire landing sequence). Furthermore, the 
camera embedded on the spacecraft has to be defined in terms of lens characteristics, image sensor 
characteristics as well as its mounting orientation on the spacecraft. The purpose here is not to 
design a particular mission or a particular camera, but to define the parameter space that influences 
the design and to identify the critical areas where the design margins are constrained. 
3.1.2. Image Processing Software Problems 
The robustness of the image processing algorithm is an important issue that must be addressed. In 
fact, the global-feature techniques are robust to illumination changes, but are sensitive to noise and 
to the characteristics of the terrain (geographic phenomena similar such as craters, old crater edges 
and craters inside another). In contrast, the local-feature techniques are sensitive to illumination 
changes between the camera images and the geo-referenced map, but they can be used over a larger 
variety of terrains. In addition, features matching algorithms that are robust to spacecraft altitude 
and attitude are not yet fully developed and validated in a representative environment. The accuracy 
of the feature detection is another aspect where there is room for improvements. It is critical for the 
mission success since it has a direct impact on the vehicle state estimation accuracy. Finally, most of 
the image processing algorithms are still too complex to implement them in a space mission and 
require high computational power (typically not available on-board spacecraft). The consequences 
are that all of the state-of-the art approaches are not ready to be used in a high-reliability and high-
cost space mission. 
3.1.3. Vision-Based State Estimation Problems 
The vision-based state estimator also raises many questions. Despite the fact that many authors 
propose to use an Extended Kalman Filter (EKF), the best choice for navigation filter has to be 
consolidated and justified. The computational complexity of the relative optical measurement update 
must be addressed and it is not clear what could be the best method to fuse absolute optical 
measurements. In addition, the most efficient way to deal with the measurement delays must be 
determined. The estimator must be able to fuse many kinds of sensors using a robust and flexible 
architecture. In fact, many implementations of vision-based estimator require an augmentation of 
the state vector for the only purpose of the state update with the optical measurements. This 
complicates the integration of the technology to already-developed and well-proven inertial 
navigation systems. The architecture must support the addition or the withdrawal of sensors 
CHAPITRE 3: Problem Definition, Objectives, Hypotheses and Methodology 83 
 
according to the needs of the mission without a complete redesign of the navigation software. It 
must also be able to efficiently deal with sensors running at various rates, with sensors that are 
enabled only during a given time interval during the mission and with sensor failures. 
3.1.4. Navigation System Validation Problems 
The validation and the performance assessment of vision-based navigation algorithms are very 
challenging issues. On the one hand, numerical simulations are not fully able to demonstrate the 
performance of the navigation system in a representative environment. In fact, complex phenomena 
are often difficult to model with a sufficient level of accuracy. For instance, the generation of realistic 
camera images based on the surface topographic, the surface albedo, the illumination conditions, the 
lens characteristics and the image sensor characteristics are very complex to simulate. In addition, 
many models require an enormous computational burden preventing the execution of simulations in 
a reasonable amount of time. On the other hand, the full scale-demonstration using an Earth-analog 
spacecraft is too expensive. The validation of vision-based navigation system is a critical element to 
resolve in order to propose their use for the next planetary exploration missions. At the time these 
lines were written and to the best knowledge of the candidate, no publication presenting the end-to-
end and high-fidelity validation of a vision-based navigation system with synthetic image generation 
is available. On top of that, no real-time validation of absolute navigation with hardware in the loop 
has been performed. 
3.2. Objectives 
The main objective of this research project consists in developing and validating an autonomous 
vision-based navigation technique based on both absolute and relative optical measurements 
enabling pin-point lunar landing capabilities. In order to successfully reach this main objective, four 
secondary objectives have been established and are described next. 
3.2.1. Mission Definition Objectives 
The mission definition objective is to define a vision-based navigation scenario compatible with lunar 
landing mission constraints and accuracy requirements. 
3.2.2. Image Processing Objectives 
This research has two objectives related to the image processing. The first one is to develop an 
innovative image processing software for absolute navigation fulfilling the following requirements: 
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 is robust to varying illumination conditions (light elevation from 2.5 to 45 deg), view angles 
(nadir to 45 deg), motion blur, image noise (signal-to-noise ratio higher than 10)  
 works with various terrain characteristics; 
 detects the feature with an accuracy of the order of one pixel; 
 is able to work with incomplete database or low feature detection rate; 
 has low computational complexity so it can fit on space-qualified computers. 
The second image processing objective consists in developing an innovative image processing for 
relative navigation using the following criteria: 
 provides sub-pixel accuracy tracking; 
 is robust to relatively large displacement between consecutive images; 
 has low computational complexity. 
3.2.3. Vision-Based State Estimation Objectives 
The vision-based state estimation objective is to develop an innovative vision-based state estimator 
with the following characteristics: 
 has low computational complexity; 
 has a modular and flexible design for it can be integrated to already developed and proven 
inertial navigation system; 
 is robust to sensor outages and outliers; 
 is able to deal with measurement delays. 
3.2.4. Navigation System Validation Objectives 
The first navigation system validation objective is to validate the navigation system with end-to-end, 
closed-loop and high-fidelity computer-based simulations. The second one is the validation of the 
navigation system in real time with flight-like hardware (camera, IMU and computer). 
3.3. Hypotheses 
The conceptual overview of the navigation system proposed by the candidate is illustrated in the 
following figure: 
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Figure 3.1: Overview of the Navigation System 
It fuses the information from an inertial measurement unit, a camera, a star tracker and an altimeter. 
The inertial measurement unit provides high-rate angular rate and acceleration measurements of the 
vehicle. The inertial measurement unit is used during the entire mission. It allows the propagation of 
the vehicle states between the low-rate measurements provided by others sensors. The camera 
provides images of the lunar surface in real time. These images are processed to extract both 
absolute and relative optical measurements. The absolute optical measurements are critical to get an 
accurate estimate of the spacecraft position and to achieve pin-point landing accuracy. These 
measurements are used from the middle of the descent orbit until the camera image resolution 
becomes too high compared to that of the images used to build the on-board database. The relative 
optical measurements bring an accurate estimation of the velocity at low altitude. Good velocity 
knowledge is crucial to ensure a soft landing. It is preferable to start the relative navigation with a 
good altitude knowledge, otherwise the filter might diverge (the magnitude of the velocity is not 
observable from feature tracks without a good altitude knowledge). Consequently, it is used after the 
convergence of the estimator using the absolute optical measurements. The star tracker increases 
significantly the attitude estimation accuracy. It is used only when the sensor is oriented toward deep 
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space and when the main engines are not used (thrusters induce vibrations that perturb its 
operation). Better attitude knowledge has a positive impact on the accuracy of the velocity and the 
position estimation brought by the optical measurements. It also improves the accuracy of the 
propagation of the translational states of the vehicle. The altimeter measures the altitude of the 
spacecraft with respect to the surface. It is enabled as soon as the vehicle altitude becomes 
compatible with its operating range. It increases the accuracy of the vehicle altitude knowledge 
required for proximity operations and soft landing. It also increases the observability of the vehicle 
velocity through the relative optical measurements. A more detailed analysis of the sensor enabling 
sequence and sensor characteristics is presented in Chapter 4. 
Since the lunar surface is covered with well-shaped craters, the candidate proposes to use crater 
detection and matching techniques for absolute navigation. The detection algorithm uses image 
segmentation techniques. The matching of the detected craters with those in the database is done 
using a stochastic approach. The derivation of the proposed crater detection and matching algorithm 
is presented in Chapter 5. The proposed image processing software for relative navigation consists in 
tracking Harris corner using differential optical-flow estimation method. More details are given in 
Chapter 6. 
The information provided by the sensors is fused using a vision-based estimator. The vision-based 
estimator is implemented using the EKF algorithm. This choice is based on an extensive study of the 
state-of-the-art estimation techniques. In Chapter 7, each estimation technique presented in the 
literature review is implemented and analysed using a range and bearing tracking system as an 
example. The absolute optical measurements are fused using the so-called tight and loose coupling 
approaches (discussed in Chapter 8). Three approaches are investigated to process the relative 
optical measurements: pseudo absolute measurements, feature position estimation and epipolar 
constraint. The star-tracker measurement update uses directly the measured attitude quaternion 
while the altimeter measurements are processed using a method based on the surface mean plane. 
The filter implements two sophisticated measurement delay-recovery methods: state augmentation 
and tightly integrated state back propagation. The complete derivation of the proposed vision-based 
state estimator is presented in Chapter 8. The attitude estimation is decoupled from the translational 
state estimation. The attitude filter uses only the measurements from the gyroscope and the star-
tracker while the translational filter fuses the accelerometer, the optical and altimeter 
measurements. The estimated states of these filters are exchanged and considered as uncertain 
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parameters by the other. The translation filter is implemented following a decentralized architecture 
i.e. that the translational states of the spacecraft are estimated in two separated filters. Information 
is exchanged between them in order to keep their estimation synchronized. One of the translational 
filters fuses the optical measurements while the second fuses the altimeter measurements. The 
attitude filter as well as both translational filters process statistically independent measurements 
sequentially. The implementation architectures of state estimators are described in more details in 
Chapter 9. 
The candidate proposes to assess the performance of the proposed system using end-to-end, closed-
loop and high fidelity simulations. Synthetic images of the lunar surface are generated by PANGU 
during the simulation. In order to increase the realism of the image, alterations are added according 
to the characteristics of the image sensor, of the camera lens and of the lunar environment. On top 
on that, the candidate proposes behavioural models of the camera and of the image processing to 
speed-up simulations (low simulation time is crucial for Monte Carlo simulations or navigation filter 
tunning). These stochastic models described mathematically the behavior of the functional algorithm. 
Since, all noise sources are controlled by the used, it can be very useful to assess the robustness of 
the algorithm with respect to a given parameters. Finally, the candidate proposes to validate the 
navigation system with hardware-in-the-loop experiments in a scale laboratory environment. A flight-
camera is embarked on the six degree-of-freedom robot moving along a rail mimicking the motion of 
the vehicle. A camera is oriented toward a lunar surface mock-up and provides real-time image to the 
navigation system. More details about the validation of the proposed navigation system are given in 
Chapters 10 and 11. 
3.4. Methodology 
In order to fulfill the objectives of the research project and to verify the hypotheses presented in the 
previous section, the candidate proposes the following methodology. 
Conceptual Design: 
1. Develop the image processing algorithm for absolute and relative navigation. 
2. Develop the state-estimation algorithm. 
Detailed Design: 
1. Implement the image processing algorithm in C/C++. 
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2. Implement the state-estimation algorithm in MATLAB/SIMULINK using coding practice 
compatible with the C/C++ code generation toolbox. 
3. Develop a camera behavioural model mimicking the image processing with a simple 
mathematical model in C/C++. 
4. Develop a camera model based on the synthetic image generator called PANGU in C/C++. 
5. Develop a real-word simulator including the spacecraft dynamics, Moon ephemeris, IMU 
model, altimeter model and star-track model in MATLAB/SIMULINK. 
6. Integrate the guidance and control algorithm developed by NGC Aerospace [21], the camera 
model, the behaviour image processing model and the proposed navigation system in the 
simulation environment. 
Validation with Software Simulations: 
1. Verify qualitatively the performance of the crater detection using real surface imagery 
gathered during previous lunar missions i.e. Apollo and Lunar Reconnaissance Orbiter (LRO). 
2. Assess the robustness of the image processing using synthetic images. 
3. Assess the performance of the state-estimator algorithm using the behavioural image 
processing. 
4. Assess the performance of the navigation system using end-to-end and closed-loop high-
fidelity simulations. 
Validation in Real Time with Hardware in the Loop: 
1. Design the lunar surface mock up and select a flight like camera. 
2. Install the equipment (IMU, camera, computers) in the NGC Aerospace laboratory. 
3. Integrate the navigation system on real-time computers. 
4. Assess the performance of the navigation system from the laboratory experiment. 
3.5. Summary 
This chapter presented the deficiencies of the state-of-the-art vision-based navigation systems for 
space exploration missions. This brought to the definition of the main objective of the study: 
developing and validating an autonomous vision-based navigation algorithm based on both absolute 
and relative optical measurements for space exploration missions. The candidate has proposed 
several hypotheses to meet this objective and address the flaws of the existing algorithms. The last 
part of the chapter has presented the methodology used to verify the stated hypotheses. 
  
II. MISSION DEFINITION 
  
CHAPTER 4 
4. Mission Scenario Definition 
The design trade-offs of a navigation system relying on surface imagery are greatly influenced by the 
mission scenario. In addition to establishing its design guidelines, the mission scenario defines the 
conditions in which its performance will be demonstrated. In this work, the baseline mission is the 
pinpoint landing on the Moon. The contributions described in this chapter are:  
 definition and characterization of the sensors required to achieve highly accurate landing on the 
Moon; 
 definition of the sensor enabling sequence. 
This chapter starts by presenting coordinate systems useful for the mission. Next, the lunar landing 
mission timeline is described. It is followed by a presentation of the environment characteristics, the 
spacecraft characteristics as well as the thruster and sensor configurations. The last section of the 
chapter presents the sensor enabling sequence that maximizes the navigation accuracy while 
considering the sensor operating constraints. 
4.1. Reference Frame Definitions 
The various coordinate systems used in this research project are defined below (please refer to 
Annex A for more details about vector calculus and reference frames).  
The inertial reference frame ℑ𝐼 has its origin at the center of the Moon. Its 𝑧 axis is pointing toward 
the Moon’s North Pole. Its 𝑥 axis is obtained from the cross product between the z axis and Earth’s 
mean North Pole of J2000. Its 𝑦 axis completes the right-hand coordinate systems. 
The planet reference frame ℑ𝑃 is fixed with respect to the Moon surface. It rotates around the 𝑧 axis 
of the inertial frame as a function of the time. The prime meridian of the Moon in degree with 
respect to the 𝑥 axis of ℑ𝐼 is given by the following equation [135]: 
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 𝑤 = 𝑤𝑝 + 3.5610 sin 𝐸1  + 0.1208 sin 𝐸2 − 0.0642 sin 𝐸3 + 0.0158 sin 𝐸4
+ 0.0252 sin 𝐸5 − 0.0066 sin 𝐸6 − 0.0047 sin 𝐸7 − 0.0046 sin 𝐸8 + 0.0028 sin 𝐸9
+ 0.0052 sin 𝐸10 + 0.0040 sin 𝐸11 + 0.0019 sin 𝐸12 + 0.0044 sin 𝐸13 
(4.1) 
The parameters 𝑤𝑝 and 𝐸𝑖  are defined by: 
 𝑤𝑝 = 38.3213 + ?̇?𝑑 − 1.4 × 10
−12𝑑2 
𝐸1 = 125.045 −  0.059921𝑑 
𝐸2 = 250.089 −  0.1059842𝑑 
𝐸3 = 260.008 +  13.0120009𝑑 
𝐸4 = 176.625 +  13.3407154𝑑 
𝐸5 = 357.529 +  0.9856003𝑑 
𝐸6 = 311.589 + 26.4057084𝑑 
𝐸7 = 134.963 + 13.0649930 𝑑 
𝐸8 = 276.617 + 0.3287146 𝑑 
𝐸9 =  34.226 + 1.7484877 𝑑 
𝐸10 =  15.134 − 0.1589763 𝑑 
𝐸11 =  119.743 + 0.0036096 𝑑 
𝐸12 = 239.961 + 0.1643573𝑑 
𝐸13 = 25.053 + 12.9590088𝑑 
(4.2) 
where 𝑑 = 𝐽𝐷 − 2451545 is the number of days since January 1, 2000, 𝐽𝐷 is the Barycentric 
Dynamical Time (TDB) Julian Date and ?̇? = 13.17635815 deg/day. 
The origin of the orbital reference frame ℑ𝑂 is defined at the center of the Moon. Its 𝑥 axis is pointing 
toward the vehicle (radial axis). Its 𝑧 axis is collinear to the cross product between the 𝑥 axis and the 
velocity vector of the spacecraft (normal axis). Its 𝑦 axis completes the right-hand coordinate system 
(transverse axis). 
The next frame is the landing site coordinate system ℑ𝐿. It is defined as follows. It is centered at the 
targeted landing site. The 𝑥 axis is in the radial direction at the landing site. The 𝑦 axis is normal to 
the trajectory plane of the vehicle and the 𝑧-axis completes the right-hand coordinate system 
(downrange direction). It is noted that this reference frame is centered at other locations than the 
landing site when specified. 
Finally, the vehicle body reference frame (ℑ𝐵) is located at the centre of the Landing module 
interface ring. Its 𝑥 axis is along the spacecraft symmetry axis and is pointing away from the landing 
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legs (roll axis). Its 𝑦 axis is pointing toward the center of the Moon when the spacecraft is on a 
perfectly horizontal course (yaw axis). Its 𝑧 axis completes then right-hand frame (pitch axis). 
4.2. Lunar Landing Mission Timeline 
This section describes the lunar landing phases. The mission timeline is based on the NLL mission 
introduced in Section 2.1 and detailed in [21]. The targeted landing site is close to the Moon South 
Pole, i.e. at the Malapert’s peak (−86.024 deg latitude and 2.6133 deg longitude). The landing site 
altitude is 5076.7 m above the mean surface of the Moon.  
The mission starts when the spacecraft is placed into a Low-Lunar Orbit (LLO). This orbit is circular at 
an altitude of 100 km. At this phase of the mission, the spacecraft position and velocity are estimated 
using ground-tracking techniques. This estimate is used to initialize the on-board navigation 
algorithm. The initial state accuracy is shown in Table 4.1. The communication delay and its limited 
accuracy prevent the utilization of the ground tracking localization during the next phases of the 
mission. When the descent is engaged, the on-board guidance and control software needs an 
accurate and real-time estimation of the spacecraft states to successfully complete the mission. 
Table 4.1: State Error Covariance at DOI 
States State Error Covariance (1σ) 
Along Track Position 300 m 
Cross Track Position 200 m 
Vertical Position 25 m 
Along Track Velocity 0.025 m/s 
Cross Track Velocity 0.2 m/s 
Vertical Velocity 0.25 m/s 
At a downrange of about 6750 km, the Descent Orbit Insertion (DOI) is commanded from ground. 
After this point, the mission cannot be aborted. The thrusters are fired to modify the trajectory of the 
spacecraft, so it reaches an orbit with a periapsis of 10 km and an apoapsis of 100 km. During the 
maneuvers, thrust is augmented gradually to settle the propellant in the tanks. The thrust ramp up 
lasts about 100 s. When the estimated Δ𝑣 matches 19.57 m/s, the thrusters are turned off and the 
Descent Orbit (DO) phase starts. The burn Δ𝑣 is computed using Hohmann transfer techniques [136]. 
At a downrange of 1000 km, the Powered Descent (PD) phase is initiated. This phase consists in 
reducing the velocity of the spacecraft from orbital speed (1692 m/s) to velocities compatible with 
soft landing (1 m/s). At the beginning of the PD, the spacecraft follows a predefined optimal 
trajectory computed using numerical optimisation. The optimization problem is formulated following 
the Pontryagin’s maximum/minimum principle (minimum fuel to reach the landing site) [137]. The 
optimization algorithm finds the optimal trajectory of the vehicle from a downrange of 1000 km to 
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the touch down. This optimal trajectory shows that from 1000 km to 799.24 km of downrange, the 
vehicle must continue its coasting. It is only after this point that the thrusters are fired. Again, a 
thrust ramp up is used to settle the propellant. The maximum thrust is reached within 30 seconds. At 
80 km of downrange, the Powered Explicit Guidance (PEG) algorithm is enabled [138]. This algorithm 
has been originally developed for the Space Shuttle. It aims at computing the thrust direction and 
magnitude to reach a desired terminal position 𝒓𝑑 and velocity 𝒗𝑑  in a minimum time. In the 𝑥𝑧 plane 






𝐿 + 𝒈𝐿 (4.3) 
where the rotation of the Moon is neglected, ?̈?𝐿 is the radial and the downrange acceleration of the 
spacecraft, 𝑚 is the spacecraft mass, 𝒈𝐿 is the gravitational acceleration, 𝑓 is the thrust magnitude 
and 𝝀𝑓
𝐿 is the thrust vector. The time history of the vector 𝝀𝑓




𝝀0 + ?̇?(𝑡 − 𝑡0)
‖𝝀0 + ?̇?(𝑡 − 𝑡0)‖
 (4.4) 
where 𝝀0 is a vector in the direction of the velocity-to-be gained by thrust, ?̇? is a vector perpendicular 
to 𝝀0 representing the rate of change of 𝝀𝑓
𝐿 and 𝑡0 is the reference time. It is noted that the 
superscript designating in which frame 𝝀0 and ?̇? are expressed is omitted to simplify the notation. 
The parameters 𝝀0, ?̇? and 𝑡0 are also referred to as steering parameters. At each guidance cycle, the 
algorithm re-computes the steering parameters and the thrust magnitude using the current position 
and velocity of the vehicle. This is done using an efficient iterative approach summarized below: 
1. Set the thrust magnitude 𝑓 at its value computed at the previous guidance cycle (or at its initial 
value if the algorithm is run for the first time). 
2. Assuming that 𝑓 is constant during the burn, solve for 𝝀0, ?̇? and 𝑡0 (steering parameters) such 
the spacecraft reaches a desired altitude ℎ𝑑 at a desired velocity 𝒗𝑑 in a minimum time (the 
terminal conditions of the PEG for the particular problem of the lunar is shown in Table 4.2). 
3. Adjust the thrust magnitude so the desired terminal conditions are reached in a desired 
downrange 𝑠𝑑. 
4. Restart at step 2 until the thrust magnitude converges.  
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The second step of the previous algorithm is not trivial. At each iteration, the steering parameters is 
computed using the following approach: 
1. Set the altitude and the velocity to be gained by thrust, denoted respectively ℎ𝑔𝑜 and 𝒗𝑔𝑜, to 
their value obtained at the previous guidance cycle (or a their initial value for the first run). 
2. Compute the time to reach the desired terminal condition, denoted 𝑡𝑔𝑜 from the 𝒗𝑔𝑜 using the 
rocket equation [138]. 
3. Compute the steering parameters from 𝑡𝑔𝑜, ℎ𝑔𝑜 and 𝒗𝑔𝑜. In order to do so, the thrust direction 
is approximated by: 
 𝝀𝑓
𝐿 ≈ 𝝀0 + ?̇?(𝑡 − 𝑡0) (4.5) 
so Eq. (2.1) can be integrated analytically and solved for 𝝀0, ?̇? and 𝑡0. 
4. Predict the terminal altitude and velocity from the steering parameters computed at the 
previous step. This is done using a numerical integration of Eq. (4.3) and Eq. (4.4) or an 
approximated analytical method as presented in [138]. 
5. Use the difference between the predicted terminal spacecraft altitude and velocity and the 
desired ones to correct ℎ𝑔𝑜 and 𝒗𝑔𝑜 using a user-defined relaxation parameter. 
At an altitude of 55 m, a downrange of 25 m, a vertical velocity of −10 m/s and a horizontal velocity 
of 12 m/s, the Gravity Turn (GT) segment is engaged. This guidance law lines up the engines of the 
vehicle to fire in the opposite direction of its current surface velocity vector. As the vehicle loses 
horizontal velocity, the gravity of the Moon pulls the spacecraft trajectory closer to a vertical descent. 
At 10 m of altitude or when the spacecraft reaches a vertical velocity of 1 m/s, the Terminal Descent 
(TD) phase starts. During this phase, the spacecraft descends at a constant velocity toward the 
ground. Finally, when the landing legs touch the ground, the main engines are cut-off. This phase is 
referred to as Main Engine Cut-Off (MECO). The mission phases are summarized in the following 
table:  
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Commanded from ground (downrange about 
6750 km) 
DOI Burn Time-based (100 s) 
Descent Orbit 
Acceleration-based 
(estimated Δ𝑣 matches 19.57 m/s) 
Power Descent (PD) 
Coasting Downrange-based (1000 km) 
Propellant Settling Downrange-based (799.24 km) 
Optimal Braking Time-based (30 s) 
Powered Explicit Guidance (PEG) 
Segment 
Downrange-based (80 km) and PEG convergence 
verified 
Gravity-Turn (GT)Segment 
PEG segment completed (altitude of 55 m, 
downrange of 25 m, vertical velocity of −10 m/s 
and horizontal velocity of 12 m/s) 
Terminal Descent (TD) 
Target altitude(10 m) or descent rate reached (1 
m/s) 
Main Engine Cut-Off (MECO) Contact with ground 
4.3. Environment Characteristics 
The following section describes the gravity field and the topography of the Moon as well as the 
lighting conditions during the lunar descent. These environmental characteristics are used by the 
real-world simulator described in Chapter 10. This simulator will be used to assess the navigation 
system in realistic conditions. 
4.3.1. Gravity 
The lunar surface density is not uniformly distributed which creates anomalies in its gravitational 
field. Several exploration missions have measured the gravitational potential of the Moon. In this 
study, the results of the Lunar Prospector (LP) [139] are used. The gravity potential 𝑉 is described 

















𝑚(𝜉) is given by: 
 
𝑃𝑛




𝑃𝑛(𝜉) is a Legendre polynomial of order 𝑛, the quantities 𝑟, 𝜃, 𝜆 are respectively the distance from 
the Moon center, the colatitude and the longitude of a field point, 𝜇 = 4.902801076 × 1012 m3/s2 is 
the Moon gravitational parameter, 𝐶𝑛,𝑚 and 𝑆𝑛,𝑚 are the Moon gravity potential coefficients. The 
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lunar gravity model built from the LP data is of order 165. The following figure shows the gravity 
acceleration deviation from the central term in mGal (1 Gal = 1 cm/s2) at 10 km of altitude as a 
function of the longitude and the latitude. 
 
Figure 4.1: Moon Gravitational Acceleration (Deviation 
From the Central Gravity Term in mGal) 
The Moon gravity characteristics are summarized in the following table: 
Table 4.3: Moon Lunar Gravity Field Characteristics 
Parameters Values 
Moon Gravitational Parameter 4.902801076 × 1012 m3/s2 
Moon Gravitational Anomaly LP165  
4.3.2. Terrain Topography 
The topography of the lunar surface is described by the Digital Elevation Map (DEM) constructed 
from the Kaguya mission Laser Altimeter (LALT) data [140]. This DEM comes in three parts. The first 
part maps the entire lunar surface as a function of the latitude and longitude. It has an angular 
resolution of 0.0625 deg. The second and the third parts map the South and the North Poles (latitude 
lower than −80 deg and higher than +80 deg respectively). The map projection is orthographic 
[141]. Their origin corresponds to the poles and their resolution is 236 m. The following figure 






































 (b) (c) 
Figure 4.2: Digital Elevation Map of the Moon (Deviation From the Mean Moon Radius in m) (a) Entire 
Moon Surface (b) Moon North Pole (c) Moon South Pole 
In order to validate the image processing software in closed-loop simulation, a synthetic image 
generator called PANGU [142] will generate images of the lunar surface from its DEM. Given the low 
resolution of this DEM, it does not contain the medium and small craters very useful for optical 
navigation. Consequently, artificially generated crater will be added to the surface. It is then very 
useful to characterize the crater distribution over the lunar surface to get synthetic images as realistic 




𝐴𝐷−2,  𝐷𝑚𝑖𝑛 < 𝐷 ≤ 𝐷𝑚𝑖𝑑
𝐵𝐷−3,  𝐷𝑚𝑖𝑑 < 𝐷 < 𝐷𝑚𝑎𝑥
 (4.8) 
where 𝐷 corresponds to the crater diameters in meters, 𝐷𝑚𝑖𝑛, 𝐷𝑚𝑖𝑑 and 𝐷𝑚𝑎𝑥 are respectively the 
minimum, middle and maximum crater diameter in meters, 𝐴 is a user-defined parameter and 𝐵 is 














































































Figure 4.3: Cumulative Crater Density Versus Diameters 
The factor 𝐵 is computed to ensure the continuity of the density function: 
 𝐵 = 𝐴𝐷𝑚𝑖𝑑
−2 /𝐷𝑚𝑖𝑑
−3  (4.9) 
According to [143], the parameter 𝐴 is set to 0.025 for a crater density of a young and fresh surface 
in steady state. The parameter 𝐷𝑚𝑖𝑑 is set to 10 km, the parameters 𝐷𝑚𝑖𝑛 is infinitely small and 𝐷𝑚𝑎𝑥 
corresponds to the largest crater on the Moon (360 km in diameter). The lunar surface characteristics 
are listed in Table 4.4 below: 
Table 4.4: Terrain Characteristics (Moon) 
Parameters Values 
Mean Radius 1737.4 km 
Highest Altitude 10.715 km 
Lowest Altitude −9.138 km 
Global Digital Elevation Map 
Projection Geocentric latitude and longitude 
Resolution 0.0625 deg 




latitude > 79.9911 for North Pole and 
latitude < −79.9911 for South Pole 
Resolution 236 m 
Minimum Medium and Maximum Crater Diameter 
[𝐷𝑚𝑖𝑛 , 𝐷𝑚𝑖𝑑, 𝐷𝑚𝑎𝑥 ] 
[0,10,360] km 
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4.3.3. Lighting Conditions 
The lighting condition is one of the major factors influencing the image quality. This paragraph 
describes those considered in this research. The Photon Flux (PFL) corresponds to the quantity of 
photons received by a given surface area during a given time interval. At 1 Astronomic Unit (AU) of 
the Sun, i.e. about the distance between the Sun and the Moon, the photon flux is about 4.14 ×
1015 photon/mm2/s [135, 144]. The albedo defines the quantity of photons reflected by a surface 
relatively to the incident number of photons. The albedo of the Moon is 12 % on average [145]. The 
Sun emits charged particles. When these charged particles go through the detector, they leave 
behind a track appearing as a white line. The track length depends on the incidence angle of the 
charged particle. In normal conditions, the typical number of charged particles captured by the 
camera sensor, called Single Event Upset (SEU) is 20 events/mm2/s [146]. During periods of high solar 
activity, this number can increase dramatically, but it is unlikely that the landing will be done during 
such conditions. The mission takes place with challenging illumination conditions for vision-based 
navigation. In fact, the descent orbit of the spacecraft is assumed to be at 45 deg to the terminator as 











Figure 4.4: Landing Orbit and Assumption About the Sun Position 
It is noted that the terminator is the line which separates the illuminated day side and the dark side 
of the Moon. At landing, the Sun elevation is as low as 2.5 deg. The environment characteristics are 
summarized in Table 4.1 
Table 4.5: Environment Characteristics 
Parameters Values 
Photon Flux (PFL) 4.14 × 1015 photon/mm2/s steradian 
Scene Albedo (SA) 12 % 
Single Event Upset (SEU) 20 events/mm2/s steradian 
Sun Elevation at the Landing Site 2.5 deg 
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4.4. Lander Characteristics 
The parameters of the vehicle are listed in Table 4.6. They are based on the characteristics of the 
lunar landing vehicle described in [21]. The Lander characteristics are used to simulate the behaviour 
of the vehicle during the mission. During the descent, the thrusters consume a significant quantity of 
propellant. In nominal conditions (with a perfect navigation), the mass of the spacecraft decreases 
from 1750 kg to 935 kg. The wet and dry qualifiers mean that the associated parameter refers to the 
case where the spacecraft has full and empty fuel tanks respectively. The mass ejection also has an 
impact on inertia and on the center-of-mass position of the spacecraft. The variations of inertia and 
the center-of-mass position are described by linear functions of the mass ejection. 
Table 4.6: Spacecraft Mass, Inertia and Center-of-Mass Position 
Parameters Values 
Wet mass 1750 kg  






Inertia variation with respect 
to ejected mass  
[
−0.8966 0.3680 −3 × 10−4
0.3680 −0.0295 1.1 × 10−5
−3 × 10−4 1.1 × 10−5 −432.3
] kg.m2/kg 
Wet center-of-mass position [0.67 0 0] m 
Center-of-mass position 
variation with respect to 
ejected mass 
[−16.509 −3.1309 −3.4156] × 10−6 m/kg 
4.5. Thruster Configuration 
The spacecraft is equipped with several thrusters [21]. 
 The main spacecraft engine is built from five European Apogee Motors (EAM) of 500 N [147]. 
These engines are used for translational motion control. 
 The secondary engine is based on six pulsed thrusters of 200 N similar to that of the Automated 
Transfer Vehicle (ATV) [148]. They are used for both position and attitude control. 
 The spacecraft also utilizes a Reaction Control System (RCS) consisting of twelve 22-N AMPAC-IPS 
jets [149]. Like the secondary engine, these jets are pulsed. This system controls the orientation 
of the vehicle.  
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The engines are installed on the spacecraft as shown in Figure 4.5: 
 
Figure 4.5: Thruster Configuration (View From Bottom) 
The EAM are shown in red, the ATV engines in green and the RCS in blue. It is noted that the thrusters 
13, 16, 19 and 22 are pointed in the direction of the positive x axis (inside de page) of the body 
reference frame.  
Thrusters are characterized by their specific impulse, denoted 𝐼𝑠𝑝, which describes the efficiency of 
the engines. It defines the thrust magnitude 𝑓 with respect to the amount of propellant used per unit 
time: 
 𝑓 = 𝐼𝑠𝑝 ∙ ?̇? ∙ 𝑔0 (4.10) 
where ?̇? is the propellant mass flow, 𝑔0 is a constant corresponding the gravitational acceleration of 
the Earth. Between activations, the thrust magnitude slightly varies around its normal point following 
a Gaussian probability density. This phenomenon is referred to as the thrust repeatability. Pulsed 
thrusters are also characterized by their modulation frequency and their minimum impulse bit 
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The characteristics of EAM are given in Table 4.7 below: 
Table 4.7: EAM Thrusters Characteristics 
Parameters Thruster Values 
Position in the Body 
Frame 
1 [−0.02 0 0] m 
2 [−0.02 1 0] m 
3 [−0.02 0 1] m 
4 [−0.02 −1 0] m 
5 [−0.02 0 −1] m 
Thrust vector in the Body Frame [1 0 0] m 
Misalignment 0.1 deg 
Specific Impulse 323 s 
Nominal Thrust Magnitude 500 N 
Thrust Repeatability (3) 0.5 % of thrust magnitude 
The parameters of the ATV thrusters are listed in Table 4.8. 
Table 4.8: ATV Thrusters Characteristics 
Parameters Thruster Values 
Position in the Body 
Frame 
6 [0.1 0.9 0.9] m 
7 [−0.1 −0.6 1.1] m 
8 [−0.1 −1.1 0.6] m 
9 [−0.1 −0.9 −0.9] m 
10 [−0.1 0.6 −1.1] m 
11 [−0.1  1.1 −0.6] m 
Thrust Vector in the Body Frame [1 0 0] m 
Misalignment (1) 0.1 deg 
Specific Impulse see Figure 4.5 
Nominal Thrust Magnitude 220 N 
Thrust Repeatability (3) 
1.5 % of thrust magnitude in continuous mode and 2.5 % of 
thrust magnitude in pulsed mode 
Modulation Frequency 2.5 Hz 
Minimum Impulse Bit 2.5 Ns 
The efficiency of the ATV engines decreases with the pulse duration. Their specific impulse is then 
defined as a function of the pulse width as shown in Figure 4.6: 
 
Figure 4.6: Specific Impulse of the ATV Thrusters as a Function of the Pulse Width 
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Finally, the parameters of the RCS thrusters are defined Table 4.9: 
Table 4.9: RCS Thrusters Characteristics 
Parameters Thruster Values 
Position in the Body 
Frame 
12 [−0.3527 1.4148 1.1607] m 
13 [−0.3527 1.294 1.294] m 
14 [−0.3527 1.1607 1.4148] m 
15 [−0.3527 −1.1607 1.4148] m 
16 [−0.3527  −1.294 1.294] m 
17 [−0.3527  −1.4148 1.1607] m 
18 [−0.3527 −1.4148 −1.1607] m 
19 [−0.3527  −1.294 −1.294] m 
20 [−0.3527 −1.1607 −1.4148] m 
21 [−0.3527 1.1607 −1.4148] m 
22 [−0.3527 1.294 −1.294] m 
23 [−0.3527 1.4148 −1.1607] m 
Thrust Vector in the 
Body Frame 
12 [0.866 −0.3536 0.3536] m 
13 [−1 0 0] m 
14 [0.866 0.3536 −0.3536] m 
15 [0.866 −0.3536 −0.3536] m 
16 [−1 0 0] m 
17 [0.866 0.3536 0.3536] m 
18 [0.866, 0.3536 −0.3536] m 
19 [−1 0 0] m 
20 [0.866 −0.3536 0.3536] m 
21 [0.866 0.3536 0.3536] m 
22 [−1 0 0] m 
23 [0.866 −0.3536 −0.3536] m 
Misalignment 0.1 deg 
Specific Impulse 300 s 
Nominal Thrust Magnitude 22 N 
Thrust Repeatability (3) 1% of thrust magnitude 
Modulation Frequency 10 Hz 
Minimum Impulse Bit 0.11 Ns 
The EAM, the ATV engines and the RCS operate with two types of propellant: Mono-Methyl 
Hydrazine (MMH) and Mixed Oxides of Nitrogen (MON). They consume about 2.3 times more of 
MON than of MMH. The propellant is stored in three spherical tanks. The non-gravitational 
acceleration acting on the vehicle during the descent induces motion of the propellant. This 
phenomenon, referred to as fuel slosh, causes perturbation forces and torques. The fuel slosh is 
typically modelled as a pendulum of a given length and mass. The parameters of the pendulum are 
defined from the radius of the tanks, the current fuel mass, the fuel mass when the tanks are full as 
well as the viscous damping ratios of the tanks [150]. The characteristics of the spacecraft propellant 
tanks considered in this research project are defined in the following table:  
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Table 4.10: Propellant Tank Characteristics 
Parameters 
Tanks 
1 2 3 
Propellant Type Nitrogen tetroxide oxidiser Monomethyl hydrazine 
Center Position in the 
Body Frame 
[631 0 0] mm [631 934 934] mm [631 −934 −934] mm 
Diameter 1277 mm 990 mm 
Volume 1090.4 × 103 cm3 508.5 × 103 cm3 
Fuel Mass 650.6 kg 143.3 kg 
Fuel Volume 474.8 × 103 cm3 162.8 × 103 cm3 
Viscous Damping Ratio 0.05 
4.6. Sensor Configuration 
The navigation sensor suite proposed by the candidate comprises an Inertial Measurement Unit 
(IMU), a star tracker, an altimeter and a camera. The sensor configurations are shown in the following 
figure: 
 
Figure 4.7: Sensor Configurations 
The characteristics the sensors are described in the following paragraphs. 
4.6.1. Inertial Measurement Unit 
The spacecraft is equipped with the YG9666N sensor built by Honeywell [151]. It is composed of 
three etched-quartz-flexure accelerometers (QA2000) and three ring laser gyroscope (GG1320). The 
IMU provides measurement at 200 Hz. 
The QA2000 accelerometer [152] consists of an analogic torque-rebalance sensor (incorporating 
fused quartz-flexures and permanent magnetorquer) delivering a current proportional to the linear 
acceleration. Enhanced performance is achieved through internal modeling of bias, scale factor, and 
axis misalignment over the operating temperature range. The accelerometer characteristics are 
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Table 4.11: Accelerometer Characteristics 
Parameters Value  
Position Centered on the spacecraft body frame 
Alignment Axes aligned with the spacecraft body frame 
Operating Rate 200 Hz 
Alignment stability 70 µrad (1) 
Scale Factor 100 ppm (1) 
Cross coupling 100 ppm (1) 
Nonlinearity 100 ppm (1) 
Bias 5 µg (1) 
Bias Stability 
45 µg over 45 hours (1) (assuming 15 µg/⁰C and a 
temperature variation of 3 ⁰C during the landing) 
Velocity Random Walk 7 µg (1) 
Read-out Noise (RON) 2.7 mm/s (1) 
Quantification Noise (QN) ±1.226 m/s encoded on 16 bits 
The GG1320 gyroscope [153] is a high-performance gyroscope comprising a laser block assembly, 
photo detectors, dither spring, path length control transducer and a temperature sensor to calibrate 
the error terms. It uses interferometry principles, measuring the phase difference between two laser 
beams pointing in opposite directions on a triangular base. The gyroscope characteristics are shown 
below: 
Table 4.12: Gyroscope Characteristics 
Parameters Values 
Position/Alignment Same as that of the gyroscope 
Operating Rate 200 Hz 
Alignment Stability 30 µrad (1) 
Scale Factor 20 ppm (1) 
Bias 0.002 deg/h (3) 
Bias Stability 0.01 deg/h over 8 hours (1) 
Angular Random Walk 0.01 deg/h (3) 
Read-out Noise (RON) 5 µrad (1) 
Quantification Noise (QN) ±1.525 deg encoded on 16 bits 
4.6.2. Camera 
This paragraph presents the factors that impact the quality of the image provided by the camera and 
therefore the accuracy of the optical navigation. It describes how the camera is installed on the 
spacecraft, the characteristics of Charged Coupled Device (CCD), the intrinsic parameters of the 
camera, the image exposure time and the motion blur in the image. All these parameters will be 
considered in the numerical model of the camera used to assess the performance of the navigation 
system through software simulations. 
Mechanical Characteristics 
The camera is installed on the side of the spacecraft at [0.5,1,0] m with respect to the spacecraft 
body frame. It is oriented such that its z axis (boresight) is at 45 deg from the y axis of the spacecraft 
body frame, toward the –x axis. Its y axis is aligned with the -z axis of the body frame and the x axis 
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completes the right-hand coordinate system. The alignment stability is 230 µrad at 3. The 
mechanical characteristics of the camera are summarized in Table 4.13. 
Table 4.13: Camera Mechanical Characteristics 
Parameters Values 
Position [0.25,1,0] m in the spacecraft body frame 
Alignment 
z-axis of the camera (boresight) aligned at 45 deg 
from the 𝑦 axis of the spacecraft body frame, y axis 
is aligned with the –z axis of the body frame and x 
axis completes the right hand coordinates system 
Alignment Stability 230 µrad (3) 
Charged Coupled Device Characteristics 
The camera is built around the Atmel TH7888 [154] Charged Coupled Device (CCD). This imager has 
1024 × 1024 pixels, but it is used in a 2 × 2 binning mode. Binning allows signal from adjacent pixels 
to be combined. It means that the image provided to the image processing algorithm has 512 ×
512 pixels. The side size of each pixel is 14 µm. The image intensity is encoded on 8 bits. The CCD is 
operated at 10 images/s. The Quantum Efficiency (QE) of the CCD is 15 %. It corresponds to the 
percentage of photons hitting the photosensitive cells that produce an electron. The quantum 
efficiently typically varies as a function of the light wavelength. For camera modeling, it is more 
convenient to work with its average value over the visible spectrum. The number of electrons 
produced by all the pixels is digitalized to create the image. Each pixel of this CCD can hold 320000 
electrons before saturating. This characteristic is referred to as the Full Well Capacity (FWC) in the 
literature. 
The process of converting light to pixel values introduces noise into an image. The main noise sources 
are described below. 
Photon Shot Noise (PSN) is caused by the random number of photon arrivals on a given pixel of the 
CCD. A popular analogy for PSN is to consider rain drops falling onto adjacent, identically sized 
patches of pavement (analogous to adjacent pixels of a CCD). It is obvious that each patch is unlikely 
to receive the exact same number of rain drops during a given period. Similarly, adjacent pixels of a 
CCD under uniform illumination will be unlikely to receive the same number of photons during a 
given exposure time. The number of photons received by each pixel is described using statistics. Their 
arrival in a given time period is governed by a Poisson distribution. This distribution describes the 
probability of a given number of events occurring in a fixed interval of time and/or space if these 
events occur with a known average rate and independently of the time since the last event. When 
the number of events is large (typically greater than 20), the Poisson distribution can be 
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approximated with a Gaussian distribution with a standard deviation equivalent to the square root of 
the number of events. Given that only a fraction of the photons is converted into electrons, the 
average number of events used to define the shot noise distribution in the image is computed from 
the average number of electrons generated by the pixel (average number of incident photons time 
QE). In electron unit, this phenomenon is known as the Signal Shot Noise (SSN).  
The Dark Signal (DS) arises from thermal energy within the silicon lattice comprising the CCD. 
Consequently, electrons are created over time independently of the light falling on the detector. 
These electrons are captured by the CCD potential wells and counted as signal. The rate of the DS can 
be reduced by cooling the CCD. The DS is typically characterized by an average number of electrons 
over a given time period for all pixels also known as Average Dark Signal (ADS) and a variation of the 
ADS from one pixel to the other, called Dark-Signal Non Uniformity (DSNU). Similarly to SSN, the 
number of electrons at the origin of the dark signal captured by the CCD varies according to a Poisson 
distribution. This random part of the DS is referred to as the Dark-Signal Shot Noise (DSSN). 
The analog signal provided by each photo-sensitive element is discretized using an Analog-to-Digital 
Converter (ADC) with a given resolution in order to get a numerical representation of the image. This 
adds noise to the image called quantification noise. The quantification noise has a uniform 
distribution between − 𝑞/2 and 𝑞/2, where 𝑞 corresponds to ADC resolution in electrons. The 





The CCD used in this study comes with an 8-bits ADC. The resolution of the ADC in electrons can then 
be computed from the FWC of the CCD divided by 28. 
There are several others sources of noise that can affect a CCD. CCD manufacturers typically combine 
all these noise sources under the designation of Read-Out Noise (RON). The standard deviation of 
RON is expressed in number of electrons. 
Each pixel has a slightly different sensitivity to light. The intensity difference between pixels is 
described by a percentage and is called Photo-Response Non Uniformity (PRNU). 
In space, the spacecraft is submitted to high level of ionizing radiation. This phenomenon can damage 
permanently the pixels. The Damage Pixel Probability (DPP) describes the likelihood of a pixel to be 
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damaged. This number increases typically with the time spend in space. For lunar landing mission, 
this effect is negligible given the short duration of the mission. 
All the CCD characteristics including the intensity of each noise source described above are presented 
in Table 4.14: 
Table 4.14: Camera Charged Coupled Device Characteristics 
Parameters Values 
Operating Rate 10 Hz 
Quantification 8 bits 
Image Size 1024 × 1024 pixels 
Binning Mode 2 × 2 
Pixel Size (PS) 14 µm 
Full-Well Capacity (FWC) 3.2 × 105 e- 
Quantum Efficiency (QE) 15 % 
Signal Shot Noise (SSN) Square root of the pixel intensity in e- (1) 
Average Dark Signal (ADS) 15000 e-/s 
Dark Signal Non Uniformity (DSNU) 1400 e-/s (1) 
Dark Signal Shoot Noise (DSSN) Square root of the pixel dark signal in e- (1) 
Read-Out Noise (RON) 27 e- (1) 
Photo Response Non Uniformity (PRNU) 0.4 % (1) 
Damage Pixel Probability (DPP) 0.01 % 
Intrinsic Parameters and Lens Distortion Coefficients 
This paragraph describes the internal geometry of the camera (intrinsic parameters) and the optical 
distortion introduced by the lens. These parameters are independent from the camera position and 
orientation. There are listed in Table 4.15: 
Table 4.15: Intrinsic Camera Parameters and Lens Distortion Coefficients 
Parameters Values 
Focal Length 
(𝑓) 12.4 mm 
(𝑓𝑥, 𝑓𝑦) (885.7,885.7) pixels 
Focal Length Knowledge Error 0.1 pixel 
Aperture Diameter (𝐷) 5.6 𝑓/𝐷 
Principal Point Coordinates (𝑐𝑥, 𝑐𝑦) (511.5, 511.5) in pixel coordinates 
Principal Point Coordinates Calibration Error (1) 0.2 pixel 
Skew Coefficient (𝛼) 0 
Skew Coefficient Calibration Error (1) 0.00007 
Radial Falloff cos4 law 
Tangential Distortion Coefficient (𝑝1, 𝑝2) (−0.0003, 0.00005) 
Tangential Distortion Coefficient Calibration Errors (1) (0.00004, 0.0)  
Radial Distortion Coefficient (𝑘1, 𝑘2, 𝑘3)  (−0.25, 0.12, 0.0) 
Radial Distortion Coefficient Calibration Errors (1) (0.0009, 0.004, 0.00004)  
The focal length is defined as the distance between the lens and the CCD. The focal length 𝑓 of the 
camera is 12.4 mm. It defines the camera field of view. Knowing that the CCD has a square shape 
with a side size of 1024 pixels and each pixel is 14 µm, the horizontal and the vertical field of view is 
about 60 deg. It is often more convenient to express the focal length in units of pixels. Since the 
photosensitive cells of the CCD are not necessarily square, the focal length is typically defined for 
both horizontal and vertical axes by 𝑓𝑥 and 𝑓𝑦 respectively. The ratio between 𝑓𝑥 and 𝑓𝑦 is called the 
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aspect ratio. In this particular case, the pixels are nominally square which gives a focal length of 
885.7 pixels. The aperture diameter (D) of the lens is typically defined in f-number which corresponds 
to the ratio between the focal distance and the aperture size (𝑓/𝐷). The selected lens has a f-number 
of 5.6. The principal point is the coordinates of the projection of the optical axis in the image. It does 
not generally coincide with the image center given the manufacturing tolerance of the camera (the 
optical axis of the lens cannot be perfectly aligned with the center of the CCD). The skew coefficient 𝛼 
corresponds to the potential non orthogonality of the row and column of photosensitive cell of the 
CCD. This parameter is usually close to zero. In a photographic system, the intensity of a given pixel 
decreases according to its distance from the center of the image. This phenomenon is the result of 
the geometry of the camera optics. Considering a perfect lens, it can be demonstrated that the 
relative darkening of the image toward its borders is described by a fourth power of the cosine of the 
angle by which the pixel point is off from the camera boresight axis [155]. The lens imperfections can 
distort significantly the image. Brown demonstrated that the major manifestations of lens 
aberrations are the radial and the tangential distortions [156]. With radial distortion, the straight 
lines of an object are rendered as curved lines on the sensor. It is caused by the spherical shape of 
the lens. The light passing through the center of the lens experiences almost no refraction. It leaves 
the light at the same angle at which it entered. The light going through the lens edges suffers from 
severe bending. It results into a variation of the magnification of the imaged objects proportional to 
their distance from the optical axis. The tangential distortion is produced when the lens is not 
perfectly parallel to the imaging plane. 
Vision-based navigation technique relies on a relationship between the two-dimensional space of the 
image and the three-dimensional space of the scene. The characterisation of the camera intrinsic 
parameters and of the lens distortion is then crucial to get an accurate estimation of the vehicle 
states. More precisely, the normalized image coordinates of a given feature, denoted 𝒖 = [𝑢 𝑣]𝑇, 
can be obtained from its surface coordinates and the pin-hole projection as explained in Section 
2.5.1. With lens distortion, the perfect coordinates of the feature are modified as follows: 




The displacements 𝒅𝑟(𝒖) and 𝒅𝑡(𝒖) are respectively produced by the radial and the tangential 
distortions. They are approximated using polynomial expressions as shown in the following 
equations: 
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2 + 2𝑦2) + 2𝑝2𝑢𝑣
] 
(4.13) 
where 𝑟 = √𝑢2 + 𝑣2 and the coefficients 𝑘𝑖 and 𝑝𝑖  are specific to the lens. This approximation is 
sufficiently accurate in most cases. The pixel coordinates of 𝒙𝑑 is defined from the focal distances, 
















Intrinsic parameters and lens distortion coefficients are unique to each camera and must be 
identified using calibration techniques. These techniques consist in estimating the camera 
characteristics from the coordinates of three-dimensional 𝑚 object points and their corresponding 
two-dimensional projections in 𝑛 ≥ 2 different views. This is achieved by using a calibration target 
with a known geometry and easily detectable feature points using image processing techniques. The 
figure below shows a corner of a chessboard pattern and its corresponding image coordinates in the 
view 𝑗. 
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The coordinates of all corners of the calibration target 𝒑𝐹𝑒𝑎,𝑖
𝐺  and their corresponding image plane 
coordinates are provided to the following optimization algorithm: 
1. Initialize the principal point to the center of the image as well as the skew and the lens 
distortion coefficients to zero. 
2. Solve for the focal distances in a least-square fashion using the process described in [157]. 
3. Compute the extrinsic parameter of the camera for each view 𝑗 (position and orientation of the 
camera with respect to the calibration target respectively denoted 𝒑𝐶𝑎𝑚,𝑗
𝐺  and 𝒒𝐶𝑇,𝑗) using the 
intrinsic parameter estimated in the step 1 and 2 using the algorithm described in [158]. 
4. Run the global Levenberg-Marquardt optimization algorithm described in Section B.2 to 
minimize the reprojection error: 
 
{𝒒𝐶𝑇 , 𝒑𝐶𝑎𝑚





− 𝒖𝑖𝑗(𝒒𝐶𝑇,𝑗 , 𝒑𝐶𝑎𝑚,𝑗





where ?̃?𝑖𝑗  corresponds to the image coordinates of the feature 𝑖 in the view 𝑗 and 𝒖𝑖𝑗(… ) is 
the image coordinates of the same feature, but obtained by projecting its target-frame 
position onto the image using the transformations described by Eqs. (4.12) to (4.14), 
𝒇 = [𝑓𝑥 , 𝑓𝑦], 𝒄 = [𝑐𝑥 , 𝑐𝑦], 𝒌 = [𝑘1, 𝑘2, 𝑘3] and 𝒑 = [𝑝1, 𝑝2].  
The estimation accuracy of the intrinsic parameters is mainly depicted by the minimum squared sum 
of the feature reprojection error and the number of features considered in the optimization process. 
The typical intrinsic parameter knowledge errors obtained during the calibration of a camera similar 
to that used in this study using 20 views of a calibration pattern with 120 features are given in Table 
4.15. 
Exposure Time Determination 
The exposure time 𝑡𝑒𝑥𝑝 of the camera is linked to the camera and surface characteristics as well as 
the Sun elevation. It must be chosen to ensure a reasonably high Signal to Noise Ratio (SNR) to be 
able to extract useful information from the image. The SNR can be computed as follows. Assuming 
that the lunar surface is Lambertian (diffuse reflection), the outgoing photon flux returned by surface 
𝜙𝑜 in photon/s/mm
 2 steradian is given from the incident photon flux 𝜙𝑖, the Sun elevation 𝜎 (0 deg 
when the Sun is at the horizon and 90 deg when it is at zenith) and the scene albedo 𝑎: 
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 𝜙𝑜 =  𝑎 ∙ 𝜙𝑖 ∙ sin(𝜎) (4.16) 






where 𝑠 is the size of a pixel, 𝐷 is the aperture diameter of the camera and 𝑓 is its focal distance. As 
mentioned previously, the signal strength of the image is defined by the number of electrons 𝑒𝑆 
captured by one pixel. Using the previous two equations, 𝑒𝑠 is given by: 
 𝑒𝑠 = 𝑡𝑒𝑥𝑝 ∙ 𝜙𝑂 ∙ 𝑞 ∙ 𝑏 (4.18) 
where 𝑞 is the quantum efficiency of the camera. Now that the signal intensity has been established, 
the image noise strength is computed. As discussed previously, there are four main sources of noise 
affecting the image: the shot noise, the dark signal shot, the read out noise and the quantification 
noise. By assuming that these noise signals are independent, it is possible to get the standard 
deviation of the image noise in electrons using the following equation: 
 
𝑒𝑛 = √𝑒𝑠 + 𝜎𝑟2 + (𝜎𝑑 ∙ 𝑡𝑒𝑥𝑝)
2
+ 𝜎𝑞2 (4.19) 
where √𝑒𝑠, 𝜎𝑟, 𝜎𝑑 and 𝜎𝑞 are respectively the standard deviation of the shot noise in electrons, of 
the read-noise in electrons, of the dark signal shot noise in electrons/s and of the quantification noise 
in electrons. It is noted that constant noise sources such as the average dark signal is neglected in this 
analysis since it can be compensated using calibration techniques. The Signal-to-Noise Ratio (SNR) is 





By substituting Eqs. (4.18) and (4.19) in (4.20), the following equation is obtained: 
 𝑆𝑁𝑅2 ∙ (𝜂𝑟
2 + 𝜂𝑞
2) + 𝑆𝑁𝑅2 ∙ 𝜙𝑂 ∙ 𝑞 ∙ 𝑏 ∙ 𝑡𝑒𝑥𝑝
+ 𝑡𝑒𝑥𝑝
2 (𝑆𝑁𝑅2 ∙ 𝜂𝑑
2 − (𝜙𝑂 ∙ 𝑞 ∙ 𝑏)
2) = 0 (4.21) 
It is easy to solve for 𝑡𝑒𝑥𝑝 given a desired image SNR. The next question is which SNR is acceptable for 
optical navigation. The following figure shows a synthetically-generated image with increasing SNR: 




Figure 4.9: Example of an Image With Varying SNR 
This result shows clearly that the degradation of the image with a SNR above 50 is barely noticeable. 
Consequently, using this SNR, the characteristics of the camera documented in this section and a Sun 
elevation of 2.5 deg, an exposure time of 1.2 ms is obtained. It is noted also that for a given exposure 
time, the considered viewing angle as well as the Sun elevation lead the worst SNR among all the 
possibilities encountered during the landing trajectory. 
Motion Blur Assessment 
The motion blur occurs when the camera point of view with respect to the scene changes during the 
recording of the image. In such an image, any object moving with respect to the camera looks blurred 
or smeared along the direction of relative motion. During descent, the optical navigation can be 
affected by this phenomenon given by relatively high surface relative velocity of the camera. It is then 
important to characterize this effect. To simplify the derivation, only the pixel at the boresight of the 
camera is analysed. The camera-boresight ground velocity 𝑢𝑔 in pixel/s is the ratio between its 
ground velocity in m/s 𝑣𝑔 and the camera resolution 𝑟 in m/pixel: 
 𝑢𝑔 = 𝑣𝑔/𝑟 (4.22) 
The resolution at the boresight depends on the boresight range 𝑏𝑟 (distance between the camera and 
the surface along its boresight), the size 𝑛 of the camera imager in pixels and its field of view 𝛽. 
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The ground velocity of the camera boresight 𝑣𝑔 is more complex to compute. Let the point obtained 







𝑃  is the position of the camera, 𝒒𝐶𝑃 is the attitude quaternion of the camera in the planet 
frame. The quantity 𝑣𝑔 is obtained by taking the magnitude of the time derivative of this equation. 
However, an analytical solution does not exist and a finite-difference approach must be used. In 
order to do so, 𝒑𝑃𝑡𝑑
𝑃  is computed at each sample point of the nominal trajectory. The norm of the 
difference between two consecutives sample point in time divided by the time step gives 𝑣𝑔. 
Considering that the field of view of the camera is 60 deg, the image size is 1024 pixels and the 
boresight range is computed using the Kaguya digital elevation map, the following ground velocity of 
the camera boresight during the nominal landing trajectory is obtained: 
 
Figure 4.10: Camera Boresight Ground Velocity in Pixel/s (Image Size of 1024 Pixels) 
The highest boresight velocity is around 180 pixel/s occurs a few seconds prior to the touchdown, i.e. 
when pitch manoeuvres are performed to align the vertical axis of the spacecraft with the surface 
normal (GT segment). Considering the exposure time computed previously (1.2 ms), the worst 
motion blur during the descent is 0.216 pixel. 
4.6.3. Star Tracker 
The star tracker measures the attitude of the spacecraft with respect to an inertial frame. It works by 
matching the star constellations in the field of view of its camera with an on-board star database. For 
this research, the ASTRO APS sold by Jenaoptronik [159] is used. The boresight of the sensor is 
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aligned with the −𝑦 axis of the spacecraft body frame. Its alignment stability is 260 µrad. Its 
operating rate is 10 Hz. The measurements delay is 0.2 s. The sensor measurement accuracy is 8 
arcsec around the boresight axis and 1 arcsec around the other two axes. The characteristics of the 
star tracker are listed in Table 4.16. 
Table 4.16: Star-Tracker Characteristics 
Parameters Value  
Mounting 
Boresight aligned with the −𝑦 axis of the spacecraft 
body frame 
Alignment Stability 260 µrad 
Operating rate 10 Hz 
Delay 0.2 s 
Attitude Measurement Accuracy  
1 arcsec horizontal axes (1) 
8 arcsec boresight axis (1) 
4.6.4. Altimeter 
The altimeter is based on the Selex AVN-353 Doppler radar, originally considered for the ExoMars 
mission [160]. The sensor is installed so its boresight is in the 𝑥𝑦 plane of the spacecraft body frame 
and aligned at 45 deg from the 𝑦 axis. The sensor alignment stability is 210 µrad. It provides a range 
measurement at 10 Hz. The measurements are accessible by the navigation software after a delay of 
0.2 s. The standard deviation of the range measurement noise is 0.8 m plus 0.33 % of the range. The 
altimeter has a minimum and maximum operational range of 10 m and 3 km respectively. The sensor 
characteristics are summarized in in Table 4.17. 
Table 4.17: Altimeter Characteristics 
Parameters Value  
Mounting 45 deg of the 𝑦 axis of the spacecraft body frame 
Alignment stability 210 µrad (1) 
Operating rate 10 Hz 
Delay 0.2 s 
Range accuracy 0.33 % of the range + 0.8 m (1) 
Minimum operational range 10 m 
Maximum operational range 3 km 
4.7. Sensor Enabling Sequence 
This section describes when each sensor is used during the mission. The sensor enabling sequence is 
established following two criteria: 
 compatible with sensor operating constraints; 
 fulfill the navigation accuracy requirements. 
The IMU is used during the entire mission, i.e. from the DOI to MECO. The landing trajectory profile is 
compatible with the angular velocity and acceleration measurement ranges of the IMU described in 
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Section 4.6.1. The following figure show the angular velocity and the acceleration observed during 
the nominal landing trajectory: 
  
Figure 4.11: Inertial Angular Velocity and Acceleration in the Spacecraft 
Body Frame Versus Time for the Entire Landing Trajectory 
The star tracker is enabled only when the main engines are not operating, i.e. during the DO. The 
perturbations induced by thrusters can interfere with the operation of the star tracker and cause 
erroneous spacecraft attitude measurements. 
The altimeter is enabled as soon as the spacecraft altitude is compatible with its maximum operating 
range of 3 km. As shown in Figure 4.12, the landing site range is at 3 km at a spacecraft altitude of 
2 km.  
 
Figure 4.12: Altimeter Boresight Range Versus Target Relative Altitude 
The altimeter is stopped when the terminal descent starts, i.e. at 10 m of altitude. At this point, the 
interaction of the thruster plumes with the ground raises dust which might affect the altimeter 
measurements.  
The absolute optical navigation is enabled when the vehicle reaches an altitude of 50 km. There are 
many raisons why enabling the absolute navigation at higher altitude is not useful. First, Figure 4.13 
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shows that, at this altitude, the camera resolution at its boresight is about 130 m/pixel. This poor 
resolution makes the absolute optical measurements inaccurate so they do not provide any 
significant improvements in the spacecraft position and attitude estimation. Second, an accurate 
spacecraft position knowledge is not required since the translational states of the spacecraft is left 
uncontrolled during the DO phase. Third, the use of optical absolute navigation early in the descent 
would require a larger on-board database. However, it is required to start the absolute vision-based 
navigation long enough before initiating the breaking burn. The powered descent phase must be 
initiated at the right moment during the descent in order to fulfill the challenging landing accuracy 
requirements using a minimum amount of fuel. The absolute optical navigation is disabled at an 
altitude of 1.5 km. At a lower altitude, the absolute navigation would require an on-board geo-
referenced feature database with a resolution higher than that of currently available lunar surface 
imagery. As an example, the image processing typically detects craters smaller than 200 pixels of 
radius in the image. According to Figure 4.13, the camera resolution at the boresight is 2.5 m/pixels 
when the spacecraft altitude is 1.5 km. Consequently, the geo-referenced crater database would 
need to the list craters smaller 500 m of radius in order to match craters below 1.5 km of altitude. 
  
 (a) (b) 
Figure 4.13: Camera Resolution at Boresight Versus Target Relative 
Altitude (a) for the Entire Landing Trajectory (b) Zoom on 0 km to 5 km Altitude Range 
The optical relative navigation is started only at an altitude of 25 km. In other to get a relatively 
accurate velocity estimation of the spacecraft from relative optical measurements, the resolution of 
the image must be sufficiently good. In addition, the velocity estimates are more accurate if the 
altitude estimation error is lower. Consequently, it is more adequate to let the navigation filter 
converge using the absolute optical measurements before starting the optical relative navigation.  

















































































This chapter has presented the reference frames, the mission timeline, the environment 
characteristics, the spacecraft characteristics, the thruster and sensor configurations as well as the 
sensor enabling sequence. This information will be used to guide the design of the navigation system 
and to build the real-world simulator that will be used for validation purposes. 
  
 




5. Development of the Image Processing for Absolute Navigation 
The presence of relatively well shaped crater impacts covering the entire surface makes the Crater 
Detection and Matching Algorithm (CDMA) an attractive solution for future autonomous robotic 
lunar landing missions. However, it has been established in Chapter 2 that state-of-the-art solutions 
are computationally expensive and present a lack of robustness. This chapter presents the derivation 
of a CDMA addressing these weaknesses. The proposed detection algorithm is based on image 
segmentation. It introduces several innovations to increase the detection ratio while maintaining the 
number of false alarms low. The craters are matched using a stochastic approach similar to that 
presented in Chapter 2. However, it includes significant original improvements to increase its 
robustness to initial position knowledge error and to decrease its computational burden. The chapter 
starts by presenting a trade-off analysis showing why the segmentation-based carter detection and 
stochastic crater matching are the most suitable solutions to solve the absolute navigation problem 
for lunar landing. This is followed by a detailed presentation of the proposed approaches. 
5.1. Selection of Crater Detection and Matching Algorithm 
In Chapter 2, several crater detection and matching algorithms have been presented. The candidate 
has also identified their advantages and drawbacks. However, there is no consensus in the literature 
on which algorithm is the best to develop an autonomous navigation system for lunar pin-point 
landing. This section presents a trade-off analysis that selects the best suited crater detection and 
matching strategies that have been used as a starting point for this research. The state-of-the-art 
crater detection algorithms have been analyzed against the following four criteria: 
 Computational complexity: The detection algorithm must preferably have a low computational 
complexity to ensure its compatibility with currently available flight computers. 
 Detection ratio: This criterion characterized the efficacy of the algorithm to detect craters. The 
detection ratio is computed by dividing the number of true detections by the number of craters 
in the image. The craters with a radius smaller than two pixels are excluded from the 
computation, since there are hardly detectable even by human eyes. An algorithm with a high 
CHAPITRE 5: Development of the Image Processing for Absolute Navigation 121 
 
 
detection ratio is able to detect craters under various terrain characteristics, under various 
illumination conditions, with various radiuses, with eroded or sharp rims, close from each 
other and in the shadow casted by other geographic structures. 
 False-detection ratio: False detections, also called false alarms, happen when craters are 
detected where there is none. The false detection ratio is computed by dividing the number of 
false alarms by the number of detected craters. The crater detection algorithm must be 
sufficiently discriminant to recognise only the craters among all other similar geographic 
structures. A low false-detection ratio is often in contradiction with the detection ratio of the 
algorithm. As an example, an algorithm that would fit ellipses on every dark and bright blob 
pairs in the image would have a very high detection ratio, but also a very high false-detection 
ratio. In the same manner, an algorithm that does not detect anything has a low false-
detection ratio, but a low detection ratio as well. The challenge is then to design an algorithm 
that offers the best compromise between the false-detection and detection ratios. It is also 
important to realize that false alarms affect the capability of the matching algorithm to find the 
craters in the database. If the number of false alarms overwhelms the number of good 
matches, the crater matching will try to find constellation of craters that does not exist in the 
database. 
 Detection accuracy: The detection accuracy corresponds to the crater localization error and 
the radius error in the image. The localisation error of a crater is computed from the Euclidian 
distance between the center coordinates of the detected crater and its true center coordinates 
in the image. Similarly, the radius error is compute by taking the difference between the radius 
of the detected crater and the true radius of the crater in the image. When the camera is not 
nadir pointing, the craters are seen as ellipses. In that case, the radius error corresponds to the 
error on the average of the crater semi-minor and semi-major axes. 
The results of the trade-off analysis are shown in the following table: 
Table 5.1: Trade-Off Analysis of Crater Detection Algorithm 









Edge-Based Crater Detection 35 35 50 40 160 
Segmentation-Based Crater 
Detection 
65 65 25 40 195 
Hough Transform-Based Crater 
Detection 
0 0 25 20 45 
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The scores have been established by ventilating 100 points among all algorithms in each criterion. A 
higher score means a better performance of the algorithm. The scores are attributed empirically 
based on an exhaustive theoretically study and an implementation of the algorithms performed by 
the candidate. The scores must be interpreted in a relative fashion. The algorithm that receives the 
highest score sum is selected as baseline. The segmentation-based crater detection approach is the 
best compromise. It outperforms the methods based on the Hough transform. Compared to the 
edge-based crater detection, it has a lower computational complexity and a higher detection ratio. 
However, it has a higher false-detection rate and a lower accuracy. 
The crater matching algorithms have been evaluated using the following four criteria: 
 Computational complexity: This criterion has been explained for the crater-detection trade off. 
It also applies to crater matching. 
 False-match ratio: This criterion corresponds to the ratio of the number of detected craters 
incorrectly paired with craters of the database with the number of detected craters (including 
the false detections). Without outlier rejection mechanism in the estimator, false matches will 
degrade dramatically the accuracy of the navigation. A matching algorithm with a low false-
match ratio is then critical to fulfill the challenging mission requirements. 
 Robustness to depleted database or numerous false detections: As mentioned previously, the 
crater detection algorithm can produce some false detections. A good algorithm must be able 
to match the correctly-detected craters with those of the database, even in presence of false 
detections. A depleted crater database has the same effect as numerous false matches in the 
image. 
 Robustness to altitude knowledge error: Some algorithms need an accurate knowledge of the 
altitude in order to work. However, this information is not always available especially during 
the descent orbit where the altimeter cannot be operated given its operating range limits. The 
matching algorithm must then be able to deal as must as possible with high altitude knowledge 
error. 
Other criteria such as the robustness to attitude knowledge error and the ability to deal with lost-in-
space vehicle conditions have not been considered in the trade-off analysis since it is not required to 
fulfill the requirements of the mission scenario described in Chapter 4. In fact, the star tracker and of 
the gyroscope ensure an accurate knowledge of the vehicle attitude during the whole mission 
timeline. In addition, the position estimation error stays relatively small (below a few tens of 
CHAPITRE 5: Development of the Image Processing for Absolute Navigation 123 
 
 
kilometers) even before that the absolute navigation is started. Each category of crater matching 
algorithm presented in the literature review has been analysed against these criteria. The trade-off 
analysis is shown in the following table: 






False Match Ratio 
Robustness to 
Depleted Database or 
Numerous False 
Detection 
Robustness to Altitude 
Knowledge Error  
Relative 
parameter 
between pair of 
craters 
50 0 50 25 125 
Rectified Vector 
Crater Image 
50 50 0 0 100 
Stochastic 
matching 
0 50 50 75 175 
It shows that the stochastic matching is the most promising approach. This is mainly because of its 
false-match ratio and its robustness to altitude knowledge error.  
5.2. Crater Detection Algorithm 
Similar to the Spigai et al. [27] algorithm , the crater detection proposed by the candidate is achieved 
by pairing shadowed and illuminated objects of the image having a similar size and a relative 
orientation consistent with the direction of the light. Figure 5.1, below, illustrates the main steps of 
the proposed approach: 




Figure 5.1: Overview of the Crater Detection Algorithm 
The proposed crater detection technique based on image segmentation techniques and 
morphological image processing [161], addresses, according to the candidate, the robustness 
problems of the Spigai et al. approach and offers an increased accuracy by introducing five main 
innovations: 
1. The shaded and illuminated areas are extracted using adaptive pixel intensity k-mean 
clustering and the crater rim response of the image. The adaptive k-mean clustering increases 
the crater detection rate by reducing significantly the effect of low frequency intensity 
variations caused by large topographic structures, such as mountains and valleys. The crater 
rim response is similar to the edge response, but more weight is put on gradient aligned with 
the Sun direction. Its use enforces considerably the shape of shaded and illuminated parts of 
the crater in the binary images. 
2. The convex objects are extracted from shaded an illuminated areas using the hierarchical 
watershed transform of the distance transform. This innovative approach is able to deal with 
shaded and illuminated parts of the craters merged with other topographical structures. 
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3. The detection of the crater is done using an optimal shaded and illuminated objects pairing 
according to a cost function. This approach allows the selection of only the best candidate 
craters and the elimination of multiple pairings of the same crater part. 
4. The ellipse fitting is done using a recursive algorithm computing the parameters of the ellipse 
enclosing all the pixels of the objects belonging to the same crater. The state-of-the-art 
segmentation-based crater detection algorithms typically use the first and the second 
geometric moment. The proposed approach improves dramatically the accuracy of the 
detection. 
5. The sub-pixel accuracy in the crater parameters is obtained using a refinement step. It is based 
on quasi-newton/line-search optimization algorithm (this step is optional and can be used if 
processing power is available). This refinement step improves even more the accuracy of the 
detection (less than one pixel). 
All steps of the algorithm and the innovation proposed by the candidate are detailed in the following 
paragraphs. 
5.2.1. Light Source Direction Estimation 
The proposed crater detection algorithm needs to have a prior knowledge of the Sun direction in the 
image plane, denoted ?̂? = [𝑙𝑥 𝑙𝑦]. This vector is computed from the current estimation of the 
spacecraft position and attitude quaternion provided by the navigation filter, the current time as well 
as the Sun and the Moon ephemeris. Other more sophisticated approaches extracting autonomously 
the light direction from the image [162] have been investigated. However, given the fact that the 
spacecraft is not lost in space when the optical navigation is enabled and only a rough estimation of 
the Sun orientation is sufficient, the additional complexity involved with these algorithms is not 
justified. 
5.2.2. Image Preprocessing 
The camera image, denoted 𝐽(𝑥, 𝑦) with 𝑚 lines and 𝑛 columns, is equalized to exploit the full grey 
scale range and make the detection robust to light intensity (varying with the light elevation and the 
exposure time of the camera). In this process, the intensity of the image is offset and scaled such that 
a user-defined percentage 𝑠 of the pixels is saturated at lowest and highest possible pixel intensity 
values of the image, i.e. 0 and 255 for a 8-bit grayscale image. The intensity offset and scale factor are 
automatically computed by building the histogram of the image [163]. 
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The resulting equalized image, denoted 𝐼(𝑥, 𝑦) is then filtered using a Gaussian filter with the aim of 
softening the noise and the high-frequency signal induced by the ruggedness of the surface: 
 𝐿(𝑥, 𝑦) = 𝐼(𝑥, 𝑦) ⊗ 𝐺(𝑥, 𝑦, 𝜎𝑓) (5.1) 
where 𝐺(𝑥, 𝑦, 𝜎) corresponds to a Gaussian kernel with the user-defined smoothing (or scale) factor 
𝜎𝑓: 
 










This factor must be chosen carefully. In fact, a high value gives highly smoothed image and removes 
significant information about small craters. On the contrary, a low value leads to over-segmentation 
problems increasing the computation burden and the false detection rate. 
5.2.3. Illuminated and Shaded Area Extraction 
The next step of the algorithm consists in extracting the illuminated and the shaded area of the 
preprocessed camera image. In order to do so, two binary images are computed. The first one stores 
the illuminated areas while the other contains the shaded areas of the camera image. The image 
binarization is done using an adaptive k-mean clustering algorithm developed by the candidate and 
presented below. Instead of classifying the pixel of the whole image in same time, the image is split in 
several tiles and the k-mean clustering is applied on each of these individual tiles. Linear interpolation 
is used to fuse the classified tile to avoid border effect. This approach has the advantage of increasing 
the detection rate of the algorithm in the areas of the image where there are shadows casted by 
large topographic structures or when there are areas of the image with high illumination due to 
slopes of the terrain exposed to Sun. Thereafter, the illuminated and the shaded pixels of the binary 
images corresponding to the crater rims are removed. The crater rim suppression method increases 
the detection rate of the craters. More details about the pixel crater rim suppression are given in the 
following paragraphs. 
Image Binarization Using Adaptive K-Mean Clustering 
The shaded and illuminated areas of the image are extracted resulting in two binary images, denoted 
𝐵𝑠(𝑥, 𝑦) and 𝐵𝑏(𝑥, 𝑦), where the non-null pixels represent respectively the shaded (low pixel 
intensity) and the illuminated (high pixel intensity) objects. In order to do so, the k-mean clustering 
algorithm [164] based on the intensities of the pixels is used to autonomously classify the dark and 
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white pixels. The aim of this algorithm is to group the intensity of the 𝑛𝑝 pixels of the image, defined 
by {𝑝0, … , 𝑝𝑗 , … , 𝑝𝑛𝑝−1} into 𝑛𝑐 user-defined clusters {𝑐0, … , 𝑐𝑖, … , 𝑐𝑛𝑐−1} characterized by mean 
intensity level {𝑞0, … , 𝑞𝑖, … , 𝑞𝑛𝑐−1} in such way that the quality of clustering is given by: 
 






is minimized. This minimization is achieved iteratively using the following steps: 
1. The cluster intensity levels are uniformly distributed through the intensity range of the image 
𝐼(𝑥, 𝑦): 
 




max 𝐼(𝑥, 𝑦) − min 𝐼(𝑥, 𝑦)
𝑛𝑐
+min 𝐼(𝑥, 𝑦) (5.4) 
2. Each pixel 𝑝𝑗  is assigned to the closest cluster. The distance between a given pixel and a cluster 
is evaluated using the squared difference of their intensity level. This step is described by the 
following equation:  
 𝑐𝑖 = {𝑝𝑗 : (𝑝𝑗 − 𝑞𝑖)
2
≤ (𝑝𝑗 − 𝑞𝑘)
2
∀𝑘 = 0,… , 𝑛𝑐 − 1} (5.5) 
The intensity level of each cluster 𝑞𝑖 is set to the intensity mean of the pixels assigned to it as 








where 𝑛𝑖 is the number of pixels assigned to the cluster 𝑐𝑖. 
3. The step 2 and 3 are repeated until convergence. The convergence is reached when the 
variations of the mean intensity of the cluster are smaller than a user-defined threshold or the 
maximum number of iterations is reached. 
When the algorithm has converged, the cluster 𝑐0 groups the pixels with the lowest intensities 
(shaded areas), 𝑐𝑛𝑐−1 gathers the pixels with the highest intensities (illuminated areas) while other 
clusters contain intermediate intensity levels (background areas). By assigning the intensity of each 
pixel to the index of their cluster, the resulting image, called thresholded image, will have 𝑛𝑐 − 1 
intensity levels. In the present case, the candidate proposes to use four classes to build the 
thresholder image. The lowest and highest intensity clusters are respectively used to define the 
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shaded and the illuminated binary images while the clusters corresponding to intermediate intensity 
level are eliminated. 
However, the original formulation of the algorithm has an important problem which tends to 
decrease the crater detection ratio. Consider that the camera is looking at a mountain. One side of 
the mountain is exposed to Sun while the other side is in the umbra. The shaded parts of the craters 
located on each side of the mountain will not have the same intensity. It is then likely that the k-
mean clustering algorithm will classify the shaded sides of the craters of the illuminated sides of the 
mountain as background area since they have a brighter intensity than the pixels of the shaded area 
of the crater located in the umbra.  
 
 
Figure 5.2: Example of Craters in Large Illuminated and Shadowed Areas of the Image 
It would then be more efficient to classify the pixels of each side of the mountain independently. 
More technically speaking, this strategy will increase considerably the crater detection rate by 
reducing significantly the effect of low frequency intensity variations caused by large topographic 
structures, such as mountains and valleys. Obviously, the locations of the large mountains or valleys 
in the image are unknown. The candidate proposes then to split the image in small equally-sized 
parts called tiles and to apply the k-mean clustering on each of these tiles. To obtain the thresholded 
version of the complete image, the thresholded tiles are joined together. By doing so, the intensity 
Example of 
craters in a large 
shaded area of 
the image 
Example of 
craters in a large 
illuminated area 
of the image 
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levels of the clusters will vary between tiles. Without further processing, the resulting thresholded 
image would have artificially induced boundaries at the tile junctions. In order to solve this issue, the 
intensities of the clusters are defined for each pixel using bilinear interpolation. After this operation, 
the intensity level of each cluster varies smoothly as a function of the image coordinates. Each pixel is 
then reassigned to the closest cluster using the intensity level of the clusters defined for its image 
coordinates. The complete clustering algorithm is summarized as following.  
1. The image is split in 𝑚𝑡 × 𝑛𝑡 tiles of 𝑚𝑠 × 𝑛𝑠 pixels as illustrated in Figure 5.3 below: 
 
Figure 5.3: Tiled Image 
2. The k-mean clustering algorithm is applied independently on all tiles.  
3. To insure a smooth transition between tiles, the intensities of the pixels are not classified by 
using directly the clusters of their tile. It is done rather by using a new set of clusters computed 
for each pixel and defined from the four tiles in then pixel neighbourhood. For instance, the 
pixel falling in the tile 𝑇𝑘,𝑙 will use a set of cluster defined from the cluster of the tile 𝑇𝑘,𝑙, 
𝑇𝑘+1,𝑙, 𝑇𝑘,𝑙+1 and 𝑇𝑘+1,𝑙+1. The intensity levels of these new clusters are defined from a 
weighted average based on the distance between the pixels and the neighbouring tiles (similar 
as a bilinear interpolation). More precisely, the pixel at the coordinates (𝑥, 𝑦) in the image is 
classified using the clusters defined in the following equation: 
 𝑞𝑖(𝑥, 𝑦) = (1 − Δ𝑥)(1 − Δ𝑦)𝑞𝑖,𝑘,𝑙 + (1 − Δ𝑥)Δ𝑦𝑞𝑖,𝑘+1,𝑙 + Δ𝑥(1 − Δ𝑦)𝑞𝑖,𝑘,𝑙+1
+ Δ𝑥Δ𝑦𝑞𝑖,𝑘+1,𝑙+1 (5.7) 
where 𝑖 is the index of the clusters varying from 0 to 𝑛𝑐 − 1, 𝑘 = floor(𝑥/𝑚𝑠), 𝑙 =
floor(𝑦/𝑛𝑠), 𝛥𝑥 = (𝑥 − 𝑘 ∙ 𝑚𝑠)/𝑚𝑠 and 𝛥𝑦 = (𝑦 − 𝑙 ∙ 𝑛𝑠)/𝑛𝑠.  
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Crater Rim Pixel Removal 
The pixels expected to be on the rim of a crater are also removed from the shaded and illuminated 
areas. This strategy enforces considerably the shape of the shaded and illuminated parts of the 
craters in the binary images. In fact, it often happens that the shaded or the illuminated parts of the 
craters are merged with other image segments induced by various topographic structures. The 
suppression of the crater rims in the binary images contributes to split the crater parts from those 
segments. In order to do so, the crater rims in the image are detected and the pixels in the shaded 
and illuminated binary images corresponding to the crater rims are set to zero. 
The remaining question is how to detect the crater rims in the image. The algorithm proposed by the 
candidate is based on the state-of-the-art edge extraction scheme [35]. This technique consists in 
determining which pixels of the image fall on crater rims using the edge response 𝐶(𝑥, 𝑦) of the 
smoothed image 𝐿(𝑥, 𝑦). In many applications, 𝐶(𝑥, 𝑦) is defined as the norm of the intensity 
gradient. The high and low magnitude responses correspond respectively to edge and flat areas of 
the image. Using these definitions, the first step of the edge detection algorithm is to establish the 
threshold over which a pixel of 𝐶(𝑥, 𝑦) correspond to edges of the image. This is usually done by 
using the technique involved in the image equalization. In fact, by building the histogram of 𝐶(𝑥, 𝑦), 
the threshold is computed from the expected percentage of the image pixels that are edges. The 
image edges obtained by applying a simple thresholding of 𝐶(𝑥, 𝑦) have often a thickness of several 
pixels. In this state, they are not very useful for image analysis (especially for image segmentation). It 
is why that typical edge detection algorithms use an additional processing step to obtain thin image 
edges. The edge thinning consists in performing a non-maximum suppression. It means that only the 
edge pixels corresponding to a local maximum of 𝐶(𝑥, 𝑦) along the intensity gradient of the image 
are kept. More details about edge detection are provided in Annex C. In this application, 𝐶(𝑥, 𝑦) is 
defined to enforce the response of the crater rim. It has been determined that the intensity gradients 
of the crater rims are mostly aligned with the light source direction. Consequently, the dot product 
between the light direction vector and the intensity gradient vector gives a high response at the 
crater rims. This observation has led to the transformation introduced by Cheng et al. [25] and shown 
in the equation below: 
 𝐶(𝑥, 𝑦) = (𝐿𝑥(𝑥, 𝑦) ∙ 𝑙𝑥 + 𝐿𝑦(𝑥, 𝑦) ∙ 𝑙𝑦) ⊗ 𝐺(𝑥, 𝑦, 𝜎𝑚) (5.8) 
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where ⊗ is the convolution operator, 𝐿𝑥(𝑥, 𝑦) and 𝐿𝑦(𝑥, 𝑦) correspond respectively to the horizontal 
and vertical image intensity gradients computed using finite differences, 𝑙𝑥 and 𝑙𝑦 is the light source 
direction defined in Section 5.2.1, 𝐺(𝑥, 𝑦, 𝜎𝑚) is a Gaussian filter with a user-defined scale 𝜎𝑚. It is 
important to mention that 𝐶(𝑥, 𝑦) will be referred to as the crater rim cost map in this chapter. 
Figure 5.4 and Figure 5.5 below give a typical crater rim cost map and its associate edges: 
  
Figure 5.4: Crater Rim Cost Map Figure 5.5: Crater Rims in the Images 
5.2.4. Convex Object Detection 
In the original formulation of the segmentation-based crater detection algorithm described in 
Chapter 2, each group of connected pixels in the binary image is considered as a potential part of a 
crater. This approach has a major problem. It happens frequently that the illuminated or the shaded 
part of a given crater is fused with objects of other geographic structures such as mountains, ridges 
or other craters. The shape of this crater part is then significantly modified and it is likely that the 
algorithm will not be able to find its corresponding part in the other binary image. Even if it succeeds, 
the detected crater will be inaccurate or a false alarm. In order to solve this issue, the candidate 
proposes an innovative solution to segment the illuminated and the shaded area of the image into 
smaller objects, called convex objects. The segmentation of the illuminated and the shaded areas of 
the image is done using three steps: distance transform, hierarchical watershed transform and 
convex object characterisation. The first step consists in applying a distance transform on the binary 
images. This transform sets the intensity of the illuminated and shaded pixels to their distance from 
the closest background pixel. The distance transform is presented in details latter in this chapter. The 
regional maximum (group of adjacent pixels which have a higher value than their neighbour) in the 
distance transform correspond to the center of the convex objects. As an example, the distance 
transform of a simple binary object built by merging several circles of various sizes has been 
computed and the result is shown in the figures below: 
Crater cost map



























 (a)  (b) 
Figure 5.6: Example of Distance Transform, (a) Binary Object, 
(b) Resulting Distance Transform 
The dark red pixels have the maximum distance value while dark blue pixels correspond to 
background. In this example, it is clear that the centers of the circles in the binary object correspond 
to the regional maximum of the distance transform.  
The second step of the algorithm is to break the objects in the binary image into smaller convex 
objects originating from each regional maximum of the distance transform. In order to do so, the 
watershed transform [161] is used. Consider the distance transform of the binary images as a 
topographic surface, such that the distance values of the pixels corresponds to their depth into the 
surface. By flooding this surface from its regional maxima and by preventing the merging of the 
waters coming from different sources, the image can be partitioned into segments called catchment 
basins. The border separating these catchment basins correspond to the watershed lines. The result 
of the watershed transform is an image in which the intensity of the pixels of each catchment basin is 
set to a unique identification number. The watershed transform of the example shown in Figure 5.6 is 
presented in the following figure:  
















Figure 5.7: Example of the Watershed Transform of the Distance Transform 
In the above example, the watershed transform successfully identifies each merged convex objects 
(each catchment corresponds to a given circle). With real-life images, the shapes of the objects are 
irregular. These irregularities create undesired regional maxima in the distance transform. The 
watershed transform controlled by regional maximum tends to break the binary objects into several 
small convex objects that do not necessary have a physical sense. This phenomenon is called over 
segmentation. To illustrate the over-segmentation problem, the contours of the binary object shown 
in Figure 5.6 has been deliberately altered. This new object as well as the distance transform and the 
watershed transform are shown in the following figure:  










 (a)  (b) 
 
(c) 
Figure 5.8: Example of Over Segmentation Due to Irregular Binary Object Contours, (a) Binary Object 
With Irregular Contours, (b) Distance Transform (c) Watershed Transform of the Distance Transform 
In Figure 5.8c, one could notice that the distance transform has several undesired regional maxima 
and the original objects are broken into several small parts that do not correspond to any of the 
circles. The watershed transform requires then further processing to be useful for image analysis. As 
explained earlier, the objects originating from the binary image are broken into as many parts as 
there are regional maxima into the distance transform. Consequently, it appears self-evident that 
eliminating the non-significant regional maxima in the distance transform would lead to the desired 
level of segmentation. However, the process of determining if a given regional maximum defines a 
convex object with physical meaning or if it is an artefact introduced by the irregularities of the binary 
object contours is not an obvious process. The regional maximum filtering process proposed by the 
candidate can be explained using the topographic surface analogy. The algorithm processes all 
possible pairs of regional maxima so the regional maximum with the highest altitude (lowest distance 
value) of the pair is filled when there is not a sufficiently high mountain along the straight path 
separating them. More precisely, consider two regional maxima 𝑖 and 𝑗. Their distance values are 


















CHAPITRE 5: Development of the Image Processing for Absolute Navigation 135 
 
 
respectively given by 𝑑𝑖  and 𝑑𝑗, where 𝑑𝑖  >  𝑑𝑗. The regional maximum 𝑗 is filled if the ratio between 
𝑑𝑗 and the highest mountain separating them is below a user-defined threshold 𝛼. Consequently, if 
the threshold is set to 1, all the regional maxima in the distance are kept and if it set to infinity, all 
regional maxima are filled, but one (the one with the highest distance value). This scheme is 
implemented by exploiting an important morphological image processing tool called the dual 
reconstruction [161]. The dual reconstruction can be seen as removing soil from a surface along the 
horizontal until it becomes flat or a user-defined limit is reached. The function to reconstruct is called 
marker and the limit is the mask. By choosing the marker to be the distance transform of the binary 
object and the mask to be also the distance transform, but multiplied by the threshold 𝛼, the result 
of the dual reconstruction will contain only the desired regional maxima. The objects of the binary 
image is then segmented by executing a watershed transform directly on the dual reconstruction 
result or on the original distance transform controlled by regional maxima in the dual reconstruction 
result. The right level of segmentation (linked to the chosen 𝛼 value) is a priori unknown. Even worst, 
it can be different for each object in the image. Consequently, the algorithm tries several 
segmentation levels. The following figures show various segmentation levels of the binary object 
shown in Figure 5.8 
 
Figure 5.9: Example of Various Segmentation Level Obtained From the Dual Reconstruction of the 
Distance Transform, (a) Low Threshold Value, (b) Medium Threshold Value (c) High Threshold Value 
To ease this analysis, it is convenient to organise the convex objects into a hierarchical representation 
and each level of the hierarchy correspond to a given segmentation level of the original object. The 
hierarchical representation of the results presented in Figure 5.9 is shown here: 






















Figure 5.10: Example of Hierarchical Watershed Transform 
More details about the hierarchical watershed transform are given in this chapter. 
The third step consists in characterizing each detected convex objects. The convex objects resulting 
from the hierarchical watershed transform are analysed using criteria established from the 
characteristics on the physical objects that the algorithm is looking for. These characteristics will be 
used in the next steps of the algorithm to determine if a given object is a crater part or not. In the 
merged circle example, the ratio between the major and the minor axis of the convex objects would 
be a good parameter to identify which ones are circles. 
More details about how each of these three steps is implemented for the crater detection algorithm 
are given in the following paragraphs. 
Euclidean Distance Transform 
As mentioned at the beginning of the section, the distance transform consists in computing the 
distance from a pixel of an object (non-zero pixels) to the nearest background pixel (zero pixels). The 
result of the distance transform is stored into an image denoted 𝐷(𝑥, 𝑦). In this image, the intensity of 
each pixel corresponds to its distance to the closest background pixel. The distance transform will be 
used in the next steps of the algorithm to perform the detection of the crater parts in the shaded and 
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 𝐷(𝑥, 𝑦) = min
𝑖,𝑗
(𝑥 − 𝑖)2 + (𝑦 − 𝑗)2  subject to 
0 ≤ 𝑖 ≤ 𝑚 − 1 
0 ≤ 𝑗 ≤ 𝑛 − 1 
𝐵(𝑖, 𝑗) = 0 
(5.9) 
where 𝑚 and 𝑛 are respectively the number of lines and of columns of the image, 𝐵 is the illuminated 
or the shaded binary image (the distance transform is performed on both binary images), 𝑖, 𝑗, 𝑥 and 𝑦 
are integer pixel indexes. This optimization problem is solved using a linear-time algorithm described 
in [165]. A summary of the algorithm is presented here. The optimization problem of Eq. (5.9) is 
solved in three phases.  
The first phase is to compute the distance between the object pixel and the closest background pixel 
toward the top of the image (toward the negative y axis). This process is mathematically described by 
the following optimization problem for 𝑥 = 0,1, … , 𝑛 − 1: 
 𝐷1(𝑥, 𝑦) = min
𝑗
𝑦 − 𝑗  subject to 
0 ≤ 𝑗 ≤ 𝑦 
𝐵(𝑥, 𝑗) = 0. 
(5.10) 
𝐷1(𝑥, 𝑦) is computed by a line scan from the top to the bottom of the image. If the pixel is a 
background pixel, 𝐷1(𝑥, 𝑦) is set to zero. Otherwise, the pixel is an object pixel and it is assigned to 
𝐷1(𝑥, 𝑦 − 1) + 1. An example of result is shown in Figure 5.11 using a simple binary image. 
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The second phase consists in finding the closest background pixel along the lines of the image (along 
the y axis). This is done by solving the following problem for 𝑥 = 0,1, … , 𝑛 − 1: 
 𝐷2(𝑥, 𝑦) = min
𝑗
{𝑗 − 𝑦, 𝐷1(𝑥, 𝑦)}  suject to 
𝑦 ≤ 𝑗 ≤ 𝑛 − 1 
𝐵(𝑥, 𝑗) = 0 
(5.11) 
where 𝐷1(𝑥, 𝑦) is the result of the first phase of the algorithm. In order to do so, a line scan starting 
from the bottom of the image and stopping at the top is used. Again, 𝐷2(𝑥, 𝑦) is set to zero if the 
pixel (𝑥, 𝑦) is a background pixel. Otherwise, 𝐷2(𝑥, 𝑦) is set to the smallest value between 𝐷1(𝑥, 𝑦) 
and 𝐷2(𝑥, 𝑦 + 1) + 1. After the line scan, the example shown in Figure 5.11 becomes: 
 
Figure 5.12: Second Phase of Euclidean Distance Transform 
The last and the third phase consists in solving the following optimization problem for 𝑦 =
1,2,… ,𝑚 − 1:  
 𝐷3(𝑥, 𝑦) = min
𝑖
 𝑓(𝑥, 𝑦, 𝑖)  suject to 
0 ≤ 𝑖 ≤ 𝑚 − 1 
𝐵(𝑖, 𝑦) = 0 
(5.12) 
where 𝑓(𝑥, 𝑦, 𝑖) = (𝑥 − 𝑖)2 + 𝐷2(𝑖, 𝑦)
2. This problem is equivalent to the definition of the distance 
transform given in Eq. (5.9), but it is formulated so it includes the result of the second phase of the 
algorithm instead of the binary image. This optimization problem consists in finding the integer 
values of 𝑖 that give the minimum values of 𝑓(𝑥, 𝑦, 𝑖) for each pixel (𝑥, 𝑦) of the image. A naive 
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value of 𝑖 gives the smallest result. However, this approach would not be efficient and would prevent 
the use of the distance transform for real-time application. A more computationally efficient, but 
more complex, approach is presented below. 
For a given line 𝑦, the minimum of 𝑓(𝑥, 𝑦, 𝑖) can be defined as a piecewise function. The third phase 
of the algorithm consists then in defining these piecewise functions for each line of the image and in 
evaluating them at each possible 𝑥 values in order to obtain the distance transform of the binary 
image. 
In order to show how the piecewise function of a given line is determined, the example shown in 
Figure 5.12 is reused. The values of 𝑓(𝑥, 𝑦, 𝑖) as a function of 𝑥, with 𝑦 = 3 and for all possible 𝑖 
values, i.e. from 𝑖 = 0,1,… , 𝑛 − 1, is shown in the following figure: 
 
Figure 5.13: Value of f(x,y,i) for y = 3 
One can notice that the minimum of the function 𝑓(𝑥, 3, 𝑖) corresponds to the lower bound of the 
curves 𝑖 = 0,1,… , 𝑛 − 1. This lower bound is a piecewise function since it is split in several intervals. 
Each interval of the lower bound is defined by a given curve 𝑖 and is designated by the index 𝑘 varying 
from 0 to the number of interval minus 1. The numbering of the interval is done from the right to the 
left of the image. The indexes of the curves defining the lower bound of 𝑓(𝑥, 𝑦, 𝑖) are denoted 𝑠𝑘.The 
index 𝑡𝑘 corresponds to the nearest column toward the infinity where the curves 𝑠𝑘−1 and 𝑠𝑘 
intercept. It can be demonstrated that the index of the curve 𝑠𝑘−1 is always lower than 𝑠𝑘. The 
algorithm begins by initializing 𝑘 to zero. It also initializes the value of 𝑠0 to 0. This means that the 
algorithm starts with the hypothesis that the first interval of the lower bound of 𝑓(𝑥, 𝑦, 𝑖) is defined 
by the curve 𝑖 = 0. It is important to understand that this hypothesis is not necessarily true. It will be 
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modified if necessary in the next steps of the algorithm. The first interval of the lower bound always 
starts at the coordinates 0 along the x axis. Consequently, the value of 𝑡0 is set to zero. Thereafter, 
the value of 𝑖 is scanned from 0,… ,𝑚 − 1. At each iteration, the algorithm checks if each curves 𝑖 is 
lower than the curve 𝑠𝑘 over the interval starting at 𝑡𝑘. This is done by verifying if: 
 𝑓(𝑡𝑘, 𝑦, 𝑖) ≥  𝑓(𝑡𝑘, 𝑦, 𝑠𝑘) (5.13) 
If Eq. (5.13) is false, the curve 𝑖 is not the lower bound before 𝑡𝑘, but it is potentially the lower bound 
of the next interval. Then, 𝑘 is incremented by 1, 𝑠𝑘 is set to 𝑖 and 𝑡𝑘 is computed by rounding to the 




2 + 𝐷2(𝑖, 𝑦)




If Eq. (5.13) is true, the curve 𝑠𝑘 is not a lower bound. The index 𝑘 is then decremented and the check 
of Eq. (5.14) is repeated. During this process, it happens that the index 𝑘 becomes lower than 0. In 
that case, it means that the initial interval was not defining a lower bound. The algorithm continues 
to the next 𝑖 value, but using 𝑘 = 0, 𝑡0 = 0 and 𝑠𝑘 = 𝑖.  
Once the piecewise functions describing the minimum of 𝑓(𝑥, 𝑦, 𝑖) for a given line 𝑦 has been 
characterized, 𝐷3(𝑥, 𝑦) is obtained by a column scan starting from the right column to the left, i.e. 
𝑥 = 𝑛 − 1, 𝑛 − 2,… , 0. The scan starts with 𝑘 set to the index of the last interval of the lower bound. 
At each column 𝑥, the lower bound is defined by the curve 𝑠𝑘 and 𝐷3(𝑥, 𝑦) = 𝑓(𝑥, 𝑦, 𝑠𝑘) .If 𝑥 = 𝑡𝑘, it 
means that the column 𝑥 − 1, processed in the next iteration, will lie in the previous interval. 
Consequently, 𝑘 is decreased by one before continuing the column scan.  
After the execution of the last phase of the distance transform algorithm, Figure 5.13 becomes as it is 
shown below: 




Figure 5.14: Third Phase of the Euclidian Distance Transform 
Hierarchical Watershed Transform  
The hierarchical watershed transform consists in extracting the convex objects of the illuminated and 
shaded image that potentially belong to the craters. In order to do so, the candidate has developed a 
hierarchical object representation. This innovative representation is built using morphological image 
processing concepts i.e. the watershed transform and the image reconstruction. The objects are then 
characterised using their centroid, size and dominant orientation. 
The watershed transform [161] is defined as follows. Consider the distance transform of the binary 
images (computed in the previous step) as a topographic surface, such that the distance values of the 
pixels corresponds to their depth into the surface. By flooding this surface from its regional maxima 
and by preventing the merging of the waters coming from different sources, the image can be 
partitioned into segments called catchment basins. The border separating these catchment basins 
correspond to the watershed lines. Each of this catchment basin can be considered as a convex object 
of the original binary image which potentially belongs to a crater. They are also identified by a unique 














































Figure 5.15: One-dimensional Example of the Watershed 
Transform of the Distance Transform 
where light colors correspond to catchment basins, the dark colors are their corresponding flooding 
sources and the numbers correspond to the flooding steps. The flooding starts at the regional 
maximum with the highest distance value. When the water level reaches the second highest regional 
maximum, this regional maximum becomes also a flooding source and so on until the entire surface is 
flooded. The flooding operation is performed so the level of water in each catchment basin grows in 
same time. This prevents the merging of the water coming from different flooding sources. From this 
brief description, it is easy to realize that the watershed transform has two phases: the extraction of 
the regional maxima and the flooding process. 
As mentioned previously, the regional maxima are groups of adjacent pixels having the same distance 
value. The distance value of these pixels is also higher than that of their adjacent neighbours. The 
extraction of the regional maxima can then be seen as finding the clusters of connected pixels having 
distance values greater or equal to their eight-connected neighbours. More precisely, the extraction 























































Figure 5.16: Pixel Queue 
A pixel queue is memory space allowing the storage of the pixel coordinates of an image. The “push” 
operation adds a pixel on the top of the queue, the “pop” operation removes and provides to the 
user the coordinate of the pixel on the bottom of the queue (first in, first out buffer). During the 
search process, the regional maximum extraction algorithm needs to assign a status, described by an 
integer number, to each pixel of the image. This information is stored in an array denoted 𝑆(𝑥, 𝑦). 
The status of a pixel can be 0 for “not processed”, 1 for “in process” and 2 for “processed”. The 
outputs of the algorithm are a list containing the coordinates of one of the pixels of each regional 
maximum and an image, denoted 𝐻(𝑥, 𝑦), in which the non-null pixels correspond to regional 
maxima. The pixels of 𝐻(𝑥, 𝑦) part of the same regional maxima are assigned to a unique integer. 
Before the execution of the algorithm, 𝑆(𝑥, 𝑦), 𝐻(𝑥, 𝑦) and an index 𝑘 are set to 0. Thereafter, each 
pixel of the image is analysed. If the status of the current pixel is “in progress” or “processed”, the 
algorithm continues to the next pixel. Otherwise, it verifies if the magnitude of the pixel is greater or 
equal than that of its eight-connected neighbours. If it is the case, the pixel is part of a regional 
maximum. The index 𝑘 is then incremented and the coordinates of the pixel is added to the regional 
maxima list. In order to identify the other pixels of this regional maximum (adjacent pixels with the 
same magnitude), the pixel is pushed on a queue, its status is set to “in process” in 𝑆(𝑥, 𝑦) and a loop 
is started until the queue is empty. At each iteration of the loop, a pixel is popped from the stack and 
its status is set to “processed”. If this pixel has the same intensity of the regional maximum, then 
𝐻(𝑥, 𝑦) is set to 𝑘, its eight-connected neighbours are pushed on the stack if their status is “not 
processed”, their status is set to “in process” and the algorithms continues to the next pixel in the 
stack until it is empty. 
Once the region maxima of the distance transform are identified, the flooding process is executed. In 
order to explain how this watershed algorithm works, another type of memory buffer, called ordered 
pixel queue, must be introduced. This memory buffer is composed of several pixel queues. Each of 
these pixel queues store only the pixels having the same distance value as illustrated in Figure 5.17: 
pop
push




Figure 5.17: Ordered Pixel Queue 
where the colors correspond to the pixel distance values (white and dark blue corresponds to low 
and high distance values respectively). The distance values of the pixels in the queue define the 
priority at which they will go out. The pixel with the highest distance value has the highest priority 
and will go out first. On the contrary, the pixel with the lowest distance value has the lowest priority 
and will go out only after that all the pixels with higher priorities will be popped out of the queue. The 
“push” operation adds a pixel on the top of the queue corresponding to its priority. The “pop” 
operation removes and provides to the user the pixel at the bottom of the queue with the highest 
priority. As in the regional maxima extraction algorithm, the status of each pixel is needed and stored 
in 𝑆(𝑥, 𝑦). The output of the watershed algorithm is an image, denoted 𝑊(𝑥, 𝑦), in which each 
catchment basin is designed by a unique identification number. The watershed transform algorithm 
starts by initializing 𝑆(𝑥, 𝑦) to “not processed” and by setting 𝑊(𝑥, 𝑦) to 0. The pixels of each 
flooding source (one pixel of each regional maximum) is pushed on the ordered queue with a priority 
equal to their distance transform value in 𝐷(𝑥, 𝑦). The labels 𝑘 of the flooding sources (varying from 
1 up to the number of flooding sources) are set in 𝑊(𝑥, 𝑦). Until the ordered queue is empty, the 
following loop is executed. A pixel, denoted 𝒑𝑖 = [𝑥𝑖 𝑦𝑖], is popped out of the ordered queue. Its 
status is set to “processed” in 𝑆(𝑥𝑖 , 𝑦𝑖). Its eight-connected neighbours 𝒑𝑗 = [𝑥𝑗 𝑦𝑗] having a “not 
processed” status are pushed on the ordered queue with a priority value corresponding to 𝐷(𝑥𝑗, 𝑦𝑗). 
Their status is set to “in process” and their corresponding value in 𝑊(𝑥𝑗, 𝑦𝑗) is assigned to the same 
label than that of 𝒑𝑖. The algorithm restarts with the next pixel in the ordered queue. 
As presented previously, the use of the watershed transform controlled by regional maxima causes 
over-segmentation problems due to the irregularities of the object borders (many non-significant 
regional maxima in the distance transform). To solve this problem, only significant maxima have to be 
selected as flooding sources (pixel used to initialize the ordered queue in the previously-presented 
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The dual-reconstruction, denoted 𝑅(𝑥, 𝑦), can be conceptually thought as the repeated erosion of a 
marker function, denoted 𝐷(𝑥, 𝑦) (corresponding to the distance transform in this algorithm) until its 
magnitude reaches a higher limit defined by a mask function, denoted 𝑀(𝑥, 𝑦). By continuing the 
analogy relating the distance transform to a topographic surface, the erosion can be seen as 
removing a given amount of soil from the surface along the horizontal, thereby decreasing the 
elevation (equivalent to increasing the distance transform values) of the geographic structure. The 
erosion of a given pixel consists in taking the maximum distance value between its magnitude and 
that of its two adjacent neighbours. The following figure illustrates the dual-reconstruction process in 
two dimensions: 
 
Figure 5.18: Two-dimensional Example of the Dual Reconstruction 
of the Distance Transform 
Obviously, the dual-reconstruction algorithm is implemented in a more efficient way. In fact, it is 
similar to the watershed algorithm explained above. The only differences are: no management of the 
catchment basin is needed, the algorithm starts by initializing 𝑅(𝑥, 𝑦) to 𝐷(𝑥, 𝑦), the adjacent 
neighbours of 𝒑𝑖 = [𝑥𝑖 𝑦𝑖], denoted 𝒑𝑗 = [𝑥𝑗 𝑦𝑗] are pushed with a priority corresponding to 
min(𝑀(𝑥𝑖 , 𝑦𝑖), 𝑅(𝑥𝑖, 𝑦𝑖)) and when a pixel is pushed on the ordered queue, its corresponding 
intensity in 𝑅(𝑥, 𝑦) is assigned to its priority. 
Dual reconstruction 
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An important property of the dual reconstruction is that each regional maximum of 𝑅(𝑥, 𝑦) is also a 
region maximum in 𝐷(𝑥, 𝑦). However, the less significant maxima of 𝐷(𝑥, 𝑦) do not exist in 𝑅(𝑥, 𝑦). 
The level of filtration, which has impact on the number of catchment basins, is controlled by the 
mask. In fact, by defining 𝑀(𝑥, 𝑦) equal to 𝐷(𝑥, 𝑦), it is easy to see that no regional maxima in the 
distance transform is removed (the result of the dual-reconstruction is equal to 𝐷(𝑥, 𝑦)) and the 
over-segmentation of the image is maintained. Similarly, by setting 𝑀(𝑥, 𝑦) to max𝐷(𝑥, 𝑦), all the 
pixels of 𝑅(𝑥, 𝑦) become equal to max𝐷(𝑥, 𝑦) and the detected object corresponds directly to the 
disconnected areas of the binary image obtained from the k-mean segmentation. Consequently, the 
illuminated and the shaded objects belonging to a given crater can be merged with other crater of 
geographic structures. A compromise between these two extreme cases would be to set 𝑀(𝑥, 𝑦) =
𝛼𝐷(𝑥, 𝑦), where 𝛼 > 1. 
In order to make the crater detection algorithm robust to various crater shapes, a user-defined 
number of sets of regional maxima are considered. Each set is obtained from the dual-
reconstructions of 𝐷(𝑥, 𝑦) based on decreasing values of 𝛼 and is used as a flooding sources for the 
watershed transform. Therefore, each obtained watershed transform, denoted 𝑊𝑙(𝑥, 𝑦), gives an 
increasing level 𝑙 of object segmentation used to define a hierarchical representation of the detected 
objects, referred to as object trees. Figure 5.19 shows an example of an object tree with three 
segmentation levels: 
 
Figure 5.19: Example of an Object Tree 
where the numbers correspond to the label of each object. The object trees are built from the 
bottom to the top. Knowing the coordinates of one of the pixels of the detected objects in 𝑊𝑙(𝑥, 𝑦), 
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Convex Object Analysis 
Each convex object 𝑘 is then parameterised in order to define the comparison metrics enabling the 
identification of the shaded and illuminated object pairs belonging to the same crater. The first 
parameter is the object area which simply corresponds to its number of pixels, denoted 𝑛𝑝,𝑘,. The 
second set of parameters is obtained from the Principal Component Analysis (PCA) of the object. This 
technique can be seen as modelling each detected convex object by an ellipse. Its center corresponds 
to the first moment of the pixel coordinates: 
 












and its axes are defined from the following covariance matrix: 






























More precisely, the lengths of the major and minor axis of the ellipse model, denoted respectively 𝑒𝑘 
and 𝑓𝑘 correspond to two times the square root of the eigenvalues of 𝑷𝑘: 
 {𝑒𝑘, 𝑓𝑘} = √2(𝑎𝑘 + 𝑏𝑘 ± 𝑑𝑘) (5.18) 
where 𝑑𝑘 = √𝑎𝑘
2 − 2𝑎𝑘𝑏𝑘 + 𝑏𝑘
2 + 4𝑐𝑘
2 while their orientation is defined from the eigenvectors of the 
covariance matrix 𝜺𝑘 and 𝝓𝑘: 
 
{𝜺𝑘 , 𝝓𝑘} = [





The third set of parameters is the length of the semi-axes parallel and perpendicular to the Sun 
direction. These axes, respectively denoted 𝑟𝑘 and 𝑠𝑘, are illustrated in Figure 5.20 below: 




Figure 5.20: Ellipse Model of a Detected Convex Objet 
They are computed from the quadratic equation of the ellipse model: 
 𝒙𝑇𝑷𝑘𝒙 = 1 (5.20) 











By intercepting the Sun direction vector with Eq. (5.20), 𝑠𝑘 and 𝑟𝑘 are obtained: 
 
𝑟𝑘 = √1/(𝑎𝑘𝑙𝑥2 + 2𝑐𝑘𝑙𝑥𝑙𝑦 + 𝑏𝑘𝑙𝑦2) 
𝑠𝑘 = √1/(𝑎𝑘𝑙𝑦2 − 2𝑐𝑘𝑙𝑥𝑙𝑦 + 𝑏𝑘𝑙𝑥2) 
(5.22) 
5.2.5. Illuminated and Shaded Object Pairing Cost Computation 
In this step, pairs of shaded and illuminated convex objects that potentially belong to the same crater 
are established. In order to do so, all possible pairs between illuminated and shaded objects are 
compared against a simple crater mathematical model developed by the candidate. This model 
describes: 
 the ratio of the distance between the centroid of the objects and the sum of their axis parallel 
to Sun; 
 the ratio of the object axis perpendicular to the Sun; 
 the angle between the relative orientation of the objects and the Sun direction. 
In addition, when an illuminated and shaded object pair fits with the mathematical crater model 
described previously, an ellipse is fitted to their pixels using the technique presented in Section 5.2.6 
and two additional criteria are verified: 
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 the crater rim cost of the fitted ellipse (obtained using the crater rim cost map defined in 
Section 5.2.3). 
A cost is assigned to each objet pair according to its degree of similarity with this mathematical crater 
model. The following paragraph explains with more details the computation of the pairing cost. 
Distance Cost 
The distance cost tends to zero when the sum of the object axes along the Sun direction becomes 
close to the distance between their centroid. To belong to the same crater, the distance cost 
between two convex objects must be under a user-defined threshold 𝑡𝑑. Mathematically, the 
distance cost of these objects given by: 
 
𝑐𝑑,𝑖,𝑗 = |
𝑟𝑗 + 𝑟𝑖 − 𝑓𝑑𝑑𝑖,𝑗
𝑑𝑖,𝑗
| (5.23) 
where the indexes 𝑖 and 𝑗 designate respectively the illuminated and the shaded objects, 𝑟 
correspond to the radii of the objects along the Sun direction, 𝑓𝑑 is a user-defined parameter and 𝑑𝑖,𝑗  
is the relative distance between the objects defined as: 
 
𝑑𝑖,𝑗 = √(𝑥𝑐,𝑖 − 𝑥𝑐,𝑗)
𝟐
+ (𝑦𝑐,𝑖 − 𝑦𝑐,𝑗)
2
 (5.24) 
The parameter 𝑓𝑑 is nominally set to one. However, it can be tuned to improve the crater detection 
rate under particular lighting conditions. With a high Sun elevation (near nadir), the 𝑟 axes of shaded 
and illuminated objects belonging to the same crater are considerably smaller than their distance. It 
is then useful to set 𝑓𝑑 to a value smaller than one. 
Size Cost 
The size cost corresponds simply to the ratio between the difference and the sum of the object axes 
normal to Sun direction. It tends to zero when the length of object axes normal to the Sun direction 
are equal. To belong to the same crater, the size cost between two objects must be below a user-






where 𝑠 correspond to the length of the objects normal to Sun direction and 𝑓𝑠 is a user-defined 
tuning parameter. This parameter is nominally set to one, but it can be adjusted as a function of the 
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Sun elevation angle. When the Sun elevation angle is high, the size of the illuminated objects is 
expected to be greater than that of the shaded objects. The parameter 𝑓𝑠 can be augmented to 
increase the crater detection rate. Contrariwise, when the Sun elevation angle is low, 𝑓𝑠 can be 
decreased. 
Orientation Cost 
The orientation cost characterizes the angle between the relative orientation of the objects and the 
light source direction. It is given by: 
 
𝑐𝑜,𝑖,𝑗 = 1 −
(𝑥𝑐,𝑖 − 𝑥𝑐,𝑗)𝑙𝑥 + (𝑦𝑐,𝑖 − 𝑦𝑐,𝑗)𝑙𝑦
𝑑𝑖,𝑗
 (5.26) 
The orientation cost is zero when the vector passing through the centroid of the objects is perfectly 
aligned with the Sun direction. To belong to the same crater, the orientation cost between two 
convex objects has to be smaller than the threshold 𝑡𝑜. This threshold is computed from the 
maximum angle 𝛽𝑚𝑎𝑥  between the relative orientation of the objects and the Sun direction allowed 
by the user: 
 𝑡𝑜 = 1 − cos 𝛽𝑚𝑎𝑥  (5.27) 
Crater Eccentricity Cost 
If the previous three criteria are fulfilled for a given illuminated and shaded object pair, the algorithm 
considers that it is potentially a crater. In order to characterize the rim of this crater, the smallest 
ellipse enclosing all the pixels of the illuminated and shaded convex objects is computed using the 
approach presented in Section 5.2.7. The parameters of this ellipse are defined by 𝒆𝑖,𝑗 =
[𝑥𝑐,𝑖,𝑗 𝑦𝑐,𝑖,𝑗 𝜙𝑖,𝑗 𝑎𝑖,𝑗 𝑏𝑖,𝑗]𝑇, where 𝑥𝑐,𝑖,𝑗 and 𝑦𝑐,𝑖,𝑗 are the center coordinates, 𝑎𝑖,𝑗 and 𝑏𝑖,𝑗 
correspond respectively to the semi-major and the semi-minor axes and 𝜙𝑖,𝑗 is the angle between 𝑎𝑖,𝑗 
and the horizontal axis of the image. It is important to understand that this crater is not yet 
considered as detected, but as a possible candidate. The final decision will be taken in the next steps 
of the algorithm. 
The first verification made on the candidate crater is its eccentricity. The craters have typically a 
circular shape on the surface. In the camera image, they can appear as ellipses when the camera is 
inclined with respect to the surface. However, the landing trajectory is designed to avoid severe 
perspective distortion of the images. Consequently, the eccentricity of the craters in the images stays 
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small. The algorithm prioritizes then object pairs that give craters with small eccentricity. The 






It is zero when the crater rim is a perfect circle. The crater eccentricity cost must be under a threshold 
𝑡𝑒 to keep the candidate crater. The threshold value is established from the maximum crater 
eccentricity allowed by the user. 
Crater Rim Cost 
The second and the last verification made on the candidate crater consists in verifying if the ellipse 
describing its rim coincides with image pixels having a high crater rim response (defined in Section 
5.2.3). In order to so, the rim cost of the candidate crater is computed. It corresponds to the sum of 
the rim cost response of a user-defined number of pixels distributed with a constant angular 
separation Δ𝜃 along the ellipse describing the rim of the candidate crater. Mathematically, the crater 









where 𝐶(𝑥, 𝑦) is the crater rim cost map defined previously, 𝜃 is an angle varying from 0 to 2𝜋 and 
defining the angle between the semi-major axis and a given point on the ellipse, 𝑥(𝜃, 𝒆𝑖,𝑗) and 
𝑦(𝜃, 𝒆𝑖,𝑗) are simply the parametric form of an ellipse defined by: 
 𝑥(𝜃, 𝒆𝑖,𝑗) = 𝑥𝑐.𝑖.𝑗 + 𝑎𝑖,𝑗 cos 𝜃 cos𝜙𝑖,𝑗 − 𝑏𝑖,𝑗 sin 𝜃 sin𝜙𝑖,𝑗  
𝑦(𝜃, 𝒆𝑖,𝑗) = 𝑦𝑐.𝑖.𝑗 + 𝑎𝑖,𝑗 cos 𝜃 sin𝜙𝑖,𝑗 + 𝑏𝑖,𝑗 sin 𝜃 cos𝜙𝑖,𝑗  
(5.30) 
Crater Quality 
The last step of the illuminated and shaded convex object grouping consists in assigning a quality 
metric to the candidate crater that fulfills all the criteria described above. This metric corresponds 
simply to the sum of its distance, size, orientation, eccentricity and rim cost: 
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The crater quality metric is inversely proportional to the degree of similarity of the candidate crater 
with the on-board mathematical crater model. In other words, the lower it is, the better are the 
chances that the candidate crater corresponds to a real crater. This quality metric is used in the next 
step of the algorithm for the best candidate crater selection. 
5.2.6. Best Paired Object Selection 
In the previous step, more than one object belonging to the same tree could have been paired and a 
given object could have been paired with more than one object. In order to remove these multiple 
pairings by keeping only the best candidate craters, a dynamic optimization algorithm exploiting the 
quality of the object pairs is used. This algorithm starts by identifying the pair which has the lowest 
cost value (highest quality) among all the candidate craters. This crater, built from the illuminated 
object 𝑖 and shaded object 𝑗, is considered as a real crater. The trees of the objects 𝑖 and 𝑗 are used to 
identify their parents and their children to ungroup them. Consequently, it is no longer possible for 
them to form craters. For instance, in Figure 5.19 if the object labelled by 2 has been identified as 
belonging to a crater, any other remaining object pairs involving the objects 1, 4, 5 and 6 are deleted. 
In addition, the other candidate craters built from the object 𝑖 or 𝑗 (which have by definition a higher 
cost value) are also ungrouped. Therefore, the same object cannot belong to more than one crater. 
This scheme is repeated for the candidate crater with the second highest quality and so on until there 
is no more candidate crater. 
5.2.7. Ellipse Fitting 
As mentioned previously, with the camera not pointing to nadir, the lunar craters have an elliptic 
shape in the image. For matching the detected crater with those in the database, it is convenient to 
identify the parameters of the ellipse that best describes each crater. This process is referred to as 
ellipse fitting.  
A simple approach consists in applying the PCA, presented in Section 5.2.4, on all pixels of the craters 
(pixel of the illuminated and the shaded convex objects). It is computationally efficient and easy to 
implement, but it often underestimates the size of the crater. In fact, when the convex objects are 
badly shaped or incomplete, the PCA gives more weight on the large parts of the objects instead of 
trying to fit an ellipse on the rims of the craters. This phenomenon is well illustrated in the right side 
of Figure 5.21. The approach proposed by the candidate consists in finding the ellipse with the 
Smallest Area Ellipse Enclosing all the Pixels (SAEEP) of an object. This algorithm is more 
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computational extensive, but significantly more accurate. The right side of Figure 5.21 illustrates the 





Figure 5.21: Ellipse Fitting Using (a) Principal Component Analysis 
(b) the Smallest Ellipse Enclosing Point Algorithm 
An exact and fast SAEEP has been proposed in [166, 167]. It starts at any pixel of the object and grows 
an ellipse until it contains all pixels of the object. This growing operation is not trivial. In order to get 
the optimal ellipse, the algorithm uses a set of pixels, called support pixels, lying on the perimeter of 
the growing ellipse. This ellipse is described by up to five support points. SAEEP is described as follow: 
1. Initialize the support pixel set to empty. 
2. Select randomly a point 𝒒 outside the smallest ellipse defined by the support pixels. If no point 
can be found, it means that all the points are inside the smallest ellipse and the algorithm goes 
to step 6. Otherwise, it continues to step 3. It is noted that with less than two support points 
(including the particular case where the support pixel set is empty), the ellipse is degenerated. 
Consequently, any point 𝒑 not part of the support set is considered as outside the ellipse. 
3. Compute all the feasible ellipses passing through 𝒒 and all possible subsets of the support 
pixels. There are an infinite number of ellipses passing through 1, 2, 3 or 4 points. Only the 
smallest ellipses are considered. 
4. Among all ellipses computed in the previous step, keep the smallest ellipse enclosing all 
support points. 
5. Set the new support pixels to the pixels defining the smallest ellipse found in step 4 and restart 
at step 2. 



















Minimum Ellipse Enclosing Pixels
Support Pixels
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The implementation of this algorithm is based on the so-called Welzl’s scheme [168]. Its complete 
derivation is presented in Annex G. To speed up the algorithm, only the pixels lying on the borders to 
the crater objects are considered (instead of using all the pixels of the objects). They correspond to 
pixels that have at least one non-object pixel in their eight closest neighbors. 
5.2.8. Sub-pixel Crater Refinement 
In the last step of the crater detection, the parameters of the detected crater are refined in order to 
maximize the crater rim cost 𝑐𝑟(𝒆𝑖,𝑗) defined in Eq. (5.29) using a quasi-Newton/line-search 
optimization algorithm [60, 169]. This optimization problem is mathematically described by the 
following equation: 
 𝒆𝑖,𝑗 = argmax 𝑐𝑟(𝒆𝑖,𝑗) (5.32) 



















where 𝜕𝐶(𝑥, 𝑦)/𝜕𝑥 and 𝜕𝐶(𝑥, 𝑦)/𝜕𝑦 are computed once for the entire image by finite difference 
(bilinear interpolation is used for sub-pixel lookup) and 𝜕𝑥(𝜃, 𝒆𝑖,𝑗)/𝜕𝒆𝑖,𝑗, 𝜕𝑦(𝜃, 𝒆𝑖,𝑗)/𝜕𝒆𝑖,𝑗 are given 
in the following equation:  











= −𝑎𝑖,𝑗 cos 𝜃𝑖,𝑗 sin 𝜙𝑖,𝑗
− 𝑏𝑖,𝑗 sin 𝜃𝑖,𝑗 cos 𝜙𝑖,𝑗  
𝜕𝑥(𝜃, 𝒆𝑖,𝑗)
𝜕𝑎𝑖,𝑗
= 𝑎𝑖,𝑗 cos 𝜃𝑖,𝑗 cos 𝜙𝑖,𝑗  
𝜕𝑥(𝜃, 𝒆𝑖,𝑗)
𝜕𝑏𝑖,𝑗









= 𝑎𝑖,𝑗 cos 𝜃𝑖,𝑗 cos 𝜙𝑖,𝑗
− 𝑏𝑖,𝑗 sin 𝜃𝑖,𝑗 sin 𝜙𝑖,𝑗  
𝜕𝑦(𝜃, 𝒆𝑖,𝑗)
𝜕𝑎𝑖,𝑗
= cos 𝜃𝑖,𝑗 sin𝜙𝑖,𝑗 
𝜕𝑦(𝜃, 𝒆𝑖,𝑗)
𝜕𝑏𝑖,𝑗
= sin 𝜃𝑖,𝑗 cos𝜙𝑖,𝑗. 
(5.34) 
The value of 𝑐𝑟(𝒆𝑖,𝑗) after the refinement must be higher than the user-defined threshold 𝑡𝑟,2 > 𝑡𝑟,1 
to keep the crater. This verification removes the remaining false detections and ensures that the 
crater parameter refinement has converged. 
5.3. Crater Matching Algorithm 
The crater detection algorithm provides the parameters of ellipses describing the craters extracted 
from the image. These parameters are then used to match the craters into a geo-referenced 
database according to three main principles: 
 logical consistency: each detected crater is associated with only one database crater and vice-
versa; 
 geometrical consistency: all detected/database crater associations are related through the 
same projection model; 
 unassociated craters correspond to false detection. 
As mentioned in the introduction, the matching algorithm does not need to be able to deal with 
vehicle lost-in-space conditions. During the lunar landing mission, the estimation error of the vehicle 
position stays relatively low (tens of kilometers) and its attitude is known from the propagation of 
gyroscope measurements corrected by star tracker. Under these conditions, the stochastic approach, 
described in Chapter 2, is probably the more appropriate crater matching algorithm. In fact, it works 
well even with depleted database (database that contains only a subset of the craters) or when the 
crater detection rate is low. It embeds an outlier rejection scheme that minimizes the number of false 
matches. The stochastic matching is also robust to altitude knowledge error. Many algorithms need 
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an accurate estimation of the altitude to rectify the parameters derived from the detected craters so 
they can be found in the database.  
The working principle of the stochastic matching is rather simple. It randomly picks a set of tentative 
matches (typically only two or three). This set of tentative matches must be logically consistent. The 
match selection process is then controlled so once a given detected or database crater is selected, it 
cannot be picked a second time in the tentative match set. At this point in the algorithm, the 
tentative matches are logically consistent, but not necessary geometrically consistent. The next steps 
of the algorithm consist then in evaluating if the second principle of the crater matching is fulfilled. 
The algorithm computes the error between the estimated camera pose provided by the navigation 
filter and the one computed from the tentative matches. This is typically done using a Least Mean 
Square (LMS) approach based on a linearized version of the pin-hole projection model. Thereafter, it 
determines the number of geometrically-consistent matches that can be established between the 
craters detected in the image and the craters of the database using the camera pose computed from 
the tentative matches. In order to do so, all the craters of the database are projected on the image 
plane using this camera pose. The projected database craters that fall within a user-defined number 
of pixels of a detected crater correspond to the geometrically consistent matches. Some authors 
propose to refine the geometrical consistency analysis by repeating the same process a second time, 
but by using the geometrical consistent matches that have been found instead of the tentative 
matches drawn randomly. When a given percentage of the detected craters is matched (typically 
50 %), the algorithm stops. Otherwise, it restarts with a new set of tentative matches. It happens that 
the algorithm does not find enough geometrically-consistent craters even after several trials. In that 
case, the algorithm is stopped without having identified the detected craters in the database. 
The complexity of the stochastic crater identification depends directly on the hypotheses made on a 
priori information about the camera pose. In the paper of Cheng et al. [25], the full 6-DOF pose error 
of the camera is computed from the tentative matches. Spigai et al. [27] propose to simplify this 
algorithm by considering that the orientation of the camera frame in the planet frame is arbitrary, 
but known with a good accuracy. Consequently, only the error on the camera position is computed 
from the tentative matches. This seems to be a more appropriate assumption for the lunar landing 
case, since a high-precision gyroscope and a star tracker are available.  
The stochastic crater matching algorithm proposed by the candidate is based on the Spigai et al. 
work, but includes the following innovations: 
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1. The nonlinear pin-hole projection is used to increase the robustness against position error 
without increasing the computational complexity (the position error robustness is only limited 
by the maximum number of iterations). 
2. The probability of selecting a crater match is proportional to its degree of geometrical 
consistency with the expected camera position. This innovation decreases significantly the 
number of iterations before convergence. The degree of geometrical consistency between of 
the match of the detected crater 𝑖 with the database crater 𝑗 is inversely propositional to the 
absolute difference between the image coordinates of the detected crater ?̃?𝑖  and the image 
coordinates of the database crater ?̂?𝑗. This difference is computed using the following 
equation: 
 𝛿𝒖𝑖,𝑗 = |?̃?𝑖 − ?̂?𝑗| (5.35) 















𝑃 ), 𝑪(𝒒) is the cosine director matrix corresponding the 
quaternion 𝒒, ?̃?𝐶𝑟𝑎,𝑗
𝑃  is the center coordinates of the database crater 𝑗 in the planet frame, ?̂?𝐶𝑃 
and ?̂?𝐶𝑎𝑚
𝑃  are respectively the estimated attitude quaternion of the camera (considered as 
known) and the estimated camera position (considered as highly uncertain) in the planet frame 
obtained from the navigation filter. 
3. The crater radii are used to enforce the geometrical consistency of the crater matches. 
This innovative algorithm has three main steps: the database search space reduction, the correction 
of the detected crater center coordinates and the stochastic crater matching. Each step is derived 
below. 
5.3.1. Database Search Space Reduction 
The database contains the geocentric latitude, the longitude, the altitude as well as the radius of the 
craters. The database craters are ordered according to their latitude. Each database crater is 
identified by a unique identification number. This identification number designates also the position 
of the craters in the database. The identification number of the first crater in the database is 0, the 
one of the second crater is 1 and so on. The number of craters into the database is large, making its 
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manipulation complex and computationally extensive. The first step of the crater matching is then to 
select only a subset of the database craters to speed up the next steps of the algorithm. The search 
space reduction is done by selecting only the database craters that are potentially in the field of view 
of the camera. In order to do that, the estimated camera position is used to localize a user-defined 
number of craters closest to the camera. Thereafter, a plane is fitted through the coordinates of 
those craters using a LMS approach. This plane, referred to as the surface mean plane, is used as an 
approximation of the planet surface. The field of view of the camera is then projected on this plane 
using the extreme cases of the camera attitude quaternion and position error. These cases are 
derived from the estimation error covariance provided by the navigation filter. The smallest and the 
biggest latitudes and longitudes intercepted by the field of view are used as bounds to extract the 
craters from the database. The extraction process uses a binary search algorithm to find the craters 
inside the latitude bound (thanks to the crater database ordering). Each of those database craters are 
then compared against the longitude bound in order to get the final set. 
5.3.2. Correction of the Crater Center Coordinates 
As explained previously, the crater matching algorithm uses the pin-hole projection model to link the 
image coordinates of the craters, their surface position and the position of the camera. The crater 
observations are also fused with the inertial measurements using the same projection model. 
Intuitively, one could use directly the center coordinates of the ellipse representing the rims of the 
detected craters as the crater image coordinates to feed to the pin-hole projection model. However, 
it is well known that the projection of an ellipse on the image plane and the subsequent computation 
of the center coordinates of that projected ellipse will not in generally give the same centre 
coordinates as those obtained by projecting directly the center coordinates of this ellipse on the 
same image plane. The only case where both projections coincide occurs when the camera is nadir 
pointing (the plane approximating the surface is coplanar to the image plane). 
The error induced by directly using the center coordinates of the detected craters in the pin-hole 
projection is of the order of few pixels. It degrades significantly the performance of the matching 
algorithm and the accuracy of the navigation. This is why the center coordinates of each detected 
crater must be corrected before using them in the matching procedure or in the measurement 
update of the navigation filter. The proposed correction scheme is simple. The quadratic equations of 
the ellipse describing the detected craters are projected on a virtual image plane coplanar with the 
planet surface. The projection center of this virtual image is kept at the same location as the one of 
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the camera and the mean plane of the surface computed during the database search space reduction 
step is reused. The following figure illustrates the camera image, the virtual image as well as the 
surface mean plane: 
 
Figure 5.22: Virtual Image Plane Used for Crater Center 
Coordinates Correction 
This operation leads to a virtual image of the craters taken with a nadir camera orientation. Since the 
virtual image plane is coplanar with the surface mean plane, both crater center projection 
approaches give the same results. Consequently, if the centers of the craters in the virtual image is 
computed from their quadratic equation and back projected in the original image plane, the resulting 
coordinates can be used to relate the craters detected in the image with their correspondence on the 
surface using the pin-hole projection without introducing any error.  
Mathematically, the first step is to compute the cosine direction matrix 𝑪𝑃𝑉. This matrix describes 
the orientation of then frame ℑ𝑉  with respect to the planet frame ℑ𝑃. The frame ℑ𝑉  is centered on 
the projection point of the camera and its x-y plane is coplanar with planet surface so: 
 𝑪𝑃𝑉 = [𝒙𝑉𝑖𝑟
𝑃 𝒚𝑉𝑖𝑟
𝑃 𝒏𝑉𝑖𝑟
𝑃 ] (5.37) 
where 𝒏𝑉𝑖𝑟
𝑇  corresponds to the normal of the surface mean plane estimated as explained in the 
Section 5.3.1, 𝒙𝑉𝑖𝑟
𝑇  is obtained from the normalized cross product of 𝒏𝑉𝑖𝑟
𝑃  with a vector built by 
setting the smallest component of 𝒏𝑉𝑖𝑟
𝑇  to 1, 𝒚𝑉𝑖𝑟
𝑃  complete the right-hand frame. It is important to 
note that the 𝑥-𝑦 plane of the frame ℑ𝑉  corresponds to the virtual image plane introduced in the 
paragraph above. The second step of the algorithm is to project the parameters of the crater 𝑖 
expressed in the image frame ℑ𝐹 into the frame ℑ𝑉  using the following equation:  
Virtual Image Plane 













The matrix 𝑨 is defined in Eq. (G.1) and stores the quadratic parameters of an ellipse, ?̃?𝑖
𝐹 is the matrix 
form of the quadratic equation of the ellipse corresponding to the crater 𝑖 in the image while the 
matrix ?̃?𝑖
𝑉 corresponds also to the quadratic parameters of the crater 𝑖, but projected on the 𝑥-𝑦 
plane of the frame ℑ𝑉, 𝑪𝐹𝐶 is transformation matrix that maps the normalized image coordinates to 
the image pixel coordinates. This matrix is defined from the focal distances along the 𝑥 and 𝑦 axes of 







The camera focal distance and principal points have been defined with more details in Chapter 4. The 
direction cosine matrix 𝑪𝑉𝐶 corresponding to the orientation of ℑ
𝑉  in the camera frame ℑ𝐶  is defined 
by: 
 𝑪𝑉𝐶 = 𝑪𝑃𝑉
𝑇 𝑪𝑇(?̂?𝐵𝑃)𝑪
𝑇(𝒒𝐶𝐵) (5.40) 
The third step is to compute the center coordinates of the ellipse in ℑ𝑉, denoted 𝒙𝑐,𝑖
𝑉 . Using the 
definition given in Eq. (G.2), 𝒙𝑐,𝑖





























5.3.3. Stochastic Crater Matching 
As mentioned previously, the proposed crater matching uses a stochastic approach based on the 
hypothesis that the attitude quaternion of the camera is known from the star-tracker and the 
gyroscope measurements. Only the spacecraft position is highly uncertain and must ultimately be 
observed through the optical measurements. The pseudo code of the algorithm is given below: 
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1. The first step of the algorithm consists in computing the expected normalized image 
coordinates of each database crater 𝑗 from their position in the planet frame and the 
estimated vehicle pose provided by the navigation filter using Eq. (5.36). 
2. In the next step, the stochastic matching lookup table is populated. This table aims at 
controlling the selection of the tentative matches such that the matches geometrically 
consistent with the estimated camera position have more chance to be picked by the 
algorithm. Each line of this table corresponds to a detected crater. Each line 𝑖 of the table 
contains the identification numbers 𝜆𝑖,𝑘 of 𝑛𝑏 database craters with which the detected crater 
𝑖 can be matched. The identification numbers of the database craters of these matches are 
organized in decreasing order of geometrical consistency with the estimated pose of the 
vehicle provided by the navigation system. For instance, the match of the detected crater 𝑖 
with the database crater 𝜆𝑖,0 has the highest geometrical consistency with the estimate vehicle 
pose among the matches formed from the same detected crater and any other craters of the 
database. The match of the detected crater 𝑖 with the database crater 𝜆𝑖,1 has the second 
highest geometrical consistency and so on. A counter is also assigned to each detected crater. 
At the initialization of the algorithm, the values of these counters are set to zero. During the 
operation of the algorithm, the counters corresponding to the detected craters picked in the 
tentative matches are incremented by one. The value of each counter determines the set of 
the database craters with which the corresponding detected crater could be tentatively 
matched. For instance, if the counter of a given detected crater has a value of 4, it can only be 
matched with one of the four database craters having the highest degree of geometrical 
consistency. As the number of iteration increases, the values of these counters increase giving 
chance to less geometrically consistent matches to be picked. The stochastic matching lookup 
table is illustrated below: 
Table 5.3:  Stochastic Matching Lookup Table 
Detected crater 0 𝜆0,0 … 𝜆0,𝑘 … 𝜆0,𝑛𝑏−1 𝑝0 
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋮ 
Detected crater 𝑖 𝜆𝑖,0 … 𝜆𝑖,𝑘 … 𝜆𝑖,𝑛𝑏−1 𝑝𝑖 
⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ 
Detected crater 
𝑛𝑑 − 1 
𝜆𝑛𝑑−1,0 … 𝜆𝑛𝑑−1,𝑘 … 𝜆𝑛𝑑−1,𝑛𝑏−1 𝑝𝑛𝑑−1 
where 𝑛𝑑 and 𝑛𝑏 are respectively the number of detected and database craters in the lookup 
table, 𝑝𝑖  is a counter assigned to each detected crater 𝑖 varying from 0 to 𝑛𝑏 − 1 and initialized 
at 0, 𝜆𝑖,𝑘 corresponds of the identification number of the database crater which has the 𝑘
th 
smallest 𝛿𝒖𝑖,𝑗 = |?̃?𝑖 − ?̂?𝑗|, where ?̃?𝑖  is the coordinates of the detected crater 𝑖 and ?̂?𝑗 the 
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expected coordinates of the database crater 𝑗 projected in the image plane computed in the 
first step of the algorithm. As explained earlier, the value 𝛿𝒖𝑖,𝑗  is inversely proportional to the 
degree of geometrical consistency of the match with the estimated camera position. 
3. In the third step, the algorithm selects randomly a set 𝜒 of 𝑛𝑡 ≥ 2 different detected craters. 
4. Next, each crater of the set 𝜒 is matched with a set 𝜓 of 𝑛𝑚 different craters from database 
(logically consistent) chosen randomly among the indexes {𝜆𝑖,0, … , 𝜆𝑖,𝑘, … , 𝜆𝑖,𝑝𝑖} and increment 
𝑝𝑖  by one if its current value is lower than 𝑛𝑏 − 1. It is noted that if no solution is found, the 
value of the 𝑝𝑖  is incremented by one and the algorithm is restarted at the step 4. 
5. The camera position error is then estimated in the camera reference frame, denoted 𝛿𝒑𝐶𝑎𝑚
𝐶 , 
using the linear least square minimization algorithm derived below. For a given match, 𝛿𝒑𝐶𝑎𝑚
𝐶  
can be related to the surface position of the database crater 𝑗 and the corrected image 













This result can be manipulated in order to obtain a linear and under-determined system of 
equations in which 𝛿𝒑𝐶𝑎𝑚
𝐶  is the unknown: 
 [−𝑰2×2 ?̃?𝑖]𝛿𝒑𝐶𝑎𝑚
𝐶 ≈ [𝑰2×2 −?̃?𝑖]?̂?𝐶𝑟𝑎,𝑗
𝐶  (5.45) 
By introducing the noise sources, i.e. the crater detection noise as well as the database crater 
position error (map-tie error), both sides of Eq. (5.45) become equal: 
 [−𝑰2×2 (?̃?𝑖 + 𝜼𝑢𝑖)]𝛿𝒑𝐶𝑎𝑚
𝐶 = [𝑰2×2 −(?̃?𝑖 + 𝜼𝑢𝑖)](?̂?𝐶𝑟𝑎,𝑗
𝐶 + 𝜼𝐶𝑟𝑎,𝑗
𝐶 ) (5.46) 
With simple mathematical manipulations, all the noise signals can be put together as it is 
shown in the following equation: 
 [−𝑰2×2 ?̃?𝑖]𝛿𝒑𝐶𝑎𝑚
𝐶 = [𝑰2×2 −?̃?𝑖]𝒑𝐶𝑟𝑎,𝑗
𝐶
+ 𝜼𝑢𝑖𝛿𝑝𝐶𝑎𝑚,𝑧




⏟                                      
𝜼𝑚,𝑖,𝑗
 (5.47) 
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𝜒𝑘  and 𝜓𝑘 correspond to the indexes of the match 𝑘 formed from the detected crater 𝑖 and 
the database crater 𝑗. This equation system can be solved in a least-square sense, i.e. by 
computing the value of 𝛿𝒑𝐶𝑎𝑚
𝐶  that minimizes the following cost function: 
 
𝐽 =(𝑨𝛿𝒑𝐶𝑎𝑚




𝐶 ) − 2(𝛿𝒑𝐶𝑎𝑚
𝐶 )𝑇𝑨𝑇𝑹−1𝒃 + 𝒃𝑇𝑹−1𝒃 
(5.49) 









𝑹𝜒1,𝜓1 ⋯ 0 ⋯ 0
⋮ ⋱ ⋮ ⋯ ⋮
0 ⋯ 𝑹𝜒𝑘,𝜓𝑘 ⋮ 0
⋮ ⋯ ⋮ ⋱ ⋮





































































−1 ?̃?𝑖 + 𝑟12,𝑖,𝑗




−1 ?̃?𝑖 + 𝑟12,𝑖,𝑗







−1 ?̃?𝑖?̃?𝑖)[0 0 1] − ?̃?𝑖[1 0 0]
+(𝑟22,𝑖,𝑗?̃?𝑖




















+ 2([0 1 0] − [0 0 1]?̃?𝑖)?̂?𝐶𝑟𝑎,𝑗
𝐶 ([1 0 0] − [0 0 1]?̃?𝑖)?̂?𝐶𝑟𝑎,𝑗
𝐶 𝑟12
−1






The minimum of cost function is obtained when the first derivative with respect to 𝛿𝒑𝐶𝑎𝑚
𝐶  is 
zero. The optimal 𝛿𝒑𝐶𝑎𝑚
𝐶 , denoted 𝛿?̂?𝐶𝑎𝑚
𝐶 , is then given by: 
 
𝛿?̂?𝐶𝑎𝑚
𝐶 = (𝑨𝑇𝑹−1𝐀)−𝟏𝑨𝑇𝑹−1𝒃 
(5.54) 
where 𝑟𝑎𝑏,𝑖,𝑗
−1  is the component at the row 𝑎 and at the column 𝑏 of the inverse of the 
covariance matrix 𝑹𝑖,𝑗. The matrix 𝑹𝑖,𝑗  is defined from the expectation of 𝜼𝑚,𝑖,𝑗𝜼𝑚,𝑖,𝑗
𝑇 : 


























} = 𝟎2×2. The z-component 
of the estimated camera error 𝛿𝑝𝐶𝑎𝑚,𝑧
𝐶  is negligibly small compare to the depth of the 
database crater, 𝑝𝐶𝑟𝑎,𝑗,𝑧
𝐶 . The error on each component of the crater database position as well 








𝑇 } = 𝜎𝑢
2𝑰3×3 
(5.56) 
where 𝜎𝐶𝑟𝑎 and 𝜎𝑢 are tuning parameter established experimentally. Consequently Eq. (5.55) 
becomes: 
 𝑹𝑖,𝑗 = 𝜎𝐶𝑟𝑎











𝑛𝑚𝑐 + 𝑎∑ 𝑢𝑖𝑖∈𝜒,𝑗∈𝜓 + 𝑏∑ 𝑣𝑖𝑖∈𝜒,𝑗∈𝜓
−(∑ 𝑢𝑖𝑖∈𝜒,𝑗∈𝜓 )
2
− (∑ 𝑣𝑖𝑖∈𝜒,𝑗∈𝜓 )
2
+ 𝑛𝑚 ∑ 𝑢𝑖
2
























6. The sixth step aims at finding all consistent matches with 𝛿?̂?𝐶𝑎𝑚
𝐶  obtained in the previous step. 
In order to do so, the estimated database crater position in the normalized image plane, 













For all detected craters 𝑖 and for all database craters 𝑗, the residues 𝛿𝒖𝑖,𝑗 = ‖?̂?𝑗 − ?̃?𝑖‖ are 
computed. The geometrically consistent matches correspond to the detected craters 𝑖 and the 
database craters 𝑗 having a 𝛿𝒖𝑖,𝑗 value below a user-defined threshold, denoted 𝑡𝑚,1. Using 
this strategy, it is possible that the same detected crater is associated with more than one 
database crater (this happens when database craters are close from each other). In that case, 
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the database crater corresponding to the smallest 𝛿𝒖𝑖,𝑗 is selected. If the number of resulting 
geometrically consistent matches is below 𝑛𝑡, then the algorithm goes to step 3, otherwise it 
continues to the next step. 
7. Thereafter, the estimation of 𝛿𝒑𝐶𝑎𝑚
𝐶  is refined by including all consistent matches identified in 
the previous step using the same strategy as explained in step 5. 
8. The step 6 is repeated using a threshold 𝑡𝑚,2 ≤ 𝑡𝑚,1  
9. The radii of the matched craters are compared to confirm their geometrical consistency. In 
order to do so, the quadratic equation describing the database crater (equation of a circle) is 
projected into the image plane using 𝛿?̂?𝐶𝑎𝑚
𝐶 . In general, the result of this operation is an 
ellipse. For each match, the mean of the semi-minor and major axes of detected crater is 
subtracted from that of the projected database crater. The absolute value of this difference 
must be below a user-defined threshold to keep the match. At the end, if the number of 
remaining matches is less than a user-defined percentage of the number of detected craters, 
the algorithm restarts at step 3, otherwise the matching operation is completed and step 10 is 
executed. 




𝛿𝒖𝑖,𝑗  (5.60) 
where 𝑤𝑢 is user-defined weight. 
5.3.4. Absolute Position Measurement 
In the previous section, the candidate explained how to match the detected craters with the ones 
stored in the georeferenced database. As explained in Chapter 2, the image coordinates of the 
detected craters and their corresponding position expressed in the planet frame can be directly used 
to update the states of the navigation filter. The same chapter also presented that the filter states 
can be updated using a measurement of the camera position obtained from the crater identification. 
This section presents an extension of the crater matching presented in the previous section to obtain 
a measurement of the camera position so it becomes also compatible with the second state update 
method. 
At each iteration, the matching algorithm proposed by the candidate computes the estimation error 
of the camera position expressed in the camera frame from the crater identification denoted 𝛿?̂?𝐶𝑎𝑚
𝐶 . 
This error is statistically independent of the vehicle states and becomes very accurate once the 
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matching algorithm has found the detected craters in the database. It can be used to obtain a 
measurement of the vehicle in the planet frame ?̃?𝑆𝑐
𝑃  statically independent of the navigation filter 





𝐶  (5.61) 
where ?̂?𝑆𝑐
𝑃  and ?̂?𝐵𝑃 are respectively the estimated vehicle position and the attitude quaternion of the 
vehicle provided by the navigation filter, 𝒒𝐶𝐵 correspond to the attitude quaternion of the camera 
with respect to the spacecraft body frame while 𝒑𝐶𝑎𝑚
𝐵  is the position of the camera expressed in the 
spacecraft body frame.  
The measurement ?̃?𝑆𝑐
𝑃  can be used as a direct observation of the positional states of the vehicle. It 
order to do so, the navigation filter needs its covariance. The derivation of the covariance matrix of 
?̃?𝑆𝑐





(equivalent to the covariance of 𝛿𝒑𝐶𝑎𝑚




= (𝑨𝑇𝑹−1𝑨)−1𝑨𝑇𝑹−1𝐸{(𝒃 + 𝜼𝑚)(𝒃 + 𝜼𝑚)
𝑇}𝑹−1𝑨(𝑨𝑇𝑹−1𝑨)−1 (5.62) 
The term 𝐸{(𝒃 + 𝜼𝑚)(𝒃 + 𝜼𝑚)
𝑇} is directly proportional to the covariance matrix 𝑹 defined in Eq. 
(5.50): 
 𝐸{(𝒃 + 𝜼𝑚)(𝒃 + 𝜼𝑚)
𝑇} = 𝑠𝑹 (5.63) 
where 𝑠 the proportionality coefficient. Consequently, Eq. (5.62) becomes: 
 𝐸{𝛿𝒑𝐶𝑎𝑚
𝐶 (𝛿𝒑𝐶𝑎𝑚
𝐶 )𝑇} = 𝑠(𝑨𝑇𝑹−1𝑨)−1 (5.64) 






where 𝐽 is the minimum cost of the function shown in Eq. (5.49): 
 𝐽 = −(𝑨𝑇𝑹−1𝒃)𝑇(𝑨𝑇𝑹−1𝑨)−1𝑨𝑇𝑹−1𝒃 + 𝒃𝑇𝑹−1𝒃 (5.66) 
and 𝑛𝑚 is the number of crater matches used in the least square minimization (defined in the 
previous section) and 2𝑛𝑚 − 2 corresponds to the number of statistical degree of freedom of the 
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} from the camera to 

















5.3.5. Crater Database Construction Approaches 
In Chapter 10, the performance analyses of the crater detection and matching algorithm will assume 
a predefined crater database. As it will be explained, the experimentations using synthetic images are 
based on a low-resolution Digital Elation Map (DEM) of the Moon with artificially generated craters. 
The crater shapes are defined by high-fidelity mathematical model. The surface position as well as 
the radius of each artificial crater is known. The parameters of these craters are then used to build a 
database. A similar process has been used for the validation of the image processing in laboratory. In 
this experiment, a flight-like camera looks at a lunar surface mock-up. This surface has been sculpted 
in a block of urethane/polystyrene using a Computer Numeric Control (CNC) machine. This lunar 
mock-up is a reproduction of a lunar DEM with a scale of 1:11120 including synthetically added 
craters of known radius and position. 
The construction of the crater database for the lunar landing mission is a research topic by itself and 
it is not part of the objectives of the present study. However, it is important to present an overview 
of the strategy that could be used. The aim of this discussion is to demonstrate that all the elements 
are in place to use this technology in a future space exploration mission. The currently envisaged 
process could take advantage of the information gathered during the Lunar Reconnaissance Orbiter 
(LRO) mission [170]. 
This orbiter is equipped with the so-called Lunar Orbiter Laser Altimeter (LOLA). This sensor provides 
high-accuracy measurements of the altitude of the spacecraft with respect to the surface. According 
to [171], those measurements will provide a knowledge of the complete topography of the Moon 
with a resolution of 50 m horizontally and 1 m vertically at the end of the mission. The quality of the 
lunar DEM will be even greater at the poles, i.e. 25 m horizontally and 0.1 m vertically. This DEM is 
sufficiently accurate to produce a database of craters compatible with the challenging navigation 
requirements. 
An algorithm must be developed to extract the positions and the radii of the craters from this DEM. 
Obviously, this algorithm does not need to be autonomous or computationally efficient, since it is run 
offline. In addition, a crater-detection algorithm using topographic information does not have to be 
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robust to shadows casted by other geographic structures and no prior information about the light 
orientation is needed. Finally, the craters in the DEM can be seen as circles instead of ellipses which 
decreases the complexity of the detection algorithm. The candidate proposes an algorithm with three 
phases. The first phase consists in extracting the edges in the DEM using an algorithm similar to that 
presented in Annex C. The second phase is to detect the circle in this edge map. This phase could be 
supervised by an operator who could remove the false detections and add the missed detections by 
specifying a rough approximation of their position and radius. The last step consists in refining the 
parameters of the craters in order to get a sub-pixel accuracy using a nonlinear optimization 
algorithm similar to the one proposed in the Section 5.2.8. 
The LRO mission also embarks a narrow field-of-view camera. This camera provides geo-referenced 
imagery of the lunar surface with a resolution up to 0.5 m/pixel. The craters in this image could be 
automatically extracted using the algorithm proposed by the candidate. A supervised step removing 
the false detections and missed detections could be envisaged. The images would give only the 
horizontal position of the database crater. However, their elevation could be retrieved in the Moon 
DEM provided by LOLA. The crater database based on LRO imagery would probably be more accurate 
that the one obtained using the data gathered by LOLA. 
5.4. Summary 
This chapter has presented the derivation of the crater and matching algorithm proposed by the 
candidate.  
The crater detection algorithm is based on the image segmentation. It has seven steps. First, the Sun 
direction in the image is estimated using the estimated vehicle pose as well as the Sun and Moon 
ephemerides. Second, the image is equalised and filtered. Third, the shaded and the illuminated 
areas are extracted using a pixel-intensity adaptive k-mean clustering technique. Fourth, the convex 
objects in the shaded and illuminated areas are detected using a hierarchical segmentation technique 
based on the distance and the watershed transforms. Fifth, all possible pairs of shaded and 
illuminated objects are compared against a mathematical model of an ideal crater. Each object pair is 
assigned to a cost that describes its degree of similarly with this crater model. Sixth, only the best 
convex object pairs are selected to form craters and ellipses are fitted to these pairs. The parameters 
of these ellipses characterize the shapes of the crater rims in the image. Seventh, the parameters of 
the ellipses are refined using a specialized optimization algorithm. The crater detection algorithm 
presented in this chapter includes the following innovations: 
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1. shaded and illuminated areas extraction using a pixel-intensity adaptive k-mean clustering and 
edge response of the image; 
2. convex objects extraction from shaded an illuminated areas using the hierarchical watershed 
transform of the distance transform; 
3. detection of the craters by the optimal shaded and illuminated objects pairing according to a 
cost function; 
4. sub-pixel accuracy crater parameter refinement using quasi-newton/line-search optimization 
algorithm (this step is optional and can be used if processing power is available). 
The detected craters are then matched with those in the database in order to determine their 
absolute position on the lunar surface. The crater matching algorithm proposed by the candidate 
uses a stochastic approach. This approach simply randomly picks a set of 𝑛𝑡 ≥ 2 logically consistent 
tentative matches between the detected and the database craters. From these matches, the 
algorithm estimated the vehicle position. Thereafter, it computes the number of matches that can be 
formed using this estimated position. If a user-defined percentage of the detected craters can be 
matched, the algorithm considers that these matches are correct, otherwise it continues with a new 
set of tentative match until a solution is found or the maximum number of iterations is reached. The 
matching algorithm described in this chapter includes the following innovations: 
1. the nonlinear pin-hole projection is used to increase the robustness against position error 
without increasing the computational complexity (the position error robustness is only limited 
by the maximum number of iterations); 
2. the probability of selecting a crater match is proportional to its degree of geometrical 
consistency with the expected camera position decreasing significantly the number of 
iterations before convergence; 
3. the crater radii used to enforce the geometrical consistency of the crater matches. 
The candidate also provides recommendations on how the crater database could be built for an 
eventual lunar landing mission. The performance of the crater detection and matching using 
synthetic and real images will be demonstrated in Chapters 10 and 11. 
  
CHAPTER 6 
6. Development of the Image Processing for Relative Navigation 
This chapter describes the development of the image processing for relative navigation. This 
algorithm aims at tracking highly distinctive features through a sequence of images acquired in real 
time during the mission. The feature measurements are used by the navigation filter to provide an 
estimate of the displacement of the spacecraft (direction of the velocity vector). 
The first section presents a trade-off analysis which selects the best-suited algorithm for the lunar 
landing navigation problem among those presented in Chapter 2. The second section explains with 
more details the feature detection algorithm. This is followed by the derivation of the feature 
tracking strategy. 
6.1. Selection of the Image Processing for Relative Navigation 
In Chapter 2, several image processing algorithms for relative navigation have been introduced. This 
section presents a trade-off analysis to select the algorithm that is the best adapted to the lunar 
landing navigation problem. In order to do so, the following selection criteria have been considered: 
 Computational complexity: The computational complexity of the algorithm shall be small enough 
to fit on currently-available computer platform qualified for space. The algorithm must also be 
compatible with hardware implementation. Hardware implementation decreases significantly the 
need for a powerful on-board computer and enables feature tracking at high rate. 
 Robustness: The image processing for relative navigation must be robust to perspective changes 
between consecutive images. It shall also be robust to image noise. 
 False-track ratio: It happens that the tracking algorithm does not track a given feature correctly. 
It means that the algorithm matches the feature seen in one image with the wrong feature in the 
next image. It is then important to select an algorithm with a low false-track ratio. 
 Tracking stability: The tracking stability characterizes the ability of the algorithm to track the 
same features through several images. This capability is required by some estimation approaches. 
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It is then important to consider this aspect to select an algorithm that will be usable with a wide 
variety of estimator filter designs. 
 Tracking accuracy: A very important aspect of the tracking algorithms is their accuracy. It is 
characterized by the localization error of features in a sequence of images. The tracking accuracy 
of the algorithm is defined in pixels and it is independent of the image resolution. The accuracy of 
the estimated displacement of spacecraft becomes then inversely proportional to its altitude. An 
inaccurate tracking algorithm operated at high altitude does not bring any useful information to 
the state estimator. It can even degrade the performance of the navigation system. Conversely, 
an accurate tracking algorithm can be used earlier in the mission (the altitude is high) and bring 
useful insight about the velocity of the vehicle. 
One can notice that the criteria used for the trade-off analysis of the image processing for relative 
navigation are similar to the ones established to determine the most suitable image processing 
algorithm for absolute navigation. However, they have been adapted to the particular problem of the 
feature tracking which has specific requirements such as the tracking stability. The following table 
shows the results of the trade-off analysis. 
Table 6.1: Trade-Off Analysis of Image Processing for Relative Navigation 














35 35 50 50 0 170 
Differential 
Correlation Methods 
65 0 50 50 65 230 
SIFT/SURF 0 65 0  35 100 
The scores have been established using the same process as the one used to select the baseline 
image processing for absolute navigation. Given its low computational burden, its good accuracy and 
its good tracking stability, the differential correlation methods are more appropriate to solve the 
navigation problem studied in this work. Its only drawback is its lack of robustness. However, 
innovative solutions to address this problem will be presented in the following sections. 
The proposed algorithm starts by extracting a user-defined number of Kanade-Lucas-Tomasi (KLT) 
features [68] in the first image. The KLT features are regions of the image in which the variation of 
the intensity is high in all directions. This characteristic ensures that the features are distinctive from 
the image background. The features have then more chance to be recognised from one image to the 
next. These types of features are often called corners. Next, the features detected in the current 
image are located in the next image by using a differential correlation approach called Kanade-Lucas 
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(KL) [62, 67-71]. This process is repeated each time a new image is available. When a feature track is 
lost, it is replaced by a new feature obtained by re-running the feature detection algorithm. This 
happens when the differential correlation algorithm fails to locate the feature in the next image. In 
order to improve the robustness and the accuracy of the tracking algorithm, the candidate proposes 
two innovative improvements: 
1. feature search space reduction using the predicted epipolar line; 
2. adaptive feature descriptor update. 
These innovations will be detailed with more details in the coming sections. 
6.2. Feature Detection 
This proposed feature detection approach is based on the Kanade-Lucas-Tomasi (KLT) feature 
detector [68]. The process of the algorithm is illustrated in Figure 6.1: 
 
Figure 6.1: Overview of Feature Detection Algorithm 
The first step consists in filtering the image with a Gaussian filter. This operation is also called image 
scaling or smoothing. At the second step, the vertical and the horizontal gradient of the smoothed 
image intensity are computed using finite differences. It is noted that the first and the second step 
can be accomplished in one image filtering operation in order to save processing time. The results of 
the two first steps are the inputs of the third step which aims at computing the minimum eigenvalue 
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minimum eigenvalue map correspond to features. More details about each of these steps are given in 
the next sections.  
6.2.1. Image Scaling 
The image scaling consists in filtering the camera image 𝐼(𝑥, 𝑦) with a Gaussian filter. The resulting 
filtered image is referred to as 𝐿(𝑥, 𝑦). The Gaussian filter, presented in Chapter 5, falls into the 
category of the low-pass filters. It is then typically used to remove the small structures in the image 
with large intensity variations. The cut-off frequency of the Gaussian filter is inversely proportional to 
its scale factor (𝜎 parameter). The dimension in pixels of the structures eliminated by the filtering 
operation is then determined by the scale factor of the filter. The higher is the filter scale, the higher 
will be the dimension in pixel of the removed structures. It is common to say that filtering an image 
with a Gaussian filter changes its scale (removes the high resolution information of the image). 
However, it is important to understand that the scaling of the image does not necessarily means that 
the image is subsampled. However, it can be useful to decimate the image after a scaling operation. 
The decimation does not necessary remove the useful information from the smoothed image and it 
decreases the memory size required to store the image. 
Corners are image structures where the intensities of the pixels vary in all directions. It is then 
obvious that the minimum dimension of the detectable corner will be directly impacted by the 
selected scale factor of the filter used to smooth the image. It is impossible to know in advance which 
will be the image scale that will lead to the detection of the best features to track (features with good 
tracking stability and accuracy). Consequently, many authors have proposed to extract KLT features 
over several scales of the images. In order to do so, the scale-space representation of the image is 
built by filtering the image using Gaussian filters with always increasing scale factor. The result of this 
approach is a pyramid where the bottom stage is the image at its lowest scale (small image structures 
are kept) while the top one is at its highest scale (only large image structures are kept). At a constant 
scale interval, i.e. when the image scale increases by one octave, the image is subsampled by a factor 
of two. Despite the fact that this approach allows the extraction of a wide variety of features, it 
requires a large computational power. The candidate proposes then to limit the feature extraction on 
a single scale of the image. This scale has been established by experiment using real and synthetic 
lunar imagery.  
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6.2.2. Intensity Gradient Computation 
The intensity gradients are computed from 𝐿(𝑥, 𝑦) using finite differences. The horizontal and vertical 
intensity gradients of the smoothed image are respectively denoted 𝐿𝑥(𝑥, 𝑦) and 𝐿𝑦(𝑥, 𝑦). 
6.2.3. Minimum Eigenvalue of the Image Intensity Structure Tensor Computation 
The minimum eigenvalue of the image intensity structure tensor is a widely spread criterion to 
extract highly distinctive local features in an image. It is based on the auto-correlation function. Given 
a shift in image coordinates Δ𝒙 = [Δ𝑥, Δ𝑦]𝑇 and a point on the image 𝒙 = [𝑥, 𝑦]𝑇, this auto-correlation 
function is given by: 
 𝐶(𝑥, 𝑦) = ∑[𝐿(𝑥, 𝑦) − 𝐿(𝑥 + Δ𝑥, 𝑦 + 𝛥𝑦)]2
𝒙∈𝑊
 (6.1) 
where 𝑊(𝑥, 𝑦) is a rectangular window. The size of the windows is proportional to the scale factor of 
the Gaussian filter used to smooth the image. The shifted image can be approximated by using a 
Taylor expansion truncated to the first order: 




By substituting Eq. (6.2) in Eq. (6.1), the following results are obtained: 
 


























where 𝑴(𝑥, 𝑦) is image intensity tensor structure. The eigenvalues of the matrix 𝑴(𝑥, 𝑦), denoted 
𝜆1(𝑥, 𝑦) and 𝜆2(𝑥, 𝑦), characterize the curvature of the auto-correlation function. There are three 
cases to consider: 
1. If both 𝜆1(𝑥, 𝑦), 𝜆2(𝑥, 𝑦) are small, the auto-correlation function is flat, i.e. little change in 
𝐶(𝑥, 𝑦) in any direction. 
2. If one eigenvalue is high and the other is low, the local auto-correlation function is ridge 
shaped, i.e. little change in 𝐶(𝑥, 𝑦) along the ridge direction and large change in 𝐶(𝑥, 𝑦) 
perpendicular to the ridge. 
3. If both 𝜆1(𝑥, 𝑦), 𝜆2(𝑥, 𝑦) are high, the local auto-correlation is sharply peaked, i.e. a large 
change in 𝐶(𝑥, 𝑦) in any direction. 
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Consequently, by checking the magnitude of the minimum eigenvalue of its tensor structure, it is 
possible to determine whatever or not a given pixel corresponds to a corner. When the minimum 
eigenvalue is higher than a predefined threshold, the pixel is considered as a candidate feature. In 
order to avoid the explicit computation of the minimum eigenvalue, the following criterion, 
introduced by Harris [51], can be used: 
 𝑅(𝑥, 𝑦) = 𝜆1(𝑥, 𝑦)𝜆2(𝑥, 𝑦) − 𝛼(𝜆1 + 𝜆2)
2 = det(𝑀(𝑥, 𝑦) ) − 𝛼tr(𝑀(𝑥, 𝑦))2 (6.4) 
where 𝑅(𝑥, 𝑦) is referred to as the corner cost map and 𝛼 is a tuning sensitivity parameter. The 
feature cost map is negative in edge region, positive in corner region and its magnitude is small in flat 
region. The value of 𝛼 defines the sensitivity of the corner detection algorithm. In the literature, 𝛼 is 
set to a value ranging between 0.04 and 0.15. Typically, a high 𝛼 value will give a positive corner 
response only if both eigenvalues are high and 𝛼 value close to zero will give a positive corner 
response even if one of the eigenvalue is small. The value of 𝛼 is set experimentally to have a 
compromise between these both extreme cases. 
6.2.4. Local Maximum Extraction 
A simple thresholding of the image 𝑅(𝑥, 𝑦) to detect the features of the image is not an appropriate 
strategy. In fact, it selects a large number of pixels and many of them belong to the same features. 
The solution to this problem is described in the following steps:  
1. Only the candidate features corresponding to local maxima in 𝑅(𝑥, 𝑦) are selected. Local 
maxima are defined by the pixels which have the highest 𝑅(𝑥, 𝑦) response among all of its 
eight neighbors. 
2. To ensure a better distribution of the tracked features in the image and hence improve the 
observability of the velocity of the spacecraft, the local maxima too close to other with a higher 
𝑅(𝑥, 𝑦) response are deleted. In order to do so, all extracted local maxima are sorted in 
decreasing order of 𝑅(𝑥, 𝑦) response. The first feature in this sorted list has the highest 𝑅(𝑥, 𝑦) 
response and it will be kept. If the Euclidean distance in pixels between the second and the first 
feature is higher than a user-defined threshold, the second feature is kept as well. Otherwise, it 
is rejected. This scheme can be generalized for the 𝑖th feature in the sorted set. If the distances 
between the 𝑖th feature in the sorted list and all the kept features are higher than the 
threshold, the feature is kept. Otherwise, it is rejected.  
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6.3. Feature Tracking 
The overview of the proposed feature tracking algorithm is shown in the following figure:  
 
Figure 6.2: Overview of Feature Tracking Algorithm 
The first step of the algorithm consists in searching for each feature of the previous image into the 
current image. The feature search is done using the Kanade-Lucas (KL) differential correlation method 
presented in Chapter 2. This method is very similar to the standard space correlation. A small image 
patch centered on the feature coordinates is extracted from the previous image. The dimension in 
pixels of the image patch is typically as same as the size of the window used to extract the features. 
This image patch is then slid over the current image. The Sum of Squared Differences (SSD) between 
the intensities of the image patch pixels and the ones of the current image pixels is computed for 
each search location. The feature is found where the SSD is minimum. This minimum must be under a 
user-defined threshold, otherwise the algorithm reports that it is not able to localize the feature. The 
KL differential correlation algorithm differentiates itself by the fact that it does not need to slide the 
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images (previous and current) to guide the search until it converges to the minimum of the SSD. 
Instead of keeping the previous image, the candidate proposes to store only the image patches 
centred on features in data structures called descriptors. The horizontal and the vertical intensity 
gradients of the descriptors are also kept since there are required by the algorithm. This strategy 
saves a considerable amount of memory. The differential correlation method is not able to deal with 
large displacement between images. It means that the pixel at which the search is started must close 
to the feature that the algorithm is looking for. In order to increase the robustness of the algorithm 
against large feature displacement, the candidate proposes to start the feature search from several 
locations along the epipolar line of the features. The predicted epipolar line is the line along which 
the feature is expected to move. This line is computed from the feature coordinates in the previous 
image as well as the camera poses at which the previous and the current images have been acquired. 
These camera poses are provided by the navigation filter. More details about the epipolar line 
prediction are given next in Section 6.3.2. For each starting location, the algorithm will either 
converge at a given location or simply diverge. The feature is found at the location where the 
algorithm has converged with the lowest SSD value.  
It happens frequently that feature tracks are lost. This is mainly due to features moving outside the 
camera field of view or simply because the feature search algorithm has failed to converge. 
Consequently, the second step consists in replacing the lost feature tracks by inserting detected 
features with the strongest 𝑅(𝑥, 𝑦) response and located outside a user-defined radius of the 
currently-tracked features. The features in the current image are detected using the algorithm 
described in Section 6.2. 
Typically, the feature descriptors are replaced at each processing cycle by the image patch centered 
on the new feature coordinates in the current image. However, for reasons that will be explained 
later in the section, the feature descriptors can contain information regarding images processed 
several cycles ago. In the third step of the algorithm, the descriptor of each feature is replaced only if 
the SSD at which the KL differential algorithm has converged is too high or if the feature has been 
newly added in the previous step of the algorithm (because no descriptor has been assigned to them 
yet). 
Finally, the process is restarted at the next cycle using the new coordinates and descriptors of the 
features. 
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The following section describes with more details the KL differential correlation, the feature search 
space reduction strategy using the predicted epipolar line, the lost feature replacement strategy as 
well as the adaptive feature descriptor update. 
6.3.1. Kanade-Lucas Differential Correlation 
As explained in Chapter 2, the Kanade-Lucas (KL) algorithm computes the horizontal and vertical 
displacement 𝒅𝑖 = [𝑑𝑖,𝑥 , 𝑑𝑖,𝑦] of the feature 𝑖 located in the previous image 𝑗 into the current image 
𝑙. In order to so, the algorithm uses the intensity of the pixels in the neighborhood of the feature 
(image patch centred on the feature) also called descriptor. However, the shape of the feature 
descriptors is not conserved from one image to the next due to the perspective change. The 
algorithm supposes then that the relation between the feature descriptors in both images is 
described by an affine transformation. This transformation is simply a linear coordinates mapping of 
the pixel coordinates of the descriptor. It preserves the parallelism of the descriptor contours. It is 
also a good approximation of perspective projection when the changes between images are small 
(always true for consecutive images acquired at a high enough rate). The affine transformations of 
the feature descriptors between images are assumed unknown and also are estimated by the 
tracking algorithm. The displacement of the feature 𝑖 and the affine transformations of its descriptor 
from the image 𝑗 to the image 𝑙 are illustrated in the figure below: 
 
Figure 6.3: Displacement and Affine Transformation of an Image Patch in Two Consecutive Images 
The coordinates of the pixels of the feature descriptor are denoted 𝒙 = [𝑥, 𝑦]𝑇 in the image 𝑗 and 
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] = 𝑨𝑖 [
𝑥
𝑦] (6.5) 
where 𝑨 is a 2 × 2 matrix corresponding to the affine transformation of the feature descriptor 
between both images. The components 𝑨 are given by: 




In an ideal world where there is no noise in the images and the affine transformation is an exact 
description of the perspective change between images, the descriptor pixels 𝒙 and 𝒙′ have the same 
intensity values. In practice, their intensity will be close enough for the tracking algorithm to work. 
The Kanade-Lucas (KL) algorithm falls into the category of the differential algorithms. It estimates the 
displacement and the affine transformation that minimizes dissimilarity (sum of squared differences) 
of feature descriptor in both images. It is based on an iterative process using the intensity gradient of 
the image. More precisely, the dissimilarity between a rectangular window 𝑊(𝑥, 𝑦) (corresponding to 
the descriptor) centred at feature coordinates 𝒙𝑖 = [𝑥𝑖 , 𝑦𝑖]
𝑇 in two filtered images 𝐿𝑗 and 𝐿𝑙 is given 
by: 




where 𝒙 = [𝑥, 𝑦]𝑇 are pixel coordinates inside the window 𝑊(𝑥, 𝑦), 𝒅𝑖 = [𝑑𝑥,𝑖, 𝑑𝑦,𝑖]
𝑇
 is the feature 
displacement between the image 𝑗 and 𝑙, 𝑨𝑖 is the affine transformation of the feature descriptor. 
The vector 𝒅 and the matrix 𝑨 are the unknown parameters estimated by the algorithm. The 
dissimilarly function of Eq. (6.7) is strictly equivalent to: 
 
𝐶(𝒙𝑖) = ∑ [𝐿𝑗 (𝑩𝑖𝒙 +
𝒅𝑖
2








knowing that 𝑨𝑖 = 𝑩𝑖𝑩𝑖. Since, the displacement and the affine projection change between two 
consecutive images are assumed to be small, 𝒅𝑖 and 𝑨𝑖 are approximated by: 
 𝒅𝑖 ≈ [𝛥𝑑𝑥,𝑖 𝛥𝑑𝑦,𝑖  ]
𝑇 
















180 CHAPITRE 6: Development of the Image Processing for Relative Navigation 
 
 
For the sake of simplicity, the image coordinates of the feature 𝒙𝑖 are set to 𝟎2×1 for the next steps 
of the derivation. Using the approximation of Eq. (6.9), the dissimilarity 𝑐𝑖 of the feature 𝑖 can be 
rewritten as: 
 













































The images 𝐿𝑗(… ) and 𝐿𝑙(… ) can also be approximated using the first-order Taylor series expansion 
around 𝑥 and 𝑦 as it is shown in the equation below: 
 
𝐿𝑗(… ) ≈ 𝐿𝑗(𝑥, 𝑦) +
1
2




𝐿𝑗,𝑦(𝑥, 𝑦)(𝛥𝑑𝑦,𝑖 + 𝑥Δ𝑎21,𝑖 + 𝑦Δ𝑎22,𝑖) 
𝐿𝑙(… ) ≈ 𝐿𝑙(𝑥, 𝑦) −
1
2




𝐿𝑙,𝑦(𝑥, 𝑦)(𝛥𝑑𝑦,𝑖 + 𝑥Δ𝑎21,𝑖 + 𝑦Δ𝑎22,𝑖) 
(6.11) 
where 𝐿𝑥(𝑥, 𝑦) and 𝐿𝑦(𝑥, 𝑦) correspond respectively to the horizontal and vertical intensity gradients 
of the image 𝐿(𝑥, 𝑦) computed by finite difference. By substituting this result in Eq. (6.10), the 
following equation is obtained: 









[𝐺𝑥(𝑥, 𝑦), 𝐺𝑦(𝑥, 𝑦), 𝑥𝐺𝑥(𝑥, 𝑦), 𝑦𝐺𝑥(𝑥, 𝑦), 𝑥𝐺𝑦(𝑥, 𝑦), 𝑦𝐺𝑦(𝑥, 𝑦)]
𝑇
, 𝐺𝑥(𝑥, 𝑦) = 𝐿𝑗,𝑥(𝑥, 𝑦) +
𝐿𝑙,𝑥(𝑥, 𝑦) and 𝐺𝑦(𝑥, 𝑦) = 𝐿𝑗,𝑦(𝑥, 𝑦) + 𝐿𝑙,𝑦(𝑥, 𝑦) are respectively the horizontal and vertical gradient 
sum, 𝛥𝒛𝑖 = [𝛥𝑑𝑥,𝑖, 𝛥𝑑𝑦,𝑖 , Δ𝑎11,𝑖, Δ𝑎12,𝑖, Δ𝑎21,𝑖, Δ𝑎22,𝑖]
𝑇
. To find the displacement that minimizes the 
dissimilarity 𝑐𝑖, the derivative of Eq. (6.12) relative to 𝛥𝒛𝑖 is set to zero: 
 𝜕𝐶𝑖
𝜕𝛥𝒛𝑖
= 2∑[𝐿𝑗(𝑥, 𝑦) − 𝐿𝑙(𝑥, 𝑦) + 𝒈(𝑥, 𝑦)
𝑇𝛥𝒛𝑖]𝒈(𝑥, 𝑦)
𝒙∈𝑊
= 0 (6.13) 
By reorganizing the terms, the following equation is obtained: 
CHAPITRE 6: Development of the Image Processing for Relative Navigation 181 
 
 
 𝒁(𝑥, 𝑦)𝛥𝒛𝑖 = 𝒆(𝑥, 𝑦) (6.14) 
where: 
 𝒁(𝑥, 𝑦) = ∑ 𝒈(𝑥, 𝑦)𝑇𝒈(𝑥, 𝑦)
𝒙∈𝑊
 




The previous equation can be solved for 𝛥𝒛𝑖 as it is shown in the following equation: 
 𝛥𝒛𝑖 = 𝒁
−1(𝑥, 𝑦)𝒆(𝑥, 𝑦) (6.16) 
In order to find the displacement and the affine transformation of the feature 𝑖 between two 
consecutive images, 𝛥𝒛𝑖 must be computed iteratively. It means that 𝛥𝒛𝑖 is computed a first time 
using the equations presented previously. The 𝛥𝒛𝑖 value is computed a second time, but using the 
intensity difference and the sum of gradient (defied above) corresponding to the displacement and 
the affine transformation of the feature obtained at the first iteration. This process is repeated until 
the norm of 𝛥𝒛𝑖 becomes smaller than a user-defined threshold. The sum of all the 𝛥𝒛𝑖 values 
obtained at each iteration corresponds to displacement and the affine transformation of the feature 
𝑖. The pseudo-code of the differential collation algorithm proposed by the candidate is presented 
below. This algorithm is executed for each tracked feature 𝑖 at each time a new filtered image 𝐿𝑙 is 
available. The location of the feature in the previous filtered image 𝐿𝑗 is given by 𝒙𝑖 = [𝑥𝑖 , 𝑦𝑖]
𝑇: 
1. Set the initial displacement to 𝛥𝒛𝑖,0 = 𝟎6×1 and 𝑘 = 1. 
2. Update the descriptor 𝐷𝑖(𝑥, 𝑦) of the feature 𝑖 using the previous image 𝐿𝑗(𝑥, 𝑦) and its 
horizontal and vertical intensity gradients denoted respectively 𝐷𝑥,𝑖(𝑥, 𝑦) and 𝐷𝑦,𝑖(𝑥, 𝑦) using 
the horizontal and vertical intensity gradient of the previous image 𝐿𝑥,𝑗(𝑥, 𝑦) and 𝐿𝑦,𝑗(𝑥, 𝑦): 
 𝐷𝑖(𝑥, 𝑦) = 𝐿𝑗(𝑥𝑖 + 𝑥, 𝑦𝑖 + 𝑦) 
𝐷𝑥,𝑖(𝑥, 𝑦) = 𝐿𝑥,𝑗(𝑥𝑖 + 𝑥, 𝑦𝑖 + 𝑦) 
𝐷𝑦,𝑖(𝑥, 𝑦) = 𝐿𝑦,𝑗(𝑥𝑖 + 𝑥, 𝑦𝑖 + 𝑦) 
(6.17) 
where 𝑥 = −𝑛,…𝑛 and 𝑦 = −𝑛,…𝑛, 𝑛 is half the size of the descriptor.  
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where 𝐺𝑥,𝑖,𝑘(𝑥, 𝑦), 𝐺𝑦,𝑖,𝑘(𝑥, 𝑦) are given by: 
 
𝐺𝑥,𝑖,𝑘(𝑥, 𝑦) = 𝐷𝑥,𝑖(𝑥, 𝑦) + 𝐿𝑙,𝑥 (
𝑥𝑖 + 𝛥𝑎11,𝑖,𝑘𝑥 + 𝛥𝑎12,𝑖,𝑘𝑦 + 𝛥𝑑𝑥,𝑖,𝑘,
𝑦𝑖 + 𝛥𝑎21,𝑖,𝑘𝑥 + 𝛥𝑎22,𝑖,𝑘𝑦 + 𝛥𝑑𝑦,𝑖,𝑘
) 
𝐺𝑦,𝑖,𝑘(𝑥, 𝑦) = 𝐷𝑦,𝑖(𝑥, 𝑦) + 𝐿𝑙,𝑦 (
𝑥𝑖 + 𝛥𝑎11,𝑖,𝑘𝑥 + 𝛥𝑎12,𝑖,𝑘𝑦 + 𝛥𝑑𝑥,𝑖,𝑘 ,
𝑦𝑖 + 𝛥𝑎21,𝑖,𝑘𝑥 + 𝛥𝑎22,𝑖,𝑘𝑦 + 𝛥𝑑𝑦,𝑖,𝑘
) 
(6.19) 
4. Compute the intensity difference: 
 
𝑝𝑖,𝑘 = ∑ ∑ [𝐷𝑖(𝑥, 𝑦) − 𝐿𝑙 (
𝑥𝑖 + 𝛥𝑎11,𝑖,𝑘𝑥 + 𝛥𝑎12,𝑖,𝑘𝑦 + 𝛥𝑑𝑥,𝑖,𝑘,







5. Compute 𝒁𝑖,𝑘 and 𝒆𝑖,𝑘: 
 𝒁𝑖,𝑘 = 𝒈𝑖,𝑘
𝑇 𝒈𝑖,𝑘  
𝒆𝑖,𝑘 = 𝑝𝑖,𝑘𝒈𝑖,𝑘  
(6.21) 
6. Update the estimated displacement and affine transformation of the feature using:  
 𝛥𝒛𝑖,𝑘 = 𝛥𝒛𝑖,𝑘−1 + 𝒁𝑖,𝑘
−1𝒆𝑖,𝑘  (6.22) 
7. Check if ‖𝛥𝒛𝑖,𝑘 − 𝛥𝒛𝑖,𝑘−1‖ is lower than the user-defined threshold 𝑡𝑧. If yes, go to next step. If 
no and if the number of 𝑘 has not exceeded the user-defined maximum number of iterations, 
increment 𝑘 by 1 and go to step 3. Otherwise, the algorithm has failed to locate the feature in 
the current image. 
8. Compute the feature dissimilarity from 𝛥𝒛𝑖,𝑘 using the following equation: 
 
𝑐𝑖,𝑘 = ∑ ∑ [𝐷𝑖(𝑥, 𝑦) − 𝐿𝑙 (
𝑥𝑖 + 𝛥𝑎11,𝑖,𝑘𝑥 + 𝛥𝑎12,𝑖,𝑘𝑦 + 𝛥𝑑𝑥,𝑖,𝑘 ,








9. Verify if 𝑐𝑖,𝑘 is lower than the user-defined threshold 𝑡𝑑. If yes, the algorithm has successfully 
localized the feature. Otherwise, the algorithm has failed. 
The algorithm starts with an initial feature displacement of zero and an affine transformation matrix 
set to identity. If the change between images is too large, the algorithm might diverge. This problem 
is discussed in Section 6.3.2. When the algorithm fails, the track of the feature is lost. The feature will 
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be replaced by a new one when the next image will be available. In this formulation of the algorithm, 
the information about the previous image is stored in the feature descriptor instead of keeping the 
complete image. This approach saves a significant amount of memory. In addition, it allows the 
update of the feature descriptor only when it is required (when it has changed enough). This 
innovation increases the accuracy of the tracking accuracy by limiting the tracking error 
accumulation. It is explained with more details in Section 6.3.4. 
6.3.2. Search Space Reduction Using the Predicted Epipolar Line 
The tracking algorithm presented previously is not particularly robust to large changes between 
consecutive images. As mentioned previously, it is initialized by setting the image displacement to 
zero and the affine transformation to identity. In other worlds, the algorithm starts its search for the 
features in the current image by assuming that the camera pose has not changed. If the change 
between images is large, the local image intensity gradient information does not descend toward the 
minimum of the dissimilarity, preventing the algorithm to converge or forcing the algorithm to 
converge at the wrong location. However, it is possible to start the algorithm closer to the solution 
and hence increase the convergence probability of the algorithm.  
A first approach would be to run the tracking algorithm many times by varying the initial 
displacement and affine transform guesses in a user-defined search space. At the end of this process, 
only the run that has converged and that gives the lowest dissimilarity is kept. This approach is less 
computationally expensive than using a brute force correlation over the same search space, but it is 
significantly higher than running the algorithm only once. 
A second approach would be to initialize the algorithm using a prediction of feature coordinates and 
of the affine transformation using the information provided by the filter. It order to do so, an 
estimation of the feature depth (shortest distance between the image plane and the surface position 
of the feature) must be available. It is important to understand that a feature in an image 
corresponds to a topographic mark on the surface. Consequently, when camera moves with respect 
to the surface, the position of the feature moves also in the image. The only information about the 
feature it is possible to extract from a single image is a unit vector that originates from the projection 
center of the camera and points towards the feature. It is impossible to know how the orientation of 
the vector pointing towards the feature will change without knowing the position of the feature on 
the surface. However, the depth of a given feature can be estimated if it has been seen in at least two 
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images taken with different camera orientation and/or position. Obviously, the depth information 
cannot be computed when the feature has been newly added to the track list.  
To increase the robustness of the algorithm while maintaining the computational burden low, the 
candidate proposes to mix both methods, i.e. select multiple guesses, but inside a reduced search 
space defined from the information provided of the state estimator and only one observation of the 
feature. The proposed approach has two parts. First, the algorithm selects the initial displacement 
guesses of the feature along the predicted epipolar line. Second, it predicts the affine transformation 
aligning the descriptor of the feature with the current image for each of those guesses. 
Initial Feature Displacements 
The proposed feature displacement initialization is based on the stereo geometry presented in Figure 
6.4 below. 
 
Figure 6.4: Stereo Geometry 
It describes the relation between the three-dimensional position of a feature 𝑖 (position of the 
feature on the surface) and its projection onto the image plane of the cameras 𝑗 and 𝑙 oriented and 
positioned differently. In the particular problem of feature tracking, the cameras 𝑗 and 𝑙 correspond 
to the same camera seeing the feature 𝑖 at two different time instants. The images 𝑗 and 𝑙 refer to 
the previous and the current images. The position of the projection center and the orientation of the 
camera 𝑗 in the planet frame are 𝒑𝐶𝑎𝑚,𝑗
𝑃  and 𝒒𝐶𝑗𝑃, while they are respectively 𝒑𝐶𝑎𝑚,𝑙
𝑃  and 𝒒𝐶𝑙𝑃 for the 
camera 𝑙. The normalized coordinates of the projections of the feature in the image plane 𝑗 and 𝑙 are 
respectively denoted 𝒖𝑖,𝑗 and 𝒖𝑖,𝑙. The normalized image coordinates of the feature are obtained by 
projecting the three-dimensional position of the feature onto the image planes using the pinhole 
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projection described in Section 2.5.1. In their respective camera frame, the homogenous coordinates 
of the features are given by 𝒗𝑖,𝑗
𝐶𝑗  = [𝒖𝑖,𝑗, 1]
𝑇
 and 𝒗𝑖,𝑙
𝐶𝑙 = [𝒖𝑖,𝑙 , 1]
𝑇
. The feature position in the planet 
frame is written 𝒑𝐹𝑒𝑎,𝑖
𝑃 . The points 𝒑𝐶𝑎𝑚,𝑗
𝑃 , 𝒑𝐹𝑒𝑎,𝑖
𝑃 , 𝒑𝐶𝑎𝑚,𝑙
𝑃  as well as the feature points 𝒗𝑖,𝑗
𝐶𝑗  and 𝒗𝑖,𝑙
𝐶𝑙  
transformed into the planet frame are coplanar. They all lie on the so-called epipolar plane. The 
intersection points of the straight line defined by the projection center of the two views and the 
image planes correspond to the epipoles. It happens that the epipoles are located outside the field of 
view of the camera or do not exist if the straight line defined from the camera projection centers is 
parallel to image planes. Finally, the epipolar lines are defined as the intersection of the epipolar 
plane and the images planes. 
At each image processing cycle, only a subset of the parameters of this geometric problem is 
available i.e. the coordinates of the feature in the previous image (available from the previous image 
processing cycle) as well as the previous and current estimated camera poses (provided by the 
estimator). As mentioned previously, this information does not provide the observability of the 
feature depth. However, it is possible to estimate the parameters of the epipolar lines. By looking 
deeper in this geometric problem, one can see that the projection of the feature 𝑖 on the image 
planes always lies on the epipolar lines independently from its depth. Thus, the candidate proposes 
to run the tracking algorithm a few times by only varying the initial displacement guess so the initial 
feature coordinates in image 𝑙 lie on the predicted epipolar line.  
In order to predict the epipolar-line parameters of the feature 𝑖 in the image 𝑙, the equation of the 
image plane of the camera 𝑙 in its own reference frame is defined: 
 𝒏𝐼𝑚𝑎
𝐶𝑙 𝒙𝐼𝑚𝑎
𝐶𝑙 + 𝑑𝐼𝑚𝑎 = 0 (6.24) 
where 𝒙𝐼𝑚𝑎
𝐶𝑙  is any point on the image plane, 𝑑𝐼𝑚𝑎 = −1 is the image plane origin and 𝒏𝐼𝑚𝑎
𝐶𝑙 =




𝐶𝑙 + 𝑑𝐸𝑝𝑖,𝑖 = 0 (6.25) 
where 𝒙𝐸𝑝𝑖,𝑖
𝑪𝑙  is any point lying on the epipolar plane of the feature 𝑖, 𝑑𝐸𝑝𝑖,𝑖 = 0 is epipolar plane origin 
and 𝒏𝐸𝑝𝑖
𝐶𝑙  is the epipolar plane normal. In order to compute this normal, the normalized cross product 
between the vector 𝒕𝐶𝑙 and 𝒗𝑖,𝑗
𝐶𝑙  is taken as it is shown in the following equation: 















The first vector denoted 𝒕𝐶𝑙 is the translation vector of the camera 𝑙 with respect to 𝑗 expressed in 
the reference frame of the camera 𝑙. This vector is obtained from the previous and the current 
camera poses provided by the state estimator: 
 ?̂?𝐶𝑙 = 𝐶(?̂?𝐶𝑙𝑃)?̂?𝐶𝑎𝑚𝑙
𝑃 − 𝐶(?̂?𝐶𝑙𝑃)?̂?𝐶𝑎𝑚𝑗
𝑃  (6.27) 
where ?̂?𝐶𝑙𝑃 is the current attitude quaternions of the camera while ?̂?𝐶𝑎𝑚𝑗
𝑃  and ?̂?𝐶𝑎𝑚𝑙
𝑃  correspond to 
the previous and the current camera positions in the planet frame. The second vector denoted 𝒗𝑖,𝑗
𝐶𝑙  
corresponds to the vector going out of ?̃?𝑖,𝑗 and starting from the projection center of the camera 𝑗 
expressed in the reference frame of the camera 𝑙. This vector is mathematically defined as: 
 𝒗𝑖,𝑗
𝐶𝑙 = 𝐶 (?̂?𝐶𝑙𝑃
)𝐶𝑇 (?̂?𝐶𝑗𝑃)
[?̃?𝑖,𝑗 ?̃?𝑖,𝑗 1]𝑇 (6.28) 
The interception line between the image and the epipolar planes, shown in Eq. (6.29), is obtained by 









𝑪𝑙 = 𝑑𝐸𝑝𝑖,𝑖 − 𝑑𝐼𝑚𝑎  (6.29) 
where 𝒙𝑖
𝐶𝑙 correspond to any point on the epipolar line of the feature 𝑖 (also lying on the image plane 
of the camera 𝑙 and on the epipolar plane). By choosing 𝒙𝐶𝑙 = [𝑢𝑙 𝑣𝑙 1]
𝑇 and by substituting the 
definition of 𝑑𝐸𝑝𝑖,𝑖, 𝑑𝐼𝑚𝑎, 𝒏𝐸𝑝𝑖,𝑖
𝐶𝑙  and 𝒏𝐼𝑚𝑎
𝐶𝑙  given previously in Eq. (6.29), the equation of the epipolar 
line in image 𝑙 is obtained: 
 𝑒𝑖 = {[𝑎𝑖 𝑏𝑖] [
𝑢𝑙
𝑣𝑙
] + 𝑐𝑖 = 0} (6.30) 
If the feature normalized coordinates in the previous image is ?̃?𝑖,𝑗 and the displacement between 
images is small, the normalized coordinates of the same feature in the current image, denoted ?̃?𝑖,𝑙, 
will be close to ?̃?𝑖,𝑗 and will lie on the epipolar line. Consequently, the candidate proposes to select 
𝑛𝑔 + 1 initial feature coordinates guesses, denoted {𝒉𝑖,−𝑛𝑔/2, …𝒉𝑖,𝑝, …𝒉𝑖,+𝑛𝑔/2}, distributed at equal 
distance 𝑠 along 𝑒𝑖 and on either side of the closest coordinates from ?̃?𝑖,𝑗 lying on the 𝑒𝑖. The 
following figure illustrates the location of the feature initial guesses for 𝑛𝑔 = 2: 




Figure 6.5: Initial Feature Displacement Selection for Differential 
Optical Flow Estimation Algorithm 
The coordinates of 𝒉𝑖,0 are given by: 
 𝒉𝑖,0 = 𝑑𝑖 [
𝑎𝑖
𝑏𝑖
] + ?̃?𝑖,𝑗 (6.31) 
where 𝑑𝑖  corresponds to: 
 
𝑑𝑖 =
𝑎?̃?𝑖,𝑗 + 𝑏?̃?𝑖,𝑗 + 𝑐
𝑎2 + 𝑏2
 (6.32) 
The coordinates of the 𝑛𝑔 other initial guesses are obtained from: 
 𝒉𝑖,𝑝 = 𝑠 [
−𝑏𝑖
𝑎𝑖
] + 𝒉𝑖,0 (6.33) 
for 𝑠 = −𝑛𝑔/2,−𝑛𝑔/2 + 1,… ,−1,1, … , 𝑛𝑔 − 1, 𝑛𝑔/2.  
Initial Affine Transformations 
The previous paragraph described a method to strategically initialize the feature displacement using 
the image coordinates distributed along the predicted epipolar line of each feature. This paragraph 
presents how to compute the initial affine transformation consistent with each of these initial feature 
coordinates. The proposed approach has two steps.  
1. estimate the depths of the features using their coordinates in the previous image and each of 
their initial guess in the current image 𝑙; 
2. use these estimated depths in order to approximate the affine transformation corresponding 
to each initial guess using a local linearization of the perspective projection. 
The computation of the depth of each initial guess can be done as follows. The relation between the 
























] + ?̂?𝐶𝑙) (6.34) 
where ?̃?𝑖,𝑗  and ?̃?𝑖,𝑙 are respectively the feature normalized coordinates in the image 𝑗 and 𝑙, 𝑧𝑖,𝑗 and 
𝑧𝑖,𝑙 are the depth of the feature with respect to the image plane 𝑗 and 𝑙. The normalized coordinates 
of the feature in the previous image ?̃?𝑖,𝑗 are known and the ones in the current image ?̃?𝑖,𝑙 are set to 






















] = (𝑨𝑇𝑨)−1𝑨𝑇𝒃 (6.36) 
Once the depth of each initial coordinates of feature 𝑖 in the view 𝑙 is available, the affine 
transformation aligning the feature descriptor with the current image can be obtained. As mentioned 
previously, this is done by the linearization of the equation describing the projection of one pixel of 







] 𝒑(?̃?𝑖,𝑙 , ?̂?𝑖,𝑙)
[0 0 1]𝒑(?̃?𝑖,𝑙 , ?̂?𝑖,𝑙)
 (6.37) 
where 𝒑(𝒖, 𝑧) is given by: 




] + 𝒕𝐶𝑙  ) (6.38) 
The projection of the pixels in the neighbourhood of the initial feature coordinates in the image 𝑙 can 
be approximated by linearizing Eq. (6.37) around ?̃?𝑖,𝑙  using a Taylor series expansion: 





















([0 0 1]𝒑(?̃?𝑖,𝑙 , ?̂?𝑖,𝑙))
2 (?̃?𝑖,𝑗 − ?̃?𝑖,𝑙) 
(6.39) 
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The second right-hand term of Eq. (6.39) corresponds to the initial affine transformation of the pixel 
coordinates in the image patch centered at the initial feature normalized coordinates ?̃?𝑖,𝑙. 
6.3.3. Lost Feature Replacement 
The track of a feature is lost when the differential correlation algorithm does not succeed in finding 
the feature location in the current image. This happens when the feature displacement and/or the 
affine transformation changes (corresponding to ‖𝛥𝒛𝑖,𝑘 − 𝛥𝒛𝑖,𝑘−1‖ in Section 6.3.1) do not tend to 
zero after a user-defined number of iterations or when the final feature dissimilarity is high. There 
are many reasons that might explain why the tracking algorithm fails. First, it can be simply because 
the feature is going out of the field the view of the camera. Second, it can be related to a 
phenomenon called feature occlusion which happens when the feature becomes suddenly hidden by 
other structures in the scene due to the perspective change. Third, it can also be induced by image 
noise which could make the feature dissimilarity higher than the threshold specified by the user. 
Finally, it can be due to a high feature displacements or affine transformation changes between 
images.  
The image processing algorithm must then implement a scheme to replace the lost features in order 
to maintain as much as possible a constant number of tracks. At each cycle, the algorithm selects the 
features detected in the current image with the highest corner response. If this feature is not too 
close from any of the currently tracked feature, it is added to the track list. Otherwise, this scheme is 
repeated with the second strongest detected feature and so on until all the lost features are replaced 
or all the detected features are processed. It might happen that not all lost tracks are replaced 
because of a lack of feature in the image. In that case, the image processing continues operating with 
a fewer number of features. This could eventually degrade the performance of the relative 
navigation. 
6.3.4. Adaptive Feature Descriptor Update 
Each tracked feature is uniquely described by its descriptor. As presented in Section 6.3.1, this 
descriptor corresponds to the intensity of the pixels in the neighbourhood of the feature (the 
intensity gradient of the descriptor is also required by the algorithm). Typically, when the feature 
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displacement is estimated, its descriptor is updated using the intensity of pixels in the neighbourhood 
of its new coordinates in the current image. Consequently, the information about the previous image 
stored in the descriptor is replaced by the information from the current image. On the one hand, this 
strategy ensures that the algorithm can track a feature over a large number of frames since the 
perspective changes between the descriptor and the current image is maintained as small as possible. 
In fact, if the descriptor of the feature is never updated and contains the information of the image in 
which the feature has been observed for the first time, the algorithm will lost the track of this feature 
after a few images since the perspective change between descriptor and the current image becomes 
large (no small dissimilarity value can be found between the descriptor and the current image). On 
the other hand, it creates an accumulation of the tracking error over time. In fact, the tracking 
algorithm is not able to localize the feature with an infinite accuracy given the image noise and 
digitalization error. Typically, the tracking error is on the order of a fraction of pixel. Consequently, 
the descriptor built using the image information around the new localization of the feature found by 
the algorithm does not anymore describes the original feature, but a new feature very similar and 
very close to the original one. When a new image will be available, the algorithm will try to localize 
this new feature instead of the original one. By repeating the descriptor update at every image, the 
tracked feature coordinates will slowly drift from the real coordinates of the original feature. 
The candidate proposes to improve the accuracy of the algorithm while maintaining the tracking 
robustness of the algorithm by updating the feature descriptor only when the feature dissimilarity 
becomes higher than a user defined threshold. The maintaining of the same feature descriptor for 
several consecutive images decreases the feature coordinate drift. Since the descriptor is updated 
when the feature dissimilarity becomes too large, the robustness of the algorithm to perspective 
changes is also maintained. The differential correlation algorithm uses then a two-phase dissimilarity 
check. The first stage has been already described in Section 6.3.1. It uses the threshold 𝑡𝑑,1 and 
consists in verifying if the final dissimilarity of the feature is small enough to consider that algorithm 
has converged. The second stage triggers an update of the descriptor if the dissimilarly is higher than 
a threshold 𝑡𝑑,2 < 𝑡𝑑,1. With this adaptive feature descriptor update scheme, the estimated camera 
pose at which the descriptor has been updated must be stored in order to be able to apply the search 
space reduction. The added value of this approach will be demonstrated in Chapter 10 using 
numerical simulations with synthetic images.  




This chapter has presented the image processing for relative navigation. It tracks KLT features using a 
differential optical-flow estimation approach. This algorithm is used to increase the accuracy of the 
vehicle velocity estimation. It also slows the divergence of the positional state estimation when the 
absolute navigation must be disabled at low altitude. The candidate has proposed two innovative 
improvements: 
1. Feature search space reduction using the predicted epipolar line, 
2. Adaptive feature descriptor update. 
 
  




7. Analysis of the State Estimation Algorithms 
Using the Range and Bearing Tracking System 
This chapter presents a performance comparison (estimation accuracy and execution time) of the 
state estimation algorithms presented in the literature review for a simple system i.e. range and 
bearing tracking. All algorithms have been implemented on MATLAB and run on an Intel i7-820QM 
processor. Therefore, the execution time must be interpreted carefully and only the relative values 
between algorithms are meaningful. These demonstrations are prerequisite for the argumentation 
regarding the selection of a state estimation algorithm of the lunar landing navigation system. This 
trade-off analysis is presented in Chapter 8. 
7.1. Description of Bearing and Range Tracking System 
The bearing and range sensor tracks the position of a moving object from a fixed location. The sensor 
provides its measurement in polar coordinates i.e. the distance between its origin and the object, 
denoted 𝑟𝑘, and the angle, denoted 𝜃𝑘, defined between the vector pointing toward the object and 
its 𝑥-axis. The following figure illustrates an example in which a bearing and range sensor is used to 
track a moving rover: 
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The aim of the estimation algorithm is to provide an accurate position and velocity estimation of the 
rover expressed in the Cartesian reference frame of the sensor. The bearing and range estimation 
problem is very similar to that of the absolute optical navigation. In fact, in the last case, the feature 
detection provides the image coordinates of the feature corresponding to the orientation of the 
feature line of sight in the camera frame while the feature matching gives the feature surface 
position corresponding to its range. Consequently, instead of estimating the states of a moving object 
using the measurements from a fixed sensor as it is the case with the bearing and range problem, the 
absolute optical navigation does the same thing, but by tracking fixed features with a moving sensor. 
Consequently, the conclusions drawn from experiments on this simple system is instructive about the 
expected performance of the estimation algorithms for optical navigation. 
The first step in the development of any estimation filter consists in defining the dynamics of the 
system as well as the measurement models, i.e. the mathematical model describing the evolution of 
its states over time and how its states are related to the measurements respectively. The exact 
behaviour of the tracked object is unknown. However, it is reasonable to say that, during a navigation 






























where 𝒑 = [𝑝𝑥 , 𝑝𝑦] and 𝒗 = [𝑣𝑥, 𝑣𝑦] correspond respectively to the position and the velocity of the 
rover in the sensor frame, 𝑡𝑠 is the sample time of the filter and 𝜼𝑥,𝑘 is to process noise modelled as a 
























where 𝜼𝑦,𝑘 is the measurement noise modelled as a Gaussian and zero-mean signals. It is noted that 
the noise signals are additive. The state equation is linear while it is not the case for the 
measurement model. 
All experiments are conducted using the same parameters and conditions. The trajectory of the rover 
is computed using Eq. (7.1) recursively (including the additive noise signal) from the following initial 
conditions: 
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 𝒙0 = [0 0 −0.1 −0.1]
𝑇 (7.3) 
At each sample of the trajectory, noisy range and bearing measurements are drawn using Eq. (7.2). 
The length of the trajectory is 100 samples and the sampling period is 𝑡𝑠 = 0.1. The measurement 
and the process noise covariance matrices are constant and set to: 
 
𝑷𝜂𝑥 = [
0.5 0 0.5 0
0 0.5 0 0.5
0.5 0 1.5 0












7.2. Experiments With Extended Kalman Filter 
The first experiment is conducted using the EKF algorithm described in Section 2.4.3. The solid curve 
of Figure 7.2 shows the estimated trajectory of the rover, while the dash and dash-dotted correspond 
respectively to the true trajectory and the trajectory computed directly from the measurements. The 
estimated error is shown in Figure 7.3. The same figure gives also the standard deviation of the error 
computed by the EKF as well as the position error when it is computed from the raw measurement. 
  
Figure 7.2: Estimated Trajectory With EKF Figure 7.3: Estimation Error versus Time With 
EKF 
These results show clearly the benefit of using a dynamic filter instead of using directly the bearing 
and range measurements to estimate the rover trajectory. In fact, the EKF gives an estimation error 
of 6.99 m versus 15.6 m using the raw measurements. In addition, the EKF gives an estimate of the 
velocity which is not measured by the sensor in this example. The execution time is about 
0.284 ms/cycle. The EKF is without any doubt the most widespread estimation algorithm. It will be 
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used as reference to analyse the performance of all other estimation techniques discussed in this 
chapter. 
7.3. Experiments With Sigma-Point Kalman Filter 
As the EKF, the SPKF, explained in Section 2.4.4, assumes that all probability densities are Gaussian. 
However, the nonlinear state distribution transformation is done as follows. First, the state 
distribution is characterized by carefully selected sigma points. Second, each point is passed through 
the nonlinear transformation. Third, the transformed state distribution is obtained by computing the 
empirical mean and covariance of the transformed points. Based on the fact that it is easier to 
approximate a Gaussian distribution than approximate an arbitrary and nonlinear function, the SPKF 
should generate a better estimation accuracy than that of the EKF. This section presents the results of 
the experiments conducted with the SPKF using the Spherical Simplex Unscented Transform (SSUT). 
For the same level of estimation accuracy, it uses only 𝑛𝑥 + 2 sigma points compared to 2𝑛𝑥 + 1 
required by the SPKF based on the Standard Unscented Transform (SUT). The following figures show 
the estimated trajectory and the estimation error of the SSUTKF using the previously described 
trajectory. 
  
Figure 7.4: Estimated Trajectory With SPKF Figure 7.5: Estimation Error Versus Time With 
SPKF 
As anticipated, the accuracy of the SSUTKF is slightly better than that of the EKF. In fact, the SSUTKF 
gives a position and velocity estimation error of 6.71 m and 2.93 m/s respectively compared to 
6.99 m and 2.96 m/s for EKF. Its execution time is 0.437 ms/cycle, which is about 1.5 time higher 
than the execution time of the EKF.   
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7.4. Experiments With Gaussian Mixture Filter 
The GMF approximates the probability density functions by a sum of Gaussian distributions. The 
complete algorithm has been presented in Section 2.4.5. In this experiment, the process noise has 
been approximated by a sum of five Gaussian distributions with strategically chosen mean and 
covariance in order to avoid mixture collapsing problem. To avoid an exponential growth of the 
number of mixture components, at each cycle, the ones with a too low weights are deleted or those 
with too similar characteristics according to the Mahalanobis distance are merged. The following 
figures present estimation accuracy of the GMF using the same rover trajectory as the one presented 
in Section 7.2: 
  
Figure 7.6: Estimated Trajectory With GMF Figure 7.7: Estimation Error Versus Time With 
GMF 
The points on Figure 7.6 correspond to the mean of each mixture components obtained at each point 
of the trajectory. The mean position and velocity errors are respectively 6.66 m and 2.90 m/s. This is 
better than the performance obtained with the EKF and the UKF. Consequently, the GMF better 
estimates the non-Gaussian nature of the state density distribution induced by the nonlinear 
measurement model. The following figure shows the number of mixture component versus time: 
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Figure 7.8: Number of Mixture Components Versus Time 
It is possible to see that it stays around 15. The number of mixture components affects the execution 
time and the memory usage of the estimation algorithm. In this case, the average execution time of 
the GMF is 0.114 s/cycle (about 400 times slower than EKF). 
7.5. Experiments With Particle Filter 
This section presents the results obtained with PF using the same bearing and range system. They 
have been obtained using the resampled and regularized algorithm of PF presented in the Section 
2.4.6. Figure 7.9 and Figure 7.10 show the estimated trajectory and the estimation error using the 
same trajectory as the one used for EKF experiment and 5000 particles: 
  
Figure 7.9: Estimated Trajectory With a PF Figure 7.10: Estimation Error Versus Time With 
PF 
The dotted ellipse corresponds to the empirical covariance (computed from the weighted particle) of 
the posterior state density at each point of the estimated trajectory. One could notice that the 
accuracy of PF is better than that of the EKF. More precisely, PF gives an error of 5.67 m and 2.83 m/s 
versus 6.99 m and 2.96 m/s for EKF. This can be mainly explained by the fact that PF better estimates 
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the non-Gaussian nature of the state probability density. Since the measurement model of the 
bearing and range system is nonlinear, the state density becomes non-Gaussian after a few 
measurement updates. However, this level of performance is achieved at the cost of the execution 
time. At each cycle, PF needs 0.463 s. Consequently, the computational burden of PF precludes its 
use in real time. Since PF is based on a sequential Monte Carlo approach, the estimated trajectory 
depends strongly on the number of particles.  
The accuracy gain of PF over EKF is even more obvious under non-Gaussian process noise. In order to 
demonstrate that, it is assumed that the process noise on the rover velocity is uniformly distributed 
(instead of being Gaussian). As a reference, the estimated trajectory and the estimation error of EKF 
under these conditions are shown in the following figures: 
  
Figure 7.11: Uniform Noise Velocity Estimated 
Trajectory with EKF 
Figure 7.12: Uniform Noise Velocity Estimation 
Error Versus Time with EKF 
It is noted that the EKF has been tuned knowing that the empirical covariance of a uniformly 
distributed signal corresponds to the difference between its maximum and minimum values time 
1/12. The following figure presents the results of the same trajectory as the one shown in Figure 7.11, 
but using a PF with 5000 particles. 
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Figure 7.13: Uniform Noise Velocity Estimated 
Trajectory With PF 
Figure 7.14: Uniform Noise Velocity Estimation 
Error Versus Time With PF 
These figure show clearly that the navigation accuracy of the PF is better than that of the EKF, i.e. 
33.7 m and 8.33 m/s versus 53.2 m and 12.1 m/s respectively. 
7.6. Experiments With Receding-Horizon Estimator 
The RHE has been described in Section 2.4.7. It consists in using an optimization algorithm to 
minimize the estimation error over a finite horizon 𝑛 defined from the current time 𝑘 to the time 
𝑘 − 𝑛 + 1 given a known arrival cost. The arrival cost characterizes the estimate before the horizon 
of estimation. In this experiment, a horizon of estimation of 10 samples is considered. The cost 
function of Eq. (2.58) is optimized using the interior-point minimization algorithm. The arrival cost is 
computed using an EKF. The following figure shows the estimated trajectory and the estimated error 
obtained with the RHE: 
  
Figure 7.15: Estimated Trajectory With RHE Figure 7.16: Estimation Error Versus Time With 
RHE 
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This figure shows that the estimation accuracy of the RHE is slightly better than that of the EKF. It 
gives a mean estimation error of 6.15 m and 2.73 m/s versus 6.99 m and 2.96 m/s for the EKF. This 
accuracy improvement can be explained by the fact that RHE uses a nonlinear optimization algorithm 
over the estimation horizon instead of a local linearization at each time step. However, the main 
advantage of the RHE over the EKF is its capability of managing constraints on states or noise signals. 
For demonstration purposes, it is assumed that the process noise of the velocity is always positive, 
which is equivalent to say that if the velocity of the rover changes, it is always accelerating in the 
positive 𝑥 and 𝑦 direction. On top of that, it cannot exceed a magnitude over 0.1 m/s. Consequently, 
the process noise of the velocity is not anymore a zero-mean Gaussian random signal. This reality 
considerably affects the performance of the EKF, since one of the main assumptions on which it is 
based is not fulfilled. Despite that, the EKF stays stable and provides the following estimation results: 
 
 
Figure 7.17: Estimated Velocity Constrained 
Trajectory With EKF 
Figure 7.18: Velocity Constrained Trajectory 
Estimation Error Versus Time With EKF 
It is possible to notice that the rover trajectory now only evolves toward the positive x and y 
directions. The estimation of the error standard deviation is badly affected, since it does not 
represent well the estimation error. This clearly indicates that the filter provides a solution far from 
the optimal. Figure 7.19 and Figure 7.20 show what happens when the velocity process noise 
constraints are taken into account by the optimization algorithm of the RHE. 
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Figure 7.19: Estimated Velocity Constrained 
Trajectory With RHE 
Figure 7.20: Velocity Constrained Trajectory 
Estimation Error Versus Time With RHE 
These figures show a great performance improvement over the EKF. The estimation error goes to 
3.24 m and 2.55 m/s from 4.22 m and 3.55 m/s. The relative estimation accuracy improvement of 
the RHE over the EKF is then more significant under constraints. However, the execution time of RHE 
is 2.34 s/cycle and 2.36 s/cycle respectively without and with constraints, when it is about 
0.284 ms/cycle using EKF. This makes the RHE hardly usable in real time and/or on an embedded 
system. 
7.7. Summary 
This chapter has presented a comparison of the estimation accuracy and execution time of the main 
navigation algorithms studied in the literature review. All experiments have been conducted using 
the same basis: the same trajectory, same noise signals and each algorithm has been tuned 
theoretically using the characteristics of the noise source and not by trial and error. The following 
table summarizes the performance of each filter. 
Table 7.1:  Estimation Error Summary of Estimator Algorithms 
Algorithms 
Mean Position and Velocity Estimation Error versus Trajectory Characteristics 
Gaussian Process and 
Measurement Noise Signals 
Constrained Velocity Process Noise Uniform Process Velocity Noise 
M m/s M m/s m m/s 
Raw 
Measurements 
15.6 - 8.06 - 177 - 
EKF 6.99 2.96 4.22 3.55 53.2 12.1 
SPKF 6.71 2.93 - - - - 
GMF 6.66 2.90 - - - - 
PF 5.67 2.83 - - 33.7 8.33 
RHE 6.15 2.73 3.34 2.54 - - 
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The second table gives the execution time of each estimation algorithm: 
Table 7.2:  Execution Time of Estimator Algorithms 
Algorithms 
Execution Times  
s/cycles 
EKF 0.284 × 10−3 




To the best knowledge of the candidate, the comparison of these five estimation techniques using 
the same system is hard to find in the literature. However, it is relatively easy to find many papers 
comparing a subset of these five estimators. The conclusions that could be drawn from these papers 
are similar as the ones presented by the candidate. In St-Pierre et al. paper [172], the authors 
presented a comparison between the EKF and SPF. They established that the gain in estimation 
accuracy of SPF is limited to highly nonlinear systems (when local linearization becomes inaccurate). 
They also confirmed that the computational load of the SPKF is higher than the one of the EKF. The 
paper of Alfonso [173] presented an exhaustive comparison between EKF and PF. It is mentioned that 
the computational burden of PF exceeds significantly the one of EKF especially when the number of 
particles increases. In addition, the EFK outperforms the estimation accuracy of the PF when the 
number of particles is low. The paper also mentions that the EKF gives satisfactory results for 
nonlinear systems and the benefit of the PF can be really observed with systems involving non-
Gaussian measurement and process noise signals. In Ali Loytty paper [174], the EFK is compared to 
the GMF. They conclude that the estimation accuracy of the GMF is significantly better than the one 
of the EKF when the system is nonlinear and the probability density function of the noise sources are 
not Gaussian. They also showed that the execution time of GMF is higher than the one of the EFK. In 
the same paper, the authors also compared the GMF with the PF. They demonstrate that when the 
number of particles of the PF is chosen so its execution time is the same as the one of the GMF, the 
GMF has a better estimation accuracy. Finally, in [175], it is clearly demonstrated that the RHE 
perform significantly better than EFK with constrained problem. However, this is at the cost of a 
heavy computation burden limiting the real-time implementation of the RHE. It is shown that the 
execution time of the RHE is at least of one order of magnitude higher than the one of the EKF. 
The selection of the estimation to solve the vision-based navigation for lunar landing will be 
presented in Chapter 8.  
  
CHAPTER 8 
8. Development of the Vision-Based 
State Estimation Algorithm 
The main challenge in the development of an accurate, robust and computationally efficient 
navigation filter is not in the estimation algorithm itself, but rather in the selection of the state 
variables as well as the derivation of the state equations and measurement models. As presented in 
the review of the literature, many algorithms have been developed to solve the recursive Bayes’ 
estimation problem. Many formulations of the same algorithms have been developed over the years 
in order to reduce their computational burden and increase their numerical stability as well as their 
estimation accuracy. All these algorithms have been derived and extensively validated on various 
systems through several publications. Consequently, this chapter will not present major innovations 
concerning the estimation theory. It rather presents innovative ways of using the Kalman theory with 
optical measurements and how to manage the delay introduced in the navigation by the 
measurement acquisition and the processing time. More precisely, the contributions brought out in 
this chapter are: 
1. Delay recovery using state back propagation tightly integrated into the filter algorithm. 
2. Relative optical measurement fusion approaches using feature inverse deep parameterization 
and epipolar constraint. 
3. Altimeter measurement update based on surface mean plane. 
4. Star-tracker measurement fusion using directly the quaternion with the implicit Kalman filter 
formulation. 
The first section of this chapter presents the selected estimation algorithm and explains why this is 
the best avenue for vision-based navigation system. The second and third sections introduce 
respectively the definition of the filter state variables and their corresponding dynamics equations. 
The fourth section discusses the way to use these dynamics equations in the time update step of the 
navigation filter, while the fifth, sixth, seventh and eighth sections show the complete derivations of 
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innovative ways of fusing respectively the measurements from the relative image processing, the 
absolute image processing, the altimeter and the star tracker. 
8.1. Selection and Definition of the Estimation Algorithm 
The literature review has presented the theory behind the most widespread estimation algorithms. 
Their pros and cons have been also highlighted. In Chapter 7, those algorithms have been 
implemented on a simple range-bearing system to demonstrate their capacity to deal with nonlinear 
problem, non-Gaussian state density functions and constraints. Their relative accuracy and their 
computation burden have also been established. The outputs of this extensive study of the theory 
will be used to select the most appropriate estimation algorithm for the vision-based navigation 
problem. The trade-off analysis is done using the following three criteria: 
 Accuracy versus nonlinearity and non-Gaussian noise: It is important to understand that 
optical measurement models and the spacecraft kinematics and dynamics are nonlinear. In 
addition, the noise sources, especially the crater detection and feature tracking noises, are not 
zero-mean Gaussian random signals. Consequently, the estimation algorithm must be able to 
deal with these realities and provide an estimation accuracy compatible with the mission 
requirements. 
 Computation burden: The computational complexity of the estimation algorithm must fit with 
the current space qualified computers. 
 Proven in space: The estimation algorithm must have been proven for past space applications. 
It is important for the space agencies to use algorithms that already demonstrate their 
reliability and performance for space applications. Space exploration mission are very 
expensive and to minimize the risk of failure it is always preconized to reuse proven 
technologies. 
The following table shows the score of the state estimation algorithms for each criterion:  
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Computation burden Proven in space Total 
Extended Kalman 
Filter (EKF) 
0 45 75 120 
Sigma-Point Kalman 
Filter (SPKF) 
20 30 25 75 
Gaussian Mixture 
Filter (GMF) 
30 15 0 45 
Particle Filter (PF) 30 10 0 40 
Receding Horizon 
Estimator (RHE) 
20 0 0 20 
The scores have been established using the same process as the one used to select the baseline 
image processing for absolute navigation. Given its heritage in several space missions and its low 
computation burden, the EKF is selected as baseline. Despites its reduced accuracy against 
nonlinearity and non-Gaussian noise, the EKF is accurate enough to fulfill the mission requirements. 
8.1.1. State and Output Equations 
As presented in Chapter 2, the EKF (as the other algorithms) dynamically estimates the state variables 
of a system based on sensor measurements and its nonlinear dynamical model. In this chapter, the 
dynamical model of the system is defined in the continuous-time domain: 
 ?̇?(𝑡) = 𝒇𝑐(𝒙(𝑡), 𝜼𝑥(𝑡)) (8.1) 
 𝒚(𝑡) = 𝒉 (𝒙(𝑡), 𝜼𝑦(𝑡)) (8.2) 
where 𝒙(𝑡) is the system state vector, 𝒚(𝑡) is the system measurement vector, 𝜼𝑥(𝑡) and 𝜼𝑦(𝑡) are 
the process and the measurement noise signals. These noise signals are assumed independent, have 
a zero mean and are Gaussian distributed with a covariance respectively given by the 𝑸𝑐 and 𝑹 
matrices. The algorithm has two main steps, i.e. the time and the measurement updates detailed in 
the next paragraphs. 
8.1.2. Propagation 
The first step of the filter algorithm is the propagation of the last estimated state vector and its 
corresponding estimation error covariance one time step ahead. The propagation of the state 
variables is done by numerically integrating Eq. (8.1) with all noise signals set to zero. This integration 
is carried out using the Runge-Kutta or less computationally demanding integration methods. For the 
propagation of the estimation error covariance, the state equation presented in Eq. (8.1) must be 
linearized and discretized as it shown below: 
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𝛥𝒙(𝑘|𝑘 − 1) = 𝑒𝑭𝑐(𝑘)𝑡𝑠⏟    
𝑭(𝑘)




where 𝛥𝒙 is the state estimation error, 𝑭(𝑘) is the state error transition matrix, 𝑭𝑐(𝑘) and 𝑾𝑐(𝑘) 
are defined by: 
 𝑭𝑐(𝑘) = 𝜕𝒇(𝒙(𝑡), 𝜼𝑥(𝑡))/𝜕𝒙(𝑡)|𝒙(𝑡)=?̂?(𝑘−1|𝑘−1)
𝒏𝑥(𝑡)=𝟎
 (8.4) 
 𝑾𝑐(𝑘) = 𝜕𝒇(𝒙(𝑡), 𝜼𝑥(𝑡))/𝜕𝜼𝑥(𝑡)|𝒙(𝑡)=?̂?(𝑘−1|𝑘−1)
𝒏𝑥(𝑡)=𝟎
 (8.5) 
Thereafter, Eq. (8.3) is used to compute 𝑷𝒙𝒙(𝑘|𝑘 − 1) = 𝐸{𝛥?̂?(𝑘|𝑘 − 1)𝛥?̂?
𝑇(𝑘|𝑘 − 1)}: 
 
𝑷𝒙𝒙(𝑘|𝑘 − 1) = 𝑭(𝑘)𝑷𝒙𝒙(𝑘 − 1|𝑘 − 1)𝑭








The matrix 𝑭(𝑘) is approximated using a first-order Taylor expansion of the exponential matrix 
𝑒𝑭𝑐(𝑘)𝑡𝑠: 
 𝑭(𝑘) ≈ 𝑰 + 𝑭𝑐(𝑘)𝑡𝑠 (8.7) 
where 𝑰 is the identity matrix with the appropriate dimension. The integral term 𝑾(𝑘)𝑸(𝑘)𝑾𝑇(𝑘) is 









8.1.3. Explicit Measurement Update 
The measurement update consists in using the sensor information in order to correct the propagated 
states. The state-of-the-art formulation of the measurement update algorithm, referred to as explicit 
by the candidate, uses the measurement model given in Eq. (8.2). In contrast to the implicit version 
presented in the next section, the measurements are explicitly defined as a function of the states and 
the measurement noise. For this study, the candidate proposes to implement the measurement 
update using the sequential architecture and to use the so-called iterated version. These two 
particularities are described below: 
 Sequential architecture: As it will be described in Chapter 9, this implementation architecture 
aims at processing each statistically independent measurement ?̃?𝑖(𝑘) sequentially. The filter 
starts by updating the states using the first measurement. The result is fed to the next update 
208 CHAPITRE 8: Development of the Vision-Based 
State Estimation Algorithm 
 
 
function that fuses the second measurement and so on until that all the 𝑛𝑦 sensors are treated. 
When a measurement is not available, its corresponding update is simply skipped. This strategy 
eases the management of sensors running at different rates, of the measurement outliers and of 
the sensor outages.  
 Iterative: As explained in Chapter 2, large estimation errors might result in slow convergence or 
divergence of the filter. In this situation, the state probability function transformations using local 
linearization approximation is not valid since the hypothesis that the estimated state and the true 
state trajectory are close does not hold. To mitigate this problem, the iterated measurement 
update scheme is used. It consists in rerunning the measurement update 𝑛𝑖 times using the 
estimated states of the previous iteration. By using a more and more accurate linearization point, 
the accuracy of the linear approximation of the output equations is improved significantly. The 
increase in computational burden of the iterated part of the Kalman filter depends on the 
number of iterations and the complexity of the measurement model. For instance, if the 
computational burden of the propagation is equal to that of the measurement update and the 
measurement update uses three iterations, the computational burden of the filter is increased by 
a factor of two. This can be a show stopper for some applications. In this work, the filter 
computational burden is negligible compared to that of the image processing. The on-board 
computer is then powerful enough to deal with this. In addition, the computational burden of the 
iterated version of the EKF is still significantly lower than the particle filter, the Gaussian mixture 
filter or the receding horizon estimator.  
By defining ?̂?0,0(𝑘|𝑘) = ?̂?(𝑘|𝑘 − 1), 𝑷𝒙𝒙,0,0(𝑘|𝑘) = 𝑷𝒙𝒙(𝑘|𝑘 − 1) and 𝛥𝒙0,𝑗(𝑘) = 0, the following 
measurement update algorithm is used for 𝑖 = 0,1, . . . 𝑛𝑦 − 1 and for 𝑗 = 0,1, . . . 𝑛𝑖 − 1: 
 𝑷𝒚𝒚,𝑖,𝑗(𝑘) = 𝑯𝑖,𝑗(𝑘)𝑷𝒙𝒙,𝑖,0(𝑘|𝑘)𝑯𝑖,𝑗
𝑇 (𝑘) + 𝑽𝑘,𝑖,𝑗(𝑘)𝑹(𝑘)𝑽𝑖,𝑗
𝑇 (𝑘) (8.9) 
 𝒓𝑖,𝑗(𝑘) = ?̃?𝑖(𝑘) − 𝒉(𝒙𝑖,𝑗(𝑘|𝑘), 𝟎) + 𝑯𝑖,𝑗(𝑘)𝛥𝒙𝑖,𝑗(𝑘) (8.10) 
 𝑲𝑖,𝑗(𝑘) = 𝑷𝒙𝒙,𝑖,0(𝑘|𝑘)𝑯𝑖,𝑗(𝑘)𝑷𝒚𝒚,𝑖,𝑗
−1 (𝑘) (8.11) 
 𝛥𝒙𝑖,𝑗+1(𝑘) = 𝑲𝑖,𝑗(𝑘)𝒓𝑖,𝑗(𝑘) (8.12) 
 
{
𝒙𝑖,𝑗+1(𝑘|𝑘), 𝑗 < 𝑛𝑖 − 1
𝒙𝑖+1,0(𝑘|𝑘), 𝑗 = 𝑛𝑖 − 1
} = 𝒙𝑖,0(𝑘|𝑘) + 𝛥𝒙𝑖,𝑗+1(𝑘) (8.13) 
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𝑷𝒙𝒙,𝑖,𝑗+1(𝑘|𝑘), 𝑗 < 𝑛𝑖 − 1
𝑷𝒙𝒙,𝑖+1,0(𝑘|𝑘), 𝑗 = 𝑛𝑖 − 1






where 𝑯𝑖,𝑗(𝑘) and 𝑽𝑖,𝑗(𝑘) are the measurement sensitivity matrices given by: 
 𝑯𝑖,𝑗(𝑘) = 𝜕𝒉(𝒙(𝑡), 𝜼𝑦(𝑡)) /𝜕𝒙(𝑡)|𝒙(𝑡)=?̂?𝑖,𝑗(𝑘|𝑘)
𝜼𝑦(𝑡)=𝟎
 (8.15) 
 𝑽𝑖,𝑗(𝑘) = 𝜕𝒉 (𝒙(𝑡), 𝜼𝑦(𝑡)) /𝜕𝜼𝑦(𝑡)|𝒙(𝑡)=?̂?𝑖,𝑗(𝑘|𝑘)
𝜼𝑦(𝑡)=𝟎
 (8.16) 
The algorithm is converged when ?̂?𝑖,𝑗(𝑘|𝑘) does not vary significantly from one iteration to the next. 
Between two and five iterations are normally sufficient to reach the maximum estimation accuracy. If 
the number of measurement update iterations is set to one, this algorithm is strictly equivalent to the 
standard EKF. The computation of the residue 𝒓𝑖,𝑗(𝑘) shown in Eq. (8.10) requires more explanations. 
One could notice that the term 𝑯𝑖,𝑗(𝑘)𝛥𝒙𝑖,𝑗(𝑘) is an approximation of the measurement residue 
obtained at the previous iteration. The term ?̃?𝑖(𝑘) − 𝒉(?̂?𝑖,𝑗(𝑘|𝑘), 𝟎) can then be seen as a correction 
of the residue that takes into account the refinement applied on the estimated states during the 
previous iteration. 
8.1.4. Implicit Measurement Update 
It happens that the measurements are not explicitly defined as a function of the states and noise 
signals. The measurement equations of the system are rather given by the following implicit 
equation: 
 𝒄(𝑡) = 𝒉 (𝒚(𝑡), 𝒙(𝑡), 𝜼𝑦(𝑡)) (8.17) 
where 𝒄(𝑡) is a time-varying parameter. The measurement update algorithm presented in Section 
8.1.3, can be reformulated such that the estimation filter applies a correction on the state variables 
enforcing the constraint given at Eq. (8.17) [176]. In order to do so, the state innovation computed 
from Eq. (8.12) is replaced by the following equation: 




The measurement sensitivity matrices are modified accordingly: 
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8.1.5. Multiplicative Measurement Update 
Quaternions have several advantages over other representations to describe the orientation of a 
body relatively to a given reference frame. Contrary to Euler angles, it does not have singularity 
problem and it is practical for mathematical manipulations. However, estimation filter involving 
quaternion in its state vector requires the definition of an additional formulation of the measurement 
update algorithm called multiplicative measurement update. As explained in Annex A, a quaternion 
has four parameters and its norm is constrained to 1. It has four parameters and a constraint to 
represent a three-degree-of-freedom rotation. The dependence between the components of a 
quaternion introduces some difficulties. First, the covariance of a quaternion does not have a full 
rank. Its inverse do not exist and one of its eigenvalue is zero causing inevitable numerical instability 
in the filter algorithm (due to numerical errors, the covariance becomes quickly non-positive 
definite). Second, the additive nature of the measurement update algorithm does not maintain the 
unit norm of the attitude quaternion. These problems are addressed in [86]. 
Instead of using an arithmetic difference to represent the quaternion error, the solution consists in 
formulating the estimation problem such the quaternion error is described by three independent 
angles denoted 𝛥𝜽. This error represents the angular displacement from the propagated quaternion 
?̂?(𝑘|𝑘 − 1) to the true quaternion 𝒒(𝑘). The measurement update produces an estimate of Δ𝜽 and 
the updated quaternion ?̂?(𝑘|𝑘) is obtained by rotating ?̂?(𝑘|𝑘 − 1) by the angles Δ𝜽. Consequently, 






















⨂?̂?(𝑘|𝑘 − 1) (8.21) 
where ‖𝛥𝜽(𝑘)‖ = √𝛥𝜽(𝑘)𝑇𝛥𝜽(𝑘). By using the definition of the quaternion multiplication 
presented in Annex A, Eq. (8.21) can be rewritten into a more intuitive form: 
CHAPITRE 8: Development of the Vision-Based 



















×(𝑘|𝑘 − 1) + ?̂?0(𝑘|𝑘 − 1)𝑰3×3
] 𝛥𝜽(𝑘) 
(8.22) 
where 𝒒∗ is the vector part of the quaternion 𝑞 while 𝑞0 correspond to its scalar part. 
8.1.6. Outlier Rejection 
In order to improve the accuracy of the state estimator, the candidate proposes to augment the 
algorithm presented in Section 8.1.3 by including the outlier detection and rejection algorithm 
described in Section 2.4.9. 
In the measurement update algorithm, the outlier detection step is done immediately after Eq. 
(8.10). The measurement ?̃?𝑖 is considered as an outlier if the following condition is met: 
 𝒓𝑖,𝑗
𝑇 (𝑘)𝑷𝒚𝒚,𝑖,𝑗
−1 (𝑘)𝒓𝑖,𝑗(𝑘) > 𝛾 (8.23) 
where 𝛾 is defined from the inverse of the Chi-squared distribution given the probability of 
encountering an outlier during the measurement update. The number of Degrees Of Freedom (DOF) 
of the distribution is equal to the number of components of the residue vector. When the filter 
determines that ?̃?𝑖 is an outlier, the measurement update is skipped by setting ?̂?𝑖+1,0(𝑘|𝑘) =
?̂?𝑖,0(𝑘|𝑘) and 𝑷𝒙𝒙,𝑖+1,0(𝑘|𝑘) = 𝑷𝒙𝒙,𝑖,0(𝑘|𝑘).  
The algorithm compares the measurement residue with the measurement covariance predicted by 
the filter in order to determine if the measurement is an outlier or not. When the measurement 
residue is large and the measurement covariance is small, the right-hand term of Eq. (8.23) becomes 
large and the measurement is likely an outlier. Conversely, if the measurement covariance is large, 
the filter will kept the measurements with higher residue. The threshold 𝛾 can then be seen how 
many sigma the measurement reside can be before being considered as an outlier. 
8.1.7. Measurement Delay Management 
Several methods for measurement delay management have been introduced in Chapter 2. For this 
study, the candidate proposes to use two of them i.e. the state augmentation and the state back-
propagation strategies. The first method will be used for absolute and relative optical measurement 
updates while the second will be used for star tracker and altimeter delay recovery. 
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The first strategy consists in augmenting the state vector with a copy of the current state variables at 
each time that the measurement acquisition is triggered. These augmented states are fixed in time 
and only their cross covariance evolves with time. When the measurement becomes available after a 
delay 𝑡𝑑, it corresponds to the time 𝑘 − 𝑡𝑑. Since, the past states stored in the augmented part of the 
state vector are also at the time 𝑘 − 𝑡𝑑, they are used to compute the residue and to evaluate the 
sensitivity matrix instead of using the current states. Updating these past states impacts the current 
states through the cross covariance. This technique is optimal, but the time at which measurements 
are acquired must be known in advance. This is often the case for vision applications. The navigation 
system triggers the camera. At the same time, it augments the state vector since the measurement is 
taken almost immediately after the camera has received the trigger. The delay is introduced by the 
time it takes to extract the useful information from the image. In this study, this technique will be 
used to recover from the delay introduced in the absolute optical measurements. It will also be used 
in two of the three presented techniques to fuse the relative optical measurements. Relative optical 
measurements give information about the variation of translation and attitude state variables during 
a given time interval. In order to relate state variables corresponding to two different time instants in 
the same measurement model, the same state augmentation scheme as the one used for delay 
recovery can be used. Since the relative optical measurements are also delayed, the measurement 
model is defined to enforce a constraint between two sets of past states. 
State Back Propagation 
The second delay recovery technique used in this study consists in back propagating the states of the 
filter (or a sub-set of the state vector) at the time at which the measurements have been acquired in 
order to compute the measurement residue. The resulting measurement residue is then used to 
update the current states. The back propagation is typically done using the dynamical model of the 
system or a simpler approximation. For instance, the estimated velocity could be used to back 
propagate the position assuming that the velocity is constant during the back-propagation step.  
This technique is computationally efficient since it does not require any additional states. However, it 
works only for short delays or with slow dynamics systems and it is suboptimal. The measurement 
residue and the states of the filter are not at the same time. One could then propose to propagate 
the measurement to the current time instead of back propagating the states to the time of the 
measurement. However, this method is not generic since the propagation equation must be adapted 
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for each sensor. In addition, it cannot be applied to all kinds of sensor. In fact, some measurements 
cannot be accurately projected in the future. For instance, the measurement of an altimeter would 
require an accurate model of the surface to predict its value in the future. Moreover, propagating the 
measurement in the future and back propagating the states often lead to the same measurement 
residue. To illustrate this, assume that the sensor measures the position of the vehicle denoted ?̃?. 
This position is provided with a delay 𝒕𝑝. If the delay is recovered by back propagating the estimated 
position of the vehicle using the estimated velocity of the vehicle assuming that the velocity of the 
vehicle is constant over the back propagation time interval, the measurement equation is: 
 ?̃?(𝑘 − 𝑡𝑝) = 𝒑(𝑘) − 𝒗(𝑘)𝒕𝑝 + 𝜼𝑝(𝑘) (8.24) 
where 𝜼𝑝(𝑘) is the propagation noise. By taking the expectation of the random variable in Eq. (8.24), 
the residue is given by: 
 𝒓𝑝 = ?̃?(𝑘 − 𝑡𝑝) − ?̂?(𝑘) + ?̂?(𝑘)𝒕𝑝 (8.25) 
Alternatively, if the delay is recovered by propagating the measurement in the future, the 
measurement equation becomes: 
 ?̃?(𝑘 − 𝑡𝑝) + 𝒗(𝑘)𝒕𝑝 = 𝒑(𝑘) + 𝜼𝑝(𝑘) (8.26) 
which given the exact same residue value. 
Mathematically, the delay recovery technique using state back propagation can be described as 
follows. The output equation of the sensor 𝑖 is defined as a function of a subset 𝒔(𝑘) of the state 
vector 𝒙(𝑘): 
 𝒚𝑖(𝑘) = 𝒉(𝒔(𝑘), 𝜼𝑦𝑖(𝑘)) (8.27) 
The state subset 𝒔(𝑘) is back propagated from the time 𝑘 to 𝑘 − 𝑡𝑑 using the state vector 𝒙(𝑘): 
 𝒔(𝑘 − 𝑡𝑑) = 𝒃(𝒙(𝑘), 𝑡𝑑) (8.28) 
The state innovation is computed from 𝒔(𝑘 − 𝑡𝑑) and ?̃?𝑖(𝑘 − 𝑡𝑑), so Eq. (8.10) becomes: 
 𝒓𝑖,𝑗(𝑘) = ?̃?𝑖(𝑘 − 𝑡𝑑) − 𝒉(?̂?𝑖,𝑗(𝑘 − 𝑡𝑑|𝑘), 𝟎) + 𝑯𝑖,𝑗(𝑘)𝛥𝒙𝑖,𝑗(𝑘) (8.29) 
The back propagation introduces unmodelled noise in the measurement residue partially correlated 
with the states. When back propagation error becomes too high, the performance of the filter is 
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degraded significantly and, in some cases, the filter might become unstable. The solution proposed 
by the candidate to mitigate this problem is to tightly include the back-propagation equation in the 
measurement model (include the back-propagation equation in the measurement model Jacobian) 
and to model all sources of noise. In order words, this approach proposed by the candidate means 
that the filter is informed that the back-propagation operation adds noise in the measurement 
residue and this noise is partially correlated with the state estimation error. Consequently, the back 
propagation equation becomes: 
 𝒔(𝑘 − 𝑡𝑑) = 𝒃(𝒙(𝑘), 𝜼𝑏 , 𝑡𝑑) (8.30) 
where 𝜼𝑏 represent the propagation noise independent of the state errors. By taking the previous 
example, 𝜼𝑏 can represent the error introduced by considering the velocity constant over the 
propagation time interval. Using Eq. (8.30), the measurement residue is given by: 
 𝒓𝑖,𝑗(𝑘) = ?̃?𝑖(𝑘 − 𝑡𝑑) − 𝒉(𝒃(𝒙𝑖,𝑗(𝑘|𝑘), 𝟎, 𝑡𝑑), 𝟎) + 𝑯𝑖,𝑗(𝑘)𝛥𝒙𝑖,𝑗(𝑘) (8.31) 
Since back propagation is tightly integrated into the filter, the Jacobian of the measurement model 
with respect to the current states, denoted 𝑯𝑖,𝑗(𝑘), must include the back-propagation function as it 












In the same manner, the Jabobian of the measurement model with respect to 𝜼𝑦 and 𝜼𝑏, denoted 
𝑽𝑖,𝑗(𝑘), becomes:  








where 𝑽11 and 𝑽22 are defined by: 
 
𝑽11 =










The measurement noise covariance matrix must also include the back propagation noise: 
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In order to show that this innovative delay-recovery method performs significantly better than its 
original formulation, the range and bearing system presented at Chapter 7 is reused. A delay of 𝑡𝑑 is 
introduced in the measurements of the range. In order to back propagate the position to the time of 
the measurement, the current estimated velocity is used. The measurement model of the range 
becomes: 
 𝑟𝑘−𝑡𝑑 = √(𝒙𝑘 − 𝒗𝑘𝑡𝑑)
𝑇(𝒙𝑘 − 𝒗𝑘𝑡𝑑) + 𝜂𝑟 (8.36) 
Three experiments have been done. The first one neglects the delay and fuses the measurement as if 
it was related to the current time. The second experiment uses the state-of-the-art back propagation 
technique. The last experiment uses the proposed state back propagation tightly integrated to the 
filter. Using the same system parameters as those presented in Chapter 7 and 𝑡𝑑 = 5 s, the estimated 
position and velocity errors are shown in the following figures:  
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Figure 8.1: Bearing and Range System With Delayed Range Measurement (a) Without Delay Recovery, 
(b) With State Back Propagation (c) With State Back Propagation Tightly Integrated to the Filter 
These experiments show clearly the advantages of the proposed delay-recovery approach. The 
estimation error is half the one obtained by neglecting the measurement delay and the state-of-the-
art back propagation simply does not work. The filter is clearly unstable. This behavior can be 
explained as follows. The velocity error greatly degrades the accuracy of the back-propagated 
position. This artificially increases the measurement residue. Since the filter thinks that the 
measurement is accurate, the state correction is severe and increases the estimation error of the 
velocity. This will degrade even more the back-propagation of the position during the next cycle. This 
phenomenon is repeated from cycles to cycles and provokes the filter instability. With the proposed 
approach, the filter is informed that the velocity is inaccurate and the residue is artificially high. 
Consequently, it decreases the importance of the state correction made from the delayed 
measurement until that the estimation accuracy of the velocity becomes better. One could notice 
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also that the proposed method provides a standard deviation of the state error that better represent 
the true estimation error. 
8.2. State Vector 
By knowing that ℑ𝐵 denotes the spacecraft reference frame aligned with IMU measurement axes and 
ℑ𝑃 is the planet reference frame (fixed to the surface and non inertial), the state variables are 
defined by the following vector: 







where 𝒒𝐵𝑃 is the spacecraft attitude quaternion of the rotation from ℑ
𝑃 to ℑ𝐵, 𝝎𝐵𝑃
𝐵  is the angular 
velocity of the spacecraft with respect ℑ𝑃 and expressed in ℑ𝐵, 𝒂𝑆𝑐
𝐵  is the acceleration of the 
spacecraft excluding the gravitational acceleration expressed in ℑ𝐵, 𝒗𝑆𝑐
𝑃  and 𝒑𝑆𝑐
𝑃  are the spacecraft 
velocity and position expressed in ℑ𝑃, 𝒃𝜔
𝐵  and 𝒃𝑎
𝐵 are the gyroscope and the accelerometer bias. 
Contrary to the state-of-the-art vision-based state estimator algorithm, the proposed algorithm 
estimates the angular velocity and the translational acceleration of the spacecraft. This approach has 
the following advantages: 
 The estimator provides filtered inertial measurements (the inertial measurement noise is reduced 
by the filter). 
 It eases the implementation of delay recovery based on state back propagation. 
 It is compatible with higher order-dynamics models (spacecraft angular momentum estimation 
for instance). 
 It enables the fusion of other rate sensors not studied in the present thesis such as reaction 
wheel tachometers or multiple inertial measurements. 
However, a particular attention must be taken to the estimation of the inertial sensor biases when 
the angular velocity and the acceleration are in the state vector. A straightforward implementation 
would be to simply consider that the angular velocity estimated by the filter is bias free. 
Consequently, the gyroscope measurement would be formulated as the sum of the angular velocity 
of the body frame, the gyroscope bias and the measurement noise. Using this strategy, the 
covariance of the estimated gyroscope measurement would become strongly correlated with the 
bias. This correlation would introduce undesired behaviour of the filter. Consider the simple case 
where all sensors are suddenly disabled except the gyroscope. Since it is not anymore observable, the 
estimated gyroscope bias should stay constant and its error covariance should increase 
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proportionally with time until an absolute attitude sensor is back online. However, using the 
measurement model explained previously, the bias estimation will continue to evolve given its cross 
covariance with the angular rate of the vehicle and might become abnormally large. The solution 
proposed by the candidate to avoid this problem consists in: 
1. Neglecting the bias in the sensitivity matrix of the gyroscope measurement model (Jacobian of 
the measurement model), but not in the computation of the gyroscope measurement residue. 
2. Assuming that the estimated angular velocity is bias free to propagate the states vector. 
3. Assuming that the estimated angular velocity is biased to propagated the state error 
covariance of the filter. This means that the estimated bias must be subtracted from the 
estimated angular velocity of the vehicle in the equations used for covariance propagation. 
Doing so, the bias becomes correlated with the spacecraft attitude quaternion enabling its estimation 
if an absolute attitude sensor is online. This approach also removes the correlation between the bias 
and the angular velocity which degrades the bias estimation quickly when it becomes not observable. 
It is noted that this technique can be generalized to deal with the accelerometer bias. More details 
about this solution are given in the next sections. 
8.3. Spacecraft Kinematics and Dynamics 
The spacecraft kinematics and dynamics are modelled with an approach similar to the ones 
presented in Chodas [86] and Mourikis et al. [8] respectively. The kinematics of the spacecraft body 













𝑃 )𝒒𝐵𝑃 (8.38) 
where ⊗ denotes the quaternion product and 𝜴(𝝎) is defined by: 




The spacecraft angular acceleration as well as the gyroscope biases are modelled as a zero-mean 
random signal following a Gaussian distribution. 
 ?̇?𝐵𝐼
𝐵 = 𝜼𝛼 (8.40) 
 ?̇?𝜔
𝐵 = 𝜼𝑏𝜔 (8.41) 
Knowing that ℑ𝐼 is the inertial frame, the spacecraft translation dynamics satisfy: 
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𝐼 = 𝒈𝐼 + 𝒂𝑆𝑐
𝐼  (8.42) 
where 𝒈𝐼 is the inertial gravitational acceleration, 𝒗𝑆𝑐
𝐼  is the spacecraft velocity in ℑ𝐼 and 𝒂𝑆𝑐
𝐼  is the 
non-gravitational acceleration. The time-derivative of the spacecraft velocity taken and expressed in 
the Moon reference frame can be defined using the kinematics of rotating frame: 
 ?̇?𝑆𝑐







𝑃  (8.43) 
where 𝝎𝑃𝐼
𝑃  is the angular velocity of the Moon with respect to the inertial frame and expressed in 
Moon reference frame. The gravitational acceleration 𝒈𝑃 is given by: 







where 𝜇 is the gravitational parameter of the Moon and 𝜼𝑔
𝑃 is a zero-mean white noise which 
corresponds to gravitational perturbations. The covariance of this noise is computed by evaluating 
the mean deviation of the perturbed lunar gravitational model (up to 165 harmonics) from the 
central gravity term. 
The spacecraft jerk and the accelerometer bias are modelled as follows: 
 ?̇?𝑆𝑐
𝐵 = 𝜼𝑗
𝐵  (8.45) 
 ?̇?𝑎
𝐵 = 𝜼𝑏𝑎 (8.46) 
where 𝜼𝑗
𝐵 and 𝜼𝑏𝑎  are zero-mean Gaussian random signals. 
8.4. Spacecraft State and Covariance Propagation 
The time update of the filter is done by integrating the expected kinematical and dynamical models 
of the spacecraft one step ahead from the previous estimated state variables with the Runge-Kutta 
method. The expected spacecraft models are obtained by applying the expectation operator on Eqs. 







𝑃 )?̂?𝐵𝑃 (8.47) 
 ?̂̇?𝑆𝑐






𝑃  (8.48) 




𝑃 . The expected spacecraft angular velocity, the spacecraft acceleration 
and the inertial measurement biases are assumed constant over time: 
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𝐵 = 𝟎3×1, ?̂̇?𝜔
𝐵 = 𝟎3×1, ?̂̇?𝑆𝑐
𝐵 = 𝟎3×1, ?̂̇?𝑎
𝐵 = 𝟎3×1 (8.49) 
Numerical integration methods propagate the state vector of the previous to the current step in 
additive way. Consequently, after a few integration steps with a non-zero angular velocity, the unit 
norm of the quaternion is not preserved. A widespread solution is to normalize the quaternion at 
every integration step or more elegantly, analytically propagate the quaternion. In order to do so, Eq. 
(8.22) is reused, but the small-angle rotation is computed from the angular velocity assuming it is 
constant over the integration step: 
 













𝐵 (𝑘 − 1)‖)
∙ [
−?̂?𝐵𝑃,∗
𝑇 (𝑘 − 1|𝑘 − 1)
?̂?𝐵𝑃,∗
× (𝑘 − 1|𝑘 − 1) + ?̂?𝐵𝑃,0(𝑘 − 1|𝑘 − 1)𝑰3×3
]𝝎𝐵𝑃
𝐵 (𝑘 − 1) 
(8.50) 
In addition to being more computationally efficient, this analytic propagation of the attitude 
preserves the unit norm of the quaternion. 
The covariance propagation is more complex since the kinematics and dynamics of the system is not 
linear. Therefore, the first step is to linearize them around the expected value of the states and noise 
signals. The linearized models describe the behaviour of the error of the states: 







 𝛥𝜼 = 𝜼 − ?̂? = 𝜼 = [𝜼𝛼 𝜼𝑏𝑔 𝜼𝑗 𝜼𝑏𝑎 𝜼𝑔]𝑇 (8.52) 
where 𝛥𝜽𝐵𝑃 is the small error angle of the quaternion 𝒒𝐵𝑃. In order to obtain the linearized small-
angle error kinematics, it appears that: 
 𝒒𝐵𝑃 ≈ 𝛥𝒒𝐵𝑃⊗ ?̂?𝐵𝑃 ⇔ 𝛥𝒒𝐵𝑃 ≈ 𝒒𝐵𝑃⊗ ?̂?𝐵𝑃
−1  (8.53) 

















𝐵 ] ⊗ ?̂?𝐵𝑃 (8.55) 
By taking the first time derivative of Eq. (8.53): 
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 ?̇?𝐵𝑃 ≈ 𝛥?̇?𝐵𝑃⊗ ?̂?𝐵𝑃 + 𝛥𝒒𝐵𝑃⊗ ?̂̇?𝐵𝑃 (8.56) 












𝐵 ] ⊗ ?̂?𝐵𝑃 (8.57) 
By right multiplying ⊗ ?̂?𝐵𝑃








𝐵 ] ⊗ 𝛥𝒒𝐵𝑃 − 𝛥𝒒𝐵𝑃⊗ [
0
?̂?𝐵𝑃
𝐵 ]) (8.58) 
This last equation can be used to define 𝛥?̇?𝐵𝑃 by developing the quaternion multiplication and by 









𝐵  (8.59) 
As explained previously, the covariance of the filter is propagated assuming that the angular velocity 




𝐵  − 𝑪(𝒒𝐵𝑃)𝝎𝑃𝐼























𝐵  correspond to the biased angular velocity. By linearizing Eq. (8.60) with respect to the 
expected spacecraft states and noise signals, the following result is obtained:  







𝐵  (8.61) 
The angular velocity and the gyroscope bias variations are given by: 
 𝛥?̇?𝐵𝐼
𝐵 ≈ 𝜼𝛼  (8.62) 
 Δ?̇?𝜔 
𝐵 ≈ 𝜼𝑏𝑔 (8.63) 
A similar work must be done on the translational dynamics of the vehicle. Assuming that the non-
















𝑃  (8.64) 
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𝐵  is the biased non-gravitational acceleration states. This result is then linearized around the 





























The acceleration and the acceleration bias variations are given by: 
 𝛥?̇?𝑆𝑐
𝐵 ≈ 𝛥𝜼𝑗  (8.66) 
 𝛥?̇?𝑎
𝐵 ≈ 𝛥𝜼𝑏𝑎 (8.67) 











































𝑭11 𝑰3×3 −𝑰3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3
𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3
𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3






𝑃 )× 𝑭55 𝑪(?̂?𝐵𝑃)
𝑇 −𝑪(?̂?𝐵𝑃)
𝑇
𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3
















































𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3
𝑰3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3
𝟎3×3 𝑰3×3 𝟎3×3 𝟎3×3 𝟎3×3
𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3
𝟎3×3 𝟎3×3 𝟎3×3 𝟎3×3 𝑰3×3
𝟎3×3 𝟎3×3 𝑰3×3 𝟎3×3 𝟎3×3










































3 𝑰3×3 − (𝝎𝑃𝐼
𝑃 )×(𝝎𝑃𝐼
𝑃 )×. 
8.5. Gyroscope Measurement Update 
The gyroscope provides the angular velocity of the spacecraft with respect to the inertial frame and 





𝐵  (8.69) 
where 𝜼𝜔
𝐵  is the gyroscope measurement noise modelled as a zero-mean Gaussian random signal. 
The measurement sensitivity matrices are given by:  
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⏟      
𝒓𝜔






























⏟    
𝛥𝒙(𝑡)





where 𝒓𝜔 is the gyroscope measurement residue, ?̂?𝐵𝐼
𝐵 = ?̂?𝐵𝐼
𝐵 + ?̂?𝜔
𝐵  is the expected gyroscope 
measurement. It is noted that the bias term is deliberately removed from the sensitivity matrix 𝑯𝜔  as 
explained in Section 8.2. 
8.6. Accelerometers Measurement Update 
The accelerometer measures the non-gravitational acceleration applied on the spacecraft body frame 





𝐵  (8.71) 
where 𝜼𝑎
𝐵 is a zero-mean Gaussian random, signal representing the measurement noise of the 
accelerometer. Given that Eq. (8.71) is already linear, the variation of the accelerometer 
measurement about the expected acceleration of the space is easily defined. It is shown in the 





⏟    
𝒓𝑎






























⏟    
𝛥𝒙(𝑡)





where 𝒓𝑎 is the accelerometer measurement residue, ?̂?𝑆𝑐
𝐵 = ?̂?𝑆𝑐
𝐵 + ?̂?𝑎
𝐵 is the expected accelerometer 
measurement. Again, the accelerometer bias is not included in the linearized equation.  
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8.7. Absolute Vision-Based Update 
This section discusses how the state update is performed using the absolute optical measurements. 
The candidate proposes two methods. The first one, called tight coupling, uses the pin-hole 
projection equation as measurement model of each crater observation. The second approach, 
referred to as loose coupling, is much simpler and consists in using directly the vehicle position 
computed from the crater observations by the crater detection and matching algorithm.  
8.7.1. Tight Coupling 
Before going too far in the derivation of the absolute optical measurement update using the tight 
coupling approach, it is important to discuss how the delay introduced by the crater detection and 
matching algorithm is managed. Given its complexity and the currently available space-qualified 
computer, the expected execution of the image processing is of the order of ten seconds. The 
navigation filter must efficiently deal with this delay in order to provide an optimal and an accurate 
estimation. This application is suitable for the state augmentation approach introduced in Section 
8.1.7. In fact, navigation cameras are normally configured to grab frames asynchronously. This means 
that the images are captured when a trigger signal is sent the cameras. Consequently, the copy 
operation of the current state variables in the augmented part of the state vector can be done at 
same time as the image acquisition is started. Mathematically, the state augmentation is described 
by the following equation: 
 𝒙𝑎 = [𝒙 𝒙𝐴𝑏𝑠]
𝑇 (8.73) 
where 𝒙𝐴𝑏𝑠 corresponds to the past vehicle pose defined by: 




At each time the image is triggered, the augmented state variables and their corresponding 
covariance is replaced by a copy of the current states of the filter by applying the following 
operations:  




𝑇, 𝑷𝒙𝐴𝑏𝑠𝑥 = 𝑩𝑡𝑷𝒙𝒙 
(8.75) 
where the matrix 𝑨𝑡 extracts the quaternion and the position from the state vector while 𝑩𝑡 extract 
their covariance from the state error covariance: 
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 𝑨𝑡 = [
𝐈4×4 𝟎4×6 𝟎4×3 𝟎4×9
𝟎3×4 𝟎3×6 𝐈3×3 𝟎3×9
], 𝑩𝑡 = [
𝐈3×3 𝟎3×6 𝟎3×3 𝟎3×9
𝟎3×3 𝟎3×6 𝐈3×3 𝟎3×9
] (8.76) 
As already mentioned, the past spacecraft pose is fixed in time. Its time derivative is then zero: 
 ?̇?𝐴𝑏𝑠 = 𝟎7×1 (8.77) 
It is easy to demonstrate that its cross covariance with 𝒙 evolves with time according to the following 
equations: 
 𝑷𝒙𝒙𝐴𝑏𝑠(𝑘|𝑘 − 1) = 𝑭(𝑘)𝑷𝒙𝒙𝐴𝑏𝑠(𝑘 − 1|𝑘 − 1) 
𝑷𝒙𝐴𝑏𝑠𝒙(𝑘|𝑘 − 1) = 𝑷𝒙𝒙𝐴𝑏𝑠(𝑘 − 1|𝑘 − 1)𝑭
𝑇(𝑘)  
(8.78) 
When they become available, the absolute optical measurements and the past spacecraft poses are 
at the same time. The measurement residue and the sensitivity matrices are then computed using 
those states. The measurement update also impacts the current vehicle states given their cross 
covariance with the augmented part of the state vector. 
Now that the delay recovery method of the absolute optical measurements has been presented, the 
tight coupling measurement update strategy can be derived. As presented in the literature review, 
the absolute optical measurement update using the tight coupling strategy uses the pin-hole camera 
projection as measurement equation. In normalized image coordinates, the observation of the 









𝐶 + 𝜼𝐴𝑏𝑠,𝑖  
(8.79) 
where 𝒑𝐹𝑒𝑎𝑖




𝑃 ) − 𝒑𝐶𝑎𝑚
𝐵 ] (8.80) 
𝜼𝐴𝑏𝑠,𝑖 is the absolute feature detection noise, 𝒑𝐹𝑒𝑎𝑖
𝑃  is the terrain-relative feature position known 
from the geo-referenced database, 𝒒𝐶𝐵 and 𝒑𝐶𝑎𝑚
𝐵  are respectively the quaternion and the position of 
the camera in ℑ⃗⃗ 𝐵. The alignment of the camera and the feature position in the planet reference 
frame are uncertain, then: 
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 𝒒𝐶𝐵 = [
1
0.5𝜼𝜃𝐶𝑎𝑚










where 𝜼𝜃𝐶𝑎𝑚 , 𝜼𝑝𝐶𝑎𝑚
𝐵  are respectively the small-angle approximation of rotational and translational 
camera alignment errors, 𝜼𝐹𝑒𝑎,𝑖
𝑃  is feature surface-position uncertainty also referred to as map-tie 
error. As it is explained by Eq. (8.12), the measurement residue is computed by taking the difference 
between measurement and its expected value. The expected image coordinates of the feature 𝑖 is 
obtained by applying the expectation operator on Eq. (8.79), i.e. by assigning the state variables to 
the best available estimation (propagated states) and by setting the noise signals to zero. The 
















𝑃 ) − ?̂?𝐶𝑎𝑚
𝐵 ] (8.83) 
The extended formulation of the Kalman measurement update uses the linearized measurement 
model around the expected state variables and noise signals. The linearized version of Eq. (8.79) is 
given in the following equation: 











𝑃 ) + (𝑪(?̂?𝐶𝐵)(𝑪(?̂?𝐵𝑃)(?̂?𝐹𝑒𝑎
𝑃 − ?̂?𝑆𝐶
𝑃 ) − ?̂?𝐶𝑎𝑚
𝐵 ))
×
𝜼𝜃𝐶𝑎𝑚) + 𝜼𝐴𝑏𝑠,𝑖  
(8.84) 
where matrix ?̂?𝜕?̃?𝑖/𝜕𝒑𝐹𝑒𝑎𝑖
𝐶  is the partial derivative of ?̃?𝑖  with respect to 𝒑𝐹𝑒𝑎,𝑖
𝐶  evaluated at the expected 
feature position in the camera frame. The partial derivative ?̂?𝜕?̃?𝑖/𝜕𝒑𝐹𝑒𝑎𝑖







𝐶 0 −[1 0 0]?̂?𝐹𝑒𝑎𝑖
𝐶
0 [0 0 1]?̂?𝐹𝑒𝑎𝑖
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The previous result can be reorganized into a matrix form in order to obtain the measurement 
sensitivity matrices shown in Eq. (8.86): 
 
𝒓𝐴𝑏𝑠,𝑖 ≈ [ 𝟎3×21 ?̂?𝜕?̃?𝑖/𝜕𝛥𝜽𝐵𝑃,𝐴𝑏𝑠 −?̂?𝜕?̃?𝑖/𝜕𝒑𝐹𝑒𝑎𝑖

































where ?̂?𝜕?̃?𝑖/𝜕𝛥𝜽𝐵𝑃,𝐴𝑏𝑠  and ?̂?𝜕?̃?𝑖/𝜕𝜼𝜃𝐶𝑎𝑚
 are given by: 














8.7.2. Loose Coupling 
The loose coupling reuses the same delay recovery strategy as the one used for the tight coupling 
approach described previously. However, the measurement model is much simpler since the vehicle 
position measured by the crater detection and matching algorithm is used as a direct observation of 
the past spacecraft position states: 
 ?̃?𝑆𝑐,𝐴𝑏𝑠
𝑃 = 𝒑𝑆𝑐,𝐴𝑏𝑠
𝑃 + 𝜼𝑝𝑆𝑐,𝐴𝑏𝑠  (8.89) 
where 𝜼𝑝𝑆𝑐,𝐴𝑏𝑠  is the measurement noise. The computation of the spacecraft position measurement 
from crater observations as well as the estimation of covariance of 𝜼𝑝𝑆𝑐,𝐴𝑏𝑠  are described in Section 
5.3.4. Obviously, the past attitude quaternion of the spacecraft is not anymore useful and can be 
removed from the augmented state vector. The transformation matrix given at Eq. (8.76) becomes: 
 𝑨𝑙 = [𝟎3×10 𝐈3×3 𝟎3×9], 𝑩𝑙 = [𝟎3×9 𝐈3×3 𝟎3×9] (8.90) 





⏟          
𝒓𝐴𝑏𝑠
≈ 𝛥𝒑𝑆𝑐,𝐴𝑏𝑠
𝑃 + 𝜼𝑝𝑆𝑐,𝐴𝑏𝑠  (8.91) 
Again, the previous results can be reorganized into a matrix form as shown in Eq. (8.92): 
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⏟      
𝛥𝒙𝑎
+ [𝑰3×3]⏟  
𝑽𝐴𝑏𝑠




This approach simplifies the implementation complexity of the navigation filter. However, it removes 
the coupling between the measurement and the attitude quaternion. It also affects the robustness of 
the navigation by removing the possibility of rejecting matched crater that do not fit with the filter 
estimate. In other words, either all matched craters used in the computation of the position 
measurement are fused by the filter or the position measurement is rejected completely by the 
outlier detection algorithm and no absolute update occurs until the next image processing cycle. This 
drawback does not affect significantly the performance of the navigation since the crater detection 
and matching algorithm proposed by the candidate embeds an outlier rejection scheme. The 
performance of the tight and the loose coupling for absolute optical measurement will be compared 
in Chapter 10 using software simulations. 
8.8. Relative Vision-Based Update 
As already mentioned in the introduction of this document, relative vision-based updates give insight 
about the displacement of the vehicle. More precisely, it is used to estimate the angular motion and 
the direction of the translational motion of the camera. In order to do so, it uses the image 
coordinates of the feature tracked from one frame to the next. The surface positions of these 
features are unknown which makes the formulation of the navigation filter more complex. This 
section presents three approaches. 
The first one is called the pseudo-absolute update and has been proposed by Mourikis et al. [8]. At 
each time the camera is triggered, the current pose of the vehicle is copied into the augmented part 
of the state vector. Contrary to the state augmentation described in the previous section where only 
the previous pose was kept, a history of past vehicle poses is maintained. This history is used by the 
algorithm as it will be described latter. When a track of a given feature is lost or the track of the 
feature is sufficiently long, the surface position of the feature is computed from its image coordinates 
in the previous images and the past vehicle poses stored in the augmented state vector. In order to 
do so, a batch estimator decoupled from the navigation filter is used. The resulting estimated feature 
surface position is then used to perform a tight absolute measurement update. Since the surface 
position of the feature is estimated from the estimated vehicle states, the estimation error of the 
feature surface position is correlated with the state estimation error. This violates the basic 
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assumptions of the filtering theory. This issue is addressed by the addition of a projection step 
applied on the measurement residue and on the measurement sensitivity matrix. 
The second approach consists in estimating the camera frame position of the tracked features with 
the filter by augmenting its state vector. This approach has been proposed by Frapard et al. [133]. In 
the original formulation of the algorithm, each time a feature track is lost and replaced by a new 
feature, its corresponding position in the state vector and its estimation error covariance must be 
initialized adequately to ensure a fast convergence. This initialization process often needs 
assumptions about the structure of the scene (relief of the terrain). In order to avoid that, this study 
presents a formulation using the same strategy, but estimating the image coordinates of the tracked 
features and their inverse depth.  
The third approach has been developed by the candidate and published in [177]. It uses the same 
state augmentation strategy as the one for the pseudo-absolute update method. However, it exploits 
the epipolar constraint between past spacecraft pose as measurement model instead of using a 
complex feature surface position estimation process. Compared to the other two relative optical 
measurement update methods, the proposed approach simplifies greatly the implementation 
complexity and reduces the computational complexity of the filter. Soatto [176] proposes to estimate 
the essential matrix, i.e. the translation up to a scale factor and the rotation between two 
consecutive image using the epipolar constraint. However, the proposed formulation is different in 
the sense that the estimator enforces the epipolar constraint between absolute poses of the vehicle 
at two different time instants. The proposed method does not introduce any correlation between the 
feature measurements and the estimated states, contrary to the epipolar-based relative navigation 
approach proposed in the Webb paper [178]. 
The following sections present the mathematical derivation of each of these relative navigation 
techniques and give more details about their respective pros and cons. 
8.8.1. Pseudo-Absolute Approach 
As mentioned previously, the state vector of the navigation filter is augmented with a history of past 
spacecraft poses in order to fuse relative vision-based measurements corresponding to past time 
instants. The state vector becomes: 
 𝒙𝑎 = [𝒙 𝒙𝑅𝑒𝑙]
𝑇 (8.93) 
where 𝒙𝑅𝑒𝑙 is defined by the 𝑛𝑅𝑒𝑙 past spacecraft poses 𝒙𝑅𝑒𝑙,𝑗: 
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𝒙𝑅𝑒𝑙 = [𝒒𝐵𝑃,𝑅𝑒𝑙,1 𝒑𝑆𝑐,𝑅𝑒𝑙,1
𝑃
⏟            
𝒙𝑅𝑒𝑙,1
   ⋯   𝒒𝐵𝑃,𝑅𝑒𝑙,𝑗 𝒑𝑆𝑐,𝑅𝑒𝑙,𝑗
𝑃
⏟            
𝒙𝑅𝑒𝑙,𝑗
   ⋯   𝒒𝐵𝑃,𝑅𝑒𝑙,𝑛𝑅𝑒𝑙 𝒑𝑆𝑐,𝑅𝑒𝑙,𝑛𝑅𝑒𝑙
𝑃





Typically, the number of past poses 𝑛𝑅𝑒𝑙 varies between two and five (cannot be less than two, but 
more than five is possible). When the image acquisition is triggered, the oldest states in the history 
are replaced by a copy of the current states. This process is executed using two operations:  
1. The first operation consists in replacing the pose 𝑗 by the pose 𝑗 − 1 starting from the oldest 
pose in the history. From a mathematical point of view, all past spacecraft poses and their 
error covariance are shifted using Eq. (8.95) for 𝑖 = 𝑛𝑅𝑒𝑙 , 𝑛𝑅𝑒𝑙 − 1,… .2 and 𝑗 = 𝑛𝑅𝑒𝑙 , 𝑛𝑅𝑒𝑙 −
1,… .2. It is noted that the oldest vehicle pose in the history is lost during the shift operation. 
 𝒙𝑅𝑒𝑙,𝑗 = 𝒙𝑅𝑒𝑙,𝑗−1 
𝑷𝒙𝑅𝑒𝑙,𝑖𝒙𝑅𝑒𝑙,𝑗 = 𝑷𝒙𝑅𝑒𝑙,𝑖−1𝒙𝑅𝑒𝑙,𝑗−1  
𝑷𝒙𝒙𝑅𝑒𝑙,𝑗 = 𝑷𝒙𝒙𝑅𝑒𝑙,𝑗−1, 𝑷𝒙𝑅𝑒𝑙,𝑗𝒙 = 𝑷𝒙𝑅𝑒𝑙,𝑗−1𝒙 
(8.95) 
2. The second operation aims at copying the estimated current pose to the newest pose in the 
history. This is done using Eq. (8.96) for 𝑗 = 2,3. . . 𝑛𝑅𝑒𝑙: 




𝑇, 𝑷𝒙𝑅𝑒𝑙,1𝒙𝑅𝑒𝑙,𝑗 = 𝑩𝑟𝑷𝒙𝒙𝑅𝑒𝑙,𝑗 
𝑷𝒙𝒙𝑅𝑒𝑙,1 = 𝑷𝒙𝒙𝑩𝑟
𝑇 , 𝑷𝒙𝑅𝑒𝑙,1𝒙 = 𝑩𝑟𝑷𝒙𝒙 
(8.96) 
where 𝐴𝑟 and 𝐵𝑟 is defined as 𝐴𝑡 and 𝐵𝑡 given in Eq. (8.76). 
The shift and the copy operation are illustrated in Figure 8.2 for the state vector and in Figure 8.3 for 
the state estimation error covariance. 
 
 (a) (b) 
Figure 8.2: State Vector Augmentation, (a) Shift, (b) Copy 
 
x xrel,1 xrel,... xrel,nrel x xrel,1 xrel,... xrel,nrel
Ar·( )
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 (a) (b) 
Figure 8.3: State Estimation Error Covariance Augmentation (a) Shift (b) Copy 
On one side, the image processing for relative navigation provides the image coordinates of the 
feature from one frame to the next. In addition, the navigation filter provides an estimate of camera 
poses at which each feature has been observed. On the other side, it is well known that the surface 
position of a feature 𝑖 can be computed from multiple observations of the feature in 𝑗 ≥ 2 past 
images acquired at different and known absolute camera poses. Consequently, all the required 
information is available to estimate the position of the tracked features. In the pseudo-absolute 
update approach, this reality is exploited to get an estimate of the surface position of each tracked 
features. This estimation is then used to update the states of the vehicle using the strategy presented 
later in this section. It is important to understand that the feature surface position estimation is 
separated from the state estimator. The surface positions of the features are not included in the state 
vector. It can be rather seen as an intermediate results computed before the state update. More 
precisely, when the image coordinates of the features are available for each past spacecraft poses of 
the augmented state vector, the surface position of the features expressed in the planet reference 
frame is computed using a least-square approach. This optimization problem is formulated from the 
following definition: the unknown surface position of the feature 𝑖 expressed in past camera poses 𝑗 
is defined as its measured normalized coordinates ?̃?𝑖,𝑗 in the image plane 𝑗 scaled by its unknown 
depth 𝑧𝑖,𝑗. For the past spacecraft poses 1,… 𝑗, …𝑛𝑅𝑒𝑙, this definition gives the following system of 
equations: 
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This system of equations is underdetermined and cannot be solved for 𝑧𝑖,𝑗  and 𝒑𝐹𝑒𝑎,𝑖
𝐶𝑅𝑒𝑙,𝑗  directly. 
However, additional equations can be defined knowing that the surface position of the features 
expressed in a past camera frame 𝑙 can be transformed into a past camera frame 𝑗 using the 
estimated past spacecraft poses stored in the augmented part of the state vector as well as the 
position and orientation of the camera in the spacecraft body frame. By choosing arbitrary 𝑙 = 1, Eq. 
















where 𝑪(?̂?𝑪𝑅𝑒𝑙,𝑗𝑪𝑅𝑒𝑙,1) and ?̂?𝐶𝑎𝑚,𝑅𝑒𝑙,1
𝐶𝑅𝑒𝑙,𝑗  are given by: 








The remaining unknowns are the feature surface positions expressed in the camera frame 1, denoted 
𝒑𝐹𝑒𝑎,𝑖
𝐶𝑅𝑒𝑙,1 and the depth of the feature 𝑖 in the past camera poses. This system of 3𝑛𝑅𝑒𝑙 equations has 
𝑛𝑅𝑒𝑙 + 3 unknowns. Consequently, it can be solved in a least square sense with 𝑛𝑅𝑒𝑙 ≥ 2. By 








 𝑰3×3 − [
?̃?𝑖,1
1
] ⋯ 𝟎3×1 ⋯
𝑪(?̂?𝑪𝑅𝑒𝑙,2𝑪𝑅𝑒𝑙,1) 𝟎3×1 ⋯ 𝟎3×1 ⋯
⋮ ⋮ ⋮ ⋮ ⋮
























































⏟        
𝒃
 (8.100) 
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The least square solution is obtained by using the pseudo inverse: 
 ?̂? = (𝑨𝑇𝑨)−1𝑨𝑇𝒃 (8.101) 
Knowing the surface position of the feature 𝑖 in the camera frame 1, it is easy to transform it into the 





𝑃  (8.102) 
It is noted that in the paper of Mourikis et al., the surface position of the feature is estimated using a 
nonlinear least-square minimization. The additional complexity of the nonlinear least-square 
minimization proposed by Mourikis does not justify its small gain in accuracy over the linear least-
square minimization proposed previously by the candidate.  
This estimated surface position of the feature is then used to update the 𝑛𝑅𝑒𝑙 past spacecraft poses 
using the tight absolute measurement update. The following equation presents the linearized residue 





















⋮ ⋯ ⋮ ⋮ ⋯
𝟎3×21 ⋯ ?̂?𝜕?̃?𝑖,𝑗/𝜕𝛥𝜽𝐵𝑃,𝑅𝑒𝑙,𝑗 −?̂?𝜕?̃?𝑖,𝑗/𝜕𝒑𝐹𝑒𝑎𝑖
𝐶 𝑪(?̂?𝐶𝐵)𝑪(?̂?𝐵𝑃,𝑅𝑒𝑙,𝑗) ⋯
⋮ ⋯ ⋮ ⋮ ⋯
]

















⏟      
𝛥𝒙𝑎
+ [




𝐶 𝑪(?̂?𝐶𝐵) ⋯ 𝑰3×3 ⋯
⋮ ⋮ ⋯ ⋮ ⋯
]






























The partial derivatives shown in the previous equation are defined in Section 8.7.1. The noise signal 
of the feature surface position, denoted 𝜼𝐹𝑒𝑎,𝑖
𝑃 , has been deliberately excluded from the 
measurement sensitivity matrices. Since the surface position of the feature 𝑖 has been estimated 
using the estimated position and attitude of the spacecraft, this noise signal is strongly correlated 
with the estimation error of these state variables which is in opposition with the Kalman filtering 
theory. Consequently, using the previously-presented residue and sensitivity matrices would result in 
a bad filtering performance and even instability problem. The solution proposed by Mourikis et al. is 
simply to linearly cancel this 𝜼𝐹𝑒𝑎,𝑖
𝑃  from Eq. (8.103) by computing the null space of ?̂?𝜕?̃?𝑖,𝑗/𝜕𝜼𝐹𝑒𝑎,𝑖
𝑃 : 
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⏟        
𝟎2𝑛𝑟𝑒𝑙−3×3
𝜼𝐹𝑒𝑎,𝑖
𝑃  (8.105) 
It is noted that the right-hand term of Eq. (8.105) is a zero matrix as desired and the dimension of the 
residue vector goes from 2𝑛𝑅𝑒𝑙 to 2𝑛𝑅𝑒𝑙 − 3. 
8.8.2. Feature Estimation Approach 
The feature estimation approach has been extensively studied by researchers for Simultaneous 
Localization and Mapping (SLAM) algorithm. It consists in including information about each tracked 
feature in the state vector of the navigation filter. The candidate has introduced a variation of the 
technique derived in the Frapard et al. paper [133]. In the proposed approach, the state vector is also 
augmented by the feature position in the camera frame (difference between the feature surface 
position and the camera position), but using a formulation involving the inverse of the feature depth. 
The proposed approach simplifies greatly the initialization of the estimated feature positions in order 
to ensure a faster converge of the filter. In fact, when a feature track is lost and replaced by a new 
one, the line of sight of this feature and its corresponding covariance must be initialized. With only 
one observation of a feature, its position cannot be estimated from the estimated vehicle pose 
without an accurate knowledge of the scene structure (relief of the terrain). When the scene 
structure is not available (which is typically the case), the initial surface position of a new feature and 
its corresponding covariance becomes arbitrary and not necessarily representative of the reality. 
Using inverse depth formulation, it is possible to initialize the filter so it describes all the possible 
lines of sight. Consider a feature 𝑖 detected at the normalized image coordinates [𝑢𝑖 𝑣𝑖]. Without 
any additional information, its depth can be between 0 and infinity (or a very large number). This 
quantity cannot be described by the filter without numerical problem introduced by the fact that the 
filter covariance must be large to describe the uncertainty of the feature depth. By simply imposing a 
minimum depth of 1 m, the inverse of the depth becomes between 1 and 0. Consequently, the 
feature depth is initialized with a value of 0.5 and a variance around 0.5/√12. Obviously, it is less 
arbitrary to suppose a minimum feature depth than a maximum. The minimum feature depth is easily 
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characterized by the mechanical installation of the camera or the characteristics of the lens. 
Mathematically, the augmented part of the state vector is given by: 
 𝒙ℎ = [𝒖1 𝑤1 … 𝒖𝑖 𝑤𝑖 … 𝒖𝑛𝐹𝑒𝑎 𝑤𝑛𝐹𝑒𝑎] (8.106) 
where 𝒖𝑖 = [𝑢𝑖 𝑣𝑖]
𝑇 is the image plane coordinates of the feature and 𝑤𝑖 is its inverse depth and 
𝑛𝐹𝑒𝑎 is the number of tracked features. The value 𝑛𝐹𝑒𝑎 is typically fixed to 30 or 40. It is important to 
understand that if there are more features in the image than the number of features in the state 
filter, only a subset of the image features are used in the filter. Conversely, if there are fewer features 
in the image than in the filter, the size of the state vector will be reduced which significantly increases 
the implementation complexity of the filter. Contrary to the pseudo-absolute update method, where 
the state vector is augmented with past spacecraft poses that do not have by definition any 
dynamics, the time evolution of 𝒖𝑖  and 𝑤𝑖 has to be derived to propagate the state vector of the 












𝑃 ) − 𝒑𝐶𝑎𝑚
𝐵 ) (8.107) 
The feature image plane coordinate 𝒖𝑖  and its inverse depth 𝑤𝑖 can be described as a function of 𝒍𝑖
𝐶  
as shown in Eqs. (8.108) and (8.109): 









𝐶  (8.109) 
Their time derivative corresponds to: 




𝐶 + 𝑤𝑖 ?̇?𝑖
𝐶) (8.110) 
 ?̇?𝑖 = −𝑤𝑖
2[0 0 1]?̇?𝑖
𝐶  (8.111) 
where the time derivative of the line of sight ?̇?𝑖





𝑃  (8.112) 
and the angular velocity of the body frame relative to the planet frame expressed in the camera 
frame 𝝎𝐵𝑃
𝐶  is defined by: 
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𝑃 ) (8.113) 
By substituting Eqs. (8.112) and (8.113) into Eqs. (8.110) and (8.111), the dynamic equation of 𝒍𝑖
𝐶 is 
obtained: 
 ?̇?𝑖 = [
1 0 0
0 1 0

























𝑃 ) (8.115) 
As for the other filter state variables, 𝒖𝑖  and 𝑤𝑖 are propagated one time step ahead by numerically 
integrating the expectation of ?̇?𝑖  and ?̇?𝑖: 
 ?̂̇?𝑖 = [
1 0 0
0 1 0

























𝑃 ) (8.117) 
where ?̂?𝐵𝑃
𝐶  is defined by: 
 ?̂?𝐵𝑃
𝐶 = 𝑪(𝒒𝐶𝐵)(?̂? 𝐵𝐼
𝐵 − 𝑪(?̂?𝐵𝑃)𝝎𝑃𝐼
𝑃 ) (8.118) 
As presented in Section 8.1.2, Eqs. (8.114) and (8.115) must be linearized around the expected state 
variables and noise signals to propagate the state error covariance matrix. This operation is done 
assuming that the angular rate states are biased (see explanation given in Section 8.2). The matrix 
form of the results is shown in the following equation: 
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𝑭𝑐(𝑡) ⋯ 𝟎21×2 𝟎21×1 ⋯
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
?̂?𝜕?̇?𝑖/𝜕𝛥𝜽𝐵𝑃 ?̂?𝜕?̇?𝑖/𝜕𝝎𝐵𝐼𝐵 ?̂?𝜕?̇?𝑖/𝜕𝒃𝜔𝐵 𝟎2×3 ?̂?𝜕?̇?𝑖/𝜕𝒗𝑆𝑐𝑃 𝟎2×6 ⋯ ?̂?𝜕?̇?𝑖/𝜕𝒖𝑖 ?̂?𝜕?̇?𝑖/𝜕𝑤𝑖 ⋯
?̂?𝜕?̇?𝑖/𝜕𝛥𝜽𝐵𝑃 ?̂?𝜕?̇?𝑖/𝜕𝝎𝐵𝐼𝐵 ?̂?𝜕?̇?𝑖/𝜕𝒃𝜔𝐵 𝟎1×3 ?̂?𝜕?̇?𝑖/𝜕𝒗𝑆𝑐𝑃 𝟎1×6 ⋯ ?̂?𝜕?̇?𝑖/𝜕𝒖𝑖 ?̂?𝜕?̇?𝑖/𝜕𝑤𝑖 ⋯
























































































The partial derivatives of ?̇?𝑖  are given in Eqs. (8.120) to (8.125), while the partial derivatives of ?̇?𝑖 are 

























] [0 0 1] − 𝑰3×3)𝑪(?̂?𝐶𝐵)(𝑪(?̂?𝐵𝑃)?̂?𝑆𝑐
𝑃 )×) 
(8.120) 






] [0 0 1] − 𝑰3×3)𝑪(?̂?𝐶𝐵)𝑪(?̂?𝐵𝑃) (8.121) 






] [0 0 1](?̂?𝐵𝑃




] 𝑰3×3  
+ ?̂?𝑖[0 0 1]𝑪(?̂?𝐶𝐵)𝑪(?̂?𝐵𝑃)?̂?𝑆𝑐













] [0 0 1] − 𝑰3×3)𝑪(?̂?𝐶𝐵)𝑪(?̂?𝐵𝑃)?̂?𝑆𝑐
















































] [0 0 1] − 𝑰3×3) (𝑪(?̂?𝐶𝐵)𝑪(?̂?𝐵𝑃)?̂?𝑆𝑐
𝑃 )×) 
(8.125) 






𝑃 )× + ?̂?𝑖
2𝑪(?̂?𝐶𝐵)(𝑪(?̂?𝐵𝑃)?̂?𝑆𝑐
𝑃 )×) (8.126) 
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 ?̂?𝜕?̇?𝑖/𝜕𝒗𝑆𝑐𝑃 = ?̂?𝑖
2[0 0 1]𝑪(?̂?𝐶𝐵)𝑪(?̂?𝐵𝑃) (8.127) 
 











𝑃 ) (8.129) 
 
?̂?𝜕?̇?𝑖/𝜕𝒃𝜔𝐵 = −?̂?𝜕?̇?𝑖/𝜕𝝎𝐵𝐼𝐵























𝐵  is the biased angular rate and the expectation of 𝝎𝐵𝑃
𝐶  is given by: 
 ?̂?𝐵𝑃
𝐶 = 𝑪(?̂?𝐶𝐵)(?̂? 𝐵𝐼
𝐵 − 𝑪(?̂?𝐵𝑃)𝝎𝑃𝐼
𝑃 − ?̂?𝜔
𝐵 ) (8.132) 
The complexity of this method is mainly in the propagation step of the filter, since 𝒖𝑖  and 𝑤𝑖 must be 
numerically integrated. The measurement update is simple since the normalized image coordinates 
of each tracked feature, directly measured by the image processing, are state variables. 
Consequently, the measurement model is defined as: 
 ?̃?𝑖 = 𝒖𝑖 + 𝜼𝑅𝑒𝑙,𝑖  (8.133) 
The measurement residue and the measurement sensitivity matrix are computed as shown in the 
following equation: 
 
?̃?𝑖 − ?̂?𝑖⏟    
𝒓𝑅𝑒𝑙,𝑖










































⏟    
𝛥𝒙𝑅𝑒𝑙(𝑡)
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The inverses of the feature depths are obviously not directly measured by the image processing. In 
fact, the states 𝑧𝑖  are observable by dynamic coupling. The estimation of 𝑧𝑖  converges after a few 
measurements of the feature 𝑖. 
8.8.3. Epipolar Constraint Approach 
The relative vision-based navigation approaches described in the previous sections have various 
problems. The pseudo-absolute update method adds a lot of computation and implementation 
complexity since it requires the estimation of the surface position of each feature and the 
computation of the null space to linearly decorrelate the feature surface position estimation error 
from the estimated spacecraft pose. On top of that, the projection of the residue on the null space of 
the measurement Jacobian with respect to feature surface position estimation error couples the past 
observations of the features. Consequently, the measurement update cannot be implemented 
sequentially for each observation, as is the case for the feature estimation approach, but only 
sequentially for a batch of past observations of the same feature. In addition to increasing the 
computation burden because of the larger size of the expected measurement covariance matrix (this 
covariance matrix is inverted in the update step of the Kalman filter), this adds latency in the 
navigation loop since the measurements are not fused immediately when they are available. This also 
has an impact on the filter outlier rejection algorithm. In fact, in the presence of outliers, all the past 
observations of the feature must be rejected instead of simply rejecting the aberrant observations. 
The feature estimation approach has an increased complexity since the size of the augmented part of 
the state vector depends on the number of tracked features and not only on a limited number of past 
spacecraft poses. The measurement delay is not managed directly as in the pseudo-absolute 
approach in which each measurement corresponds to a past vehicle pose stored in the state vector. 
Other methods such the state back propagation presented in Section 8.1.7 must be implemented. 
Finally, the management of the disappearance and appearance of the feature adds to the 
implementation complexity. 
The third relative measurement update approach, entirely developed by the candidate, addresses all 
these problems. It is based on the epipolar constraint [61] formulated from the stereo vision 












] = 0 (8.135) 
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where 𝑹 is the director cosine matrix that describes the rotation from the view 𝑙 to the view 𝑗, 𝑻× 
corresponds to the skew-symmetric matrix of the translation vector between the two views. The 
product of 𝑹 and 𝑻× is the so-called essential matrix, denoted 𝑸. It is important to note that the 
epipolar constraint holds independently of the unknown feature depth. In practice, the image 
coordinates of the feature is not perfect since it is affected by tracking error. This is modelled, as 
required by the Kalman filtering theory, with a zero-mean Gaussian random signal. The measured 
image coordinates of the feature 𝑖 in the views 𝑗 and 𝑙 are then given by: 
 ?̃?𝑖,𝑗 = 𝒖𝑖,𝑗 + 𝜼𝑅𝑒𝑙,𝑖,𝑗  
?̃?𝑖,𝑙 = 𝒖𝑖,𝑙 + 𝜼𝑅𝑒𝑙,𝑖,𝑙 
(8.136) 

















By keeping a history of the past spacecraft poses corresponding to the past images in which the 
features have been tracked in the state vector, the epipolar constraint between two of those past 
spacecraft poses can be enforced using an implicit measurement update introduced in Section 8.1.4. 
Doing so, the matrices 𝑹 and 𝑻 become: 
 𝑹(𝒒𝐵𝑃,𝑅𝑒𝑙,𝑗 , 𝒒𝐵𝑃,𝑅𝑒𝑙,𝑙) = 𝑪(𝒒𝐶𝐵)𝑪(𝒒𝐵𝑃,𝑅𝑒𝑙,𝑗) (𝑪(𝒒𝐶𝐵)𝑪(𝒒𝐵𝑃,𝑅𝑒𝑙,𝑙))
𝑇
 










By substituting Eq. (8.138) in Eq. (8.137), the implicit measurement model based on the epipolar 
constraint is obtained: 
 𝑐𝑅𝑒𝑙,𝑖 ≈ ℎ𝐸𝑝𝑖(?̃?𝑖,𝑗 , ?̃?𝑖,𝑙 , 𝒒𝐵𝑃,𝑅𝑒𝑙,𝑗, 𝒒𝐵𝑃,𝑅𝑒𝑙,𝑙 , 𝒑𝑆𝑐,𝑅𝑒𝑙,𝑗
𝑃 , 𝒑𝑆𝑐,𝑅𝑒𝑙,𝑙
𝑃 , 𝜼𝑅𝑒𝑙,𝑖,𝑗 , 𝜼𝑅𝑒𝑙,𝑖,𝑙) (8.139) 
where 𝑐𝑅𝑒𝑙,𝑖 = 0. The position and the orientation of the camera are uncertain as introduced in 
Eq.(8.81). The Kalman filter residue is computed from the expected value of 𝑐𝑅𝑒𝑙,𝑖 shown in Eq. (8.140) 
using Eq. (8.18): 
 ?̂?𝐸𝑝𝑖,𝑖 = ℎ𝐸𝑝𝑖(?̃?𝑖,𝑗, ?̃?𝑖,𝑙 , ?̂?𝐵𝑃,𝑅𝑒𝑙,𝑗 , ?̂?𝐵𝑃,𝑅𝑒𝑙,𝑙 , 𝟎3×1, 𝟎3×1) (8.140) 
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Again the measurement sensitivity matrices, required for the measurement update algorithm of the 
extended version of the Kalman filter, are obtained by linearizing Eq. (8.16) around the expected 
state variables and noise signals. The result is shown in the following equation: 
 0 − ?̂?𝐸𝑝𝑖,𝑖⏟    
𝑟𝐸𝑝𝑖,𝑖





























+ [?̂?𝜕𝑐𝐸𝑝𝑖,𝑖/𝜕𝜼𝑅𝑒𝑙,𝑖,𝑗 ?̂?𝜕𝑐𝐸𝑝𝑖,𝑖/𝜕𝜼𝑅𝑒𝑙,𝑖,𝑙 ?̂?𝜕𝑐𝐸𝑝𝑖,𝑖/𝜕𝜼𝜃𝐶𝑎𝑚















































































































 ?̂?𝜕𝑐𝐸𝑝𝑖,𝑖/𝜕𝜼𝑅𝑒𝑙,𝑖,𝑗 = [
?̃?𝑖,𝑙
1










































242 CHAPITRE 8: Development of the Vision-Based 















𝑪(?̂?𝐶𝐵)𝑪(?̂?𝐵𝑃,𝑅𝑒𝑙,𝑙) (𝑪(?̂?𝑃𝐵,𝑅𝑒𝑙,𝑙) − 𝑪(?̂?𝑃𝐵,𝑅𝑒𝑙,𝑗)) (8.149) 
where ?̂? = 𝑹(?̂?𝐵𝑃,𝑅𝑒𝑙,𝑗, ?̂?𝐵𝑃,𝑅𝑒𝑙,𝑙) and ?̂? = 𝑻(?̂?𝐵𝑃,𝑅𝑒𝑙,𝑗, ?̂?𝐵𝑃,𝑅𝑒𝑙,𝑙 , ?̂?𝑆𝑐,𝑅𝑒𝑙,𝑗
𝑃 , ?̂?𝑆𝑐,𝑅𝑒𝑙,𝑙
𝑃 ). 
8.9. Altimeter Update 
To fulfill the challenging navigation accuracy requirements of the mission, in addition to the camera, 
the spacecraft is equipped with an altimeter. This sensor measures the range between the spacecraft 
and the planet surface along its boresight. The literature about how to perform a Kalman filter 
measurement update using an altimeter is limited. The candidate proposes an entirely new method 
to solve this estimation problem.  
The surface in the neighbourhood of the intersection point between the surface and the altimeter 
boresight is approximated by a plane, called local surface mean plane. The expected range 
measurement is the intersection point between the expected sensor boresight and the surface mean 
plane. This is illustrated in the following figure: 
 
Figure 8.4: Laser Altimeter Over the Lunar Surface 
where the vector 𝒃𝐴𝑙𝑡
𝑃  is the sensor boresigth in the planet reference frame, the scalar 𝑟 is the 
boresigth range, the point 𝒑𝑃𝑡𝑑
𝑃  corresponds to the intersection between the sensor boresight and 
the surface, the vector 𝒏𝑆𝑟𝑓
𝑃  represents the normal of the surface mean plane in the neigthbouhood 
of 𝒑𝑃𝑡𝑑
𝑃 .  
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By assuming that the surface mean plane is a good approximation of the planet surface, the following 





𝑃 + 𝑑𝑆𝑟𝑓 ≈ 0 (8.151) 
The point 𝒑𝑃𝑡𝑑
𝑃  is defined as: 
 𝒑𝑃𝑡𝑑
𝑃 = 𝑪𝑇(𝒒𝐵𝑃)(𝑪(𝒒𝐴𝐵)
𝑇[0 0 1]𝑇𝑟 + 𝒑𝐴𝑙𝑡
𝐵 ) + 𝒑𝑆𝑐
𝑃  (8.152) 
The parameters 𝒑𝐴𝑙𝑡
𝐵  and 𝒒𝐴𝐵 are respectively the position and the alignment of the altimeter in the 
spacecraft. They are considered as uncertain: 
 𝒒𝐴𝐵 = [
1
0.5𝜼𝜃𝐴𝑙𝑡






The boresight range 𝑟 is defined as a function of the measured range and the range measurement 
noise: 
 𝑟 = ?̃? + 𝜂𝑟 (8.154) 
By substituting Eqs. (8.50), (8.49), (8.51) and (8.52) in Eq. (8.48), the following constraint is obtained: 
 𝑐𝐴𝑙𝑡 = ℎ𝐴𝑙𝑡(?̃?, 𝒒𝐵𝑃 , 𝒑𝑆𝑐
𝑃 , 𝜂𝑟 , 𝜼𝜃𝐴𝑙𝑡 , 𝜼𝑝𝐴𝑙𝑡
𝐵 ) ≈ 0 (8.155) 
where ℎ𝑟(… ) is defined by: 
 ℎ𝐴𝑙𝑡(?̃?, 𝒒𝐵𝑃 , 𝒑𝑆𝑐
𝑃 , 𝜂𝑟 , 𝜼𝜃𝐴𝑙𝑡 , 𝜼𝑝𝐴𝑙𝑡
𝐵 )
= 𝒏𝑇 (𝑪𝑇(𝒒𝐵𝑃) ((𝑰3×3 − 𝜼𝜃𝐴𝑙𝑡
× )𝑪(?̂?𝐴𝐵)




𝑃 ) + 𝑑𝑆𝑟𝑓 
(8.156) 
This constraint can be used to perform an implicit measurement update. However, the estimator 
receives the range measurement with a delay of 𝑡𝐴𝑙𝑡 samples. The delay is recovered with the state 
back-propagation method presented in the Section 8.1.7. Consequently, Eq. (8.159) becomes: 
 𝑐𝐴𝑙𝑡(𝑡 − 𝑡𝐴𝑙𝑡)
= ℎ𝐴𝑙𝑡(?̃?(𝑡 − 𝑡𝐴𝑙𝑡), 𝒃𝐴𝑡𝑡(𝒒𝐵𝑃 , 𝝎𝐵𝐼
𝐵 , 𝑡𝐴𝑙𝑡), 𝒃𝑃𝑜𝑠(𝒑𝑆𝑐
𝑃 , 𝒗𝑆𝑐
𝑃 , 𝑡𝐴𝑙𝑡), 𝜂𝑟 , 𝜼𝜃𝐴𝑙𝑡 , 𝜼𝑝𝐴𝑙𝑡
𝐵 ) (8.157) 
The back-propagation equations 𝒃𝐴𝑡𝑡(… ) and 𝒃𝑃𝑜𝑠(… ) are based on the assumption of a constant 
angular velocity and translational acceleration: 
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 𝒃𝐴𝑡𝑡(𝒒𝐵𝑃 , 𝝎𝐵𝐼


















































𝑃 . The output sensitivity matrices of Eq. (8.157) are given by: 
 0 − ?̂?𝐴𝑙𝑡(𝑡 − 𝑡𝐴𝑙𝑡)⏟          
𝑟𝐴𝑙𝑡
≈ [𝑯𝐴𝑙𝑡,11 ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕Δ𝒃𝐴𝑡𝑡 ?̂?𝜕Δ𝒃𝐴𝑡𝑡/𝜕𝛚𝐵𝑃𝐵 𝟎1×3 ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕𝒃𝑝𝑜𝑠 ?̂?𝜕𝒃𝑝𝑜𝑠/𝜕𝒑𝑆𝑐𝑃
?̂?𝜕ℎ𝐴𝑙𝑡/𝜕𝒃𝑝𝑜𝑠 ?̂?𝜕𝒃𝑝𝑜𝑠/𝜕𝒗𝑆𝑐𝑃
?̂?𝜕ℎ𝐴𝑙𝑡/𝜕𝒃𝑝𝑜𝑠 ?̂?𝜕𝒃𝑝𝑜𝑠/𝜕𝒂𝑆𝑐𝐵
















where 𝑯𝐴𝑙𝑡,11 = ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕Δ𝒃𝐴𝑡𝑡 ?̂?𝜕Δ𝒃𝐴𝑡𝑡/𝜕Δ𝜽𝐵𝑃 + ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕𝒃𝑃𝑜𝑠 ?̂?𝜕𝒃𝑃𝑜𝑠/𝜕Δ𝜽𝐵𝑃. The partial derivatives of Eq. (8.160) are 
given in the following equations: 
 ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕Δ𝒃𝐴𝑡𝑡 = −𝒏
𝑇𝑪𝑇(𝒃𝐴𝑡𝑡(?̂?𝐵𝑃 , ?̂?𝐵𝐼
𝐵 , 𝑡𝑑))(𝑪(?̂?𝐴𝐵)
𝑇[0 0 1]𝑇 ?̃? + ?̂?𝐴𝑙𝑡
𝐵 )× (8.161) 
 ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕𝒃𝑃𝑜𝑠 = 𝒏
𝑇 (8.162) 
 ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕𝜂𝑟 = 𝒏
𝑇𝑪𝑇(𝒃𝐴𝑡𝑡(?̂?𝐵𝑃 , ?̂?𝐵𝐼
𝐵 , 𝑡𝑑))𝑪(?̂?𝐴𝐵)
𝑻[0 0 1]𝑇 (8.163) 
 ?̂?𝜕ℎ𝐴𝑙𝑡/𝜕𝜼𝑝𝐴𝑙𝑡
𝐵 = 𝒏𝑇𝑪𝑇(𝒃𝐴𝑡𝑡(?̂?𝐵𝑃 , ?̂?𝐵𝐼
𝐵 , 𝑡𝑑)) (8.164) 
 ?̂?𝜕ℎ𝐴𝑙𝑡/𝜼𝜃𝐴𝑙𝑡
= −𝒏𝑇𝑪𝑇(𝒃𝐴𝑡𝑡(?̂?𝐵𝑃 , ?̂?𝐵𝐼
𝐵 , 𝑡𝑑))𝑪(?̂?𝐴𝐵)
𝑇([0 0 1]𝑇?̃?)× (8.165) 
 























































CHAPITRE 8: Development of the Vision-Based 











𝐵 )× (8.168) 
 
?̂?𝜕𝒃𝑃𝑜𝑠/𝜕𝒂𝑆𝑐






 ?̂?𝜕𝒃𝑃𝑜𝑠/𝜕𝒗𝑆𝑐𝑃  = −𝑰3×3𝑡𝑑 + 𝑡𝑑
2(𝝎𝑃𝐼
𝑃 )× (8.170) 
 
?̂?𝜕𝒃𝑃𝑜𝑠/𝜕𝒑𝑆𝑐
















𝑃 )×) (8.171) 




−1 (𝒃𝐴𝑡𝑡(?̂?𝐵𝑃 , ?̂?𝐵𝐼
𝐵 , 𝑡𝑑)) (8.172) 
where ?̂?𝐴𝑙𝑡(𝑡 − 𝑡𝐴𝑙𝑡) is obtained by computing the expectation of Eq. (8.155): 
 ?̂?𝐴𝑙𝑡 = ℎ𝐴𝑙𝑡(?̃?(𝑡 − 𝑡𝐴𝑙𝑡), 𝒃𝐴𝑡𝑡(?̂?𝐵𝑃 , ?̂?𝐵𝐼
𝐵 , 𝑡𝐴𝑙𝑡), 𝒃𝑃𝑜𝑠(?̂?𝑆𝑐
𝑃 , ?̂?𝑆𝑐
𝑃 , 𝑡𝐴𝑙𝑡), 0, 𝟎3×1, 𝟎3×1) (8.173) 
The remaining question is how to define the plane approximating the surface structure. In many 
mission scenarios, the laser altimeter is used at the end of the descent trajectory. The spacecraft 
attitude is controlled to make the altimeter always pointing toward the landing site. In that case, the 
surface plane can be defined prior to the mission using a digital elevation model of the terrain in the 
neighbourhood of the targeted landing site.  
In other cases, an elevation database must be embarked on-board. The surface plane must be 
computed at each altimeter measurement update. In order to do so, the Standard Unscented 
Transform (SUT) presented in the Section 2.4.4 can be used. More precisely, sigma points are 
generated using the algorithm presented in Figure 2.20. Each sigma point, corresponding to one 
realization of the state vector, is used to compute the intersection point between the boresight of 
the altitude and the surface. The surface mean plane corresponds to the plane that best fits these 
intersection points in a least square sense. This proposed algorithm requires multiple line 
intersections to the surface digital model, also called ray casting operations. There are several 
techniques to implement ray casting in an efficient manner. The candidate proposes to use the one 
described below.  
The ray casting method proposed by the candidate has three steps. The first two steps are executed 
prior to the mission and the results are stored on board. The last step is done in real time during the 
mission. The first step of the proposed method consists in building the mesh of the surface using its 
DEM. This process aims at describing the information of the digital elevation map by a set of 
triangles. The corners of the triangles correspond to surface points. The triangles are connected by 
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their common corners. The mesh can be build using the greedy triangulation method [179]. The 
meshing process provides the indexes of the points forming each triangle. 
A naive ray casting approach would be to verify if each of those triangles is intercepted or not by the 
ray. This operation would require a large computational power approach. The candidate rather 
proposes to use a data structure called octree that allows to efficiently determine which of the 
surface triangles are likely intercepted by the ray. The second step of the algorithm consists then in 
organizing the surface points (corner of the triangles) into an octree [180]. An octree is used to 
partition a three-dimensional space by recursively subdividing it into eight octants also called nodes. 
Each node defines a cube-shaped volume. The dimension of the first node is established so it 
encloses all the points of the surface. This node is then subdivided into eight cubes of equal volume 
called child nodes. Each child lists the coordinates of the surface points that it contains. They are also 
subdivided into eight nodes and so on until a user-defined number of hierarchy levels is reached. The 
number of hierarchical levels is based on the desired size of the subdivision at the last level of the 
tree. In this study, the number of levels is chosen so the nodes of the last level store only the 
coordinates of a few points of the surface. This data structure speeds up the nearest neighbour 
search operations. In fact, instead of scanning the entire list of points, the algorithm can process only 
the point inside the nodes enclosed in the search space. The nearest neighbour search is particularly 
useful for ray casting operation since the algorithm needs to find the points close to the casted ray. 
The last step is the ray casting itself. The algorithm finds which of the child nodes of the first level of 
the octree is intercepted by the ray. The interception of a cube and a vector is computationally 
efficient and easy to do. If a given node is intercepted, the same operation is repeated for its children 
and so on until the last level of hierarchy is reached. At the end of this process, a list containing all 
nodes intercepted by the vector is obtained (only the node of the last hierarchical level is kept). 
Thereafter, the algorithm verifies which of the surface triangles stored in these nodes are intercepted 
by the ray. Finally, the surface to boresight intersection corresponds to the triangle intersection that 
gives the lowest range. 
8.10. Star Tracker Update 
In Chodas [86], the star tracker update is done by fusing two orthogonal unit vectors computed from 
the measured quaternion (two of the three unit vectors of the star tracker reference frame expressed 
in the inertial frame). In this study, the candidate proposes to fuse the measured quaternion directly. 
The main advantage of this approach is that it reduces the number of measurements (six with the 
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unit-vector approach while only three for the proposed approach). Therefore, the computational 
complexity of the measurement update is reduced. In addition, the unit vector approach does not 
rely on mathematically elegant way to model the measurement noise. In fact, it is assumed that each 
component of the unit vectors is affected by an independent Gaussian noise. However, this 
hypothesis is not valid since one component of the vector depends of the two others (the norm of 
the vector is unity). This violation of the Kalman theory is avoided in the method presented below 
and proposed by the candidate. 
The star-tracker provides the attitude quaternion of its reference frame, denoted ℑ𝑆, with respect to 
the inertial frame: 
 ?̃?𝑆𝐼 = [
1
0.5𝜼𝑆𝑡𝑟
] ⊗ 𝒒𝑆𝐵⊗𝒒𝐵𝑃⊗𝒒𝑃𝐼 (8.174) 
where 𝒒𝑆𝐵 is the orientation of the sensor in the body frame, 𝜼𝑆𝑡𝑟 is a zero-mean Gaussian random 
signal corresponding to the attitude measurement noise. The alignment of the sensor in the body 
frame is uncertain so 𝒒𝑆𝐵 can be defined as: 
 𝒒𝑆𝐵 = [
1
0.5𝜼𝜃𝑆𝑡𝑟
] ⊗ ?̂?𝑆𝐵  (8.175) 
where 𝜼𝜃𝑆𝑡𝑟  is the small misalignment angle. By substituting Eq. (8.73) into Eq. (8.174), the following 
equation is obtained: 
 𝑐𝑆𝑡𝑟 = 𝒉𝑆𝑡𝑟(𝒒𝐵𝑃 , 𝜼𝑆𝑡𝑟 , 𝜼𝜃𝑆𝑡𝑟) (8.176) 
where 𝑐𝑆𝑡𝑟 = 𝟎3×1 and 𝒉𝑆𝑡𝑟(… ) is given by: 
 𝒉𝑆𝑡𝑟(𝒒𝐵𝑃 , 𝜼𝑆𝑡𝑟 , 𝜼𝜃𝑆𝑡𝑟)






] ⊗ ?̂?𝑆𝐵⊗𝒒𝐵𝑃⊗𝒒𝑃𝐼⊗ (?̃?𝑆𝐼)
−1) (8.177) 
Similarly to the altimeter, the star tracker measurements are affected by a delay of 𝑡𝑆𝑡𝑟 samples. This 
delay is recovered using the state back-propagation method presented in the Section 8.1.7. By 
including the delay, the star-tracker measurement model given at Eq. (8.176) becomes: 
 𝑐𝑆𝑡𝑟(𝑡 − 𝑡𝑆𝑡𝑟) = 𝒉𝑆𝑡𝑟(𝒃𝐴𝑡𝑡(𝒒𝐵𝑃 , 𝝎𝐵𝐼
𝐵 , 𝑡𝑆𝑡𝑟), 𝜼𝑆𝑡𝑟 , 𝜼𝜃𝑆𝑡𝑟) (8.178) 
By linearizing Eq. (8.76) around states and noise signals, the following result is obtained: 
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 𝑐𝑆𝑡𝑟(𝑡 − 𝑡𝑆𝑡𝑟) − ?̂?𝑆𝑡𝑟(𝑡 − 𝑡𝑆𝑡𝑟)⏟                  
𝒓𝑆𝑡𝑟
≈ [?̂?𝜕𝒉𝑆𝑡𝑟/𝜕Δ𝒃𝐴𝑡𝑡 ?̂?𝜕Δ𝒃𝐴𝑡𝑡/𝜕Δ𝜽𝐵𝑃 ?̂?𝜕𝒉𝑆𝑡𝑟/𝜕Δ𝒃𝐴𝑡𝑡 ?̂?𝜕Δ𝒃𝐴𝑡𝑡/𝜕𝝎𝐵𝐼𝐵








⏟    
Δ𝒙











 and have been defined in Eqs. (8.166) and (8.167) respectively. Other 
Jacobian matrices shown in Eq. (8.179) are given below: 
 ?̂?𝜕𝒉𝑆𝑡𝑟/𝜕Δ𝒃𝐴𝑡𝑡 = 𝒑∗(?̂?𝑆𝐵 , ?̂?𝐵𝑃⊗𝒒𝑃𝐼⊗ (?̃?𝑆𝐼)
−1) (8.180) 
 ?̂?𝜕𝒉𝑆𝑡𝑟/𝜕𝜼𝑆𝑡𝑟 = 𝒑([
1
𝟎3×1
] , ?̂?𝑆𝐵⊗ ?̂?𝐵𝑃⊗𝒒𝑃𝐼⊗ (?̃?𝑆𝐼)
−1) (8.181) 
 ?̂?𝜕𝒉𝑆𝑡𝑟/𝜕𝜼𝜃𝑆𝑡𝑟
=  𝒑 ([
1
𝟎3×1
] , ?̂?𝑆𝐵⊗ ?̂?𝐵𝑃⊗𝒒𝑃𝐼⊗ (?̃?𝑆𝐼)
−1) (8.182) 
where 𝒑(𝒒𝑖, 𝒒𝑗) is defined by: 
 














× ] (8.183) 
The expected star-tracker measurement corresponds to the expectation of Eq. (8.178): 
 ?̂?𝑆𝑡𝑟(𝑡 − 𝑡𝑆𝑡𝑟) = 𝒉𝑆𝑡𝑟(𝒃𝑎𝑡𝑡(?̂?𝐵𝑃 , ?̂?𝐵𝐼
𝐵 , 𝑡𝑆𝑡𝑟), 𝟎3×1, 𝟎3×1) (8.184) 
8.11. Summary 
In this chapter, the candidate demonstrated that the EKF is the most appropriate estimation 
algorithm to solve the estimation problem stated in Chapter 3 given its heritage in previous space 
missions, its computational efficiency and its compatibility with nonlinear state and output equations. 
The EKF has been described in detail by focusing the explicit, implicit and multiplicative measurement 
updates. A brief description of the methods used for outlier rejection has been presented. Two 
techniques to deal with measurement delay have been introduced. The first one is based on the state 
augmention and the second is the state back propagation tightly integrated to the filter. 
The candidate presented how to fuse inertial measurements with absolute/relative optical 
measurements, altimeter measurements and star-tracker measurements using the EKF algorithm. For 
the absolute optical measurements two techniques have been presented: the loose and the tight 
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coupling. The relative optical measurement fusion is done using the pseudo-absolute measurement, 
the feature estimation with inverse depth parameterization or the epipolar constraint. The altimeter 
measurements are processed using a plane approximation of the surface. The star tracker 
measurement update is done using directly the components of the measured quaternion. The 
chapter presented four main innovations developed by the candidate: 
1. delay recovery using state back propagation tightly integrated into the filter algorithm; 
2. optical measurement fusion based on feature line of sight with inverse depth and epipolar 
constraints; 
3. altimeter measurement update based on surface mean plane; 




9. Architectures of the State Estimation Algorithm 
As presented in the previous chapters, the Kalman filter consists in applying four recursive equations 
at each time step in order to obtain an optimal estimation of the system state variables (if the state 
and the output equations of the system are linear). Each equation is used to perform (1) the time 
update of the state variables, (2) the time update of the state error covariance, (3) the measurement 
update of the state variables and (4) the measurement update of the state error covariance. These 
equations can be formulated in various ways to define useful implementation strategies. 
This chapter begins with an overview of the so-called centralized architecture. It is the direct 
implementation of the Kalman filter equations where all sensors are fused using a single 
measurement update operation. This is followed by the derivation of the sequential architecture that 
consists in performing a measurement update for each statistically independent measurement. The 
results from the first measurement update are provided to the next until all sensors are processed. 
This chapter also introduces the decoupled architecture. This strategy lies in splitting the estimation 
of the state variables of a system over several filters. In other words, each filter estimates a distinct 
subset of the system state variables. The estimated states and the state covariance from one filter 
are considered as time varying parameters for the others. However, the cross covariance between 
the states of each filter is neglected. Finally, the decentralized architecture is derived. Contrary to the 
decoupled architecture in which each filter estimates different state variables, this approach aims at 
using several filters estimating the same state variables and fusing the information from different 
sensors. Information between each filter is exchanged in order to keep their estimation synchronized. 
Consequently, the estimated states and the state estimation error covariance provided by each filter 
are equivalent and include the information from all the sensors. As it will be demonstrated in this 
chapter, the decentralized architecture can also be formulated such that all filters have only a part of 
their state vector in common.  
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In this chapter the candidate proposes the following innovations: 
1. Computationally efficient and near optimal extension of the decentralized architecture for local 
filters with augmented state vector (sharing only a part of their state vector in common) 
2. Formulation of the vision-based estimator presented in Chapter 8 by using strategically the 
sequential, the decoupled and the decentralized architectures. 
9.1. Centralized Architecture 
For two statistically independent groups of sensors, the centralized architecture is described by 
Figure 9.1: 
 
Figure 9.1: Centralized Extended Kalman Filter 
where 𝑘 is the time in units of samples, ?̃?𝑖,𝑘|𝑘  are the measurements, 𝒙𝑘|𝑘 corresponds to the 
estimated state vector and 𝑷𝑘|𝑘 is the covariance of the state estimation error obtained after the 
measurement update. The central architecture is direct implementation of the Kalman filter 
equations introduced in Figure 2.13. For the sake of clarity, the system dynamics as well as the 
measurement models are assumed linear in this chapter, the subscript 𝑘 of some variables is omitted, 
𝑺 = 𝑷𝒚𝒚, 𝑷 = 𝑷𝒙𝒙, and the noise sensitivity matrices 𝑽 and 𝑾 are set to identity. Using these 
notation simplifications, the propagation equations are reformulated here: 
 𝒙𝑘|𝑘−1 = 𝑭𝒙𝑘−1|𝑘−1 (9.1) 
 𝑷𝑘|𝑘−1 = 𝑭𝑷𝑘−1|𝑘−1𝑭
𝑇 + 𝑸 (9.2) 
The state and covariance update equations are reported below: 
 𝑺 = 𝑯𝑷𝑘|𝑘−1𝑯
𝑇 + 𝑹 (9.3) 
 𝑲 = 𝑷𝑘|𝑘−1𝑯
𝑇𝑺−1 (9.4) 








𝒙𝑘|𝑘 , 𝑷𝑘|𝑘 
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 𝒙𝑘|𝑘 = 𝒙𝑘|𝑘−1 + 𝑲(?̃?𝑘 −𝑯𝒙𝑘|𝑘−1) (9.6) 
This architecture has several drawbacks. First, the measurement sensitivity matrix and the 
measurement noise covariance must be adapted at each cycle according to which sensor 
measurements are available. This complicates considerably the implementation of the filter when the 
sensor sampling rates are not the same, when measurement outliers must be rejected or when 
sensor outage occurs. Second, the centralized architecture is often more computationally expensive 
than the other architectures presented in the next sections. This is mainly explained by the fact that 
the dimension of the expected measurement covariance 𝑺, inverted during the measurement 
update, is large since it includes the measurement from all sensors. However, since it requires the 
definition of one measurement sensitivity and measurement noise covariance matrices based on 
which sensors are used, the tuning of the filter can be done for each of these configurations.  
9.2. Sequential Architecture 
The sequential architecture consists in performing one measurement update for each statistically 
independent sensor measurement. The updated state vector and its corresponding estimation error 
covariance obtained from one update are provided to the next and so on until that all the 
measurements are processed. This strategy is illustrated in Figure 9.1 by reusing the previous 
example with two sensors: 
 
Figure 9.2: Sequential Extended Kalman Filter 
It will be demonstrated in the next pages that the sequential architecture is mathematically 
equivalent to the centralized architecture [84]. In order to do so, an alternate formulation of the 






?̃?2,𝑘 𝒙𝑘|𝑘 , 𝑷𝑘|𝑘 
Propagation 
Update Sensor 1 
Update Sensor 2 
𝒙𝑘|𝑘−1, 𝑷𝑘|𝑘−1 
𝒙1,𝑘|𝑘 , 𝑷1,𝑘|𝑘 
𝒙2,𝑘|𝑘 , 𝑷2,𝑘|𝑘 
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formulation is directly based on the Sherman-Morrison-Woodbury inversion matrix lemma presented 
in the following equation: 
 (𝑨 + 𝑼𝑩𝑽)−1 = 𝑨−1 − 𝑨−1𝑼(𝑽𝑨−1𝑼 +𝑩−1)−1𝑽𝑨−1 (9.7) 
where 𝑨 and 𝑩 are square and positive definite matrices. By setting 𝑨−1 = 𝑷𝑘|𝑘−1, 𝑼 = 𝑯
𝑇, 𝑽 = 𝑯 




= 𝑷𝑘|𝑘−1 − 𝑷𝑘|𝑘−1𝑯
𝑇𝑺−1𝑯𝑷𝑘|𝑘−1 (9.8) 
where 𝑺 is the covariance of the expected measurement given in Eq. (9.3). Since, the right-hand side 
of this result corresponds to the covariance update equation presented in Eq. (9.5), the inverse of the 
updated covariance is defined by: 
 𝑷𝑘|𝑘
−1 = 𝑷𝑘|𝑘−1
−1 +𝑯𝑇𝑹−1𝑯 (9.9) 
In the previous example, there are two statically independent measurements. The measurement 
noise covariance matrix 𝑹 and the measurement sensitivity matrix 𝑯 can then be partitioned into 























where 𝑹𝑖 is the covariance of the measurement 𝑖 and 𝑯𝑖 is its corresponding sensitivity matrix. The 
state update equation of Eq. (9.6) can be also reformulated. By substituting the definition of 𝑺, shown 
in Eq. (9.3), and by introducing the identity matrices 𝑷𝑘|𝑘𝑷𝑘|𝑘
−1  at the left-hand side and 𝑹−1𝑹 before 
𝑺, Eq. (9.4) becomes: 






The previous result can be simplified as it is shown here: 













By substituting this definition of the Kalman gain in Eq. (9.6), the following state equation is obtained: 
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 𝒙𝑘|𝑘 = 𝒙𝑘|𝑘−1 + 𝑷𝑘|𝑘𝑯
𝑇𝑹−𝟏(?̃?𝑘 −𝑯𝒙𝑘|𝑘−1) (9.13) 
Again, this equation can be expressed into a partitioned form: 
 























It is noted that Eqs. (9.10) and (9.14) are generalizable to 𝑛 sensors. 
By applying this new formulation of the state and covariance update equations in a sequential 
manner with two sensors, it is possible to observe that the result is strictly equivalent to the 
centralized update equations. Using Eq. (9.10), the measurement update of the covariance of the first 






The second measurement update of the covariance is done using the result of Eq. (9.15) as it is 
















−1 , it is easy to see that the previous result is equivalent to Eq. (9.10). Since 
the sequential architecture generates the same estimation error covariance matrix as the centralized 
architecture, its state estimates should be also equivalent. This can be verified by applying the state 
update with the first sensor using Eq. (9.14): 
 𝒙1,𝑘|𝑘 = 𝒙𝑘|𝑘−1 + 𝑷1,𝑘|𝑘𝑯1
𝑇𝑹1
−1(?̃?1,𝑘 −𝑯1𝒙𝑘|𝑘−1) (9.18) 
For the second sensor, the state update is given by: 
 𝒙2,𝑘|𝑘 = 𝒙1,𝑘|𝑘 + 𝑷2,𝑘|𝑘𝑯2
𝑇𝑹2
−1(?̃?2,𝑘 −𝑯2𝒙1,𝑘|𝑘) (9.19) 
By substituting Eq. (9.18) into (9.19), the following equation is obtained: 
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−1 (?̃?2,𝑘 −𝑯2 (𝒙𝑘|𝑘−1 + 𝑷1,𝑘|𝑘𝑯1
𝑇𝑹1
−1(?̃?1,𝑘 −𝑯1𝒙𝑘|𝑘−1)))









According to Eq. (9.12), 𝑷2,𝑘|𝑘𝑯2
𝑇𝑹2
−1 = 𝑲2: 







The term 𝑷1,𝑘|𝑘 −𝑲2𝑯2𝑷1,𝑘|𝑘 corresponds to the update of 𝑷1,𝑘|𝑘 using sensor 2. It is then 
equivalent to 𝑷2,𝑘|𝑘 which makes Eq. (9.21) identical to Eq. (9.14). 
The sequential architecture has several advantages over the centralized architecture. First, it 
simplifies the implementation of the filter that fuses measurements available at various rates. It also 
makes simpler the management of measurement outliers or measurement outages. In fact, in the 
centralized architecture, the measurement sensitivity matrix must be modified at each time step 
according to the available or valid measurements. In the sequential architecture, when a new 
measurement is not valid or unavailable, the measurement update for this measurement is simply 
skipped. By taking the example of Figure 9.2, if the sensor 1 is not available for some reasons at a 
given time step 𝑘, 𝒙1,𝑘|𝑘 and 𝑷1,𝑘|𝑘 are respectively set to 𝒙𝑘|𝑘−1 and 𝑷𝑘|𝑘−1. Second, it reduces the 
size of the matrix inversion involved in the Kalman gain computation. The dimension of the predicted 
measurement covariance 𝑺 inversed in each update is smaller than the one including all the 
measurements. In many cases, the inversion of small matrixes can be achieved analytically instead of 
using more complex approach such as the 𝑳𝑼 decomposition [60]. Third, it is modular since the 
update of each sensor can be implemented in separated functions. The only drawback of this 
architecture is that contrary to the centralized architecture, it complicates the tuning of the filter for 
each sensor configuration. Since each sensor update is independent, it is complex to select a specific 
tuning based on which sensors are available. 
9.3. Decoupled Architecture 
The decoupled architecture consists in separating the state variables of a given dynamics system in 
distinct subsets and in implementing one filter for each of these subsets. The estimation computed 
by each filter can be exchanged to the others. In a given filter, the information coming from other 
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filters is considered as time varying parameters. This architecture can be used for instance to 
decouple the estimation of the attitude and the translational state variables of a system as it is shown 
in Figure 9, below: 
 
Figure 9.3:  Decoupled Extended Kalman Filter 
It is obvious that this architecture is application-dependent and cannot be generalized to any system. 
Since it assumes that there is no cross covariance between the state vectors of each decoupled 
estimator, this architecture is not optimal. Consequently, the split must be done where the cross 
covariance can be neglected. It has the benefit of reducing the computational burden of the 
navigation filter (the computational burden of a filter increases exponentially with the length of its 
state vector). In addition, each decoupled filter can be run in parallel.  
9.4. Decentralized Architecture 
The decentralized architecture uses several filters that estimate the same state vector from two sets 
of sensors. All sensors are assumed statistically independent and each sensor is used in only one local 
filter. Information between each filter is exchanged in order to keep their estimation synchronized. 
The decentralized architecture can also be formulated such that all filters have only a part of their 
state vector in common. The following figure shows an example of a decentralized filter with two 
local filters processing their respective set of sensors: 
  




















Figure 9.4: Decentralized Extended Kalman Filter 
The vector 𝒙𝑖 and the matrix 𝑷𝑖 are respectively the states and the covariance matrix of the local 
filter 𝑖. The state vector 𝒙𝑖,𝑘|𝑘 , and the covariance 𝑷𝑖,𝑘|𝑘 are obtained by fusing the information from 
the measurement ?̃?𝑖,𝑘. The state and covariance information computation block, as its name 
indicates, computes the state information denoted 𝒔𝑘|𝑘 and the covariance information denoted 𝑪𝑘|𝑘 
of the local filters. The synchronization block combines the state information from the other local 
filters with the local state vector and covariance such that each local filter benefit from the 
information provided by all sensors. The generic variables 𝒔𝑘|𝑘 and 𝑪𝑘|𝑘 take a particular meaning 
depending on the type of synchronization algorithm. The star subscripts designate the synchronized 
version of the local filter states and covariance matrix. After the synchronization process, both local 
filters provide the same estimate which means that 𝒙1∗,𝑘|𝑘 ≈ 𝒙2∗,𝑘|𝑘 and 𝑷1∗,𝑘|𝑘 ≈ 𝑷2∗,𝑘|𝑘. This 
section presents two different approaches to perform the synchronization of the local filters. The first 
one is called the pseudo-measurement approach while the second is referred to as the state and 
covariance error information synchronization. The candidate will propose an extension to the second 
approach for the cases where the local filters have only a part of their vector in common. The 
Extended 
Kalman Filter 1 
Extended 









𝒙1,𝑘|𝑘 , 𝑷1,𝑘|𝑘 
𝒙2,𝑘|𝑘 , 𝑷2,𝑘|𝑘 
𝒔1,𝑘|𝑘 , 𝑪1,𝑘|𝑘 
𝒔2,𝑘|𝑘 , 𝑪2,𝑘|𝑘 
𝒙1∗,𝑘|𝑘 , 𝑷1∗,𝑘|𝑘 
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mathematical demonstrations presented in this section will be supported by numerical simulation 
reusing the bearing and range problem. 
The decentralized architecture has several advantages. First, it allows the parallelisation of the 
estimation algorithm over several processors. Second, it eases the merging of state estimators 
originally designed to work alone. Only the information about the common part of their state vector 
is exchanged and no modification to their algorithm is required. Third, it makes the estimator 
algorithm more robust to faults. The synchronization algorithm can monitor the quality of the 
information from each local filter and if anomalies are detected, the concerned local filters can be 
reinitialized, the information coming from it can be neglected or it can be simply deactivated. 
However, it also has some drawbacks. First, it can increase the computational load. The time update 
is repeated in each local filter and the synchronization adds a significant amount of computation 
especially if the number of common states between local filter is large. However, under particular 
conditions, the decentralized architecture can have a lower computational burden than other 
implementation strategies. This occurs when the fusing of a given measurement requires the 
introduction of several new state variables. For instance, it happens that the state vector of the filter 
is augmented to deal with the delay of a given measurement. These states are not used in other 
measurement models used in the filter. Consequently, they only need to be in the state vector of the 
local estimator that uses this measurement. Consequently, the dimension of the state vector of other 
local filters remains small, thus avoiding an increase in their execution time. Second, as it will be 
demonstrated in the next paragraphs, the decentralized architecture is not exactly equivalent to the 
centralized architecture when the state vectors of the local filters are augmented with different 
states. In order words, the decentralized architecture is near optimal if the state vectors of the local 
filters are augmented and have only a part in common. 
9.4.1. Pseudo-measurement Update Synchronization 
The pseudo-measurement update synchronization is based on the theory of Federated Kalman Filter 







 𝒙1,𝑘|𝑘 = 𝒙1,𝑘|𝑘−1 + 𝑷1,𝑘|𝑘𝑯1
𝑇𝑹1
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 𝒙2,𝑘|𝑘 = 𝒙2,𝑘|𝑘−1 + 𝑷2,𝑘|𝑘𝑯2
𝑇𝑹2
−1(?̃?2,𝑘 −𝑯2𝒙2,𝑘|𝑘−1) (9.25) 
In the pseudo-measurement update synchronization scheme, the filters are kept synchronized with a 
standard state update using the estimate provided by the other filters as measurements. The 
information exchanged between filter is then given by 𝒔𝑖 = 𝒙𝑖,𝑘|𝑘 and 𝑪𝑖 = 𝑷𝑖,𝑘|𝑘. However, it will be 
demonstrated that to get an estimate equivalent to the centralized Kalman filter, the covariance of 
the measurement noise must be pre divided by the number of the local filters and the synchronized 
covariance must be post multiplied by the same factor. The demonstration will be conducted with 
two local filters as illustrated on Figure 9.4. The demonstration will start by showing that the 
synchronized covariance matrices of the filters contain the contributions of all the sensor 
measurements as desired, but they also include the contributions of the propagated covariance of 
both filters. Only the propagated covariance matrix of the local filter should contribute to its 
synchronised covariance. By looking to the synchronized covariance equation, the reader will easily 
see the need of the pre division and of the post multiplication presented previously to get an optimal 
synchronized covariance. The next step will consist in verifying if the manipulations required to get an 
optimal covariance will also give an optimal synchronization of the state vectors. 
By seeing the filter 2 as a sensor that provides measurements of the state vector of the filter 1, the 
synchronization of the covariance of the filter 1 consists simply in performing a covariance update 
using a measurement sensitivity matrix set to identity and a covariance of the measurement noise set 
to the state covariance of the filter 2. Consequently, the synchronized covariance of the filter 1 
denoted 𝑼1,𝑘|𝑘, is obtained from Eq. (9.22) or (9.24) by assuming that the measurement sensitivity 




−1  (9.26) 









If the propagated state covariance is similar in both filter, i.e. 𝑷𝑘|𝑘−1
−1 ≈ 𝑷1,𝑘|𝑘−1
−1 ≈ 𝑷2,𝑘|𝑘−1
−1 , Eq. 
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It is noted that this result holds also for the local filter 2. The synchronized covariance 𝑼1,𝑘|𝑘 is not 
optimal since the propagated covariance appears two times in Eq. (9.28). However, it is easy to see 
that by pre-dividing the covariance of the measurement noise 𝑹𝑖 (the measurement noise covariance 
matrix used by the local estimators) by the number of local filters and by post multiplying the 
synchronized covariance by the same number, the synchronized covariance becomes optimal. By pre 
dividing the covariance of the measurement 𝑹𝑖 by a factor 2, the synchronized covariance of the filter 










By post multiplying 𝑼1∗,𝑘|𝑘 by the same factor, the optimal covariance 𝑷1,∗,𝑘|𝑘 is obtained:  
 𝑷1,∗,𝑘|𝑘 = 2𝑼1,𝑘|𝑘 (9.30) 
The next step consists in verifying if the pre-division of the measurement covariance matrices 
required to get an optimal synchronization covariance leads also to an optimal estimation of the state 
vector after the synchronization operation. It is important to understand that the state 
synchronization must be done without the post-multiplication of the synchronized covariance. In fact, 
the state synchronization algorithm must be independent from the synchronized covariance in order 
to be compatible with the most widespread formulations of the Kalman state update algorithm 
(which depends on the propagated estimate). Again, the state synchronization equation of the filter 1 
is obtained by assuming that filter 2 is a sensor. Consequently, it is derived from Eq. (9.23) or (9.25) 
by setting the measurement ?̃?𝑘 to the states of the filter 2, denoted 𝒙2,𝑘|𝑘, the measurement 
sensitivity matrix 𝑯 to identity since the measurement corresponds to the state vector of the filter 1, 
the measurement covariance matrix 𝑹 to 𝑷2,𝑘|𝑘 and by assuming that 𝑷1,𝑘|𝑘 corresponds 1/2𝑷1,∗,𝑘|𝑘 
or 𝑼1,𝑘|𝑘 in Eq. (9.30): 
 




−1 (𝒙2,𝑘|𝑘 − 𝒙1,𝑘|𝑘) (9.31) 
By substituting Eqs. (9.22) to (9.25) into (9.31), the following result is obtained: 
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If the propagated states are similar in both filters, i.e. 𝒙𝑘|𝑘−1 ≈ 𝒙1,𝑘|𝑘−1 ≈ 𝒙2,𝑘|𝑘−1, then the previous 
equation becomes:  
 𝒙1∗,𝑘|𝑘 = 𝒙1,𝑘|𝑘−1 + 𝑷∗,𝑘|𝑘𝑯2
𝑇𝑹2
−1(?̃?2,𝑘 − 𝑯2𝒙2,𝑘|𝑘−1)
+ (2𝑰 − 𝑷∗,𝑘|𝑘𝑷2,𝑘|𝑘












which is identical to Eq. (9.14). It can be demonstrated that the implicit relation 𝑷∗,𝑘|𝑘 =
(2𝑰 − 𝑷∗,𝑘|𝑘𝑷2,𝑘|𝑘
−1 )𝑷1,𝑘|𝑘 is true using the Sherman-Morrison-Woodbury inversion matrix lemma 
introduced in Eq. (9.7). Posing 𝑨 = 𝑷1,𝑘|𝑘
−1 , 𝑩 = 𝑷2,𝑘|𝑘
−1 : 




= 2𝑷1,𝑘|𝑘 − 2𝑷2,𝑘|𝑘(𝑷1,𝑘|𝑘 + 𝑷2,𝑘|𝑘)
−1
𝑷2,𝑘|𝑘
= (2𝑰 − 2𝑷1,𝑘|𝑘(𝑷1,𝑘|𝑘 + 𝑷2,𝑘|𝑘)
−1
)𝑷1,𝑘|𝑘
= (2𝑰 − 2(𝑷1,𝑘|𝑘






= (2𝑰 − 2(𝑷2,𝑘|𝑘












= (2𝑰 − 𝑷∗,𝑘|𝑘𝑷2,𝑘|𝑘
−1 )𝑷1,𝑘|𝑘  
(9.34) 
9.4.2. State and Variance Error Information Synchronization 
The synchronization algorithm using the state and covariance error information is derived from [130] 
in a more straightforward fashion here. The covariance error information of the local filter 𝑖 is 
defined as the difference between the inverse of its covariance after the measurement update and its 
covariance after the time update: 
 𝑪𝑖 = 𝑷𝑖,𝑘|𝑘
−1 − 𝑷𝑖,𝑘|𝑘−1
−1  (9.35) 
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It is easy to demonstrate that the covariance error information 𝑪𝑖 can be used to optimally 
synchronize the local covariance of the local filters. By subtracting 𝑷𝑖,𝑘|𝑘−1
−1  from both sides of Eq. 
(9.10), it is possible to establish that the definition of 𝑪𝑖 given in Eq. (9.35) is equivalent to: 
 𝑪𝑖 = 𝑯𝑖
𝑇𝑹𝑖
−1𝑯𝑖  (9.36) 








By replacing the definition of the covariance error information of the local filter 𝑗 in Eq. (9.37), the 
equation to synchronize its covariance using the covariance error information coming from the other 






The state error information 𝒔𝑖 corresponds to the difference between the estimated and the 
propagated states weighted respectively by the inverse of the estimated and propagated covariance 
of the local filters: 
 𝒔𝑖 = 𝑷𝑖,𝑘|𝑘
−1 𝒙𝑖,𝑘|𝑘 − 𝑷𝑖,𝑘|𝑘−1
−1 𝒙𝑖,𝑘|𝑘−1 (9.39) 
Similarly to the error covariance information, it is possible to demonstrate that this definition of state 
error information can be used to define an optimal state synchronization algorithm. By left-
multiplying Eq. (9.14) by 𝑷∗,𝑘|𝑘
−1 , the following result can be obtained: 
 
𝑷∗,𝑘|𝑘







By expanding the right-hand term of Eq. (9.40), Eq. (9.41) is derived: 
 
𝑷∗,𝑘|𝑘












By using Eqs. (9.35) and (9.36), this result can be rewritten as: 












−1 𝒙𝑘|𝑘−1 + 𝑷𝑘|𝑘−1
−1 𝒙𝑘|𝑘−1 (9.42) 
 
𝑷∗,𝑘|𝑘







From Eq. (9.43), it is easy to see that the state error information of Eq. (9.39) is equivalent to: 
 𝒔𝑖,𝑘|𝑘 = 𝑯𝑖
𝑇𝑹𝑖
−1?̃?𝑖,𝑘 (9.44) 
Consequently, Eq. (9.43) becomes: 
 
𝑷∗,𝑘|𝑘





By isolating 𝒙∗,𝑘|𝑘 in the previous equation, the optimal state estimate is given by: 
 





By substituting the definition of the state error information of the local filter 𝑗 in Eq. (9.46), the 
equation to synchronize its states using the state error information coming from the other local filters 
is obtained: 
 




In summary, each local filter computes its covariance and state error information using respectively 
Eqs. (9.35) and (9.39). This information is then sent to other filters. The covariance matrices and the 
state vectors of the local filters are then optimally synchronized with Eqs. (9.38) and (9.47) 
respectively. 
9.4.3. State and Variance Error Information Synchronization With Augmented State 
Vectors 
In many applications, the state vector of the filter has to be augmented in order to manage a 
measurement delay or to estimate a measurement bias. It is then likely that a part of its state vector 
depends on the type of the measurements it fuses. Consequently, it is not convenient to augment the 
states in all the local filters when only one of them requires the state augmentation. It would break 
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the independency between the local filters, which makes the decentralized architecture so attractive 
to navigation engineers. Consequently, the synchronization algorithm presented in Section 9.4.2 
cannot be used directly. In this section, the candidate introduces an innovative generalization of the 
synchronization algorithm based on state and variance error information that can be used when each 
local filter uses different augmented states.  
The first paragraph of this section will present the definitions that will be used for the derivation of 
the proposed synchronization algorithm. The second paragraph will present the proposed 
synchronization equations. In the third paragraph, the candidate will analyze the optimality of the 
proposed method. In this paragraph, the candidate will demonstrate that the synchronization 
algorithm is not exactly equivalent to the optimal formulation of the Kalman algorithm. In the fourth 
paragraph, it will be shown that the proposed synchronization algorithm becomes optimal if the cross 
covariance between the augmented states of the local filters 2 and 1 is approximated by the product 
of the cross covariance between the augmented states of the filter 2 and the common states, the 
inverse of the covariance of the common states and the cross covariance between the common 
states and the augmented states of the filter 1. In the fifth paragraph, the candidate will explain that 
this approximation holds if the Frobenius 1-norm of the optimal covariance is significantly larger than 
that of the process noise covariance. Finally, in the sixth paragraph, a method to reduce the 
computational complexity and to increase the numerical stability of the synchronization algorithm 
will be proposed. 
Definitions 
Before going into the details of the algorithm, a definition of the nomenclature that will be used is 
required. 
1. Centralized filter state vector and covariance matrix: In order to verify the optimality of the 
proposed algorithm, the centralized and the decentralized algorithms are compared. As 
presented previously, the centralized state vector and covariance matrix are respectively 
denoted 𝒙 and 𝑷. The centralized state vector contains the states of all local filters. The 
estimated state vector and covariance matrix provided by the centralized filter after the 
measurement update using the sensor 𝑖 are given by 𝒙𝑖 and 𝑷𝑖. 
2. Local filter state and covariance: Since the state vectors and the covariance matrices of the 
local filters are different from those of the centralized filter, they require a different notation. 
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Consequently, the state vector and the covariance matrix of the local filter 𝑖 are respectively 
given by 𝒛𝑖 and 𝜫𝑖. 
3. Common state selection: The common states can be defined from the decentralized or 




The matrices 𝑽𝑖 and 𝑼 select respectively the common state variables between local filters 
from the state vector of the local filter 𝑖 and the state vector of the centralized filter.
4. Augmented state selection: The augmented part of the state vector of the filter 𝑖 can be 





where the matrix ?̅?𝑖 selects the augmented part of the filter 𝑖 and ?̅?𝑖 selects the part of the 
centralized filter corresponding to the augmented part of the filter 𝑖 state vector. 
5. Local filter state selection: The relation between the state vector of the local filter 𝑖 and of the 
centralized filter is given by: 
 𝒛𝑖 = 𝑼𝑖
𝑇𝒙 (9.50) 
where 𝑼𝑖 is a matrix which truncates the state vector of the centralized filter to keep only the 
information of the local filter 𝑖.  
6. State padding: The state padding adjusts the dimension of the state vector common to all local 
filters to the dimension of the state vector of local filter 𝑗. Zeros are added where the vector 𝑗 
has no common state. This padding is achieved by multiplying the common state vector by 𝑾𝑗
𝑇. 
7. State and covariance ordering: In order to simplify the derivations presented in the next 
sections, the states of the centralized filter are ordered such that the first part of the state 
vector contains the state variables common to all local filters, while the second and third parts 
correspond respectively to the augmented state variables of the local filter 1 and 2. Using Eqs. 









The covariance corresponding to this state vector is given by: 
















The state vector of the local filters is also ordered such that the state variables common to all 





















8. State transition matrices: The state transition matrix of the centralized filter is given by 𝑭. By 
definition, the transition of the states common to all local filters does not rely on any of the 
augmented states. In addition, the transition matrix of the augmented states of the filter 𝑖 
depends only on its augmented and common states. Consequently, the ordered state 



















9. Sensitivity matrices: The measurement model of the sensor 𝑖 depends only on the augmented 
states of the filter 𝑖 and on the common states. Consequently, ordered measurement 











The sensitivity matrix of the local filter 𝑖 is given by: 
 𝒉𝑖
′ = [𝑯𝑖𝑼 𝑯𝑖?̅?𝑖] (9.58) 
Proposed Algorithm
The proposed synchronization approach with augmented local filter state vector is based on the idea 
that only the error information about the common states of the local filters is exchanged. Therefore, 
the covariance synchronization of the filter 𝑗, presented in Eq. (9.38), can be rewritten as: 








𝑾𝑗  (9.59) 
where 𝑪𝑖 correspond to: 







In the same manner, the state synchronization algorithm of the local filter 𝑗, presented at Eq. (9.46), 
turns into: 
 





where 𝒔𝑖,𝑘|𝑘  is given: 










This section presents an extensive analysis of the optimality of the synchronization method dealing 
with augmented local filter state vectors. This analysis aims at verifying whether the estimation 
provided by the decentralized architecture is equivalent to that of the centralized architecture 
including the states of all local filters.  
More precisely, the optimality analysis will start by synchronizing the state vector and the covariance 
matrix of the local filter 1 analytically using the error information coming from the filter 2. These 
mathematical manipulations will give the expressions defining the synchronized states and 
covariance of the local filter 1 from the sensor measurements, its propagated states and its 
propagated covariance. Thereafter, it will be assumed that the estimation of augmented state vectors 
of the local filters as well as their common states are centralized into one filter. It will be then 
possible to establish the optimal expressions that define the updated state vector and covariance of 
the local filter 1 as a function of the sensor measurements, of the propagated states and of the 
propagated estimation covariance. The optimality of the synchronization algorithm will then be 
verified by comparing the optimal and the synchronized state and covariance equations. As 
mentioned previously, this comparison will show that the synchronization algorithm is not equivalent 
to the optimal equations. However, the next section will demonstrate that the synchronization 
algorithm can be near optimal when only a part of the state vectors of the local filters is common. 
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In this paragraph, analytical equations of the synchronized covariance and states of the filter 1 will be 
derived. The synchronized covariance of the filter 1 is obtained by substituting the covariance error 





































































By using the Sherman-Morrison-Woodbury matrix inversion lemma a second time, the matrix 





























































CHAPITRE 9: Architectures of the State Estimation Algorithm 269 
 
 












𝑇, 𝒉2𝜫2,𝑘|𝑘−1𝑽2 = 𝑯2
𝑇𝑷𝑘|𝑘−1𝑼
𝑇, 𝜫2,𝑘|𝑘−1 = 𝑼2
𝑇𝑷𝑘|𝑘−1𝑼2, therefore 

























The same development is performed for the state synchronization algorithm. From Eqs. (9.23) and 
(9.25), the state vector of the local filter 1 after the synchronization step is defined by: 
























































−1(?̃?2,𝑘 − 𝒉2𝒛2,𝑘|𝑘−1) 
(9.71) 
From Eq. (9.63), 𝜫1,𝑘|𝑘


















































−1(?̃?2,𝑘 − 𝒉2𝒛2,𝑘|𝑘−1) 
(9.73) 
Knowing that 𝑽2
𝑇𝒛2,𝑘|𝑘−1 = 𝑾1𝒛1,𝑘|𝑘−1, Eq. (9.73) can be rewritten as: 
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−1(?̃?2,𝑘 − 𝒉2𝒛2,𝑘|𝑘−1) 
(9.74) 











𝑇, 𝒉2𝒛2,𝑘|𝑘−1 = 𝑯2𝒙𝑘|𝑘−1, so 
Eq. (9.13) becomes: 













The analytical expressions of the synchronised covariance and state vector using the approach 
proposed by the candidate have been derived. In order to verify the optimality of the proposed 
synchronization algorithm, the inverse of the optimal covariance of the filter 1 can be defined as a 
function of the optimal covariance of the centralized filter (including all the states of the local filters) 


































By substituting the definition of the matrices 𝑯 and 𝑹, given at Eq. (9.10), in Eq. (9.77), the following 



























Similarly, the optimal estimated states of the filter 1 can be defined as a function of the optimal 
estimated states of the centralized filter given at Eq. (9.14): 
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From the previous equations, it is possible to see that the estimated covariance and states provided 
by the decentralized architecture have a similar form, but are not equivalent to that provided by the 
centralized architecture. More precisely, the differences between Eqs. (9.69) and (9.78) are 





























In the previous section, the candidate showed that the synchronization equations are not equivalent 
to the optimal formulation of the Kalman filter. The candidate will now present in which conditions, 
the synchronization equation becomes optimal.  
One could see that the proposed synchronization algorithm is suboptimal since the cross covariance 
between the augmented states of the filter 1 and 2 is not explicitly estimated. However, it can be 
demonstrated that the synchronization algorithm becomes optimal if the cross covariance between 
the augmented states of the local filters is approximated by the product of the cross covariance 
between the augmented states of the filter 2 and the common states, the inverse of the covariance 
of the common states and the cross covariance between the common states and the augmented 
states of the filter 1. More precisely, this demonstration consists in showing that both sides of Eqs. 


















272 CHAPITRE 9: Architectures of the State Estimation Algorithm 
 
 























































𝑨−1 + 𝑨−1𝑪𝑇(𝑩 − 𝑪𝑨−1𝑪𝑇)−1𝑪𝑨−1 −𝑨−1𝑪𝑇(𝑩 − 𝑪𝑨−1𝑪𝑇)−1
−(𝑩 − 𝑪𝑨−1𝑪𝑇)−1𝑪𝑨−1 (𝑩 − 𝑪𝑨−1𝑪𝑇)−1
] 
(9.87) 
where 𝑨 = 𝑼𝑇𝑷𝑼, 𝑩 = ?̅?1
𝑇𝑷?̅?1, 𝑪 = ?̅?1






𝑇𝑷𝑘|𝑘−1𝑼2 defined in Eq. (9.81), can be substituted by its equivalence 













𝑇 = 𝑼, it is possible to say that both sides of Eq. (9.88) are equal and hence both 
sides of Eq. (9.81) are equivalent.  
By left multiplying by (𝑼1
𝑇𝑷∗𝑘|𝑘𝑼1)
−1









The left-hand side of this result has the form of Eq. (9.85), then: 
































From Eq. (9.8), 𝑷∗,𝑘|𝑘 can be defined as a function of 𝑷2,𝑘|𝑘: 
 𝑷∗,𝑘|𝑘 = 𝑷2,𝑘|𝑘 − 𝑷2,𝑘|𝑘𝑯1
𝑇𝑺−1𝑯1𝑷2,𝑘|𝑘 (9.93) 
By substituting this equation in the right-hand term of Eq. (9.92), the following result is obtained: 











By left multiplying by 𝑼𝑇𝑷2,𝑘|𝑘𝑼− 𝑼
𝑇𝑷2,𝑘|𝑘𝑯1






























Similar manipulations demonstrate that the left hand side of Eq. (9.95) gives the same results: 


























These mathematical derivations show that under the assumption Eq. (9.83), both sides of Eqs. (9.80) 
to (9.82) are equal and consequently, the decentralized and centralized architecture are equivalent. 
Validity of the Covariance Approximation 
The candidate demonstrated that the decentralized architecture is optimal if the approximation 
shown in Eq. (9.83) holds or, equivalently, if the covariance of the centralized filter maintains the 
form shown in Eq. (9.84). In this paragraph, it will be demonstrated that this form is maintained if the 
Frobenius 1-norm of the filter covariance is significantly larger than that of the process noise 
covariance. 
By posing that ‖𝑸‖1 ≪ ‖𝑷𝑘−1|𝑘−1‖1 and using Eq. (9.2), the ordered covariance of the centralized 








where 𝑭′ is the ordered state transition matrix of the centralized filter given in Eq. (9.55) and the 
matrices 𝑨, 𝑩, 𝑪, 𝑫 are defined by: 
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Using simple mathematical manipulations, it is possible to show that that 𝑪𝑨−1 𝑩𝑇 is equal to 𝑫 and 
hence the form of the 𝑷𝑘−1|𝑘−1 is maintained after the propagation: 


















































The subscript 𝑘 − 1|𝑘 − 1 of the covariance 𝑷 has been neglected for clarity. Contrary to the time 
update, the measurement update maintains the form shown in Eq. (9.84) without any assumption. In 
order to demonstrate this, it is more convenient to work with Eq. (9.10). According to the block wise 
matrix inversion lemma given in Eq. (9.87) and by defining the matrices 𝑨, 𝑩, and 𝑪 as shown in Eq. 
(9.101), the lower left corner of the inverse of the propagated covariance is given by Eq. (9.102). 









































































This result shows that when the lower-left and top-right components of the inverse covariance 
shown in Eq. (9.102) are zero, the covariance has the form of that shown in Eq. (9.84). By looking at 
Eq. (9.10), if the measurement model for the state update depends only on the common states and 
on the augmented states of the filter 1 or only on the common and the augmented states of the filter 
2 as it has been defined in Eq. (9.57), these components will remain zero after the measurement 
update. Consequently, the measurement update maintains necessarily the covariance form shown in 
Eq. (9.84). 
In practice, the Frobenius 1-norm of the process noise covariance is not always small enough to make 
the approximation of Eq. (9.83) exact. However, it is accurate enough to ensure a near optimality of 
the filter. This will be demonstrated through numerical simulations using a bearing and range system 
in Section 9.4.5 and for vision-based navigation in Section 10.7.  
Reduced Computational Complexity Form 
As it is described previously, the synchronization method requires the computation of the inverse of 
the whole covariance matrices of the local filters. For some applications, the augmented part of the 
state vector is large and this operation requires a high computational power. In addition, the 
covariance matrices of the filter with augmented state vectors are often badly scaled resulting into 
numerically unstable results (mainly when the augmented states are not independent as it is the case 
with additional states added for delay management). The candidate proposes then to use inversion 
matrix identities to avoid the inversion of the whole local filter covariance matrix. At the end, the 
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synchronization algorithm will require only an inversion of a matrix with a size corresponding to the 
number of states common between local filters. The derivation of this formulation is described as 
follows. The first step consists in applying the Sherman-Morrison-Woodbury inversion matrix lemma 










By applying Eq. (9.7) on Eq. (9.103) with 𝑨 = 𝑷𝑗,𝑘|𝑘
−1  and 𝑩 = ∑ 𝑪𝑖𝑖≠𝑗 , the following result is obtained: 
 








𝑾𝑗𝜫𝑗,𝑘|𝑘  (9.104) 
This result is still not satisfactory. Despite the fact that the dimension of the inverted matrix has been 
reduced to the number of common state variables, there are two matrix inversions to do. Even worst, 
the covariance synchronization equation is singular if 𝑪𝑖 = 𝟎, i.e. if no measurement update occurs 
on the local filter 𝑖 between two synchronization cycles. To reduce even more the computation 
complexity and solve this singularity issue, the matrix inversion lemma is applied a second time 







































, equalent to (𝑽𝑗
𝑇𝜫𝑗,𝑘|𝑘𝑽𝑗)
−1
, is available from the covariance error 
information computation and can be reused to save processing time. By substituting Eq. (9.105) in Eq. 
(9.61), the state synchronization becomes as simple as it is shown in the following equation: 












where the matrix 𝑫 has been defined in Eq. (9.105). 
9.4.4. Example using Bearing and Range System 
In Section 9.4.1 and 9.4.2, the candidate demonstrated mathematically that the decentralized 
architectures based on pseudo measurement and on state and covariance error information are 
strictly equivalent to the centralized architecture when the local filters have the same state vector. 
This section presents numerical simulations supporting this conclusion. These experiments are 
conducted using the bearing and range system presented in Chapter 7. The states of the system are 
estimated in two local filters. The first and second filters fuse the range and bearing sensor 
respectively. 
Figure 9.5 and Figure 9.6 present the estimation error of the decentralized filter architecture based 
on pseudo measurement and on the state and covariance error information respectively versus the 
centralized estimation results. 
 
 (a) (b) 
Figure 9.5: Decentralized Architecture Based on Pseudo Measurement Versus Centralized Architecture 
(a) Estimated Error and Covariance (b) Difference Between their Estimation 
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 (a) (b) 
Figure 9.6: Decentralized Architecture Based on State and Covariance Error Information versus 
Centralized Architecture (a) Estimated Error and Covariance (b) Difference Between their Estimation 
These figures show clearly that both decentralized approaches provide an optimal estimation as 
predicted by the theory. The small differences between their estimate and the one provided by the 
centralized equivalent architecture can be explained by the round-off error of the floating-point 
number representation. By comparing Figure 9.5b and Figure 9.6b, one could see that the 
synchronization approach based on state and covariance error information introduces more 
numerical noise given its higher number of arithmetic operations. 
The execution times of the pseudo measurement and of the state and covariance error information 
synchronization algorithms are respectively 0.325 ms/cycle and 0.472 ms/cycle. The decentralized 
architectures are then respectively 1.2 and 1.7 times more time consuming than the centralized 
architecture (please refer to Chapter 7 for the execution time of the centralized state estimator of the 
bearing and range system). 
9.4.5. Example using Bearing-Range Tracking With an Augmented State Vector 
When the local filters have only a part of their state vector in common, the state and covariance error 
information synchronization technique is near optimal under the assumption presented in Section 
9.4.3. This section will demonstrate with numerical simulations that this assumption holds. Again, the 
bearing and range system presented in Chapter 7 is used. The range measurement is available with a 
delay of 𝑑 samples, but with an increased accuracy. This delay is recovered using the state 
augmentation technique presented in Chapters 2 and 8. In addition, the state 𝑠, corresponding to the 
sum of the 𝑥 and 𝑦 position, is added to the state vector. This new state is directly measured at each 
cycle with a poor accuracy. The state equation of this modified bearing and range system is defined 
by the following equation: 
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𝑰2×2 𝑇𝑰2×2 𝟎2×1 𝟎2×2
𝟎2×2 𝑰2×2 𝟎2×1 𝟎2×2
𝟏1×2 𝟎1×2 1 𝟎2×2
𝟎2×2 𝟎2×2 0 𝑰2×2
]
























where 𝑇 is the sample time of the filter and 𝜼𝑥,𝑘 is to process noise modelled as a Gaussian and zero-



























The filter 1 has the first five state variables of the system while the filter 2 has the first four and the 
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Figure 9.7 compares the estimate of the centralized architecture and the decentralized architecture 
based on the state and covariance error information. 
 
 (a) (b) 
Figure 9.7: Decentralized Architecture Based on State and Covariance Error Information Versus 
Centralized Architecture With Augmented State Vectors (a) Estimated Error and Covariance (b) Difference 
Between their Estimation 
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As demonstrated mathematically, these results show that the decentralized architecture gives an 
estimate similar to that of the centralized architecture when the local filters are augmented with 
different state variables. In addition, Figure 9.8 shows the ratio of the Frobenius norm of the 
estimation covariance and the one of the process noise covariance is high. Consequently, the 
assumptions of Eq. (9.83) hold. 
 
Figure 9.8: Ratio of the Frobenius Norm Between the Centralized Estimation 
Covariance and That of the Process Noise Covariance 
9.5. Vision-Based Navigation Architecture 
This section presents how the vision-based navigation algorithm presented in Chapter 8 can be 
implemented using the architectures discussed previously. The criteria driving the algorithm 
implementation strategy are the following: computational efficiency, expandability so it allows the 
addition of other sensors with a minimum effort and modularity thus a part of the navigation 
algorithm is easily reusable in other contexts without major changes. The following figure illustrates 
the architecture proposed by the candidate: 






















Figure 9.9: Implementation Architecture of the Vision-Based Navigation Algorithm 
This implementation approach uses strategically the decoupled, the decentralized and the sequential 
architectures. First, the attitude and the translational states are decoupled. The attitude estimator 
fuses the star tracker with the angular velocity measurements while the translational state estimator 
fuses the acceleration with the altimeter and the information coming out of the image processing 
software. Doing so, it is assumed that the cross-covariance matrix between the attitude and 
translational states is zero filled. In practice, this is not exactly the case, but the cross covariance is 
small enough to be neglected. Since the star tacker is many times more accurate than the attitude 
information extracted from the terrain imagery, the coupling between the translational states and 
the positional states that would be introduced by the optical measurement updates is very small. 
Obviously, the spacecraft kinematics is independent of the translational states. Therefore, the 
translational states do not have to share their estimate with the attitude estimator. Conversely, the 
translational estimator needs the attitude information to transform the sensor information expressed 
in spacecraft body-fixed frames to the planet frame or the inertial frame. The attitude estimation 
error characterized by the covariance provided by the attitude filter is assumed to be independent of 
the translational states and can be treated similarity to any other uncertain parameters, such as the 
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The attitude filter estimates the spacecraft attitude quaternion with respect to the inertial frame as 
well as the gyroscope bias. The attitude estimator algorithm is implemented sequentially as it is 
shown in the following figure: 
 
Figure 9.10: Sequential Implementation of the Attitude Estimator 
The derivation of the attitude state propagation algorithm has been done in the planet frame in 
Section 8.1.2 and can be trivially transformed to the inertial frame. In the same way, in Sections 8.5 
and 8.10, the gyroscope and star-tracker measurement updates have been respectively described 
when the attitude states are in the planet reference frame. The derivations of the state update 
equations using the inertial states are left to the reader. As it will be presented latter, other 
algorithms of the system require the spacecraft attitude information in the planet frame. This 
explains why the estimation of the inertial attitude of the spacecraft and its corresponding covariance 
are transformed into the planet frame using the planet ephemeris. 
The translational state estimation is decentralized into two separated filters. The state and 
covariance error information technique proposed by the candidate and presented in Sections 9.4.3 is 
used to synchronize the filters. Vision-based navigation systems can take advantage of the 
decentralized architecture. As presented in Chapters 2 and 8, the fusion of optical measurements 
requires the introduction of additional states in the state vector. The number of new states is 
considerably large making the decentralized architecture more computationally efficient than the 
centralized version as explained in the Section 9.4. In addition, it makes the vision-based estimator 
modular and easy to integrate into an already developed navigation system. The synchronization 
algorithm has been broken into two steps: the error information computation and the 
synchronization of the states of the local filters. The error information is computed at the end of each 
navigation cycle. The previous states of the local filters are synchronized at the beginning of each 
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configuration is more convenient since each local filter algorithm including their respective 
synchronization step can be considered as an atomic unit. Obviously, this approach will degrade 
slightly the estimation performance since the error information exchanged between the local filters is 
delayed by one cycle. It is also important to note that the error information is computed so it 
excludes the contribution of the accelerometer. The contribution of the accelerometer to the filter 
estimates must not be shared since the measurements of this sensor are used by both local filters 
(the error information exchanged between filters must be statistically independent). As mentioned 
previously, the state and covariance error information are computed from the propagated and 
updated versions of the covariance matrices and state vectors. In order to exclude the accelerometer 
measurements from the error information, the algorithm simply replaces the propagated covariance 
matrix and state vector by the covariance matrix and the state vector updated using only the 
accelerometer measurements. This can be easily implemented using a sequential implementation of 
the local filters. In fact, the measurement update of the acceleration is done first in the sensor 
update sequence. The propagated state vector and covariance matrix are updated using the 
acceleration measurement and the result is sent to the next sensor measurement update. This result 
is also sent to the error information computation algorithm in addition to the updated covariance 
matrix and state vector obtained at the end of the update sequence. 
The first local filter, referenced as inertial estimator, estimates the position and velocity states of 
vehicle in the inertial frame as well as the non-gravitational acceleration and the accelerometer bias 
in the body frame. Mathematically, its state vector is given by: 





As illustrated in Figure 9.11, this estimator fuses the accelerometers and the altimeter measurements 
using the sequential strategy: 




Figure 9.11: Sequential Implementation of the Inertial Estimator 
More precisely, the previous synchronized states and their corresponding covariance are propagated 
assuming a constant acceleration. This state prediction is updated using the accelerometer and the 
range measurements. Sections 8.6 and 8.9 have presented the derivation of these respective 
algorithms in the planet reference frame. Again, its derivation in the inertial frame is left to the 
reader. The propagation algorithm needs the attitude states and their corresponding covariance in 
the inertial frame in order to express the estimated acceleration from the body frame to the inertial 
frame. This information is provided by the attitude estimator presented previously. In addition, the 
range measurement update requires the attitude quaternion of the planet in the inertial frame since 
the plane approximating the surface must be transformed into the inertial frame. 
The state vector of the second local filter, called vision-based estimator, includes the same states as 
those of the inertial estimator, but the position and velocity of the spacecraft are expressed in the 
planet frame. The other part of the state vector is there to fuse the absolute and relative optical 
measurements as explained in Section 8.8. The state vector of the vision-based estimation is shown 
in the following equation: 





𝑇  (9.111) 
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Figure 9.12: Sequential Implementation of the Vision-Based Estimator 
The propagation algorithm uses the planet angular velocity to propagate the previous synchronized 
states one-step ahead assuming a constant acceleration as presented in Section 8.1.2. The vision-
based estimator fuses the accelerometer, the absolute optical and the relative optical measurements 
using the algorithm explained respectively in Sections 8.6, 8.7 and 8.8. The camera management 
block triggers the camera when optical measurement updates are needed. At each time an image is 
acquired, the state vector is augmented as described in Sections 8.7 and 8.8. Since the attitude states 
are not anymore in the state vector, a history of previous spacecraft attitudes and covariance must 
be kept separately. This history is populated by the state augmentation function from the estimate 
provided by the attitude filter. Consequently, for each past spacecraft position stored in the 
augmented part of the state vector, there is an attitude corresponding to same time instant. 
Only the error information regarding the position and the velocity of the spacecraft are exchanged 
between the local filters. The information about the other states, i.e. the accelerometer bias, the 
non-gravitational bias as well as the augmented states required to fuse the optical measurements are 
not shared. The common translational state variables of the vision-based estimator and of the inertial 
estimator are respectively expressed in the planet frame and the inertial frame. Each filter provides 
the error information in the reference frame of the other. Consequently, in the inertial estimator, the 







The propagated and the estimated velocities in the inertial frame are modified before the 
computation of the state error information such that they correspond to the time derivative of the 
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𝑃 ) (9.113) 








and the propagated and estimated velocity are replaced by the time derivative of the position taken 





𝑃  (9.115) 
9.6. Summary 
This chapter presented the derivation of four implementation architectures of the Kalman filter: 
centralized, sequential, decoupled and decentralized. A brief description and the pros and cons of 
each of these techniques are summarized in the following table: 
Table 9.1: Review of State Estimation Architecture Review 
Estimator 
Architectures 
Description Pros Cons 
Centralized 
The measurement update is done in 
a single step and includes all sensor 
measurements. 
 It simplifies the tuning of all 
possible sensor combinations. 
 It requires a matrix inversion of 
higher dimension. 
 It makes more complex the 
management of several sensor 
sampling rates, outliers, invalid or 
unavailable measurements. 
Sequential 
The measurement update of each 
statistically independent sensor is 
done sequentially. A first update is 
done using the measurement from 
one sensor. This produces an 
intermediate estimate used by the 
measurement update of the second 
sensor and so on until all sensors are 
processed. 
 It reduces the computation load 
 It simplifies the management of 
several sensor sampling rates, 
outliers, invalid or unavailable 
measurements 
 It is modular. 
 It makes more complex the tuning 
of the filter for all possible sensor 
configurations. 
Decoupled 
The state vector is broken into 
subsets. Each subset of the state 
vector is estimated in a separate 
filter. The state vector of each filter 
is shared and considered as 
uncertain parameters for other 
filters. 
 It reduces the computational load. 
 It is compatible with 
parallelisation over several 
processors. 
 It is application dependant. 
 It removes the cross covariance 
between the state vector of each 
decoupled filter 
Decentralized 
The estimation of the same state 
vector is done into many filters 
running in parallel. Each local filer is 
synchronized using pseudo 
measurement or error information 
approach. 
 It is compatible with 
parallelisation over several 
processors. 
 It simplifies the integration of 
estimator with large augmented 
state vector. 
 It can be used to implement a 
robust fault detection process. 
 It increases the computational 
load (not always the case). 
 Optimal synchronization when the 
state vectors of the local filters 
are identical but near-optimal 
when the augmented parts of the 
state vector of the local filter are 
different. 
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The chapter also discussed about how vision-based navigation systems can be implemented in an 
efficient and modular manner using these implementation architectures. The major innovations 
brought by this chapter concern the decentralized architecture. The candidate demonstrated that 
this strategy is near optimal when the local filters have only a part of their state vector in common. 
He also demonstrated how vision-based navigation system can take advantage of this architecture. 
 
  
V. VALIDATION EXPERIMENTS 
  
CHAPTER 10 
10. Validation With Numerical Simulations 
This chapter presents the validation experiments conducted on the proposed vision-based navigation 
using software simulations. The experiments presented in this chapter are categorized as follows:  
1. crater detection and matching algorithm experiments,  
2. Harris corner tracking experiments, 
3. relative vision-based estimator experiments, 
4. absolute vision-based estimator experiments, 
5. estimator experiments using the complete sensor suite, 
6. estimator architecture experiments, 
7. closed-loop simulations with the complete estimation and image processing algorithms.  
Each category is described with more details in Table 10.2. It is noted that some experiment 
descriptions refer to the behavioural camera and image processing models while other refer to the 
functional models of the camera and of the image processing algorithms. The behavioural models 
mimic the behaviour of the real camera and the image processing algorithms using simple stochastic 
mathematical models. They have the advantages of speeding up the simulation time of several orders 
of magnitude. The user can also control all sources of noise so they ease the development and the 
performance assessment of vision-based navigation filters. The behavioural models are described 
later in this chapter. The functional models refer to the complete implementation of the image 
processing described in Chapters 5 and 6. They also refer to the high-fidelity model of the camera 
described in this chapter. 
Table 10.2: Software Validation Experiments 
Experiments Descriptions 
1. Craters Detection 
and Matching 
Algorithm 
Robustness to motion blur  Analysis of the robustness against various image distortions. 
 Use of a bank of synthetic images generated along the nominal 
landing trajectory. 
 Images altered artificially. 
 Assessment of the detection, false detection, matching and false 
matching rates. 
 Assessment of the crater detection accuracy. 
Robustness to image noise 
Robustness to viewing angle  Analysis of the robustness against various operating conditions. 
 Use of a bank of synthetic images generated with various viewing Robustness to light elevation 
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angles or various light elevations (in accordance with the 
experiments). 
 Assessment of the same performance criteria as those used for the 
image noise and blur robustness analyses. 
Robustness to position knowledge 
error 
 Analysis of the crater matching robustness against position 
knowledge error. 
 Matching several times the craters in the images acquired at various 
altitudes by varying the position error knowledge. 
 Assessment of the matching success probability as a function of the 
magnitude of the position knowledge error. 
Execution Time Assessment 
 Use of a bank of synthetic images gathered during the nominal 
landing trajectory. 
 Estimation of the execution time of each software components of the 
crater detection and matching algorithm. 
2. Harris Corner Tracking 
 Use of a bank of synthetic images gathered during the nominal 
landing trajectory. 
 Assessment of the tracking error and of the false track probability. 
 Demonstration of the benefits of the adaptive descriptor update 
strategy proposed by the candidate. 
3. Relative Vision-
Based Estimator 
Pseudo-absolute measurements  Analysis of the various optical relative navigation techniques 
presented in Chapter 8. 
 Demonstration of the benefits of the epipolar-based approach 
proposed by the candidate. 
 Estimation of both attitude and translational states of the vehicle 
using each fusion strategy. 
 Sequential processing of each tracked feature measurement for 
feature line-of-sight and epipolar constraint techniques and 
sequential processing of each feature tracks for pseudo-absolute 
measurement approach. 
 Use of the behavioral camera and image processing 
 Assessment and comparison of the attitude, velocity and position 
estimation errors. 




Tight Coupling  Analysis of the tight and loose absolute optical measurement 
couplings. 
 Estimation of both attitude and translational states of the vehicle 
using each fusion strategy. 
 Sequential processing of each crater measurement. 
 Use of the behavioral camera and image processing 
 Assessment of the position estimation errors. 
Loose Coupling 
5. Estimator with 
Complete Sensor 
Suite 
Absolute optical and star-tracker 
measurements 
 Analysis of the impact of each sensor on the navigation accuracy. 
 Estimation of both attitude and translational states of the vehicle 
using each fusion strategy. 
 Sequential processing of each statistically independent measurement. 
 Use of the behavioral camera and image processing. 
 Assessment of the attitude, velocity and position errors. 
Relative optical, absolute optical 
and star-tracker measurements 
Altimeter, relative optical, absolute 




Decoupled  Analysis of the impacts of the implementation architectures on the 
navigation accuracy. 
 Use of the behavioral camera and image processing. 
 Assessment of the attitude, velocity and position errors. Decentralized 
7. Closed-loop simulation with the Complete Estimation 
and Image Processing Algorithms 
 Use of the estimated states to feed the control and guidance 
algorithms of the vehicle. 
 Use of the PANGU camera model and the functional image processing 
algorithm. 
 Assessment of the attitude, velocity and position errors. 
This chapter describes major practical innovations developed by the candidate (shown in order of 
importance): 
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 assessment of the navigation accuracy of vision-based navigation system using end-to-end, high-
fidelity and closed-loop simulations (first time that this kind of results is presented in a scientific 
publication); 
 characterization of the robustness of the crater detection and matching algorithm against most 
common image distortions and various operating conditions; 
 comparison of the estimator implementation architectures; 
 comparison of the relative vision-based approaches; 
 comparison of the absolute vision-based approaches. 
This chapter starts by describing the software simulation environment and it is followed by the 
presentation of the experiment results. 
10.1. Description of the Software Validation Environment 
The software validation and performance assessment of the proposed navigation system are 
performed using a MATLAB/SIMULINK simulator. The architecture of the simulator is shown in the 
following figure: 
 
Figure 10.1: Simulator Overview 
The simulator is composed of five parts. The first part, shown in orange, comprises the thruster 
models. These models are taken from the Entry and Guided Landing Environment (EAGLE) library 
[182]. This library is a simulation framework that aids the design and development of Entry, Descent 
and Landing Systems (EDLS). It is distributed by the European Space Agency and is free to use.  
MATLAB
SIMULINK
C++ Software Using the WINSOCK and MFC Library
Attitude and Orbital 
Spacecraft Dynamics
Moon Environment 


















Camera and Image 
Processing Client
Thrusters
Spacecraft angular velocity 






in the inertial frame







angular velocity and 
acceleration
Absolute Image Processing 
Software (functional and 
behavioural)
Relative Image Processing 
Software
(functional and behavioural)
Multiple PANGU Instances 






and attitude in 
the planet frame
Force applied on the 
spacecraft
Estimated spacecraft 












Image measurement request flags
Estimated spacecraft position 
and attitude quaternion (with 
covariance)
Feature lists extracted from the images








PANGU Camera Model 















in the inertial frame
Camera angular 
velocity, acceleration 








trajectory, crater density 
function, Kaguya lunar DEM, 
Moon and camera 
proprieties
Automatic PANGU Surface 









Camera and Image 
Processing Server
CHAPITRE 10: Validation With Numerical Simulations 293 
 
 
The second part of the simulator, illustrated in light blue, is the Real-World Software (RWSW). It 
contains the vehicle attitude and orbital dynamics. It also models the Moon ephemeris described in 
Section 4.1 as well as its gravitational acceleration including anomalies as explained in Section 4.3.1. 
The third part, shown by the green boxes, is the sensor models. They use the true states of the 
spacecraft provided by the RWSW. All sensor characteristics defined in Chapter 4 are modelled. The 
IMU model is implemented using a stochastic method described in [183, 184]. The altimeter model 
uses surface DEM presented in Section 4.3.2. It is implemented using a ray-casting approach similar 
to that described in Section 8.9. The star tracker model is also a stochastic representation of the 
sensor behaviour. There are two camera modes. The first one is based on PANGU. It generates 
synthetic image of the lunar surface. The PANGU-based camera model adds perturbations to the 
images in order to provide images as similar as the images taken with a real camera. It models the 
characteristics of the CCD and of the lens presented in Section 4.6.2. The second camera model 
contains the behavioural camera and image processing models. As explained earlier, this model 
mimics the behaviour of the real camera and image processing algorithms. These camera models 
(behavioural and functional) are described in the next sections. 
The fourth part is the on-board software shown in red. It includes the navigation, the guidance, the 
control, the mode management, the thruster management as well as the image processing for both 
absolute and relative navigation. The guidance algorithm computes the reference trajectory of the 
vehicle. This trajectory was presented in Section 4.2. The control computes the torques and the 
forces to apply on the spacecraft so the latter follows the trajectory defined by the guidance 
algorithm. The thruster management converts the commanded torques and forces into low-level 
thruster commands. Finally, the mode management schedules the operations of the on-board 
software. For instance, it determines when each mission phase begins and enables sensors when 
required. This module takes decisions based on the information provided by the navigation, the 
guidance and the control algorithms. The guidance and control algorithms as well as the thruster and 
mode management have been provided by NGC Aerospace. They have been developed in the context 
of the Robust Entry Descent and Landing Project (REDL) sponsored by the European Space Agency 
(ESA) [21]. The vision-based state estimator and the image processing software are implemented 
following the design presented in this thesis.  
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The fifth part regroups the PANGU surface model generation as well as the simulator parameter 
configuration. It is represented by the yellow boxes. The surface model generation is presented in the 
next sections.  
The PANGU surface model generation and the simulator parameter configuration are implemented in 
MATLAB scripts. The behavioural as well as the functional models of the camera and of the image 
processing algorithms are coded in C/C++ language. The functional image processing code has been 
highly optimized and it is almost flight ready. The code is run into a standalone Windows application. 
This application and MATLAB/SIMULINK exchange information during simulation using a network 
interface (socket). This strategy has several advantages: 
 It eases the implementation as well as the debugging of the camera models and of the image 
processing.  
 It minimizes their execution time. The manipulation of large arrays (images) is not efficient in 
MATLAB/SIMULINK. A hand-coded C/C++ algorithm is much more efficient and can be optimized 
for memory usage and execution speed. 
 It hides the source code of the software for distribution to sub-contractors or clients. Only the 
binary code of the application can be provided to third parties.  
 The software works independently of MATLAB. It can be easily integrated to other simulation 
environment with network communication capabilities. 
All other components are implemented in SIMULINK. The on-board software is fully compatible with 
C/C++ code automatic generation which is useful for quick hardware-in-the-loop deployment. 
10.1.1. Camera and Image Processing Behavioural Models 
The camera and image processing behavioural models mimic the behaviour of the real image 
processing, i.e. the complete algorithm working with synthetic or real camera images. In order to do 
so, it uses a stochastic representation of the functional camera and image processing algorithms. The 
parameters of the behavioural models are established from an extensive statistical analysis of the 
functional camera and image processing algorithm performance. Since their execution time is 
negligible compared to the PANGU-based camera model and to the functional image processing 
algorithms, the behavioural models make feasible Monte Carlo campaigns (execution of several 
hundred simulations by varying the uncertain parameters of the system in order to get a statistical 
analysis of its performance). They also ease the development of the vision-based state estimator 
since all noise sources can be controlled by the user. 
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The working principles of the behavioural camera and image processing models are the following. 
The behavioural camera model provides the geographic coordinates as well as the image coordinates 
of randomly generated landmarks that fall inside the camera field of view. Each landmark is 
characterized by its location on the lunar surface (latitude and longitude) as well as its altitude with 
respect to the Moon mean radius. The altitudes of the landmarks are determined using the lunar 
Digital Elevation Map (DEM). All landmarks are stored in a database so the same landmarks are seen 
by the camera from one simulation run to another. The model generates the landmarks on need. This 
means that if the camera is looking toward a region that has not been visited in a previous 
simulation, the landmarks for this region are generated and stored in the database. The database is 
organised in several layers. The database layer in which the landmarks are stored depends on the 
distance between the camera and the surface along the camera boresight (camera boresighting 
distance) at which they will be seen. The landmark density of a given layer is inversely proportional to 
the camera boresighting distance at which it is used. This multilayer approach is very useful to 
maintain a constant number of landmarks in the image whatever the camera boresight range. For 
instance, if the camera model needs to provide 10 landmarks when the camera boresight range is as 
little of 10 m, the camera would see as large as 103 landmarks at 10 km of boresighting distance 
without the multilayer approach. It is easy to understand that the time required to process as many 
landmarks would increase significantly the simulation time. A single-layer approach would also 
require a large storage space. It is also obvious than the landmarks saw at low altitude are not 
typically visible at high altitude given the scale change of the image. The multi-layer approach allows 
simulating this reality. 
The behavioural image processing model is much simpler that the behavioural camera model. It only 
adds noise to the landmark image coordinates. It can also select only subset of the available 
landmarks to simulate the fact that only a few craters among all seen on the surface are detected by 
the algorithms. It can also select the same landmarks from one frame to the next until they go out of 
the camera field of view to simulate the feature tracking algorithms. The behavioural image 
processing algorithm models various anomalies that can happen with the functional image processing 
algorithms such as false matches or false tracks.  
The proposed behavioural camera and image processing models are presented in the following 
figure: 




Figure 10.2: Behavioural Camera and Image Processing Models 
The functions of the models are described in the paragraphs below. The parameters of the models 
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𝑟𝑃𝑙𝑎 Planet radius (m) 
𝑚𝐺𝑙𝑜𝑏𝑎𝑙 Number of global elevation map tiles along latitude  
𝑛𝐺𝑙𝑜𝑏𝑎𝑙 Number of global elevation map tiles along longitude 
𝑚𝑃𝑜𝑙𝑎𝑟 Number of polar elevation map tiles along latitude  
𝑛𝑃𝑜𝑙𝑎𝑟 Number of polar elevation map tiles along longitude 
𝜏𝐺𝑙𝑜𝑏𝑎𝑙 Resolution of the global lunar elevation map (deg) 
𝜏𝑃𝑜𝑙𝑎𝑟 Polar digital elevation map resolution (m) 
𝜙𝑃𝑜𝑙𝑎𝑟 Polar map latitude limit (deg) 
𝑎𝑀𝑎𝑥 Maximum elevation (m) 
𝑎𝑀𝑖𝑛 Minimum elevation (m) 
Behavioural Camera 
Model 
𝑛𝐿𝑎𝑦𝑒𝑟 Number of layers 
𝜎𝑀𝑎𝑝,𝑣 Vertical map-tie error (m) 
𝜎𝑀𝑎𝑝,ℎ Horizontal map-tie error (m) 
𝑚𝑀𝑎𝑝,𝑖 Number of landmark map tiles along latitude of the layer 𝑖 
𝑛𝑀𝑎𝑝,𝑖 Number of landmark map tiles along longitude at the equator of the layer 𝑖 
𝑎𝑀𝑎𝑝,𝑖  Reference altitude of the layer 𝑖 (m) 
𝑙𝐹𝑒𝑎 Minimum number of landmarks per tile 
ℎ𝐹𝑒𝑎 Maximum number of landmarks per tile 
𝑓 Focal distance (m) 




𝑛𝑀𝑎𝑡𝑐ℎ Matched feature list size 
𝜎𝐷𝑒𝑡 Detection noise (pixel) 
𝑝𝐹𝑀 False match probability (%) 
𝑟𝐹𝑎𝑙𝑠𝑒 False match error envelop minimum radius to spacecraft attitude ratio (m) 
𝑠𝐹𝑎𝑙𝑠𝑒 False match error envelop maximum radius to spacecraft altitude ratio (m) 




𝑛𝑇𝑟𝑎𝑐𝑘  Tracked feature list size 
𝜎𝑇𝑟𝑎𝑐𝑘  Tracking noise (pixel) 
𝑝𝐿𝑇 Lose track probability (%) 
𝑝𝐹𝑇 False track probability (%) 
𝑛𝑊𝑖𝑛 Half size side of the feature search windows (pixel) 
Digital Elevation Map Lookup 
This function provides the altitude with respect to the mean radius Moon of the landmarks using 
their latitude 𝜙 and longitude 𝜆. It uses the global and the polar elevation databases presented in 
Section 4.3.2. The digital elevation maps are split into 𝑚 × 𝑛 equally sized tiles (same number of 
samples) as it is illustrated in the following figure:   







Figure 10.3: Elevation Map Split in Tiles (a) Global Elevation Map (b) Polar Elevation Map 
Each tile is identified by a unique index and their elevation information is stored in a separated file. 
By organizing the digital elevation maps in several tiles, only the tile in which the landmark falls is 
loaded. This saves computer memory resources. The elevation lookup operation is described below: 
1. The first step is simply to check if the landmark geographic coordinates falls on the polar maps 
on or the global map. 
2. The second step consists in computing in which tile of the elevation map is the landmark. As 
mentioned in the Section 4.3.2, the coordinate system of the global and the polar elevation 
maps are different. The coordinate system of the global is based on the geocentric latitude and 
longitude while the polar elevation map uses an orthographic projection with the pole location 
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depending on the used elevation map. For the global elevation map, the tile index is computed 
using the following equation: 
 𝑘𝐺𝑙𝑜𝑏𝑎𝑙 = 𝑖𝐺𝑙𝑜𝑏𝑎𝑙𝑛𝐺𝑙𝑜𝑏𝑎𝑙 + 𝑗𝐺𝑙𝑜𝑏𝑎𝑙  (10.1) 
where 𝑖𝐺𝑙𝑜𝑏𝑎𝑙 and 𝑗𝐺𝑙𝑜𝑏𝑎𝑙 are given by: 
 









For the polar elevation maps, the orthographic projection of the landmark geographic 
coordinates must first be computed using the following equations: 
 𝑥 = 𝑟𝑃𝑙𝑎 cos𝜙 sin 𝜆 (10.4) 
 𝑦 = 𝑟𝑃𝑙𝑎[cos(𝜙0)sin(𝜙) − sin 𝜙0 cos𝜙 cos 𝜆] (10.5) 
where 𝑟𝑃𝑙𝑎 is the mean radius of the planet 𝜙0 corresponds to the latitude of the pole (−90 for 
the South Pole and 90 for the North Pole). Thereafter, the tile index is obtained from: 
 𝑘𝑃𝑜𝑙𝑎𝑟 = 𝑖𝑃𝑜𝑙𝑎𝑟𝑛𝑃𝑜𝑙𝑎𝑟 + 𝑗𝑃𝑜𝑙𝑎𝑟  (10.6) 
where 𝑖𝑃𝑜𝑙𝑎𝑟 and 𝑗𝑃𝑜𝑙𝑎𝑟 are defined by: 
 









The parameters 𝑥𝑃𝑜𝑙𝑎𝑟 and 𝑦𝑃𝑜𝑙𝑎𝑟 are the highest horizontal and vertical orthographic 
coordinates of the polar elevation map. They can be computed using Eqs. (10.4) and (10.5). By 
posing 𝜙 = 𝜙𝑃𝑜𝑙𝑎𝑟 and 𝜆 = −90, 𝑥𝑃𝑜𝑙𝑎𝑟 is obtained while 𝑦𝑃𝑜𝑙𝑎𝑟 is computed using 𝜙 =
𝜙𝑃𝑜𝑙𝑎𝑟 and 𝜆 = 180. 
3. The third step consists in loading the desired tile in memory. In order to save memory space, 
the tiles are loaded once at a time. Obviously, if the user requests consecutively a coordinate 
that falls in the same tile, it is not reloaded to save processing time. 
4. The last step aims at computing the elevation of the landmark using bilinear interpolation. In 
order to do so, the elevation sample index is computed. Again, this process differs slightly 
whether the algorithm is processing the global or the polar elevation map: 
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 𝑢𝑔𝑙𝑜𝑏𝑎𝑙 = (𝜙 + 90 − 180𝑖𝑔𝑙𝑜𝑏𝑎𝑙)/𝜏𝑔𝑙𝑜𝑏𝑎𝑙  
𝑣𝑔𝑙𝑜𝑏𝑎𝑙 = (𝜆 + 180 − 360𝑗𝑔𝑙𝑜𝑏𝑎𝑙)/𝜏𝑔𝑙𝑜𝑏𝑎𝑙  
𝑢𝑝𝑜𝑙𝑎𝑟 = (𝑥 + 𝑥𝑃𝑜𝑙𝑎𝑟 − 2𝑖𝑝𝑜𝑙𝑎𝑟𝑥𝑝𝑜𝑙𝑎𝑟)/𝜏𝑝𝑜𝑙𝑎𝑟  
𝑣𝑝𝑜𝑙𝑎𝑟 = (𝑦 + 𝑦𝑃𝑜𝑙𝑎𝑟 − 2𝑗𝑝𝑜𝑙𝑎𝑟𝑦𝑝𝑜𝑙𝑎𝑟)/𝜏𝑝𝑜𝑙𝑎𝑟  
(10.9) 





(𝑇(𝑢, 𝑣)(1 − Δ𝑢)(1 − Δ𝑣) + 𝑇(𝑢 + 1, 𝑣)Δ𝑘(1 − Δ𝑣) + 𝑇(𝑢, 𝑣 + 1)Δ𝑣(1 − Δ𝑢)
+ 𝑇(𝑢 + 1, 𝑣 + 1)Δ𝑢Δ𝑣) 
(10.10) 
where 𝑇(𝑘, 𝑙) is elevation sample at the 𝑘th row and the 𝑙th column of the tile, 𝑢 = floor(𝑢), 
𝑣 = floor(𝑣), Δ𝑢 = 𝑢 − 𝑢 and Δ𝑣 = 𝑣 − 𝑣. 
Extract Landmark 
This function populates the landmark database and provides a list of the landmark in the field of view 
of the camera. The landmark database is organized into 𝑛𝐿𝑎𝑦𝑒𝑟 layers. Each layer of the database is 
characterized by an identification number 𝑖 varying from 0 to 𝑛𝐿𝑎𝑦𝑒𝑟 − 1 and a reference camera 
boresighting distance 𝑎𝑅𝑒𝑓,𝑖. During the simulation, the behavioural camera model selects the 
landmark stored in the layers with the reference camera boresighting distance immediately above 
and below the current camera boresighting distance. Each layer has a uniform landmark density 
inversely proportional to its reference camera boresighting distance. This approach ensures a 
constant number of landmarks in the camera image whatever the camera boresighting distance. 
Each layer of the database covers the entire lunar surface and is split into several equally sized tiles 
(each tile covers the same surface area). Each tile of a given layer stores about the same number of 
landmarks. The number of tiles is defined by the parameters 𝑚𝑀𝑎𝑝,𝑖 and 𝑛𝑀𝑎𝑝,𝑖. For instance, by 
using 𝑚𝑀𝑎𝑝,𝑖 = 𝑛𝑀𝑎𝑝,𝑖 = 6, the layer 𝑖 is tilled as shown in the following figure: 




Figure 10.4: Tilled Landmark Database 
The latitude interval that covers each tile of the landmark map is constant and defined by: 
 Δ𝜙𝑖 = 180/𝑚𝑀𝑎𝑝,𝑖 (10.11) 
The number of sections along longitude can be computed as follows: 
 
𝑛𝑀𝑎𝑝,𝑖𝑗 = round (𝑛𝑀𝑎𝑝,𝑖 ∙ cos (−90 + Δ𝜙𝑖 (𝑗 +
1
2
)) )  (10.12) 
where 𝑗 = 0,… ,𝑚𝑀𝑎𝑝,𝑖 − 1 corresponds to the tile row index (index 0 is the first row starting at 
−90 deg of latitude). Each tile is identified by the index 𝑘𝑖. The index of the tile in which a given 
geographic coordinate falls is computed using the following equations: 
 




 𝑘𝑖 = floor ((𝜆 + 180) ∙ 𝑛𝑀𝑎𝑝,𝑖𝑗/360 ) + 𝑠𝑖  (10.14) 






The latitude and longitude of the lower-left corner of the tiles can be efficiently computed from its 
index using the following iterative algorithm (binary search): 
1. Set 𝑗𝑀𝑖𝑛 = 0 and 𝑗𝑚𝑎𝑥 = 𝑚𝑀𝑎𝑝,𝑖 − 1 . 
2. While the difference between 𝑗𝑚𝑎𝑥 and 𝑗𝑚𝑖𝑛 is not equal to one, do the step 3 to 4. Otherwise 
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3. Compute 𝑗 = (𝑗𝑚𝑖𝑛 + 𝑗𝑚𝑎𝑥)/2 
4. If 𝑠𝑖 is larger than 𝑘𝑖, then, 𝑗𝑚𝑎𝑥 = 𝑗, otherwise 𝑗𝑚𝑖𝑛 = 𝑗 and go to step 2. 
5. Set 𝑗 = 𝑗𝑚𝑖𝑛. 
6. Compute Δ𝜆𝑖𝑗 = 360/𝑛𝑀𝑎𝑝,𝑖𝑗. 
7. The latitude and the longitude of the lower-left corner of the tile 𝑘𝑖 are respectively given by 
𝑗 ∙ 𝛥𝜙𝑖 − 90 and (𝑘𝑖 − 𝑠𝑖) ∙ 𝛥𝜆𝑖𝑗 − 180 
The number of tiles of a given layer is established following its reference camera boresighting 
distance. To get a constant number of landmarks in the camera image, the number of tiles per layer 
must be augmented by a factor of 4 when the reference camera boresighting distance is decreased 
by a factor of 2. The minimum and maximum numbers of landmarks by tile are respectively given by 
𝑙𝐹𝑒𝑎 and ℎ𝐹𝑒𝑎. Each randomly generated landmark is characterized by the layer index to which it 
belongs, a landmark unique identification number, its latitude, its longitude and its altitude. The 
latitude and longitude are picked randomly inside the tile and the altitude is defined by looking up 
into the elevation map of the surface. An error on the landmark position is also assigned using the 
parameter 𝜎𝑀𝑎𝑝,ℎ  and 𝜎𝑀𝑎𝑝,𝑣. These parameters correspond to the standard deviation of the 
Gaussian horizontal and vertical noise added to the surface coordinates of each landmark. As shown 
in the following figure, the horizontal error 𝜂𝑀𝑎𝑝,𝑖 of the landmark 𝑖 is applied on the plane tangent 
to the surface while its vertical error 𝜁𝑀𝑎𝑝,𝑖 is applied following the surface normal. 
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The generation of the tile 𝑘𝑖 is summarized in the following steps: 
1. Compute the latitude interval as well as the longitude interval of the tile 𝑘𝑖 from its index using 
the algorithm presented previously. 
2. Draw the number of landmarks of the tile from a uniform random distribution bounded 
between 𝑙𝐹𝑒𝑎 and ℎ𝐹𝑒𝑎. 
3. Draw the latitude and the longitude of the landmark so they are uniformly distributed inside 
the tile using the information computed in Step 1. 
4. Look the altitude of the landmark with respect to mean radius of the Moon using the digital 
elevation look-up function presented previously. 
5. Generate the map-tie error of the landmark. 
6. Store the landmark information in the file named 𝑚𝑎𝑝_𝑖_𝑘𝑖. 𝑑𝑎𝑡. 
As mentioned previously, the generation of the database is done on request. This means that when 
the behavioural camera model visits a new region of the lunar surface, the required tiles of the 
database are generated. The determination of the landmarks in the field of view of the camera is 
optimized to speed up the simulation. Only the landmarks inside the tile that have a least a corner 
inside the field of view are verified. The process starts by determining which tile is pointed by the 
camera boresight. This tile is loaded in memory using its index and the algorithm checks which of its 
landmarks are inside the camera field of view. The process is then repeated by using the connected 
neighbouring tiles if the coordinates of at least one of their corners are inside the camera field of 
view. The latitudes and the longitudes of the tile corners can be obtained from the tile index. The 
altitudes of the tile corners are set to the lowest valley found on the Moon. The algorithm continues 
this loop until no tile inside the camera field of view can be found. The landmark search process is 
summarized by the following algorithm: 
1. Set the landmark list to empty. 
2. Compute the distance, denoted 𝑎, between the camera aperture and the surface in the 
direction of the camera boresight vector as well as the ground coordinates of the vector 
intersection in the planet frame, defined by 𝒑𝑃𝑡𝑑
𝑃 . If the camera is not oriented toward the 
ground, the algorithm stops. Otherwise, it continues to the next step. 
3. Find the indices 𝑖1 and 𝑖2 of the two layers having a reference camera boresigthing distance 
closest to 𝑎, such that 𝑎𝑅𝑒𝑓,𝑖1 > 𝑎𝑅𝑒𝑓,𝑖2  and 𝑎𝑅𝑒𝑓,𝑖1 < 𝑎 < 𝑎𝑅𝑒𝑓,𝑖2. For instance, if 𝑎 is 15 km 
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and the reference camera boresigthing distance of each layer is defined as it is shown in Figure 
10.6, 𝑖1 and 𝑖2 are respectively set to 1 and 2. 
4. Compute the parameters of the four planes delimiting the camera field of view in the planet 
frame. 
5. For each layer 𝑖1 and 𝑖2, extract the landmarks that are in the camera field of view by using the 
steps 6 to 10. 
6. Compute the index 𝑘𝑖 of the pointed tile from 𝒑𝑃𝑡𝑑
𝑃  using Eq. (10.13) and push this tile index on 
a stack. 
7. If the stack is not empty, pop a tile index and do the steps 8 to 10. Otherwise, stop the 
algorithm. 
8. If the file 𝑚𝑎𝑝_𝑖_𝑘𝑖. 𝑑𝑎𝑡 does not exist, create it using the procedure explained previously. 
9. Check if landmarks stored in the file 𝑚𝑎𝑝_𝑖_𝑘𝑖. 𝑑𝑎𝑡 are in the field of view of the camera by 
using the parameters of the planes computed in step 4. 
10. When a landmark is seen by the camera, add it to the landmark list.  
11. Push the connected neighbours of the tile 𝑘𝑖 on the stack if the coordinates of at least one of 
their corners are inside the field of view of the camera and go to step 7. For instance, if 
𝑘𝑖 = 16 and the layer is tilled as shown in Figure 10.4, the tile indexed by 9, 10 11, 15, 17, 20 
and 21 are pushed on stack if the coordinates of at least one of their corners fall inside the 
field of view of the camera. It is noted that a list of tile indices added to the stack is maintained 
to avoid analyzing the same tile more than once. 




Figure 10.6: Layers With their Reference Altitude 
Layer Altitude Check 
In the previous section, the candidate has explained that the landmark database is organised in layers 
to ensure a constant number of landmarks in the images whatever the boresighting distance of the 
camera. Until now, all the landmarks stored in the two layers with reference camera boresighting 
distance closest to the current camera boresighting distance are considered. In this section, the 
candidate describes an additional functionality of the proposed behavioural camera model that 
refines the selection of the landmarks seen in the image. This function ensures that the number of 
landmarks is maintained constant during the transition between two layers. 
In order to do so, this algorithm keeps only a fraction of the landmarks belonging to the layers 𝑖1 and 
𝑖2. The number of landmarks taken from a given layer is related to its reference camera boresigting 
distance and the current boresighting distance 𝑎 of the camera. More precisely, if 𝑎 is close to 
𝑎𝑅𝑒𝑓,𝑖1, almost all landmarks of the layer 𝑖1 will be kept while the landmarks of layer 𝑖2 will be deleted 
from the landmark list. Following this logic, if 𝑎 is closer to 𝑎𝑅𝑒𝑓,𝑖2, more landmarks of the layer 𝑖2 will 
be kept while more landmarks of the layer 𝑖1 will be deleted in order to maintain the number of 































𝑎𝑅𝑒𝑓,5 = 1.25 
𝑎𝑅𝑒𝑓,4 = 2.5 
𝑎𝑅𝑒𝑓,3 = 5 
𝑎𝑅𝑒𝑓,2 = 10 
𝑎𝑅𝑒𝑓,1 = 20 
𝑎𝑅𝑒𝑓,0 = 40 
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Mathematically, if a percentage 𝑃𝑖1 ≤ 1 and 𝑃𝑖2 ≤ 1 of the landmarks of the layer 𝑖1 and 𝑖2 can be 
seen in the camera image, the resulting landmark density (number of landmarks by unit of ground 
surface) is given by: 
 𝑑 = 𝑃𝑖1𝑑𝑖1 + 𝑃𝑖2𝑑𝑖2 (10.16) 
where 𝑑𝑖1  and 𝑑𝑖2  are the landmark density of the layer 𝑖1 and 𝑖2. By imposing that the sum of the 
percentage of the landmark taken on the layer 𝑖1 and 𝑖2 must be equal to 1, the following constraint 
can be defined: 
 𝑃𝑖2 = 1 − 𝑃𝑖1  (10.17) 


















The landmark density can be linked to desired average number of landmarks in the camera image 







where 𝑓 is the focal distance of the camera, 𝑤 and ℎ are the width and the height of the image plane. 
By knowing that the number of landmarks in the images must remain constant over 𝑎 and by 
















2  (10.21) 
By keeping the same example as above, where 𝑎 = 15 km and the layers are defined as shown in 
Figure 10.6, the percentage 𝑃𝑖1  of the landmarks taken from the layer 𝑖1 corresponds to: 










= 0.583 (10.22) 
while 𝑃𝑖2 = 1 − 𝑃𝑖1 = 0.417. The determination of which landmarks of the two layers are kept is 
done randomly. However, in order to keep track of the landmarks through sequence of images, the 
algorithm keeps the landmarks that were also in the previous image in priority. 
Landmark Line-of-Sight Check 
This function verifies if the line of sight between the camera and the landmark 𝑖 is not obstructed by 



















where 𝑢 is an independent variable, 𝒑𝐶𝑎𝑚
𝑃  is the position of the camera and 𝒑𝐹𝑒𝑎,𝑖
𝑃  is the position of 
the landmark 𝑖. This algorithm follows the ground projection of the landmark line of sight from the 
landmark position to the camera position until 𝑎 = √𝒑(𝑢)𝑇𝒑(𝑢) is: 
C1. smaller than the elevation of the ground which means that the line of sight is obstructed by an 
obstacle; 
C2 higher than the highest elevation of the entire digital elevation map which means that the line of 
sight is clear. 
The following example illustrates the operation of the line-of-sight check function: 




Figure 10.7: Projection of the Landmark Line of Sight on the Ground 
The white dot represents the landmark position, the blue dots correspond to digital elevation map 
samples, the black dot is the camera position projected on the ground and the dotted curve is the 
ground projection of the line passing through the landmark and the camera coordinates. The 
algorithm verifies the conditions C1 and C2 using the elevations of the areas numbered from 1 to 7. 
The latitude and the longitude of a given point along the ground projection of the landmark line of 
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 (10.28) 
The algorithm can be summarized as follow: 
1. Compute the latitude and the longitude of the landmark and of the camera denoted 𝜙𝐹𝑒𝑎,𝑖, 
𝜆𝐹𝑒𝑎,𝑖, 𝜙𝐶𝑎𝑚,𝑖 and 𝜆𝐶𝑎𝑚,𝑖 respectively. 
2. Round the landmark and the camera geographic coordinates to the next smallest elevation 
map sample position, denoted respectively by 𝜙𝐹𝑒𝑎,𝑖, 𝜆𝐹𝑒𝑎,𝑖, 𝜙𝐶𝑎𝑚,𝑖 and 𝜆𝐶𝑎𝑚,𝑖. If the floored 
geographic coordinates of the camera and of the landmark are equal, the landmark is not 
obstructed by an obstacle and the algorithm is stopped. Otherwise, continue to the next step. 
3. Set 𝜙 = 𝜙𝐹𝑒𝑎,𝑖 and 𝜆 = 𝜆𝐹𝑒𝑎,𝑖. 
4. For 𝜙𝑗 = 𝜙 ± 𝜏𝐺𝑙𝑜𝑏𝑎𝑙, compute 𝑢𝜙𝑗  using Eq. (10.27). 
5. For 𝜆𝑗 = 𝜆 ± 𝜏𝐺𝑙𝑜𝑏𝑎𝑙, compute 𝑢𝜆𝑗  using Eq. (10.26). 
6. Set 𝑢𝑚𝑖𝑛 to the smallest positive values of 𝑢 computed in the steps 4 and 5. 
7. Compute the geographic coordinates and the altitude of 𝒑(𝑢𝑚𝑖𝑛), denoted 𝜙𝑢𝑚𝑖𝑛 , 𝜆𝑢𝑚𝑖𝑛 and 
𝑎𝑢𝑚𝑖𝑛  using Eqs. (10.24) to (10.25). 
8. Compute the surface elevation of the point at the coordinates 𝜙𝑢𝑚𝑖𝑛  and 𝜆𝑢𝑚𝑖𝑛 using bilinear 
interpolation. 
9. If C1 is true, delete the landmark from the list and stop the algorithm. If C2 is true, keep the 
landmark and stop the algorithm. Otherwise, continue to next step. 
10. Floor 𝜙𝑢𝑚𝑖𝑛  and 𝜆𝑢𝑚𝑖𝑛 to the nearest elevation map sample point coordinate, store the results 
in 𝜙 and 𝜆 and restart the algorithm at step 4. 
Behavioural Absolute Image Processing Software 
The behavioural absolute image processing randomly chooses 𝑛𝑀𝑎𝑡𝑐ℎ features from the feature list 
provided by the behavioural camera model. The image coordinates of each of these features are 
corrupted by a Gaussian noise with a zero mean and a variance 𝜎𝐷𝑒𝑡. In addition, each feature has a 
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probability 𝑝𝐹𝑀 of being false matched. In such case, its surface coordinates are reassigned to a 
random location into the error envelop defined in the following figure: 
 
Figure 10.8:  Surface Coordinate Error Envelop of a False Match 
where 𝑟𝐹𝑎𝑙𝑠𝑒 corresponds to the minimum radius of the error envelop, 𝑠𝐹𝑎𝑙𝑠𝑒 corresponds to the 
maximum radius of the error envelop and ℎ𝐹𝑎𝑙𝑠𝑒 corresponds to the height of the error envelop. 
These parameters are defined as a ratio of the spacecraft estimated altitude. In fact, the error 
envelop of the false matches is proportional to the search space in the crater database and the size of 
the search space decreases along with the spacecraft altitude. The false match error envelop is 
centred on the true surface coordinate of the feature. 
Behavioural Relative Image Processing Software 
The behavioural version of the relative image processing tracks 𝑛𝑇𝑟𝑎𝑐𝑘 features through consecutive 
feature lists provided by behavioural camera models. In order to so, the features in the current image 
are recognised into the next from their unique identification number.  
It happens that the functional relative image processing loses feature tracks. This can be caused by 
the image noise, by an occlusion due to perspective changes or by a lack of feature distinctiveness. In 
the behavioural model, this reality is modelled by considering that each tracked feature has a 
probability 𝑝𝐿𝑇 of being lost. It can be also simply caused by the fact that the feature tracks go 
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When a new feature is detected, no noise is added to its coordinates. At every subsequent frame in 
which the feature is tracked, a Gaussian noise with a zero mean and a variance 𝜎𝑇𝑟𝑎𝑐𝑘 is added to its 
coordinates. Consequently, the tracking noise variance becomes proportional to the track length as it 
is the case with state-of-the-art feature tracking algorithms. 
The functional relative image processing can also provide an erroneous localization of the features. It 
mainly happens when the descriptor of the feature is similar to other image patterns in the feature 
neighbourhood (feature descriptor lack of uniqueness). In the behavioural version of the image 
processing, each feature has a probability 𝑝𝐹𝑇 of being falsely tracked. When it happens, the image 
coordinates of the feature are reassigned to the coordinates of a random pixel inside a square 
window centered on the feature coordinates. The half-side size of this window is defined by 𝑛𝑊𝑖𝑛. 
10.1.2. PANGU Surface Model 
This section describes how the reference terrain is built and how images of the scenes are generated 
during the descent and landing simulations. As mentioned in Section 4.3.2, the reference Digital 
Elevation Model (DEM) is based on the data gathered during the Kaguya mission. However, this 
reference database is of limited accuracy which is not sufficient by itself to support synthetic image 
generation. The Planet and Asteroid Natural Scene Generation Utility (PANGU) [142] is used to add 
complexity and details to the surface and generate realistic synthetic camera images. 
PANGU has been developed by the University of Dundee with the funding of ESA. Its purpose is to 
generate realistic scenes of a planet surface based on a DEM. More precisely, it provides synthetic 
images of the scene taken from a user-defined camera position. The images are transferred to the 
user through a network communication protocol based on socket. This utility opens the way toward 
camera-in-the-loop simulation for space navigation system validation. It also allows adding relief to a 
low resolution DEM using a fractal algorithm. The relief refinement adds local features to the surface. 
In addition, PANGU implements crater-generation functions based on the sophisticated crater model 
illustrated in Figure 10.9. PANGU determines the shape of the crater from their age, their diameter, 
their position and many other parameters. 




Figure 10.9: Crater Model Used by PANGU 
PANGU uses the concept of layers. The number of layers used by the utility is user-defined. The layer 
𝑗 = 0 is the base DEM provided by the user. Each subsequent layers 𝑗 = 1,2, … , 𝑛𝐿𝑎𝑦𝑒𝑟 generated by 
PANGU, have the same dimension as that of the base layer, but its resolution is increased by a factor 
of 2𝑗. PANGU keeps the center of all layers aligned, making sure that the highest resolution DEM is 
always a small patch centered on the base DEM. This is illustrated by the following figure: 
 
Figure 10.10: PANGU Multilayer Example 
In this figure, the layer 0 has a dimension of 8 pixels and a resolution of 1 unit. The next layer has the 
same 8-pixels dimension, but a resolution of 1/2 unit. The layer 2 has also 8 pixels, but a resolution 
of 1/4 and so on. 
Each layer is associated with a crater list. This list contains the user-defined parameters of the craters 
added to a layer. They can be randomly generated by PANGU based on a user-defined craters density 
as well as age and diameter distribution or filled manually. 
For end-to-end simulations, PANGU has an important limitation. Despite the fact that the number of 
pixels of the base DEM is unbounded according the PANGU documentation, its maximum dimension 
for a standard desktop computer is limited to 2049 × 2049 pixels with 6 layers (including the layer 
0). Beyond this limit, the amount of memory required to load the model exceed the memory space of 
a 32-bit operating system. Therefore, a single PANGU model cannot be used to generate the camera 
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𝑎 = 10 km, the angle between the camera boresight and the surface is about 𝜃𝑐 = 45 deg degrees, 






where 𝜃𝑙 = 2𝜃𝑓/(ℎ + 𝑤), 𝑏 = 𝑎/𝑠𝑖𝑛(𝜃𝑐), ℎ and 𝑤 are the height and the width of the image, the 
average resolution 𝜏𝐼𝑚𝑎  of the image can be approximated to 20.5 m/pixel. Knowing that the 
resolution of the surface topography used by PANGU should be about the same as the resolution of 
the camera in order to obtain realistic and textured images, the dimension of the corresponding 
PANGU surface model would be about 42 km × 42 km. As the spacecraft flies over thousands of 
kilometers during the descent orbit and the braking phase, it becomes obvious that a single PANGU 
model cannot handle the complete descent and landing scenario. 
The following table presents the input parameters needed to generate the surface models: 
Table 10.4: Parameters of the Reference Terrain 
Parameters Description  
𝑚𝑖 Number of layers of the surface model 
𝑛 Number of surface models 
𝜏𝑖 Base layer resolution of the surface model 𝑖 (m/pixel) 
𝒒𝑆𝑖𝑃 
Attitude quaternion of the surface model 𝑖 with respect to the 
planet reference frame 
𝑟𝑖 Distance between the surface model 𝑖 and the planet center 
𝑡𝑖  
Time at which the spacecraft flies over the of the 𝑖th surface 
model when it follows the nominal trajectory 
𝑛𝑅𝑒𝑞  Number of image requests for surface model prediction 
𝑑𝑚𝑖𝑛 Minimum crater diameter (m) 
𝑑𝑚𝑎𝑥 Maximum crater diameter (m) 
𝑑𝑚𝑖𝑑 Middle crater diameter (m) 
𝐴, 𝐵 Small crater size cumulative density versus size factors 
𝜃0 
Sun elevation angle at the landing site, i.e. the first surface 
model (deg) 
𝛼0 
Sun azimuth angle at the landing site, i.e. the first surface model 
(deg) 
𝑑𝑆𝑢𝑛 Distance between the Moon and Sun (m) 
ℎ, 𝑤 Image height and width (pixel) 
Reference Terrain Construction 
The reference terrain is built from 𝑛 surface models. The orientation in the planet frame 𝒒𝑆𝑖𝑃, the 
resolution 𝜏𝑖 as well as the time, 𝑡𝑖, at which the spacecraft flies over the center of the 𝑖
th surface 
model are computed from the nominal trajectory of the spacecraft (assuming perfect navigation and 
thrusters) following these constraints: 
1. The resolution of the model topography must be equal or better than the camera pixel 
resolution. 
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2. The dimension of each surface model is 2049 × 2049 pixels. 
3. The overlap between two consecutive surface models corresponds to the along-track size of 
the camera field of view projected on the ground (the surface model area is always many times 
larger than the ground-projected camera field of view). 
4. All surface models have a number of layers, denoted 𝑚𝑖, equal to one except for the five last 
models of the trajectory, which have respectively 2, 3, 4, 5 and 6 layers. At the end of the lunar 
landing mission the altitude decreases quickly compared to the downrange. Consequently, the 
image resolution increases quickly and additional layers are needed to provide realistic and 
feature-rich images. 
The following figure shows a conceptual overview of how surface models are distributed over the 
lunar surface: 
 
Figure 10.11: Surface Models Over the Lunar Surface 
The position and the orientation of the surface models, their resolution as well as their number of 
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 (b) (c) 
Figure 10.12: Surface Model Characteristics (a) Position and Orientation in the Planet Frame (b) Base 
Layer Resolution (c) Number of Layers 
Each surface model is generated automatically using the following steps: 
1. Define the topography of the base layer 
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3. Compute the azimuth and the elevation of the Sun from the surface position of the model, the 
position of the Sun and the nominal time at which the spacecraft will fly over the surface 
center. 
4. Generate the surface polygon file with PANGU. 
These steps are described in the following paragraphs. 
Topography of the Surface Model Base Layer 
Once the surface models are positioned over the lunar surface and their dimension is known, their 
base topography can be extracted from the Moon DEM. In this work, the DEM derived from the 
altimeter data of the Kaguya mission is used (please refer to Section 4.3.2 for more details about this 
DEM). Obviously, the resolution of this DEM is many times lower that the one required for most of 
the surface models. Consequently, when the desired resolution 𝜏𝑖
∗ of the surface model 𝑖 is below the 
resolution 𝜏 of the DEM, a resolution enhancement pre-processing step is done using PANGU: 
1. Compute the number of layers needed to enhance the resolution 𝜏 of the original lunar DEM 
using the following equation: 
 𝑚𝐸𝑛ℎ,𝑖 = ceil(log(𝜏/𝜏𝑖
∗) / log(2) )  (10.30) 
2. Extract a square patch with a side dimension of 2048/2𝑚𝐸𝑛ℎ,𝑖−1 + 1 pixel from the lunar DEM 
using bilinear interpolation. 
3. Pad each side of the DEM patch with zeros in order to obtain an image with 2049 ×
2049 pixels (the DEM patch must be centered into the padded image). 
4. Run PANGU using the image obtained at the previous step as base DEM. The software is 
beforehand configured to have 𝑚𝐸𝑛ℎ,𝑖 + 1 layers (including the base layer), to not add any 
crater, to not generate the polygon file and to save the DEM of each generated layer. The DEM 
of the layer 𝑚𝐸𝑛ℎ,𝑖 will have a resolution better than 𝜏𝑖
∗. 
5. Extract an image of 2049 × 2049 with a resolution 𝜏𝑖
∗ from the layer 𝑚𝐸𝑛ℎ,𝑖 using bilinear 
interpolation. This DEM will be used as the base layer of the surface model 𝑖 in the next steps. 
Crater Generation 
Given its low resolution, the Kaguya DEM does not contain any information about small and medium 
sized craters. This category of craters appears in large numbers in the camera image during the 
descent and landing. Consequently, they are crucial for the operation of the absolute vision-based 
navigation algorithm. One could think that the best solution to solve this issue would be to use a DEM 
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with a higher resolution than the one described in Section 4.3.2. However, it is more convenient to 
enhance the quality of the Kaguya DEM by adding synthetically generated craters. By using PANGU to 
add craters to the surface topography, the ground truth localization and size of the craters are known 
by definition. This ground truth is useful to assess the performance of the image processing software 
and to build the on-board crater database. It is noted that large craters visible in the base DEM are 
not included in this ground truth. It is likely that they will not be detected by the image processing 
software given that their size will largely exceed the camera field of view.  
The definition of the crater characteristics (number, diameter and age) is not managed by PANGU. 
The crater list for each layer 𝑗 of each surface model 𝑖 is provided by an external application. The 
craters added to the base lunar topography are randomly distributed over each surface model using 
the cumulative density function presented in Section 4.3.2. The minimum and the maximum crater 
diameters 𝐷𝑚𝑖𝑛 and 𝐷𝑚𝑎𝑥 depend on the resolution of the surface model. For the first layer 𝑗 = 0 of 
the surface model these parameters are computed using: 
 𝐷𝑚𝑖𝑛,𝑖0 = 𝑑𝑚𝑖𝑛𝜏𝑖  
𝐷𝑚𝑎𝑥,𝑖0 = 𝑑𝑚𝑎𝑥𝜏𝑖  
(10.31) 
while the following equations are used for subsequent layers 𝑗 = 1,2,… ,𝑚𝑖: 





where 𝑑𝑚𝑖𝑛 and 𝑑𝑚𝑎𝑥 are the minimum and the maximum crater sizes in pixel. These two 
parameters are respectively set to 1 and 400 pixels. The total number of craters added to the layer 𝑗 
of the surface model 𝑖 can be computed using Eq. (4.8), 𝐷𝑚𝑖𝑛,𝑖𝑗  and 𝐷𝑚𝑖𝑛,𝑖𝑗 defined in Eq. (10.32) as 
well as the dimension of the layer: 
 𝑛𝐶𝑟𝑎,𝑖𝑗 = (2048 ∙ 𝜏/2
𝑗)2 (𝑁(𝐷𝑚𝑎𝑥,𝑖𝑗) − 𝑁(𝐷𝑚𝑖𝑛,𝑖𝑗)) (10.33) 
The diameter of each crater can be computed using two steps. A number, denoted 𝑁𝑟𝑎𝑛𝑑, between 
𝑁(𝐷𝑚𝑎𝑥,𝑖𝑗) and 𝑁(𝐷𝑚𝑖𝑛,𝑖𝑗) is drawn randomly from an uniform distribution. This number is used to 
solve Eq. (4.8) for 𝐷. Once all craters of all surface models are generated, the craters of the surface 
model 𝑖 are added to the model 𝑖 − 1 and 𝑖 + 1 in the overlapping areas. 
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Surface Model Sun Azimuth and Elevation 
In order to compute the azimuth and the elevation of the Sun in each surface model, the user must 
provide the orientation of the Sun at landing as input parameters to the surface model generator. 
The Sun position in inertial frame is computed from the Sun azimuth 𝛼0, the Sun elevation angle 𝜃0, 
the Sun-Moon distance 𝑑𝑆𝑢𝑛 and the time 𝑡0: 
 𝒑𝑆𝑢𝑛
𝐼 = 𝑪(𝒒𝑃𝐼( 𝑡0))
𝑇𝑪(𝒒𝑃𝑆0)𝒑𝑆𝑢𝑛
𝑆0  (10.34) 
where 𝒑𝑆𝑢𝑛















] 𝑑𝑆𝑢𝑛 (10.35) 
𝒒𝑃𝐼(𝑡) is the quaternion which defines the rotation from the inertial frame to the planet frame (see 
Section 4.1). The azimuth and the elevation of the Sun for each surface model are then given by: 
 
𝜃𝑖 = sin
















𝐼  (10.37) 
The Sun elevation and azimuth of each surface model are shown in the following figure: 
 
Figure 10.13: Sun Elevation and Azimuth of Surface Models 
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Surface Model Management 
During the simulation, the camera model must use the right PANGU surface model. This is 
accomplished automatically with an application connected to SIMULINK. This application manages 
two surface models: the active and the predicted surface models. The active model is the PANGU 
surface model currently in use by the simulator while the predicted model is the next surface model 
that will be needed. The predicted surface model is loaded in memory in advance so it will be 
immediately available when the vehicle will reach it. This strategy speeds-up the simulation time by 
taking advantage of multi-core processor and eliminating latency due the loading time of the polygon 
file by PANGU. The surface model management is executed at each time an image is requested by the 
simulator. Its operation is summarized as follows: 
1. Among all the surface models pointed by the camera, select the one that has the highest 
resolution (this model is referred to as the optimal model in the next steps). 
2. If the active model does not correspond to the optimal one, disconnect its socket, close it and 
go to next step. Otherwise, go to step 5. 
3. If the predicted model does not correspond to the optimal model, close it and go to next step. 
Otherwise, the predicted model becomes the active model and go to step 5. 
4. Set the active model to the optimal one and open it.  
5. If the active model socket is not connected, connect it. 
6. If no predicted model is opened, predict the next model that will be needed and open it. 
7. Express the camera pose into the surface model reference frame. 
8. Acquire the image and output it to the PANGU camera model described in Section 10.1.3. 
The transformation of the camera pose, the optimal model determination and the predicted model 
prediction are described with more details in the next paragraphs. 
Optimal Model Determination 
The optimal model determination consists simply in determining the model which has the highest 
resolution among those in the camera field of view. First, the camera pose into the surface model 





𝑃 ) (10.38) 
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where 𝒒𝑃𝑆𝑖  is the quaternion characterizing the surface model orientation with respect to the planet 
and the surface model position in the planet frame 𝒑𝑆𝑢𝑟𝑓,𝑖
𝑃  is defined as follows: 
 𝒑𝑆𝑢𝑟𝑓,𝑖




where 𝑟𝑖 is the distance between the surface model 𝑖 and the planet center.The quaternion of the 
camera frame relative to the planet frame can also be rotated to obtain the attitude quaternion of 
the camera with respect to the frame of the surface model: 
 𝒒𝐶𝑆𝑖 = 𝒒𝐶𝑃⊗𝒒𝑃𝑆𝑖  (10.40) 
It is noted that position vector 𝒑𝐶𝑎𝑚
𝑆𝑖  and the quaternion 𝒒𝐶𝑆𝑖  are also used to define the camera pose 
over the PANGU surface model to get synthetic images. Secondly, the camera boresight 𝒗0
𝐶  and the 
edges of the field of view 𝒗𝑖




























These vector components are expressed in the reference frame of each surface model using: 
 𝒗𝑘
𝑆𝑖 = 𝑪𝑇(𝒒𝐶𝑆𝑖)𝒗𝑘
𝐶  (10.42) 
Third, the topography of the surface model is approximated by the plane described by the following 
equation: 
 [0 0 1]𝒙𝑆𝑖 + 𝑑𝑚𝑒𝑎𝑛,𝑖 = 0 (10.43) 
where 𝑑𝑚𝑒𝑎𝑛,𝑖  is the mean elevation of the surface model 𝑖. Therefore, the coordinates 𝒙𝑘
𝑆𝑖  at which 




𝑆𝑖  (10.44) 
where 𝑢𝑘 is given by: 
 [0 0 1](𝑢𝑘𝒗𝑘
𝑆𝑖 + 𝒑𝑆𝑐
𝑆𝑖 ) + 𝑑𝑚𝑒𝑎𝑛 = 0
⇔ 𝑢𝑘 =
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If all the coordinates 𝒙𝑘
𝑆𝑖  are inside the surface model 𝑖, it is chosen as a candidate. Finally, for each 
candidate surface model, the model resolution at the location pointed by the camera boresight is 
computed as follows: 
 𝑗𝑥 = floor(log(𝑤/|[1 0 0]𝒙0
𝑆𝑖|) log 2) 
𝑗𝑦 = floor(log(ℎ/|[0 1 0]𝒙0
𝑆𝑖|) log 2) 
(10.46) 
 𝑗 = max(min(𝑗𝑥, 𝑗𝑦),𝑚𝑖 − 1) (10.47) 
 𝜏𝐶𝑎𝑚,𝑖 = 𝜏𝑖/2
𝑗  (10.48) 
The candidate surface model with the highest resolution is considered as the optimal one. 
Next Model Prediction 
This function consists in predicting the next surface model that will be likely used by the simulator. 
This model is loaded in background so it will be already available when the simulator will need it. This 
strategy reduces significantly the simulation time by taking advantage of multi-core processors.  
The model prediction is done simply by determining which model among all available models and 
excluding the one that is currently in use that is the closest to the vehicle in the direction of its 
displacement. The model prediction is implemented using the following algorithm executed at each 
time an image is requested by the simulator: 
1. Save the position of the camera in a buffer. It is noted that only a history of the last 𝑛𝑅𝑒𝑞 
camera positions are kept in memory. When the position history contains 𝑛𝑅𝑒𝑞 image requests, 
execute steps 2 to 5. 
2. Compute the translation vector of the camera 𝒕𝐶𝑎𝑚
𝑃  using its current position and the oldest 
camera position stored in the history populated in the step 1. 
3. Compute the vector between the current camera position and the position of all surface 
models excluding the one that is currently in use, denoted 𝒕𝑆𝑟𝑓,𝑖
𝑃 . 
4. Compute the angle between the vector 𝒕𝐶𝑎𝑚
𝑃  and 𝒕𝑆𝑟𝑓,𝑖
















5. Among all surface models with 𝜃𝑖 <  45, the one with the smallest 𝒕𝑆𝑟𝑓𝑖
𝑃  is the predicted 
surface model (the next surface model that will be likely needed by the simulator). 
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10.1.3. PANGU-Based Camera Model 
The PANGU software only provides perfect images of the lunar surface. These images have a size of 
512 × 512 pixels and the intensities of the pixels are encoded on 8 bits (256 grey levels). A high-
fidelity camera model must be designed to simulate real-world images from perfect-world images 
provided by PANGU. The PANGU-based camera model proposed by the candidate is shown in the 
following figure: 
 
Figure 10.14: PANGU Camera Model 
The green and blue boxes have been developed by the candidate. Each function of the camera model 






(averaging of multiple 



















































𝑃 (𝑡, 𝑡 + Δ𝑡, … , 𝑡 + 𝑡𝑒𝑥𝑝 ) 
𝒒
𝐶𝑃
(𝑡, 𝑡 + Δ𝑡, … , 𝑡 + 𝑡𝑒𝑥𝑝 ),  
𝐼𝑆ℎ𝑜𝑡 𝐼𝐹𝑎𝑙𝑙 
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Table 10.5:  PANGU-Based Camera Model Parameters 
Parameters Descriptions 
Camera 
𝑡𝑒𝑥𝑝  Exposure time (s) 
𝑓 Focal length (m) 
𝑓𝑥, 𝑓𝑦 Focal length (pixel) 
𝑓𝑥,𝑒𝑟𝑟, 𝑓𝑦,𝑒𝑟𝑟  Focal length error (pixel) 
𝑐𝑥, 𝑐𝑦 Principal point coordinates (pixel) 
𝑐𝑥,𝑒𝑟𝑟, 𝑐𝑦,𝑒𝑟𝑟 Principal point coordinate calibration error (pixel) 
ℎ, 𝑤 CCD height and width (pixels) 
𝑠 Pixel Size (m) 
𝐷 Aperture diameter (m) 
𝑞 Quantum efficiency (%) 
𝑤𝑐 Full well capacity (e
-) 
𝜎𝑅𝑂 Standard deviation of the Read-out noise (e
-) 
𝜎𝑃𝑅𝑁𝑈 
Standard deviation of the photo response non uniformity 
(%) 
𝜇𝐷𝑆 Average dark signal (e
-/s) 
𝜎𝐷𝑆𝑁𝑈 Standard deviation of the dark signal non uniformly (e
-/s) 
𝑝𝑆𝑃 Salt and pepper noise probability (%) 
𝛼 Skew coefficient  
𝛼𝑒𝑟𝑟  Skew coefficient calibration error 
𝑝1, 𝑝2 Tangential lens distortion coefficients 
𝑝1,𝑒𝑟𝑟, 𝑝2,𝑒𝑟𝑟 Tangential lens distortion coefficient calibration errors 
𝑘1, 𝑘2, 𝑘3 Radial lens distortion coefficients 
𝑘1,𝑒𝑟𝑟, 𝑘2,𝑒𝑟𝑟, 𝑘3,𝑒𝑟𝑟 Radial lens distortion coefficient calibration errors 
𝑛𝐵𝑙𝑢𝑟  Number of image used for blurring  
Scene 
𝜙0 Photon flux (photon /m²/s) 
𝑎 Scene albedo (%) 
𝒑𝑆𝑢𝑛
𝐼   Sun position (m) 
𝜙𝑆𝐸𝑈 Single event upset (events/m²/s) 
Integer to Double Conversion 
This function converts the 8-bit PANGU image with pixel intensity varying between 0 to 255 to a 
single precision image with the same range. 
Blurring 
The motion blur of the camera is simulated by averaging 𝑛𝐵𝑙𝑢𝑟 + 1 images taken during the exposure 
time interval: 
 




where 𝛥𝑡 = 𝑡𝑒𝑥𝑝/𝑛𝐵𝑙𝑢𝑟. The position and the attitude quaternion of the camera corresponding to 




𝑃 (𝑡 + 𝛿𝑡) = 𝒑𝐶𝑎𝑚





𝑃 𝛿𝑡2 (10.51) 
















) 𝒒𝐶𝑃(𝑡) (10.52) 
where 𝛿𝑡 = 𝑢Δ𝑡 and 𝑠 = 1/2‖𝝎𝐶𝑃
𝐶 𝛿𝑡‖. 
Intrinsic Parameters and Lens Distortions 
The images provided by a real camera are rectified to compensate for the lens distortions. This 
rectified image is often referred to as the calibrated image. In order to do so, the pixel coordinate 
mapping from the undistorted to the distorted image is computed. This operation is done offline 
using the equations provided by Section 4.6.2. The correspondence between the pixel coordinates of 
the undistorted and of the distorted the images has a high probability of not being an integer and not 
aligned on a regular grid. The intensity value of the undistorted image is then determined using 
bilinear interpolation. The intrinsic parameters obtained from the camera calibration process are 
typically used in the vision-based navigation algorithm to compute normalized image coordinates of 
the features from their pixel coordinates. It is important to understand that the lens distortion 
coefficients and the intrinsic parameters obtained from the camera calibration process have a limited 
accuracy. Consequently, the calibrated image and the pixel coordinates normalization are not 
perfect. It is then important to model the camera calibration error in the simulator. 
However, the process of altering the perfect images provided by PANGU so they include this residual 
calibration error is not simple. The proposed approach is to compute the mapping from the pixel 
coordinates of the calibrated image 𝒙𝑐 to the perfected image 𝒙. This is done using two steps. The 
first step consists in computing the mapping between the pixel coordinates of the calibrated image to 
the normalized coordinates of the distorted image using the intrinsic camera parameters and the lens 
distortion coefficient that include the calibration error. The second step consists in mapping the 
normalized coordinates of the distorted image to the pixel coordinates of the perfect using the 
perfect intrinsic camera parameters and the perfect lens distortion coefficients. The process of 
computing the mapping of 𝒙𝑐 to 𝒙 is described with more details in the next paragraphs. 
First, the pixel mapping from the pixel coordinates 𝒙𝑐 of the calibrated image to the normalized 
image coordinates 𝒖𝑑 of the distorted image is computed. In order to do so, the camera intrinsic 
parameters and lens distortion including the calibration errors is used. This mapping is obtained by 
using Eqs. (4.14) and (4.12) as it is shown below: 











 𝒖𝑑 = 𝒅𝐸𝑟𝑟(𝒖𝑐) (10.54) 
where 𝒖𝑐 is the normalized calibrated image coordinates, 𝑴𝐸𝑟𝑟 is the normalized to pixel coordinates 
mapping using the intrinsic parameter of the camera including the calibration error, 𝒅𝐸𝑟𝑟( ) is the 
normalized coordinates displacement due to lens distortion computed from the lens distortion 
coefficient including the calibration error.  
Second, the pixel coordinate mapping from the normalized pixel coordinates of the distorted image 
𝒖𝑑 to the pixel coordinates of the perfect image 𝒙 is computed. This mapping is done using the 
theoretical values of the camera intrinsic parameters and of the lens distortion. The computation of 𝒙 
as a function of 𝒖𝑑 starts by computing the normalized coordinates of the perfect image 𝒖 from 𝒖𝑑 
using the inverse of Eq. (4.12). However, this equation is nonlinear. The problem is then solved using 
a Newton-Raphson or an interior-point approach. The Newton-Raphson technique requires the 











𝑇𝒖)3𝑰 + 6(𝒖𝑇𝒖)2𝒖𝒖𝑇) + [
2𝑝1𝑣 + 6𝑝2𝑢 2𝑝1𝑢 + 2𝑝2𝑣
2𝑝1𝑢 + 2𝑝2𝑣 6𝑝1𝑣 + 2𝑝2𝑢
] 
(10.55) 
The pseudo code of Newton-Raphson approach is given below: 
1. Set the initial guess to 𝒖0 = 𝒖𝑑. 
2. For 𝑘 = 1,… , 𝑛𝐼𝑡𝑒𝑟, where 𝑛𝐼𝑡𝑒𝑟 is a user-defined number of iterations, compute: 
 𝒖𝑘 = 𝒖𝑘−1 − 𝑱𝑑(𝒖𝑘−1)
−1𝒅(𝒖𝑘−1) (10.56) 
The interior-point technique is simpler and does not require the computation of the derivative. 
However, its convergence rate is slower. The pseudo code of the interior-point approach is provided 
below: 
1. Set the initial guess to 𝒖0 = 𝒖𝑑. 
2. For 𝑘 = 1,… , 𝑛𝐼𝑡𝑒𝑟, do: 
 𝒖𝑘 = diag(𝒅𝑟(𝒖𝑘−1))
−1
( 𝒖𝑘−1 − 𝒅𝑡(𝒖𝑘−1)) (10.57) 
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where 𝒅𝑟(𝒖) and 𝒅𝑡(𝒖) correspond to the pixel displacement respectively produced by the radial 
and the tangential distortions defined in Chapter 4. Thereafter, Eq. (4.14) is used to compute the 








It is important to note that the pixel coordinate mapping from the calibrated to the perfect image is 
computed offline. At each time a new image is acquired the intensity of each pixel of the calibrated 
image is computed from this mapping. Bilinear interpolation is used since the pixel coordinates are 
not necessarily aligned with the grid of the perfect image. The navigation system uses the error-free 
value of intrinsic parameters since their knowledge error is already accounted in the rectification 
presented previously. The pixel coordinate displacement due to calibration errors presented in Table 
4.15 is shown in the following figure: 
 
Figure 10.15: Pixel Coordinate Displacement Due to Calibration Errors 
Light Intensity Calibration 
The pixel intensity of the image provided by PANGU depends only on the spacecraft 
position/orientation, the Sun position/elevation and the surface geometry. The intensities of the 
pixels are computed using the Lambertian reflection model. In fact, 100 % and 0 % of the maximum 
pixel intensity correspond respectively to a light incident angle of 90 deg and 0 deg. It is important to 
understand that PANGU does not model the camera as well as the environment characteristics. The 
intensity of the images generated by PANGU must then be adjusted as a function of the light photon 
flux 𝜙𝑖, the scene albedo 𝑎, the camera exposure time 𝑡𝑒𝑥𝑝, the pixel beam size 𝑏, the CCD full well 
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capacity 𝑤𝑐 and the CCD quantum efficiency 𝑞. The pixel intensity correction is done by simply 
applying the following gain k  on the intensities of image pixels provided by PANGU: 
 
𝑘𝐿𝑖𝑔ℎ𝑡 =
𝜙𝑖 ∙ 𝑏 ∙ 𝑞 ∙ 𝑎 ∙ 𝑡𝑒𝑥𝑝
𝑤𝑐
 (10.59) 
It is noted that the pixel beam size can be derived from the camera field of view and the pixel size as 
explained in Eq. (4.17). 
Light Intensity Fall-Off 
The light intensity is modelled by the cos fourth law: 
 𝑘𝐹𝑎𝑙𝑙(𝜃) = cos
4(𝜃) (10.60) 
where 𝑘𝐹𝑎𝑙𝑙(𝜃) is the intensity gain to apply on the image pixel located at an angle 𝜃 from the optical 
axis of the camera. 
Shot Noise 
Now that the intensities of the pixels have been adjusted, the shot noise can be added to the image. 
This noise can be described by a Poisson distribution. This distribution describes the probability of 
getting 𝑘 events during a given time interval, if these events occur with a known average frequency 𝜆 






The shot noise of each pixel is computed using the following algorithm: 
1. Compute the signal strength λ in electrons of each the pixel (𝑥, 𝑦) of the image 𝐼 form its 8-bit 
intensity: 
 𝜆(𝑥, 𝑦)  = 𝑤𝑐 ∙ 𝐼(𝑥, 𝑦)/255 (10.62) 
2. Set 𝐿 = 𝑒−𝜆(𝑥,𝑦), 𝑘 = 0 and 𝑝0 = 1. 
3. While 𝑝𝑘 > 𝐿 do the steps 4 to 6. 
4. Increment 𝑘 by one. 
5. Generate a uniform random number 𝑢 between 0 and 1. 
6. Set 𝑝𝑘 = 𝑢 ∙ 𝑝𝑘−1. 
7. Set 𝐼𝑆ℎ𝑜𝑡(𝑥, 𝑦) = 255 ∙ 𝑘/𝑤𝑐. 
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For signal intensity larger than 50 electrons, the Poisson is nearly equivalent to a Gaussian noise with 
a variance equal to the pixel intensity. In that case, the Gaussian noise is preferred, because the 
generation of this noise signal is more computationally efficient than the generation of Poisson 
random numbers. 
Photo Response Non Uniformity 
The photo-response non uniformity is proportional to the pixel intensity: 
 𝐼𝑃𝑅𝑁𝑈(𝑥, 𝑦) = (1 + 𝑘𝑃𝑅𝑁𝑈(𝑥, 𝑦)) ⋅ 𝐼(𝑥, 𝑦) (10.63) 
where 𝑘𝑃𝑅𝑁𝑈(𝑥, 𝑦) is a gain matrix. The gain matrix is drawn from:  
 𝑘𝑃𝑅𝑁𝑈(𝑥, 𝑦)~𝑁(0, 𝜎𝑃𝑅𝑁𝑈) (10.64) 
where 𝑁(𝜇, 𝜎) is a Gaussian distribution with a mean of 𝜇 and a standard deviation of 𝜎. 
Dark Signal 
The dark signal, in electrons, of each pixel is computed using the following equation: 
 𝐷(𝑥, 𝑦)~𝑁(𝜇𝐷𝑆 ∙ 𝑡𝑒𝑥𝑝, 𝜎𝐷𝑆𝑁𝑈 ∙ 𝑡𝑒𝑥𝑝) (10.65) 
where 𝜇𝐷𝑆 and 𝜎𝐷𝑆𝑁𝑈 are in election/s and correspond respectively to the dark signal average and 
the dark-signal non uniformity. The computation of 𝐷(𝑥, 𝑦) is done offline since the exposure time 
and the dark signal of a given pixel are assumed constant over time. In practice, the dark signal may 
vary according to the CCD temperature, but this effect is neglected in the proposed camera model. 
The dark signal shot noise is driven by a random Poisson process: 
 𝐷𝑆ℎ𝑜𝑡(𝑥, 𝑦)~𝑃(𝐷(𝑥, 𝑦)) (10.66) 





(𝐷𝑆ℎ𝑜𝑡(𝑥, 𝑦) + 𝐷(𝑥, 𝑦)) + 𝐼(𝑥, 𝑦) (10.67) 
Read-Out Noise 
The read-out noise is modelled with zero-mean Gaussian distribution: 
 𝑅(𝑥, 𝑦)~𝑁(0, 𝜎𝑅𝑂) (10.68) 
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where 𝜎𝑅𝑂 corresponds to its standard deviation in electrons. The read-out noise is added to the 





𝑅(𝑥, 𝑦) + 𝐼(𝑥, 𝑦) (10.69) 
Saturation 
The saturation function replaces the value over 255 by 255 and the values below 0 by 0. 
Salt and Pepper Noise and Single-Event Upsets 
The salt and pepper noise is generated by drawing a uniform random number between 0 and 1 for 
each pixel. If this number is above 1 − 𝑝𝑆𝑃/2, the pixel is assigned to 255 and if this number is below 
𝑝𝑆𝑃/2, the pixel is assigned to 0. The pixels affected by the salt and pepper are determined prior the 
simulation. Consequently, those pixels are stuck to 0 and 255 during the entire simulation.  
Single-event upsets are modelled by setting the intensity of 𝑛𝑆𝐸𝑈 pixels to 255. The number of pixels 
stricken by this image alteration is given by: 
 𝑛𝑆𝐸𝑈 = 𝑠
2 ∙ ℎ ∙ 𝑤 ∙ 𝑡𝑒𝑥𝑝 ∙ 𝜙𝑆𝐸𝑈 (10.70) 
The coordinates of the pixels on which each event occurs are determined randomly. 
Double to Integer Conversion 
The image is converted back to 8-bit precision. This is done by rounding the pixel intensity to the 
nearest integer. 
10.2. Performance of Crater Detection and Matching 
This section presents the performance assessment of the crater detection and matching algorithm 
using synthetic images. The following experiments have been conducted: 
 analysis of the crater detection robustness to translational, rotational and zooming motion blurs, 
to image noise, to varying viewing angles as well as to varying light elevations; 
 robustness of the matching algorithms to vehicle position knowledge error; 
 assessment of the algorithm execution time. 
The results are presented in the next sections. The conclusion drawn from these experiments will be 
used to parameterize the behavioural image processing models for absolute navigation. 
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10.2.1. Robustness to Motion Blur 
The motion blur occurs when the surface-relative position of the camera changes during the image 
acquisition. This happens frequently under dimly lit conditions (exposure time must be increased to 
maintain a good signal to noise ratio) or when the camera velocity with respect to surface is high. 
Three types of motion blur have been applied on 166 images. These images have been acquired 
when the vehicle follows its nominal landing trajectory. More information about the nominal vehicle 
trajectory can be obtained from Chapter 4. The camera is set to take a snapshot at every 15 s during 
the descent and landing. The first and the last images have been respectively taken at altitudes of 
50 km and 1.5 km. The viewing angle of the camera varies between 0 and 45 deg while the Sun 
elevation ranges from 25 deg to 2.5 deg across the image set. These images have been generated 
with the PANGU surface model presented in Section 10.1.2 and no other type of noise source was 
added. 
The first type of blur is due to a translational motion of the camera. The translation vector is assumed 
to be parallel to the image plane and its orientation randomly varies for each images. The crater 
detection and matching performance against the translation blur magnitude in pixel is shown the 
following figure:  




 (a) (b) 
 
(c) 
Figure 10.16: Image Processing Performance Versus Translational Motion Blur Using 
Synthetic Images (a) Detection and Matching Rate (b) False Detection and False 
Match Rate, (c) Crater Radius and Position Accuracy 
These figures show that the algorithm can tolerate a translational motion blur as severe as 8 pixels. 
At this point, the crater matching rate is around 25 % which is enough to obtain a good vehicle pose 
measurement. In fact, typical lunar images contain at least 20 craters. This means that at least 
5 craters would be matched with a match rate of 25 %. It is well known that only three matched 
craters are sufficient to get a full vehicle pose measurement and a minimum of two matched craters 
are required for position-only measurement. The crater detection algorithm continues to work for 
larger blur, but the radius and the image coordinates of the detected craters become so inaccurate 
(greater than 3 pixels) that the matching algorithm is not able to recognise them in the on-board 
database. The false matching rate stays always below 5 %. In most of the cases, false matching occurs 
when craters are close from each other and have a similar size. For instance, consider that the craters 
𝑖 and 𝑗 are similar and very close (few tens of pixels) from each other. Both craters are in the 
database, but only the crater 𝑖 has been detected. Given the radius and localization tolerance 
considered by the matching algorithm as well as the crater detection error, the detected crater can 
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be matched either with the database crater 𝑖 or 𝑗. The level of the robustness against the 
translational motion is more than enough for the mission. In fact, it has been established in Chapter 4 
that the expected translation motion blur is around 0.216 pixel. 
The second type of blur is caused by rotational motion of the camera around its boresight during the 
image acquisition. The crater detection and matching performance versus the rotation angle is shown 
in Figure 10.17. The crater detection and matching can tolerate a rotational motion blur of about 
2.5 deg. Above this limit, the matching rate becomes dramatically low. However, this level of 
rotational blur is considerably higher than the one encountered during the landing. The rotation 
motion blur observed during the mission is negligible since the angular velocity of the vehicle is very 
small with respect to the camera integration time (1.2 ms).  
 
 (a) (b) 
 
(c) 
Figure 10.17: Image Processing Performance Versus Rotation Motion Blur Using 
Synthetic Images (a) Detection and Matching Rate (b) False Detection and False 
Match Rate (c) Crater Radius and Position Accuracy 
The last type of blur can be seen as translational displacement of the camera, but in the direction of 
its boresight. The image is then magnified during the image acquisition. The zooming motion blur can 
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be characterized by the variation of the image resolution between the end and the beginning of the 
camera integration process in percent. The performance of the image processing algorithm versus 
the image zooming motion blur is given below: 
 
 (a) (b) 
 
(c) 
Figure 10.18: Image Processing Performance Versus Zooming Motion Blur Using 
Synthetic Images (a) Detection and Matching Rate (b) False Detection and False 
Match Rate (c) Crater Radius and Position Accuracy 
The crater detection and matching algorithm works under a zooming motion blur of 3 %. Again, the 
crater detection continues working above this limit. However, the localization of crater in the image 
becomes inaccurate and makes the matching algorithm unable to recognise them in the database. 
Obviously, it is possible to increase the crater radius and localization tolerances in the matching 
algorithm to increase its robustness against blur. However, it would at the cost of increasing the false 
match rate. This compromise is unnecessary since the crater detection and matching algorithm 
tolerates a level already higher than the one that will be encountered during the mission. Again, the 
zooming motion blur observed during the mission is negligible since the altitude lost/gain rate is very 
small with respect to the camera integration time. 
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10.2.2. Robustness to Image Noise 
The robustness of the crater detection and matching algorithm against image noise has also been 
investigated. The same images as the ones used for the blur robustness analysis have been used. 
Gaussian noise proportional to the intensities of the pixels has been added to each image. The 
proportionality coefficient is established following the desired SNR. The SNR is varied from 5 to 
infinity. Each level of noise is added to all of the 166 images. The crater detection and matching 
performance versus the SNR is shown here: 
 
 (a) (b) 
 
(c) 
Figure 10.19: Image Processing Performance Versus Image Noise Using 
Synthetic Images (a) Detection and Matching Rate (b) False Detection and False 
Match Rate (c) Crater Radius and Position Accuracy 
The crater detection and matching perform relatively well with a SNR higher than 10 (the matching 
rate still above 45 %). The anticipated image SNR during the mission is 50 (see Section 4.6.2 for more 
details) which is considerably higher than 10.  
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10.2.3. Robustness to Viewing Angle 
The robustness against the camera viewing angle is also a critical characteristic of the crater 
detection and matching algorithm. The guidance law and the control algorithm of the vehicle impose 
a variation of the camera pointing angle from nadir to 45 deg. The navigation algorithm must be 
robust to these variations. The trade-off of modifying the trajectory of the vehicle to simplify the 
complexity of the image processing is unacceptable since it increases the complexity of the mission 
and the augments the risk of failures. It also consumes more propellant, especially during the 
powered descent since the thrust vector must be maintained in its optimal direction during the 
maneuver. 
In order to assess the robustness to view angle of the crater detection and matching, the algorithm 
has been run on 150 synthetic images generated within this viewing-angle range. More precisely, 
50 images have been generated with viewing angles between 0 and 5 deg, 50 images acquired with a 
viewing angles between 5 and 15 deg and so on for the viewing angle between 15 and 25 deg, 25 
and 35 deg, 35 and 45 deg. These images do not contain any other type of noise (blur or Gaussian) 
and the positions of the vehicle fed to the matching algorithm include errors representative to that of 
the estimator. The results are shown in the following figures:  




 (a) (b) 
 
(c) 
Figure 10.20: Image Processing Performance Versus Viewing Angle (a) Detection and 
Matching Rate (b) False Detection and False Match Rate (c) Crater Radius and Position Accuracy 
These results show clearly that the crater detection algorithm works for a wide range of viewing 
angles. The matching rate is higher than 86 % when the camera is nadir pointing and decreases to 
78 % at 45 deg. The false detections and the false match rates are minimum around 15 deg. Finally, 
one could notice that the detection accuracy increases with the viewing angle. 
10.2.4. Robustness to Light Elevation 
The elevation of the Sun has a major impact on the crater detection performance. In order to assess 
the performance of the proposed algorithm against this parameter, 225 synthetic images with Sun 
elevations varying from 2.5 to 72.5 deg have been simulated. 25 images for each of the following 
light elevation have been generated: 2.5, 7.5, 12.5, 17.5, 32.5, 47.5, 62.5, 67.5, 72.5 deg. As for the 
viewing angle robustness analysis, there is not noise added to the images and the vehicle pose error 
fed to the matching algorithm is representative of what it is obtained with the navigation filter. The 
results are shown below:  
































































 (a) (b) 
 
(c) 
Figure 10.21: Image Processing Performance Versus Light Elevation (a) Detection and 
Matching Rate (b) False Detection and False Match Rate (c) Crater Radius and Position Accuracy 
The best algorithm performance is obtained around a light elevation of 30 deg. Around this light 
elevation, the matching rate is between 75 and 80 %. At 2.5 and 72.5 deg, it decreases respectively 
to 60 % and 55 %. This reduction in performance can be explained by the fact that at low and high 
Sun elevations, the illuminated and the shaded parts of the craters have disproportioned sizes and 
are often badly shaped. For instance, when the Sun elevation is low, the shaded parts of the craters 
are very large while their illuminated parts are small. It happens that the lit sides of the craters are 
not even visible in the image. The inverse problem occurs when the Sun elevation is high. The false 
match rate is always lower than 1 % and the crater detection accuracy is lower than 1.7 pixel. 
10.2.5. Robustness against Position Knowledge Error 
During its nominal operation, the proposed crater matching algorithm always converges in less than 
50 iterations. It has also been mentioned that the algorithm is invariant to position error considering 
an unlimited computational power (the number of iterations exponentially increases with the 
position error). In order to test the limits of the matching algorithm, it is important to quantify its 































































338 CHAPITRE 10: Validation With Numerical Simulations 
 
 
robustness against initial position errors within 25000 iterations. This test is done by executing as 
large as 1000 matching trials with randomly generated positions on three synthetic images taken at 
altitudes of 10, 15 and 50 km. The convergence ratio of the crater-matching algorithm versus the 
position error magnitude is presented in Figure 10.22 below: 
 
 (a) (b) 
 
(c) 
Figure 10.22: Convergence Ratio of the Crater Matching Algorithm Versus Position Errors at an Altitude of 
(a) 50 km (b) 15 km and (c) 10 km 
For altitudes of 10, 15 and 50 km, the crater matching has converged for all trials when the position 
error knowledge is below 5.86, 7.73 and 31.8 km respectively. This robustness level is compatible 
with the lunar landing mission requirements. In fact, the position knowledge error never exceeds 
10 km at 50 km of altitude. This worst case occurs just before the first absolute measurement 
update. At 10 or 15 km, the navigation error is always below 1 km. 
10.2.6. Execution Time Assessment 
The computational complexity of the crater detection and matching is assessed by estimating its 
execution time on an Intel i5-Q2400 processor. This computer is capable of 13000 Dhrystone Million 
of Instruction per Second (DMIPS). The following figure shows the minimum (blue), the average 
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(green) and the maximum (red) execution times of the algorithm using the images synthetically 
generated during the nominal landing trajectory: 
 
Figure 10.23: Crater Detection and Matching Execution Time 
It is noted that these execution times have been obtained with a maximum number of matching 
iterations set to 25000. However, as mentioned previously, the matching algorithm converges in less 
than 50 iterations in all cases. The execution time of the algorithm decomposed into 11 subfunctions. 
The most time consuming function is the convex objet grouping, the ellipse fitting and the crater 
refinement with an average of 347 ms. The average and the maximum execution times of the entire 
algorithm are respectively 556 and 1890 ms. Assuming a typical space-qualified computer 
performance of 1800 DMIPS, it is possible to say that the on-board implementation of crater 
detection and matching algorithm would process an image in less than 15 s (4.02 s on average and 
13.7 s worst case). The navigation filter experiments presented in this chapter will then assume that 
crater detection and matching algorithm is executed every 15 s and the navigation filter receives the 
absolute optical measurements with a delay of 15 s. 
10.3. Performance of Harris Corner Tracking 
The Harris corner tracking accuracy is assessed using the images gathered during the nominal landing 
trajectory. The surface model and the camera model described in Sections 10.1.2 and 10.1.3 have 
been used. The tracking error is computed as follows. The surface positions of the features in the 
previous image are estimated with the ray casting function available in PANGU. Their image 
coordinates are then computed in the current image using the true camera pose (position and 
attitude). These manipulations give the true image coordinates of the features tracked from the 
previous to the current image. The tracking error is obtained by comparing these coordinates to the 


































 (a) (b) 
Figure 10.24: Tracking Error (a) All Tracks (b) Zoom on Inliers 
These figures show the tracking error of all the features tracked during the landing. The errors shown 
in blue are computed from correctly tracked features while the errors reported in red have been 
computed from the coordinates of the falsely tracked features. The green ellipse corresponds to the 
error covariance of the features successfully tracked. The error statistics are shown in Table 10.6. 
Table 10.6: Performance of Harris Corner Tracking Algorithm 
Performance Metrics Values 
Average Tracking Error −2.96 × 10−4 pixel 
Standard Deviation of Tracking Error 5.09 × 10−2 pixel 
False Track Probability 0.600 % 
Lose Track Probability 1.50 % 
The tracking error is as small as 5.09 × 10−2 pixel. As it will be demonstrated in Section 10.8, this 
accuracy level is high enough to fulfill the velocity estimation accuracy requirement of 0.25 m/s at 
touchdown. In order to verify the added value of the adaptive feature descriptor update proposed by 
the candidate and described in Chapter 6, the same experiment has been run by disabling this 
functionality, i.e. by updating the feature descriptor at every frame. The simulation shows that the 
tracking error becomes as large as 1.82 × 10−1 pixels.  
The algorithm proposed by the candidate has also a low false track and a lose track probabilities 
which means that same features are tracked through several consecutive images. These 
characteristics are particularly useful to use feature line-of-sight estimation technique presented in 
Chapter 8. In fact, the same features must be detected in several images to obtain a good feature 
position estimation and hence, a good vehicle velocity estimation.  
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10.4. Performance of Relative Vision-Based Estimator 
In Chapter 8, three relative vision-based navigation approaches have been presented. The first 
technique is based on pseudo-absolute measurements. The second approach performs the 
estimation of the feature line of sight while the third one exploits the epipolar constraint. This section 
presents the navigation performance of these techniques under the same simulation conditions. For 
these experiments, only the inertial measurement unit and relative optical measurements are used. 
The navigation filter is implemented following the sequential architecture. The estimations of the 
translational and rotational motions of the vehicle are coupled (estimated by the same filters). The 
navigation is run in open-loop, i. e. the guidance and control algorithms use the true states of the 
vehicle while the navigation algorithm is run in parallel. The open-loop configuration has several 
advantages. First, it allows the validation of the navigation system with an incomplete sensor suite. In 
this experiment, the accuracy of the optical relative navigation is not compatible with the guidance 
and control algorithm requirements. Second, the trajectory is always the same whatever the 
navigation algorithm. This setup will be used for all navigation performance comparisons presented 
in this chapter. The behavioural camera and image processing models are used and all sources of 
perturbations are enabled (thrusters and gravitational anomalies). It is important to mention that the 
use of the behavioural models does not impact the validity of the comparison between the three 
techniques. On the one hand, these models behave similarly to the functional models. On the other 
hand, only the performance of the fusion techniques with respect to the others is important. The 
simulation conditions are summarized in Table 10.7. It is noted that the behavioural relative image 
processing characteristics have been based on the performance assessment of the functional version 
of the algorithm presented in Section 10.3.  
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Table 10.7: Simulation Conditions for Relative Vision-Based 
Navigation Performance Assessment  
Parameters Values 
Duration 225 s 




Position Error Magnitude 0 m 
Velocity Error Magnitude √3 m/s (1 m/s on each axis) 




Number of Tracked Features 30 
Processing Rate 10 Hz 
Processing Delay 0.1 s 
Tracking Error 0.06 pixel 
False Track Probability 0.6 % 
Lose Track Probability 1.50 % 
10.4.1. Pseudo-Absolute Measurements 
As mentioned in Chapter 8, the pseudo-absolute measurement approach requires an augmented 
state vector with past vehicle poses. In this experiment, the length of the pose history is set to 3. The 
navigation performance is shown in the following figure: 
 
 (a) (b) 
 
(c) 
Figure 10.25: Estimation Error Versus Time using Pseudo-Absolute 
Measurement Approach (a) Attitude Quaternion (b) Velocity (c) Position 
The blue curve corresponds to three times the square root of the sum of the state covariance matrix 
diagonal terms computed by the estimator (estimation of the error bound at 3). The green curve is 
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the navigation error magnitude. The quaternion error corresponds to the magnitude of the rotation 
angle between the real and the estimated attitude (the double of the arc cosine of the quaternion 
scalar component). One could notice that the covariance of the velocity increases at the beginning of 
the simulation to finally fall to almost zero at the end. This phenomenon can be explained by the fact 
that the covariance of the relative optical measurement noise varies as a function of the camera 
boresighting distance (resolution of the image). At the beginning of the simulation the measurement 
covariance is high given the high altitude of the vehicle. Since the initial covariance of the velocity is 
low compare to the accuracy of the measurements, the covariance of the filter starts by increasing. 
When the optical measurements become accurate enough, the velocity covariance decreases at the 
same time. Other factors can also affect the optical measurement covariance such the view angle of 
the camera and its angular velocity. 
The results presented in Figure 10.25 are summarized in Table 10.8. It is noted that the cumulative 
error corresponds to the integral of its magnitude computed using the trapezoidal method. 
Table 10.8: Estimation Error Using Pseudo-Absolute Measurement Approach 
Performance Metrics Final Value Cumulative 
Quaternion Estimation Error 3.70 × 10−3 rad 0.542 rad.s 
Velocity Estimation Error 30.0 mm/s 243 m 
Position Estimation Error 315 m 32300 m.s 
10.4.2. Feature Line-of-Sight Estimation 
As its name indicates, this algorithm estimates the line of sight of each tracked feature. In this 
example, 30 features are tracked at all times which require 90 additional states. Its navigation 
performance is shown in the following figure:  





 (a) (b) 
 
(c) 
Figure 10.26: Estimation Error Versus Time Using Line of Sight 
Estimation Approach, (a) Attitude Quaternion (b) Velocity (c) Position 
The error statistics are given below: 
Table 10.9: Estimation Error Using Line of Sight Estimation 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 3.45 × 10−3 rad 0.439 rad.s 
Velocity Estimation Error 28.0 mm/s 240 m 
Position Estimation Error 321 m 30877 m.s 
10.4.3. Epipolar Constraint  
The estimation errors of the epipolar constraint based optical relative navigation are shown in Figure 
10.27. 



























































 (a) (b) 
 
(c) 
Figure 10.27: Estimation Error Versus Time Using Epipolar 
Approach (a) Attitude Quaternion (b) Velocity (c) Position 
The final and the cumulative navigation errors are shown in Table 10.10.  
Table 10.10: Estimation Error Using Epipolar Constraint 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 1.81 × 10−3 rad 0.479 rad.s 
Velocity Estimation Error 38.4 mm/s 257 m 
Position Estimation Error 287 m 33200 m.s 
10.4.4. Comparison of the Relative Optical Measurement Fusion Strategies 
One could notice that all three methods have a similar performance. The approach based on epipolar 
constraint (proposed by the candidate) is preferred given its reduced computational complexity and 
its implementation simplicity. The algorithm based on the epipolar constraint will be used in all other 
experiments presented in this thesis.  
10.5. Performance of Absolute Vision-Based Estimator 
This section presents the absolute vision-based navigation performance using the tight and the loose 
coupling approaches. The same simulation configuration as the one used for the relative navigation 
experiments is used (navigation outside the guidance and the control loop). Again, the behavioural 
camera and image processing models are used. The navigation filter architecture is sequential. The 
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estimations of the rotational and translational motions of the vehicle are coupled. No other sensor 
information other than the inertial and the absolute optical measurements are used. The behavioural 
crater detection and matching algorithm characteristics are based on the worst case performance 
observed during the experiments presented in Section 10.2. The simulation conditions are listed in 
Table 10.11. 
Table 10.11: Simulation Conditions for Absolute Vision-Based 
Navigation Performance Assessment 
Parameters Values 
Duration 675 s 




Position Error Magnitude √3 × 103 m 
Velocity Error Magnitude √3 m/s 





Processing Rate 1/15 Hz 
Processing Delay 15 s 
Number of Matched Craters 10 
Vertical and Horizontal Map-Tie Errors 25 and 50 m 
Detection Error 2.5 pixels 
False Match Rate 10 % 
False Match Minimum and Maximum Radius to Altitude 
Ratio 
0 % and 20 % 
False Match Height to Altitude Ratio 2 % 
10.5.1. Tight Coupling 
The absolute optical measurement update algorithm referred to as tight coupling consists in using 
the pin-hole camera projection as measurement model. As explained in Section 8.7.1, it is possible to 
fuse each crater measurement independently. Using a crater false match rate of 10 %, the position 
estimation error shown in Figure 10.28 is obtained. 
 
Figure 10.28: Estimation Error Versus Time using Tight Coupling (10 % of False Matches) 
It is important to notice that the vision-based absolute navigation is started a few hundreds of 
seconds after the beginning of the simulation. Before its activation, the initial position error 
continues to increase. The first absolute measurement provides a dramatic improvement to the 
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positional estimation accuracy. Even using conservative assumptions about the number of matched 
craters at each frame, the detection accuracy and the false match rate, the position error at the end 
of the simulation is as low as 60 m. One can see the significant improvement to the navigation 
accuracy after the first absolute optical measurement update (around the 3850th second). The 
quantitative characterization of the error is summarized in Table 10.12.  
Table 10.12: Estimation Error Using Tight Coupling 
Performance Metrics Final Value  Cumulative 
Position Estimation Error  57.4 m 9.59 × 104 m.s 
10.5.2. Loose Coupling 
The loose coupling approach moves the implementation complexity into the image processing 
algorithm. In fact, the information about matched craters is used to compute the camera position 
using the least-square approach described in Section 5.3. The measurement provided by the image 
processing can then be seen as a direct observation of the position of the vehicle. The estimated 
position error using the loose coupling approach is shown in the following figures for a false match 
probability values of 10 and 2 %: 
  
 (a) (b) 
Figure 10.29: Estimation Error Versus Time using Loose 
Coupling (a) 10 % of False Matches (b) 2 % of False Matches 
The final and the cumulative position errors are given in Table 10.13.  
Table 10.13: Estimation Error Using Loose Coupling 
Performance Metrics 
𝟏𝟎 % of False Matches 𝟐 % of False Matches 
Final Value Cumulative Final Value Cumulative 
Position Estimation 
Error 
55.8 m 1.51 × 105 m.s 101 m 1.21 × 105 m.s 
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10.5.3. Comparison of the Absolute Optical Measurement Fusion Strategies 
The results presented in the previous section clearly show (especially the cumulative sum) that the 
tight coupling performs significantly better than the loose coupling approach. This can be explained 
mainly by the fact that the tight coupling is more robust to outliers. In fact, outlier rejection is 
executed on each crater measurement while it is done once on the camera position measurement 
with the loose coupling. When the position measurement is contaminated by false matches, its 
accuracy is significantly degraded. It might even happen that the measurement is rejected if it does 
not fit with the filter states. However, it is important to understand that, contrary to the behavioural 
image processing model used to obtain these results, the functional version of the proposed crater 
matching embeds a robust outlier rejection scheme. It is then expected that the loose coupling would 
have similar performance to the tight-coupling approach. Given its robustness to outliers and its 
higher accuracy, the tight coupling approach is preferred and will be used in the next experiments 
presented in this work. 
10.6. Performance of Vision-Based Estimator With Complete Sensor 
Suite 
This section presents the performance of the proposed navigation system with the complete sensor 
suite. Three experiments have been done by enabling each sensor one by one. Again the behavioural 
camera and image processing models are used. The image processing characteristics are the same as 
those presented in Table 10.7 and Table 10.11. The complete landing trajectory is simulated. The 
navigation algorithm is still running outside the guidance and control loop. For these experiments, 
the coupled implementation of the estimator is used and the sensor measurements are processed 
sequentially. The simulation conditions are detailed in the following table:  
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Table 10.14: Simulation Conditions for Navigation Performance 
Assessment With the Complete Sensor Suite 
Parameters Values 
Duration 4500 s 
Start \ Stop Altitude 100 km \ 10 m 
Initial Navi-
gation Error 
Initial Position Error √3 km 
Initial Velocity Error √3 m/s 
Initial Attitude Error 5√3 × 10−4 rad 
Harris Corner 
Tracking 
Number of Tracked Features 30 
Processing Rate 10 Hz 
Processing Delay 0.1 s 
Tracking Error 0.06 pixel 
False Track Probability 0.6 % 




Processing Rate 1/15 Hz 
Processing Delay 15 s 
Number of Matched Craters 10 
Vertical and Horizontal Map-Tie Errors 25 and 50 m 
Detection Noise 2.5 pixels 
False Match Rate 10 % 
False Match Minimum and Maximum Radius to Altitude 
Ratio 
0 % and 20 % 
False Match Height to Altitude Ratio 2 % 
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10.6.1. Star Tracker and Absolute Optical Measurements 
The first simulation is performed by enabling only the star tracker and the absolute optical 








Figure 10.30: Estimation Error Versus Time With Star-Tracker and 
Absolute Optical Updates (a) Attitude Quaternion (b) Velocity (c) Position 
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It is noted that the absolute optical measurements are fused using the tight coupling approach. From 
the DOI and until the vehicle reaches an altitude of 50 km, the navigation filter only relies on the star 
tracker and the IMU measurements. This explains why, initially, the velocity and the position 
estimation errors grow quickly and become as high as 5.53 km and 5.84 m/s. When the crater 
detection and matching is enabled, the navigation errors decrease under 500 m and 2 m/s. The 
attitude estimation accuracy is maintained small especially when the star tracker is enabled, i.e. from 
the beginning of the DO to the beginning of the PD around the 3800th second. During the DOI and the 
PD, the attitude is propagated using only the gyroscope measurements. During the PD, the optical 
absolute measurements contribute to the attitude estimation. The final and cumulative navigation 
errors are summarized in Table 10.15. 
Table 10.15: Final and Cumulative Estimation Error With Star-Tracker and Absolute Optical Updates 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 5.75 × 10−4 rad 1.24 rad.s 
Velocity Estimation Error 
Norm 0.258 m/s 5460 m 
Radial 0.0609 m/s  
Transverse 0.224 m/s 
Normal 0.112 m/s 
Position Estimation Error 
Norm 22.2 m 6290 km.s 
Radial 9.84 m  
Transverse 13.5 m 
Normal 14.5 m 
One can notice that the velocity estimation error is higher than the 0.25-m/s requirement. In 
addition, the altitude estimation error is about 10 m (radial position error) which is not accurate 
enough to ensure a soft landing, but this problem will be solved with the addition of the other 
sensors. However, position error fulfills, with a significant margin, the 100-m navigation accuracy 
requirement. 
10.6.2. Star Tracker, Absolute and Relative Optical Measurements 
By rerunning the previous simulation and enabling the optical relative measurement, the following 
navigation performance is obtained: 









Figure 10.31: Estimation Error Versus Time With Star-Tracker, Absolute and 
Relative Optical Updates (a) Attitude Quaternion (b) Velocity (c) Position 
It is noted that the optical relative measurements are fused using the approach proposed by the 
candidate, i.e. the one exploiting the epipolar constraint. One can notice that the velocity estimation 
accuracy increases at the end of the simulation. At this point, the image resolution as well as the 
features displacement to the vehicle surface-relative velocity ratio increases which make the optical 
relative measurements more accurate. By looking at the final and the cumulative values of the 
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estimation error shown in Table 10.16, the benefits of the optical relative navigation become 
obvious. The velocity estimation accuracy is five times better than the requirement, i.e. around 
20 mm/s. The position estimation error is also slightly improved, but its radial component is still too 
high in order to ensure a soft landing. 
Table 10.16: Final and Cumulative Estimation Error With 
Star-Tracker, Absolute and Relative Optical Updates 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 8.72 × 10−4 rad 1.25 rad.s 
Velocity Estimation Error 
Norm 19.7 mm/s 5380 m 
Radial 18.5 mm/s  
Transverse 0.320 mm/s 
Normal 6.73 mm/s 
Position Estimation Error 
Norm 13.5 m 6250 km.s 
Radial 5.01 m  
Transverse 13.6 m 
Normal 7.24 m 
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10.6.3. Star Tracker, Altimeter, Absolute and Relative Optical Measurements 







Figure 10.32: Estimation Error Versus Time With Star-tracker, Absolute and Relative 
Optical, Altimeters Updates (a) Attitude Quaternion (b) Velocity (c) Position 
The final and the cumulative errors are presented in Table 10.17. The impact of the altimeter on the 
navigation accuracy happens late in the descent since it is activated at about 2 km of altitude. The 
velocity estimation error decreases considerably to 8.26 mm/s. It is well known that a good altitude 
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knowledge increases the estimation accuracy of the velocity using relative optical measurements. The 
direction of the velocity vector is measured from the image processing information while its 
magnitude is resolved from the vehicle altitude knowledge. The position estimation is also 
significantly improved by the altimeter measurement updates. This improvement is not only on the 
radial component of the error, but also along the transverse and the normal axes. By using the 
approach described in Section 8.9, the position of the spacecraft becomes dynamically observable 
through a sequence of altimeter measurements. In fact, the navigation filter is able to estimate the 
vehicle position from several altimeter measurements taken at different locations and an on-board 
digital model of the terrain topography. However, the convergence of the position is not guaranteed. 
It works better with rough terrain topography (it is the case in the vicinity of the Malapert’s peak). 
The on-board DEM must also have good resolution (25 m/pixel) and accuracy (1 m). The position 
knowledge error must be small enough to get an estimated surface mean plane representative of the 
surface pointed by the altimeter. In the case where the position estimation does not converge, the 
radial error will be well estimated and the errors on other axes will remain in the same order of 
magnitude as those obtained in Section 10.6.2. In other words, the navigation requirements will still 
be fulfilled and the vehicle will land safely. 
Table 10.17: Final and Cumulative Estimation Error With Star-Tracker, Altimeter, Absolute and Relative 
Optical Updates 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 8.88 × 10−4 rad 1.25 rad.s 
Velocity Estimation Error 
Norm 8.26 mm/s 5380 m 
Radial 2.33 mm/s  
Transverse 5.30 mm/s 
Normal 5.91 mm/s 
Position Estimation Error 
Norm 0.745 m 6250 km.s 
Radial 0.0211 m  
Transverse 0.522 m 
Normal 0.532 m 
10.7. Estimator Implementation Architecture 
In chapter 9, several estimator implementation architectures have been presented. Until now, only 
the performance of the coupled architecture using sequential measurement updates has been 
demonstrated. In this section, two other implementation strategies are experimented, i.e. decoupled 
and the decentralized architectures. 
10.7.1. Decoupled Architecture 
In this architecture, the estimation of the translational and the attitude states are split into two 
separated filters. Information is exchanged between both filters. The translational estimator fuses 
the accelerometer, the optical as well as the altimeter measurements while the attitude estimator 
356 CHAPITRE 10: Validation With Numerical Simulations 
 
 
processes the gyroscope and the star-tracker measurements. The decoupled architecture has the 
advantage of being more computationally efficient. In fact, the computational complexity of a Kalman 
filter is super linear with the number of states. It is then more efficient to split the estimation of a 
state vector into several smaller filters. In addition, the attitude and the translational filters can be 
run on separate processors. The software is also more modular. For instance, an attitude estimator 
developed for an Earth observation satellite can be reused for the lunar landing mission without any 
modification (except for the tuning of the noise covariance matrices) and vice versa. The advantages 
of the decoupled architecture have a cost. The correlation between the attitude and translational 
states does not exist anymore. Consequently, the optical and the altimeter measurements do not 
provide any insight about the attitude of the vehicle. However, this should not have a significant 
impact on the system performance. As explained in Chapter 9, the cross correlation between the 
translational and the attitude states comes mainly from the optical measurements (the optical 
measurement models couple both attitude and position states of the vehicle). Since the attitude 
information brought by the star tracker is significantly more accurate than the one brought by the 
optical measurements, the filter decreases naturally the cross covariance between the attitude and 
the translational states which decreases the importance of the optical measurements on the attitude 
estimate. In practice, the cross covariance becomes almost zero.  
The attitude quaternion, the position and velocity estimation errors of the decoupled architecture 
are shown below:  









Figure 10.33: Estimation Error Versus Time With Decoupled 
Architecture (a) Attitude Quaternion (b) Velocity (c) Position 
The final and the cumulative errors are shown in Table 10.18. The estimation errors of the decoupled 
architecture are similar to the results presented in Section 10.6.3. The decoupled architecture is then 
an advantageous implementation strategy for the problem studied in this work.  
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Table 10.18: Final and Cumulative Estimation Error With Decoupled Architecture 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 4.26 × 10−4 rad 1.22 rad.s 
Velocity Estimation Error 
Norm 12.9 mm/s 5390 m 
Radial 8.82 mm/s  
Transverse 4.16 mm/s 
Normal 8.44 mm/s 
Position Estimation Error 
Norm 3.54 m 6250 km.s 
Radial 0.157 m  
Transverse 1.58 m 
Normal 3.17 m 
10.7.2. Decentralized Architecture 
This section presents the navigation accuracy of the decentralized architecture. The estimations of 
the attitude and translational states are still decoupled. However, the estimation of the translational 
states of the spacecraft is decentralized into two filters. The first filter fuses the optical and the 
accelerometer measurements while the second only processes the accelerometer and the altimeter 
measurements. Both filters estimate the same states except that the state vector of the second filter 
is not augmented with a history of the past vehicle poses. The estimation of both filters is kept 
synchronized using the state error and covariance information approach generalised by the 
candidate. The decentralized implementation of the proposed vision-based navigation system was 
described in detail in Section 9.5. The position and velocity estimation errors are given in Figure 
10.34. It is noted that the attitude estimation error is not reported here since it is done using the 
same algorithm as the one used to generate the results presented in Section 10.7.1.  







Figure 10.34: Estimation Error Versus Time With Decentralized Architecture (a) Velocity (b) Position 
The final and the cumulative navigation errors are listed in Table 10.19. Despite the fact that the 
decentralized is near optimal when the state vectors of the local filters are augmented with different 
states, it gives almost the same level of performance as the centralized version. In addition, it eases 
the fusion of the existing navigation systems designed to work independently. The implementation of 
the navigation algorithm can be easily parallelizable on several processors. It increases the robustness 
to failure. More details about the advantages of this strategy have been given in Chapter 9. 
Table 10.19: Final and Cumulative Estimation Error With Decoupled Architecture 
Performance Metrics Final Value  Cumulative 
Velocity Estimation Error 
Norm 13.7 mm/s 5390 m 
Radial 9.53 mm/s  
Transverse 5.29 mm/s 
Normal 8.29 m/s 
Position Estimation Error 
Norm 3.67 m 6250 km.s 
Radial 0.166 m  
Transverse 1.49 m 
Normal 3.35 m 
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10.8. Closed-Loop Simulations With Image Processing 
In this experiment, the vehicle control loop is closed on the state estimates provided by the proposed 
vision-based navigation system. In addition, the functional image processing is enabled. The images 
are generated during the simulation using the PANGU surface models and camera models described 
in Sections 10.1.2 and 10.1.3. There is currently no scientific publication that demonstrates the 
performance of the vision-based navigation for the lunar landing mission using end-to-end and high-
fidelity simulations. The result presented in the section is then an important practical contribution of 
this work. The simulation conditions are presented in Table 10.20. 
Table 10.20: Closed-loop Simulation Conditions 
Parameters Values 
Duration 4500 s 
Start \ Stop Altitude 100 km \ 10 m 
Initial Navigation 
Error 
Initial Position Error √3 km 
Initial Velocity Error √3 m/s 
Initial Attitude Error 5√3 × 10−4 rad 
Harris Corner 
Tracking 
Number of Tracked Features 30 
Processing Rate 10 Hz 
Processing Delay 0.1 s 
Crater Detection 
and Matching 
Processing Rate 1/15 Hz 
Processing Delay 15 s 
Maximum Number of Matched Craters (only the 
best matched crater candidates are kept) 
10 
Vertical and Horizontal Map-Tie Errors 25 and 50 m 
The attitude, the velocity and the position errors as a function of time are shown in Figure 10.35.  









Figure 10.35: Estimation Error Versus Time in Closed Loop 
(a) Attitude Quaternion (b) Velocity (c) Position 
The final and the cumulative errors are given in Table 10.21. By comparing these results to those 
obtained in open loop and using the behavioural camera and image processing models, one could 
notice a degradation of the performance. This can be explained by several factors. The main factor 
impacting the performance is the coupling between the estimation error and the behaviour of the 
spacecraft. The optical relative navigation is particularly sensitive to this coupling. In fact, the 
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guidance and the control algorithms use the estimated states of the vehicle to track the desired 
landing trajectory. Consequently, quick changes or errors in the state estimates induce unnecessary 
maneuvers which increase the magnitude and the rate of the vehicle motion. This phenomenon 
degrades the quality of the image (more blur), decreases the performance of the image processing 
(feature harder to track given the large distance between consecutive images) and reduces the 
observability of the vehicle velocity magnitude (dynamical observation of the states is typically less 
accurate when the states of the system as well as the sensor measurements change quickly). The 
system can even become instable if the navigation algorithm is not carefully tuned. The second factor 
degrading the performance is the non-Gaussian nature of the noise. The behavioural camera model 
and image processing is a stochastic representation of the behavioural of the functional models 
assuming that all noise sources are Gaussian. By design, the Kalman filter is more accurate with 
perfect Gaussian noise and this approximation does not always hold in practice. The third and last 
factor is the presence of not-modelled disturbances in the camera and image processing behavioural 
models. Despite the fact that significant margins have been considered to configure the behavioral 
models, it is likely that they do not behave exactly as the functional ones.  
The overall performance of the system still fulfills the navigation requirements of 100 m in position 
and 0.25 m/s in velocity with comfortable margins. In fact, the position error is as low as 12.5 m and 
the velocity error is about 71.6 mm/s. 
Table 10.21: Final and Cumulative Estimation Error in Closed Loop 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 4.30 × 10−4 rad 1.22 rad.s 
Velocity Estimation Error 
Norm 71.6 mm/s 6463 m 
Radial 29.1 mm/s  
Transverse 38.1 mm/s 
Normal 53.2 mm/s 
Position Estimation Error 
Norm 12.5 m 6964 km.s 
Radial 0.448 m  
Transverse 8.20 m 
Normal 9.38 m 
It is also interesting to look at the performance of the crater detection and matching during the 
landing. The performance of the absolute image processing is summarized in Table 10.22. The 
matching rate is around 72.5 % which is relatively high considering the alteration added to the 
images (no crater has been matched in only two images over a total of 157). The false matching rate 
is as low as 0.782 %. The crater detection accuracy stays around 1.31 pixel.  
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Table 10.22: Crater Detection and Matching Performance 
Performance Metrics Values 
Detection Rate 75.2 % 
Match Rate 72.5 % 
False Detection Rate 13.6 % 
False Match Rate 0.782 % 
Crater Detection 
Accuracy 
Center Coordinates 1.31 pixels 
Radius 0.986 pixel 
10.9. Summary 
This chapter has presented several simulation-based experiments demonstrating the performance of 
the proposed navigation system. Here are the main conclusions: 
 The robustness of the crater detection and matching is compatible and even superior to the 
mission constraints. In optimal operational conditions, around 80 % of the crater are detected 
and the false match rate is maintained around 1 %. 
 The Harris corners are tracked with an accuracy of 0.06 pixel per image. This algorithm has a false 
track probability lower than 1 %. This level of performance is more than enough to fulfill the 
velocity estimation accuracy requirement. 
 The performance of three relative optical navigation approaches has been compared. It has been 
demonstrated that the technique based on the epipolar constraint (proposed by the candidate) 
has the same level of performance as that of the pseudo-absolute measurement and the feature 
line-of-sight estimation approaches with reduced implementation and computational 
complexities. 
 The performance of the tight and the loose optical measurement couplings has been assessed. 
The loose coupling shows a reduced level of robustness against the measurement outliers. It also 
requires a least-square minimization algorithm adding complexity to the image processing. 
 The performance gain brought by each navigation sensor has been demonstrated. The star 
tracker ensures a good knowledge of the spacecraft attitude during the mission. The optical 
absolute measurements are required to get meter-level landing accuracy. The optical relative 
measurements are crucial to get a millimetre-level accuracy estimation of the velocity. The 
altimeter is used to reduce the radial position estimation error. Both optical relative and 
altimeter measurements are required to ensure a soft landing while the optical absolute 
measurements are crucial to achieve pin-point landing. 
 The coupled and the decoupled architectures have been compared. In the decoupled 
architecture, the estimation of the attitude and of the translational states is done by two filters. 
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Despite the sub-optimality of this architecture, it gives the same level of performance with a 
reduced computational complexity.  
 The translational filter of the decoupled architecture has been implemented using the 
decentralized architecture. It has been also demonstrated that this architecture is near-optimal, 
but performs well for the navigation problem studied in this thesis. 
 Finally, the complete vision-based navigation system has been validated using end-to-end and 
high-fidelity simulations. The navigation algorithm was used in closed loop and the functional 
image processing was enabled. It has been shown that the final attitude, position and velocity 
errors are respectively 4.30 × 10−4 rad, 12.5 m and 71.6 mm/s. This work is the first scientific 
publication presenting the performance assessment of a vision-based navigation system using 
end-to-end, high-fidelity simulations. 
  
CHAPTER 11 
11. Validation in Real Time With Hardware in the Loop 
Computer simulations are very useful to get a good picture of the performance of guidance, control 
and navigation algorithms. However, it has an important limitation. It is often difficult to model 
accurately the behaviour of the sensors. It is especially the case for cameras. In fact, its behaviour is 
so complex that it can be hardly fully described mathematically. It can also happen that the modelling 
of some phenomena such as camera image generation from a scene and lens distortions, increases 
the computational complexity so significantly that the simulation time becomes unpractical, let alone 
being in real time. It is why the validation using real sensor data is so important to increase the 
technology readiness level of the proposed vision-based navigation system. In this sense, this chapter 
presents the qualitative performance of the crater detection algorithm using real images gathered 
during lunar exploration missions (Apollo and Lunar Reconnaissance Orbiter). The performance of the 
proposed vision-based navigation is also assessed using real-time and hardware-in-the-loop 
laboratory experiments. This simulation focuses on only a part of the descent trajectory, i.e. where 
the crater detection and matching, the IMU and the star tracker are in operation. In order to do so, a 
camera is installed on a 6-DOF robot moving along a rail. The camera is pointed toward a cratered 
lunar surface mock-up. The robot mimics the behaviour of the landing vehicle. The crater detection 
and matching algorithm processes the camera images in real time. The optical absolute information is 
then sent to the vision-based estimator. Other sensor measurements are simulated from the robot 
encoder measurements. The laboratory deployment of the proposed navigation system is an 
important practical innovation of this research. It is, to the author’s knowledge, the first time that 
such experiments are presented. 
11.1. Real Images 
In this experiment, real images of the lunar surface, taken during the Apollo missions and by the 
Lunar Reconnaissance Orbiter (LRO), are used to demonstrate the performance of the proposed 
crater detection algorithm. Examples of results are shown in Figure 11.1: 







Figure 11.1: Real Moon Image (a) Low-Resolution Images from Apollo 
Missions (25 m/pixel) (b) High Resolution Image (1 m/pixel) from LRO 
The top images have been taken during the Apollo missions and have a resolution of about 
25 m/pixel while the bottom images have been acquired by LRO and have resolution of about 
1 m/pixel. The yellow ellipses and the x marks correspond respectively to the rim and to the center 
coordinates of the detected craters. The craters are numbered according to their degree of similarity 
with the on-board crater mathematical model. The crater numbered by 0 is the detected crater that 
better fits with the on-board mathematical crater model. The one numbered by 1 has the second 
highest quality and so on. One could notice that almost all large craters in the images have been 
detected. The detection rate is more than enough to ensure a reliable matching considering that only 
the large crater would be stored in an on-board geo-referenced database and as little as three 
matched craters are sufficient to fully observe the spacecraft position and attitude. The proposed 
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various types of terrain and is robust to image noise. However, shallow and old craters are hardly 
detected especially under high Sun elevation angles. 
11.2. Laboratory Experiments 
Laboratory experiments aim at validating the proposed vision-based navigation system using the 
Landing Dynamics Test Facility (LDTF) of NGC Aerospace Ltd. 
This facility enables the testing of spacecraft Guidance, Control and Navigation (GNC) algorithms at 
low cost, in real time, with flight-like hardware [185, 186]. For the lunar landing mission, the test 
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A VDS VOSSKUHLER (CCD-1020) camera is installed on the wrist of a six Degree-of-Freedom (DOF) 
industrial KUKA robot travelling on a rail parallel to a lunar surface mock-up fixed on the wall. The 
camera characteristics have been presented in Section 4.6.2. The camera provides 1024 × 1024 
images at 10 Hz and its integration period is set to 50 ms. The camera is equipped with a high-quality 
NIKON lens (NIKKOR AF-S DX 10-24) offering low distortion characteristics and a field of view of 
30 deg. The position and orientation of the camera with respect to the robot wrist, its intrinsic 
parameters as well as the lens distortion coefficients have been identified using a checkerboard panel 
installed at a known position in the laboratory and the OPENCV calibration library [187]. 
The surface has been built from a part of the Moon South Pole Digital Elevation Map (DEM) obtained 
from the Kaguya mission flight data. The lunar surface mock-up has been manufactured using a 
Computer Numeric Control (CNC) machine. Its scale factor is 11120:1 and the surface dimension is 
3.6 x 15.8 m. Given the low resolution of the Kaguya DEM, artificially generated craters have been 
added for the purposes of the test. The position of the surface in the laboratory has been accurately 
measured using a LIDAR. Consequently, the position of each crater of the mock-up can be 
determined. This information is useful to build the crater database or quantify the performance of 
the image processing software. The mock-up is lit by 12 kW FRESNEL spotlights simulating a Sun 
elevation of 10 deg. 
The vision computer, running the crater detection and matching algorithm, is installed on the robot 
base. It is equipped with a Camera Link frame grabber. It also performs a 2 × 2 binning of the images. 
The images sent to the crater detection and matching have then a dimension of 512 × 512 pixels. An 
image is processed every 5 seconds. The control computer implements the proposed vision-based 
state estimator and controls the motion of the robot based on a high-fidelity model of the landing 
vehicle. This control computer also simulates the IMU and the star tracker measurements. It is noted 
that a real IMU is available in the facility. However, the candidate deliberately decided to not use it 
since it would have unfairly degraded the performance of the navigation filter. In fact, the 
measurement noise of the accelerometer cannot be adjusted to the required scale of the facility. In 
addition, it is hard to accurately cancel the contribution of the Earth gravity in the accelerometer 
measurements to simulate free-fall conditions. Moreover, the quantification noise of the available 
gyroscope is considerably higher than the one targeted for the mission. The vision and control 
computer are powered by Intel-i7 processors and real-time Linux.  
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The vision and the control computers exchange information over Ethernet. The vision-based state 
estimator is implemented in MATLAB/SIMULINK, autocoded in C and wrapped into a real-time POSIX 
thread. The attitude state estimation and the translation state estimation are coupled. The sensors 
and the optical measurements are processed sequentially. The crater detection and matching 
algorithm is coded in C using an image processing library developed by the candidate. 
The laboratory experiment conditions are listed in the table below: 
Table 11.23: Laboratory Experiment Conditions 
Parameters Values 
Duration 95 s 
Altitude 40 km 
Initial Position Error 2√3 km 
Initial Velocity Error 0 m/s 
Initial Attitude Error 5 × 10−3 deg 
Maximum Number of Matched Craters 
(only the 10 best matched crater 
candidates are kept) 
10 
Vertical and Horizontal Map-Tie Errors 0 m 
It is important to understand that the altitude of the vehicle as well as the initial position error is 
scaled to the laboratory scale. A part of 100 s of the descent orbit phase (40 km of altitude) is 
simulated. No map-tie error is added to the crater database since it is already included in the surface 
mock-up manufacturing and localisation errors. The initial position knowledge error is 2√3 km. Figure 
11.3 shows the position and the attitude navigation errors. It is noted that the ground-truth vehicle 
states have been derived from the robot encoders measurements. 
  
 (a) (b) 
Figure 11.3: Estimation Error Versus Time Obtained during the 
Laboratory Experiment (a) Attitude Quaternion (b) Position 
The final and the cumulative errors are listed in Table 11.24. This real-time and hardware-in-the-loop 
experiment shows that the proposed navigation system is able to recover from an initial error as high 
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as 2√3 km with few optical absolute measurements. After 100 s, the magnitude of the position error 
is below 100 m. The attitude estimation error is maintained at the star-tracker noise level. This level 
of performance is similar to that obtained using software simulations presented in Chapter 10. 
Table 11.24: Final and Cumulative Estimation Error during the Laboratory Experiment 
Performance Metrics Final Value  Cumulative 
Quaternion Estimation Error 4.01 × 10−4 rad 0.0372 rad.s 
Position Estimation Error 94.9 m 242 m.s 
An example of the outputs provided by the crater detection and matching algorithm is shown in 
Figure 11.4.  
 
Figure 11.4 Crater Detection and Matching Result Obtained during 
the Laboratory Experiment 
Again, the ellipses and the x marks show the craters detected by the image processing. The green 
craters have been correctly detected and matched, while the cyan craters correspond to the false 
matches rejected by the matching algorithm. In this image, there are no falsely matched craters. The 
image processing performance for the entire simulation is presented in Table 10.2. Except for the 
accuracy of the crater detection, the proposed algorithm maintains its performance under flight-like 
operating conditions, i.e. realistic lunar surface, image noise, blur and residual camera calibration 
error. The degradation of the crater detection accuracy can be explained by the mock-up 
manufacturing and calibration errors (localization of the mock-up in the laboratory reference frame). 
It is important to understand that the crater detection error is computed from the real localization of 
the crater over the surface. Consequently, if the crater position is erroneous, the detection accuracy 









































False detection, no match
Good detection, good match
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Table 11.25: Crater Detection and Matching Performance Obtained 
during the Laboratory Experiment 
Performance Metrics Values 
Detection Rate 88.0 % 
Match Rate 83.0 % 
False Detection Rate 7.00 % 
False Match Rate 0.15 % 
Crater Detection 
Accuracy 
Center Coordinates 2.50 pixels 
Radius 0.710 pixel 
11.3. Summary 
In this chapter, the candidate has presented the results of the experiments conducted with real 
surface imagery gathered during the Apollo mission and by LRO. These results qualitatively 
demonstrate the robustness of the crater detection in real-life conditions. They also show that the 
detection rate is high enough to guarantee the observability of the landing vehicle position.  
The candidate also described how the laboratory validation of the proposed vision-based navigation 
system has been done. Hardware-in-the-loop and real-time experiment shows that the navigation 
error can be reduced from 2√3 km to 94.9 m using the star-tracker, the IMU and the optical absolute 
measurements during the descent orbit. This performance level is compatible with the lunar scenario 
requirements. It is also similar to the results obtained with software simulations. The laboratory work 
has then given credibility to the navigation system performance assessment obtained with software 
simulations. To the author’s knowledge, it is the first time that laboratory experiments have been 




VI. DISCUSSION AND CONCLUSION 
  
CHAPITRE 12 
12. Discussion et conclusion 
L’objectif principal de ce travail de recherche est de développer un système de navigation basé vision 
précis, robuste, autonome et efficace en termes de charge de calcul. Ce système doit fournir une 
estimation de la position absolue du véhicule ainsi que sa vitesse relative à la surface lors des 
manœuvres de proximité d’une mission d’exploration lunaire (pendant la phase orbitale et pendant 
la séquence d’atterrissage). Le développement de cette technologie est basé sur les critères suivants : 
 Le système de navigation doit être capable d’estimer la position horizontale, la position 
verticale ainsi que la vitesse du véhicule avec une précision de 100 m, quelques dixièmes de 
mètre et 0.25 m/s respectivement lorsque celui-ci touche le sol. 
 Le système de navigation doit être autonome, c’est-à-dire qu’il doit fonctionner sans aucune 
intervention humaine. 
 La charge de calcul de l’algorithme proposé doit être compatible avec les ordinateurs de vol 
disponibles actuellement sur le marché. 
 Le système proposé doit être robuste, c’est-à-dire qu’il doit fonctionner pour une grande 
variété de surfaces, pour des conditions lumineuses variées, pour différents angles de vue de 
caméra et sur une grande plage d’altitudes. 
Une revue de la littérature touchant les systèmes de navigation basés vision a été présentée au 
Chapitre 2. Ce travail a permis d’établir les déficiences des technologies existantes et d’identifier les 
objectifs secondaires de cette thèse. Ces aspects ont été présentés au Chapitre 3. Les objectifs 
secondaires sont organisés en quatre catégories : la définition du scénario de mission, l’algorithme de 
traitement d’images, l’estimateur d’états ainsi que les méthodes de validation du système de 
navigation.  
Ce chapitre présente un résumé de la façon dont chacun de ces objectifs secondaires ont été 
rencontrés. Il souligne aussi les contributions théoriques et pratiques de cette thèse. Il se termine par 
quelques idées de travaux futurs.  
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12.1. Définition du scénario de mission 
Dans le Chapitre 4, le candidat a proposé l’utilisation d’un ensemble de capteurs composé d’une 
centrale inertielle YG9666N manufacturée par Honeywell, d’un altimètre AVN-353, d’un détecteur 
d’étoiles ASTRO-APS ainsi que d’une caméra construite autour d’un dispositif à transfert de charges 
TH7888. Les caractéristiques de ces capteurs sont compatibles avec les requis de la mission 
d’alunissage. 
Le candidat a aussi répondu à une question non résolue jusqu’à ce jour, c’est-à-dire quand dans la 
séquence d’alunissage chacun de ces capteurs doivent être utilisés. La centrale inertielle est utilisée 
pendant toute la durée de la mission. L’altimètre est utilisé aussitôt que l’altitude du véhicule devient 
compatible avec sa plage de fonctionnement (autour de 2 km d’altitude). Le détecteur d’étoiles est 
utilisé quand les propulseurs sont désactivés. En fait, les vibrations provoquées par les propulseurs 
risquent d’interférer avec l’opération du détecteur d’étoiles. Celui-ci pourrait cesser de fonctionner 
ou fournir des performances significativement dégradées. Cette dégradation de performance difficile 
à quantifier est supposée supérieure à celle observée en propageant l’orientation à partir des 
mesures du gyroscope. L’algorithme de détection et d’appariement de cratères est activé à 50 km 
d’altitude jusqu’à 1.5 km. À plus haute altitude, la résolution des images devient si basse que les 
mesures optiques absolues deviennent imprécises. Il devient alors inutile de les fusionner avec les 
données de la centrale inertielle. De plus, une connaissance précise de la position du véhicule n’est 
pas nécessaire au début de l’orbite de descente (elle devient par contre critique avant 
d’entreprendre la descente propulsée). À plus basse altitude, l’algorithme de détection ne voit 
seulement que les cratères de faibles rayons. Ce type de cratères n’est pas répertorié dans la base de 
données embarquées, car celle-ci est construite à partir d’images et de modèles d’élévation de la 
Lune actuellement disponibles, c’est-à-dire de faible résolution. Le suivi de points de repère est 
démarré à une altitude de 25 km jusqu’à la descente finale. Comme mentionné dans le Chapitre 4, il 
est préférable d’activer la navigation relative avec une bonne connaissance de l’altitude. De surcroit, 
elle requière des images avec une résolution suffisamment élevée pour fournir une estimation plus 
précise que celle obtenue par la simple intégration des mesures de l’accéléromètre. Cette séquence 
d’activation des capteurs a été présentée par le candidat dans les publications suivantes [177, 188, 
189].  
Les simulations présentées dans le Chapitre 10 ont montré que tous les capteurs sont cruciaux pour 
permettre un alunissage de haute précision et en douceur. En fait, le détecteur d’étoiles fournit une 
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estimation précise de l’orientation du véhicule, laquelle est requise pour orienter les propulseurs 
dans la bonne direction et pour contrôler la trajectoire du véhicule. Ce capteur augmente aussi la 
robustesse de l’algorithme de détection et d’appariement de cratères ainsi que la précision de la 
propagation de la position du véhicule en utilisant les mesures d’accélération. L’altimètre fournit une 
estimation précise de l’altitude du véhicule relativement à la surface. Cette information est 
nécessaire pour les manœuvres à proximité du sol lunaire. De plus, une bonne connaissance de 
l’altitude améliore grandement la précision de l’estimation en vitesse possible grâce aux mesures 
fournies par l’algorithme de suivi de points d’intérêt. Il faut se rappeler que la navigation relative ne 
permet pas d’observer la vitesse du véhicule, mais seulement sa direction. Une mesure externe 
d’altitude est nécessaire pour observer sa norme. La navigation relative permet d’obtenir une bonne 
connaissance de la vitesse horizontale du véhicule. Cet estimé est important, car la vitesse 
horizontale du véhicule doit être annulée par l’action des propulseurs pour assurer un atterrissage en 
douceur. Finalement, la navigation absolue est essentielle pour assurer un atterrissage avec une 
précision de 100 m. 
12.2. Traitement d’images 
Dans le Chapitre 2, deux catégories d’algorithmes de traitement d’images pour la navigation absolue 
ont été présentées. La première repose sur les points d’intérêt locaux (coins, aspérités, taches) tandis 
que la seconde catégorie utilise les points d’intérêt globaux (cratères). Une revue détaillée de ces 
algorithmes a été présentée. Celle-ci était étayée d’images issues de l’implémentation complète des 
algorithmes. Quatre algorithmes de traitement d’images basés sur les points d’intérêt locaux ont été 
étudiés : Visinav, SURF/SIFT, LandStel ainsi qu’une technique d’estimation et d’appariement de la 
structure de la scène. Les algorithmes basés sur les cratères ont été organisés en trois catégories, 
c’est-à-dire la détection de cratères basée sur les contours des images, sur les segments de l’image 
ou sur la transformée de Hough. 
Dans le Chapitre 5, le candidat a établi que les cratères sont les points d’intérêt les plus appropriés 
étant donné leur abondance sur la surface lunaire, l’invariance de l’algorithme de détection à l’azimut 
de la source lumineuse ainsi que la faible charge de calcul de l’algorithme d’appariement des cratères 
détectés avec ceux de la base de données. De plus, le candidat a identifié que la détection de cratères 
utilisant les segments de l’image est prometteuse, car cette technique a une faible charge de calculs 
comparativement aux autres et offre un taux de détection raisonnablement élevé. Cependant, les 
approches existantes utilisant ce principe possèdent certaines lacunes. Premièrement, elles 
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présentent un manque de robustesse quand les images sont prises lorsque le Soleil se trouve à des 
élévations extrêmes, c’est-à-dire lorsque les parties ombragées ou illuminées des cratères sont très 
grandes et se fusionnent avec d’autres segments de l’image générés par d’autres entités 
géographiques. Cet aspect a été amélioré par le candidat en introduisant la segmentation d’image 
basée sur le regroupement de l’intensité des pixels k-moyennes adaptatif et sur la réponse des 
contours de l’image, la détection des objets convexes basée sur la détermination hiérarchique des 
bassins versants ainsi que le pairage optimal des objets ombragés et illuminés. Les méthodes 
existantes utilisant la segmentation ont aussi une précision de détection limitée lorsque la forme des 
parties illuminées et ombragées des cratères n’est pas parfaite. La solution proposée par le candidat 
pour résoudre ce problème consiste à utiliser l’algorithme de Welzl pour calculer les paramètres de 
l’ellipse renfermant tous les pixels des objets appartenant au même cratère au lieu d’utiliser leurs 
premier et second moments géométriques. Cet algorithme est aussi augmenté d’une phase de 
raffinement des paramètres de l’ellipse basée sur le gradient de l’intensité des pixels de l’image. 
Dans le Chapitre 2, plusieurs algorithmes existants d’appariement de cratères ont été présentés. Ces 
approches ont été organisées en trois catégories. La première comprend les techniques utilisant les 
paramètres relatifs entre les paires de cratères. La seconde catégorie regroupe les techniques 
utilisant une image vectorielle rectifiée de cratères tandis que la dernière catégorie rassemble les 
techniques basées sur une approche stochastique. Étant donnée sa robustesse aux détections 
aberrantes et son indépendance de la connaissance d’altitude du véhicule spatial, le candidat a 
proposé d’utiliser un algorithme d’appariement stochastique. Comme mentionné dans le Chapitre 5, 
la méthode stochastique proposée dans la littérature a été améliorée en contrôlant la sélection des 
candidats d’appariement selon leur cohérence géométrique avec l’estimé le plus récent de 
l’orientation et de la position du véhicule. De surcroit, à la place d’utiliser la version linéarisée de 
l’équation de projection par sténopé pour estimer au sens des moindres carrés l’erreur en position 
caméra à partir d’au moins deux observations de cratères, le modèle de projection non-linéaire est 
reformulé de manière à ce que le problème puisse être résolu sans approximation. L’algorithme 
original a aussi été modifié pour utiliser les rayons des cratères dans le but de renforcer la cohérence 
des appariements. Les algorithmes de détection et d’appariement de cratères ont été publiés par le 
candidat dans [189]. 
Pour ce qui est de l’algorithme de traitement d’images pour la navigation relative, le Chapitre 2 a 
présenté plusieurs types de points d’intérêt pouvant être suivis dans une séquence d’images. Dans le 
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Chapitre 6, le candidat a proposé d’utiliser les coins de type Harris étant donné leur efficacité en 
termes de charge de calcul ainsi que la simplicité d’implémentation de l’algorithme permettant leur 
extraction. Pour faire le suivi de ces points d’intérêt, les algorithmes d’appariement par bloc, 
d’estimation du flux optique différentiel ainsi que l’appariement des descripteurs des types 
SIFT/SURF ont été investigués. Le candidat a choisi d’estimer les déplacements des points d’intérêt en 
utilisant une approche différentielle principalement parce qu’elle donne des trajectoires de points 
d’intérêt continues et aussi parce que cette méthode est efficace en termes de charge de calcul. Le 
logiciel de traitement d’images proposé existe déjà dans la littérature. Par contre, quelques 
améliorations ont été proposées. Premièrement, une technique basée sur la prédiction de ligne 
épipolaire a été développée pour initialiser l’algorithme d’estimation du flux optique. Deuxièmement, 
l’algorithme a aussi été amélioré pour minimiser le phénomène de l’accumulation de l’erreur de suivi 
en utilisant une technique adaptative de mise à jour du descripteur des points d’intérêt. L’expérience 
et les connaissances acquises par le candidat en navigation relative basée vision a mené à deux 
publications dans le domaine des systèmes de localisation pour astromobiles [72, 73]. 
12.3. Estimateur d’états basé vision 
Le candidat a présenté un résumé des techniques d’estimation d’états les plus répandues dans la 
littérature au Chapitre 2 de cet ouvrage. Plus précisément, cette revue a décrit les filtres de Kalman 
linéaires, les filtres de Kalman étendus, les filtres de Kalman utilisant un jeu de points appelés « sigma 
points », les filtres utilisant une mixture de distributions Gaussiennes, les filtres à particules et les 
estimateurs à horizon fini. Ce chapitre a aussi décrit comment ces techniques peuvent être utilisées 
pour résoudre les problèmes d’estimation utilisant des mesures provenant d’images. Dans le Chapitre 
7, toutes ces techniques d’estimation ont été implémentées en utilisant un système simple. Ces 
analyses ont permis de mettre en évidence les avantages et les inconvénients de chacun des 
algorithmes d’estimation considérés dans l’analyse des compromis présentés au Chapitre 8. En fait, le 
candidat a recommandé l’utilisation du filtre de Kalman étendu étant donné sa faible charge de calcul 
et l’héritage de cette technologie laissé par les missions spatiales passées. 
Plusieurs méthodes permettant de fusionner les mesures optiques relatives avec les mesures 
inertielles ont été présentées au Chapitre 2. Une première méthode consiste à augmenter le vecteur 
d’états avec une copie de la position et de l’orientation courantes du véhicule à chaque fois qu’une 
image est capturée par la caméra. Cet historique des positions et des orientations passées du 
véhicule est fixe dans le temps et seulement sa covariance croisée avec les états courants du véhicule 
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évolue. Lorsque la trace d’un point d’intérêt est perdue, la position au sol du point est estimée en 
utilisant ses coordonnées dans les images précédentes ainsi que les positions et les orientations du 
véhicule correspondantes emmagasinées dans le vecteur d’état du filtre. Cette position estimée est 
ensuite utilisée pour mettre à jour le vecteur d’états du filtre en utilisant le même modèle de mesure 
que celui utilisé pour effectuer la fusion des mesures optiques absolues. Pour fonctionner 
correctement, une technique de décorrélation est nécessaire, car la position au sol du point d’intérêt 
calculée est biaisée par l’erreur d’estimation des états du véhicule. Cette approche est appelée ici 
mise à jour « pseudo-absolue ». Plus de détails concernant cette stratégie sont donnés dans le 
Chapitre 8. Une autre approche consiste à estimer la ligne de visée des points de repère en plus des 
états du véhicule. Le candidat a présenté la dérivation de cette technique dans le Chapitre 8. Une 
formulation innovatrice utilisant l’inverse de la profondeur des points de repère a été proposée. 
Cette variante facilite l’initialisation de la ligne de visée des points repère lorsque ceux-ci sont 
nouvellement ajoutés au vecteur d’états (ajout de nouveaux points de repère pour remplacer ceux 
qui sont perdus). Une autre approche, proposée par le candidat, utilise la même stratégie 
d’augmentation des états que celle mise de l’avant dans la méthode de mise à jour pseudo-absolue. 
Cependant, chacun des points de repère est utilisé pour renforcer la contrainte épipolaire entre deux 
positions/orientations passées du véhicule. Cette méthode est simple à implémenter et nécessite 
moins de calculs que les deux approches résumées précédemment. Contrairement à la mise à jour 
pseudo-absolue, chaque mesure optique peut être fusionnée séquentiellement simplifiant 
considérablement la réjection des mesures aberrantes. En plus de cet avantage majeur, des 
simulations numériques ont démontré, dans le Chapitre 10, qu’elle donne des performances 
similaires à celles obtenues en utilisant la technique de mise à jour pseudo-absolue ou en estimant la 
ligne de visée des points de repère. La méthode de navigation relative utilisant la contrainte 
épipolaire a été publiée dans [177, 188]. 
Les mesures optiques absolues peuvent être traitées en utilisant les méthodes de couplage serré et 
lâche. La dérivation complète de ces deux techniques a été présentée au Chapitre 8. Dans le Chapitre 
10, il a été démontré que leurs performances sont similaires, mais que le couplage lâche est moins 
robuste aux mesures aberrantes (cratère incorrectement apparié). De plus, il complexifie l’algorithme 
de traitement d’images étant donné que ce dernier doit implémenter un algorithme de minimisation 
de type moindre carrés (en utilisant préférablement une approche de type consensus d'échantillons 
aléatoires) pour calculer la position de la caméra à partir des observations de cratères. 
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Il existe très peu de littérature concernant la fusion de mesures d’altitude avec celles fournies par la 
centrale inertielle. Le candidat a proposé une approche novatrice qui utilise le plan moyen de la 
surface. Elle permet d’observer dynamiquement la position du véhicule lorsque l’erreur de navigation 
est petite et lorsque la topographie du terrain est accidentée. Cette approche a été décrite dans le 
Chapitre 8 et publiée dans [188].  
Au lieu de calculer deux vecteurs à partir du quaternion mesuré par le détecteur d’étoile et d’utiliser 
ces vecteurs comme mesures pour mettre à jour l’orientation du véhicule, le candidat propose plutôt 
d’utiliser directement le quaternion mesuré en utilisant une formulation implicite du filtre de Kalman. 
Cette approche possède l’avantage d’être plus efficace en termes de charge de calcul (le résidu est un 
vecteur avec trois composantes au lieu de six). De surcroît, l’approche utilisant les deux vecteurs 
unitaires ne permet pas de modéliser le bruit de mesure de manière précise. En fait, il est supposé 
que chacune des composantes du vecteur unitaire est affectée par un bruit Gaussien indépendant. 
Or, cette hypothèse n’est pas valide étant donné qu’une des composantes du vecteur dépend des 
deux autres (la norme du vecteur est unitaire). Cette violation de la théorie de Kalman est évitée en 
utilisant la formulation proposée par le candidat. La dérivation de cette méthode a été présentée 
dans le Chapitre 8 et publiée dans [21, 73]. 
Un problème important inhérent à l’implémentation temps réel des estimateurs d’états est la gestion 
des retards de mesure. Un survol des techniques existantes a été réalisé dans le Chapitre 2. La 
première approche consiste à simplement négliger le retard. Cette méthode est sous-optimale et 
diminue considérablement la précision de l’estimation. La seconde approche est de recalculer 
l’estimé lorsque la mesure devient disponible. Évidemment, ceci est coûteux en termes de charge de 
calcul et toutes les mesures de capteurs doivent être bufferisées. La troisième technique consiste à 
faire l’extrapolation de la mesure du capteur de manière à ce qu’elle concorde avec les états du filtre. 
Cette approche est sous-optimale et fonctionne seulement pour les systèmes avec une dynamique 
lente ou lorsque le délai de mesure est petit (autrement cela peut mener à l’instabilité du filtre). La 
quatrième approche vise à augmenter le vecteur d’états avec une copie des états courants lorsque 
l’acquisition de la mesure débute. Les états augmentés sont fixés dans le temps et seulement leur 
covariance avec les états courants évolue. Lorsque la mesure devient disponible, les états augmentés 
sont utilisés dans le modèle de mesure à la place des états courants. En mettant à jour les états 
passés (lesquels concordent avec la mesure), les états courants sont aussi mis à jour à travers la 
covariance croisée. Cette approche a été utilisée pour fusionner les mesures optiques absolues et 
380 CHAPITRE 12: Discussion et conclusion 
 
 
relatives. Elle est optimale mais nécessite des états additionnels. La dernière approche consiste à 
mettre à jour les états courants du filtre en utilisant le résidu de mesure calculé à partir des états 
passés correspondant à la mesure. Le résidu est donc correctement calculé, mais il n’est pas utilisé au 
bon temps. Cette technique a été améliorée par Larsen au coût d’augmenter sa charge de calcul. 
Dans le Chapitre 8, le candidat a proposé une nouvelle technique similaire à celles utilisant 
l’extrapolation de la mesure et le résidu retardé. Elle consiste à propager les états du filtre au temps 
de la mesure pour calculer le résidu et de modifier le modèle de mesure de manière à ce qu’il inclue 
l’équation de propagation. Cette stratégie améliore considérablement la robustesse du filtre (en 
résolvant le problème d’instabilité du filtre énoncé précédemment), est presque optimale et ajoute 
très peu de calculs. Elle a été publiée dans [188]. Cette méthode a été appliquée pour traiter les 
retards de mesures introduis par le détecteur d’étoiles et l’altimètre. 
Dans le Chapitre 9, plusieurs architectures de filtres ont été décrites. La première, appelée 
architecture centralisée, est une implémentation directe des équations de Kalman. La seconde 
stratégie d’implémentation, nommée architecture séquentielle, consiste à fusionner 
séquentiellement les mesures statistiquement indépendantes. Les états et leur covariance mise à 
jour à partir de la première mesure sont réutilisés pour la prochaine mise à jour et ainsi de suite 
jusqu’à ce que toutes les mesures des capteurs soient traitées. La troisième architecture décrite dans 
ce chapitre est dite découplée. L’estimation du vecteur d’états est séparée dans plusieurs plus petits 
filtres. Les filtres s’échangent de l’information et la covariance entre leurs états est négligée. La 
dernière architecture est nommée estimation décentralisée. Elle consiste à estimer le même vecteur 
d’états à l’aide de plusieurs filtres. L’estimation de chacun des filtres est synchronisée en utilisant la 
technique basée sur les pseudo-mesures ou celle qui utilise l’erreur d’états et de covariance. Bien que 
cette stratégie d’implémentation soit moins répandue, elle est très utile. Entre autres, elle permet de 
paralléliser l’exécution de l’estimateur sur plusieurs processeurs et de fusionner l’estimation fournie 
par plusieurs filtres de navigation ensemble même s’ils ont été conçus pour fonctionner seul à 
l’origine. Elle permet aussi d’augmenter la robustesse de l’estimateur en ajoutant de la redondance 
et un second niveau de réjection des aberrations (l’estimation d’un des filtres peut être simplement 
rejetée si elle semble trop différente des autres). Jusqu’à maintenant, les vecteurs d’états des filtres 
locaux se devaient d’inclure exactement les mêmes états. Le candidat a proposé une approche pour 
généraliser la technique utilisant l’erreur d’états et de covariance lorsque le vecteur d’états des filtres 
locaux est augmenté avec des états différents. En d’autres mots, les filtres locaux ont seulement une 
partie de leur vecteur d’états en commun. Le candidat a aussi démontré mathématiquement que 
CHAPITRE 12: Discussion et conclusion 381 
 
 
cette architecture est presque optimale lorsque le bruit du procédé est petit comparativement à la 
covariance du filtre. Cette démonstration a été appuyée par des simulations numériques en utilisant 
un système simple dans le Chapitre 9 ainsi qu’avec le système de navigation basée vision dans le 
Chapitre 10. Au final, l’algorithme de navigation proposé par le candidat a été implémenté en 
exploitant plusieurs architectures. L’estimation des états d’orientation du véhicule est découplée de 
l’estimation des états de translation. L’estimateur d’orientation utilise les mesures du gyroscope et 
du détecteur d’étoiles de façon séquentielle. L’estimation des états de translation est décentralisée 
dans deux filtres. Le premier fusionne les mesures de l’accéléromètre avec celles de l’altimètre de 
façon séquentielle tandis que le deuxième fusionne les mêmes mesures d’accélération avec les 
mesures optiques. Le vecteur d’états du second filtre est augmenté avec les états passés du véhicule 
comme décrit précédemment. Les deux filtres sont maintenus synchronisés en utilisant la méthode 
basée sur l’erreur d’états et de covariance proposée par le candidat. 
12.4. Validation du système de navigation 
Plusieurs expériences ont été menées dans le but de valider le système de navigation proposé. La 
première série d’expériences a été réalisée en utilisant des simulations numériques tandis que la 
seconde série implique des tests en laboratoire. Ces expériences sont résumées dans la section qui 
suit. 
Pour les simulations numériques, à partir des modèles haute-fidélité dits « fonctionnels » (plus précis 
mais plus lourds en charge de calcul), le candidat a développé des modèles comportementaux de la 
caméra et des logiciels de traitement d’images. Ces modèles stochastiques imitent le comportement 
de ces entités. Étant donné leur faible charge de calcul, ils accélèrent les simulations ce qui rend 
possible la réalisation de campagnes Monte-Carlo. De plus, toutes les sources de bruit sont 
contrôlées par l’utilisateur. Ils facilitent donc le développement et la validation du filtre de 
navigation. Par exemple, il devient possible d’effectuer un test d’intégration de l’algorithme de 
navigation en éliminant toutes les sources de bruit. Il permet aussi d’analyser la robustesse de 
l’algorithme à un paramètre donné, comme par exemple analyser la précision en position de 
l’estimateur en fonction du bruit de détection des cratères. Le candidat a aussi développé un modèle 
sophistiqué de la surface lunaire utilisant plusieurs instances du logiciel PANGU. Ce modèle fournit 
des images synthétiques de la Lune pendant les simulations. Il rend possible l’exécution de 
simulations d’alunissage complètes en boucle fermée en utilisant la version fonctionnelle des logiciels 
de traitement d’images. Ce modèle de surface est utilisé conjointement avec un modèle de caméra 
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PANGU. Ce modèle ajoute des distorsions aux images fournies par PANGU selon les caractéristiques 
de la lentille et du dispositif à transfert de charges de la caméra. Les dérivations des modèles 
comportementaux de caméra et des logiciels de traitement d’images, du modèle de surface PANGU 
et du modèle de caméra PANGU ont été présentées dans le Chapitre 10. Tous ces modèles ont été 
déployés dans les projets « Robust Entry, Descent and Landing (REDL) » [21] et « Scalable Entry, 
Descent and Landing GNC and Avionic System Demonstrator (SAGE) » [20], c’est-à-dire deux projets 
de recherche et de développement majeurs financés par l’Agence spatiale européenne. 
Dans le Chapitre 10, la robustesse de l’algorithme de détection et d’appariement de cratères a été 
évaluée en utilisant un banc d’images synthétiques altérées avec plusieurs types de perturbations. 
Ces expériences ont démonté que l’algorithme proposé par le candidat est capable de fonctionner 
malgré 8 pixels de flou de mouvement en translation, 2.5 deg de flou de mouvement en rotation et 
3 % de flou de mouvement d’échelle. Ces niveaux de flou de mouvement sont considérablement plus 
élevés que ceux rencontrés pendant alunissage. Les expérimentations en utilisant des images 
synthétiques ont aussi démontré que l’algorithme de traitement d’images est capable de tolérer un 
ratio signal sur bruit aussi faible que 10 alors que le ratio typique pour une mission lunaire est de 50. 
La détection et l’appariement de cratères est compatible avec un angle de vue variant entre 0 et 
45 deg. Dans cet intervalle, le ratio d’appariements varie de 87 % à 78 % tandis que le ratio 
d’appariements erronés n’excède jamais 1 %. Comme déjà expliqué, un taux d’appariement aussi bas 
que 15% est encore acceptable pour la mission puisque chaque image de la surface lunaire prise 
pendant alunissage contient en moyenne 20 cratères et seulement trois cratères appariés sont 
nécessaires pour obtenir une estimation de la position et l’orientation du véhicule. L’algorithme 
proposé est aussi capable de fonctionner avec une grande plage d’élévation du Soleil. En fait, avec 
une élévation de 2.5 deg, le ratio d’appariement reste supérieur à 64 %. Il est de 58 % à 72.5 deg et 
atteint une valeur aussi élevée que 75 % lorsque l’élévation est entre 20 et 50 deg. Il est à noter que 
la robustesse de l’algorithme à l’azimut du Soleil n’a pas été vérifiée étant donné que sa performance 
n’est pas affectée par ce paramètre. En utilisant un nombre quasi-illimité d’itérations, l’algorithme 
d’appariement de cratères proposé par le candidat fonctionne indépendamment de l’erreur initiale 
de connaissance de la position du véhicule. Cependant, étant donné que le processeur embarqué a 
une puissance de calcul limitée, le taux de convergence de l’algorithme en fonction de l’erreur de 
position a été analysé avec un nombre réaliste d’itérations (25000). Cette analyse a démontré que 
pour des altitudes de 10, 15 et 50 km, l’algorithme converge pour tous les essais quand l’erreur 
initiale de position est plus petite que 5.86, 7.73 et 31.8 km respectivement ce qui est beaucoup plus 
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élevé que les conditions rencontrées dans une mission lunaire. La charge de calcul de l’algorithme de 
détection et d’appariement de cratères a aussi été vérifiée. En supposant qu’un processeur 
embarqué qualifié spatial typique offre une performance de 1800 DMIPS, l’implémentation 
embarquée de l’algorithme traiterait une image en moins de 15 s (4.02 s en moyenne et 13.7 s dans 
le pire cas). 
Le Chapitre 10 a aussi présenté les performances de l’algorithme de suivi des points de repère 
proposé par le candidat. En fait, il a été démontré que l’erreur de suivi est de 0.06 pixel en moyenne. 
La probabilité que la trajectoire d’un point de repère soit erronée ou perdue par l’algorithme est 
respectivement 0.6 et 1.5 %. Des simulations ont montré que ce niveau de performance est 
compatible avec la précision d'estimation de la vitesse requise pour la mission. 
En plus de la vérification des performances de l’algorithme de traitement d’images, le Chapitre 10 a 
aussi présenté une analyse exhaustive de la précision de l’estimateur basé vision à partir de 
simulations logicielles. Plusieurs de ces expériences ont été résumées dans la Section 12.3. Il est 
important de rappeler que le Chapitre 10 présente pour la première fois dans une publication 
scientifique des résultats d’une simulation haute-fidélité d’alunissage complète impliquant un 
système de navigation basé vision utilisé en boucle fermée. Dans cette simulation les images 
synthétiques étaient générées par le modèle de surface PANGU. De plus, chaque image était altérée 
en utilisant le modèle de caméra PANGU. Cette simulation a montré que la précision à l’alunissage du 
système de navigation proposé par le candidat est de 12.5 m en position, 71.6 mm/s en vitesse et de 
4.30 × 10−4 rad en orientation. Ce niveau de performance est bien au-delà de ce que requière la 
mission, c’est-à-dire 100 m en position et 0.25 m/s en vitesse. L’algorithme de détection et 
d’appariement de cratères a aussi surpassé les attentes avec un ratio d’appariements de 72.5 %, d’un 
ratio d’appariements erronés aussi bas que 0.782 % et d’une précision de détection de 1.31 pixel en 
moyenne. 
Dans le Chapitre 11, plusieurs expériences utilisant l’information de vraies caméras ont été 
présentées. Plus précisément, la performance quantitative de l’algorithme de détection de cratères a 
été vérifiée en utilisant les images prises pendant les missions Apollo et LRO. Ces expériences ont 
démontré que l’algorithme de détection de cratères est capable de fonctionner avec une grande 
variété de caractéristiques de terrain. De plus, dans toutes les images analysées, il y avait un nombre 
suffisant de cratères détectés pour assurer l’observabilité de la position du véhicule. L’algorithme 
proposé par le candidat a eu seulement quelques problèmes à détecter les très grands cratères, 
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sévèrement érodés ou mal formés. Ces résultats ont été publiés dans [189]. Des expériences en 
laboratoire ont aussi permis d’établir la performance du système de navigation en utilisant des 
mesures provenant de vrais capteurs. Dans ces expériences, une caméra était installée sur le poignet 
d’un robot industriel à six degrés de liberté se déplaçant sur un rail le long d’une maquette de la 
surface de la Lune. Cette caméra fournit des images en temps réel à l’algorithme de détection et 
d’appariement de cratères. Le robot imite le mouvement du véhicule d’alunissage pendant l’orbite de 
descente. Les mesures optiques absolues étaient fournies à l’estimateur d’états basé vision et 
fusionnées avec celles du détecteur d’étoiles et de la centrale inertielle. Après 100 s de simulation, la 
norme de l’erreur en position a été réduite de 2√3 km à 100 m. Pendant les expérimentations en 
laboratoire, le ratio d’appariements réussis et le ratio d’appariements erronés des cratères a été de 
83.0 % et 0.15 % respectivement. Ces expériences ont été publiées dans [186, 190]. 
12.5. Travaux Futurs 
Ce travail a amélioré considérablement le niveau de maturité des systèmes de navigation basés sur la 
détection et l’appariement de cratères. Par contre, il reste plusieurs étapes à franchir avant d’utiliser 
cette technologie pour l’exploration de la Lune. À court terme, l’optimisation du logiciel de détection 
et d’appariement de cratères sera poussée encore plus loin dans le but de minimiser sa charge de 
calcul. Cette tâche est dans le chemin critique du projet SAGE au cours duquel l’algorithme de 
traitement d’images pour la navigation absolue sera implémenté sur un ordinateur de vol. La 
prochaine étape sera d’effectuer la validation complète de la chaîne de navigation en utilisant les 
données de vol de la mission LRO. Ce travail devra inclure le développement d’un outil pour 
construire la base de données de cratères. Le logiciel de navigation sera aussi exécuté en boucle 
ouverte en utilisant une séquence d’images acquises par la caméra de LRO. Cet exercice sera répété à 
plusieurs endroits autour de la Lune pour confirmer la robustesse de l’algorithme aux différents types 
de terrains et de conditions d’illumination. L’algorithme de détection de cratères sera aussi adapté à 
d’autres types de missions. Par exemple, la mission RESOLVE de la National Aeronautics and Space 
Administration (NASA) planifie d’utiliser des techniques d’identification de cratères pour estimer la 
position d’un astromobile sur la Lune. L’algorithme de détection de cratères devra être modifié 
considérablement pour fonctionner avec des prises de vue très inclinées (les images de la surface 
lunaires seront prises à quelques mètres au-dessus de la surface et la caméra sera pointée vers 
l’horizon).   




12. Discussion and Conclusion 
The main objective of this study is to develop an accurate, robust, autonomous and computationally 
efficient vision-based navigation algorithm that provides absolute position and surface-relative 
velocity estimates during the proximity operations of a lunar landing mission (orbiting phase and 
landing phase). The main design requirements are: 
 The navigation system must be capable of estimating the horizontal position, the vertical 
position and the velocity of the landing vehicle with an accuracy of 100 m, a few tens of meter 
and 0.25 m/s respectively at touchdown. 
 The navigation system must be autonomous, i.e. it must operate without any human 
intervention. 
 It must be compatible with currently available flight computers. 
 The proposed system must be robust, i.e. it must work for a large variety of surface 
characteristics, varying lighting conditions as well as various spacecraft altitudes and camera 
viewing angles. 
From this main objective and the literature review presented in Chapter 2, the problems of the state-
of-the-art vision-based navigation system have been identified and the secondary objectives of the 
research have been stated. These aspects have been presented in the Chapter 3. The secondary 
objectives have been organized into four categories: mission definition, image processing, vision-
based state estimation and navigation system validation. This chapter presents a summary of how 
these secondary objectives have been fulfilled. It also highlights the theoretical and practical 
contributions of this work. It concludes with the identification of potential future work. 
12.1. Mission Scenario Definition 
In Chapter 4, the candidate proposes the utilisation of a sensor suite composed of a YG9666N IMU, a 
Selex AVN-353 altimeter, a ASTRO-APS star tracker and a camera built around the TH7888 Charged 
Coupled Device (CCD). The characteristics of these sensors are compatible with the mission 
requirements. The candidate addresses also an important until-now unresolved question, i.e. when 
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during the mission, each sensor must be switched on and off. The IMU is used during the entire 
landing sequence. The altimeter is used as soon as the spacecraft altitude becomes compatible with 
its maximum operational range (around 2 km of altitude). The star tracker is used when the thrusters 
are not firing. The vibrations induced by the thrusters can interfere with the operation of the star 
tracker. The anticipated degradation in the navigation performance is expected to be higher than that 
obtained with gyroscope-only attitude propagation. The crater detection and matching algorithm is 
enabled from an altitude of 50 km until 1.5 km. At higher altitude, the low resolution of the images 
makes the optical absolute measurements inaccurate. It becomes then useless to fuse them with the 
inertial sensor measurements. In addition, an accurate knowledge of the vehicle position is not 
required at the beginning of the descent orbit (however this knowledge becomes critical before 
starting the powered descent). At lower altitude, the detection algorithm sees only the craters with 
small radius. This type of craters is not listed in the on-board database, since this latter is built from 
currently available, low-resolution images and digital elevation maps of the Moon. The feature 
tracking is started at an altitude of 25 km until the terminal descent. As mentioned in Chapter 4, it is 
desirable to enable the relative navigation with good altitude knowledge. In addition, it requires high 
enough image resolution to provide an estimate more accurate than that obtainable with 
accelerometer-only propagation. This sensor enabling sequence has been presented by the candidate 
in [177, 188, 189]. The software simulations presented in Chapter 10 have shown that all sensor 
information is crucial to achieve pin-point and soft lunar landing. In fact, the star tracker provides a 
highly accurate attitude estimation which is required to orient the thrusters in the right direction. It 
also increases the robustness of the crater matching algorithm and improves the accuracy of the 
acceleration-based propagation of the vehicle position. The altimeter provides an accurate 
estimation of the surface relative vehicle altitude. This information is critical during the proximity 
operations. Moreover, a good knowledge of the altitude greatly improves the accuracy of velocity 
estimation obtained from measurements provided by the tracking algorithm. It must be remembered 
that the relative navigation does not observe the velocity of the vehicle, but only its direction. 
External altitude measurements are required to observe its norm. The relative navigation provides an 
accurate estimation of the horizontal velocity of the vehicle. This information is required since this 
velocity must be cancelled to ensure a soft landing. Finally, the absolute navigation is crucial to reach 
the landing site within 100 m.  
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12.2. Image Processing 
In Chapter 2, two categories of image processing for absolute navigation are presented. The first one 
relies on local features (corners, blobs), while the second uses global features (craters). A detailed 
review of these algorithms was presented. This review was supported by images generated from the 
full implementation of the algorithms done by the candidate. Four local-feature based algorithms 
were studied: Visinav, SURF/SIFT, LandStel and one scene structure estimation and matching 
technique. The crater detection algorithms have been organized into three categories, i.e. the crater 
detection based on the image edges, on the image segments and on the Hough transform. 
In Chapter 5, the candidate establishes that craters are the most suitable type of features for 
absolute navigation given their abundance over the lunar surface, the light-azimuth invariance of the 
detection algorithm as well as the computational efficiency of the matching algorithm. The candidate 
states that the segmentation-based crater detection is the most computationally efficient and offers 
a reasonably high detection rate. However, the existing approaches have some deficiencies. First, 
they have a lack of robustness at extreme Sun elevation i.e. when the shaded or the illuminated parts 
of the craters are very large and are fused with image segments created by other geographic entities. 
This aspect is here improved by introducing the image intensity segmentation based on adaptive 𝑘-
mean clustering and edge response, the convex object detection based on hierarchical watershed 
transform as well as the optimal shaded and illuminated object paring using a cost function. The 
state-of-the-art segmentation-based approach also has a limited accuracy when the shapes of the 
illuminated and shaded parts of the craters are not perfect. The proposed solution to solve this issue 
consists in using an algorithm that computes the parameters of the ellipse enclosing all the pixels of 
the objects belonging to the same crater (instead of the using the first and the second geometric 
moments) and to add a sub-pixel crater rim refinement step based on the image intensity gradients. 
In Chapter 2, several crater matching algorithms from the literature are described. The state-of-art 
matching approaches are organized into three categories. The first encompasses the techniques 
using relative parameters between pairs of craters. The second includes the techniques using a 
rectified crater image and the last is based on stochastic approaches. Given its robustness to outlier 
and its invariance to altitude knowledge, the candidate proposes to use a stochastic strategy. As 
mentioned in Chapter 5, the state-of-the-art stochastic crater matching techniques are improved by 
controlling the selection of the match candidates using their geometrical consistency with the current 
position and attitude vehicle estimates. In addition, instead of using a linearized version of the pin-
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hole projection model to estimate, in a least square sense, the position error of the camera from at 
least two crater observations, the nonlinear projection model is reformulated so the problem can be 
solved analytically without any approximation. The state-of-the-art algorithm is also modified to use 
the radius of the craters in order to enforce the consistency of the matches. The proposed crater 
detection and matching algorithm has been published in [189]. 
For the relative optical navigation, Chapter 2 presents several types of good features to track. In 
Chapter 6, the candidate proposes to use Harris corners given the computational efficiency and the 
implementation simplicity of the algorithm that detects this type of features in an image. To track the 
features, the block matching, the differential optical flow estimation as well as the SIFT/SURF 
descriptor matching are investigated. The candidate proposes the use of the feature displacement 
estimation using a differential approach mainly because it gives continuous tracks and it is 
computationally efficient. This state-of-the-art technique has been improved with an innovative way 
to initialize the estimation using a prediction of the epipolar line. In order to minimize the tracking 
error sum-up phenomena, the algorithm is also improved using an adaptive feature descriptor 
update scheme. The expertise developed by the candidate in the field of vision-based relative 
navigation generated two publications that brought significant advances of the theory in the field of 
rover relative localization system [72, 73]. 
The main contributions related to the image processing are summarized in Figure 12.1. The red 
blocks are the state-of-the-art approaches and the green ones show the contributions proposed by 
the candidate. 




Figure 12.1 Image Processing Theoretical Contributions 
12.3. Vision-Based State Estimation 
In Chapter 2, the candidate performs a survey of the most widespread state estimation techniques. 
More precisely, this review presents the Linear Kalman Filter (LKF), the Extended Kalman Filter (EKF), 
the Sigma Point Kalman Filter (SPKF), the Gaussian Mixture Filter (GMF), the Particle Filter (PF) and 
Receding Horizon Estimator (RHE). This chapter also explains how the basic estimation theory is 
applied to the vision-based estimation problem. In Chapter 7, all the estimation techniques are 
implemented on a simple bearing and range problem. This analysis gives useful insights into the 
estimation algorithm trade-off conducted in Chapter 8. For the particular problem of lunar landing 
localization system, the candidate recommends the use of the widespread EKF algorithm given its 
computational simplicity and its heritage from previous space missions. 
Various methods to fuse the relative optical measurements with the inertial information are 
presented in Chapter 2. A first method consists in augmenting the state vector with a copy of the 
current vehicle pose at each time a camera image is taken. This history of past vehicle poses is fixed 
in time and only its cross covariance with the current vehicle states evolves. When a feature track is 
lost, the surface position of the feature is estimated using its track measurements and the previous 
vehicle poses stored in the state vector. The estimated surface position of the feature is then used to 
update the states with the same measurement model as the one used for absolute optical updates. 
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To work properly, the pseudo-absolute measurement approach must implement a decorrelation 
technique. In fact, the estimated surface position of the feature used to update the filter is strongly 
corrupted by the state estimation error which violates the Kalman theory. More details about this 
relative optical measurement fusion strategy are given in Chapter 8. Another approach relies on the 
estimation of the tracked feature line of sight. The candidate presents the complete derivation of the 
technique in Chapter 8. An inverse depth formulation is proposed. It eases the initialization of the 
feature line-of-sight states when it is newly added to the state vector. The candidate has proposed 
another approach that uses the same state-augmentation strategy as that of the pseudo-absolute 
measurement. However, each feature measurement is used to enforce the epipolar constraint 
between past spacecraft poses. It is simple to implement and more computationally efficient than 
both state-of-the-art approaches discussed earlier. Contrary to the pseudo-absolute measurement 
update, each measurement of the feature tracks can be fused sequentially which makes the outlier 
rejection simpler. In addition to its major advantages, numerical simulations show, in Chapter 10, 
that it gives similar performance to that of the pseudo-absolute measurement and the feature line-
of-sight estimation approaches. The proposed epipolar-based relative navigation algorithm has been 
published in [177, 188]. 
The absolute optical measurements can be processed using the tight and the loose coupling 
methods. The complete derivations of both techniques are done in Chapter 8. In Chapter 10, it is 
demonstrated that the performance of both approaches is similar, but the loose coupling is less 
robust to outliers (crater false matches). In addition, it adds complexity to the image processing since 
the latter must implement a least-square minimization algorithm (with preferably a RANSAC scheme) 
to compute the camera position from crater observations. 
The literature about the fusion of the range measurements with inertial information is almost 
nonexistent. The candidate proposes an approach that uses the surface mean plane. It makes the 
vehicle position dynamically observable when the navigation error is small and when the terrain 
topography is rough. This approach is presented in Chapter 8 and in [188]. 
Instead of computing two vectors from the quaternion measured by the star tracker and using these 
vectors as measurements to update the attitude of the vehicle, the candidate rather proposes to use 
directly the measured quaternion using the implicit formulation of the Kalman filter. This approach 
has the advantage of being more computationally efficient (the size of the residue vector is three 
instead of six). In addition, the unit vector approach does not rely on mathematically elegant way to 
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model the measurement noise. In fact, it is assumed that each component of the unit vector is 
affected by an independent Gaussian noise. However, this hypothesis is not valid since one 
component of the vector depends on the other two (the norm of the vector is unity). This violation of 
the Kalman theory is avoided in the method proposed by the candidate. Its derivation is done in 
Chapter 8 and has been published in [21, 73]. 
An important problem with real-time implementation of the state estimation is to deal with 
measurement delay. A survey of existing techniques is done in Chapter 2. The first approach consists 
simply in neglecting the delay by updating the current states of the filter with the delayed 
measurements. Obviously, this strategy is not optimal and reduces the accuracy of the estimation. 
The second approach consists in recomputing the estimation over the delayed period. It is 
computationally expensive and all the required sensor information must be buffered. The third 
technique aims at extrapolating the delayed sensor measurement so it fits with the current states of 
the filter. This technique is suboptimal and works only for slow system dynamics or short delays (it 
might cause filter instability otherwise). The fourth approach consists in augmenting the state vector 
with a copy of the current states and covariance when a measurement is acquired. The augmented 
states are fixed in time and only their cross covariance with the current states evolves. When the 
measurement is available, these augmented states are used in the measurement model instead of 
the current state variables. By updating these past states (which fit with the measurement), the 
current states are also updates through the cross covariance. This approach is used to fuse the 
absolute and relative optical measurements. It is optimal, but it requires additional states (increase of 
the filter computational burden). The last approach is to update the current states of the filter using 
the residue computed from the states corresponding to the latency-lagged measurements. The 
residue is then correctly computed, but it is used at the wrong time. This suboptimal approach has 
been improved by Larsen at the cost of an additional computational complexity. In Chapter 8, the 
candidate proposes a new technique similar to the measurement extrapolation and the delayed 
residue approaches. It consists in back propagating the states of the filter at the time of the 
measurement to compute the residue and to modify the measurement model used by the filter so it 
includes the back propagation equation. The proposed approach improves the robustness of the filter 
(solves the instability problem observed with state-of-the-art measurement extrapolation technique), 
is near optimal and requires a minimum of computational burden. It has been published in [188]. This 
delay recovery technique is used to deal with the measurement delays of the star tracker and the 
altimeter. 
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In chapter 9, several filter implementation architectures are described. The first one is a direct 
implementation of the Kalman equations. It is referred to as the centralized architecture. The second 
implementation strategy is the sequential architecture. It consists in fusing sequentially the 
statistically independent measurements. The updated states and their corresponding error 
covariance obtained from the first measurement are reused to process the next and so on until all 
measurements are processed. The decoupled architecture is also described. In this architecture, the 
estimation of the state vector is split into several smaller filters. Information is exchanged between 
filter, but the cross covariance between the states of each decoupled filter is neglected. Finally, the 
decentralized architecture is derived. It consists in estimating the same state vector into several 
filters. The estimation of each filter is kept synchronized using the pseudo measurement or the state 
and covariance error information techniques. Despite the fact that this architecture is less 
widespread, it is very useful. Among others, it allows the parallelization of the estimation algorithm 
over several processors and to fuse the estimation provided by several navigation filters even if they 
have been designed to work alone. It increases the robustness of the estimator by adding redundancy 
and a second level of outlier rejection (the estimate of one of the filter can be simply rejected if it is 
too different from the other). The candidate proposes a way to generalize the error information 
approach when the state vectors of the local filters are augmented with different states. 
Consequently, the local filters have only a part of their state vector in common. The candidate also 
demonstrates mathematically that this architecture is near optimal when the process noise is small 
compared to the covariance of the states. This demonstration is supported by numerical simulations 
using the bearing and range system in Chapter 9 as well as the proposed vision-based navigation 
system in Chapter 10. In the end, the proposed navigation system is implemented by exploiting 
several architectures. The estimation of the attitude states is decoupled from the translational states. 
The attitude estimator fuses the gyroscope and the star-tracker measurements using a sequential 
approach. The estimation of the translational states is decentralized into two filters. The first filter 
fuses the accelerometer information with the altimeter measurements while the second filter fuses 
the same accelerometer measurements with the optical measurements. The state vector of the 
second filter is augmented with the past vehicle poses since it is required to process the optical 
measurements. Both filters are kept synchronized using the state and covariance error information 
approach proposed by the candidate. 
The significant advances of the state estimation theory described previous are summarized in the 
figure below:  




Figure 12.2 State Estimation Theoretical Contributions 
12.4. Navigation System Validation 
Several experiments are conducted to validate the proposed navigation system. The first series of 
experiments are done using computer simulations while the second series involve hardware-in-the-
loop tests. 
For software validations, the candidate has developed behavioural camera and image processing 
models. These stochastic models mimic the behaviour of the functional versions of the algorithms. 
Given their reduced computational burden, they speed up the simulation and make possible the 
execution of Monte-Carlo simulations. In addition, all noise sources can be controlled by the user. 
They ease then the development and the validation of the navigation filter. They also allow the 
analysis of the algorithm robustness against given parameters. The candidate also develops a 
sophisticated lunar surface model using several PANGU instances to generate synthetic images during 
the simulations. Using this approach, it is possible to run end-to-end and closed loop lunar landing 
simulations. The surface model is used in conjunction with a PANGU-based camera model. This 
camera model adds distortions to the images provided by PANGU. It models the image perturbations 
introduced by the CCD and the lens. It is parameterized from the camera characteristics. The 
derivations of the behavioural camera and image processing models, the PANGU-based lunar surface 
model as well as the PANGU camera models are presented in Chapter 10. All these models are 
deployed in the Robust Entry, Descent and Landing (REDL) study [21] and Scalable Entry, Descent and 
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Landing GNC and Avionics System Demonstrator (SAGE) study [20], i.e. two major research and 
development projects financed by ESA. 
In Chapter 10, the robustness of the crater detection and matching algorithm is assessed using a bank 
of synthetic images altered with various types of perturbations. These experiments demonstrate that 
the proposed algorithm is able to work with 8 pixels of translational motion blur, 2.5 deg of 
rotational motion blur and as large as 3 % of zooming motion blur. These motion blur levels are 
significantly higher than those encountered during the lunar landing mission. The experiments with 
synthetic images demonstrate also that the image processing can tolerate an image Signal to Noise 
Ratio (SNR) of 10. The image processing is then easy able to deal with the level of noise (SNR of 50) 
that is expected to encounter during landing mission. The crater detection and matching is 
compatible with a viewing angle varying from 0 to 45 deg. In this interval, the matching rate varies 
from 87 % to 78 % while the false match rate never exceeds 1 %. As already explained, a matching 
rate as low as 15 % still acceptable for the mission, since each image of the lunar surface gathered 
during the descent and the landing contains 20 craters on average and only three matched craters 
are required to get an estimation of the vehicle pose. The proposed algorithm is also capable to work 
under a wide range of the light elevation. In fact, at 2.5 deg of Sun elevation, the matching rate is still 
64 %. It is at 58 % at 72.5 deg and reach as high as 75 % between 20 and 50 deg. The view angle and 
light elevation robustness of the algorithm is fully compatible with the mission requirements. It is 
noted that the light azimuth robustness of the algorithm is not assessed since its performance is 
theoretically not affected by this parameter. With a theoretically-infinite number of iterations, the 
proposed crater matching algorithm is able to deal with any position error knowledge. However, 
since the on-board computational power is limited, the convergence rate of the matching algorithm 
as a function of the position error knowledge has been assessed with 25000 iterations. This analysis 
has shown that for altitudes of 10, 15 and 50 km, the crater matching algorithm converges for all 
trials when the initial position error knowledge is below 5.86, 7.73 and 31.8 km respectively which is 
significantly higher than the conditions encountered in a lunar mission. The proposed crater matching 
algorithm is then able to deal with initial position errors considerably higher than those observed 
during the mission. In practice, it converges in less than 20 iterations. The computational complexity 
of the crater detection and matching algorithm has also been verified. Assuming a typical space-
qualified computer performance of 1800 DMIPS, the on-board implementation of crater detection 
and matching algorithm would process an image in less than 15 s (4.02 s on average and 13.7 s worst 
case). 
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Chapter 10 also presents the performance assessment of the proposed tracking algorithm. The 
performance of the Harris corner tracking is assessed using the PANGU-based camera model. It is 
demonstrated that the tracking error is 0.06 pixel on average. The false track and loose track 
probabilities of the algorithm are respectively 0.6 and 1.5 %. Simulations have shown that this level 
of the performance is compatible with the velocity estimation accuracy required for the mission. 
In addition to the image processing performance assessment, Chapter 10 also presents an extended 
analysis of the vision-based state estimator accuracy through software simulations. Several of these 
experiments are already summarized above. It is important to recall that this work is the first 
scientific publication presenting the results of end-to-end, high-fidelity and closed-loop lunar landing 
simulation with vision-based navigation. In this simulation, the synthetic images are generated using 
the proposed PANGU surface model. The images are altered using the PANGU-based camera model. 
This simulation shows that the navigation accuracy of the proposed navigation system is 12.5 m in 
position, 71.6 mm/s in velocity and 4.30 × 10−4 rad in attitude at touchdown. This level of 
performance fulfills with a comfortable margin the mission requirements. The crater detection and 
matching algorithm also surpasses the expectations. In fact, the crater match rate is 72.5 % and the 
false match rate is as low as 0.782 %. The crater detection accuracy is 1.31 pixel on average. 
In Chapter 11, experiments using images from real cameras are conducted. More precisely, the 
qualitative performance of the crater detection using images gathered during the Apollo and the LRO 
missions is verified. These experiments show that the crater detection is able to work with a wide 
variety of terrain characteristics. In all analysed images, there are a sufficient number of detected 
craters to ensure the observability of the vehicle position (at least two). The proposed algorithm only 
has problem to detect large, shallow or babbly shaped craters. The results of this experiment has 
been presented in [189]. Laboratory experiments also demonstrate the performance of the 
navigation system using real sensor data. In this experiment, a camera installed on the wrist of a 
robot moving on a rail along a lunar surface mock-up provides images in real time to the crater 
detection and matching algorithm. The robot mimics the motion of the landing vehicle in the descent 
orbit phase of the mission. The optical absolute measurements are provided to the vision-based state 
estimator and fused with the star-tracker and IMU measurements. After 100 seconds of simulation, 
the magnitude of the position error was reduced to 100 m from 2√3 km. During the laboratory 
experiment, the crater match rate and the false match rate are respectively 83.0 % and 0.15 %. This 
experiment has been published in [186, 190]. 
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12.5. Summary of Publications 
The summary of the publications related to this work is presented in the table below: 




Year Brief Description Reference 
Simard Bilodeau V., Clerc 
S., Drai Rémi, De 
Lafontaine J. 
Optical Navigation 
System for Pin-Point 
Landing 
The 19th IFAC World 
Congress 
2014 
 overview of the 
complete navigation 
system proposed by the 
candidate including the 
navigation filter and the 
relative and absolute 
image processing 
software 
 presentation of the 
delay recovery 
technique proposed by 
the candidate based on 
state back propagation 
 presentation of the star-
tracker and altimeter 
measurement updates 
proposed by the 
candidate 
[188] 
Simard Bilodeau V., 
Hamel J.-F., Iles P.  
A Rover Vision-Based 
Relative Localisation 







 relative navigation 
techniques for rover 
navigation derived from 
the image processing 
for relative navigation 
developed in this work 
 experiments 
demonstrating the 
performance of the 
system using a lunar 
analog rover 
[73] 
Simard Bilodeau V., 
Beaudette D., Hamel J.-F., 
Iles P., MacTavish K. 
Vision-Based Pose 
Estimation System for 










Simard Bilodeau V., 
Neveu D., Bruneau-Dubuc 
S., M. Alger, De Lafontaine 
J., Clerc S., Drai R. 
Pinpoint Lunar 
Landing Navigation 
using Crater Detection 







 detailed description of 
the crater detection and 
matching algorithm 
 presentation of the 
navigation filter with 
emphasis on absolute 
optical and quaternion 
measurement fusion 
techniques proposed by 
the candidate 
 presentation of the 
hardware in the loop 
testing of the system 
[190] 
Iles P. , Michael Wagner, 
Hamel J.-F., Simard 
Bilodeau V., Kirk 
MacTavish, P. Molina 
Localization System of 
The Lunar Analogue 





 absolute and relative 
localization system for 
lunar analog rover 
[191] 
Hamel J.-F., Beaudette 
David, Simard Bilodeau 
V., De Lafontaine J. et al., 
GNC Design & 
Validation for 
Precision Landing at 
the Moon and Mars 




 design of guidance, 
navigation and control 
algorithms for precision 
landing on Moon and 
Mars 
 relative and absolute 
[21] 
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Hamel J.-F., Beaudette D., 
Simard Bilodeau V., De 
Lafontaine J. et al. 
GNC Design & 
Validation for 
Precision Landing on 
the Moon 






navigation based on the 
techniques proposed by 
the candidate 
 presentation of the 
decentralization 
navigation architecture 
using local filters which 
have only a part of their 
state vector in common  
[192] 
Neveu D., Hamel J.-F., 
Simard Bilodeau V., M. 











 description of the lunar 
test facility developed 
with the collaboration 
of the candidate 
[186] 
De Lafontaine J., Hamel J.-
F., Neveu D., Simard 
Bilodeau V., M. Alger 
Preparing for Future 
Planetary Exploration: 
An Autonomous 







 crater detection and 
matching algorithm 
proposed by the 
candidate presented as 
future technologies for 
planetary exploration 
[193] 
Simard Bilodeau V., Clerc 
S. , De Lafontaine J., Drai 
R. 











 detailed description of 
the crater detection and 
matching algorithm 
proposed by the 
candidate 
[189] 
Spigai M., Clerc S., Simard 
Bilodeau V. 









 presentation of 
segmentation-based 
crater detection and 
stochastics-based crater 
matching techniques 
that have been later 
improved by the 
candidate 
[27] 
Simard Bilodeau V., Clerc 
S., De Lafontaine J., Drai R. 
A Vision-Based 
Navigation Algorithm 





 presentation of the 
navigation filter 
proposed by the 
candidate 




Neveu D., Hamel J.-F., 
Christy J., Simard 
Bilodeau V., De 
Lafontaine J., 
Next Lunar Lander: 
Descent & Landing 
GNC Analysis 




 validation of guidance, 
control and navigation 
techniques for lunar 
landing using 




Simard Bilodeau V., Clerc 
S., De Lafontaine J., Neveu 
D. 
Vision-Based Absolute 








 definition of the 
candidate research 
project 




12.6. Future Work 
This work increases significantly the readiness level of the navigation system based on crater 
detection and matching. However, several steps remain to be done to use this technology for lunar 
exploration. At short term, further optimization of the code of the crater and matching algorithm will 
be done. This task is in the critical path of the SAGE project in which the proposed crater detection 
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and matching algorithm will be implemented on a flight-like computer. The next step will be to 
perform the validation of the complete navigation chain using LRO data. This work will include the 
development of the tools required to build the crater database from the surface imagery. The 
navigation system will be also run in open-loop using a sequence of surface images gathered during 
the mission. This experiment will be repeated at several locations around the Moon to verify the 
robustness of the algorithm against various types of terrain and illumination conditions. The crater 
detection and matching algorithm will also be adapted for other types of missions. For instance, the 
RESOLVE mission, funded by National Aeronautics and Space Administration (NASA), plans to use 
craters to estimate the position of a rover. The detection algorithm would require signification 
modifications to be able to work with highly incline view (the images of the lunar surface will be 
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ANNEX A 
 Vector Calculus A.
This annex explains the basics of vector calculus required for the understanding of the mathematical 
derivations presented in this work. It presents the definition of the following notions: vector, 
reference frame, vector components, vectrices, cosine director matrices and the vectrix kinematics. 
This annex is based on the GEI-720 course notes [195]. 
A.1. Vector 
The vector is a mathematical concept characterized by a length and a direction. These characteristics 
do not depend on the position and the orientation of the observer. By considering the mathematical 
entity identified by the variable 𝑣, the symbol 𝑣  is used to mean that it is a vector while 𝑣 or ‖𝑣‖ 
designate its length. 
A.2. Reference Frame 
A reference frame, a trihedral or an axis system is defined by three orthogonal and unit vectors often 
designated by 𝑎 𝑥, 𝑎 𝑦 et 𝑎 𝑧. A reference frame can be described by a vectrix identified by the symbol 
ℑ⃗⃗ 𝑎. The concept of vectrix is introduced later in the annex at Section A.4. Figure A. shows the 
graphical representation of the vectrix ℑ⃗⃗ 𝑎: 
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A.3. Components of a Vector 
By projecting a vector on the axes of a reference frame, the quantity obtained for each axis is called a 
scalar component. This process is illustrated in Figure A.2 using 𝑣 : 
 
 
Figure A.2: Representation of the Vector v in the Reference Frame a 
In the previous example, 𝑣  is expressed as shown in Eq. (A.1), 
 𝑣 = 𝑣𝑥𝑎 𝑥 + 𝑣𝑦𝑎 𝑦 + 𝑣𝑧𝑎 𝑧 (A.1) 
where 𝑣𝑥, 𝑣𝑦 and 𝑣𝑧 are the scalar components of the vector. These scalar components of 𝑣  are 
noted 𝒗. This mathematical entity corresponds to a column matrix defined as it is shown by Eq. (A.2): 
 𝒗 = [𝑣𝑥 𝑣𝑦 𝑣𝑧]𝑇 (A.2) 
The magnitude of 𝑣  can be easily computed from its components by applying Eq. (A.3): 
 
𝑣 = ‖𝑣 ‖ = √𝑣𝑥2 + 𝑣𝑦2 + 𝑣𝑧2 (A.3) 
The vector components can be also described from three angles denoted 𝜙𝑥, 𝜙𝑦 et 𝜙𝑧. This 
formulation is called direction cosines and is mathematically described by Eq. (A.6): 




= cos  𝜙𝑖 corresponds to a direction cosine. 
A.4. Vectrices 
As presented in the previous section, the vector components have meaning only if the reference 
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containing the unit vector of the reference frame, called vectrix. For instance, the vectrix of the 
reference frame ℑ⃗⃗ 𝑎 is shown in Eq. (A.5). 
 ℑ⃗ 𝑎  = [𝑎 𝑥 𝑎 𝑦 𝑎 𝑧]
𝑇 (A.5) 
Consequently, 𝑣  can be expressed as a function of its components as Eq. (A.6) shows. 
 𝑣  = ℑ⃗ 𝑎
𝑇𝒗 = 𝒗𝑇ℑ⃗ 𝑎 (A.6) 
Inversely, the components of 𝑣  can be obtained from 𝑣  using Eq. (A.7). 
 𝒗 = 𝑣 ∙ ℑ⃗ 𝑎 
𝒗𝑇 = 𝑣 ∙ ℑ⃗ 𝑎
𝑇 
(A.7) 
The vectrices have several usefull mathematical properties: 
1. The scalar product of a vectrix ℑ⃗⃗ 𝑎 with itself gives an identity matrix 𝑰. This is demonstrated in 
Eq. (A.8). 
 





] ∙ [𝑎 𝑥 𝑎 𝑦 𝑎 𝑧] = [
𝑎 𝑥 ∙ 𝑎 𝑥 𝑎 𝑥 ∙ 𝑎 𝑦 𝑎 𝑥 ∙ 𝑎 𝑧
𝑎 𝑦 ∙ 𝑎 𝑥 𝑎 𝑦 ∙ 𝑎 𝑦 𝑎 𝑦 ∙ 𝑎 𝑧
𝑎 𝑧 ∙ 𝑎 𝑥 𝑎 𝑧 ∙ 𝑎 𝑦 𝑎 𝑧 ∙ 𝑎 𝑧
] = 𝑰 (A.8) 
2. The cross product of a vectrix ℑ⃗⃗ 𝑎 with itself gives the skew-symmetric matrix shown in Eq. 
(A.9). 
 





] × [𝑎 𝑥 𝑎 𝑦 𝑎 𝑧] = [
𝑎 𝑥 × 𝑎 𝑥 𝑎 𝑥 × 𝑎 𝑦 𝑎 𝑥 × 𝑎 𝑧
𝑎 𝑦 × 𝑎 𝑥 𝑎 𝑦 × 𝑎 𝑦 𝑎 𝑦 × 𝑎 𝑧
𝑎 𝑧 × 𝑎 𝑥 𝑎 𝑧 × 𝑎 𝑦 𝑎 𝑧 × 𝑎 𝑧
] = [
0⃗ 𝑎 𝑧 −𝑎 𝑦
−𝑎 𝑧 0⃗ 𝑎 𝑥
𝑎 𝑦 −𝑎 𝑥 0⃗ 
] (A.9) 
By using the definitions shown in Eqs. (A.6) and (A.7) as well as the previously presented properties, it 
is possible to obtained the component version of the scalar product between two vectors: 
 ?⃗? ∙ 𝑣 = (𝒖𝑇ℑ⃗ 𝑎) ∙ (ℑ⃗ 𝑎
𝑇𝒗) = 𝒖𝑇𝑰𝒗 = 𝒖𝑇𝒗 (A.10) 
Conversely, the cross product between two vectors can be defined by ℑ⃗⃗ 𝑎
𝑇𝒖×𝒗 as demonstrated in Eq. 
(A.11): 




?⃗? × 𝑣 = (𝒖𝑇ℑ⃗ 𝑎) × (ℑ⃗ 𝑎
𝑇𝒗) = 𝒖𝑇(ℑ⃗ 𝑎 × ℑ⃗ 𝑎
𝑇)𝒗 = 𝒖𝑇 [
0⃗ 𝑎 𝑧 −𝑎 𝑦
−𝑎 𝑧 0⃗ 𝑎 𝑥
𝑎 𝑦 −𝑎 𝑥 0⃗ 
] 𝒗
= [𝑢𝑥 𝑢𝑦 𝑢𝑧] [
𝑎 𝑧𝑣𝑦 − 𝑎 𝑦𝑣𝑧
𝑎 𝑥𝑣𝑧 − 𝑎 𝑧𝑣𝑥
𝑎 𝑦𝑣𝑥 − 𝑎 𝑥𝑣𝑦





] = ℑ⃗ 𝑎
𝑇𝒖×𝒗 
(A.11) 







A.5. Cosine Director Matrices 
Consider the two reference frames ?⃗⃗? 𝑎 and ?⃗⃗? 𝑏 shown in Figure A.3: 
 
Figure A.3: Reference Frame a and b 
It is possible to define ?⃗? 𝑥, ?⃗? 𝑦 and ?⃗? 𝑧 as a function of the unit vector of the reference frame ℑ⃗⃗ 𝑎 as 
shown in Eq. (A.13). 
 ?⃗? 𝑥 = 𝑐𝑥𝑥𝑎 𝑥 + 𝑐𝑥𝑦𝑎 𝑦 + 𝑐𝑥𝑧𝑎 𝑧 
?⃗? 𝑦 = 𝑐𝑦𝑥𝑎 𝑥 + 𝑐𝑦𝑦𝑎 𝑦 + 𝑐𝑦𝑧𝑎 𝑧 
?⃗? 𝑧 = 𝑐𝑧𝑥𝑎 𝑥 + 𝑐𝑧𝑦𝑎 𝑦 + 𝑐𝑧𝑧𝑎 𝑧 
(A.13) 
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This matrix, referred to as direction cosine matrix or simplify rotation matrix, defines the linear 
relationship between the reference frame ℑ⃗⃗ 𝑎 and ℑ⃗⃗ 𝑏. This relationship can be obtained by taking the 
scalar product between ℑ⃗⃗ 𝑏 and ℑ⃗⃗ 𝑎
𝑇 as shown in Eq. (A.15): 
 ℑ⃗ 𝑏 ∙ ℑ⃗ 𝑎
𝑇 = 𝑪𝑏𝑎ℑ⃗ 𝑎 ∙ ℑ⃗ 𝑎
𝑇 = 𝑪𝑏𝑎 (A.15) 
Since the matrix 𝑪𝑏𝑎 is orthogonal and has a unit norm, its transpose is equivalent to its inverse: 
 𝑪𝑏𝑎
−1 = 𝑪𝑏𝑎
𝑇 = 𝑪𝑎𝑏 (A.16) 
The rotation matrices are useful to change the reference frame in which the components of a vector 
are expressed. Consider a vector 𝑣  defined as a function of the axes of the reference frame ℑ⃗⃗ 𝑎 or ℑ⃗⃗ 𝑏 
as explained in Eq. (A.17): 
 𝑣 = 𝑣𝑥
𝑎𝑎 𝑥 + 𝑣𝑦
𝑎𝑎 𝑦 + 𝑣𝑧
𝑎𝑎 𝑧 = 𝑣𝑥
𝑏?⃗? 𝑥 + 𝑣𝑦
𝑏?⃗? 𝑦 + 𝑣𝑧
𝑏?⃗? 𝑧 (A.17) 
where ( )𝑎 and ( )𝑏 indicate respectively that the vector components are expressed relatively to 
the reference frame ℑ⃗⃗ 𝑎 and ℑ⃗⃗ 𝑏. By using the definitions presented in Eq. (A.7), Eq. (A.17) can be 
rewritten as it shown in Eq. (A.18). 
 𝑣 = ℑ⃗ 𝑎
𝑇𝒗𝑎 = ℑ⃗ 𝑏
𝑇𝒗𝑏 (A.18) 
By taking the scalar product ℑ⃗⃗ 𝑎 ∙ ( ) for each member of the previous equation, the result of Eq. 
(A.19) is obtained: 
 ℑ⃗ 𝑎 ∙ 𝑣 = ℑ⃗ 𝑎 ∙ ℑ⃗ 𝑎
𝑇𝒗𝑎 = ℑ⃗ 𝑎 ∙ ℑ⃗ 𝑏
𝑇𝒗𝑏 (A.19) 
By using the vectrix propriety presented in Eq. (A.8), Eq. (A.19) becomes Eq. (A.20). 
 ℑ⃗ 𝑎 ∙ 𝑣 = 𝒗
𝑎 = 𝑪𝑎𝑏𝒗
𝑏  (A.20) 
This derivation demonstrates that the components of a vector expressed in ℑ⃗⃗ 𝑎 can be obtained from 
its components in ℑ⃗⃗ 𝑏 only by multiplying them by the direction cosine matrix. Obviously, the inverse 
is also valid as it is shown in Eq. (A.21). 
 ℑ⃗ 𝑏 ∙ 𝑣 = 𝒗
𝑏 = 𝑪𝑏𝑎𝒗
𝑎  (A.21) 
The rotation matrices are normally obtained from a successive elementary rotation, called Euler’s 
rotations. The first elementary rotation is around 𝑎 𝑥 of an angle 𝜙 as shown in Figure A.4. 




Figure A.4: Rotation 1 





0 − sin𝜙 cos𝜙
] (A.22) 
The second elementary rotation, shown in Figure A.5, is around 𝑎 𝑦 and its corresponding direction 
cosine matrix is given in Eq. (A.23). 
 
Figure A.5: Rotation 2 
 
𝑪2(𝜙) = [
cos𝜙 0 − sin 𝜙
0 1 0
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Finally, the third elementary rotation is around 𝑎 𝑧 and it is illustrated in Figure A.6 
 
Figure A.6: Rotation 3 




− sin𝜙 cos𝜙 0
0 0 1
] (A.24) 
The rotation matrix between two reference frames can always be defined by combining successively 
a maximum of three elementary rotations. For instance, a rotation 3 of 𝛺 (ascension of the ascending 
node), a rotation 1 of 𝑖 (inclination) and a rotation 3 of 𝑢 (argument of latitude) are combined to 
obtained the rotation matrix between the inertial and the orbital reference frames, denoted 𝑪𝑂𝐼. 
In order to so, consider the inertial reference frame, noted ℑ⃗⃗ 𝐼, having its origin on the Earth’s center. 
A first rotation around the axes 𝐼 𝑧 (rotation 3) of an angle 𝛺 leads to the reference frame ℑ⃗⃗ 𝐼′  defined 
in Figure A.7: 
 
Figure A.7: Rotation 3 of an Angle Ω from the Reference Frame I to I’ 
where the 𝐼 𝑥
′ = 𝑙  corresponds to the line of nodes, 𝐼 𝑧 = 𝐼 𝑧
′  because the rotation is around this axis. By 
using the definition of Eq. (A.24), the direction cosine matrix linking these two reference frames is 



































cos𝛺 sin 𝛺 0
− sin 𝛺 cos𝛺 0
0 0 1
]







A rotation 1 around the axis 𝑙  of an angle 𝑖 describes the relation between the reference frame ℑ⃗⃗ 𝐼′ 
and ℑ⃗⃗ 𝐼′′  as it is shown in Figure A.8. 
 
Figure A.8: Rotation 1 of an Angle i from the Reference Frame I’ to I’’ 
The axes of this new reference frame become 𝐼 𝑥
′′, 𝐼 𝑦
′′ and 𝐼 𝑧
′′. 𝐼 𝑧
′′ = ?⃗? 𝑛 is normal to the orbital plane 
and 𝐼 𝑥
′′ = 𝑙  because the rotation is done around 𝑙 . By using Eq. (A.22), the direction cosine matrix of 











0 cos 𝑖 sin 𝑖
0 − sin 𝑖 cos 𝑖
]










Finally, a rotation 3 around the axis 𝐼 𝑧
′′ of an angle 𝑢 defines the transformation between the 
reference ℑ⃗⃗ 𝐼′′  and the orbital frame ℑ⃗⃗ 𝐼′′′ = ℑ⃗⃗ 𝑂. This transformation is illustrated in Figure A.9. 
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The axes of the orbital frame are defined as 𝐼 𝑥
′′′ = ?⃗? 𝑟, 𝐼 𝑦
′′′ = ?⃗? 𝑡 et 𝐼 𝑧
′′′ = ?⃗? 𝑛. The direction cosine 










cos 𝑢 sin 𝑢 0
− sin 𝑢 cos 𝑢 0
0 0 1
]










By combining the results of Eqs. (A.25), (A.26) and (A.27), the direction cosine matrix describing the 







cos 𝑢 sin 𝑢 0
− sin 𝑢 cos 𝑢 0
0 0 1
]




0 cos 𝑖 sin 𝑖
0 − sin 𝑖 cos 𝑖
]




− sin𝛺 cos𝛺 0
0 0 1
]








cos 𝑢 cos𝛺 − sin 𝑢 sin 𝛺 cos 𝑖 cos 𝑢 sin 𝛺 + sin 𝑢 cos𝛺 cos 𝑖 sin 𝑢 sin 𝑖
− sin 𝑢 cos 𝛺 − cos 𝑢 sin𝛺 cos 𝑖 − sin 𝑢 sin𝛺 + cos 𝑢 cos 𝛺 cos 𝑖 cos 𝑢 sin 𝑖
sin𝛺 sin 𝑖 − cos𝛺 sin 𝑖 cos 𝑖
]









The rotation between two frames can also be represented by a quaternion. A quaternion is a four-
value quantity of the form: 
 𝒒 = [𝑞0 𝒒∗]𝑇 (A.29) 
where 𝑞0 = cos(𝜙/2 ) is the scalar part of the quaternion, 𝒒∗ = 𝒖sin(𝜙/2) is the vector part of 
quaternion, 𝒖 contains the components of the unit vector along the axis of rotation and 𝜙 is the 
angle of rotation. The quaternion describes a three DOF rotation. Therefore, the constraint 𝒒𝑇𝒒 = 1 
must be always true. The direction cosine matrix corresponding to the same rotation is defined as 
function of 𝑞0 and 𝒒∗: 





where 𝑰 is a identity matrix and ( )× is skew-symmetric matrix operator of a vector defined in Eq. 
(A.12). 
Two successive rotations described by quaternions can be described using the quaternion 
multiplication operator. For instance, it is easy to compute the quaternion between a rover and the 
inertial frame, denoted 𝒒𝑅𝐼, knowing the quaternion between the vehicle body frame and the planet 
frame, denoted 𝒒𝑅𝑃, and the quaternion between the planet and the inertial frame, denoted 𝒒𝑃𝐼: 




𝒒𝑅𝐼 = 𝒒𝑅𝑃⨂𝒒𝑃𝐼 = [
𝑞𝑅𝑃,0𝑞𝑃𝐼,0 − 𝒒𝑅𝑃,∗
𝑇 𝒒𝑃𝐼,∗
𝑞𝑅𝑃,0𝒒𝑃𝐼,∗ + 𝑞𝑃𝐼,0𝒒𝑅𝑃,∗ + 𝒒𝑃𝐼,∗
× 𝒒𝑅𝑃,∗
] (A.31) 
where ⨂ is the quaternion product operator. It can be useful to define the quaternion product as a 
matrix multiplication: 
 𝒒𝑅𝑃⨂𝒒𝑃𝐼 = 𝑾(𝒒𝑅𝑃)𝒒𝑃𝐼 = 𝑸(𝒒𝑃𝐼)𝒒𝑅𝑃 (A.32) 










𝒒∗ 𝑞0𝑰3×3 + 𝒒∗
×] 
(A.33) 
The conjugate of a quaternion, denoted 𝒒−1, is defined by: 




and represents the inverse rotation (equivalent of transposing the director cosine matrix). 
A.7. Vectrix Kinematics 
In order to introduce the vectrix kinematics, consider the vector 𝑣  rotating with an angular velocity 
represented by the vector ?⃗?  as illustrated in Figure A.10. 
 
Figure A.10: Simplified Representation of the Time Derivative of a Rotating Vector 
The velocity of the vector can be computed form: 
 𝛥𝑣 ≈ (?⃗? 𝛥𝑡) × 𝑣  (A.35) 
where 𝛥 represents a small variation of the variable that it precedes. By considering that the variation 
is infinitesimal the previous equation is rewritten as Eq. (A.36) shows: 
 𝑑𝑣 
𝑑𝑡
= ?⃗? × 𝑣  (A.36) 
The time derivative of 𝑣  is then defined by the cross product between the angular velocity of the 
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Formally, consider that the reference frame ℑ⃗⃗ 𝑏 rotates at an angular velocity ?⃗? 𝑏𝑎 relatively to ℑ⃗⃗ 𝑎. 
Knowing that derivatives seen in the reference frame ℑ⃗⃗ 𝑎 and ℑ⃗⃗ 𝑏 are respectively denoted by ( )̇  
and ( )
∘
, ℑ⃗⃗ ̇𝑎 = 0⃗ , ℑ⃗⃗ 
∘
𝑏 = 0⃗  and ℑ⃗⃗ ̇𝑏 = ?⃗? 𝑏𝑎 × ℑ⃗⃗ 𝑏. By using these definitions, it is possible to express the 
derivative of ?⃗⃗?  as a function of its components taken in the reference frame ℑ⃗⃗ 𝑎 and ℑ⃗⃗ 𝑏 as shown in 
Eq. (A.37): 
 𝑣 = ℑ⃗ 𝑎
𝑇𝒗𝑎 
𝑣 ̇ = ℑ⃗ ̇𝑎
𝑇𝒗𝑎 + ℑ⃗ 𝑎
𝑇?̇?𝑎 
𝑣 ̇ = ℑ⃗ 𝑎
𝑇?̇?𝑎 
𝑣 = ℑ⃗ 𝑎
𝑇𝒗𝑎 
𝑣 ̇ = ℑ⃗ 𝑏
𝑇𝒗𝑏 + ℑ⃗ 𝑏
𝑇?̇?𝑏 
𝑣 ̇ = (?⃗? 𝑏𝑎 × ℑ⃗ 𝑏
𝑇)𝒗𝑏 + ℑ⃗ 𝑏
𝑇?̇?𝑏 
𝑣 ̇ = ℑ⃗ 𝑏
𝑇𝝎𝑏𝑎
× 𝒗𝑏 + ℑ⃗ 𝑏
𝑇?̇?𝑏 




These results allow the definition of Eq. (A.38): 
 
𝑣 ̇ = 𝑣 
∘
+ ?⃗? 𝑏𝑎 × 𝑣  (A.38) 




 Optimization Algorithms B.
This annex describes the following optimization algorithms: quasi-newton line search algorithm, 
Levenberg-Marquardt algorithm and the eight-point algorithm. 
B.1. Quasi-Newton Line-Search Algorithm 
The quasi-newton line-search algorithm solves the following general optimization problem: 
 𝒙 = argmin 𝑓(𝒙) (B.1) 
where 𝑓(𝒙) is any nonlinear function. In order to do so, an iterative process based on the local 
second order approximation is used: 
 





𝑇𝑩𝑘Δ𝒙𝑘  (B.2) 
where Δ𝒙𝑘 = 𝒙𝑘+1 − 𝒙𝑘, ∇𝑓(𝒙) and 𝑩 are respectively the gradient and the Hessian of 𝑓(𝒙) with 
respect to 𝒙. The gradient of this approximation with respect to Δ𝒙 is given by: 
 ∇𝑓(𝒙𝑘 + Δ𝒙𝑘) ≈ ∇𝑓(𝒙𝑘) + 𝑩𝑘Δ𝒙𝑘 (B.3) 
In Newton method, the next iteration point is computed by setting ∇𝑓(𝒙) to 0: 
 𝒙𝑘+1 = 𝒙𝑘 + Δ𝒙𝑘  (B.4) 
where Δ𝒙𝑘 ≈ −𝑩𝑘
−1∇𝑓(𝒙𝑘). The new point 𝒙𝑘+1 is used to revaluate the approximation of Eq. (B.2) 
and so on until convergence. However, the computation of the inverse of the Hessian matrix 𝑩 at 
each step is time consuming. It is why that in the quasi-Newton version of the algorithm, 𝑩 is 
estimated using the following recursion: 
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where 𝒚𝑘 = ∇𝒇(𝒙𝑘+1) − ∇𝒇(𝒙𝑘). The previous equation can be rewritten using the Sherman 




. The algorithm is 
typically initialized by setting the value of 𝒙 close to the minimum of the function and 𝑩 to identity. 
When 𝒙𝑘 is too far from the function minimum, it might happen that the approximation given at Eq. 
(B.2) is not valid. Consequently, taking the full Newton step might not lead to a decrease of the 
function 𝑓(𝒙). In order to solve this problem, the new point 𝒙𝑘+1 is determined by moving along the 
Newton direction, but with a step length of λ ≤ 1: 
 𝒙𝑘+1 = 𝒙𝑘 + 𝜆𝑘Δ𝒙𝑘  (B.6) 
The process of computing the values λ is called line search. A naive choice for λ is to set it so it 
minimizes 𝑓 in the direction of Δ𝒙𝑘. It has been demonstrated that this strategy converges slowly and 
then requires a lot of function evaluations. A more adequate solution is to start with λ = 1 and try 
smaller values if 𝒇(𝒙𝑘+1) does not meet the Wolfe conditions. The first Wolfe condition states that 
the decrease of the function must be at least a fraction 𝛼 of ∇𝑓 Δ𝒙𝑘: 
 𝒇(𝒙𝑘+1) ≤ 𝒇(𝒙𝑘) + 𝛼∇𝑓 Δ𝒙𝑘 (B.7) 
The second condition is that the decrease of 𝒇 at 𝒙𝑘+1 must be greater than some fraction 𝛽 of the 




When those conditions are no met, the λ value is computed as following. Consider a function 𝑔(𝜆) 
defined as: 






= 𝛻𝑓(𝒙𝑘)𝒙𝑘  (B.10) 
If it is the first time that the Newton search fails, i.e. 𝜆 = 1, 𝑔(𝜆) is approximated using the available 
information, i.e. 𝑔(0), 𝑔′(0) and 𝑔(1): 
 𝑔(𝜆) ≈ [𝑔(1) − 𝑔(0) − 𝑔′(0)]𝜆2 + 𝑔′(0)𝜆 + 𝑔(0) (B.11) 
The minimum is found when: 






2[𝑔(1) − 𝑔(0) − 𝑔′(0)]
 (B.12) 
It is possible to demonstrate that the 𝜆 value resulting from Eq. (B.12) is always below 0.5 for small 𝛼 
value. However, it is important to guard against too small value of 𝜆. Typically, 𝜆𝑚𝑖𝑛 = 0.1 is used. 
Otherwise, 𝑔(𝜆) is approximated from a cubic equation using the most and second most recent 
values of 𝜆, denoted 𝜆1 and 𝜆2: 
 𝑔(𝜆) ≈ 𝑎𝜆3 + 𝑏𝜆2 + 𝑔′(0)𝜆 + 𝑔(0) (B.13) 


















′(0)𝜆2 − 𝑔(0) 
] (B.14) 
The minimum of Eq. (B.13) is given by: 
 
𝜆 =
−𝑏 + √𝑏2 − 3𝑎𝑔′(0)
3𝑎
 (B.15) 
It is noted that 𝜆 is kept between 𝜆𝑚𝑎𝑥 = 0.5𝜆1 and 𝜆𝑚𝑖𝑛 = 0.1𝜆1 during the line search process in 
order to ensure that its value does not exceed 1 and to avoid that the algorithm stalls (too small step 
length). 
B.2. Levenberg-Marquardt Algorithm 
Let 𝑦𝑖, where 𝑖 = 0,1…𝑁 − 1, be a set of data on which a nonlinear function 𝑦(𝑥𝑖; 𝒂) with unknown 
parameters 𝑎𝑗, where 𝑗 = 0,1,… ,𝑀 − 1, must be fitted using a least square criteria: 
 
𝒳2(𝒂) = ∑ [






The determination of the parameter 𝑎𝑘 can be accomplished by using the Levenberg-Marquardt 
method, presented in [60]. This algorithm is based on three elementary insights. 
The first one is that the nonlinear least-square problem can be solved by iteratively approximating 
Eq. (B.16) with a quadratic equation: 
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where 𝛾 is a scalar value, 𝒅 is a 𝑀 dimension column matrix, 𝑩 is the 𝑀 ×𝑀 Hessian matrix and 
Δ𝒂𝑘 = 𝒂𝑘+1 − 𝒂𝑘. Assuming that the approximation given in Eq. (B.17) is exact, the variations of the 
parameters Δ𝒂𝑘 toward the minimum of the cost function are obtained using the inverse Hessian 
descent (Newton method described in the previous section): 
 Δ𝒂𝑘 = −𝑩
−1 ∙ ∇𝒳2(𝒂𝑘) (B.18) 
where ∇ is the gradient operator. If Eq. (B.17) is not a good approximation of the cost function, the 
steepest descent approach can lead to the optimization solution in fever iterations: 
 Δ𝒂𝒌 = −𝑐∇𝒳
2(𝒂𝑘) (B.19) 














































,     𝑗 and  𝑙 = 0,1, … ,𝑀 − 1 
(B.21) 
It is noted that the second order terms in the Hessian are neglected under the hypotheses that they 
















= 𝛽𝑗  (B.22) 
 Δ𝑎𝑙 = 𝑐𝛽𝑙  (B.23) 
The second insight is that the Hessian matrix gives important information about the scale of the 
problem. Using that fact, the constant 𝑐 of Eq. (B.23) can be posed proportional to the diagonal 





𝛽𝑙  (B.24) 
The third insight is that Eqs. (B.22) and (B.24) can be combined as:  








= 𝛽𝑗  (B.25) 




𝛼𝑗𝑙(1 + 𝜆), 𝑗 = 𝑙
𝛼𝑗𝑙 , 𝑗 ≠ 𝑙
 (B.26) 
When 𝜆 is small, the variations of the parameters are computed using an inverse Hessian descent and 
when it is big the steepest descent is used. The 𝜆 value can be changed at each iteration in order to 
use the most efficient gradient descent technique. Typically the steepest descent is used when the 
algorithm is far from the optimal solution and the algorithm switch gradually to the inverse hessian 
descent as the values of the parameters become closer to the optimal solution. 
Using this derivation, the Levenberg-Marquardt algorithm is summarized by: 
1. Set a small 𝜆 value, typically 0.001 and the parameters 𝒂0 close to the optimal solution. 
2. Compute 𝒳2(𝒂0) using Eq. (B.16). 
3. Solve the linear Eq. (B.25) for Δ𝒂𝑘 and evaluate 𝒳
2(𝒂𝑘 + Δ𝒂𝑘) 
4. If 𝒳2(𝒂𝑘 + Δ𝒂𝑘) ≥ 𝒳
2(𝒂𝑘), increase 𝜆 by a factor of 10 and go back to step 3. 
5. If 𝒳2(𝒂𝑘 + Δ𝒂𝑘) < 𝒳
2(𝒂𝑘), decrease 𝜆 by a factor of 10, update the trial solution 𝒂𝑘+1 =
𝒂𝑘 + Δ𝒂𝑘, increment 𝑘 by one and go to step 3 until that 𝒳
2(𝒂𝑘) has decreased below a user-
defined threshold or a user-defined number of iterations is reached. 
B.3. Eight-point Algorithm 
The eight-point algorithm [61] computes the five degree-of-freedom (DOF) motion parameters, 
which are the rotation and the direction of the translation between two cameras from the image 
coordinates of at least eight features. In order to do that, this algorithm uses the epipolar geometry 
illustrated in Figure 6.4. 
The positions of the point 𝑃 in the camera 1 and 2 frame are respectively defined by 𝑿 =
[𝑋1, 𝑋2, 𝑋3]
𝑇 and 𝑿′ = [𝑋1
′ 𝑋2
′ 𝑋3
′ ]. The coordinates of 𝑃 in the normalized camera image plane 
are then defined by: 
 































The coordinates 𝑿 and 𝑿′ are linked by a rigid rotation, defined by the 3 × 3 symmetric matrix 𝑹, and 
by a translation, defined by the 3 × 1 column matrix 𝑻, as shown in this following equation: 
 𝑿′ = 𝑹(𝑿 − 𝑻) (B.28) 
The rotation matrix satisfies these relationships: 
 𝑹𝑹𝑇 = 1 
det(𝑹) = 1 
(B.29) 
and translation vector is defined by: 
 𝑻 = [𝑇1 𝑇2 𝑇3] (B.30) 
𝑹 and 𝑻 are unknown and must be determined. In order to do that, the so-called essential matrix, 
denoted 𝑸 has to be introduced: 
 





where 𝑻× is the skew-symmetric matrix of 𝑻 defined in Annex A. It follows from Eqs. (B.28) and (B.31) 
that: 
 (𝑿′)𝑇𝑸𝑿 = (𝑹(𝑿 − 𝑻))
𝑇
𝑹𝑻×𝑿
= (𝑿 − 𝑻)𝑇 𝑹𝑇𝑹⏟
𝑰
𝑻×𝑿
= (𝑿 − 𝑻)𝑇𝑻×𝑿
= 𝟎 
(B.32) 
By dividing by 𝑋3
′𝑋3, the last equation becomes: 
 (𝒙′)𝑇𝑸𝒙 = 0 (B.33) 
This equation, which corresponds to the epipolar constraint, is very useful, because it relates the 
coordinates of a feature projected on two image planes. To retrieve the motion between these two 
planes, the nine parameters of the 𝑸 matrix can be determined by using the following linear equation 
system: 















′ 𝑥11 𝑥21 1







′ 𝑥1𝑖 𝑥2𝑖 1








































= 0 (B.34) 
where 𝑁 is the number of features seen in same time by the camera 1 and 2. However, the rank of 
the matrix 𝑨 is 8. This makes that the scale of matrix 𝑸 cannot be determined. In fact, it is easy to see 
that the scale of the essential matrix is directly related to the translation length between the two 
camera views. Therefore, a minimum of 𝑁 = 8 features can be used to solve for 𝑸 with an arbitrary 
scale. By posing 𝑄33 = 1, the other 𝑸 matrix elements can be computed (If 𝑁 > 8 the pseudo 
inversion can be used). However, the practice shows that the equation system is poorly conditioned 
and very sensitive to noise. This issue will be addressed later. 
Knowing the values of 𝑸 (with arbitrary scale), it is easy to compute the normalized translation vector 
𝑻. In fact, the left multiplication of 𝑸 by its transpose leads to an equation that depends only on the 
translational parameters: 
 
𝑸𝑇𝑸 = (𝑻×)𝑇𝑹𝑇𝑹𝑻× = (𝑻×)𝑇𝑻× = [
1 − 𝑇1
2 −𝑇1𝑇2 −𝑇1𝑇3
−𝑇1𝑇2 1 − 𝑇2
2 −𝑇2𝑇3
− − 𝑇1𝑇3 −𝑇2𝑇3 1 − 𝑇3
2
] (B.35) 
By normalizing the matrix 𝑸 by √1/2tr(𝑸𝑇𝑸), the vector 𝑻 can be computed. All is in place to 
evaluate the elements of the rotation matrix. However, the procedure is complex. From Eq. (B.31) 
each row of the 𝑸 matrix satisfies the following equation: 
  𝑸𝑖 = 𝑻 × 𝑹𝑖       𝑖 = 1,2,3 (B.36) 
In addition, a cosine director matrix must satisfy these constraints: 
  𝑹1 = 𝑹2 × 𝑹3 
𝑹2 = 𝑹3 × 𝑹1 
𝑹3 = 𝑹1 × 𝑹2 
(B.37) 
The problem is to express 𝑹𝑖 as a function of 𝑻 and 𝑸𝑖. In fact, Eq. (B.36) shows clearly that 𝑹𝑖 is 
orthogonal to 𝑸𝑖 and may therefore be expressed as a linear combination of 𝑻 and 𝑾𝑖 = 𝑸𝑖 × 𝑻: 
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  𝑹𝑖  = 𝑎𝑖𝑻 + 𝑏𝑖𝑾𝑖      𝑖 = 1,2,3 (B.38) 
By substituting this result into Eq. (B.36), it is possible to obtain: 
 𝑸𝑖  = 𝑏𝑖(𝑻 ×𝑾𝑖)     𝑖 = 1,2,3 (B.39) 
Given that 𝑻 is an unit vector, then 𝑏𝑖 = 1. Substituting Eq. (B.38) into Eq. (B.39), the following 
equations are obtained: 
 𝒂1𝑻 +𝑾1 = 𝒂2𝑸3 − 𝒂3𝑸2 +𝑾2 ×𝑾3 
𝒂2𝑻 +𝑾2 = 𝒂3𝑸1 − 𝒂1𝑸3 +𝑾3 ×𝑾1 
𝒂3𝑻 +𝑾3 = 𝒂1𝑸2 − 𝒂2𝑸1 +𝑾1 ×𝑾2 
(B.40) 
It follows that: 
 𝒂1𝑻 = 𝑾2 ×𝑾3 
𝒂2𝑻 = 𝑾3 ×𝑾1 
𝒂3𝑻 = 𝑾1 ×𝑾2 
(B.41) 
because all terms of Eq. (B.40) are orthogonal to 𝑻 except the first left and last right terms which are 
parallel. Then, by using Eq. (B.41), Eq. (B.38) finally becomes: 
 𝑹1 = 𝑾1 +𝑾2 ×𝑾3 
𝑹2 = 𝑾2 +𝑾3 ×𝑾1 
𝑹3 = 𝑾3 +𝑾1 ×𝑾2 
(B.42) 
By having retrieved the translation 𝑻 and the rotation 𝑹, the three dimensional position of the 
features in the camera frame can be computed (at a unknown scale). To do so, Eq. (B.27) must be 
rewritten: 




By substituting this result into Eq. (B.28), the following equation is obtained: 
 
𝑋3
′𝒙′ = 𝑹(𝑋3𝒙 − 𝑻) ⟺ [−𝑹𝒙 𝒙′] [
𝑋3
𝑋3
′] = −𝑹𝑻 (B.44) 
By using least square minimization of this over-determined equation system, the feature depths 
denoted 𝑋3 and 𝑋3
′  can be found. It is noted that this problem leads to four distinct solutions 
associated with the alternative choices of sign of 𝑻 and the elements of 𝑸. In fact, the problem is, in a 
ANNEX B: Optimization Algorithms 419 
 
 
first step, solved using arbitrary signs and the ambiguity is, in a second step, removed by analyzing 
the sign of the feature depths: 
1. if 𝑋3 and 𝑋3
′  are positive, the solution is valid. 
2. if 𝑋3 and 𝑋3
′  are both negative, change the sign of 𝑻 and recomputed the three dimensional 
position of the feature (this should leads to case 1). 
3. if 𝑋3 and 𝑋3
′  are of opposite sign, change the sign of 𝑸 and recomputed 𝑹 as well as the three 
dimensional position of the features (it is noted that the sign of the translation can be wrong 
too, then the condition 2 must be rechecked). 
It appears that the equation system shown in Eq. (B.34) is poorly conditioned. This make that the 
eight-point algorithm is very sensitive to noise. In order to improve this weakness, [196] presents an 
innovative and simple technique. This technique is achieved by applying the following three steps: 
1. The feature points are translated so their centroid is at the origin of the image. The centroid of 









where 𝑐 = [𝑐𝑥1 , 𝑐𝑥2] and 𝑁 is the number of features in the image.  
2. They are then scaled isotropically so that the average distance from the origin is equal to √2. 












It is noted that these normalizations are applied independently to each of the two images. It is 
more convenient to represent this transformation process by the following matrix: 
 
𝑷 = [




In that way, the denormalization of the essential matrix is very simple: 
 𝑸 = 𝑷′?̃?𝑷 (B.48) 
where ?̃? is the essential matrix computed from normalized features, 𝑷′ and 𝑷 are the 
normalization matrices of both images. 
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3. The equation system shown in Eq. (B.34) is solved by using the singular value decomposition. 
The least square solution corresponds to the singular vector associated with the smallest 
singular value. 
The noise on feature position in image plane makes that the rank of the 𝑸 matrix is three and not two 
like it is supposed to be. To enforce this constraint, a singular value decomposition of the 𝑸 matrix 
can be done in order to force the smallest singular value to 0 before rebuilding the matrix. 
  
ANNEX C 
 Edge Detector C.
This annex describes the Canny’s edge detector algorithm presented in [35]. This algorithm has three 
steps: the image smoothing and gradient extraction, the non-maximum suppression as well as the 
edge thresholding and linking. 
C.1. Image Smoothing and Gradient Extration 
In the first step, the image, noted 𝐼(𝑥, 𝑦), is convolved with a Gaussian kernel to reduce noise: 
 𝐿(𝑥, 𝑦) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦) (C.1) 
where 𝐺(𝑥, 𝑦, 𝜎) is defined by: 
 





2𝜎  (C.2) 
and 𝜎 represents the scale factor or the standard deviation of the filter. This scale factor is a tuning 
parameter. The horizontal and the vertical intensity gradient of the smoothing image denoted 
𝐿𝑥(𝑥, 𝑦) and 𝐿𝑦(𝑥, 𝑦) are then extracted using finite difference. The gradient information of the 
image is transformed in polar coordinates: 
 
𝑀(𝑥, 𝑦) = √𝐿𝑥𝟐(𝑥, 𝑦) + 𝐿𝑦𝟐 (𝑥, 𝑦) 





To save computation time, the smoothing and the derivative calculation steps are typically done with 
only two filtering operations (instead of two for smoothing and two for horizontal and vertical 
intensity gradient computation). In fact, it is mathematically equivalent to filter the image with the 
Gaussian kernel derivative relative to 𝑥, noted 𝐺𝑥(𝑥, 𝑦, 𝜎), and with the Gaussian kernel derivative 
relative to 𝑦, noted 𝐺𝑦(𝑥, 𝑦, 𝜎), in order to obtain the gradients of the smoothed image in 𝑥 and 𝑦 
directions: 
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 𝐿𝑥(𝑥, 𝑦) = 𝐺𝑥(𝑥, 𝑦, 𝜎) ∗ 𝐿(𝑥, 𝑦) 
𝐿𝒚(𝑥, 𝑦) = 𝐺𝑦(𝑥, 𝑦, 𝜎) ∗ 𝐿(𝑥, 𝑦) 
(C.4) 
C.2. Non-Maximum Suppression (NMS) 
The NMS algorithm of an edge detector is based on the following definition: a given pixel 𝑝 is 
considered as a local maximum, if the intensity gradients of the nearest neighbour pixels in the 
direction of the intensity gradient of 𝑝 have a smaller intensity gradient than 𝑝. This process gives rise 
to ridges in the gradient magnitude image by setting all pixels with non-maximum gradient to zero. 
This is explained in more detail by the following figure: 
 
Figure C.11:  NMS Algorithm Used in Canny Edge Detector 
In this example, the pixel (𝑥, 𝑦) is considered as a local maximum, because the pixel in its gradient 
direction, that is (𝑥 − 1, 𝑦) and (𝑥 + 1, 𝑦), have an inferior gradient.  
C.3. Edge Thresholding and Linking 
The edges are formed by tracking the ridge pixels by using a hysteresis controlled by two thresholds: 
𝑇1 and 𝑇2, with 𝑇1 > 𝑇2. This tracking process starts on a ridge pixel having a gradient higher than 𝑇1. 
It moves to the next connected ridge pixel until its gradient falls below 𝑇2. All tracked ridge pixels 
correspond to the edge pixels of the image. This hysteresis helps to ensure that noisy edges are not 










The PoleStar signature [59] is a way to uniquely describe a feature using its neighbors. This algorithm 
is used by star tracker algorithms to match star constellations in a database are thereby retrieve the 
orientation of a spacecraft. The following two steps present how to compute the PoleStar signature 
of a given feature denoted 𝐹𝑖. 
D.1. Determination of Neighbour Set 
A feature 𝐹𝑗 can be added to the neighbours set of 𝐹𝑖, if its distance to 𝐹𝑖, denoted 𝐷𝑖𝑗, satisfies the 
following condition: 
 𝐷𝑚𝑖𝑛 < 𝐷𝑖𝑗 < 𝐷𝑚𝑎𝑥  (D.1) 
where 𝐷𝑚𝑖𝑛 and 𝐷𝑚𝑎𝑥 are the minimum and maximum allowed distance between 𝐹𝑗 and 𝐹𝑖. These 
parameters are used-defined. The following figure illustrates the determination of the neighbour set: 
 
Figure D.12:  Representation of the Neighbours set 
of the Feature Fi 
where black and red circles illustrate respectively the features inside and outside the neighbours set. 
D.2. Angular Distance Discretization and Bar-Code Generation 
The distances of the features in the neighbours set of 𝐹𝑖 are discretized into 𝑔 values, corresponding 
to 𝑔 rings centered on 𝐹𝑖. The value of 𝑔 is user defined and is related to the accepted feature 











𝐷𝑚𝑎𝑥 − 𝐷𝑚𝑖𝑛 
𝑔)) = 1 (D.2) 
where ceil( ) is a function that rounds its argument upward the nearest integer value. The signature 
of a landmark is then a vector of 𝑔 bits where a bit is assigned to 1 if there is at least one feature in 
the corresponding ring. This is shown in the following figure: 
 
Figure D.13:  Angular Distance Discretization 
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ANNEX E 
 Spin Image E.
The spin-image representation [66] is a way to map a three-dimensional shape to a two-dimensional 
image. This approach enables the use of standard correlation techniques to match a given shape with 
model stored in a database. In order to do so, a vertex is described by using its position relative to its 
neighbours according to a two-dimensional basis invariant to surface orientation and facet 
digitalization. In order to illustrate how the spin-image representation is built, consider the following 
surface: 
 
Figure E.14:  Projection of a Three-dimensional Point x on 
the Basis of a Spin-image (p, n) 
where 𝒑 is the vertex about which the spin-image is built, 𝒏 is the normal of the surface at 𝒑, 𝒙 is one 
of the neighbour vertex of 𝒑, 𝛼 and 𝛽 characterize the position of 𝒑 with respect to 𝒙. More 
precisely, 𝛼is defined as the perpendicular distance of 𝒙 to the line 𝒏 and 𝛽 is defined as the signed 
perpendicular distance to the plane tangent to the surface at 𝒑 (this plane is fitted to the nearest 
neighbouring vertexes of 𝒑). Given 𝒑 and 𝒏, the spin-image representation of the vertex 𝒑 is 
obtained by these following simple steps: 
1. For all vertex 𝒙𝑖 in a given neighbouring region of the vertex 𝒑, compute 𝛼𝑖 and 𝛽𝑖 using the 
following equation: 




[𝛼𝑖, 𝛽𝑖] = [√‖𝒙𝑖 − 𝒑‖2 − (𝒏 ∙ (𝒙𝑖 − 𝒑))
2
, 𝒏 ∙ (𝒙𝑖 − 𝒑) ] (E.1) 
2. Build a two-dimensional histogram from all the computed 𝛼 and 𝛽 values using bi-linear 
interpolation to smooth the contribution of each neighbour vertex. 
3. Normalize the resulting histogram to obtain the spin-image. 
The spin images of the shape are computed for all of its vertexes. They are compared to the spin 
images of the model stored in the database using correlation. When two spin-images are highly 
correlated, a point correspondence between the shape and the model is established. The outliers can 
be eliminated using geometric consistency. The consistent matches are used to compute a rigid 
transform between the shape and the on-board model. 
  
ANNEX F 
 Dense Depth Estimation F.
The literature proposes many techniques to perform the dense depth estimation knowing the motion 
between two images. However, they always involve two steps: (1) image rectification that aligns 
epipolar line and (2) computation of the disparity map between both images. 
F.1. Images Rectification 
Given a pair of stereo images with known relative five-DOF pose, i.e. the rotation matrix 𝑹 and the 
translation 𝑻, the rectification is the process of projecting images such that pairs of epipolar lines 
become collinear and parallel to one of the image axis (usually the horizontal axis) [62]. Please refer 
to Chapter 6 for more information about the stereo geometry. This is illustrated by the following 
figure: 
 
Figure F.1:  Rectification of a Stereo Pair 
The rectification algorithm has four steps: 
1. Compute the matrix 𝑹𝑟 = [𝑹𝑟𝑥 𝑹𝑟𝑦 𝑹𝑟𝑧]
𝑇 defined by: 
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[−𝑇2 𝑇1 0], 𝑹𝑟𝑧 = 𝑹𝑟𝑥 × 𝑹𝑟𝑦 (F.1) 
2. Set 𝑹𝑟1 = 𝑹𝑟 and 𝑹𝑟2 = 𝑹𝑟𝑹 
3. For each pixel of image 1, defined by 𝒙 = [𝑥1 𝑥2 1]
𝑇, compute: 
 [𝑋1𝑟 𝑋2𝑟 𝑋3𝑟] = 𝑹𝑟1𝒙 (F.2) 











4. Apply the step 3 for image 2 using 𝑹𝑟2 instead of 𝑹𝑟1. 
It is noted that the rectified coordinates are generally not integers. Therefore, backward rectification 
algorithm involving image interpolation must be implemented to obtain integer pixel coordinates. 
F.2. Dense Disparity Map 
The disparity of a feature corresponds to its pixel position in image 2 relatively to the image 1. 
However, since the image has been rectified in order to align their epipolar line, the search for a 
feature seen in image 1 and in the image 2 is limited to a one-dimensional problem (a feature in the 
rectified image 1 will be necessarily found on the same pixel line of rectified image 2). This is shown 
in the following figure: 
 
Figure F.2:  Stereo Problem With Rectified Image 
where 𝑍 is the feature depth, 𝑥1 and 𝑥1
′  are the horizontal coordinate of the a feature in image 1 and 
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where 𝑑 is the horizontal disparity defined by 𝑥1
′  − 𝑥1. Two classes of approaches are proposed in 
the literature. The first class can be summarized by two steps: (1) detect features in the image 1, such 
as Harris corners and (2) locate them in the second image using correlation [62]. These methods 
require a low computational load and are simple to implement, but the resulting disparity map has a 
low density. In fact, some image regions are not much textured and no feature can be detected. This 
reality makes the computation of the depths of these regions impossible and opens the way toward 
the second class of methods. 
These methods allow building highly dense disparity maps by locating all not occluded pixels of the 
image 1 in the image 2. It is noted that an occlusion is defined by a feature seen in an image but not 
in the other due to scene geometry and perspective change between views. In order to do so 
efficiently and robustly, some authors [63-65] propose to find the best match sequence of the pixels 
on a corresponding scan-line by minimizing a global cost function. Consider that the pixels of two 
corresponding lines can be matched with 𝑀 match sequences. The cost 𝜋(𝑀) measures how unlikely 
it is that the matches 𝑀 describe the true match sequence. The cost of a match sequence is defined 
by a constant penalty 𝜋𝑜𝑐𝑐 for each occlusion, a constant reward 𝜋𝑟 for each match and a sum of the 
dissimilarities between the matched pixels: 
 





where 𝑁𝑜𝑐𝑐 is the number of occlusions, 𝑁𝑚 is the number of matches, 𝑐(𝑥1𝑖, 𝑥1𝑖
′ ) is the dissimilarity 
between pixel 𝑥1𝑖 in image 1 and 𝑥1𝑖
′  in image 2. For instance, consider the two corresponding lines 
and the match sequence shown in the figure below: 
 
Figure F.3:  Example of a Match Sequence 
M = <(0,0), (1,1), (4,2) , (5,3), (6,5), (7,6), (8,7)> 
By defining the function 𝑐(𝑥1𝑖, 𝑥1𝑖
′ ) to be the absolute pixel intensity difference and 𝜋𝑟 = 𝜋𝑜𝑐𝑐 = 1, 
the cost of this match is 𝜋(𝑀) = −2. During the minimization some hard constraints inherent to the 
problem can be added [197]: 
3        6        7        1        8        3        2        7        9
4        5        0        1        6        1        4        2        8
0        1        2        3        4        5        6        7        8 pixels
Image 1 pixel 
intensity
Image 2 pixel 
intensity
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 Ordering Constraint: For opaque surfaces, the order of neighbouring correspondences on the 
corresponding epipolar lines is always preserved. 
 Uniqueness Constraint: The correspondence between any two corresponding points is 
bidirectional as long as there is no occlusion in one of the images. A correspondence vector 
pointing from an image point to its corresponding point in the other image always has a 
corresponding reverse vector pointing back. 
 Disparity Limit: The search band is restricted along the epipolar line because the observed 
scene has only a limited depth range. 
 Disparity continuity constraint: The disparities of the correspondences vary mostly 
continuously and step edges occur only at surface discontinuities. For neighbouring image 
pixels along the epipolar line, one can even impose an upper bound on the possible disparity 
change. Disparity changes above the bound indicate a surface discontinuity. 
The form of the cost function and the nature of the constraints allow the use of dynamic 




 Smallest Ellipse Enclosing Pixels G.
The computation of the Smallest Area Ellipse Enclosing Pixels (SAEEP) of a given object is an 
important image processing algorithm. An exact and fast SAEEP, based on the so-called Welzl’s 
scheme [168], has been proposed in [166, 167]. It starts at any pixel of the object and grows an 
ellipse until it contains all pixels of the object. This growing operation is not trivial. In order to get the 
optimal ellipse (smallest ellipse enclosing all object pixels), the algorithm uses a set of pixels, called 
support pixels, lying on the perimeter of the smallest ellipse. The smallest ellipse is described by up to 
five points. This algorithm has been conceptually described in Chapter 5. It is implemented 
recursively using a pixel move-to-front heuristic. The pseudo code of the algorithm is shown below. In 
this pseudo code, 𝑃 corresponds to the list of object pixels, 𝑆 is a list storing the support pixels and 𝐸 
stores the smallest ellipse parameters.  
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𝐸𝑠 = StartSmallestEllipse(𝑃) 
  Shuffle points in the list 𝑃 
  Set 𝑆 to empty 
  [𝑆𝑠, 𝑃𝑠] = FindSmallestEllipse(index of the last pixel in 𝑃, 𝑆, 𝑃) 
  Compute the parameters 𝐸𝑠 of the ellipse passing through the pixels  
  stored in 𝑆𝑠 
  Return 𝐸𝑠 
end 
 
[𝑆, 𝑃] = FindSmallestEllipse(index of the 𝑗th pixel in 𝑃, 𝑆, 𝑃) 
  If the size of the list 𝑆 is equal to 5 
    Return the list S and 𝑃 
  End 
  For 𝑘 equal 1 to 𝑗 
    If 𝑃(𝑘) lies outside the ellipse supported by the points 𝑆, then 
      If it exists an ellipse passing through the point 𝑃(𝑘) and 𝑆,      
      then 
        Add 𝑃(𝑘) at the end of the support pixel list 𝑆 
        [𝑆, 𝑃] = FindSmallestEllipse (𝑗, 𝑆, 𝑃) 
        Remove the last support pixel of the list 𝑆 
        Move the 𝑗th pixel in 𝑃 in front of the list 
      End 
    End 
  End 
  Return the list S and P 
End 
Figure G.1: Pseudo Code of the Smallest Ellipse Enclosing Point Algorithm 
In the recursive part of the algorithm, the explicit computation of the parameter of the smallest 
ellipse is not required. It only needs a way to determine if a point is either inside or outside the 
smallest ellipse defined by the set of support points. When the support points list contains less than 
three points, the ellipse passing through these points is degenerative and any point is outside this 
ellipse. The parameters of the ellipses are computed when the optimal support points are found. 
Before going too far in the derivation of the procedure that do this check with three, four and five 
support points, important concepts about conics are first presented. 
G.1. Conics Definitions 
In homogenous coordinates, a generic conic 𝐶(𝒑), where 𝒑 = [𝑥, 𝑦]𝑇 corresponds to the coordinates 


























This equation can be rewritten using standard coordinates: 














+𝑤 = 0} (G.2) 
If the determinant of 𝑨 is zero, the conics is degenerate. A typical degenerate conic is built from two 












] = 0} (G.3) 






























Using the definition given in Eq. (G.4), the straight line 𝐿(𝒑) passing through the points 𝒑𝑎 = [𝑥𝑎 , 𝑦𝑎] 
and 𝒑𝑏 = [𝑥𝑏 , 𝑦𝑏] is given by: 















(𝑦𝑏 − 𝑦𝑎) (𝑥𝑎 − 𝑥𝑏) (𝑥𝑎 − 𝑥𝑏)𝑦𝑎 − (𝑦𝑏 − 𝑦𝑎)𝑥𝑎
]
⏟                                  










= 0. (G.5) 
From Eq. (G.3), the conic defined by the pairs of line 𝒑𝑎𝒑𝑏̅̅ ̅̅ ̅̅ ̅ and 𝒑𝑐𝒑𝑑̅̅ ̅̅ ̅̅ ̅ is then defined by: 
 





𝑳𝒑𝑎𝒑𝑏̅̅ ̅̅ ̅̅ ̅𝑳𝒑𝑐𝒑𝑑̅̅ ̅̅ ̅̅ ̅
𝑇
⏟      




] = 0} (G.6) 
If the conic is not degenerate and the determinant of 𝑴 is not zero, the conic is symmetric about the 
coordinates 𝒄 and Eq. (G.2) can be rewritten as:  
 𝐶(𝒑) = (𝒑 − 𝒄)𝑇  [
𝑟 𝑡
𝑡 𝑠
] (𝒑 − 𝒄) − 𝑧 = 0 (G.7) 
where 𝒄 = −𝑴−1𝒎, 𝑧 = 𝒎𝑇𝑴−1𝒎−𝑤. If the determinant of 𝑴 is greater than zero, the conic is an 
ellipse. Ellipses are often descripted by five parameters: its center coordinates 𝒄, its semi-major axis, 
𝑎, its semi-minor axis, 𝑏, and its orientation 𝜙. The parameter 𝑎 corresponds to half the squared root 
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of the norm of the highest eigenvalue of 𝑴/𝑧, while 𝑏 has the same definition, but it is computed 
from the smallest eigenvalue. The angle 𝜙 corresponds to the orientation of the major axis with 
respect to the horizontal axis of the coordinates system. It is obtained from the eigenvector of 𝑴/𝑧 
corresponding to the highest eigenvalue. With an appropriated scale, such that 𝑟 > 0, the point 𝒒 lies 





G.2. Smallest Ellipse through Three Points  
Consider that the coordinates of three points, 𝒑1, 𝒑2 and 𝒑3, are transformed using an affine 
transformation 𝑻 such that they form an equilateral triangle. The smallest ellipse enclosing the 
transformed point corresponds to the circumcircle of the triangle. Since the transformation 𝑻 scale 
the area of a conic by det(𝑻), the smallest conic in 𝑻 is also the smallest in the original coordinate 

















𝑧 = 2 
(G.9) 
G.3. Smallest Ellipse through Four Points 
Any convex set of four points 𝒑1, 𝒑2, 𝒑3 and 𝒑4 determines a infinite number of conics given as the 
linear span of two degenerate conics 𝐶1(𝒑) and 𝐶2(𝒑): 
 𝐶(𝒑) = 𝜆𝐶1(𝒑) + 𝜇𝐶2(𝒑) (G.10) 
Knowing that the points are organized in counter-clockwise order, one can chose 𝐶1(𝒑) as a pair of 
lines 𝒑1𝒑2̅̅ ̅̅ ̅̅ ̅ and 𝒑3𝒑4̅̅ ̅̅ ̅̅ ̅ while 𝐶2(𝒑) as a pair of lines 𝒑1𝒑4̅̅ ̅̅ ̅̅ ̅ and 𝒑2𝒑3̅̅ ̅̅ ̅̅ ̅ (the conic defined from two lines 
can be obtained using Eq. (G.6)). In order to test if a point 𝒒 is inside or outside the smallest ellipse 
(in-ellipse test) defined from Eq. (G.10), the conic 𝐶0(𝒑) passing thought the five points 𝒑1, 𝒑2, 𝒑3, 
𝒑4 and 𝒒 is computed. It is easy to demonstrate that 𝐶0(𝒑) is obtained by choosing: 
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 𝜆0 = 𝐶2(𝒒) 
𝜇0 = −𝐶1(𝒒) 
(G.11) 
Thereafter, the type of 𝐶0(𝒑) is determined. Two case can be distinguished from the type of 𝐶0(𝒑): 
 Case 1: 𝐶0(𝒑) is not an ellipse and 𝒒 is either inside or outside all ellipses passing through 𝒑1, 
𝒑2, 𝒑3 and 𝒑4. 
 Case 2: 𝐶0(𝒑) is an ellipse and the position of 𝒒 with respect to the small ellipse passing 
thought 𝒑1, 𝒑2, 𝒑3 and 𝒑4 must be checked. 
G.3.1. Case 1 
The first case occurs when the conic passing thought the points 𝒑1, 𝒑2, 𝒑3, 𝒑4 and 𝒒 is not an ellipse. 
In this situation, the point 𝒒 lies inside or outside all possible ellipses defined from Eq. (G.10). 
Consequently, any value of 𝜆 and 𝜇 that gives an ellipse can be used to perform the in-ellipse test. It 
is demonstrated in [166] that posing 𝜆 and 𝜇 as shown in Eq. (G.12) always gives an ellipse. 
 𝜆𝑒 = 2det(𝑴1) − 𝛽 
𝜇𝑒 = 2det(𝑴2) − 𝛽 
(G.12) 
where 𝛽 = 𝑟1𝑠2 + 𝑟2𝑠1 − 𝑡1𝑡2. 
G.3.2. Case 2 
When 𝐶0(𝒑) is an ellipse more insight about the smallest ellipse passing through the points 𝒑1, 𝒑2, 
𝒑3, 𝒑4 must be known. From Eq. (G.10), consider that this smallest ellipse is given by: 
 𝐶𝑠(𝒑) = 𝜆𝑠𝐶1(𝒑) + 𝜇𝑠𝐶2(𝒑). (G.13) 
In the form of Eq. (G.1), the coefficient 𝑟 of the conic 𝐶𝑠(𝒑) is given by: 
 𝑟𝑠 = 𝜆𝑠𝑟1 + 𝜇𝑠𝑟2. (G.14) 
where 𝑟1 and 𝑟2 are respectively the 𝑟 parameter of 𝐶1(𝒑) and 𝐶2(𝒑). 
Similarly, the coefficient 𝑟 of the conic 𝐶0(𝒑) is defined by: 
 𝑟0 = 𝜆0𝑟1 + 𝜇0𝑟2. (G.15) 
It is well known that a conic can be scaled to any factor without changing its characteristics. By 
scaling appropriately the conic 𝐶𝑠(𝒑), the factor 𝑟𝑠 becomes equal to 𝑟0. This means that the smallest 
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ellipse can then be found by varying 𝜇0 and 𝜆0 along the vector [−𝑟2 𝑟1]













It is noted that similar equation could have been established using any other parameter of the conic. 
The parameter 𝑟 has been chosen arbitrary. By substituting, Eq. (G.16) in Eq. (G.10), the smallest 
ellipse is given by: 
 𝐶𝑠(𝒑) = 𝜆0𝐶1(𝒑) + 𝜇0𝐶2(𝒑) + 𝜏𝑠(𝑟1𝐶2(𝒑) − 𝑟2𝐶1(𝒑)). (G.17) 
At the point 𝒒, the sum of two first right-hand terms is by definition zero 0 (these terms correspond 
the conic 𝐶0(𝒑) passing through 𝒒) and 𝐶𝑠(𝒒) becomes: 
 𝐶𝑠(𝒒) = 𝜏𝑠(𝑟1𝐶2(𝒒) − 𝑟2𝐶1(𝒒)). (G.18) 
Assuming that 𝐶0(𝒒) is scaled such that 𝑟0 > 0, 𝒒 falls inside 𝐶𝑠(𝒑) if 𝐶𝑠(𝒒) < 0. It remains to 
determine the sign of 𝜏𝑠 i.e. in which direction, along the vector [−𝑟2 𝑟1]
𝑇, the parameters [𝜆0 𝜇0] 
must vary to find the smallest ellipse. In order to do so, the variation of the area of the ellipse 𝐶(𝒑) 
with respect to 𝜏 must be analysed. The conic 𝐶(𝒑) as a function 𝜏 is simply derived from Eq. (G.17) 
by replacing 𝜏𝑠 by 𝜏: 
 𝐶(𝒑) = 𝜆0𝐶1(𝒑) + 𝜇0𝐶2(𝒑) + 𝜏(𝑟1𝐶2(𝒑) − 𝑟2𝐶1(𝒑)). (G.19) 
As presented in Eq. (G.8), the area of 𝐶(𝒑) is linked to the determinant of 𝑴/𝑧. This determinant can 
be expressed as a function of 𝜏: 
 det(𝑴/𝑧) = det(𝑴/(𝒎𝑇𝑴−1𝒎−𝑤))
= (𝑟𝑠 − 𝑡2)2 det ([
𝑟 𝑡
𝑡 𝑠
])/(𝑟𝑢2 + 𝑠𝑣2 − 2𝑡𝑢𝑣 − 𝑤)2  
=
(𝑟𝑠 − 𝑡2)3






Knowing that 𝑑𝜎 = 𝑟1𝜎2 − 𝑟2𝜎1 and 𝑒𝜎 = 𝜆𝜎1 + 𝜇𝜎2, for 𝜎 ∈ {𝑟, 𝑠, 𝑡, 𝑢, 𝑣, 𝑤}, 𝑎 and 𝑏 are given by: 
 𝑎 = 𝑎0 + 𝑎1𝜏 + 𝑎2𝜏
2 (G.21) 
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𝑏 = 𝑏0 + 𝑏1𝜏 + 𝑏2𝜏
2 + 𝑏3𝜏
3 
𝑎0 = 𝑑𝑟𝑑𝑠 − 𝑑𝑡
2 
𝑎1 = 𝑑𝑟𝑒𝑠 + 𝑑𝑠𝑒𝑟  − 2𝑑𝑡𝑒𝑡 




2 − 2𝑑𝑡𝑑𝑢𝑑𝑣 −𝑤 
𝑏1 = 2𝑑𝑟𝑒𝑢𝜏 + 𝑑𝑢
2𝑒𝑟𝜏 + +2𝑑𝑠𝑒𝑣𝜏 + 𝑑𝑣













































= 𝑐0 + 𝑐1𝜏 + 𝑐2𝜏
2 + 𝑐3𝜏
3 
𝑐0 = 3𝑎1𝑏0 − 2𝑎0𝑏1 
𝑐1 = 𝑎1𝑏1 + 6𝑎2𝑏0 − 4𝑎0𝑏2 
𝑐2 = 4𝑎2𝑏1 − 𝑎1𝑏2 − 6𝑎0𝑏3 
𝑐3 = 2𝑎2𝑏2 − 3𝑎1𝑏3 
(G.23) 
The smallest ellipse corresponds to the value of 𝜏 that maximizes det(𝑴/𝑧) or makes the derivative 
of det(𝑴/𝑧) relative to 𝜏 equal to zero. The sign of 𝜏𝑠 is then given by the sign of the derivative 










) = sgn(𝑏0)sgn(𝑐0). (G.24) 
If 𝑏0𝑐0 > 0 the sign of 𝜏 corresponding to the smallest ellipse is positive, otherwise, it is negative. 
From Eq. (G.18), if and only if 𝑏0𝑐0(𝑟1𝐶2(𝒒) − 𝑟2𝐶1(𝒒)) ≤ 0, 𝒒 lies inside the ellipse.  
In the last step of the SAEEP algorithm, the parameters of the smallest ellipse are computed from the 
optimal support point set. With four support points, 𝜏𝑠 is obtained by solving Eq. (G.25) for 𝜏 and the 
solution is inserted into Eq. (G.17) to obtain 𝐶𝑠(𝒒). 
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 𝑐0 + 𝑐1𝜏 + 𝑐2𝜏
2 + 𝑐3𝜏
3 = 0. (G.25) 
It is noted that this third-order equation can be solved analytically using the Cardano equation [60]. 
Only the smallest real root is kept. The solving of Eq. (G.25) is significantly more time consuming than 
the determination of the sign of 𝜏𝑠 to perform the in-ellipse test. 
G.4. Smallest Ellipse through Five Points 
The smallest ellipse passing through five points is computed using the process used to obtain 𝐶0 in 
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