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ABSTRACT
The simulation of comprehensive models for cellular wireless systems poses a computa­
tional burden of great proportions. When a sub-model for transmitter power level control is 
included in the simulation, a continuous process in discrete-time is introduced, requiring tra­
ditional execution to advance in small, regular time-steps. To accelerate these simulations, 
we propose the use of interval jumping, a novel technique which allows time to progress in 
adaptive, irregularly-sized jumps. The foundations for this mechanism are laid out in light 
of the simulation of a complex simulation model which includes teletraffic, radio propaga­
tion, channel allocation, transmitter power control, and user mobility. We demonstrate the 
performance of this method through the use of sequential and parallel simulation.
Approaching the problem of accelerating the simulation of wireless systems from a dif­
ferent angle, we also identify a second important performance bottleneck. Calculations for 
interference computation, which may be carried out hundreds of times for each second of 
simulated time, require the evaluation of 0 ( N 2) interactions, for a system with N  trans­
mitter/receiver pairs. In order to provide a computationally cheaper and more scalable 
alternative to these operations, we study the applicability of an /V-body algorithm, which 
brings time complexity down to 0 { N  log N).
xii
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Chapter 1
Introduction and Motivation
Wireless cellular systems can be seen as the culmination of the evolutionary process of 
mobile communications. Today’s digital systems, termed the second generation of wireless 
networks, provide a variety of services that encompass paging, voice and data transmission. 
The plans that have been laid out for a third generation (3G) will take the standards of 
speed and quality of wireless communication much higher, rivaling even the wired phone 
system.
The convenience and flexibility offered by wireless networks has created enough inter­
est, up to now, to determine a level of demand that has grown exponentially over the 
years. Pagers, cellular phones and PCS (Personal Communication Service) units, which 
were initially very expensive gadgets, are now accessible to the common person. As the new 
standards become reality and subscription costs continue to drop, it is expected that the 
number of subscribers will grow even faster.
Cellular wireless networks have been created, from their very beginning, to meet this 
rapidly growing demand. Scalability in the face of a  scarce and precious resource, the radio
2
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CHAPTER 1. INTRODUCTION AND MOTIVATION 3
spectrum, has always been one of the foremost goals of these systems. Consequently, the 
design of a wireless network is no easy task. Not only is it hard to engineer a scalable and 
reliable system, but it is also difficult to validate and evaluate it, since the available tools 
for mathematical analysis provide very limited insight. The remaining alternatives are to 
test each specific design either by physical implementation in the field or through the use 
of computer simulation.
At early design stages, physical implementation is hardly ever an option. The costs 
of realizing the whole system before a design has been refined to a reasonable level of 
performance are simply prohibitive. At times, it may be possible to construct scaled-down 
versions of the system and use them for design evaluation. Clearly, great care must be 
taken in analyses with scaled-down implementations, so that the results obtained can be 
extrapolated to create valid predictions of behavior for the full-sized system.
What makes computer simulation the best option for the process of design refinement is 
the fact that it warrants reproducibility and control. Complex test scenarios can be created 
to exercise each specific system feature and expose potential design flaws. This process 
of problem identification and correction can be repeated until the system design reaches 
satisfactory levels of reliability and performance.
The total cost of a simulation study breaks down into three major factors: the human 
cost of model development, the computational cost of model execution and the combined 
costs of output analysis. Model development has become easier and cheaper due to the use 
of design patterns and component databases [27, 38]. This process has evolved to a point 
where the modeler is able to realize a project from base components previously developed, 
tested and validated by experts. Modeling has become more focused on design rather than
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on low-level programming and, thus, the associated costs have been much reduced.
Considering the dwindling costs of modeling and the fact that the costs of a simulation’s 
output analysis are comparable to those of the analysis of the physical system, it is clear that 
the dominant cost in a simulation study will be that of model execution. The computational 
resources required for the simulation of large-scale, comprehensive and detailed models are, 
in general, equally massive.
It’s a well-known fact that the most detailed models require the most computational 
power. Given the current rapid advances in computer technology, one would think that 
with a fast uniprocessor or perhaps a large multiprocessor, simulations of wireless systems 
could be executed in reasonable time. What reasonable time means, though, can be a 
point of contention. One unit of time in the real system can easily turn into hundreds or 
thousands of units of computational time depending on the model employed. Moreover, in 
order to produce statistically sound results, long and repeated runs with the same model 
are required. All these facts may seem to detract from the viability of simulation of wireless 
cellular systems, but as our research shows, if the right techniques are used, the simulations 
can be substantially accelerated.
The feature of that makes models of wireless cellular systems most intriguing is the fact 
that one can identify processes of diverse natures intertwined over the same time scale. First, 
interactions between user and system can be viewed as discrete events in continuous time. 
These events happen at unpredictable times, according to no specific pattern. For instance: 
a realistic model allows a user to place a call at any point in time, rather than at, say, every 
five minutes. Second, the wireless system performs other activities at regular intervals, 
suggesting that internal control processes operate on a discrete time scale. The events
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representing these “system activities” , which involve complex calculations, are performed 
with such frequency that if one simulates the model by time-stepping, the computational 
burden becomes exceedingly heavy.
Here lies the principal challenge in the simulation of wireless systems and the main 
topic of this dissertation: how can we make simulation time advance at a faster rate and 
produce results as accurate as those of time-stepping? The technique of interval jumping we 
propose, allows the simulation to identify situations when it is possible to avoid processing a 
potentially large sequence of these system events making time advance in leaps and bounds 
instead of little steps.
Having developed interval jumping to its full potential when applied to accelerating 
sequential simulations, we go further and build a parallel simulation with it. We do not 
develop a new synchronization algorithm, but instead make use of simple conservative tech­
niques to parallelize our model.
1.1 Related Work
Several articles on parallel simulation of wireless systems have been published recently. The 
level of abstraction in the models used in these works varies according with the depth and 
completeness expected from the simulation studies.
Lin and Fishwick [32] introduce issues of parallel discrete-event simulation (PDES) and, 
at the same time, describe a detailed model for the simulation of personal communication 
systems (PCS).
Carothers et al [3] use models for teletraffic and simplified mobility under a static channel
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allocation (SCA) scheme to simulate, in parallel, realistically sized PCS networks. Later 
articles by these researchers [7, 8] carry on with a more detailed mobility model in order 
to study the effect of different call workloads and population movement patterns on the 
system’s performance. All these studies were conducted using Time Warp, an optimistic 
parallel simulation paradigm [26].
Greenberg et al [22] identify a class of models for dynamic channel assignment (DCA) 
and present a conservative technique for accelerating the simulation on a massively parallel 
SIMD machine. Using a large cellular network model, experiments are executed on a 16K 
processor MasPar MP-1 achieving speedups of up to 120 with teletraffic simulation.
Our work differs from those mentioned above at different levels. One of the motivations 
behind our research was to construct a more comprehensive simulation model including 
tightly coupled components of wireless systems such as power control and channel allocation. 
With this model, which brings simulations closer to real physical systems, we devised a 
technique offering good potential for performance improvements and started studying issues 
related to its parallelization.
The well-versed reader in this area will notice that some ideas explored here are closely 
related to those presented in [29]. We share the same rationale for development of a parallel 
simulation model and agree that the natural partitioning strategy for this problem is to 
break it up by channels and not by subdivision of the simulated space. Each channel or 
pool of channels can be simulated by a different processor fairly independently of others, 
especially when adjacent channel interference is m inim al. In addition to the new technique 
for acceleration proposed, our work differs from [29] by including cross-channel interference 
in the model.
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1.2 Overview of the Dissertation
Our research has focused on the identification of the major bottlenecks of the simulation 
of wireless cellular systems and on the development of computational methods to overcome 
them. When models include components for power control and channel allocation, the 
simulation goes through a large number of state updates, regularly spaced in time. Not 
only are these state updates numerous, but they are also computationally expensive. The 
contribution of this thesis concerns the acceleration of these models; we approached the 
problem from two distinct fronts.
First, we investigated methods to reduce the computational cost of each state update. 
Having determined that the computation of interference in the model is the dominant factor 
in this cost, we investigated how this computation can be accelerated through the appli­
cation of the Barnes-Hut (BH) algorithm, originally created for the gravitational iV-body 
problem. We compared the results obtained with this approach to another method from the 
literature and our results indicate the most appropriate choice for different circumstances.
Second, we developed interval jumping, a technique that leads to the reduction of the 
number of state updates. In the context of the development of this technique, we constructed 
a framework based on dynamic programming that allowed us to specify MULTI, a hierarchical 
search scheme that can be used to identify intervals of simulation time where simulation 
time can be accelerated. We compared this search scheme with other simple policies and 
showed that its importance is tantamount to the scalability of the simulation.
The results we observed in both fronts are quite encouraging. The application of the 
BH algorithm demonstrates that interference computations can be accelerated as much as
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1000 times relatively to the brute-force method. We also observed that the relative errors 
produced with BH depend on the system load and can be significantly higher (one order 
of magnitude) than those produced by truncated interference, an alternative method for 
interference computation. In what regards interval jumping, the simulation of a model 
of 10 x 10 cells, under a load that produces blocking probability of about 10%, can be 
accelerated by a factor as low as 26 and as high as 82, relatively to time-stepping.
The remainder of this section describes the general structure of the dissertation. Chap­
ter 2 presents a brief summary of concepts in wireless cellular systems. There we introduce 
basic terminology with which one needs to be acquainted in order to develop comprehensive 
simulation models of these systems.
In Chapter 3, we cover severed of the main points in this dissertation. We start out 
defining the simulation model adopted throughout this study and then proceed to describe 
two techniques to accelerate simulations of wireless cellular systems. The first one of these 
is concerned with the application of IV-body problem algorithms to reduce the cost of inter­
ference computations. The second, the principal focus of our research, is interval jumping, 
an alternative way to promote time advance in the simulation that drastically reduces its 
execution time. We conclude the chapter with a description of the initial experiments that 
demonstrated the potential of our technique.
Next, in Chapter 4, we analyze the costs and benefits of interval jumping. We show that 
there is more to interval jumping that meets the eye. Although the technique proves to be 
highly efficient through naive application, when we attempt to extract better performance, 
an important problem arises. This chapter shows in detail how non-trivial it is to determine 
intervals of such length as to make interval jumping fulfill more of its promise. Using
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dynamic programming, we develop a framework that is general enough to allow the efficient 
use of interval jumping with a variety of simulation models. We close the chapter reporting 
a series of experiments in which we derive models that are used by a search scheme intended 
to expand the length of interval jumps.
Chapter 5 discusses research problems we have identified in the context of interval 
jumping. Furthermore, the chapter presents several open problems in the simulation of 
cellular wireless systems.
Finally, Chapter 6 presents our conclusions, briefly sum m arizing the research contribu­
tions made with this work.
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Chapter 2
Concepts In Wireless System 
Technology
This chapter establishes the basic terminology used throughout this dissertation. We present 
here several issues pertinent to the design of a wireless system, points which are of central 
importance to understanding the technology and, consequently, to the development of a 
realistic and comprehensive simulation model that meets our goals.
2.1 Radio Waves, Cells and Mobile Users
According to the Federal Communication Commission (FCC), Title 47, Part 22 of the Code 
of Federal Regulation, a cellular system is defined as:
A high capacity land mobile system in which assigned spectrum is divided into 
discrete channels which are assigned in groups to geographic cells covering a 
cellular geographic service area. The discrete channels are capable of being
10
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reused in different cells within the service area.
From this definition we can deduce the basic characteristics of a cellular radio system. 
A cell is a well-defined geographic area that offers communication services to subscribers 
through a base station. Mobile users sign up for service upon entering a cell and commu­
nicate via a full-duplex radio link with its base station. When a user leaves a cell, the 
network tries to forward the ongoing connection to the next cell visited without interrup­
tion of service. The sensitivity of receivers at base stations together with the power of their 
transmitters, determine the coverage area of the cell.
Keeping transmission power as low as possible is key in wireless systems. On the mobile’s 
side, this maximizes the efficiency of battery usage (autonomy) and on the base station 
side, it minimizes electricity consumption. What is more important than these two factors, 
however, is the fact that low power enables the system to accommodate more users and to 
provide better quality of service (QoS).
Transmission power establishes a geographic area covered by the signal: since radio 
waves decay exponentially fast (an effect known as path loss), only receivers within a certain 
distance can successfully pick up the signal. However, the decay function has a long tail 
and when the areas of coverage of different transmitters overlap, the signals “interfere” with 
each other and can’t be received as clearly as they were sent out. Making areas of coverage 
small, that is, using low transmission power, tends to reduce this effect and allows more 
cells to be packed within the same geographic region.
The drawback of low power is that QoS, which is defined as the ratio of signal strength to 
interference strength (signal-to-interference ratio or SIR), can degrade quite easily. Wireless 
systems, however, employ clever mechanisms to circumvent this problem by continuously
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adapting transmission power, so that only the minimum power necessary is used to achieve 
a desired QoS is used. The most important consequence of this parsimony of power usage 
is the fact that as coverage areas are kept small, neighboring cells are able to use the same 
frequencies concomitantly.
The notion of reuse is a point of utmost importance in the design of wireless systems, 
which has direct impact on scalability. The radio spectrum is divided into bands allocated 
for different purposes and the portion reserved for commercial wireless networks is small 
relative to its service demand. Frequency reuse is, therefore, a big step in achieving high 
efficiency from a scarce resource, but not the only one.
Most commonly, a wireless system allows more than one active user within each cell. 
To provide multiple simultaneous connections to the same base station, different schemes 
or multiple access technologies have been devised and they vary widely in how they utilize 
the spectrum and in the quality of connection they provide.
2.2 Multiple Access
Perhaps the most straightforward way to grant multiple users access to the radio space 
is by frequency division multiple access (FDMA). The spectrum is split into a number of 
bands or slots, each one wide enough to carry one connection. A channel, in this setting, 
actually refers to two distinct frequencies: one to carry information from base to mobile, 
the downlink, and another, the uplink, for the reverse direction. While channel, uplink and 
downlink are concepts perhaps more directly related to FDMA, the same notions still exist 
in other system designs.
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Another option is to create partitions in time rather than in the frequency domain: 
time division multiple access (TDMA) allows each connection to utilize the full band, at 
maximum transmission rate, for a limited time. Subscribers are then scheduled to use the 
medium one at a time, transmitting only when their turn is up.
An alternative to TDMA and FDMA, code-division multiple access (CDMA) has been 
the technology of choice in many of the more modern networks [46]. CDMA uses spread 
spectrum signals; that is, the bandwidth employed is much larger than the bandwidth of 
the messages transmitted. The basic idea requires an arbitrarily chosen spreading code, 
a pseudo-random sequence or pseudo-noise (PN), that is applied to modify the data. To 
decode the message, the receiver must know the PN used in the encoding procedure.
The two predominant flavors of CDMA are direct sequence (DS CDMA) and frequency 
hopped (FH CDMA). These techniques differ in how the PN is used to spread the signal on 
the spectrum. Like TDMA, CDMA uses all available frequencies at the same time, which 
characterizes a spread-spectrum technique. Effectively, all users produce interference for 
one another, but since a unique PN is associated with each link, each user can distinguish 
the real signal from interference [48].
DS CDMA takes a digital data stream as input and “stretches” each value out: a 1 bit 
is replaced by the PN and a 0 bit by the l ’s complement of the PN. This has the effect of 
multiplying the bit stream by the bit length of the PN; for instance: a PN of length 64 and 
an input stream with a rate of 16 Kbits/s result in an output stream with a rate of 1,024 
Kbits/s. The encoded stream requires a bandwidth 64 times larger than the original, but 
is more resilient to errors and can be reconstructed with higher accuracy at the receiver.
FH CDMA, on the other hand, uses the PN to make the carrier frequency hop around
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the band. The transmitter uses a certain frequency for a fixed pre-detennined amount of 
time and then moves on to another frequency. The receiver, having been informed of the 
PN value, knows the sequence of frequencies that will be visited by the transmitter and can 
be tuned in synchrony to reconstruct the data.
By spreading the signal in a broad band, CDMA achieves high efficiency of spectrum 
utilization at the cost of increased complexity [48]. It also tends to reduce deleterious effects 
such as multipath fading and interference (discussed in detail in section 2.3).
As of now, there is no single global standard for wireless systems and thus different 
designs use different access methods. One can easily get confused with the many acronyms 
in the jargon used to refer to different schemes, but these seemingly obscure arrangements 
of letters are all related by their common goals: to multiplex the medium and to enable 
the carrier to provide services with a well-established standard of quality. In this dynamic 
and competitive market, from the consumer’s point of view, quality translates not only to 
a clean, noise free connection, but also to how easy it is establish one.
When a subscriber attempts to place a call, there is a chance the system cannot support 
it and the request must be refused. There can be two different reasons for this denial of 
service:
• Radio resources are unavailable; that is, no base station in the mobile’s vicinity has a 
free transceiver to establish a new connection, or
• Although physical resources do exist, due to the system load and propagation condi­
tions, it may not be possible to admit one more connection because its effects on the 
system would degrade the QoS in the network beyond what is tolerable.
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The main issue here is that providers of wireless services engineer their system so that 
it is not only “good enough” from the start, but that it can stay “good enough” as the 
subscriber base grows larger. An increase in load places more stress on the system and may 
require that cells be made smaller so that capacity is increased and quality maintained.
While many different alternatives to scale up the system may be conceived, one cannot 
count on the possibility that the band of spectrum allocated for commercial wireless services 
can be enlarged. A relatively small range of frequencies is available and the systems have 
to make do with them. Frequency reuse is a big step in the right direction, though not the 
only one. Later on we present the problem on channel assignment and show how it can 
be coupled with power control to improve spectrum utilization. Next, we look at the main 
obstacles that lie on the road to achieving quality in radio connections.
2.3 Interference, Noise and Other Monsters
Basically, anything that rides on a radio wave and is not real information (signal) can be 
said to be some form of interference or noise. There exist different forms of spurious signals 
at play in a wireless network and they must be well understood in order to be accurately 
modeled in a simulation. We now discuss these in more detail.
Consider a radio transmitter in an FDMA system. When tuned to a central frequency 
/ ,  depending on the type of modulation employed, the signal sent out occupies a certain 
bandwidth, that is, a range of frequencies defined around / .  An ideal transmitter would 
have a transfer function with sharp rectangular bounds as shown in Figure 2.1. That would 
mean all the output signal is strictly concentrated in the interval defined by the bandwidth.
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Figure 2.1: Filter transfer functions and adjacent channel interference in the frequency domain
However, such a transmitter is not realizable and what can be accomplished by bandpass 
filters is much less rectangular than the ideal.
As we try to pack the usable part of the spectrum with as many channels as possible, 
we may end up with adjacent channels which do not use disjoint intervals in the frequency 
domain. This characterizes a type of interference, depicted in Figure 2.1, called adjacent 
channel interference: part of the signal in one channel is garbled by the signal in a neigh­
boring portion of the spectrum. The interfering signal is, of course, subject to the same 
decay with distance and thus may suffer severe attenuation until it reaches the receiver 
(the amount of disruption the spurious signal causes will greatly depend on how close the 
receiver/transmitter pairs are).
Another type of interference occurs when more than one transmitter uses the same
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channel and they are close enough for their coverage areas to overlap. What is signal 
for one transmitter is noise for the other: this is called co-channel interference and can 
be minimized or even completely avoided by careful channel assignment. It is possible to 
divide the available frequencies into disjoint sets: if set Si is assigned to some cell c and we 
guarantee that no other cell c within a certain distance uses the same set, there will be no 
significant co-channel interference.
A small example of a practical situation when interference imposes contraints of channel 
assignment is depicted in Figure 2.2. Consider two cells ci and ci and their immediate 
neighbors, the cells that form a ring around them (a macroring of radius one). Now, say 
the system can use a set of frequencies S  =  { /o ,/ i , / 2 , .-- ,/n}. where every /, is adjacent 
to f i - 1 and fi+1 in the spectrum. One can divide these frequencies into disjoint subsets 
(represented by different shadings in the figure) so that there is never a pair of adjacent 
frequencies in any of them. When each cell is assigned one of these subsets, we can ascertain 
that no adjacent channel interference will occur within those boundaries. More care has 
to be exercised when sets with neigboring frequencies are assigned to neighboring cells, 
however.
Now, to rule out the possility of co-channel interference as well, channel assignment 
has to be done even more carefully to avoid letting geographically close cells use the same 
frequencies. To a certain extent, this is a particular instance of the graph coloring problem, 
as illustrated by Figure 2.2. Low power and propagation decay constrain the coverage of 
each transmitter and so frequencies may be reused in some cell distant enough without 
creating interference.
While conservative partitioning and assignment of spectrum can perhaps totally elimi-
<
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Figure 2.2: How interference affects channel assignment
nate the effect of interference, the risk of poorly utilizing the medium is potentially great. 
Many frequencies could be denied to an area with high load because they could possibly 
cause interference in a vicinity with little or no activity at all. Later on we discuss how an 
adaptive channel allocation algorithm may allow interference to exist and still achieve good 
QoS.
Interference is neither the only nor the worst effect that can degrade signal quality; others 
exist and can be mitigated, more or less easily and only to a certain extent, with the use 
of appropriate measures. A notable problem arises when a signal bounces off from different 
reflective surfaces arriving at the receiver after traversing different paths: this is called 
multipath fading. Random changes of phase in each different path can cause destructive 
addition at the receiver antenna. Also, because of different lengths for each transmission 
path, the signal arrives at the receiver in multiple replicas dispersed over time. When all
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these effects are added up, the information transmitted may reach the receiver distorted 
beyond all hope of being understood. Spread spectrum techniques, such as FH CDMA, are 
known to mitigate this type of problem.
Another effect that can attenuate radio signals, shadowing can also play an important 
part in wireless cellular systems [46]. As mobiles roam around, it is possible to have obstacles 
temporarily interposed between transmitter and receiver, creating random changes in the 
propagation conditions. The offending obstacles can range from natural terrain features, 
such as hills, to large buildings or even trucks or cars.
Last, but not least, noise is another effect that can substantially degrade the quality 
of communications in a radio system. We can divide sources of noise into two different 
categories: environmental and non-environmental [28]. The first of these encompasses at­
mospheric, human-made, galactic and solar noise. The second category consists of the 
internal noise electronically generated inside each radio device, and must also be consid­
ered. Semi-conducting devices are known to radiate a measure of thermal noise, which gets 
superimposed to the signal received at the antenna. The quality of the receiver determines 
not only its sensitivity, but also the level of internal noise generated. While this type of 
perturbation in the system is small, relatively to other factors, it must still be taken into 
account by a system dedicated to maintaining a minimum standard of quality.
2.4 Teletraffic
In a wireless system, users move about the service space placing and receiving calls, shifting 
the load from here to there as they go. To a certain extent, the system must keep track of
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users’ positions so that incoming calls can be properly routed. Consider a user who usually 
operates in New York City, but who has traveled to Miami. Calls addressed to this user will 
first be routed to Miami using some regular long distance telephone and then to the user’s 
receiver by the local cellular network. A similar problem exists when this user originates 
calls: the local cellular network is used but billing information has to be propagated to the 
accounting center in the area of subscription.
It is important to describe the interactions between mobile radio units and base stations. 
Base stations are usually located at the center of the cells and interact between themselves 
via wired network or, with the regular wired telephone system, with mobiles via radio and 
perhaps even with satellites. Mobiles choose a base station as their point of contact and 
communicate exclusively with it until either the call terminates or they move out of its 
coverage area. The choice of base station depends on a criterion of closeness that doesn’t 
necessarily correpond to geographical distance; it is often more desirable to connect to the 
one base in the neighborhood that offers the cleanest signed path.
The first step for any user communication is, therefore, the selection of a base to operate 
with. This process begins with the mobile transmitting a pilot signal, which is received by 
the bases in its neighborhood. The bases communicate amongst themselves and appoint the 
one that received the pilot signal at greatest power to handle the mobile. What happens 
next is highly dependent on the multiple access technology and discussing those details 
is beyond our scope. Although FDMA is an outdated technology with well understood 
disadvantages, for the purposes of developing this study, it is fairly adequate. From this 
point on, we refer to the concepts of channels and frequencies as in they exist in the FDMA 
context. The relevance of our research lies in the fact that we have developed techniques
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at the simulator’s infrastructure level, which can be modified to work with modern day 
wireless technologies, such as CDMA.
In the case that no base with a free channel can be found in the mobile’s vicinity, the call 
is immediately blocked, that is, refused by the system. Just like in the wired phone network, 
a call request is never queued for service at a later time. The user is simply forced to retry 
establishing the connection by dialing again. When a request is sucessfully processed, the 
communication link between base and mobile is established and maintained until the user 
leaves the service area of that cell.
In the event that a call is in progress when the user crosses a cell boundary, to avoid 
interruption in service, the call must be handed-off to a newly chosen base, which may well 
be the one in the center of the cell just entered. If that base has free radio resources to 
carry the new connection, service goes on seamlessly, otherwise the call is dropped.
While this teletraffic model is fairly simple, the key point to observe is that the mobiles’ 
interactions with the system occur at random points in time. Essentially, the system cannot 
predict when a call request will arrive nor how long a call will last. As we discuss in 
more detail when we present our simulation model in Section 3.2, this type of behavior is 
characteristic of event-driven systems. We show next that a few components of wireless 
systems require time to be viewed as continuous.
2.5 Power Control and Channel Assignment
SIR is the most basic measure of a system’s quality of service and is commonly used as a 
synonym for QoS. It does not, however, fully describe how reliable and accessible a system is.
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Call attempts may be blocked and ongoing calls may be dropped and, thus, it is important to 
quantify the likelihood of observing these events. Commonly, these two different parameters 
are referred to as blocking probability (Pi,) and dropping probability (Pd) and, together with 
SIR, they give a much better idea of how good a wireless network is. Another meaningful 
performance measure, grade of service (GoS) employs these two probability values to define 
a value used to characterize the quality of the network in one number [46].
In order to make the most out of a wireless network while offering subscribers a good 
GoS, system designers use components that make dynamic adjustments based on service 
demand. Perhaps the two most important of these are power control and channel assignment 
mechanisms.
The importance of power control stems from the discussion introduced in Section 2.1, 
where we point out how crucial it is to transmit signals at the lowest power possible. A power 
control mechanism works hard to achieve this goal while maintaing SIR in all connections 
around a target value specified by the carrier company. Its basic function is to continuously 
sense noise levels and adjust power levels accordingly. When it is determined that signal 
quality in a connection cannot reach the desired standards regardless of the amount of power 
used, the power control mechanism may tag the call as a hopeless case.
However, when a connection is deemed too noisy in a certain channel, it can perhaps be 
moved to another one where it reaches the desired SIR. The system may choose to give up 
on it after having tried other free channels where it could possibly be carried to completion. 
In this sense, power control and channel assigment mechanism s can cooperate towards the 
single goal of keeping GoS high.
A channel assignment mechanism does exactly what its name implies: it deals with
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teletraffic choosing a free channel to accomodate a new call request, moves ongoing calls 
from noisy to potentially good channels, and hands off calls from one cell to another. All 
of this takes place in the context of satisfying constraints to minimize or totally avoid 
interference, as discussed in Section 2.3.
Some of these mechanisms are based on a central intelligence that collects data about 
the system’s current state and takes action based on what it finds. In theory, these schemes 
could provide the best possible performance, but they are not practical. Distributed mecha­
nisms, on the other hand, may be much easier to implement, but work with local information 
that may not lead to optimal solutions.
In the next chapter, as we present a formal simulation model, we discuss in detail a 
specific locally autonomous mechanism that implements both power control and channel 
assignment in one single system component.
2.6 Chapter Summary
This chapter introduces basic terminology and concepts on wireless systems. Some of the 
key terms to remember are:
Signal to  interference ratio  (SIR): ratio of signal strength to interference strength at 
the receiver site.
Q uality of service (QoS): a measure of the goodness of connection a user experiences in 
a system; most commonly defined as SIR.
blocking probability  (Pj,): likelihood that a new call request is immediately rejected by 
a communication system.
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dropping probability  (P^): likelihood that an ongoing call is terminated by the network 
rather than by the subscriber on account of poor SIR or unavailability of radio channel 
when an inter-cell hand-off occurs.
G rade of service (GoS): parameter that describes the accessibility of a system as a func­
tion of Pb and P<*.
receiver noise: thermal noise generated by semiconductor devices inside the receiver.
co-channel interference: signal generated by transmitters on the same channel other 
than the one to which the receiver is directly linked.
adjacent channel interference: spurious signal generated by transmitters using frequen­
cies close to the one currently employed to connect a transmitter/receiver pair.
channel allocation mechanism: component of a wireless system in charge of assigning 
channels to establish connections betweem mobiles and base stations.
power control mechanism: component of a wireless system that manages transmitter 
power levels in a network striving to achieve a target SIR while, at the same time, 
keeping power as low as possible.
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Simulation the Faster Way
In this chapter we define a comprehensive simulation model for wireless systems and present, 
in detail, a specific algorithm for power control and channel assignment. Next, we introduce 
the technique of interval jumping and show how it can be applied to accelerate sequential 
simulations. Finally, we present the results of an experimental evaluation of the technique.
3.1 Foreword
Simulation has been at the core of works related to the engineering aspect of wireless 
systems. It’s widely employed to first evaluate the correctness of protocols and network 
design and, ultimately, for performance prediction when analytical tools can’t provide any 
answers.
With the explosive demand for wireless services, the systems of interest turn out to be 
very large and thus their simulation becomes problematic. The basic rule of thumb for 
model construction states that the more complex models axe, the greater computational
25
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power they require. For this reason, much work in simulation of wireless technology has 
been focused on specific system components such as channel allocation algorithms, network 
capacity, etc., or on how the systems respond to different scenarios.
Pioneering work in the field using simulation has been carried out by the very people 
who were developing the technology. Part of the former AT&T Bell Laboratories, Lucent 
Technologies, was highly influential in this area. Leonard Cimini, Jr., Gerard Foschini and 
Zoran Miljanic have become important names in the growing community and have published 
key works. We highlight a few of them here:
• A study of network capacity for linear and planar arrays of cells [12] that working 
with a simplified environment model computes saturation measures for a network of 
microcells.
• An investigation of how user mobility affects network capacity [16], which estimates 
how many additional channels are required to maintain a certain blocking probability 
under different user mobility models and fixed channel allocation.
• The development of distributed autonomous algorithms for channel assignment and 
power control [15, 17], where a decentralized algorithm that exploits the natural cou­
pling of the two system components is proposed and evaluated.
• Performance studies of dynamic channel allocation in microcells [11], which shows 
that impractical centrally administered fixed allocation algorithms do not perform 
much better than their dynamic counterparts.
Many other examples of what I dare call “circumstancial work” on simulation of wireless 
systems can be found in the literature. These simulations were simple engines constructed to
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prove a certain concept and no more than that. Researchers studying propagation models, 
protocols, and algorithms have had many times to write their own code to verify their 
propositions and so the simulation was not the object of the study, only a means to an end.
Another vein of work in this area began with the observation that testbeds for wireless 
system components were in high demand. Notable examples of this trend come from WIN- 
LAB, at Rutgers University. MADRAS [10] is a sequential simulator which targets mobility 
and dynamic channel allocation studies. W lPPET [39] extends the idea much further, 
providing an environment for parallel simulation of various types of wireless networks. This 
virtual testbed is implemented in the TED/C++ [42] framework over the Georgia Tech 
Time Warp (GTW) [13] optimistic parallel simulator. Following the T eD philosophy of of­
fering base objects that can be interconnected to form complex models, W lPPET enables 
the reuse of design patterns developed by experts in the area and also frees the simulationist 
of the burden of dealing with the low-level details of engine building.
More recently, the community has identified the need for investing effort in the study 
of the specific computational problems that arise from the simulation of wireless systems. 
In order to produce results representative of a real system’s behavior, model complexity 
and system sizes lead to simulations which are extremely computation-intensive. Often 
enough, these simulations require the use of high performance multi-processor computers in 
conjunction with sophisticated problem-specific techniques in order to execute in reasonable 
time.
As products of this new line of research, while not immediately adequate for widespread 
use by wireless systems engineers, these simulators lay the groundwork for an improved 
generation of testbeds. In this category, we find efforts such as [22], which unleash the
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power of massive parallelism to study algorithms for dynamic channel assignment. Also, 
[40], a portion of this dissertation, shows that under a different treatment, comprehensive 
computational models of wireless networks may execute much faster.
The rest of this chapter introduces the reader to the complexity of this simulation 
problem and starts to present our solution to accelerate its execution.
3.2 A Simulation Model
Wireless systems subdivide the area of coverage into smaller regions, or cells: while, in 
space, wave fronts of radio signals propagate as concentric spheres, in a bi-dimensional 
simulation model, they are commonly represented by hexagons or squares.
In our model, we define the geographical space as a plane, where all base stations and 
mobiles are contained. All cells have hexagonal shape and the same dimensions. Further­
more, at the center of each, we assume there exists one base station transmitting with an 
omni-directional antenna. The space is arranged as a torus and so we can work with a 
simulation does not experience edge-effects [33].
To impose periodic boundaries on this hexagonal world, we assume that it must always 
have an odd number of rows. This allows us to merge top and bottom rows into a single 
one. We can do a similar trick with the columns: if there is an even number of them, we 
can fold the space along the y-axis and have the edges fit together like in a jigsaw puzzle. 
As illustrated in Figure 3.1, effectively, the simulation space then fits inside a rectangle.
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Figure 3.1: Street layout in a 5x10 simulated world 
3.2.1 Radio Propagation
It is well known that, in a vaccum, electromagnetic waves are subject to an exponential 
decay with distance. That is, if pt is the transmitter power and if the transmitter and the 
receiver are separated by d units of linear distance, received power is given by
P t  =  P t ^ • (3-1)
In our model, we must consider that propagation decay is much faster than in a vaccum 
due to atmospheric conditions and, also, to possible obstacles in the propagation path. We 
can generalize this power law to be inversely proportional to da and then use a  > 4, as is 
most common in radio studies.
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For each propagation path of interest, we can simplify the way we describe received 
power by writing pr =  apt, where a is the attenuation coefficient. One can go as far as 
defining different values of attenuation according the instantaneous positions of receiver 
and transmitter to reflect detailed terrain features. Although our model does not go down 
to this level of refinement, we consider that a can be made a function of time to account 
for the possibility of transient effects in the propagation path. These time varying effects, 
known as fading, can assume several forms, but for our purposes we consider only shadow 
fading, which is directly related to the amount of clutter in the propagation path and is 
commonly represented by a lognormal random variable [17, 29, 43]. Considering all these 
points, we write a(t) as
... lognormal(x, y,t)
alt) = —w — ’
where distance d(t) is a function of time to model mobility and lognormal(x,y, t) follows 
the conventional definition of this kind of distribution, that is, it is equal to exp(x + yZ) 
with Z  being a Normal(0,1) random variable, sampled at simulation time t.
It is important to point out that in our model, we need to address attenuation coefficients 
from two different points of view. First, let i denote a transmitter/receiver pair, where one 
is a mobile and the other a base station. Next, let a? (t) describe the conditions on the line- 
of-sight path between the two elements of pair i on channel c. Conversely, afj(t) represents 
the attenuation on the path beween a transmitter and a receiver on different pairs i and j ,  
both tuned to channel c: this coefficient reflects the attenuation in the path of cochannel 
interference.
Through careful manipulation of these coefficients, it is possible to define the propagation
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conditions for the entire simulated world. In certain cases, it may be interesting to pre­
define fixed values to reflect a basic geography and on top of it add dynamically changing 
factors to model random effects such as shadowing or multipath fading.
As a final word on modeling the propagation of radio signals, we must say that although 
the inclusion of an up-to-date multiple access technology in the model could have added 
relevance, in this study, we restrict ourselves to considering the older FDMA exclusively. 
Motivated by the physical model in FDMA, throughout this dissertation, we work with the 
conceptual notion of channel: the medium capable of implementing a fiill-duplex connection 
between a user and the server at the center of a cell. Each channel can be seen as composed 
of two radio links: one that takes signals originating in a mobile transmitter to a cell 
server, called the uplink, and another, called the downlink, to carry signals from a cell 
server to a mobile receiver. Channels may or may not be orthogonal (contain cross-channel 
interference).
It will become obvious later on that the challenges of efficiently simulating wireless 
systems are multiple. Our goal, with this work, is to lay down a solid foundation upon 
which more complex structures can be built. Given the intricacies of timing in current 
technologies such as CDMA, we have chosen to work with FDMA, instead, because it allows 
us to concentrate on the major bottlenecks of the simulation rather than in particular details 
of the multiplexing mechanism. Although the technique we have developed in this research 
applies directly to simulations of analog cellular systems, it can be adapted for use with 
simulations of CDMA digital cellular systems, which rely on even more frequent power 
control.
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3.2.2 U ser M ob ility
Among the many possible models of user mobility, we have chosen to impose a “street” 
layout on the simulation space. Figure 3.1 shows the grid to which mobiles are restrained. 
Black dots mark the center of each cell and white dots mark points of intersection on vertices 
of the hexagons: at all these points a mobile can choose a new direction of movement with 
equal likelihood. The speed of travel is constant on a straight line segment between two 
dots, but a new one may be chosen at every intersection point.
In this context, we define the trajectory of each mobile as an ordered collection of tuples 
of the format (t,ps,pf),  where
• ps = (x s,ys) and pj  = (x/ ,y/)  indicate the segment’s start and endpoints, respec­
tively, and
• t is the time the mobile takes to travel from p, to pf.
Base stations will often lie in the trajectory of a mobile causing a peculiar situation to 
arise: no user should be allowed closer them one unit of linear measure to the center of the 
cell. Since attenuation coefficients have a factor inversely proportional to the distance d 
between transmitter and receiver, a value of d < 1 would cause attenuation to become gain 
instead, creating a physical inconsistency in the propagation of radio signals.
We avoid this problem by introducing a physical inconsistency at another level, one to 
which the simulation should not be as sensitive. In our mobility model, a user experiences 
a spatial discontinuity when approaching the center of a cell. A mobile heading straight for 
the base station is never allowed to get “too close”: it is simply moved over and across it, 
breaching two units of distance instantaneously.
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Choosing the appropriate units, the effect of this artifice can be substantially reduced. 
Say that, in our model, distances are represented in centimeters and that, typically, mobiles 
move at lm /s or faster: the time taken to traverse the critical 2cm across a base station 
would be 0.02s, which may be small enough to be treated as negligible. Changing the units 
to millimeters would further diminish the problem by an order of magnitude.
3.2.3 An Algorithm for Power Control and Channel Assignment
Assume that for every channel c in a wireless system, we can label each pair of connected 
base station and mobile using an integer number t. For some time t, let p?(£) represent 
the transmitter power levels at the mobile in pair i (the uplink) and let p?(£) represent the 
transmitter power level at the base (the downlink). We say that sets of values {p£,Vi} and 
{p£, Vi} are power assignments or power vectors for channel c.
Considering that all channels in the system are orthogonal—that is, there is no adjacent 
channel interference—we can view each channel as a self-contained, independent system. 
Simulating a system with multiple channels is then equivalent to having multiple simulations 
of one-channel systems which interact only when a connection is switched from one channel 
to another. When and how this happens is explained later in this section.
Now, for some channel c and some instant £, the best power assignment is one that 
minimizes total transmission power at the same time as achieving p, the target SIR, in the 
largest possible number of channels. This is clearly an optimization problem that can be 
defined more formally as:
• Decision variables: power assignments pf(t), pf(t) for all mobiles i in the simulated 
universe.
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Figure 3.2: Block diagram of a digital feedback control system
• Goal: minimize power allocation while achieving a target SIR p on all connections.
• Constraints: transmitter power levels cannot exceed a maximum value M.
The distributed nature of the problem indicates that, ideally, one should seek to solve it 
using an algorithm based only on locally available information. Algorithms based on global 
information are extremely costly and impractical. Control switches used for centralized 
processing are not only a bottleneck for performance, but also a hindrance for the scalability 
of a cellular network. Therefore, research efforts have sought to produce methods of power 
control and channel access [17, 15, 24] that work exclusively with local measurements of 
SIR. In this fashion, level adjustment decisions can be made at each and every transmitter 
independently of any central intelligence.
As microprocessors got less and less expensive, digital control systems became almost 
ubiquitous and, nowadays, much of what used to be built out of analog circuits has been 
replaced. Digital controllers, however, do not work on a continuous time scale; the variables 
of interest are sampled at regular discrete instants, every A time units, and fed back to the 
control module (see Figure 3.2). The controller’s output changes only when a new sample is
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 3. SIMULATION THE FASTER WAY 35
acquired and processed. Looking at how power control is implemented in wireless networks, 
we see that it exactly follows the general principles of a digital control system.
Every A time units, the state of the system is inspected and transmitter power levels 
adjusted to meet the desired SIR. The power assignment changes and a new state is produced 
in accordance to the specification of the optimization problem. The choice of A has a 
direct impact on performance. Smaller values make the controller actuate more frequently, 
thus closely tracking the solution to the problem. Larger values reduce the frequency 
of computation required to produce new outputs, however A is bounded from above by 
Nyquist’s sampling theorem [25]. Intuitively, the system cannot be kept under control if 
the process’ state is not inspected often enough so that the controller can adapt and take 
the appropriate actions.
The actual value of A depends on complex mathematical analysis and engineering deci­
sions, which invariably result in numbers small enough to pose a challenge for the system’s 
simulation. The difficulty lies in the fact that if one is to follow the most naive and straight­
forward way to implement the simulator, time advances very slowly. Imitating reality, sim­
ulated time progresses in very small, regular time-steps, each requiring much computation. 
To understand the magnitude of the problem, we introduce now an algorithm for distributed 
power control and channel allocation due to Foschini and Miljanic [17, 15].
Let p be the desired SIR for all connections in the system and vf{t) be the instantaneous 
value of total noise and interference over a receiver i on channel c. Consider the transmitter 
linked to receiver i and let the SIR at the receiver’s location at time t be defined as
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Foschini’s method consists of looking at the system’s state at a discrete point in time 
and then increasing or decreasing power levels according to the difference between pt(£), 
the current SIR, and the target SIR, p. This is formally expressed in the equation below, 
where P is a positive proportionality factor:
Pi(t) = -P[pi ( t ) -p]  (3.2)
The method is based on the premise that if user i has no control over vf[t) or any idea 
of how it evolves with time, its power level should be updated as if vf(t) were not going to 
change. The assumption that the power emanating from sources of noise remains constant 
while the power of each transmitter is adjusted allows for locally autonomous decisions. 
With this in mind, we can then write a “surrogate” derivative of pi(t) as:
p.tt) = “«(*)#(*)
M  ’ vf(t)
Now, substituting this into (3.2), solving for pf(t) and simplifying, we have
pfW = -0 p m - p OtiW. (3.3)
which can be computed based solely on local measurements of vf (t). If there exists a vector 
p’{t) for which the desired SIR is attained, this algorithm will drive the power level pf[t) to 
match p*(t) no matter what its initial value is. Starting with an initial power assignment 
and applying (3.3) iteratively, pf(t) eventually converges to p* with speed dictated by the 
value of p. Convergence is exponentially fast and it has been shown that P =  1 provides 
the fastest convergence [15].
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Since the computational implementation of this algorithm works on discrete time, equa­
tion (3.3) must be rewritten as a finite difference equation:
(3-4)
This means that at every point of discrete time k, in order to update power levels to sat­
isfy the required constraints, it is necessary to have a measure of uf(k). In the physical 
implementation of the system, this is readily available from instruments. In a simulation, 
however, after every time increment of size A, the quantity must be re-computed. Since 
these calculations are inherently slow and done very frequently, this becomes a major bot­
tleneck.
This power control algorithm guarantees that if a solution that satisfies all SIR require­
ments exits, it is eventually found. Note, however, that there will be instances when not all 
users will be able to achieve the desired p in both uplink and downlink frequencies. When 
this happens, the system must take actions to switch the connection to another channel or, 
perhaps, even to stop carrying it.
The situation is analogous to what could happen at a cocktail party:
Suppose there is one big room where a number of people are paired up and 
engaged in lively conversation. Consider one of these pairs: these people are 
interested exclusively in what each one has to say and the conversation of all 
others is noise to them.
If there is too much noise, they must speak louder in order to keep their 
conversation going. This increases the total amount of noise in the room and
Piik + 1) “  Pi(k) =  -P Pi W  -  PvUk)<*ii (k ).
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causes other pairs to speak louder, too. The net effect is that soon everyone 
would be screaming at the top of their lungs! When two people are screaming 
as loud as possible and still cannot convey their ideas to each other, then it is 
certainly best that they give up talking. The overall noise in the room drops 
and some people may then be able to carry an enjoyable dialogue.
Cellular radio offers a choice of different channels for these communications. Referring 
back to the party analogy, we can imagine that the guests can move around to different 
rooms. When the environment gets too noisy, they can seek a quieter place to talk. The same 
can be achieved when power control and channel assignment are coupled in one algorithm: 
if noise on a given channel becomes too high, users can be moved to other channels with 
lower noise levels. The decision of moving a call to another channel or simply dropping it is 
based on the fact that if the transmitter power level is at the maximum and the SIR is still 
below p then there is no point in going on. Foschini’s Local Autonomous Dynamic Channel 
Allocation (LADCA) algorithm, presented in Figure 3.3, embeds power control in the same 
picture.
Conceptually, the algorithm is very simple. At each instant of discrete time or time- 
step, transmitter power levels are recomputed throughout the system. After transmitters 
are adjusted in reaction to noise levels, the algorithm checks for channel allocation decisions 
that need to be made.
Each channel in the system can be in one of three states: inactive, probe or service. 
Once a new call request is received, a previously inactive channel is selected and marked 
as being in the probe state: for a brief period of time the system evaluates whether an 
acceptable QoS can be obtained. If an arbitrary number (g o o d ) of consecutive time-steps
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algorithm  LADCA 
begin
for (all channels c) do 
if ((estate = =  probing) &&
((c.uplink.power = =  max.power) | | (c.downlink.power = =  max_power))) 
if (no unvisited free channels) 
call request is blocked 
else
switch probe to an unvisited randomly chosen free channel 
if ((c.state = =  probing) &&
((c.uplink.power < max_power) && (c.downlink.power < max_power))) 
if (SIR satisfied on c.uplink and c.downlink) 
if (-F+c.num-good = =  GOOD) 
c.state =  service
else 
c.num-good =  0 
if ((c.state = =  service) &&
((c.uplink.power = =  max-power) | | (c.downlink.power = =  max.power))) 
if (++c. num-bad = =  BAD) 
if (no free unvisited channels) 
drop call 
else
move call to an unvisited randomly chosen free channel 
if ((c.state = =  service) &&
((c.uplink.power < max_power) | | (c.downlink.power < max-power))) 
c.num_bad =  0 
end LADCA
Figure 3.3: Foschini and Miljanic’s LADCA algorithm
go by and the target SIR can be met on uplink and downlink, the call enters service state. 
During this time, if a transmitter power level reaches its maximum and the SIR cannot be 
achieved, the call is switched to a different inactive channel, where the probing process is 
resumed. When a call in probing has visited all free channels without success, it is blocked.
From the user’s point of view, this interaction happens in the interval of time that one 
would wait for a dial tone. A blocked call request means that the user is not offered a
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chance to dial and must hang up and try again. This reflects a common aphorism among 
the carriers: “it’s better to offer no service than to offer bad service”.
Once a call enters service, the algorithm becomes less aggressive. If an arbitrary num­
ber ( b a d ) of consecutive time-steps happen and the SIR couldn’t be achieved even with 
transmitters at maximum power, then the call is switched (in the same state) to an inactive 
channel. If all available channels have been visited, the call is dropped. When a time-step 
with good SIR is observed, the algorithm restarts counting the bad ones. This fact illus­
trates another principle advocated by carriers which says that although offering bad service 
is not desirable, a call should only be interrupted as a last resort.
The LADCA algorithm exemplifies a tight coupling of power control and channel al­
location. Both in the simulation and in reality, these two system components exhibit a 
stimulus/response interaction with teletraffic. A new call request (NCR) comes in and adds 
extra load to the network: from that moment on, after every A, the noise on the receivers 
is evaluated and transmission power corrected accordingly. Later on, if the channel is found 
to be too noisy, a channel switch (cs) is attempted and if it fails the call may be blocked 
(c b l k ) or dropped (c d r p ).
Figure 3.4 depicts a possible sequence of events for a call. Events denoted by h a n d  
and COMP, respectively, correspond to inter-cell hand-off and call completion. Note that 
between two consecutive events originating within the teletraffic sub-model (in this case, 
NCR, HAND and COMP), there can be a large number of time-step events.
As we show in the next section, time-step events are handled by costly computations 
and situations will arise when it is not necessary to process each and every one of them. 
When these circumstances are detected, the simulation can progress faster by replacing
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Figure 3.4: Simulation events associated with a typical call
many consecutive state updates by a single one. The key point to observe is that time-step 
events may cause other events, such as CS, CBLK and CDRP. These events resulting from a 
state update affect channel allocation and the teletraffic sub-model, and, ultimately, have 
the power to change the very statistical quantities the simulation is in charge of producing. 
For this reason, this faster simulation scheme has to be applied very deliberately, so that 
no events triggered by state updates are ever ignored.
Next we analyze the major component in the cost of time-stepping and present ideas to 
alleviate this burden.
3.3 Reducing the Cost of Interference Computation
The time-stepped simulation of our model can be outlined by the algorithm in Figure 3.5, 
where A is a time increment small enough to guarantee power control convergence. Note 
that the first two operations in the loop iterate over all elements in the set of channels defined 
for the system. Whenever time is advanced in the simulation model, the computational
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algorithm TimeSteppingSimulation 
begin
while (! simulation terminated) do 
compute noise 
update power levels 
apply LADCA algorithm 
update user positions 
advance time by A 
end while 
end TimeSteppingSimulation
Figure 3.5: Algorithm for time-stepping simulation
costs incurred are large because the asymptotic complexity of each step is a function of the 
number of mobiles.
Say we have a system with C channels and N  mobiles. Given an even distribution 
of transmitters to channels, the per-mobile cost of interference computation is 0{N/C).  
Consider a mobile-base pair j ,  as in Figure 3.6. If u is the receiver’s thermal noise, the 
total interference over a receiver in j  is given by the summation of signals produced by 
transmitters i ^  j  on the same channel c:
Since this computation is carried out for all receivers in the system, the total cost is
0 ( N 2/C).
We are interested in simulating large systems with many cells, many channels and many 
users, thus the computation of interference noise becomes a bottleneck. The approach 
described above can be characterized as brute-force and we can look for efficient methods 
to approximate those same results with little error.
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Figure 3.6: Interference noise in uplinks 
3.3.1 Using iV-body Algorithms
Originally, the iV-body problem was defined as the simulation of a system with a large 
number of self-gravitating bodies. Each element would be a planet, galaxy or some object 
with a known mass subject to the laws of gravitation. Given the mass, initial position and 
velocity of each body, the goal is to determine the trajectory of each one as time progresses.
The first step in the process is to compute the total gravitational force over each body, 
which is a summation of pairwise interactions with every other element in the system. Once 
force has been calculated, the acceleration vector can be obtained by Newton’s second law 
and the trajectory of each body computed by numerical integration over time.
The force between two particles with masses mi and m2 is proportional to the product 
m[rrt2  divided by the square of the distance between them. To compute the evolution of 
trajectories in time, one must look at “snapshots” of the system at each time-step and
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calculate the total force on each body assuming that no interactions change during that A. 
Note that this A has to be small enough so that no big changes in acceleration occur in the 
interval, which would deteriorate the quality of the trajectory approximations.
The similarities between interference noise computation for power control and particle 
interactions in the IV-body problem are evident:
• one must compute interactions between a large number of elements
• interactions are defined by a power law with the distance between elements
• the problems are described by differential equations in time which can be solved 
numerically, resulting in approximations with quality dependent on the size of the 
integration step.
From this analogy we see that methods to solve the IV-body problem can be easily 
adapted to compute interference noise in the simulation of cellular systems. The many 
algorithms for IV-body simulation [2, 4, 5, 23] in the literature have one point in common: 
the use of a clever data structure that allows a drastic reduction in run-time. The time 
complexity can be reduced from 0 (N 2) to 0{Nlog N)  or even O(N),  which represents a 
major improvement over the naive algorithm for large N.
The data structures, usually quad-trees for the two-dimensional case and oct-trees for 
the three-dimensional case, implement a simple concept. Suppose we are computing the 
total interaction over a certain particle and want to consider the effect produced by a distant 
cluster of particles. If the distance d that separates the cluster and the particle is sufficiently 
large, we can come up with a good approximation considering that the whole cluster can 
be substituted by one single particle located at its center of mass with the total mass of the
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cluster. Instead of computing the interaction of each individual element in the cluster with 
the particle of interest, we compute only one interaction with the imaginary particle. This 
is called the monopole approximation and represents the essence of the Bames-Hut (BH) 
algorithm [4] that we discuss from here on.
The monopole approximation, although good for its numerical simplicity, has the draw­
back of very restricted accuracy. In Newtonian gravitation, it corresponds to the assumption 
that the particles are all symmetrically arranged around the cluster’s center of mass. The 
less symmetry we observe, the greater the error of the monopole approximation is. When 
high accuracy is a goal and particle distribution in a cluster is not symmetrical, a more 
complex expression to approximate total interaction must be used.
The summation of interactions at one point in space can be expanded into an infinite 
Taylor series: the first term is the monopole, the second is the dipole, the third is the 
quadrupole and so on. The dipole vanishes about the center of mass and thus the second 
term in the series, actually, corresponds to the quadrupole moment. In this series, each 
moment higher than the monopole corrects the approximation for the “shape” of the cluster. 
For practical computational purposes, when evaluating the summation of interactions, the 
number of terms in the series must be limited. Clearly, the number of terms considered is 
directly related to the error in the approximation.
The BH algorithm partitions the simulation space into cells, which are squares for 2-D 
simulations and cubes for 3-D simulations. Each cell can contain at most one particle: 
when more than one is placed in a cell, it is recursively subdivided into smaller cells of same 
dimension until each particle occupies its own cell. This defines a hierarchical organization 
of space; once a cell is subdivided it becomes the parent of the smaller cells it contains.
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Figure 3.7: Organization of quad-tree used in BH algorithm
Each cell is mapped to a node in a tree (quad-tree for 2-D and oct-tree for 3-D) and each 
node contains a number of pointers, a mass value and a point coordinate.
The tree is constructed by a recursive procedure that starts with the definition of a cell 
big enough to contain the entire simulation space initially empty. Particles are loaded into 
the tree one at a time and with each addition a local subdivision of the space may occur. If 
any two particles fall into the same cell, it is divided into four square or eight cubic subcells. 
This subdivision is applied recursively until each particle is put into a different cell. Consider 
the situation depicted in Figure 3.7 corresponding to two-dimensional simulation space. The 
first cell created, covering the whole space, becomes the root of the tree.
When we load the first particle into the tree, it is added to the root cell. Then, as we 
add the second particle, we find that the root cell is not empty. As a cell cannot contain
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more than one particle, we create four children for the root. It so happens that, in this case, 
when we load the old and the new particles to the newly created children, their positions 
allow them to fall in different cells; so this step is considered terminated and we can go 
on loading more particles into the tree. Proceeding similarly until all particles have been 
loaded, we obtain the tree outlined in Figure 3.7. Particles must always occupy leaf nodes. 
Note that in the final structure, pointers to empty leaf cells are not maintained: we only 
need to keep the non-empty cells.
After the tree is constructed, each node must be tagged with a multipole value and a 
center of mass spatial coordinate. The same BH algorithm can be used with a monopole 
or higher order multipole approximation. Starting at the leaves, we make each node’s mass 
equal to the mass of the particle therein, and the center of mass equal to the position of the 
particle. Then we propagate these values one level up the tree: for each node we evaluate 
a truncated multipole series considering the ensemble formed by its children and compute 
its center of mass. This procedure is repeated for each level in the tree until the root node 
is reached.
For simulations with moving particles, the trees must be updated to reflect the new 
arrangement of particles in space each time the positions are updated. Usually, at the 
beginning of each iteration, the tree is constructed from scratch and at the end it is destroyed 
once interactions have been computed.
An important fact to point out about this tree construction process is that the resulting 
form of the data structure is dependent on the particle distribution, as demonstrated by 
Alum [1]. Consider the situation in which we have two particles very close to each other. 
Applying the cell subdivision algorithm recursively, until each particle falls in a different
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Figure 3.8: The BH tree can be sensitive to particle distribution
cell, may cause the resulting tree to be very tall, as shown in Figure 3.8. In many cases, 
including simulations in astrophysics, this is the-cause of serious performance degradation, 
since bodies can come infinitely close to each other. The degradation comes not only from 
the tree construction process, but also from the added time taken in traversing the data 
structure during the computation of interactions.
Once the tree has been constructed, the computation of total interaction over a given 
particle p using the Barnes-Hut method follows the algorithm in Figure 3.9. The method 
determines whether it is necessary to compute individual interactions between a particle 
and an ensemble of particles using a multipole acceptance criterion (MAC) such as those 
defined in [47]. The original Barnes-Hut MAC is based on the ratio of the size I of the cell 
currently being inspected to the distance D between the cell’s center of mass and p, what 
is called the opening angle. When l/D  is less than an arbitrary accuracy parameter 9, the
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interaction can be approximated by the interaction of p with an imaginary particle of mass 
ensemble.mass at position ensemble.centroid. In this case the ensemble is far enough from 
p to be considered as a single particle with small approximation error. If on the other hand 
l/D  > 9, then the algorithm is applied recursively to compute the interactions between p 
and the subdivisions of the ensemble.
p ro ced u re  B H J nteraction(p , ensemble) 
begin
if (singleton(ensemble))
total interaction =  acceleration between the two particles 
else
if ((ensemble.diameter /  distance(p, ensemble.centroid)) < 6) 
totalinteraction =  acceleration between particle and ensemble 
else
totalinteraction =
BHJnteraction(p, ensemble.child[0]) +
BHinteraction(p, ensemble.child[l]) +
BH_Interaction(p, ensemble.child[2|) +
BHJnteraction(p, ensemble.child[3]) 
r e tu rn  totalinteraction 
end  B H J nteraction
Figure 3.9: Baraes-Hut (BH) algorithm
We applied the BH algorithm with monopole approximations to the computation of 
interference noise in wireless simulations in a simple performance evaluation study. In our 
simulations, for each channel, we must compute noise in two different frequencies: the uplink 
and the downlink.
When we compute interference noise for uplinks, the particles in the algorithm are mobile 
transmitters. Since there can be more than one channel in the system, and we assume there 
is no interference between channels, we must have one BH tree for each distinct channel. 
Each tree will collect all the users transmitting on a channel. We are interested in computing
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the total noise incident on base receivers and thus we use the information in the BH trees 
to compute the total interaction over those points in space. Since in any one cell we cannot 
have more than one user transmitting on a given channel, we might have assumed that the 
users on one channel would be separated by a minimum distance large enough to prevent 
the degeneration of the BH tree. However, there exists the possibility that users in two 
neighboring cells are extremely close to the shared border and thus infinitely close to each 
other while using the same uplink frequency. In this case it would be advisable to employ 
a tree construction method like those proposed in [1].
For the downlink case, the situation is quite different. The bases, which are the particles 
in the downlink BH trees, are well separated; no two transmitters will be infinitely close 
to each other. So, in this case, the standard BH tree construction method can be used, 
allowing for a memory usage optimization. As bases are stationary objects, the trees can 
be constructed prior to the start of the simulation and would never change in structure. We 
can collapse the trees for all channels into a single tree for use with downlinks, the nodes 
then contain an array of elements, one for each channel the base can use. The elements 
in the array consist of mass and position of center of mass of the ensemble of transmitters 
using the corresponding channel.
3.3.2 Truncation of Interference Radius
A simpler alternative to brute-force computation and to IV-body algorithms is to trun­
cate the sphere of influence of each transmitter. For each cell in the simulated world, we 
can specify the signal’s radius of coverage: outside this area no cochannel interference is 
observed.
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Figure 3.10: Macrorings in interference model
The rings of cells around a point are commonly referred to as macrorings. As shown in 
Figure 3.10, a ring of radius r = 1 includes all the closest neighbors of a cell. A ring of r  =  2 
is formed by the cells that surround a ring of radius r  = 1; this same idea applies to define 
rings of larger radii. The number of cells in a ring of radius r  is given by the expression 
n(r) = 6 +  6(r -  1). We say that a sphere of radius r  includes all cells in macrorings of 
radius i such that 1 < i < r, a total of
l<r
s(r) = ^  6 +  6(t -  1) =  3i2 +  3i.
i=l
To compute the total interference for each receiver in the system, one only needs to add 
up the contributions from transmitters that have the point of interest in their sphere of 
influence. Although the number of cells in a transmitter’s coverage area increases quadrat- 
ically with its radius, it’s independent of the number of mobiles in the system. It’s then 
easy to see that with this method, the asymptotic cost of interference computation drops 
down to O(N).
The drawback of this method is that its side-effects are not all well-understood. Liljen-
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stam and Ayani [31] have shown that simulation results can be severely affected when the 
interaction radius is too small, say r  =  1. However, they have also observed that as the 
radius is increased, the errors diminish very rapidly: the accuracy obtained with r  =  3 is 
not significantly better than that produced by r  = 2. The good news is that small values 
of r  produce substantial improvement in the simulation execution time.
What has not been totally explained is how different channel allocation and power 
control algorithms respond to this technique. The authors have experimented with two 
different scenarios and both of them were substantially different from the algorithms we 
employ in this work. As pointed out in their conclusions, the actual error introduced in the 
simulation output depends largely on the resource allocation algorithm being used.
Their time-stepped simulations were relatively short (300s), with a value of A = 2s 
that reflects a fairly relaxed power control. We are interested in attacking long simulations 
of systems with much stricter adaptive power control and thus with A smaller by one or 
two orders of magnitude. Putting together this observation and the authors’ conjecture 
that the feedback between power control and channel allocation may increase errors in 
the simulation output, we conclude this is still an open problem. How LADCA and the 
truncated interference model interact is a point that bears further investigation and which, 
currently, lies outside the scope of this work.
Working on the reduction of time spent in interference computations addresses the 
problem of accelerating the simulation on one front, but perhaps not the most important 
one. The next point to investigate is how to reduce the number of state updates throughout 
the simulation.
The algorithms we use require a value A with an order of magnitude of 10-2 seconds:
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the weight this bears on the simulation is very heavy. Most of the simulator’s execution 
time could be spent in interference and power computations. Next, we present a technique 
that allows the simulation to advance in irregular time increments adapted in accordance 
with the state of the system. As we show later, this substantially reduces execution time 
while not affecting the accuracy of the simulation output.
3.3.3 Comparing the Different M ethods
We have experimented with three different methods to compute interference in a wireless 
cellular model: brute-force, BH (with monopole approximation) and truncated interference 
(with a sphere of radius r  = 3) [41]. In this analysis, we limited our experiments to the case 
of a single channel model. The networks we use are composed of C x C hexagonal cells with 
side lengths equal to 1000m and the receivers are subject to internal noise v =  —120dB. We 
assume each cell has an active call, each mobile is placed randomly within its cell, uniformly 
at random on one of the three straight lines that bisect opposing sides of the hexagonal 
cell. This provides a “worst-case” scenario for BH, insofar as its computational efficiencies 
are achieved when the mobiles are sparsely separated. If significant performance gains are 
observed in this case, we will see better gains on networks with the same number of mobiles, 
distributed more sparsely over larger grids.
Varying the size of the network for C 6 {10,20,30,40,50,60,70,80,90} and, thus, also 
the number of mobiles in the system, we evaluated the total number of pairwise interactions 
(uplink and downlink) computed in each of the three methods. Figure 3.11(a) shows the 
results obtained (using a logarithmic scale on the vertical axis) for three different values of 
opening angle 9 in the BH algorithm. It is clear that the use of the BH algorithm gives the
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Figure 3.11: Performance comparison of BH, brute-force and limited interference under heavy load
modeler the power to choose different levels of accuracy according to how much runtime 
can be afforded. Smaller values of 0 bring the number of pairwise interactions computed 
up toward the same as in brute-force. In fact, for a sufficiently small 9, the BH algorithm 
will compute exactly the same values obtained with brute-force. It is for larger values of 9 
that BH becomes an attractive option.
For the same scenario, we have measured the execution time of a complete round of 
interference computations in the model on an SGI Origin 2000 with 180MHz clock, shown 
in Figure 3.11(b). This data helps quantify the cost of interference calculations. We see 
that for large mobile counts the execution improvement (about two orders of magnitude) 
corresponds with the reduction in numbers of interactions (about two orders of magnitude). 
This shows that indeed the added cost of building the quad-tree is amortized away on large 
models.
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Figure 3.12: Mean relative error in interference computation under heavy load
At 9 =  1, an entire cluster is treated as a single particle if the point where the interactions 
are measured is at least as far away from its center of mass as the BH cell containing it 
is large. The economy in the computation is so significant that interference can then be 
computed with a number of interactions in the same order of magnitude as with the limited 
interference method. The associated errors, however, are not negligible for a system under 
such heavy load. Figure 3.12 shows that, when 0 =  1, the mean relative error for uplinks and 
downlinks is one order of magnitude higher than that of the truncated method, which does 
not consider the contribution of transmitters farther away than three times a cell-width.
The case of a system under lighter load (blocking probability of at most 10%) is quite 
different. For both uplinks and downlinks, as 9 increases, the mean relative error approaches 
that of the truncated method from below. At 9 =  1, for varying system sizes, the magnitude 
of the error is comparable to that of the truncated method (see Figure 3.13): this fact is
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Figure 3.13: Mean relative error in interference computation under light load
encouraging in that it indicates that BH is a good alternative as far as accuracy is concerned.
On the other hand, comparing run-times for this same situation, Figure 3.14 shows that 
BH is considerably slower (close to one order of magnitude). We see that, as the system 
scales up, the run-times observed reflect the number of pairwise interactions. Again, the 
graphs indicate that our implementation performs just as theory predicts and, therefore 
the longer run-times observed with BH are due to factors inherent to the algorithm. A 
lightly loaded system offer less possibility of clustering and, thus, the strong point of the 
BH algorithm is not exercised.
An important observation to make at this point is that FDMA models will tend to 
“weed out” situations of high clustering, since, for these systems, channel reuse within a 
small radius is not favored. This will tend to drive the system to mobile arrangements 
in space similar to that of the lightly load case we observed. Although the use of the BH
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Figure 3.14: Performance comparison of BH, brute-force and limited interference under lighter 
load
algorithm for the simulation of FDMA models will yield good accuracy, it will exhibit longer 
run-time than the truncated method.
CDMA models allow, comparatively, many more opportunities for clustering with the 
BH algorithm. In this case, there is no restriction on channel reuse: system allows the same 
frequency to be simultaneously used by several cells within the same neighborhood. In a 
case like this, the power control and channel allocation let configurations with more dense 
arrangement of mobiles persist and then BH may be a good alternative for interference 
computation. The run-time of BH in this case can come close to that of the truncated 
method, however, its accuracy will leave much to be desired. When low relative errors are 
imperative, one should consider using higher order multipoles in the interference calculations 
with BH. The implication this choice may have on run-time, however, is not known at this
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time and its investigation lies outside the scope of this work.
We conclude this comparison of methods for interference computation by stating the fact 
that, with all factors considered, the truncated approach is superior to the BH algorithm. 
We have shown that for sphere of influence of radius r  =  3, truncation led to better run-time 
and accuracy than our implementation of BH.
A final message to keep in mind, however, is that, in spite of our results, iV-body 
methods may still be interesting for interference computation. While truncating sphere of 
influences provides only one handle on accuracy (the radius of the sphere), an algorithm 
such as BH can provide at least two: the opening angle 0 and the number of multipoles 
used in the approximation. Our study indicates the possibility that in special circumstances 
and with further enhancements, BH could be a good choice. How to make a winner out of 
this method is still an open problem.
3.4 Avoiding Time-Stepping through Interval Jumping
Observing the numerical algorithm embodied in Equation 3.4, we see that at its core, it is 
equivalent to a modest integration by a trapezoidal rule with equally spaced abscissas. Nu­
merical integration has evolved much past that point and we can accelerate this simulation 
by taking advantage of this fact.
3.4.1 Foundations
The basic idea is to observe the evolution of states in our model and identify periods of 
simulation time that can be “fast-forwarded” without affecting the correctness of the results 
obtained. To this end, we have developed interval jumping, a technique named after the
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effect of advancing time in leaps and bounds rather than in steps. While time-stepping 
progresses at the cost of n state updates when traversing an interval of length nA, interval 
jumping reaches the same final state with one single state update.
In order to be able to apply this idea, the model must conform to a couple of underlying 
assumptions that define conditions for the mechanism to work:
A ssum ption 1: A power control law is a fixed-point computation which con­
verges to a power assignment that satisfies a well-defined goal, independently of 
the initial state of the system.
Power control laws are inherently fixed-point computations: starting from some ini­
tial power allocation, this iterative process is repeated over and over until convergence is 
achieved. Among the innumerable examples that can be found in the literature, many 
of these algorithms reach the same solution independently of initial state, therefore this 
assumption is quite reasonable.
A ssum ption 2: A power control law strives to maintain Pi(k), the instanta­
neous SIR for a receiver i, close to a pre-defined target p. To do so, it computes 
the power levels at time k  based on the state of the system (values of interference 
and attenuation coefficients) at time k  — 1.
For traditional simulation of power control, the notion of evolution of time gets naturally 
intertwined with the notion of successive iterations of the power control algorithm- Every 
A seconds (or one unit of discrete time), transmitter power allocation is updated. If the 
number of transmitters in the system is T, we can describe the power allocation at the k ^
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 3. SIMULATION THE FASTER WAY 60
time-step as Pk, a vector whose component gives the power of transmitter j .  Let Ak 
be a T  x T  matrix that collects aij(k), the attenuation coefficient on the propagation path 
between each transmitter i and receiver j  at time k. If we define the power law as a function 
Fa : Rr  ->• Rt , such that Pk+i = F^(Pk), we can express the time-stepped simulation by:
Pi = Fao(Pq), P2 =  Fm(Pi) Pk+1 =  FAk(Pk), . . .
At each successive time advance, a new iteration of the algorithm brings the power allo­
cation closer to the optimal solution. The parameter k  in the equations not only represents 
a discrete instant of time, but also identifies one single iteration of power control. After a 
finite number of iterations, the power allocation converges to a fixed-point, which may be 
the optimal solution vector. For models with user mobility or changing propagation condi­
tions, the same notion applies, but it must be understood that the optimal solution may not 
be achieved. Although several power control algorithms converge very fast, one iteration is 
hardly enough and thus the optimal solution may be “tracked” rather than reached.
To clarify why interval jumping is viable, we must invite the reader to dissociate discrete 
time from iterations of the power control algorithm. Imagine that at every instant k, time 
could be frozen and the power control law iterated to convergence. Note that this is quite 
a stretch, since, as we have mentioned, the variables change faster than an optimal solution 
can be found. In the simulation, however, time can be frozen and we use this fact to break 
the causal dependency between successive model states.
If a jump takes the simulation from time 0 to some instant k, we simply update mobiles’ 
positions, compute the attenuation matrix at time k — 1 and iterate the power control law 
to convergence. As long as Assumption 2 holds, the simulation progresses correctly from
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that point. Only the state at k  is relevant to the rest of the simulation; all those before the 
jump do not matter. Formally, we describe interval jump by:
p 'i =  F.4k_ i(A ), P2 =  -*V i(^ i)»  ••• » p 'k+i =  p A k - i ( p 'k), ••• imtaPfc+! wPfc
Assuming that both methods of simulating the same interval produce nearly the same 
results, the latter one will only be more efficient if it requires fewer than k iterations to 
achieve convergence. Since, in practice, convergence is achieved within a few iterations 
(2 to 10 in the case of LADCA), interval jump should produce a significant performance 
improvement.
3.4.2 To J u m p  o r N o t to  Ju m p
Even when Assumptions 1 and 2 hold, interval jumping cannot be indiscriminately applied 
to just any interval. Consider a jump over an arbitrary time interval: if any event due to 
maximum power usage should occur between the endpoints, the simulation would not be 
able to register it at the correct time. Therefore, to preserve the validity of the simulation 
results, before any jump is attempted we must make sure that, during that period, nothing 
“interesting” happens.
The gist of the idea is to determine intervals where two types of events do not occur: 
those that could produce a change in channel allocation that would increase power levels 
and those that would be triggered by an increase of power levels as the interval is traversed. 
We henceforth refer to all these events as critical events (CEs) and define a “jumpable” 
interval as one that does not contain any of these.
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We start to construct an interval by choosing an arbitrary instant a where no event 
happens, then we inspect the random streams that determine call arrivals and hand-offs 
to compute the instant b when the earliest following event occurs. Knowing the current 
position of mobiles and their projected trajectories, we can figure out when cell boundaries 
will be crossed and compute the time when hand-offs happen.
The importance these two types of events have in determining the upper edge of an 
interval stems from the fact that, directly and indirectly, they lead to an increase in the 
overall transmitted power in a channel. When a new transmitter starts to operate, it adds to 
the interference observed by ongoing connections in the same frequency. As a consequence, 
power levels may rise to keep the SIR on target, possibly leading to the interruption of one 
or more connections.
Next, we look at the likelihood that events such as channel switches, call drops and call 
blocks will be seen in [a, 6]. These events are scheduled when power levels reach maximum 
value and an attempt to predict their ocurrence involves an assessment of the rate of power 
increase. We cannot perform this analysis quickly and precisely for all transmitters because 
it would involve computing the power allocation at every instant of discrete time, exactly 
what we are trying to avoid.
We can, however, observe the evolution of attenuation coefficients in the interval, since 
they depend only on user mobility and on fading effects. Inspecting trajectories and pre­
sampling the random stream that defines random variables used in the fading models, we 
can construct bounds for these coefficients and use them to construct a worst case scenario. 
Together, the bounds for coefficients and positions of transmitters and receivers describe a 
hypothetical situation that may never be observed in the course of the simulation. These
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 3. SIMULATION THE FASTER WAY 63
fictitious conditions, however, are of great importance to interval jumping. If we compute
the power allocation for this configuration and find that no transmitter reaches maximum 
power, then certainly no transmitter reaches maximum power in the real system. We 
elaborate on this point in the next section.
3.4.3 Formal Description of In te rv a l Jum ping
Having presented this procedure intuitively, we now proceed to give it a more precise treat­
ment. Let aij(k) be the attenuation coefficient between the transmitter in pair j  and the 
receiver in pair i at time k as:
where 0 < /  < 1 represents the fraction of transmitted power which extends into the portion 
of spectrum used by an adjacent channel.
We cam now write a generic power law (in discrete time) for channel c:
where dij(k) is the distance from transmitter j  to receiver i. Also, if c and c" are the two 
channels adjacent to channel c where a receiver i operates, we model the adjacent channel
interference over i at time k as:
(3.5)
where vf{k) = v + x \ (fc) +  ^ P j(fe )  <Hj{k)
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and v is the receiver’s thermal noise.
Equation 3.5 can be rewritten as:
64
p?(* +  l) =  <$(*)*(*)«?(*) (3.6)
Next, consider an artificially constructed system S' ,  such that the attenuation coeffi­
cients in the computation of power for every transmitter is the worst case observable in 
interval [a,6). This is equivalent to saying that in S ' ,  da(k) [* =  da, the largest distance 
between a transmitter-receiver pair i, and dij{k) |£= d%j, the shortest distance between 
transmitter j  and receiver i during interval [a, 6].
We can then state the theorem that lies at the crux of our adaptive time-step technique, 
which is valid for any power control algorithm that satisfies Assumptions 1 and 2.
Theorem  1: If the power level of some transmitter rises to the maximum in the full time- 
stepped simulation of interval [a, 6], then the same will happen when we compute power levels 
for S* constructed as above.
P roo f of T heorem  1: (by contradiction) Suppose there is a time s 6 [a, 6] in the time- 
stepped simulation when the power level of a base transmitter i is maximal and this is 
not so in S '. The positioning of mobiles at time s is such that all mobiles are at least as 
fax away from their base stations as they are in S ';  we observe that v^(k) is a decreasing 
function of each dij(k), and an increasing function of each x?(fc). S* is constructed to 
minimize each dy(-) and to maximize each <£,-(•), so the noise value computed in S ' is 
larger than in the real system. Since the noise value in S* is larger, the power to which the 
fixed point algorithm converges must be larger than that in the real system, establishing
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Figure 3.15: Algorithm for Interval Jumping simulation
the contradiction. (Note we present here only the downlink case understanding that, by 
symmetry, the same reasoning can be applied to uplinks.) □
From Theorem 1, we define predicate p r o b e ( a ,  5) which evaluates to TRUE if no trans­
mitter reaches maximum power in [a, 6]. If some transmitter violates this condition in S*, 
the predicate evaluates to FALSE, indicating that in the real system the same mag happen.
In the implementation of probe, we construct S* and compute the fixed-point for this 
configuration, taking the power allocation at a an initial state. If at any time some power 
level rises to the limit, we say the probe fails and the iterations are stopped immediately. 
Otherwise, if convergence is achieved with all transmitters at lower power values, we say the 
probe succeeds. Using this predicate, we define interval jumping as shown in Figure 3.15— 
assume the if  clause in the algorithm is evaluated in short-circuit mode.
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The cost of applying probe on an interval is not negligible. Experience has shown that 
it lies between the cost of one and three time-steps, depending on the system load. To 
evaluate the predicate, many bounds have to be estimated and the power assignment for S* 
has to be computed. Moreover, following the jump, there exists the added computational 
cost of iterating the power control law to convergence, which should be proportional to 
the length of the jump. Consequently, only intervals with a minimum length should be 
considered for jumping. One must set m appropriately to make sure all costs are being 
offset.
Assumption 1 gives us important leverage: all we need in order to compute the power 
assignment at b is the spatial arrangement of mobiles. However, to ensure the simulation 
resumes from the correct state after a jump, we iterate the power control law until a fixed 
point is reached. This produces no advance in simulation time; it only allows that a valid 
state for this instant of time is created. After the new power assignment is computed, we 
must apply the actions of the LADCA algorithm; that is, we must check whether any call 
blocks or drops need to be scheduled. Also, we need to update the algorithm counters 
c.num_good, which reflect for how many A the ongoing connections have experienced a 
satisfactory SIR.
Following the jump, it is important to time-step forward by a minimum of TA after the 
event at time 6 has been processed. The recent event may cause an increase in power levels 
and, as a consequence, trigger a CE. Since the time taken for power levels to adjust to the 
new conditions is related to the speed of convergence of the power control law, F should 
be set to the expected number of iterations to convergence or higher. At the end of this 
time-stepping period, another jump can be attempted.
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To assess the potential of this technique, we conducted short simulation runs of 4,000s 
and recorded the size of jumpable intervals in terms of the number of time-steps contained 
in each. The model parameters used for this test were: 20 users with constant speed 
of lOm/s, per user call inter-arrivals exponentially distributed at a rate of 3.0calls/h, call 
lengths exponentially distributed with mean 360s, a network of 10 by 10 hexagonal cells with 
1000m sides and time-step size of 0.01s. These conditions allow us to observe the system 
under a load compatible with the most common simulation scenarios, placing blocking 
probability in the range of 1% to 10%. Under very high loads, it is reasonable to expect 
that interval jumping should not perform well since jumpable intervals would tend to be 
short and scarce.
In this scenario, the aggregate distribution of call interarrival times is exponential. When 
this fact is put together with the procedure for interval construction explained in the previ­
ous section, one sees that the distribution of jumpable interval lengths is also exponential. 
Since interval length is, essentially, a minimum of exponentially distributed random vari- 
ates (new call arrivals and inter-cell hand-off traffic), its distribution is also exponential. 
We confirmed this fact through exploratory data analysis of the results of our preliminary 
run and observed a mean interval length of 75A. This number indicates a considerable 
potential for accelerating simulations of this model both sequentially and in parallel.
3.5 The First Experiments
In this section, we present our first experiments with a sequential simulator built to provide 
insight into interval jumping’s performance and, also, to serve as a basis for speedup com-
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Figure 3.16: Computation of “worst case” bounds
putation. Before going into experimental data, we discuss a few implementation details, 
which are also relevant for the parallel simulator.
3.5.1 Computation of Bounds for probe
We compute noise over one particular receiver summing only interactions produced in its 
sphere of influence. The radius of this region is determined a priori, based on the worst 
possible arrangement of transmitters in space and an arbitrary, maximum acceptable error 
for interference computation.
Here we followed a simplistic approach, which has very low computational costs. The 
values of interest when we evaluate the probe predicate over an interval of time are da 
and dij. Let us now consider only the case of uplinks, understanding that an analogous 
situation applies to downlinks.
The questions to ask are: “What is the greatest possible distance between a mobile 
and its base in this interval of time?” and “How close to the mobile’s base station do 
other interfering mobiles get in this interval of time?” The answer to the first is quite
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straightforward. In our model, base stations are chosen based on geographical proximity to 
the mobiles and, furthermore, handoffs occur when cell boundaries are crossed. The upper 
bound for da(t) in any circumstance, will then be given by the maximum possible distance 
between base and mobile in a cell—the side of the hexagon, in other words.
As for the second question, for every cell in the vicinity of a base, we can compute the 
closest that an interfering mobile in another cell can come to its location. As illustrated in 
Figure 3.16, once the interference radius has been defined, we can easily compute the worst 
case dij for mobiles in each particular cell in the sphere of influence of a base station.
Consider a receiver i positioned inside an arbitrary cell C: the number of transmitters j  
that can create interference on this receiver is equal to the number of cells in C’s sphere of 
influence. Note that the distance between each transmitter j  outside C and receiver i inside 
C is bounded from below by cell geometries. By the same token, the maximum distance 
between the transmitter/receiver pair in the cell is bounded from above.
We explore these facts to pre-compute all values aH and ctij for one generic cluster of 
cells, which can be remapped to the real space when we compute bounds for a specific 
receiver in probe.
The quality of bounds used to implement probe has an impact on the performance of 
interval jumping. The tighter the bounds, the more accurately the predicate will be able 
to indicate the threat of a discrete-event. If worst-case bounds are too loose, probe may 
indicate that the interval should not be jumped when it should be safe to do so. Note that 
an efficient method to compute bounds on the fly for each particular interval makes possible 
a refinement of our technique. If an entire interval cannot be jumped at once, the simulator 
might be able to identify safe subintervals to jump over.
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Figure 3.17: Acceleration vs. step size using interval jumping
3.5.2 Experimental Results w ith Sequential Simulation
The experiments we present next are simulations in which an interval is either entirely 
jumped over or fully time-stepped, a consequence of using worst-case bounds in probe. 
In this case, what determines whether the predicate returns true or false is solely the 
concentration of callers, in the same channel, around each cell.
Figures 3.17 and 3.18 illustrate the performance of the jumping technique as a function 
of step size. As could be expected, we see a fast degradation with increasing step sizes: the 
coarser resolution reduces the number of time-steps to the next discrete event.
In these experiments, we set m =  2 in the interval jumping algorithm, a value that keeps 
the cost of interval jumping balanced against time-stepping. As figure 3.17 shows, interval 
jumping’s performance does not become worse than time-stepping, even for larger A.
Since we estimated that the expected interval length observable with these model param­
eters is of 75A, the best-case expected acceleration one could attain with interval jumping 
would be of 75. Our experiments, however, have shown an average acceleration of only 13.7.
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Figure 3.18: Execution time vs. step-size for time-stepped and jumping simulations
At this stage, an interval was only jumped over if probe was successful at its endpoint b. 
This “all or nothing” method cannot exploit the full potential of interval jumping. Intervals 
that don’t pass the probe are time-stepped through, and so the number of actual jumps in 
the simulation turns out to be much smaller than the number of candidate intervals.
At this stage we also hypothesized that hidden costs in our implementation (due to 
memory utilization and threading mechanisms) contributed to slowing down the execution 
of jumping simulations. Later, we chose to retire this first implementation of the simulator 
(written in C++ and CSIM [44]), and re-start from square one. The project continued as 
a fully “home-grown” simulator, now exclusively written in C++ and with a splay tree [45] 
at the heart of its engine. As we show later, these improvements have made our simulations 
more reflective of the potential of interval jumping.
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3.5.3 Parallel Discrete-Event Simulation
There are two principal classes of algorithms for parallel discrete-event simulation (PDES), 
conservative and optimistic. A complete exposition of the characteristics of these two types 
of PDES algorithms is beyond the scope of this work and we refer the reader to the excellent 
tutorials that can be found in the literature [19, 20, 21, 35]. We focus our work on very 
basic conservative algorithms with the intention of merely illustrating the issues related to 
further accelerating interval jumping through execution on parallel computing platforms.
Simulation models, both for serial and parallel execution, are described in terms of coop­
erating entities called processes. These entities transfer control, or data, from one to another 
by exchanging messages. Conservative methods rely on the definition of a static network of 
unidirectional, order-preserving channels. The transmission and reception of messages cor­
respond to events in the simulation; events map to points in time when processes interact, 
potentially effecting changes on the state of one another.
Each channel is associated with two values: a channel delay and a channel clock. The 
channel delay models the time a message takes to traverse the channel from one endpoint 
to the other. The channel clock, which is monotonically increasing, reflects the time of the 
last message deposited into the channel. A channel connects two processes, acting as an 
output channel for the process that deposits messages in it and an input channel for the 
process that receives messages from it.
Processes are constructed with the knowledge of their input and output channels, and 
causality is enforced locally by inspecting input channels before processing each event. If 
all input channels contain messages, the process can advance to the time of the earliest one
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and consume it, perhaps sending other messages through its output channels as a result. If 
any one of the process’ input channels does not contain a message, the process must block 
until this condition is reversed.
The key notion that allows conservative algorithms to achieve good performance even in 
the face of potentially low concurrency due to blocking is that of lookahead [18]. If a process 
knows the delays and clock values of its input channels, it can figure out the latest time it 
can advance to without risking a causality error. The better a conservative simulation can 
exploit lookahead, the higher is the performance one can obtain from it.
The main difficulty in parallelizing the simulation of wireless cellular systems lies in the 
fact that the nature of the problem does not offer much lookahead to exploit. This fact is 
explained in more detail further ahead, in 3.5.5, where we describe our experiments with 
two very simple conservative algorithms. Next, we present a brief review of the literature 
in PDES of wireless systems.
3.5.4 Simulation o f W ireless Systems in Parallel
As wireless cellular systems become increasingly popular, more research effort is focused on 
their design and the need for ever faster and more accurate simulators becomes stringent. In 
the last 10 years, the simulation community has witnessed a trend toward the development 
of larger and more comprehensive models for wireless networks, which has inevitably led to 
research in PDES.
Several research groups throughout the world have been hard at work developing sim­
ulators that focus not only on one or another component of a wireless network, but on the 
problem as a whole. The WINLAB group at Rutgers University [27, 39, 37] has developed
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W lPPET, a general parallel simulation testbed that allows users to easily put together 
complex models using building blocks designed by experts in each different sub-area. Draw­
ing from a database of components, the simulationist can then concentrate on high-level 
model design rather than dealing with the intricacies of programming the simulator’s core. 
Another group at UCLA has been involved in a project of similar scope called GloMoSim 
[3, 49). While W lPPET relies on Georgia Tech Time Warp (GTW) [13], an optimistic 
synchronization kernel for parallel simulation, GloMoSim is situated at the other end of the 
spectrum and employs conservative algorithms.
The significance of these works has been paramount to making the construction of reli­
able simulation models of wireless systems more accessible. However, there are still several 
performance issues at the simulator core level that bear the need for deep investigation. 
Until these problems have been properly addressed and solved, the simulation of wireless 
models of realistic scale will remain a computational burden of almost intractable propor­
tions. Our research with interval jumping has begun to blaze a trail in this direction.
Also on this same vein, the contributions by the group at the Royal Institute of Technol­
ogy, in Sweden, have been key. First, they have shown the efficiency of partitioning wireless 
models by channel rather than by geography for parallel execution [29, 30]. Then, later on, 
they launched an investigation on interference computation, one of the main bottlenecks of 
a comprehensive wireless simulation. In their paper, Liljenstam and Ayani [31], working 
with a model that includes adaptive power control, simplify interference computations by 
deliberately truncating of interaction radius. The idea stems from the fact that radio signals 
decay exponentially fast with increasing distance between transmitters and receivers. They 
have shown that the careful application of this concept can produce small errors, while
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dramatically reducing the asymptotic complexity of computations. They also report that 
analysis of the errors introduced by truncation must be done on a case-by-case basis.
3.5.5 Experimental Results with Parallel Simulation
Using interval jumping, we have developed a sequential simulator that has served as the 
testbed for our ideas. Although the experiments we have described, so far, deal exclusively 
with the simulation of single channel systems, our simulator has been designed to handle 
models with multiple channels.
A simulation model for a wireless system with multiple channels is little more than 
a number of instances of single channel sub-models. Every time a call is switched from 
one channel to another, the models communicate. This partitioning strategy, first identi­
fied by Liljenstam and Ayani [29], naturally leads to some type of concurrent simulation 
(multithreaded, distributed or parallel).
When different sub-models are assigned to different threads of execution, each with its 
own simulated clock, care must be taken so that event causality is preserved. Assuming that 
clocks are loosely synchronized, when a call is migrated from one channel to another, the 
clock value of the process simulating the receiving channel must match that of the process 
simulating the sending channel. A factor that makes the parallel simulation of wireless 
systems with channel partitioning a  harder problem is this absence of lookahead. Channel 
switches happen unpredictably, and when they do happen, the time difference between 
sending and receiving the event is either zero or virtually negligible.
Another model characteristic that can substantially increase the difficulty of developing 
a parallel wireless simulator is the possibility of adjacent channel interference. The existence
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or absence of this feature has serious implications on how time can be advanced.
In the serial implementation of interval-jumping, the interval endpoint b is the earliest 
time in the system when an event, such as a call arrival or hand-off, happens. When a new 
call arrives, the system first determines which channel takes it; to even out the load, this 
channel assignment is done uniformly, at random. For the duration of each call, the system 
keeps track of all the channels that have been visited—when a hand-off occurs, the channel 
chosen in the new cell is one that has not been used so far. Suppose now, that we associate 
channel c to this new event.
Knowing that an event happens at time 6 , we start the attempt to advance the time of 
channel c by probing at the time of the event. If this test passes for all channels in the system, 
they are all simultaneously brought up to time b and interval jumping proceeds exactly as 
in the sequential simulation. The question now is whether, in a parallel simulation, these 
probes and updates can be conducted asynchronously.
Suppose that channel c can induce interference in adjacent channels d  and c". If the 
probe applied at time b in channel c passes, then the aggregate power used in channel c 
rises, thereby raising the noise level in d  and c". This means the operating state in those 
channels may change—power levels may have to increase to meet the target SIR and it is 
possible that the increased noise can be enough to cause this to be impossible, triggering 
a channel switch, call block or call drop. Even if this does not occur, mathematically the 
power levels in d  and d' will rise, thereby inducing greater noise in other channels adjacent 
to them, where the same logic applies.
Extending this line of reasoning out transitively, all channels must have their power 
levels recomputed at time b. If we are to synchronize conservatively in a parallel context,
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d e
Figure 3.19: Synchronizing parallel jumps
we must either use more sophisticated bounds to avoid all these channel updates, use some 
other trick, or simply do all the updates. Given that for these experiments we compute 
bounds on attenuation coefficients based solely on numbers of users in cells and worst-case 
assumptions about their spatial coordinates, we are forced to keep all processors in tight 
synchrony, if we are to synchronize conservatively. Our parallel version does what the 
serial version does, with the concurrency coming solely from the obvious parallelization of 
the power-vector update step. As illustrated by Figure 3.19, the processors cooperate to 
compute the time of least next arrival (min{</, / ,  d}) where the probe is applied. If the probe 
is successful, all processors engage in the power vector update at that time (time-steps from 
d to e). Otherwise, all processes time-step synchronously to the end of the interval.
There is not a great deal of lookahead to exploit in this model: we cannot predict 
the evolution of power levels, which can trigger changes in channel allocation. With the 
knowledge of model parameters and the LADCA algorithm, we can extract some lookahead 
out of the model:
• A call in probing phase is switched to a different channel as soon as power levels 
reach maximum. We cannot determine this moment, but knowing the order in which 
channels will be visited, we can predict when a call would migrate to each different
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processor, if it at all.
• A call in service phase is switched to another channel after at least <f»A. Again, 
knowing the order in which channels are visited we could exploit this knowledge just 
as above.
Another line of thinking to pursue is to refine attenuation coefficient bounds dynamically 
by exchanging bounds on future call arrivals by analyzing future event lists. The current 
bounds, computed based on the state at time o, could include the effects of future arrivals. 
This idea was explored in [22], and would allow a processor not to block while smother 
engaged in a probe.
The experiments we present here are derived directly from our serial method which, 
being an adaptive time-stepping scheme, is parallelizable in a natural way [40]. All empirical 
data presented henceforth was obtained with an SGI 0rigin2000, a shared-memory parallel 
machine. The model parameters used are the same as those of the experiment presented in 
Section 3.5. This time, however, we simulate a larger total of 32 channels, which we divided 
into pools of the same size across the processors, for a simulation horizon of one hour.
As the algorithm presented in Section 3.2 will, at times, force the parallel simulation to 
proceed in lockstep, we decided to nm entire simulations in this fashion to have a perfor­
mance reference. Each processor was allowed to compute the events in one time-step and 
then forced to pause at a barrier until all others were ready to proceed. Figure 3.20 gives 
the execution times as a function of step-size and the corresponding speedups.
Next, we implemented the parallel version of interval jumping, which makes the simula­
tion alternate between time-stepping and jumping over intervals. Figure 3.21 presents the
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Figure 3.20: Execution time and speed up of lockstep parallel interval jumping
performance results obtained with this method. The speedups obtained so far (relative to 
sequential interval jumping) are consistent with those of the simple time-stepping method, 
and like in that case, are not as large as we’d like. For the interval jumping case, one of 
the probable causes is that probes are serial bottlenecks—parallelism is exploited only at 
power vector updates. However, this does not explain the disappointing relative speedup of 
straight time-stepping. These experiments, similarly to those in Section 3.5, were conducted 
with an older version of the simulator, which had serious performance bottlenecks. We are 
currently finalizing the implementation of a new parallel simulator, which we describe fur­
ther ahead, that will should mitigate, if not eliminate, some of the performance problems 
of the first.
More often than not the success of a probe at b and admittance of a new call will 
not trigger handoffs in other channels, so our conservatism may be unwarranted. One could 
approach synchronization optimistically, allowing each processor to asynchronously attempt
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Figure 3.21: Execution time and speed up of next event parallel interval jumping
to interval jump based solely on its assigned channels. Let us consider the implications. A 
probe calculation at time 6  may need power levels from adjacent channels, possibly assigned 
to different processors, which may not yet have simulated up to that time. Since we know 
that the precise power state at b depends on those levels, to process optimistically is to 
make some assumptions which we hope will be correct and rollback only if they are not. 
One approach would be to have a processor responsible for channel c report all changes 
in usage of c to processors responsible for adjacent channels d  and c". When a processor 
needs state information about a channel managed elsewhere, it uses the last known update 
and assumes it will not have changed. If the assumption turns out to be incorrect, a time- 
stamped update will arrive in its past to correct the assumption. Such an approach may 
work if one channel’s interference does not depend on very many other channels, but this 
misses a key opportunity to exploit parallelism further. Most state changes on one channel 
do not induce events on other channels. What is needed is a mechanism so that a processor
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can apply a probe to channel c at time 6  using out-of-date information on channels d, 
and c", but still come to the correct conclusion. This could be accomplished by having c’s 
processor send messages to those of d  and d' indicating worst-case assumptions being made 
about their state in c’s probe, with the understanding that the recipient will respond with 
a NACK and more complete description of state, only if its state at that time is “worse” 
than assumed. Thus a rollback and corrective action occurs not if the noise values used in 
the probe were incorrect, but only if they were too low.
3.6 Chapter Summary
We started this chapter with the careful definition of our simulation model. Having identified 
radio propagation, user mobility, power control and channel allocation as major model 
components, we went about to describe each one of them in detail.
The analysis of the traditional simulation of this model revealed two principal bottle­
necks. The first one, the costly interference computation required to simulate power control 
mechanisms, poses a problem for which we investigated two different solutions. The use 
of iV-body problem algorithms was shown to produce substantial performance improve­
ments in these computations. The relative errors produced in the process depend on how 
heavy the load (number of active transmitters) in the model is. We have shown that in 
situations when blocking probability is at most 10%, the Barnes-Hut algorithm produces 
relative errors comparable to the limited interference (truncated) method, but still requires 
more processing time. When the systems is loaded up to maximum capacity, the relative 
errors produced by BH can rise up to one order of magnitude higher than the truncated
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method.
We approached the second bottleneck, the regular and slow evolution of time-stepping, 
with the creation a new simulation technique we call interval jumping. Concluding the 
chapter, we stated the theoretical foundations of this method and shown encouraging initial 
results of its application in sequential and parallel simulation.
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Chapter 4
Making Good Use of I n t e r v a l  
J u m p i n g
In the previous chapter we introduced interval jumping and discussed the foundations of 
the mechanism. A simulation based on the principles of the experiment we described in 
section 3.5 does not explore the full potential of the mechanism: once an interval is identified, 
it’s either jumped in its entirety or not at all. In that first experiment, once we predict 
the possibility of a CE in an interval, the simulation gives up on the jump and time-steps 
through it. In this chapter we show that, when a probe fails, we can use this same predicate 
to perform a search for a viable jump point within the original interval. Given an interval 
of simulation time [a, 6 ], we discretize it into a set of points {ij}. The problem we consider 
is how to devise an effective strategy for scheduling probes so that we can find the earliest 
point Xk for which a probe fails [36]. Once this point is found, we can then do an interval 
jump from a to xt-i*
83
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4.1 The Price of Efficiency
The probe predicate determines whether there exists the possibility of a CE occurring in 
an interval. We can use this as a tool not only to assess if an entire interval is viable. 
Alternatively, we can use probes to discover a viable subinterval within a range over which 
a jump would otherwise be unsafe. More than simply finding just any jumpable sub­
interval, we want to find the largest one possible, since longer jumps translate into better 
performance. There may be several points a:* between [a, 6 ] for which p r o b e ( a ,  i*) =  TRUE, 
but we are interested in finding one that allows for the longest jump possible without paying 
too high a cost.
Figure 4.1 illustrates the basic process: if p robe(a,6 ) fails, we can probe different sub­
intervals of [a, 6 ] until we have found the smallest k for which a probe at i*  also fails. We 
model this k as a random variable S: if the probe doesn’t fail at 6 , we define S  =  oo. The 
probability distribution of S  is allowed to be general.
To complete the framework for a cost/benefit analysis of searching for S  = k  in each 
interval [36], we must also define the cost of each probe. If n =  € N is the number of
time-steps from a to 6 , we model the probing cost as a function cf>(r, t): Z2  -> R, for r, t € N 
such that 0 < r  < t < n. Let xr be the largest point for which we know that the probe 
succeeds. The state at xr is used as the initial condition for the fixed-point computation in 
the probe; <£(•) is defined to depend on this difference to support the idea that the temporal 
separation between xT and x t may require more iterations until convergence.
The question we investigate now is what we call the probe scheduling problem:
Given an ordered set {x,} with n +  1 points, what is the sequence of probes
that allows us to determine i t  while incurring in the smallest possible cost?
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p r o b e ( a ,6 ) =  FALSE
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p r o b e (a ,£ fc _ i)=  TRUE Xfc_ iXfc
Figure 4.1: Looking for a good jump point
4.2 Controlling the Costs
The state of the search for xjt, in a given interval, can be described by an ordered pair (i,j) 
such that X{ is the largest time-step known to have passed the probe and Xj is the smallest 
time-step beyond which we will not consider probing. By definition, we say that a probe at 
xo is successful: remember that at the corresponding time a, no transmitter is at maximum 
power.
The search starts at (0,n) and as we probe points in {x, }, we gain knowledge of where 
Xk may lie, narrowing down the set of candidates to probe at future states. Associated with 
each state {i, j) is a decision set Vij = {xi+i,Xi+2 , . . .  , X j } ,  and for each element in this set 
we can compute a probability that the probe at that point succeeds or fails.
This probability is derived from the distribution of S and reflects the knowledge that 
has been acquired with previous probes in this interval. If the search state is for 
0  < i < n and i < j  < n, we have learned that the probe has succeeded at Xj and failed at 
Xj. Let /(•) and F(-) be the probability mass function and cumulative distribution function 
of S, respectively. Using the knowledge implicit in the state definition and the distribution
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of S, we can compute the probability of failing a probe at some point x* as
4  =  1  -  Pr{S = k \ S > i }  = 1 - F ( k ) - F ( i )  
F ( j ) - F ( i )  ■
As we will see ahead, the success or failure of the probe determines the state transition for 
the search process.
Described in these terms, the probe scheduling problem is, clearly, a sequential decision 
process and we can express the cost associated with each decision. The execution cost of 
the probe at x* from state (*, j ), as we have stated before, is given by <t>{i,j). Let C{i,j) 
denote the minimum expected cost (according to an optimal schedule) associated with the 
decision of probing at k from state (i,j). For some state (i,j), we look at Ck{i,j), the 
minimum cost associated with the decision to probe at k , and write
Copt (Li) =  min{Cfc(i',y)}.k (4.1)
That is, in order to progress to an optimal schedule, we always choose a decision that
minimizes the cost from that state on. The structure of Cfc(i, j)  is given by
°,
Ck(i,j) =  4>{i,k) +  < £ C o p t(U -1 ) ,
for i = j  
for k = j  and 
j  — i = 1
for k = j  and (4.2) 
j  — i > 1
<l>{i,k) +  qfj C q p t ( L  k) +  ( l - q £ - ) C ( f c , j ) ,  for k < j  and
j  -  i > 1 .
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The first case says that when i =  j ,  we are at a terminal state (i, i) and need not probe 
any further. The second case says that from state (t, i +1), the only possible decision is to 
probe at Xj+t, which leads to a terminal state. The third case says that from state (i, k) 
if we probe at k and succeed, we enter terminal state {k,k), otherwise if we fail the search 
continues from state { i , k - 1). Finally, the last case covers the possibilities which arise when 
the point probed lies inside an interval that has more than just two points.
The peculiarities of different models for wireless cellular systems determine that the 
properties of and q^. We cannot rely on any special features of these functions because 
we do not know what to expect when different models are simulated, or when varying 
parameters are used for the same model. Instead of solving this equation by brute force, 
we observe the problem is amenable to a solution by dynamic programming (DP) [6 , 14]. 
Equation 4.2 exhibits the two characteristics that make this possible:
1. optimal substructure: the optimal solution for an interval [xi,xm] D [xi,Xj] is derived 
using the optimal solution to subproblem [xj,Xj], and
2 . overlapping subproblems: in the search of an optimal solution for interval [xo,x„], 
several different subproblems may use the solution to some specific subproblem [x,-, x,].
The obvious solution to this optimization problem is achieved through recursive fixing, 
a standard dynamic programming technique. The solution yields an optimal policy, hence­
forth referred to as OPT: from every state in the decision process, we will know which point 
to probe so that we reach the end of the search with the smallest possible cost.
Note, however, that the time-scale for power control is several orders of magnitude finer 
than the time-scale for call arrivals and hand-offs. Since time advances are done much more
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frequently than teletraffic events occur, if one is to derive an optimal search policy on the fly 
for each interval jumped, the computational costs would make the simulation impractical.
Another difficulty would be the estimation of a probability distribution for 5. For now 
we carry on with a theoretical study considering a variety of forms that this distribution 
may take. In the next section, we return to the more practical problem and discuss what 
shape this distribution assumes in real simulations.
4.3 A Quick Decision is a Good Decision
Computing the OPT policy is not cheap. Consider that we work with an interval of N  = 
n + 1 points and we organize subproblems as a matrix, as is common practice in dynamic 
programming. To compute the solution, we need an N  x N  matrix. Each element (i , j ) in 
the matrix corresponds directly to the equivalent state in the search process and contains 
the cost of computing OPT for sub-interval [xj,Xj].
Say we number the diagonals in the upper part of the matrix according to the size of 
the subproblems it collects, that is, the size of the associated decision sets. Discarding 
the trivial subproblems of size 0 , diagonal g corresponds to subproblems (i,j) such that 
j  - i  — g. There will be IV — I such diagonals. Each one will contain N - g  + l subproblems 
and each subproblem will contain g probing points. The total number of points to test in 
the computation of OPT is
iV3  -  SN2 +  2N „ . xr3.Y , ( N - g - l ) g  = ---------   =  0(iV3) .
9 = 1
Halving N  reduces the computational work of solving the DP equation by a factor of 
eight. This observation leads one to intuit that binary search is a policy that could work
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well for this problem since, at each step of the search, the workload would be halved. This 
claim may prove to be true under certain conditions. In order to lay the groundwork for this 
verification, and also for further steps in this study, we must state a few more assumptions.
For all i < j , we consider three different models for the probe cost function
i- 0 (i,i) = t , where r  is some real valued constant,
ii. = t  log(j - i  + 1 ), and
iii. <f>(i,j) = r  log(log(j -  i +  1 ) +  1 ).
The first case corresponds to scenarios when the probe converges so fast that its cost does 
not change with the length of the interval. In the second case, the logarithmic model covers 
situations when the gain matrix for the fictitious system is significantly different from the 
one used to compute the fixed-point at x,-. Finally, the third case applies to situations 
similar to those of (ii), but where the cost of the probe rises much more gently with the 
length of the interval.
Let xs  be the earliest point in {x*} where a probe fails. We consider two families of 
stochastic models for placement of this point. The first one is the conditional uniform:
with probability p we have i < S  < j ,  and conditioned on this event the distribution over
[i,y] is uniform. The second family is defined in terms of a linearly increasing hazard rate 
function h{k) for 0 < k < n. We make the slope of the hazard rate function the parameter 
that distinguishes a member in the family: we can define it to be steep enough to ensure 
that a probe fails within [a, b] or make it gentle enough to create the opposite effect (see 
Figure 4.2).
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Figure 4.2: A family of linear hazard rate functions
Hazard rate functions, however, are usually defined for stochastic processes in continuous 
time and in this case we are concerned with a process in discrete time. Translating the idea 
to this different domain, we write h(k) as
m  = Pr(S = * | S > »} = = I T ^ rIy
Then, from this definition, we compute the probability distribution of S  over [0, n] as
f{k)  =  h(k) (1 -  F(k -  1 )), where /i(0) =  /(0) = F(0) =  0 .
For the case when 0(i, j) =  r  and the distribution of S  is uniform, binary search is an 
optimal policy. Writing the functional equation to compute the cost of binary search, we 
have
CBsih j)  =
0 , for i = j
<f>(i,j), f o r y - i  =  l
<f>{i, k) +  ( 1  -  g£) CBs(*\ k) +  (fij CBs(fc,i), for 3 ~  * > 1>
where k =
(4.3)
Equation 4.3 says that when the search reaches a terminal state (i, *), the process terminates. 
If it reaches a state (i,i) such that x,- passes the probe and Xj =  x, +  A, then we probe
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at Xj and enter a terminal state. Now, if the subinterval is at least 2A long, we probe its 
midpoint and continue searching on the left if the probe fails, or on the right if it succeeds.
Solving equations 4.1 and 4.3, for constant probe cost model and uniform distribution 
of 5, the resulting cost is the same in both cases. The conclusion that, under these cir­
cumstances, binary search is an optimal policy is important due to the fact that it allows 
a jumping simulation to simply use the same search policy for every interval. There would 
be no need to compute the solution to the DP equation every time a jump was attempted. 
This would allow for a substantial reduction of execution time when an interval jumping 
simulation is used.
It is unrealistic to expect, however, that every model of a wireless system would conform 
to these special characteristics. Since different </)(■) and F(-) are determined by the very 
nature of the simulation model, we must look for strategies that can adapt to changes in 
these parameters while maintaining good performance for interval jumping simulations.
Our motivation is either to use well established search policies or, lacking a better 
alternative, to derive good policies on demand during the simulation. Given that the time 
to compute OPT for every interval can be prohibitive, we investigate strategies which cost 
less to derive and can bring the search to a “good enough” jump point in just a  few probes. 
Next, we discuss the several possibilities we have investigated.
4.4 Towards the Goal
The scheduling strategy we now propose, called MULTI, breaks up one large DP problem 
into smaller, more manageable ones. By solving these reduced problems, we can find the
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same xs  that the optimal scheduling would, paying a slightly higher probe execution cost, 
but spending much less time computing the schedule itself. This drastic reduction in the 
total costs makes dynamic schedule computation (for every interval) a viable goal.
For the sake of simplicity, we work with numbers of points n that are powers of two, that 
is, n = 2L. Assume that the original problem has N  =  2L + 1 points and that d is any one 
of the integer divisors of L. Now, rather than discretize [a, 6 ] into 2L + 1 points at a distance 
of A from each other, let us discretize it more coarsely into B  =  2d + 1 points, 2L~dA  apart. 
Call this grid level 0. We can define progressively finer grids for levels 1 =  1 ,2 ,... , (L[d) — 1, 
such that, in each level, we find a total of 2 ^+l*d -t- 1 points separated from each other by 
2i - (,+i)dA. Also, for each level /, we construct 2ld sets of B  points each.
Figure 4.3 illustrates this concept of multiple levels, explaining the name we chose for 
this scheme. The figure shows an interval with L =  6 , that is, 65 points, for which we chose 
d =  2. At level 0 we see only five points, all in the same set. At level 1 we see four sets, 
each with five points. At level 2, we see 16 sets, also with five points each. Note that points 
at the extremes of subintervals may belong to more than one set.
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Assume that for each level and each set of points, we compute, through DP, an optimal 
policy to identify the earliest point on that grid that fails the probe. Starting at level 0, 
where there is only one set of points, we take a B x B  matrix and set out to compute the 
optimal policy for this grid. Once this policy is determined, we use it to discover jo, the 
earliest point in the grid that fails the probe. If i ' q  is the point that immediately precedes jo 
on this grid, we will know that the critical point 1 5  lies within (*o, jo]* Next, we move down 
to the set at level I defined by this sub-interval, reuse the same B  x B  matrix employed 
at level 0, and repeat the process. This new step yields a narrower interval (*1 , ji] that 
contains xs- As illustrated in Figure 4.4, we can continue moving down to further levels 
until some criterion is satisfied. The stopping condition may be reaching the deepest level 
I = (L /d ) -  1, where we find x$ in the finest grid. Alternatively, we may stop the search 
any time we consider that an arbitrary maximum probing cost has been paid, or yet, when 
we conclude that a sufficiently long jump has been determined. This search scheme allows 
us to have tight control on the ratio of cost of searching to the benefit of making a longer 
jump.
This search scheme requires that we solve L/d  DP problems, one for each level visited. 
The good news is that these problems are much smaller than the original, requiring only 
time 0 { B3). That is, we leave behind one big, costly DP problem and instead solve smaller 
versions of it incurring a total cost 0 ( B3), that is orders of magnitude smaller than the 
original 0 { N 3). As an added bonus, in the end, we are guaranteed to discover the same 
point xs  that o p t  would have found.
A noteworthy aspect of this method is that it describes not just one solution strategy, 
but encompasses a family of them, depending on the choice of d. At one extreme, when
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F i g u r e  4 . 4 :  A l g o r i t h m  f o r  MULTI s e a r c h
d = L, there is a single level with a fine grid and the computation of the probing schedule 
is identical to that of o p t . At the other extreme, when d =  1, each level has only three 
points—two endpoints plus one in the center— and this leads to a policy very similar (but 
not identical) to binary search. Between these extremes we have a spectrum of policies; 
their computation costs increase with d and so does the mean probing cost required to find 
x s-
4.5 Performance Under Varying Scenarios
The question of how different probe cost models and probability distributions of S  affect 
the cost of computing probe scheduling policies motivated the series of experiments we now
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Figure 4.5: Execution cost of computing m u l t i
describe. All of these experiments were run on an SGI 0rigin2000 and consider a problem 
with N  = 212 +1 =  4097 points on the finest grid. The costs we report in these experiments 
reflect those of a priori calculation of the whole hierarchical policy, that is, policies for all 
the point sets at every level. Note that these are even higher than what we’d have in a 
dynamic version that would calculate the policy for each successive grid only when the 
search process must be carried out.
Using a conditional uniform withp = 0.5 to model S  and probing cost <f>(i, j)  =  r ,  we first 
investigated the execution of policy computation for MULTI. Figure 4.5 plots the time for 
policy computation as a function of the number of levels. Recalling that computing m u l t i 
with a single level corresponds to computing OPT, we see what a dramatic difference our 
scheme can make. While it takes six hours to compute OPT, it takes only 50 milliseconds 
to compute the hierarchical policy that discretizes each interval into three points. The
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computational savings are enormous. The question to ask, however, regards the quality 
of the quickly computed policy: “How does it compare relatively to OPT and to binary
search?”
In order to investigate this question of relative performance, we have experimented with 
different probabilities p of finding a critical event in the interval. We have also studied how 
relative costs vary as we change models for probe cost and probability distributions of 5.
Figure 4.6 shows the performance of the hierarchical search relative to that of binary 
search for various values of p. These plots demonstrate our results for the three different 
probe cost models when a conditional uniform is used to model the critical event distribu­
tion. Figure 4.7 shows results obtained when we repeated the same study using a linear 
hazard rate to determine the critical event distribution. The overall picture is that all re­
sults are qualitatively similar. Performance relative to binary search is insensitive to the 
number of levels employed and also to the probability distribution of CEs. However, we see 
that it depends very much on the likelihood of finding a CE in the interval.
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Figure 4.6: Performance of MULTI relative to binary search under a conditional uniform  CE distri­
bution
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Figure 4.7: Performance of MULTI relative to binary search under the CE distribution determined 
by a linear hazard rate function
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The main difference between binary search and MULTI lies in the fact that when p is low, 
the latter is smart enough to exploit this knowledge. While binary search always probes 
at the interval’s midpoint, MULTI encourages probes at the right end of the interval. If the 
chance of observing a CE is small, the better search policy will attempt to determine right 
away whether a particular interval has a CE or not. A successful probe near the end of 
the interval leads to a terminal state in the search in fewer steps than required by binary 
search. If a CE does not happen in [a, 6 ], however, MULTI behaves very much like binary 
search and thus the costs turn out to be similar.
Since wireless cellular systems are engineered to minimize unscheduled channel re­
assignments, most simulation models of interest will exhibit low p. This fact works to 
our advantage in that the use of m u l t i  proves to be beneficial exactly under those circum­
stances. The added effort of managing the hierarchical policy offers a substantial reduction 
in probe costs over binary search.
Binary search loses its allure compared to policies that exploit the probabilistic knowl­
edge of critical event placement. This policy is oblivious to this information and can’t help 
but blindly narrow down the search interval. It turns out that a very simple modifica­
tion can render the performance of binary search substantially better. The new policy we 
describe now is then called modified binary search (MBS) for obvious reasons.
If we know that p is high, probing the very last point in the interval right at the start 
of the search is a better idea than probing the mid point. In the worst case, this probe will 
fail and we will have to apply binary search to the interval. Compared to binary search, 
the total cost increases by only one extra probe. If this first probe succeeds, however, the 
search immediately terminates and the total cost of the search is only the cost of this probe.
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For an interval [f, j], we write the expected cost of MBS as
CuBsihj )  =  ( i - p )  Mhj)  + P [Cbs(*.j) + 4>{hj)] •
For the case of = r , it is easy to show the conditions under which MBS is a winner
compared to binary search. We are interested in the case when the ratio of the cost of MBS
relatively to binary search is less than one, that is,
C m bs _  ( 1  - p ) r  +  p (C b s  T) <  i 
C b s  C b s
Thus, MBS is a  g o o d  a lte rn a tiv e  to  b in a ry  sea rch  as  long  as
t  +  <  C b s -
1 - p
Now, if C b s  = T log2 N ,  we can rearrange the inequality above and conclude that MBS 
performs better them traditional binary search for values of p such that
(log2N) - 1  
P log 2N
In large models of wireless cellular systems, the increase in the number of cells and the 
number of mobiles cause the cost of each probe to be substantial. When this is the case, 
each additional probe in the search significantly increases the cost of the whole process. 
Compared to m u l t i, we can expect MBS to yield good performance when the cost of each
probe is small relative to the effort of solving the dynamic programming problem for each
level. Since <f>{i,j) can be substantially affected when the model scales up, it is clear that
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 4. MAKING GOOD USE OF INTERVAL JUMPING 101
th e  m e th o d  th a t  p ro b es th e  least w ill b e  th e  m ost ad v an tag eo u s a n d , thus, in  th a t  case, 
m u l t i sh o u ld  b e  a  w inner.
As evidenced in Figures 4.8 and 4.9, the cost of MBS matches the cost of OPT for a 
variety of different scenarios. The greatest asset MBS has to offer is that its performance 
comes almost for free: we don’t need to know details about CE placement in the interval, 
only the probability it occurs.
Next, we study the performance of MULTI relative to that of OPT. The graphs in Fig­
ures 4.8 and 4.9 explore the sue combinations of probe cost and CE placement that we 
considered. Each point series corresponds to the ratio of mean cost of MULTI to mean cost 
of OPT as we vary the probability that the interval contains a critical event. In addition 
to plotting one curve for the number of levels determined by each of the integer divisors of 
L =  12, we also plot the performance of m b s  relative to o p t . The most obvious conclusion 
to be reached from these plots is that, in our experiments, the performance degradation 
due to using m u l t i instead of o p t  is, most commonly, less than 1 0 % and in several cases, 
much less. In light of our previous observation that m u l t i performs significantly better 
than binary search, this added fact demonstrates the utility of our approach.
With regard to the shape of these curves, we again see that the probability of having 
a CE in the interval is a strong determining factor. When this value is low, using m u l t i 
with more levels is more advantageous than using fewer levels (with the exception of 1-level 
MULTI which is indistinguishable from o p t ). Having a coarser grid, with fewer decisions 
available in policy calculations, creates a stronger drive to probe the points towards the 
right end of the interval: a successful probe early in the search process leads to a fast 
arrival at a terminal state. This way, a final decision is reached without need to descend to
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lower and lower levels. When this probability grows large, the situation gets inverted and 
the policies with more points per sub-interval are more efficient at honing in on the critical 
event. Intermediate values of this probability cause the curves to intersect at various points.
The fincil message in this data is the fact that all the variations of probe cost model and 
placement of CE in the interval have only a second-order effect on the relative performance 
of our method. Since MULTI has been shown to be fairly insensitive to changes in these 
parameters, we can expect that it will behave similarly under different simulation models. 
Obviously, this expectation is warranted only if the models don’t deviate too much from 
our assumptions.
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4.6 Modeling Probe Cost and Probability Distribution
The theoretical study we have just presented gave us guidelines on how to use efficiently a 
hierarchical search policy developed to aid interval jumping. We have shown that m u l t i  is 
relatively inexpensive to compute and that it leads to search costs that are fairly insensitive 
to different probe cost models and probability distributions of critical event placement. This 
section reports our efforts to put the theory to practice and to evaluate the impact of the 
previously developed results in the context of a real simulation.
The most typical simulation of a wireless system uses model parameters that keep the 
probability of a call block on the order of 1%. At the system design stage, it is common for 
engineers to experiment with different settings (such as number of channels, cell size, etc.) 
until the performance can be fine-tuned to the desired level. It is, therefore, reasonable to 
expect that simulations of these models will have to deal with a varying range of parameter 
values.
The acceleration obtained with interval jumping simulations is highly dependent on the 
average length of time that can be skipped over. Higher probabilities of call blocks and 
drops indicate that critical events happen more frequently and, as a consequence, intervals 
that can be jumped over become shorter and scarcer. In order to provide a fair experimental 
scenario to evaluate interval jumping, we have chosen to tune model parameters to induce 
blocking probabilities of around 1 0 %, one order of magnitude higher than the most typical. 
This should allows us to verify whether our techniques produce good results throughout a 
reasonable range of parameter variations.
Differently from the experiments described in Section 3.5, the bounds for attenuation
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coefficients a^(k) used here are tighter estimates of the worst circumstances observed in the 
interval. Although we have not attempted to quantify the effect of these bounds empirically, 
it should be clear that the increased accuracy qualitatively improves the performance of the 
interval jumping simulation.
All the experiments we report from this point on refer to the same scenario unless 
otherwise noted: a single channel network of 1 0  by 1 0  cells, 2 0  mobile stations placing new 
calls at a rate of 3 calls per hour (according to a Poisson stream) with call duration times 
exponentially distributed with a mean of 3 minutes. All mobiles have a constant speed of 10 
m/s and maximum transmitter power of 8 8 dB. The thermal noise experienced by receivers 
was set to -120dB, system SIR was set to 12dB, and signal strength decay was set to the 
fourth power of the distance from the transmitter. The time-step length was set to 0.01s. 
As with all other experiments we conducted for this study, our simulator was rim on an 
SGI Origin2000 with 4G bytes of memory and 180MHz processor speed.
These settings place the blocking probability of the system in our desired range. Under 
these conditions, we conducted a series of experiments and generated data to fit approximate 
models for ${■), the probe cost, and F(-), the probability distribution of critical event in 
an interval. While it seems counterproductive to have to make several slower runs in 
order to collect statistical information to accelerate program execution in the future, this 
approach has its attractions. Significant changes of load on the wireless system should cause 
correspondingly drastic changes in (/>(■) and F(-). When load variations are constrained to a 
small interval, however, the models derived from preliminary runs should remain valid and 
can be employed in many production runs of interval jumping simulations. Our first step 
in this analysis was, therefore, to produce data from which we could derive approximations
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Figure 4.10: Estimation of the probability distribution of critical event within a normalized interval
for <£(•) and F(-).
Making repeated runs of 10s seconds of simulated time, we recorded the length of each 
interval identified, together with the relative location of the CE, whenever one was found. 
For each interval, we noted the number of active MSs and tallied the data into three different 
histograms, each one for a different number of ongoing calls (4, 5 and 6 ). The number of 
samples obtained for each case allowed us to observe standard deviations of less than 1% 
for each histogram bin. Each of these histograms was constructed with 30 bins; taking 
the midpoint of these and fitting a smooth curve through them using the standard spline 
method, we obtained a set of estimates of probability density. Rescaling each curve so that 
the area underneath adds up to unity, we obtained three almost identical distributions. The 
curve in Figure 4.10 shows the probability distribution of the relative position of CE. Since 
all three curves overlap almost perfectly, we display only the one for five simultaneously 
active MSs.
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F ig u re  4 .11: How the run-time of p ro b e  varies with the length of the interval
Arbitrarily choosing this same curve, we sampled it at 100 regularly spaced points and 
used this set of values to describe the probability distribution in the simulation. These 
values are read into an array that defines /(•), the probability mass function of 5, before 
the simulation run begins. From this array we construct another of equal length for F(-), 
the cumulative density function of 5. Whenever we need the density for a point that lies 
between two consecutive samples in F(-), we compute an estimate for the value using linear 
interpolation.
To seek out a model to describe the cost of probing an interval [a, 6 ], we recorded 
the execution time of the function that evaluates the predicate. Once more, in the name 
of consistency, we were careful to enough to record the number of ongoing calls at each 
observation. Keeping only the samples for five simultaneous calls, we computed the average 
probe cost for each interval length. The results are reported in Figure 4.11. Since the shape 
of the curve resembles a logarithmic function, we adopt this model for the cost of probing 
when we use DP to derive search policies during the simulation.
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Figure 4.12: Performance of m u l t i  for empirical probe cost function and probability distribution
Using the same framework from Section 4.5, we computed the costs of performing MULTI 
search with our estimated probability distribution and probe cost model. Plotting the costs 
observed with varying number of levels relatively to the cost of the optimal policy OPT, we 
see that Figure 4.12 shows a behavior similar to the theoretical predictions in Section 4.5. 
The performance of MULTI with 2, 3, 4 and 6  levels doesn’t vary more than 4% for changing 
values of the probability of finding a CE in the interval. The relative cost of 12-level m u lti, 
which is equivalent to MBS, on the other hand, starts to deviate from the other curves more 
significantly at p =  0.5.
1 level  to o p t  — —
2LEVEL10 0PT 
3LEVEL1oOPT ■•••«•••• 
4LEVELtoOPT - -a — 
6LEVELtoOPT 
12LEVELtoOPT
-»---  1 1  L
4.7 Experimental Results
When the search for a jump point is incorporated into the picture, the interval jumping 
algorithm is slightly modified. Figure 3.15 shows that, after an interval is identified, we
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algorithm  IntervalJiunpingSimulation 
begin
while (! simulation terminated) do 
compute interval [a, b] 
if (b -  a > mA) 
use search to select jump point c 
if (c — a > mA) 
advance time to c 
update mobiles’ positions to time c 
while (! power levels converged) do 
compute noise 
update power levels 
end while
apply LADCA algorithm 
run time-stepped simulation for T steps 
else
run time-stepped simulation to c
else
run time-stepped simulation to 6  
end while 
end IntervalJumpingSimulation
Figure 4.13: Modified algorithm for Interval Jumping simulation
must decide whether it is long enough to offset the costs of jumping. In case it is, we use 
some kind of search policy to determine if there exists a point c £ [a, 6 ] where a critical event 
may happen. Upon finding this point, we check if a jump from a to c is worthwhile. If that 
is true, the algorithm proceeds exactly like the original interval jumping. Otherwise, the 
simulation progresses in time-steps from a to c and only after that is a new jump attempted.
Our set-up for the hierarchical search was one that incorporated lessons learned from 
the previous analytical study. We observed that for the same probability distribution of 
S  and probe cost model, a higher number of levels leads to reduced search costs. Given 
an interval [a, 6 ], we start by discretizing it into equidistant points separated by A units of
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time. This yields a set of N* points, where each element corresponds to the instant when a 
state update would be made in the time-stepping simulation. We then compute 2L as the 
next integer power of two greater than N* and set N  = 2L + I.
Recalling that the number of levels in a hierarchical search is defined by I = L/d  where 
d is an integer divisor of L, we have to make choices. Taking d =  1, the costs relative to the 
optimal policy would match those of binary search. Figures 4.8 and 4.9 indicate that for 
higher probabilities of CE in the interval, d =  1 should lead to correspondingly higher costs. 
From our estimated F(-), we learned that xs  tends to get concentrated towards the end of 
the interval and so we chose to avoid d =  1 in the face of other options (that is, whenever L 
is not a prime number). Our implementation picks d =  1 if L is prime, otherwise, it picks 
the smallest integer divisor greater than one and smaller than L.
We have experimented with two different search policies, MBS and MULTI, measuring the 
total run-time for each case varying only the simulation horizon. For interval jumping with 
each different search policy, we plotted the evolution of run-time with increasing simulation 
horizon, as shown in Figure 4.14. The data shows that, in this scenario, the overall costs of 
MULTI render it less efficient than MBS.
A deeper look into this problem set-up tells us why MULTI loses to MBS. If one works with 
a simulation model where the cost of probing is small relatively to the cost of constructing a 
probing schedule, the overall cost of using a straightforward policy such as MBS will always 
be small. When there is no schedule to compute, the total cost incurred is only that of 
the application of the policy. When probes don’t cost very much, the simple policy may 
perform better than MULTI, even if the average number of probes determined is higher. 
On the other hand, models for which the computational cost of each probe is high benefit
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Figure 4.14: Run-time of interval jumping simulations of varying lengths using different search 
policies
much from a policy that reduces the average number of probes, because the added effort in 
generating efficient schedules is offset by the reduction in the cost of probing.
We can demonstrate, with a simple performance model, the importance of using m ulti 
in the simulation of models with high cost of probing. Consider that for an interval with 
N  points, the average cost of doing one probe is equal to where m  is the number 
of active mobiles in the system. We make this average cost of probing a function of m to 
reflect the fact that the computation, as described in Section 3.4.2, is heavily dependent 
on this parameter. When one scales the model up, increasing m, the cost of doing a single 
probe becomes more and more significant.
Let the effort of computing each probing schedule in a MULTI search with I levels be given 
by X{1), the time taken to test all points in the minimization process corresponding to the 
computation with dynamic programming. Note that once I is fixed, the search computes 
I schedules for grids of the same size, one schedule for each level. Say we express costs 
using the average cost of doing a probe as our unit of measuring. The ratio X(l)/<t>(m)
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will then tell us how many probes one would be able to do for this model during the 
schedule generation. Now, if we let 7Tj(/) be the average number of probes that the schedule 
determines for level i in an 1-level MULTI search, we can approximate the average cost of 
applying MULTI by
CMULTl(m >0 -  2^' ' XV) + *<o
i = t <t>{m)
Rewriting this expression we have
^MULTl(m '0  ~  +  5 3  ^(O-
From the same framework used in the analysis that produced Figure 4.12, for a fixed 
value of p = 0.5, we obtain values of 1T{(1) that we can use to compute '^MULTl(m’^ ‘ ^ e  
can then show how this cost varies under arbitrary values of l / 0 (m) and this allows us to 
predict how MULTI performs as the model size is scaled up. Approximating the cost of MBS 
by
C m b s(to ) =  ^(m)(l+plog2 lV) =  ? ( m ) ( l  + (1/2)12)
Figure 4.15 shows that as <f>(m) increases, the relative cost of m u lti to mbs decreases 
rapidly, indicating that the performance of our search scheme becomes significantly  better 
with increasingly larger model sizes.
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Figure 4.15: Performance of multi relatively to mbs as the cost of probing is scaled up
R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 4. MAKING GOOD USE OF INTERVAL JUMPING 115
On a different note, an interesting factor that affects the overall performance of interval 
jumping is the ratio of time taken in a probe to the time taken in a time step. Measurements 
for these quantities are affected by the number of ongoing calls in the system, that is, the 
time taken for each individual time step or probe evaluation varies in direct proportion to 
the system load. For this reason, we measured the average time per probe and the average 
time per time-step over several simulation runs with varying horizons. We observed that the 
ratio pt/st, average probe time to average step time, stays in the range [1.6,1.7]. This allows 
us to conclude that the m  parameter in the interval jumping algorithm (see Figure 4.13) 
should be set to a value of 2 or greater. When the interval length is so small that the cost 
of determining whether it can be jumped is close to the cost of time-stepping through it, 
it's more reasonable to avoid the jump altogether.
The computational cost per jump encompasses more than just probing; the position 
of MSs has to be updated, a new power allocation computed, and the channel allocation 
verified. A justifiable estimate for m would be a value that takes into account the ratio 
pt/st together with the average number of probes per interval search u  and the average 
probe cost <f>. Although we chose m  =  10 as a compromise solution, we suggest that its 
value satisfy the inequality m > (pit/st) -F ($w).
The end goal of this empirical analysis is the comparison of run-times of time-stepped 
and interval jumping simulations. As shown in Figure 4.16, for the problem size we used, 
interval jumping with MBS can accelerate the simulation by a factor of over 26 when the 
simulation horizon is approximately 14 hours. Although shorter simulations exhibit higher 
accelerations, these are more susceptible to the effect of ramp-up and ramp-down periods: 
as the wireless model starts and ends with no calls, the length of jumpable intervals is
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Figure 4.16: Acceleration of interval jumping with M B S  search relative to time-stepping simulation
artificially increased at the beginning and end of the simulation. As simulations of longer 
length are run, the relative effect of these periods is amortized.
Using identical random number streams for runs of the same model using the two dif­
ferent simulation modes, we have observed that the power allocations at the endpoints of 
each jump are identical to values at corresponding instants with time-stepping. This cor­
responds to our expectations in that the state of power allocation after the jump should 
match exactly the corresponding state in the same instant of a time-stepping simulation.
4.8 Chapter Summary
In this chapter we have shown that our initial idea of interval jumping, although originally 
effective, left ample room for improvements. Intervals that would otherwise be summarily 
rejected for containing a critical event, can be trimmed down to exclude the event and thus 
made jumpable.
This observation led to the identification of the probe scheduling problem: “How can
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one efficiently apply the probe predicate to discover where the CE lies?” Upon formally 
describing the costs involved in this process, we have shown that an optimal solution to this 
problem can be devised with dynamic programming. We have also shown, however, that 
the computational costs of computing probing schedules that lead to the discovery of the 
CE are prohibitive for our purposes.
As our goal is to derive these probing schedules on-the-fly, we were compelled to seek 
alternatives that would produce comparably good schedules in very short time. We then 
introduced MULTI, a hierarchical search scheme that operates with grids of varying granu­
larities and solves small, manageable DP problems only as it becomes necessary.
We presented an theoretical analysis of this new search scheme. Our experiments have 
evidenced that our scheme is not only fast enough that we can employ it within wireless 
system simulations, but also that its performance is quite close to that of optimal schedules. 
Moreover, we have confirmed its promise by discovering how fairly insensitive MULTI is to 
various models of probe cost and placement of CE in the interval.
Next, we described how we gathered data from a time-stepping simulation and derived 
models for probe cost and for the probability of finding a critical event in an interval. Using 
the same framework employed in our theoretical analysis, we studied the performance MULTI 
under the models determined empirically.
We compared the performance of real simulations using two different search methods: 
m b s , a  modified version of binary search, and our hierarchical search MULTI. Our results 
have shown that, for the small problem sizes studied, MULTI does not perform as well as m b s . 
Through an approximated scalability analysis, we concluded that the poor performance of 
MULTI we observed is explained by the small costs of probing for our model sizes. We showed
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th a t  as m ode l size grow s a n d  in te rv a l le n g th  rem ains co n s tan t, th e  h igher cost o f  p ro b in g  
becom es m ore severe an d  MULTI sh o u ld  b e  th e  b e s t op tio n : i t  becom es w orthw h ile  to  invest 
som e tim e  co m p u tin g  goo d  p ro b in g  schedules to  m in im ize th e  n u m b er o f  p ro b es ap p lied .
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Chapter 5
Directions for Future Work
In this chapter we indicate several interesting open problems that arise in the context of our 
research. The problems directly related to our contributions, that is, interval jumping and 
search policies, are described in detail at the beginning. Towards the end of the chapter, we 
present other open problems in the wider arena of simulation of wireless cellular systems.
5.1 Heuristics for Critical Event Search
In Section4.7, we have indicated the attractiveness of using simple search policies to de­
termine the possible location of a critical event (CE) in an interval. We have shown that 
binary search, or a slight variation of it, can perform well with interval jumping for small 
models. These policies do not require extensive information of the likelihood of where a CE 
may be, but still produce relatively small costs. The idea of reducing the search space by 
half at each step in the search allows for fast progress towards the solution.
Having taken inspiration on this same rationale to devise our hierarchical search scheme
119
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b ased  on MULTI, we suggest the investigation of other simple policies that make better use 
of the stochastic clues to pinpoint the location of a CE.
Let 5  be a random variable that indicates where a CE happens. Assuming that S 
has a known but arbitrary probability distribution for every interval, statistics such as the 
median and mean of the earliest point xs  to fail the probe can always be computed. Now, 
suppose that these statistics are used to define the pivoting point in the search, just as 
the midpoint of the interval was used in binary search. Median search and mean search 
are simple heuristics based on this very idea; they both follow the same basic algorithm, 
changing only the nature of the pivoting point. Splitting the interval at the median attempts 
to reach a state where the probabilities of observing the CE in each half of the interval are 
balanced. On the other hand, pivoting at the mean tends to maximize the chances of 
probing at the right spot. Starting with the original interval [a, 6 ], one can compute Xk, the 
location of the pivot, and then probe this point. If the probe fails, the search continues on 
the left subinterval, otherwise, on the right. Each time the search interval is reduced, the 
probability distribution is truncated to reflect the gained knowledge of the possible location 
of the CE, and a new pivot computed. The search continues until the space is reduced down 
to an interval of length A.
These two policies have in common the fact that, at each subdivision of the search space, 
the computation required is minimal. Since samples of /(•) and F(-) of our random variable 
5 are available, computing the statistics that drive these search policies is trivial. Finding 
the median requires only a linear search on F(-). Computing the mean requires a little more 
effort in terms of floating point operations, but it’s still an easy task. These two policies 
may be substantially helpful to accelerate the execution of small models of wireless systems.
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5.2 A Different Scenario for Parallel Jumps
Our first experiments with parallel interval jumping have considered a propagation model 
in which there exists adjacent channel interference. We have shown that under these cir­
cumstances the inherent parallelism in the model is very small. Since the models of most 
modern wireless systems deal with orthogonal channels, it would be interesting to make an 
effort to parallelize interval jumping to further accelerate these simulations. Each individual 
channel can execute in loose synchrony with others in the model, jumping or time-stepping 
according to its own local conditions, until an event such as an arrival or hand-off forces a 
global synchronization. Here is how this is possible.
5.2.1 Synchronization with Noncommittal Barrier
As we have pointed out in Section 3.2, when a base station processes an incoming call, 
a channel is chosen at random to serve it. In a parallel simulator, where each distinct 
processor has its own traffic generator, calls originated at a processor Pi may migrate to 
another processor Pj before even starting. The traffic generator in each processor associates 
with each call a vector containing a permutation of the system channels—each channel is 
tried in succession until one that can carry the call is found. The first element in these 
vectors is always a channel local to the processor that generates it. However, when the 
event associated with the call is first processed, it is possible that the local channel is not 
available at the desired cell and the call has to be migrated to another processor. This fact 
forces a global synchronization at the occurrence of events that deal with channel allocation, 
for example, arrivals and hand-offs.
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CS
Figure 5.1: Synchronizing parallel jumps for orthogonal channels
When the operation of mapping calls to channels terminates at some time G, the next 
synchronization point ( f  can be calculated, and all channels simulate one time-step and 
enter a barrier. At point G +  A, if no channel switch was triggered in the simulation of 
the time-step, each processor is free to move forward in time, on its own, up to the next 
synchronization time G' , where a noncommittal barrier is entered. This kind of primitive, 
attributed to Nicol [34], allows a processor to leave the synchronization point in case a 
message is received while it awaits the others. The noncommittal barrier allows us to define 
what should be a substantial improvement in parallelism for interval jumping.
Figure 5.1 illustrates, in detail, the idea we suggest. Let the horizontal lines in the figure 
correspond to the time scales of channels a, 6 , c and d, each allocated to a different processor. 
Assuming that the simulation starts from a global synchronization point G , all processors 
cooperate to compute the next time they synchronize, at point Gt. This computation is 
carried out in the same fashion that a jump interval is determined for serial simulation, 
that is, by inspecting lists of future events. The minimum from individual lists is combined 
by a min reduction that produces ( f . Next, each processor simulates one time-step for its
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channel and then enters a regular barrier. At G +  A, if no channel switch was triggered, 
each processor proceeds to search its interval for the next jump point. When a processor 
determines that it can make a jump ail the way to d , it stops before actually processing 
the jump and enters the noncommittal barrier. Otherwise, if the next time advancement 
for the processor leads to an earlier time, it proceeds independently of the other. These 
processors may generate a channel switch, in which case the event is sent to the appropriate 
destination, possibly forcing the processor to leave the barrier. Whenever a channel switch is 
detected, its time G* becomes the new global synchronization point and the appointment to 
meet G' is canceled. Either way, following a global synchronization, this process is repeated 
from scratch.
5.2.2 Extending Jump Intervals Further
Another idea related to interval jumping that deserves more investigation regards the con­
struction of longer jumps. In a parallel simulation with channel partitioning, events are 
distributed across different processors, and perhaps even different address spaces. When a 
new jump interval is needed, one can use a parallel iterative scheme to resolve the mapping 
of events to channels and generate lookahead information.
Let all processors synchronize at a point G in time and then make each one collect a 
number of its earliest events. If we have the processors work in parallel to map each event 
to the channel that will ultimately receive it, we may be able to construct a longer interval 
at a reduced time.
Suppose we have a total of N P  processors at our disposal. Each processor, in parallel, 
checks if its earliest event can be admitted to one of the channels it simulates. After this
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quick operation, it synchronizes with the others and the same procedure is repeated for 
each one of the NPQ  events. At each iteration, N P  events are mapped simultaneously. At 
the end of NPQ  iterations of this procedure, this phase terminates and the events are sent 
to the processors that simulates the corresponding channel. We will have figured out then 
if any call had to be immediately blocked or dropped due to channel allocation. Moreover, 
each processor would have a list of events that lie in its future. Barring the unexpected 
arrival of channel switches, each processor will have more information about what events 
will be sent from another processor into its own event list. The knowledge of whether and 
when a new event may arrive can be explored to construct longer intervals for jumping. 
This would be equivalent to doing a quick simulation within a larger framework. The costs 
and benefits of such a new scheme would be interesting points to explore.
5.3 Open Problems
It’s been said that the simulation of wireless systems is a veritable gold mine of research 
problems. Here we enumerate a few that come to mind which could pose a number of 
interesting questions and lead to exciting new projects.
We have developed and studied techniques for the acceleration of FDMA wireless cellular 
models. Analyzing what is required for the simulation of these almost antiquated models, 
we have contributed knowledge that will be useful as a foundation for the acceleration of 
more modern, digital cellular systems. Networks built around GSM, TDMA and CDMA 
are substantially different from FDMA, and justify the development of their own particular 
simulation methods. Nevertheless, the aspects they have in common with the models we
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used should make the adaptation of our techniques a viable and exciting goal.
Power control is performed at different time granularities in GSM, CDMA and FDMA. 
Although it is reasonable to expect that interval jumping can be made to work under these 
different scenarios, the fact that there are major differences in the timing of activities in 
these systems opens the door to new challenges. GSM requires power updates much less 
frequently than FDMA and thus its simulation may not benefit from interval jumping. The 
opposite is true for CDMA, where updates happen one order of magnitude faster than 
in FDMA. The models for these systems, however, are much more intricate and require 
substantially different power control laws. How one can use adaptive time-steps as in 
interval jumping to accelerate these simulations should be a question worth pursuing.
The radio propagation models we have used were very simple. One might even say there 
were a bit coarse. For the purposes of producing first-order estimates of system statistics, 
however, they are more than adequate. Simulations with the most refined propagation 
models including fast and slow fading, multipath fading and detailed terrain descriptions 
pose a much greater computational load and, thus, are new research in and of themselves. 
Coupled with the added load of other model components, such as channel allocation, mobil­
ity and power control, the accurate simulation of a detailed model is an almost Herculean 
task, especially when the added feature of scalability is expected.
When one poses the problem of simulation of a system this complex, methods that allow 
one to look at qualitative aspects of the model at different levels of refinement become highly 
desirable. The application of hierarchical and multiresolution modeling to wireless cellular 
systems would be of great benefit to the com m unications engineering com m unity. Currently, 
for each level of granularity, an entire simulator has to be developed. It all starts at the
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radio link level with the simulation of every bit sent riding on an electromagnetic wave, at 
a level of detail fine enough to allow the simulation of only one connection at a time. Then 
models evolve to single cell, small linear and planar arrays, entire metropolitan areas, and 
so forth, up to perhaps something so big as to encompass the entire planet. How something 
like this may be achieved with a single hierarchical model is an open problem.
Finally, it is still currently unknown how the results of simulations of large and/or 
complex models can be validated. Since models such as those for wireless systems can’t be 
studied just with analytical tools, there is no easy way to provide a standard to assess the 
correctness of the simulations. Any meaningful step towards the development of guarantees 
of accuracy for the simulation results of wireless systems would be a godsend.
5.4 Chapter Summary
In this chapter we suggested several ideas related to the simulation of wireless cellular 
systems. The first of these is related to search policies used conjunction with interval 
jumping and aim at determining the location of a critical event. Next, we suggested two 
problems related to the parallelization of interval jumping for models with no adjacent 
channel interference. Finally, we concluded with an overview of more general open problems 
in the area.
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Conclusion
Our work has approached the problem of reducing the run-time of simulations of wire­
less cellular systems from two different points of view. First, we identified the fact that 
a comprehensive model for these systems comprises a component which is essentially a 
continuous process in discrete time. This sub-model, which embodies the power control 
algorithm, interacts closely with other system processes, and ordinarily requires long and 
computation-intensive time-stepping simulation.
To mitigate the major bottleneck in these simulations, we have developed interval jump­
ing, a technique that allows the simulation to “fast-forward” through periods of time when 
no interesting event happens. We have shown that the nature of these models makes them 
especially susceptible to acceleration when the simulation proceeds in this fashion. The 
experimental results we have observed initially with the application of this technique were 
encouraging, albeit not reflective of its analytically predicted potential.
Going back to the core of this technique, we developed an analytical study that allowed 
us to increase the length of jumped intervals and, therefore, better exploit the benefits of
127
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 6. CONCLUSION 128
our method. We have accomplished this goal by creating the means to inspect intervals and 
identify intermediate points known as critical events, where side-effects of power evolution 
could potentially trigger changes in channel allocation. Using dynamic programming, we 
created a hierarchical search scheme which is theoretically proven to outperform binary 
search. Our experiments, however, have shown that models with small number mobiles do 
not experience the benefits of our search scheme. We have observed that these reduced 
models run faster with a simple variation on binary search. A simple scalability analysis 
indicates, however, that as model size grows, the hierarchical search outperforms the binary 
search variant, whose costs increase linearly with the number of mobiles.
Having improved our technique with search heuristics that allow us to determine more 
intervals to jump, we built a faster simulator that has shown substantial performance in­
crease compared to our first version. This confirmed the hypothesis made at the outset 
that the performance of interval jumping could be much improved by working out the 
inefficiencies of its implementation.
On a different Jingle, we have also worked to reduce the cost of interference computa­
tions, another major factor in determining the speed of the simulation of wireless cellular 
models. Directly applying a classic iV-body problem algorithm due to Barnes and Hut [4] 
to the interference computation in our models, we have shown that it produces satisfactory 
results relatively to the brute-force method. When compared to the limited interference 
method, another approach to reduce the costs of interference computations, the Barnes- 
Hut algorithm performs slightly slower, but with higher relative errors. We took this as 
indication that perhaps higher order multipoles should be considered in the implementation, 
so that the errors can be reduced.
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Although the techniques resulting from this research have been developed in the context 
of a model for FDMA, a technology that is currently being phased out, they apply equally 
well to any kind of system where frequent power control is a reality. CDMA, one of the 
leading edge systems of today, performs power control a frequency one order of magnitude 
higher than the FDMA models we considered. The main acceleration methods we presented, 
interval jumping, remains equally (if not more) relevant in this new context.
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