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-Understanding nature on the largest scales can sometimes require 
minute details of its very smallest processes. This is certainly true in 
the field of astrochemistry, the study of the formation and evolution of 
molecules in outer space; in particular in molecular clouds. Here, in the 
birthplace of stars and planets, a diverse and exotic molecular inventory 
is observed. Knowledge of the chemistry in these environments is not 
only a fundamental scientific objective, but also helps us understand the 
origin of matter on Earth.
In this thesis, the adaptive kinetic Monte Carlo method is used to 
model the dynamics of crucial astrochemical processes at the level of 
individual atoms in the extreme conditions of the interstellar medium. 
Results are obtained on the surface mobility and adsorption properties 
of key molecules such as water, carbon monoxide, and carbon dioxide. 
Experiments are performed to verify the predictions of the simulations 
and essential process properties are presented in a pragmatic and 
practical form, for use by the astrochemical modeling community.
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Introduction
1.1 Introduction
Space is widely regarded as a cold, dark, and inhospitable region. Over the last decades however,
astronomical observations have shown that from a chemical point of view, it is much less desolate
than one would expect at rst sight. Starting with the discoveries of diatomic molecules in the
1930s and polyatomic molecules in the late 1960s [1–3], scientists have now discovered almost
200 molecular species in space [4]. These range from common terrestrial species like water and
carbon monoxide to exotic radicals and complex carbon fullerenes. How such complex molecules
can be formed in the extremely cold and dilute conditions of outer space is a fascinating question
which continues to intrigue scientists. After all, chemistry usually thrives with high temperatures
and frequent collisions; the complete opposite conditions to those in the interstellar medium
(ISM).
Today, it is easily argued that we live in an exciting time from an astrochemical point of
view, the science which studies the chemistry between the stars. With space-based observatories
like ISO, Herschel, and Spitzer, a wealth of data has been acquired regarding the molecular
complexity in the universe and even more is yet to come from projects like the Atacama Large
Millimeter/submillimeter Array and the future James Webb Space Telescope. For the general
public, the ourishing of astrochemistry is perhaps best seen by the huge amount of media
attention received by the Rosetta mission, which recently performed the rst landing on a comet
after a ten year voyage through space.
In this chapter, a brief overview is given of the eld of astrochemistry. The aim here
is not to provide a full review but rather to focus on the kinetic solid state processes in dense
molecular clouds that set the stage for the results in this thesis. For more general and more
detailed discussions of the eld, the reader is referred to the books and reviews by Tielens [5, 6],
Herbst and van Dishoeck [7–9], and Vidali [10].
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Fig. 1.1 · Schematic representation of the galactic cycle of matter.
1.2 Astrochemistry
Matter in the universe is accumulated in the form of galaxies. Here, it is found in the form of
stars and dark matter, but also in gigantic clouds of dust and gas, known as interstellar matter.
These clouds themselves are remnants of ancient stars but at the same time, they are the only
known places in the universe where new stars can be formed. It is also in these regions that
astronomers observe a rich molecular inventory, indicative of a complex chemistry.
The interstellar clouds contain about 20 to 30 % of a galaxy’s mass and are part of the
complex cycle of matter which involves the birth and death of stars. A much simplied scheme
of this cycle is depicted in Fig. 1.1. Starting with the ‘death’ of a star, matter is injected into
the ISM in the form of dust grains and gas, either by a supernova explosion or by stellar winds.
This matter then accumulates in interstellar clouds, where it can cycle between di use regions
with number densities of about 10 to 100 cm 3 and higher concentrations with densities around
104 cm 3. These denser regions are known as molecular clouds but they also go by the name of
dense or dark clouds1. It is these kind of clouds that eventually become gravitationally unstable,
triggering a collapse phase leading to the formation of new stars and planets. With this, the
cycle of matter in the galaxy is complete.
In all phases of the above cycle, molecules have been detected and much of our knowledge
of these regions originates directly from their presence. Molecules in space are observed by
spectroscopic means through either their absorption of the light from background stars, or by
their emission of radiation following electronic, vibrational, or rotational excitation through
radiative or collisional processes. The molecular spectra are very detailed probes of the physical
1 The use of the term dense for densities around 104 cm 3 for molecular clouds should be put in context to typical densities
of 1010 cm 3 which is the best vacuum that can be obtained in an ultra-high vacuum chamber in laboratories on earth.
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conditions in the ISM. Temperature, for example, can be determined from the relative intensity
of rotational transitions within a molecule and density can be inferred from the collisional line-
broadening. Furthermore, the Doppler shift of the lines can be used to determine large scale
motions, like rotation and collapse of the clouds.
Interstellar molecules thus provide astronomers with an excellent tool to observe galactic
processes, but they are also crucial components in the galactic evolution itself. Through the
absorption of radiation, they form an important contribution to the gravitational stability and
thereby determine the conditions and rates of cloud collapse, leading to the onset of star forma-
tion. A detailed knowledge of the chemistry in this prestellar dense cloud phase is especially
interesting because it is here that the initial chemical inventory of protoplanetary disks, and
eventually of planets, is determined.
The work in this thesis is specically focussed on the physico-chemical processes in these
dense regions. These clouds are cold, optically opaque and have a very rich chemical content.
Typical physical properties are temperatures on the order of 10 to 20 K, densities around 104 cm 3,
and low ultraviolet (UV) radiation uxes of approximately 103 photons cm 2 s 1. About 99 % of
the mass in these clouds is in gaseous form, dominated by molecular hydrogen. Other molecular
species are typically found with abundances of 10 4 or less, with respect to H2. The remaining
1 % of the mass is found in the form of dust grains. Albeit just a small fraction, these dust grains
play a key role in the physics and chemistry of the molecular clouds. Through scattering and
absorption of radiation from the UV to the far infrared (IR) wavelengths, they are the reason for
the optical thickness of the clouds, and are thereby also responsible for the name ‘dark cloud’.
In terms of chemistry, they have a catalytic function for many reactions, either by reducing
the reaction barrier or by absorbing excess energy. In fact, many of the key molecular species
are not formed in the gas phase but rather in the solid state environment provided by the dust
grains. Even the most abundant molecule, H2, is predominantly formed on dust grain surfaces1
because in the dilute gas phase, there is no third body to give o  the excess energy (4.5 eV)
from the reaction. This remarkable dust-grain chemistry in the interstellar medium is further
explored in the next sections.
1.3 Interstellar dust grains, ices, and surface chemistry
The presence of dust grains in dense clouds is inferred from extinction features in the spectra
of background stars at wavelengths in the UV and visible ranges. From this absorption of light,
the size distribution of the grains can be estimated, whereas their composition is mainly deter-
mined from features in the IR. Most spectra are best tted with a distribution of radii of about
1 nm to 1m and they are found to be composed mainly of carbonaceous and silicate material,
originating from the outows of either carbon- or oxygen-rich stars [11–13]. A typical example of
a spectrum in the IR is shown in Fig. 1.2. Here, the silicate features of the dust grains are clearly
seen. Besides these two broad dust grain features, the spectrum also shows well-distinguishable
1 Note that this process of molecular hydrogen formation is already very signicant in the preceding di use cloud phase.
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Fig. 1.2 · Infrared spectrum of the protostar W33a taken with the Infrared Space Observatory. Image adapted
from Gibb et al. [16].
features of molecular species like H2O, CO, and CO2 in the solid phase. This presence of ice
was already suggested in 1937 by Eddington [14], but it was not until the 1970s that the rst
interstellar ice was detected by the IR absorption features of solid water [15]. Nowadays, we know
that these features arise due to the freeze out of molecules onto the surface of the dust grains,
forming solid icy mantles which can reach hundreds of monolayers in thickness.
The importance of the dust grains themselves for the interstellar chemical inventory was
realized as early as 1949 by van de Hulst [17] when he proposed that molecular hydrogen for-
mation should occur on the surface of dust particles. By now, the importance of dust grains
is widely recognized in this respect, as well as the role of an active ice chemistry in their man-
tles. Since the discovery of water ice, IR observations have revealed that ices are ubiquitous in
molecular clouds. Although water remains the most common ice species, many other molecules
have been discovered in the solid state. Most abundantly observed are carbon monoxide, carbon
dioxide, and methanol but to a lesser extent also methane, formaldehyde, ammonia, and many
others. In terms of abundance, the ratios of CO and CO2 to H2O are quite stable in di erent
astronomical sources with comparable conditions, but the ratios of other species, and the further
composition of ices, generally varies considerably [18–20]. As far as can be inferred from the
astronomical spectra, most ices are in an amorphous state. However, due to segregation and
di erent freeze-out conditions between various atomic and molecular species, it is generally
accepted that the ices have some layered structure [18, 21].
Because dust particles in dense clouds are covered by ice mantles, the grain chemistry
involves not just the grain itself, but it is largely determined by this solid molecular cover. As the
chemistry in the gas phase proceeds, atoms and molecules collide with the ice surface where
they can accrete, di use, and react to form more complex molecules than possible in the gas
phase alone. While the gas-phase species accrete on the grain surfaces, the grain-species species
can desorb back into the gas phase through thermal or radiative processes. Combined with the
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Fig. 1.3 · Schematic representation of three mechanisms by which new species can form on a grain surface:
the Langmuir-Hinshelwood mechanism, where species meet after surface di usion; the Eley-
Rideal mechanism, where a gas-phase species lands directly on top of a surface reaction partner;
and the hot-atom mechanism, where a species accretes from the gas phase and travels a nite
distance before thermalizing, possibly meeting another species.
simultaneous formation of new molecules this leads to a complex interplay between gas and
dust-grain chemistry.
On the grain surfaces, chemistry can occur through three main processes. These are
depicted in Fig. 1.3. The rst mechanism is the most simple and is known as the Eley-Rideal
mechanism. Here, an incoming species lands directly on top of a grain mantle particle, with
which it subsequently undergoes a reaction. The second mechanism occurs through surface
di usion and is known as the Langmuir-Hinshelwood mechanism. Here, an accreted species
rst di uses over the surface of the grain before it reaches a reaction partner to form a new
species. The nal mechanism is the so-called hot-atom mechanism, where the gas-phase species
lands on the surface and remains mobile for a nite period before reaching thermal equilibrium
with the rest of the mantle. During this period, the species has an increased mobility, and thus
a higher probability of nding a reaction partner. All three mechanisms can be followed by
desorption of the reaction product, back into the gas phase
Due to the diluteness of the ISM, it is generally assumed that dust-grain surface reac-
tions are dominated by the Langmuir-Hinshelwood mechanism. Under typical conditions
(n D 104 cm 3 and T D 10K) a hydrogen atom will land on a large dust grain, with a 0.1m
radius, only once a day, much less frequent than the typical timescales involved with hydro-
gen atom di usion on the order of nanoseconds [22]. As a consequence, the timescales for
grain chemistry are determined by the accretion rate and the surface reactions themselves are
rate-limited by the surface mobility of the reactants.
Because hydrogen is the most abundant species and because of its high mobility on typical
grain surfaces, dust grain chemistry is dominated by hydrogenation reactions at low tempera-
ture. The most obvious, and most abundant reaction which occurs is the formation of molecular
hydrogen through recombination of two H atoms. Not surprisingly, this reaction has been exten-
sively studied by both theoretical and experimental means [23–29], often focusing on quantifying
the mobility of atomic hydrogen on the surface of various representative dust grain surfaces.
These studies turn out to be very challenging and dicult to interpret. Therefore, no general
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Fig. 1.4 · Grain-surface reaction network used to model the formation of water, carbon dioxide, and methanol
through hydrogenation and oxidation reactions. Figure and network adapted from Ioppolo et al.
[30].
consensus has been reached until now and important questions remain unanswered regard-
ing the inuence of the surface morphology of the ice, the quantum nature of the di usion
mechanism, and the extent of penetration into the bulk of the ice.
Of course, grain-surface chemistry is not limited to hydrogenation reactions and is in
general much more complex and more dicult to understand than the chemistry in the gas
phase. Nevertheless, extensive laboratory and numerical modeling studies have resulted in
complex reaction networks which have helped to understand the formation mechanism of many
molecular species. As an example, a reaction network leading to the surface formation of water,
carbon dioxide, and methanol through the subsequent hydrogenation and oxidation of carbon
monoxide and atomic oxygen is shown in Fig. 1.4. At this moment however, many of the reactions
in these kind of networks remain poorly characterized because absolute rate coecients and
reaction mechanisms are missing. For the kinetics of thermal processes the situation is typically
even worse and phenomena like surface and bulk di usion, thermal desorption of radical species,
and ice segregation remain illusive, which limits our knowledge of the structural evolution of
interstellar ices.
1.4 Kinetics and thermal processes
In dense molecular clouds, UV radiation is eciently shielded by the grains and the products of
grain-surface chemistry stay largely intact. As explained in the previous section, the rate-limiting
step is believed to be the di usion of species on the grain surfaces. Surface di usion of reactants
on interstellar ices is therefore a crucial process but at the moment, it is far from understood [8,
31]. The lack of accurate, species- and substrate-specic di usion rates is arguably the most
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serious limitation for the reliability of current astrochemical simulation codes which aim to
describe the complete chemical evolution in the interstellar molecular clouds (see Section 1.5).
Although surface di usion is a most urgent issue in grain-surface chemistry, it is not the
only process of importance. To fully understand the ice chemistry, all processes contributing to
the thermal processing of ices need to be understood. Besides surface di usion, these include
bulk di usion, thermal desorption, crystallization, pore collapse and energy dissipation. All of
these change the structure of the ice mantles which is of fundamental importance. After all, it
is the structure which determines the surface and its catalytic capabilities; the structure which
determines the rates and order with which species desorb if the grain is heated; the structure
which determines the eciency with which gas-phase species accrete and it is also the structure
which determines the ability to trap species in the bulk.
Many of the structural properties of interstellar ices have been characterized by IR analyses
in laboratory studies and astronomical observations [18, 32–37]. For example, detailed analyses
of the 657 cm 1 molecular bending mode in solid CO2 in interstellar spectra have revealed that
H2O and CO2 can segregate into distinct pockets in the ice due to thermal segregation [18, 38].
Similarly, most ices are believed to have a radially layered, onion-like structure with H2O and
CO2 dominating in the lower layers and with primarily CO, which freezes out at a later stage, in
the upper layers of the ice [39, 40]. Thermal desorption of ices is also relatively well characterized
by temperature programmed desorption (TPD) experiments on a range of interstellar molecules
and substrates [41–45].
Surface di usion, however, remains poorly understood. One reason for this is that direct
laboratory studies of surface di usion on typical interstellar ice substrates are technically very
dicult to perform due to the requirements of low surface adsorbate coverages, low temperature,
and ultra-high vacuum (UHV) conditions. Using Laser Resonant Desorption [46] and Laser-
induced Thermal Desorption [47], the di usion of several species was measured on water ice,
but overall, the results remain scarce. Indirectly, more experimental studies exist, which for
example probe surface di usion as an e ective bulk process by studying di usion in porous
ices with open structures so that bulk di usion becomes a surface process on the walls of these
pores. One such experiment is described in detail in Chapter 5.
Theoretically, surface di usion also poses a serious challenge because the long timescales
on which the process takes place. Due to the low temperature in dense clouds, these are far
beyond the reach of most simulation techniques. Furthermore, because ice mantles are mostly
amorphous, large simulation cells are needed which further increases the computational de-
mands. Fortunately, the situation is not all hopeless and in this thesis, it is shown that by
applying novel simulation methods in combination with ecient interaction models, it is possi-
ble to model surface di usion in astronomical conditions. Before discussing the details of these
methods though, we rst discuss the eld of astrochemical modeling from a broader perspective
in the next section.
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1.5 Astrochemical modeling
As suggested by the name itself, research in the eld of astrochemistry is an interdisciplinary
endeavor. Roughly speaking, the eld can be divided into three communities: rst, there are
the astronomers who take the actual data of the molecules in the interstellar medium through
astronomical observations; second, there are chemical physicists, who reproduce the interstellar
conditions under controlled conditions, studying properties of individual processes; and nally,
there is a community of modelers who design and run computer models in order to explain and
understand the astronomical data.
Because the work in this thesis presents a chemical physics approach to the modeling side
of astrochemistry, this section provides an overview of the commonly used modeling techniques.
In this discussion, we make the distinction between global models and specic models. The
global models aim to simulate the chemical evolution of an interstellar cloud as a whole whereas
the specic models try to characterize single events or processes.
1.5.1 Global models
When modeling the global chemistry in a molecular cloud, the ultimate goal is naturally to
construct a single model which, depending on the specic initial conditions, is able to simulate
both the chemical makeup and the physical conditions of the cloud as a function of time. Because
of the huge variation in both the lengthscales (from Ångströms to parsecs) and the timescales
(from picoseconds to millions of years) which need to be covered by these simulations, this is
no easy task, requiring and serious simplications to be made.
The earliest global chemical models considered only the gas-phase chemistry with the
exception of the surface formation of H2. These models were based on a set of rate equations
to describe the chemical abundance ni of species i as a function of time:
dni
dt
D
X
j;k
kj;k!inj nk   ni
X
l;m
ki;l!mnl : (1.1)
Here, kj;k!i is the rate coecient with which species i is formed by reaction between j and
k. These models thus consist of a large set of coupled di erential equations which can be
solved numerically. The challenge in these kind of models lies in obtaining an accurate, yet
exhaustive set of input parameters, e. g., the set of rate coecients for all gas-phase reactions
between the species included in the model. For this reason, large databases like the KIDA [48] and
UMIST [49] databases have been developed which contain gas-phase reaction rates for thousands
of reactions.
The limitation to gas-phase chemistry is a severe simplication in the models described
above and this led to the development of a next generation of models which also included an
active grain-surface chemistry. At rst, these were also based on rate equations, treating the
chemistry on the dust-grain surfaces on equal footing [22, 50, 51] with the gas-phase. In these
models, species have separate gas and surface abundances which are coupled to each other in
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a similar fashion as in Eq. (1.1). Naturally, this requires more rate coecients to be included,
to account for surface processes like accretion, desorption, surface reaction, di usion, and
possibly non-thermal events like photodesorption. Besides increasing the amount of species,
processes and reactions, more detail can also be included in the models by using a more complex
realization of the grains. More advanced models for example use a two phase representation of
the grain, distinguishing between a chemically active surface layer and a more inert bulk of the
ice [52, 53]. These, so-called three-phase models (gas, surface, and bulk) are capable of treating
e ects like trapping of species in the ice and photodesorption from deeper layers.
Although gas-grain rate-equation models enjoyed considerable success, they possess sev-
eral disadvantages. Putting aside the uncertainty on the input parameters for the moment, the
most serious handicap arises from the description of species in terms of average abundances.
Especially when the number of species on the grains becomes low, this description in terms
of averages looses its meaning and one has to take into account the e ect of statistical uctu-
ations. To treat such uctuations, alternative models have been developed that go beyond the
rate-equation description. These methods either modify the rate equation in the regime where
the abundances are low [54–56], or abandon the use of averages altogether. The latter models
are called stochastic models and are based on a master equation [57–60]. Because this equation
is also at the heart of the kinetic Monte Carlo (KMC) technique, which is used throughout this
thesis, it is discussed in more detail in Section 2.4.
The inclusion of a chemically active solid phase is a major improvement over the gas-
phase models but it also involves a considerable increase in the amount of input parameters.
Unfortunately, these parameters are typically much less reliable or simply not available at all.
Comprehensive databases, like the ones for the gas phase, are being worked on but are are
still in very early stages of development. For this reason, rates are often based on no more than
educated guesses or rely on very crude approximations. Di usion rates for example, are typically
derived from energy barriers which are assumed to be a certain fraction of the binding energy,
lacking any physical justication1. Another problem in grain models is the poorly understood
structure of ice mantles which leads to high uncertainties, for example on the e ect of non-
thermal processes such as exothermic reactions, UV photoexcitation and cosmic ray induced
mantle explosions [61, 62].
Clearly, to improve upon the accuracy of global gas-grain models, more detailed input is
needed. Most urgently, this concerns input on the structure and the dynamical evolution of the
ice mantles. In the modeling community, this calls for more specialized numerical simulations
to unravel the details of specic processes, which can then be used as input in global models.
1.5.2 Grain surface specific models
The increased complexity of global gas-grain models has led to a considerable demand for
detailed computational studies to determine properties of specic grain-surface processes. Over
1 Even the value of this fraction itself, is highly uncertain and values between 0.3 and 0.8 are used in the literature.
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the last decades, many of these simulations have been performed, utilizing the whole manifold
of computational techniques available. From coarse-grained rate-equation models to massively
parallel molecular dynamics and state-of-the-art ab initio quantum-chemical calculations. An
exhaustive overview is far beyond this introductory chapter but to make the reader appreciate
the diverse possibilities of modern-day computational methods, a brief selection of studies is
mentioned below.
The surface formation of H2 is the most dominant and arguably the most important
grain-catalyzed process and has therefore been the subject of many computational e orts. Us-
ing rate equations for instance, the results of TPD experiments have been modeled, yielding
estimates on the di usion and desorption energy barriers involved with H2 formation on various
substrates [25, 26]. With KMC models, the e ect of surface inhomogeneities was studied [63–
65], as well as the inuence of chemisorption [66]. In yet more accurate models, quantum
wavepacket dynamics were used to study the e ect of tunneling on the surface di usion barrier
of physisorbed atomic hydrogen on graphite [67]. The quantum details of the reaction mech-
anism itself were also brought to light by embedded cluster, Quantum Mechanics/Molecular
Mechanics (QM/MM) studies on forsterite substrates [68].
The time evolution of systems on the atomistic level is traditionally treated by classical
molecular dynamics (MD) simulations and the eld of astrochemistry is no exception. Here,
the technique has proven its worth many times for processes that occur on relatively short
timescales. Accretion from the gas phase, for example, can be very well studied by calculating
sticking eciencies. In an elaborate set of studies, this was done by Al-Halabi et al. [69] for H
atoms and CO molecules on both amorphous and crystalline water ice surfaces [70, 71]. Given
appropriate interaction potentials, systems in excited states can also be studied with MD allowing,
for example, the investigation of UV induced photodesorption. Exemplary are the studies by
Arasa et al. and Andersson and van Dishoeck on the photoexcitation of H2O and D2O ices, where
the details of the desorption mechanisms from di erent layers in the ice were determined [72–
74].
To study thermally activated processes in grain mantles under typical interstellar cloud
conditions, the timescales which can be reached with MD simulations (on the order of nanosec-
onds) are usually not long enough. For this purpose, KMC techniques are then often the method
of choice [75]. Within the lattice approximation, these models are capable of reaching interstel-
lar timescales and are widely used to model the buildup of ices in various interstellar environ-
ments [76–78]. The models are very exible and have been set up to include e ects from cosmic
rays, UV radiation, quantum tunneling, and ice porosity in combination with up to 100 chemical
reactions. Lattice KMC simulations are also a very useful tool to gain insight in the reaction
mechanisms underlying laboratory experiments. The surface formation of water, for example,
has been the subject of extensive KMC modeling from which the importance of various reaction
routes could be determined [79, 80]. Recently, in an attempt to include more physical detail in
the models, kinetic energy e ects arising from exothermic reactions was also studied [81].
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A clear deciency of these traditional KMC models, however, is their lattice-based descrip-
tion. This places severe limits on the resolution in the models and, more seriously, the amount
of detail with which interactions can be treated. In this thesis, we will explore the possibilities
to go beyond the lattice approximation and attempt to combine the chemical detail of atomistic
methods with the long-timescale capabilities of the KMC technique.
1.6 Contents of this thesis
The aim of this work is to simulate key thermally activated molecular processes on interstellar
dust grain mantles over the long timescales which characterize the ISM. In these simulations
we strive to maintain a full atomistic description of the system in order to gain insight in the
fundamental microscopic properties of the molecular processes processes at the basis of the
dust-grain chemistry.
The next two chapters provide a general theoretical introduction. Chapter 2 outlines the
physical theories which form the basis for long-timescale simulation techniques and discusses
the di erent approaches for modeling intermolecular interactions. In Chapter 3, the kinetic
Monte Carlo technique is introduced along with a discussion of its various implementations.
Specic attention is payed to the main computational technique of this thesis: adaptive kinetic
Monte Carlo (AKMC).
After this introduction, the following chapters put the computational methodology to the
test on various systems of astrochemical relevance. These chapters have all been published in
peer-reviewed scientic journals. In Chapter 4, the AKMC method is used for the rst time on
a molecular system through the simulation of the surface di usion of CO on the basal plane
of hexagonal ice. Having shown that the simulation technique works, an astrochemically more
relevant system is studied in Chapter 5. Here, the behavior of CO is modeled on amorphous,
rather than crystalline ice surfaces. The computational results presented are complemented by
a laboratory analysis using isothermal desorption experiments.
In Chapter 6, a study is presented into the interactions between CO2 and water ice in
order to make a rst step towards understanding the bulk segregation of these two species
in interstellar dust grain mantles. To this end, a new interaction potential is presented and
thoroughly tested by performing additional density functional theory calculations. Chapter 7
takes a more practical approach and presents directly applicable parameters on the surface
di usion of CO and CO2 to the astrochemical modeling community.

chapter2
Modeling Theory
In this chapter, a discussion is given on the physical theories that are most impor-
tant for this thesis. In particular, transition state theory and the master equation
description are described because they are of fundamental importance for many
long-timescale modeling techniques employed in the later chapters. The aim here
is to give a description of the ideas and assumptions underlying the theories so the
reader can appreciate why a specific technique or method was used.
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2.1 Modeling long-timescale dynamics
In the context of astrochemical modeling, detailed computer simulations of dynamical dust
grain processes are a major source of knowledge. Using the computer, individual processes
can be studied at the atomistic level which can reveal many of their fundamental properties.
These can then provide the modeling community with important input parameters and can
also be used to understand laboratory results. Most importantly though, they result in a deeper
understanding of the chemistry in the interstellar medium (ISM).
The main diculty with these simulations arises due to the low temperature in the molec-
ular clouds. This causes the typical phenomena of interest like di usion and desorption to
proceed on much longer timescales than the most frequent processes in the systems: the molec-
ular vibrations. This natural separation of timescales provides a formidable challenge from a
computational modeling point of view. As an example, let’s consider a key process in this thesis,
the di usion of a CO molecule on crystalline water ice where a typical di usion step has an
energy barrier of around 50 meV. Given an attempt frequency of 1013 s 1, such processes will
occur only about twice per second at a temperature of 20 K, whereas the molecular vibrations
occur on picosecond timescales or even faster. A direct simulation of this process, using for
example molecular dynamics (MD) requires time increments on the order of femtoseconds to
model the fast vibrational processes. Thus, to reach the timescales of a single di usion hop
already requires about 1015 simulation steps. This approach is not only extremely inecient but
also far beyond the reach of current computer hardware.
Systems in which such a timescale separation occurs are known as rare-event systems
and special simulation techniques have to be applied to model them successfully. Many of
these techniques are based on transition state theory (TST) [82]. Within this approach, the phase
space of the system is divided into specic regions, known as states, separated by dividing
surfaces. These dividing surfaces, or parts thereof, are known as the transition states. Using
TST, the transition rates through these surfaces can be calculated and if these surfaces are chosen
suitably, the vibrational motions in the system can be coarse-grained, leaving only the rare-event
dynamics of the system.
The workhorse method of this thesis, the adaptive kinetic Monte Carlo (AKMC) [83, 84]
technique, is a stochastic method based on transition state theory. The advantage of this ap-
proach is illustrated in Fig. 2.1. Here, a classical MD trajectory is compared to the corresponding
kinetic Monte Carlo (KMC) trajectory. In the MD simulation, a practically impossible number of
simulation steps has to be performed to simulate the vibrational motions, before an event of
interest occurs. On the other hand, the KMC trajectory requires just a few simulation steps from
which the same, long-timescale, properties can be extracted. To describe the time evolution of
the system, the KMC method relies on the master equation. This equation describes the dynam-
ics of a stochastic system and is derived in the context of KMC simulations in the nal section
of this chapter.
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Fig. 2.1 · Typical time evolution of a system on a potential energy surface simulated with the molecular
dynamics (left) and kinetic Monte Carlo (right) methods. Red dots denote local minima on the
potential energy surface and crosses represent rst-order saddle points.
2.2 Modeling interactions
The interaction scheme used to model the interactions between atoms and molecules is a
crucial ingredient of any molecular modeling technique. This scheme denes the potential
energy surface (PES) of the system and its accuracy is a limiting factor for all the results of the
simulation. Naturally, one always strives to describe the interactions in the system as accurately
as possible but in practice, there is always a trade-o  between accuracy and computational
eciency.
The most accurate interaction schemes available are typically ab initio methods, which
have no other input than the Schrödinger equation. These methods can give a full quantum
mechanical description of the system, but they are computationally expensive and have a bad
scaling with system size compared to other techniques. Advanced ab initio methods are therefore
only applicable to very small systems such as gas-phase molecules. For the quantum mechanical
treatment of larger systems, density functional theory (DFT) is often the preferred method. This
technique is based on the electron density, rather than the wavefunction itself and is nowadays
capable of treating systems containing some thousands of atoms. Although DFT has been
very successful in describing the properties of many materials, its accuracy varies from system
to system because it relies on an approximate functional to describe the electron correlation.
Especially for systems where dispersion interactions play an important role, like the small
neutral molecules typically considered in this thesis, it can give erroneous results.
In many cases, a full quantum mechanical treatment of the interactions is not necessary
and a force eld treatment of the interactions is sucient. Here, the electrons are only implic-
itly considered which typically makes force eld calculations very fast compared to the above
methods and they also scale well with system size. This makes them specically suitable for the
simulation of large systems or for use in combination with modeling techniques which require
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many force calls. For the AKMC calculations in this thesis, a force eld description was used to
model both the inter- and the intramolecular interactions in the system.
2.2.1 Force field interactions
In the context of molecular modeling, a force eld is a mathematical function which provides the
potential energy of a system [85–88], given the coordinates of the particles (typically individual
atoms or molecules). Through numerical or analytical di erentiation, this function then also
provides the forces on all the particles in the system. The accuracy which can be reached with a
specic force eld is largely determined by the way it is parametrized, i. e., which mathematical
form is used, and how its numerical constants are obtained.
The parametrization of a force eld is truly an art in itself [89, 90]. Typically this is done
on the basis of either experimental data, leading to empirical force elds, or on other theoretical
results, such as ab initio calculations on a representative set of smaller systems. The freedom
in the choice of the mathematical form of the force eld o ers a wide range of possibilities,
ranging from complex, iterative many body formulas capable of describing polarization and
environment-dependent bond orders, to simple pairwise functions like Coulombic, Lennard-
Jones or Buckingham potentials.
An important aspect when using force elds for molecular systems is whether the in-
tramolecular degrees of freedom are treated in a rigid or in a exible manner. Because the
intramolecular forces are much sti er than the non-bonded, intermolecular forces, bonds and
angles within a molecule are often constrained to a xed value. This rigid-body approach has the
advantage that the highest frequency motions are removed from the system, allowing for larger
simulation time steps, which lowers the computational cost. On the other hand, exible mod-
els treat the intramolecular forces in a similar manner as the intermolecular ones, using also
force eld terms between atoms within the same molecule. This exible treatment o ers the
possibility to examine additional properties such as the full vibrational spectrum. Furthermore,
it also provides a consistent treatment of the interactions in the system because no additional
methods are needed to constrain specic degrees of freedom.
In general, whenever a force eld is used, one should always carefully consider how it was
parametrized and whether it is applicable under the physical conditions of the system of interest.
When using an empirical forceeld, one should be aware of the experimental conditions to
which the parametrization was made. Application of a force eld under di erent conditions (a
di erent phase for example) than those for which it was parametrized is generally unreliable and
should be done only after careful consideration. When force elds based on ab initio calculations
of dimer structures are used, the implications of many body e ects and zero point motion should
be checked. This is important when comparing results from such force elds to experimental
values. The zero point energy contribution can be a signicant portion of the sublimation energy,
especially when light molecules are considered. As an example, the e ect is almost 30 % for
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Fig. 2.2 · Schematic potential energy surface with two minimaR and P , separated by a dividing surface S
with a rst-order saddle point SP .
solid ˛-CO [91]. Where mentioned, corrections for the zero point energy (ZPE) were made in
this thesis to compare results to experiments (see Appendix D).
In this thesis, systems containing mixtures of H2O, CO, and CO2 molecules are treated
using a set of ve force elds describing the H2O–H2O, CO–CO, CO2–CO2, H2O–CO, and
H2O–CO2 interactions in a pairwise-additive manner, treating all molecules in a fully exible
way. Some of these force elds are empirical and taken from the literature whereas others were
specically parametrized for use in this thesis, based upon ab initio calculations on gas-phase
dimers at the CCSD(T) level with aug-cc-PVTZ, or larger, basis-sets. A full description of all
force elds, including their parameters, is given in Appendix B.
2.3 Transition state theory
Transition state theory, also known as activated complex theory, was developed in the early
1920s [82, 92, 93] as a statistical method to estimate the rate constant k for a system to pass
through a region of low probability in its conguration space, such as the crossing of an energy
barrier. Because TST is the central physical theory behind the KMC method, a short overview of
the main ideas and assumption behind the theory are given here, along with a short derivation
of the central TST expression for reaction rates. A more complete derivation can be found for
example in Vineyard [94].
In order to derive the TST expression, consider a system of N⁄3 atoms. In this case, there
are N spatial nuclear degrees of freedom which are described by the coordinate vector x D
.x1; x2; : : : ; xN /. This system is assumed to be described by classical dynamics on a single
Born-Oppenheimer PES. This PES is given by V.x/ and the N -dimensional conguration space
of the system is divided into distinct regions, separated by dividing hypersurfaces. Now consider
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two such regions,R andP , around two local minima at xR and xP , separated by a hypersurface
S , which passes through at least one saddle point at xSP (see Fig. 2.2).
To derive the transition rate from state R to state P , the key assumption of TST is that the
system is initially in thermal equilibrium in R. It is also assumed that if the system reaches the
dividing surface S , it will always evolve to the product state P , completing the transition. The
rate kTST
RP
is therefore equal to the equilibrium ux ˚RP from R to P , relative to the probability
PR to nd the system in the region R:
kRP D ˚RP
PR
: (2.1)
To calculate the probability PR and the ux ˚RP , it is convenient to introduce a new set of
mass-weighted coordinates y D .y1; y2; : : : ; yN / with yi D pmixi and mi is the mass of the
atom associated with coordinate xi . In these coordinates, the total energy of the system is given
by
E.y; Py/ D V.y/C 1
2
j Pyj2; (2.2)
where Pxi D Pyi=pmi is the velocity of coordinate xi . Now, because the system is in equilibrium
at R, the probability density of the system in the reactant state is given by the Boltzmann
distribution:
.y; Py/ D 0e 
1
kBT
E.y; Py/
; (2.3)
where 0 is a normalization constant. Under this assumption, the probability PR can be written
as
PR D
Z
R
dy
Z
d Py.y; Py/
D 0
Z
R
dye
 V.y/
kBT
NY
iD1
Z 1
 1
d Pyie 
Py2
i
2kBT
D 0 .2kBT / N=2
Z
R
dye
 V.y/
kBT : (2.4)
To calculate the ux ˚RP , consider an innitesimal hypersurface element dS at a point y 0 on
the dividing surface. The probability dP for a particle to cross this surface element in a time dt
with velocity Py is equal to dP D dV.y 0; Py/ where dV D dS.n  Py/dt is the volume element
from which a particle can reach the dividing surface. Here, n is the unit vector normal to the
surface element in the direction of P . The total ux through the element dS in the direction
from R towards P is now found by integrating over all velocities:
d˚RP .y
0/ D dS
Z
d Py.y 0; Py/.n  Py/.n  Py/; (2.5)
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where .n Py/ is the Heaviside step function which ensures only crossings in the correct direction
are taken into account. To carry out the integral, the coordinate system may be rotated such that
the rst component of y is parallel to n at y 0 so that n  Py D Py1 so that
d˚RP .y
0/ D dS0e 
V.y0/
kBT
Z 1
0
d Py1 Py1e 
Py21
2kBT
NY
iD2
Z 1
 1
d Pyie 
Py2
i
2kBT
D dS0e 
V.y0/
kBT kBT .2kBT /
N 1
2 : (2.6)
The total ux ˚RP is now readily found by integration over the dividing surface S :
˚RP D kBT .2kBT /
N 1
2
Z
S
dS0e
 V.y0/
kBT ; (2.7)
so that the general expression for the TST rate constant from R to P becomes
kTSTRP D
˚RP
PR
D
r
kBT
2
R
S dSe
 V.y0/
kBTR
R dye
 V.y/
kBT

r
kBT
2
ZS
ZR
; (2.8)
which is simply the ratio of the two congurational integrals,ZR andZS , over the reactant state
and the dividing surface. Although the expression itself is simple and elegant, its evaluation is
far from straightforward. Given the reactant and product congurations of a system, a suitable
dividing surface needs to be found and the congurational integrals have to be evaluated, which
requires the PES of the system. Both the identication of the dividing surface and the evaluation
of the rate constant are complex tasks and usually require further approximations to be made.
Many of these approximations exist which lead to many avors of TST. One of the most straight-
forward and most commonly used is the harmonic approximation [94]. Within this approach,
the potential energy surface is approximated to reduce the dividing surfaces to rst-order saddle
points separating the reactant and product states.
2.3.1 Harmonic transition state theory
In harmonic transition state theory (HTST) [94], the shape of the PES is approximated by means
of second order Taylor expansions around the stationary points of the reactant and the rst-order
saddle point (SP) on the dividing surface. In terms of the vibrational normal coordinates q, the
PES around the minimum R then becomes
VR.q/ D VR C
NX
iD1
1
2
.2i /
2q2i ; (2.9)
where VR is the potential energy at R and vi is the frequency of the i ’th normal mode. Around
the saddle point, a similar expansion is made but now in the N   1 normal coordinates within
the dividing surface S :
VSP .q
0/ D VSP C
N 1X
iD1
1
2
.20i /2q02i : (2.10)
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Within this approximation, the congurational integrals in Eq. (2.8) become
ZR D e 
VR
kBT
NY
iD1
Z 1
 1
dqie
  2
22
i
q2
i
kBT D e 
VR
kBT
NY
iD1
s
kBT
22i
; (2.11)
and
ZS D e 
VSP
kBT
N 1Y
iD1
Z 1
 1
dq0ie
  2
202
i
q02
i
kBT D e 
VSP
kBT
N 1Y
iD1
s
kBT
202i
; (2.12)
so that the HTST rate from state R to P becomes
kHTSTRP D
QN
iD1 i

QN 1
iD1 0i
e VSP VRkBT : (2.13)
2.3.2 Limitations and applicability of transition state theory
In the above derivation, several assumptions have been made which impose restrictions on
the validity of TST. The rst assumption was that the system can be described by classical
dynamics on a single PES which depends only on the nuclear coordinates. This means that the
Born-Oppenheimer approximation [95] is made and it is further assumed that the electronic
problem has been solved. For the thermal processes in systems consisting of weakly interacting
molecules studied in this thesis, this is generally a good assumption. The second assumption
was that the system is in quasi-equilibrium in the reactant basin, i. e., each degree of freedom
is described with Boltzmann statistics. Typically, this is a good approximation as long as the
energy barrier is larger than ve times kBT [96].
The nal assumption was that it is always possible to dene a dividing surface and that,
once the system reaches this transition state, it will always evolve towards the product state and
stay there for an extended period of time. In other words, there are no recrossings of the dividing
surface [97]. The HTST approach provides a way to dene the dividing surface but it does not
account for recrossings of the barrier. These recrossings typically lead to an overestimation of
the rate constants but they can be corrected for by using a variational approach to dene the
transition state, combined with a set of short-time dynamical trajectories to nd a correction
factor  to adjust the TST rate constant as k D kTST [98].
Several extensions to TST also exist to account for quantum mechanical e ects like zero
point motion and quantum tunneling. One of the simplest approaches is the quasi-quantum
harmonic transition state theory. Here the zero point energy is taken into account by simply
replacing the classical partition functions in the HTST expression by the quantum mechanical
analogues [82]. More advanced methods are based on the Feynman path integral formulation
and can also account for quantum tunneling. In these theories, the transition state is more
generally dened in terms of closed Feynman paths. One such implementation is known as
harmonic quantum transition state theory [99] and is based on instanton theory [100]. This
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approach has also been used in astrochemical context to account for tunneling e ect in the H
and D atom addition to CO [101].
Although TST is a very general theory which comes in many avors with di erent approx-
imations, we will restrict ourselves to the classical harmonic approximation in this thesis. Since
we will be dealing with relatively heavy species the e ect of quantum tunneling are expected
to remain limited and the computational resources prohibit the use of variational TST for our
purpose. The assumption on the tunneling e ect is scrutinized in Chapter 4 by calculating the
crossover temperature below which tunneling becomes dominant.
2.4 The master equation
Using transition state theory, the rates of individual processes can be evaluated. To describe
the complete time evolution of a system, however, additional theory is needed. For stochastic
systems, the master equation provides such a description. In this section, this equation is
derived but the derivation is limited to suit the context of KMC simulations. For a more thorough
treatment of stochastic processes, in the context of physics and chemistry in general, the reader
is referred to the works by van Kampen [102], Gardiner [103], Gillespie [104], and Scott [105].
Consider a stochastic system described by a state vector x, a time coordinate t , and a
probability density, p.x; t/, dened such that the probability to nd the system between x and
x C dx at time t is equal to
P fsystem 2 Œx; x C dx/; tg D p.x; t/dx: (2.14)
The state vector x is an abstract, continuous, quantity which could for example be the full set of
atomic coordinates of the system. In simulation models however, x is usually discrete so it can
represent a specic minimum on the potential energy surface or a sequence of occupation num-
bers on a lattice. In this derivation, the continuous description is used but the nal expression
for the master equation is also given for discrete systems. The probability to nd the system in
any state at a given point in time has to equate to unity soZ
dx p.x; t/ D 1; (2.15)
where the integral runs over the full conguration space of the system. Similar to the probability
density, the n’th order probability density function is dened as
p.xn; tnI : : : I x2; t2I x1; t1/ D @
nP.xn; tnI : : : I x2; t2I x1; t1/
@xn : : : @x2@x1
; (2.16)
which is interpreted as the probability density of the system to be in state x1 at t1 and in x2 at t2,
etc. Two important properties of the probability density function are the symmetry with respect
to the interchange of any two arguments
p.xn; tnI : : : I xj ; tj I xi ; ti I : : : I x1; t1/ D p.xn; tnI : : : I xi ; ti I xj ; tj I : : : I x1; t1/; (2.17)
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and its ability to generate any lower order probability density functions by integration:
p.xn 1; tn 1I : : : I x1; t1/ D
Z
dxn p.xn; tnI : : : I x1; t1/: (2.18)
Another important quantity is the conditional probability density p.x2; t2jx1; t1/. This is the
probability density of the system to be in state x2 at time t2 given that it is in state x1 at time t1.
At this point in the derivation, time ordering is really of no issue due to the symmetry property
of Eq. (2.17) although t2 is tentatively written before t1. The conditional probability density, and
its higher order equivalents can be expressed in terms of the probability density functions as
follows:
p.x2; t2jx1; t1/ D p.x2; t2I x1; t1/
p.x1; t1/
; (2.19)
p.xn; tnI : : : I xmC1; tmC1jxm; tmI : : : I x1; t1/ D p.xn; tnI : : : I x1; t1/
p.xm; tmI : : : I x1; t1/ : (2.20)
Now, a key step to arrive at the master equation is the assumption that the system is Markovian.
In common words, this means that there is no memory in the system so that the time evolution
is purely determined by the present state of the system. In order to dene the property math-
ematically, a time ordering of the time variables is assumed from now on: t1  t2  : : :  tn.
Then, in terms of the conditional probability density function, the Markov property is dened
by:
p.xn; tnjxn 1; tn 1I : : : I x1; t1/ D p.xn; tnjxn 1; tn 1/: (2.21)
Because the time variables are now ordered, p.xn; tnjxn 1; tn 1/ can now be seen as a transition
probability density for the system to evolve from state xn 1 to state xn in the time interval
.tn 1; tn/. A Markov process is completely dened by the initial state of the system, .x1; t1/, and
the rst order conditional probability densities p.xn; tnjxn 1; tn 1/ since any order probability
density function can be constructed if these are known. For example, the third order probability
density can be written as
p.x3; t3I x2; t2I x1I t1/ D p.x3; t3jx2; t2I x1; t1/p.x2; t2I x1; t1/
D p.x3; t3jx2; t2I x1; t1/p.x2; t2jx1I t1/p.x1; t1/
D p.x3; t3jx2; t2/p.x2; t2jx1; t1/p.x1; t1/; (2.22)
where Eq. (2.20) was used in the rst two steps and the dening property of a Markov process
in the last. From this result, an important relation can now be derived:
p.x3; t3jx1; t1/ D
Z
dx2
p.x3; t3I x2; t2I x1; t1/
p.x1I t1/
D
Z
dx2
p.x3; t3I x2; t2I x1; t1/
p.x2; t2I x1; t1/
p.x2; t2I x1; t1/
p.x1; t1/
D
Z
dx2 p.x3; t3jx2; t2/p.x2; t2jx1; t1/: (2.23)
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This is the Chapman-Kolmogorov equation which relates all conditional probability densities
to each other. In order to derive the master equation, the Chapman-Kolmogorov equation is
evaluated in the limit of small time steps. If the conditional probability densities are assumed
to be stationary (independent of time), it is then possible to dene
p .x2jx1/  p.x2; t2jx1; t1/; (2.24)
where  D t2 t1. Because  is asumed to be small, it can be shown that the transition probability
density can be written as
p .x2jx1/ D k.x2jx1/C

1   
Z
dx k.xjx2/

ı.x2   x1/CO.2/; (2.25)
where k.x2jx1/ is the transition probability density per unit time (for x2 ¤ x1), or, in other
words, the rate of going from x1 to x2 [103]. Equation (2.25) can be interpreted as the transition
probability of going from x1 to x2 within time  being equal to the probability of moving from x1
to x2 plus the probability of staying in state x2, if states x1 and x2 are equal. The terms which are
of higher order in  correspond to transition mechanisms through an additional intermediate
state. In the case of discrete states, the equation is more intuitive and the transition probability
is written as
P .xi jxj / D
8<: k.xi jxj /CO.2/ if i ¤ j;1   Pk¤i k.xk jxi /CO.2/ if i D j; (2.26)
where i ,j , and k now label discrete states. Returning to the continuous description and inserting
Eq. (2.25) into the Chapman-Kolmogorov equation (2.23) now yields
pC 0.x3jx1/ D
Z
dx2 p 0.x3jx2/p .x2jx1/
D
Z
dx2
(
 0k.x3jx2/C

1    0
Z
dx k.xjx3/

ı.x3   x2/

 p .x2jx1/
)
Dp .x3jx1/C  0
Z
dx2k.x3jx2/p .x2jx1/
   0
Z
dx k.xjx3/p .x3jx1/; (2.27)
where higher order terms in  have been neglected. Rearranging the terms and renaming the
integration variable x to x2 gives
p 0C .x3jx1/   p .x3jx1/
 0 D
Z
dx2

k.x3jx2/p .x2jx1/
  k.x2jx3/p .x3jx1/

: (2.28)
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In the limit of  0 ! 0, this is the time derivative of the transition probability density. Equa-
tion (2.28) is known as the master equation for the conditional probability density. The equation
can be easily rewritten in terms of probability densities by multiplying both sides by the proba-
bility density of being in state x1 and integrating over all possible values. For the expression on
the left hand side of Eq. (2.28) this givesZ
dx1
p 0C .x3jx1/   p .x3jx1/
 0 p.x1; t /
D
Z
dx1
p.x3; 
0 C  C t I x1; t /   p.x3;  C t I x1; t /
 0
D p.x3; 
0 C  C t /   p.x3;  C t /
 0 ; (2.29)
whereas the right hand side yields“
dx1dx2 Œk.x3jx2/p .x2jx1/   k.x2jx3/p .x3jx1/ p.x1; t /
D
“
dx1dx2 Œk.x3jx2/p.x2;  C t I x1; t /   k.x2jx3/p.x3;  C t I x1; t /
D
Z
dx2 Œk.x3jx2/p.x2;  C t /   k.x2jx3/p.x3;  C t / : (2.30)
Equating these two expressions, (2.29) and (2.30), taking the limit  0 ! 0, and shifting the
arbitrary time origin, t , now gives the master equation in terms of the probability density:
@
@t
p.x3; t / D
Z
dx2 Œk.x3jx2/p.x2; t /   k.x2jx3/p.x3; t / : (2.31)
For a system with a discrete conguration space, the equation is readily rewritten as
@
@t
P.xi ; t / D
X
j

k.xi jxj /P.xj ; t /   k.xj jxi /P.xi ; t /

; (2.32)
where P.xi ; t / is the probability of being in state xi at time t . Intuitively, the equation is easy to
understand. The left part of the sum represent the increase in P.xi /, due to processes entering
state xi while the terms on the right describe the probability decrease due to processes leaving
the state xi , to any other state xj . With the master equation, we now know how a stochastic
system evolves in time. What is left now is to nd an ecient computational scheme to solve
the equation and a way to nd the transition rates, given a set of states. In the next chapter, it
is shown how this can be achieved with the KMC algorithm, in combination with HTST, which
was described in the Section 2.3.1.
2.5 Conclusions
In this chapter, a general introduction was given into the computational modeling of long-
timescale processes, in particular for rare-event systems. In general these kind of simulations
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are expensive from a computational resources point of view and this prohibits the combination
with computationally intensive interaction methods. In this thesis, we will therefore rely mainly
on a force eld description of the interactions. The modeling techniques themselves are often
based on transition state theory, which was briey derived in this chapter. The kinetic Monte
Carlo technique used throughout this thesis is also based on this theory. This stochastic method
is furthermore based on the master equation, which we also derived. The specic methodology
and the various implementations of the KMC technique are the subject of the next chapter.

chapter3
Kinetic Monte Carlo
This chapter provides an introduction into the main computational technique of this
thesis: the kinetic Monte Carlo method. First, the computational algorithm used
to approximate the solution to the master equation is described: the n-fold way al-
gorithm. Then, diﬀerent kinds of simulation models are discussed, ranging from
traditional lattice-based models, to the modern, oﬀ-lattice methods. Specific atten-
tion is paid to the oﬀ-lattice, unbiased, adaptive kinetic Monte Carlo method which
is widely used in the following chapters. The chapter concludes with a discussion
of a coarse-graining scheme, which can be used to increase the eﬃciency of kinetic
Monte Carlo simulations.
Parts of this chapter are loosely based upon a review article on kinetic Monte Carlo
techniques in astrochemistry, which has been published as:
H.M. Cuppen, L.J. Karssemeijer and T. Lamberts, “The kinetic Monte Carlo method as
a way to solve the master equation for interstellar grain chemistry,” Chemical Reviews
113, 8840 (2013).
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3.1 Kinetic Monte Carlo
Kinetic Monte Carlo (KMC) is one of many numerical techniques in the class of Monte Carlo (MC)
methods. The common feature of all these methods is that they make use of a sequence of
computer generated pseudorandom numbers to obtain their results [106]. The rst of these
techniques appeared in the 1940s and since then, they have become increasingly popular. Nowa-
days, they are used in a wide range of elds including statistical physics, computer graphics,
and business nance [107–110]. In the natural sciences, the most widely known MC method is
Metropolis Monte Carlo [111] which can be used to eciently sample the equilibrium properties
of a system in any desired ensemble.
The KMC method di ers from most Monte Carlo algorithms by its ability to simulate the
dynamics of a system, i. e., time is dened. The notion of time enters into the simulation because
KMC is essentially a method to solve the master equation, which was derived in the previous
chapter. We can use this equation because, like many processes in physics and chemistry, the
grain-surface processes we are interested in here are essentially stochastic processes. Further-
more, we have a Markovian system because we are dealing with rare-event systems. For this
reason, the time spent by the system between two interesting events is so long that the system
e ectively loses its memory due to the molecular vibrations. This means that every transition in
the system is independent of the previous one and the Markov assumption holds. The master
equation can therefore be used as a basis for the time evolution in the KMC method. The specic
algorithm used to solve the equation in this thesis is known as the n-fold way algorithm and it
is described in the next section.
3.2 The n-fold way kinetic Monte Carlo algorithm
The term kinetic Monte Carlo encompasses a wide variety of simulation algorithms. Here, only
the specic algorithm used in this thesis is described. This is known as the n-fold way algorithm,
but it is also known as rejection-free KMC, residence-time KMC, or the BKL algorithm after the
authors Bortz, Kalos, and Lebowitz [83]. For a more complete description of the various kinetic
Monte Carlo techniques, the reader is furthermore referred to the works by Gillespie [84, 112]
and Lukkien et al. [113]. The n-fold way algorithm was originally introduced by for the simulation
of Ising spin models, but, it can be used more generally to simulate the time evolution of any
system described by the discrete master equation derived in the previous chapter. The owchart
of the algorithm is shown in Fig. 3.1.
In the rst step, the system is in a specic state xi at time t . In this case, P.xi ; t / D 1
and the master equation (2.32) can be written as
@
@t
P.xi ; t / D  
nX
jD1
k.xj;i jxi /P.xi ; t /   ktot.xi /P.xi ; t /; (3.1)
where it is assumed that there are n possible transition mechanisms leading out of state xi .
The rate of the j ’th process denoted by k.xj;i jxi / and the corresponding nal state by xj;i .
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Fig. 3.1 · Flowchart of the n-fold way kinetic Monte Carlo algorithm.
The total escape rate is written as ktot.xi /. Equation (3.1) implies that in order to describe the
time evolution of the system, the algorithm needs to know all states xj;i to which the system
can evolve and the corresponding transition rates k.xj;i jxi /. This information depends on the
specic system and is determined in step two of the algorithm. All these processes and their
rates are then stored in the so called table of events (TOE) for state xi . Once this table is complete,
i. e., contains all n processes from state xi , the probability that the system will still be in state xi
after a time t is found by integrating Eq. (3.1):
P.xi ; t Ct/ D exp
 
 
Z tCt
t
dt 0ktot.xi /
!
D exp ˚   ktot .xi /t	: (3.2)
The time at which the system will leave state xi thus follows a Poission distribution and the
KMC algorithm now proceeds in step three by picking a specic nal state xf;i .1  f  n/ out
of the n possibilities with a probability proportional to its rate. The probability of picking state
xf;i as the nal state is
Pxi!xf;i D
k.xf;i jxi /
ktot.xi /
; (3.3)
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and is determined by generating a pseudorandom number z1 in the range 0  z1 < ktot.xi /
and determining f for which
f  1X
jD1
k.xj;i jxi /  z1 <
fX
jD1
k.xj;i jxi /: (3.4)
Traditionally, this is done by keeping a list of the partial sums of the rate constants, which is
where the name n-fold way originates from. Now that the nal state of the KMC step has been
determined, the time at which the system leaves state xi is calculated in step four by calculating
the residence time in state xi according to Eq. (3.2). This is done by equating the probability
P .xi ; t C t / to a second pseudorandom number z2 (0 < z2  1) after which the equation
is solved for t to give
t D   ln.z2 /
ktot.xi /
: (3.5)
The KMC step is then completed by updating the state of the system to state xf ;i and increment-
ing the time in the simulation by t .
The n-fold way KMC algorithm provides a simple and elegant way to simulate the dynamics
of stochastic systems, requiring only two random numbers for each time step1. In practice, the
eciency of the algorithm is almost entirely determined by the way the states are dened and by
the eciency with which the TOEs can be generated. For the simulation of solid state systems,
the historical approach is to dene the states using a predened lattice and to provide the TOEs
before the start of the simulation. This method, referred to as on-lattice-, or lattice-gas KMC, is
very ecient from a computational point of view. Also, the discreteness of the system imposed
by the lattice naturally ts within the KMC algorithm.
A di erent approach is taken in o -lattice KMC models. These do not conne the atomic
coordinates to a lattice and therefore allow for arbitrary structural complexity. Since the aim of
this thesis is to describe long-timescale processes with as much structural detail as possible, we
will use this latter approach in this thesis. The lattice approach is therefore not used but we will
still give a short overview of its possibilities and applications below, mainly to appreciate the
variety of KMC models and to put the advantages and disadvantages of o -lattice models into
context.
3.3 Lattice kinetic Monte Carlo
In the eld of molecular simulation, lattice KMC is traditionally used as a method to explain
experimental observations. Using only a few parameters, KMC simulations are able to model
the dynamics of systems on experimental timescales, providing valuable interpretations of the
experimental results. The aim of lattice KMC simulations is then to reproduce the experiments
1 In fact, since the number z1 is only used to pick a discrete element from the TOE, its remainder can be used to dene the
second random number as z2 D z1 
Pf 1
jD1 k.xj;i jxi /
k.xf;i jxi / .
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Fig. 3.2 · Two dimensional model for di usion on a square lattice. The energy barrier for a single di usion
hop from the red lattice site is determined by the occupation of six other sites for nearest neighbor
(orange) interactions and by ten other sites when also next-nearest neighbor (blue) interactions
are included.
as accurately as possible, whilst maintaining an intuitive and simple model of the underlying
physical mechanisms. As discussed in Chapter 1, the lattice KMC technique is often used in the
context of astrochemistry, for example to model the surface formation of molecular hydrogen [63,
114, 115] and water [79] on dust-grain analogues, to model segregation of mixed ices [21], and to
study the e ect of site-specic di usion and desorption rates [64].
The challenge in these simulations is to nd a suitable lattice on which to perform the
simulations, together with a method to construct the TOEs for the instantaneous occupation of
the lattice. For the simplest systems, it is possible to provide a complete event table even before
the start of the simulation. For example, in simulations of the 2D-Ising model, each spin can be
assigned to one of just ten classes which denes the rate for a spin ip [83]. Because of this very
small number of possible classes, these rates can simply be given as user input at the start of
the simulation. Unfortunately the number of possible classes increases very rapidly when the
complexity of the system increases. For example, if we consider the two dimensional di usion
of a particle on a square lattice as depicted in Fig. 3.2, the number of environments already
increases to 26 D 64 when considering only nearest neighbor interactions and 210 D 1024 if also
next-nearest neighbor interactions are included [116]. Clearly, when one wants to introduce more
species, a third dimension, or more complicated events like chemical reactions and desorption,
it becomes impossible to use predened rates and another method is needed to construct the
TOEs.
An approach which is frequently used is to provide an additive set of pair interactions
from which the rates of possible processes can be determined. As a simple example of such
a model, consider the illustration in Fig. 3.3. Here, a two component system is shown with
species A and B, which can di use by hopping to neighboring sites or desorb into the vacuum if
they are in the topmost layer. To calculate the rates of the possible processes, the energy barrier
of each process is determined from predened binding energies between neighboring species:
EAAbind, E
AB
bind, and E
BB
bind, and from the di usion barriers: E
A
di  and E
B
di . For the red A particle
in Fig. 3.3 the energy barrier for desorption energy, Edes, is equal to the binding energy, Ebind,
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Fig. 3.3 · Schematic view of a lattice kinetic Monte Carlo model.
found by summing the interactions with neighboring particles. If these interactions are taken
into account up to the next-nearest neighbor level, the desorption barrier is
Edes D 2.EAAbind CEABbind/: (3.6)
The energy barrier for a hop to the empty site on the left is dened in terms of the di usion
barrier for species A and the di erence in binding energy before and after the hop:
Ehop D EAdi  C
1
2
.Ebind  Enewbind/ (3.7)
D EAdi  C
1
2

2.EAAbind CEABbind/   .EAAbind C 2EABbind/

D EAdi  C
1
2
EAAbind: (3.8)
The factor 1⁄2 in Eq. (3.7) ensures that the condition of detailed balance is satised [117]. Based
on the energy barriers, the rates kdes and khop corresponding to these processes can then be
determined, for example using an Arrhenius expression with a predened prefactor  which is
usually on the order of 1013 s 1:
kdes D  exp

 Edes
kBT

;
khop D  exp

 Ehop
kBT

: (3.9)
Using simple models like this, the TOE of a state can be calculated on-the-y, as the simulation
proceeds. These kind of KMC simulations are computationally still very ecient and can be
used to study properties like di usion, desorption, island formation, and chemical reactions
on experimental timescales [118]. The physical realism is determined by the way the lattice is
dened, the kind of processes that are included, and how the rates are determined. In this
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respect, lattice KMC simulations are very versatile and the complexity of the model can be easily
tuned as desired.
3.4 Oﬀ-lattice kinetic Monte Carlo
The main limitation of traditional, on-lattice KMC methods is the connement of the system
to a predened lattice. The restriction of the atomic coordinates limits the amount of physical
detail contained by the simulation and makes the use of realistic interaction potentials far from
straightforward. In the solid state, the lattice approximation can still be justied for simple
crystalline systems, but the situation already becomes more complicated for many molecular
crystals which often show some degree of disorder, such as the hydrogen bond network in the
H2O ices studied in this thesis. Small site-to-site di erences in these systems a ect the rate
constants and make the generation of the TOE a tedious task because, in principle, every state
needs to be considered individually. For amorphous systems, the situation obviously becomes
even worse and lattice-based KMC simulations of these systems are no more than toy models.
A second problem with traditional KMC simulations is the need to dene the TOE itself
before the start of the simulation, or a method to generate it, as was shown in the example in
the previous section. This can be done for simple crystalline systems but when the complexity
of the system increases and the transition mechanisms become more involved, this becomes
a challenging task. The fundamental issue here is that the input of the simulation requires
knowledge of the possible transition mechanisms which can be highly non-intuitive. The tradi-
tional example is the di usion of an Al adatom on the Al(100) surface, which does not proceed
through the intuitive repetition of single-atom hops but rather through a concerted motion in-
volving two atoms [119]. Another example of such a mechanism is the di usion of H atoms into
a CO ice, which proceeds through an exchange mechanism rather than the H atom taking up
interstitial positions [120]. Ideally, one would like to evaluate the possible processes from every
state individually, so that no a priori input about possible transition mechanisms is needed.
Predened TOEs in a KMC simulation are not only severe assumptions in the model which
can be tedious to construct, their completeness is also crucial for the time evolution in the
simulation. During the construction of the TOEs, one should always ensure that all high rate
processes have been included, because a missing process will cause the simulation time to
progress too quickly, according to Eq. (3.5).
For complex systems it is desirable to have an unbiased method to search for transition
mechanisms in a systematic way, eradicating possible human errors. This is the essence of
the adaptive kinetic Monte Carlo (AKMC) method [121]. With this method, it is possible to run
o -lattice KMC simulations without having to dene the event table beforehand. The two most
severe limitations of traditional, on-lattice KMC are therefore not present when using AKMC.
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3.5 Adaptive kinetic Monte Carlo
The adaptive kinetic Monte Carlo technique was developed by Henkelman and Jónsson in
2001 [121]. In this o -lattice KMC method, a state is dened as a local minimum on the potential
energy surface (PES). At the start of a simulation, only one of these minima is known: the initial
state. As a rst step, the simulation method needs to determine the TOE by nding all processes
leaving this initial state (step two in the owchart of Fig. 3.1). This is done in a systematic,
unbiased manner and requires the exploration of the PES in the vicinity of the initial state. This
involves the search for other local minima that can be reached via a transition state and the
determination of the rate of each corresponding process. To locate the relevant transition states
out of the initial local minimum, single-ended transition state searching methods have to be
used1. Several of these single-ended methods exist [123, 124], but the minimum-mode following
method [125] is the most frequently used in combination with AKMC. This method can be used
to locate rst-order saddle points (SPs) connected to a given local minimum in the PES and can
therefore be used in combination with the harmonic approximation to transition state theory.
The minimum-mode following technique was shown to be very ecient for nding all (low-
energy) SPs for large systems, which makes it especially suitable for AKMC simulations [123].
The minimum-mode following method uses the fact that a rst-order SP is a local maxi-
mum along the lowest-curvature mode of the PES and a minimum along all other modes. Thus,
the SP can be turned into an e ective local minimum by transforming the PES such that the
force component parallel to the lowest-curvature mode is reversed. In an AKMC simulation, a SP
search using the minimum-mode following method starts from a conguration where the sys-
tem is slightly displaced from the initial local minimum. In the next step, the lowest-curvature
mode, i. e., the eigenvector of the Hessian with the lowest eigenvalue, vmin, is evaluated. This
can be done by direct calculation of the Hessian followed by diagonalization, but more often,
vmin is estimated using a separate algorithm such as the Dimer method [125], Lagrange Mul-
tipliers [126], or the Lanczos method [127]. Once the minimum-mode is known, the force F
on the atoms in the system is transformed into an e ective force Fe  by reversing the compo-
nents parallel to the minimum-mode. In addition, when the system is still close to the initial
minimum on the PES, where all of the eigenvalues are positive, the components along all other
directions are set to zero to ensure a quick escape from the initial basin. Thus, the e ective
force is written as
Fe  D
8<: .F  vmin/vmin; if min > 0;F   2.F  vmin/vmin; if min < 0; (3.10)
wheremin is the lowest eigenvalue of the Hessian and the eigenvectorvmin has been normalized.
On this transformed PES, a regular optimization algorithm can now be used to converge onto a
SP. A schematic representation of such a SP search is shown in Fig. 3.4.
1 Double-ended methods like Nudged Elastic Band [122] cannot be applied to nd transition states, since they require
knowledge of both the initial and nal states, whereas the AKMC simulation has only information about the initial state.
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Fig. 3.4 · Schematic representation of a saddle point search using the minimum-mode following algorithm.
Using the eigenvector of the Hessian with the lowest eigenvalue, vmin, the system is optimized
towards a saddle point using an e ective force,Fe  obtained by a reversal of the force components
parallel to this minimum-mode.
As soon as a transition state is found in the AKMC simulation, it is added to the TOE and
the rate of the corresponding process is calculated. This can be done using harmonic transition
state theory (HTST), but any other transition state theory (TST) method can also be used to account
for e ects like quantum tunneling and zero point motion. By performing a series of transition
state searches with slightly di ering initial conditions, the TOE of the initial state is lled up
until there is sucient condence that all low-lying saddle points have been found [128]. Once
this is the case, time is advanced and the system proceeds to a new state according to steps three,
four, and ve of the n-fold way algorithm.
The need to perform transition state searches every time a state is entered for the rst time
makes the AKMC method more demanding from a computational resources point of view than
traditional lattice KMC. However, since the individual searches are fully independent, they can be
distributed over a large number of computational nodes in a straightforward manner [129]. This
feature is currently implemented in the EON code [130]. For the simulations in this thesis, the SP
searches were distributed over a grid of computational nodes using the BOINC framework [131].
Naturally, when a state is entered which has been visited before, no new searches need to be
performed as the TOE is already known for this particular state. For systems with only a limited
number of thermally accessible states, this means that the relevant part of the PES will eventually
be fully explored. Then, the KMC simulation can quickly progress because new SP searches are
no longer needed. This situation is for example encountered in Chapter 4, where di usion of
CO on hexagonal ice is studied. There, due to the low temperature, only the weakly bound CO
molecule is able to move and when the surface binding sites are all explored, KMC trajectories
can be run to extract the surface di usion constant. In this case, the AKMC simulation essentially
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reduces to a normal KMC simulation, with a predened event table which has been constructed
in an unbiased way, i. e., without any inuence from human intuition.
The required resources for AKMC simulations depend on the size of the system, the
method by which interactions are calculated, and the number of states which have to be ex-
plored. For small systems with only a limited amount of states, the method permits the use of
density functional theory (DFT) as was demonstrated by Xu et al. [132], who calculated the dynam-
ics of methanol decomposition on Cu(100) [132] and Pd island formation on MgO(100) [128].
For larger systems or when many states need to be explored, simpler interaction models like
pair potentials can be used, as is done in this thesis.
Several techniques have been developed to improve the eciency of the transition state
searches in order to reduce the computational cost of AKMC simulations. One of these techniques
is the recycling of previously found saddle points, a method proposed by Xu and Henkelman
[128]. Here, the knowledge of the transition state congurations from previous states are used
as an initial guess for transition states in unexplored states. This method is particularly e ective
when the system is still rather ordered and only a few atoms are signicantly involved in the
considered process. Another method which can speed up the simulations is the cancellation of
transition state searches if they reach a point on the PES where there is a high certainty that the
saddle point which will be found was already identied during a previous search [133].
The methods described above are specic for the AKMC method but more general schemes
also exist, which can improve the eciency of any KMC method. One of these methods is
employed throughout this thesis and involves the coarse-graining (CG) of states joined by high-
rate processes. Because it applies to the KMC technique in general, it is described separately in
the next section.
3.6 Coarse-graining kinetic Monte Carlo simulations
A common problem in all KMC simulations occurs when the rates in the TOEs di er from each
other by several orders of magnitude. This situation can for example be encountered when there
is a broad distribution of energy barriers, or when the temperature is low. When simulating
amorphous interstellar ices, both cases apply and the KMC simulation may become stuck in a
certain subset of states, taking many simulation steps in which no interesting dynamics occurs.
The problem is illustrated in Fig. 3.5. Due to the low barrier (high rate) between states 1 and
2, the KMC simulation will repeatedly pick the process between these states without evolving to
the other states, wasting valuable computational resources.
A solution to this problem was provided by Novotny using the theory of absorbing Markov
chains [134]. Using this theory, the states which are joined by the high-rate process are merged
together to form a composite state which can contain any number of ‘real’ states. When the
simulation visits a composite state, dynamics are not treated in the usual KMC way, but rather by
using absorbing Markov chains coarse-graining algorithm. This gives, in one step, the process
through which the simulation will leave the composite state and the corresponding time it spends
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Fig. 3.5 · Schematic potential energy surface with kinetic Monte Carlo states. Without coarse-graining, the
simulation will be stuck in states 1 and 2 for a long time due to the low barrier separating the
states. Coarse-graining can solve this problem by merging these states into composite states.
in the composite state. Hence, as Fig. 3.5 illustrates, the processes between states inside the
composite state are e ectively removed from the event table allowing the simulation to progress
much more eciently. It is important to note that the dynamics generated in a coarse-grained
simulation follows exactly the same statistics as a normal KMC simulation. However, the exact
evolution inside the composite states is lost. The details of the absorbing Markov chains theory
and its implementation are given in Appendix A.
The decision to merge states into a composite can be based on several criteria. In one such
approach, proposed by Pedersen et al., each state is assigned a ctitious energy level, initially
equal to the total energy of the state [135]. This level is then raised by each subsequent visit to the
state and once it becomes higher than the transition state energy to a neighboring state, the states
are merged into a composite. The application of a CG algorithm can accelerate KMC simulations
by many orders of magnitude in terms of both CPU-time and simulated time per iteration. In
Chapter 4, a situation is encountered where speed-ups of 13 orders of magnitude are achieved.
The more states are allowed in each composite state, the higher the speed-up. For most physical
applications, however, one should not let the composite state size grow indenitely because
the exact dynamics inside the composites is not retained in the absorbing Markov chain theory.
Furthermore, when periodic boundary conditions are used, these states can become innitely
large if they span the width of the entire simulation cell. It is therefore advisable to put a limit
on the number of states inside each composite. This limit should be chosen such that there is
a good balance between the obtained speed-up and the chemical detail in the simulations.
3.7 Conclusions
In this chapter, the methodology of the kinetic Monte Carlo technique was described and it
was shown how this method can be implemented in di erent ways, depending on the specic
simulation goals. For the purpose of this thesis, it has been argued that the unbiased, o -lattice,
adaptive kinetic Monte Carlo (AKMC) technique is a particularly suitable simulation technique.
The power of the AKMC method lies in its ability to perform long-timescale simulations
of thermally driven rare-event systems whilst retaining information of all atomic coordinates as
the system evolves in time. This makes for a powerful tool when studying thermally activated
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processes in grain mantles. On the the other hand, the high amount of structural detail limits
the system size and simulation time compared to traditional lattice KMC. However, individual
processes can be systematically investigated at high accuracy. Dynamics of important processes
like di usion, segregation and even chemical reactions (given an interaction method capable of
treating reactive processes) can be studied using AKMC and the results may then be fed to larger
scale models like on-lattice KMC or rate-equation methods.
chapter4
Long-timescale simulation of diﬀusion in
molecular solids
Kinetic processes play a crucial role in the formation and evolution of molecular
layers. In this chapter we argue that adaptive kinetic Monte Carlo is a powerful
simulation technique for determining key kinetic processes in molecular solids. The
applicability of the method is demonstrated by simulating the diﬀusion of a CO
admolecule on a water ice surface, which is an important process for the formation
of organic compounds on interstellar dust grains. CO diﬀusion is found to follow
Arrhenius behavior and the corresponding eﬀective activation energy for diﬀusion is
determined to be .50˙ 1/meV. A coarse-graining algorithm is applied which greatly
enhances the eﬃciency of the simulations at low temperature, down to 10 K, without
altering the underlying physical processes. Eventually, we argue that a combination
of both on- and oﬀ-lattice kinetic Monte Carlo techniques is a good way for simulating
large-scale processes in molecular solids over long time spans.
This chapter has been published as:
L.J. Karssemeijer, A. Pedersen, H. Jónsson and H.M. Cuppen, “Long-timescale
simulations of diﬀusion in molecular solids.” Physical Chemistry Chemical Physics 14,
10844 (2012).
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Fig. 4.1 · Monte Carlo simulations of ice segregation using a toy model (top panel). A combination of
bulk (interchanging molecules) and surface (surface di usion) processes needs to be included to
reproduce the experimentally observed segregation in a H2O:CO2 D 1 W 1 mixture at 55K (bottom
panel). Results published in Öberg et al. [21].
4.1 Introduction
4.1.1 Molecular solids
Layers of solid molecular material, either in amorphous, crystalline or microcrystalline form, are
not as rigid as one might intuitively expect. Since the structuring and mobility in these layers is
dominated by weak interactions, bonds can easily be broken and reformed. As such, molecular
layers can play an important role as the interface between the gas phase or solution and the bulk
of the solid, probably facilitating the onset of phase separation in mixed layers and structural
changes. An example of this e ect is shown in Fig. 4.1. The top panel shows lattice-gas kinetic
Monte Carlo (KMC) simulations of the segregation of a binary solid mixture using a toy model.
Comparison to the segregation of a H2O:CO2 D 1 W 1 mixture at 55K (bottom panel) shows
that a combination of bulk (interchanging molecules) and surface (surface di usion) processes
needs to be included to reproduce the experimentally observed trends [21].
Mobility in molecular solids can further promote chemical reactions by allowing reactants
to meet. Restructuring will occur once the product has formed, where the excess energy can
be applied in accommodating the local environment for the newly-formed molecule. These
restructuring processes are central to many elds and environments, e. g., ice layers on dust
particles in the atmosphere and enantiomer separation [136]. In all cases, understanding the
restructuring mechanism will shed light on the nature of the entire system [137]. In atmospheric
chemistry it is well recognized that small aerosol particles and ice crystals are involved as catalysts
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Fig. 4.2 · Schematic representation of a dust grain with ice mantle. Adsorbents on the surface and in pores
can react with each other.
in the conversion of many molecules. Understanding these reactions is crucial to gain insight
into greenhouse-gas chemistry [138].
In this work, we focus specically on the formation and evolution of interstellar ices, which
is important for questions dealing with star and planet formation and ultimately with the origin
of life, specically concerning the delivery of molecules — like H2O, CO2 and organic molecules
— to habitable planets. Molecules that are present in ices on dust particles can become trapped
during accretion from dust to planet, or may be transported by comets to existing planets. In
either case, interstellar ices are at the origin of the mechanism [139, 140]. It is the physics and
chemistry of interstellar ices which determines the particular molecular species that will be
trapped in ices during star and planet formation and can therefore be delivered to planets.
4.1.2 Interstellar ices
The interstellar medium (ISM) is far from empty, rather it contains large molecular clouds
consisting of dust grains and gas. It is in these clouds that new stars form — possibly with
habitable planets — with molecules playing a crucial role [141, 142]. Some of the ice species
accrete from the gas phase, but — as astrochemists have only just started to realize — many of the
simple important molecules such as H2 and H2O but also the more complex organic molecules
are not predominantly formed in the gas phase, but rather on the grain surfaces themselves.
Generally speaking, gas phase chemistry leads to more unsaturated molecules as compared to
grain-surface chemistry [7]. The main components of the ice mantle are H2O, CO and CO2,
but more complex molecules may also be present [143, 144]. A schematic representation of an
interstellar dust grain is shown in Fig. 4.2.
Most of our current knowledge on interstellar ices springs from a combination of infrared
(IR) observations and laboratory experiments. The line proles of IR observations of ices give
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information in terms of mixtures and structure. Di erent local molecular environments lead
to line broadening and/or peak shifting. In a recent article, it was shown that CO is most likely
mixed with CH3OH and not with H2O in interstellar ices near young stellar objects [40]. This
information was obtained by comparing laboratory and observational IR spectra and the ndings
have implications for the possible environments in which H2O and CH3OH are formed in space.
In a similar way, segregation of CO2 from H2O has been observed near young stars [18]. This
observed segregation could be used as a tracer for environment temperature or age of the object
once we understand the microscopic phenomena of the process and we can make predictions
about the timescales and temperatures at which this occurs.
The realization that grain-surface chemistry plays an important role in the interstellar
medium has opened a new, mostly unexplored, research eld. Questions that have been an-
swered already for decades for gas phase chemistry are just recently being addressed for grain-
surface chemistry. Many modelers have begun to include grain-surface processes in their models
to describe chemical evolution during, for instance, star formation [60, 141, 145, 146]. The prob-
lem is, however, that many of the input parameters for surface chemistry are highly uncertain
or simply unknown. Moreover, the correct formalism itself is debated [41, 77]. Before we can
make accurate predictions on the molecules that could form on these interstellar ices, we must
gain an understanding of the processes that bring the reactants together in these icy layers.
Most of the current astrochemical gas-grain models use rate equation treatments to sim-
ulate grain chemistry [22, 50, 56, 142]. One of the intrinsic characteristics of this mean-eld
method is that the actual structure of the ice and the exact location of all species are not in-
cluded. Recent computational and experimental studies of the formation of H2O and CH3OH
indisputably showed that the structure of the ice is central to the reactivities and lifetimes of
molecules in the ice [120, 147] . Attempts are underway to increase the amount of detail in the
current models [148]; however, as long as we lack an understanding of the processes that control
the formation of icy mantles, the introduction of more complex expressions will not necessarily
lead to a more accurate description. Several studies have shown that as soon as one leaves the
submonolayer regime, i. e., once ice layers start to build up, the chemistry becomes much more
complex and less intuitive [76, 77, 120] .
In the present chapter we will move beyond rate equations and will show how state-of-
the-art physico-chemical techniques can cover large timescales while treating the system with
atomistic detail.
4.1.3 Simulation methods
The fundamental diculty in modeling interstellar ices is that they are essentially rare-event
systems, mainly due to the low temperatures. Molecular movement on picosecond timescales
leads to larger structural changes which occur only after hours, or even years. This implies a
timescale range of roughly 20 orders of magnitude, far beyond the reach of traditional molecular
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Fig. 4.3 · Overview of several di erent simulation methods and their applicability.
dynamics. We can however tackle this problem using a combination of Monte Carlo (MC)
simulation techniques.
As Fig. 4.3 shows, KMC techniques are able to cover a wide range of complexity and
timescales. KMC is a specic type of MC technique which di ers from ordinary Metropolis MC
mainly by its ability to trace the passing of time. This does, however, require the use of transition
rates instead of just probabilities for new congurations to be accepted. The time increment in
an iteration in a KMC simulation is given by Eq. (3.5):
t D   ln zP
i ki
; (4.1)
where z 2 .0; 1 is a random number, ki is the transition rate of process i and the sum runs over
all processes which are accessible from the current state of the system. Because of this sum, all
possible processes in a given cycle of the simulation need to be known before it can be executed.
These processes are stored in the so-called table of events (TOE). In contrast, an iteration in the
Metropolis MCalgorithm only involves the energy di erence between a pair of congurations,
without any reference to rates of transitions.
Two types of KMC are distinguished in Fig. 4.3: on-lattice and o -lattice KMC. A clear
advantage of an on-lattice model is that one can work with a predened TOE. Since the molecules
are conned to a lattice, only a limited number of events are possible, for which the rates can
be determined at the start of the simulation. For our purpose however, this is also a drawback.
Since we want to simulate amorphous systems, making guesses about the possible events is
far from straightforward and it is easy to miss important mechanisms. As we will show in
Section 4.3, even well-dened crystalline systems can exhibit unexpected processes. Another
disadvantage of having the molecules at xed sites is that most molecular detail is lost and the
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use of realistic potentials is not straightforward; although this can be circumvented in crystalline
molecular solids by calculating a crystal graph [149].
The other type of KMC, o -lattice KMC, does not restrict the molecules to predened lattice
sites. This allows for realistic potentials to be used and gives access to the full molecular geometry.
However, one cannot use a predened TOE since it is impossible to determine all possible
transitions that the system could experience throughout the simulation beforehand. A solution
to this problem is provided in adaptive kinetic Monte Carlo (AKMC) [121, 129, 150]. In this o -
lattice KMC technique, the TOE is constructed on the y and only the processes leading out of
the current state of the system are considered. Here, a state is dened as a local minimum
on the potential energy surface (PES). This is another contrast with Metropolis MC, where
trial moves do not necessarily represent local minima on the PES. In AKMC, the processes in
the TOE are determined by performing a large number of saddle point searches to construct a
transition state (TS) dividing surface which separates the current state from its neighbors. These
searches are carried out using the minimum mode following algorithm [125]. The particular
implementation of AKMC we use in this thesis, EON [129, 130], can distribute the searches over
a large number of di erent, and possibly remote, machines to speed up the simulation. Using
harmonic transition state theory (HTST) [94], the rates for crossing the TSss are calculated and
these are then used to populate the TOE. Once the table is considered complete, a process is
selected according to its relative rate using a random number and the time is advanced according
to Eq. (4.1). The saddle point search procedure then starts over in the new state. If the system
revisits a state, the TOE that has been constructed in a previous visit can be reused. In this
way, the simulation becomes less CPU demanding when more states have been visited or when
additional simulations, with di erent conditions (temperature, random seed), need to be carried
out. The simulations can be accelerated further by applying a coarse-graining (CG) method as
is discussed in Section 4.3.2. A drawback of the AKMC method compared to on-lattice models is
that it is computationally rather expensive (due to the saddle point searches) which limits the
size of the systems it can treat.
In our approach, we will use both o -lattice AKMC and on-lattice KMC to bridge the time-
scale gap between the picosecond individual molecular movements and the, much slower, time-
scale for restructuring e ects. The AKMC method is particularly useful for simulating complex,
rare-event systems, where the kinetic molecular processes are often non-intuitive. On-lattice
KMC, on the other hand, has proved its worth when simulating large systems over long time-
scales [21, 76, 77, 151]; but the TOE needs to be determined beforehand. Our strategy is therefore
to use AKMC for determining which typical kind of processes form the crucial transition steps
and then translate this data into an on-lattice model. This approach should be able to really
mimic laboratory experiments accurately, covering hours of simulation time.
Since on-lattice KMC has been used for the simulation of mixed icy layers before, we will
focus on the application of AKMC to molecular systems in the remainder of this chapter.
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4.2 AKMC method for molecular systems
Adaptive kinetic Monte Carlo has been demonstrated to work eciently for atomic systems [121,
152, 153]. For the simulation of interstellar ices however, we need to progress to molecular solids.
Here, the main complication arises due to the presence of both strong intramolecular forces and
much weaker intermolecular forces. As a consequence, the PES becomes much more complex
than that of an atomic system. This makes it harder to locate saddle points using the minimum
mode following algorithm since the lowest energy eigenvector will vary rapidly with only small
variations in the atomic coordinates.
To demonstrate the suitability of the AKMC method for long timescale simulation of molec-
ular solids, we apply it here to a system consisting of an ice Ih(0001) substrate with a single CO
admolecule. The paths generated for the CO molecule are used to compute surface di usion
constants at astronomically relevant temperatures reaching down to 10K. All simulations were
performed using the EON [129, 130] software package.
4.2.1 Potentials
All interactions in the system are described by classical pair potentials. Molecules are treated
as fully exible, with intramolecular force elds restraining bond lengths and angles. Since our
system contains multiple H2O, and a single CO molecule, we need two force elds. One for
H2O–H2O, and another for the H2O–CO interactions.
Interactions between water molecules are described by the TIP4P/Ice potential [154] which
has been specically tted to reproduce properties of the solid phases of H2O. Intramolecular
interactions within the water molecules are treated by the quartic potential proposed by Carney
et al. [155] (CCL).
The H2O–CO potential was tted to CCSD(T) (aug-cc-pVTZ, BSSE corrected) calculations
of the two-molecule complex. For reasons of consistency and computational eciency, the
charges on the H2O molecules are identical to the TIP4P/Ice charges. CO molecules are modeled
with three charged sites, one on each atom and a third one on the center of mass. The charges
on the atoms depend on the bond length in the molecule through the relation:
qi D qeqi exp
˚ i  jrC-Oj   reqC–O	 (4.2)
where qeqi is the charge in equilibrium conguration, jrC-Oj is the instantaneous bond length and
r
eq
C–O is the equilibrium bond length. The third charge is such that the molecule has zero charge.
This model was proposed in order to reproduce the dipole and quadrupole moments from CI
(aug-cc-pVTZ) calculations [156]. In addition to the electrostatics, a Buckingham potential is
applied to each atomic intermolecular pair:
UBuckingham.r/ D A exp . Br/   C
r6
: (4.3)
Intramolecular interactions within each CO molecule are described by a Morse potential:
UMorse.jrC-Oj/ D D

1   exp ˚ a  jrC-Oj   reqC–O	2 : (4.4)
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Table 4.1 · Parameters for the H2O–CO potential.
CO intermolecular parameters
Interaction A B C
(eV) (Å 1) (eV Å6)
O–C 427.9 2.725 70.38
O–O 6.867 107 8.022 1.890
H–C 667.2 4.506 1.942
H–O 537.7 4.551 1.290 10 3
CO intramolecular parameters
r
eq
C–O 1.128 Å C 3.844 Å
 1
q
eq
C  0.470 e O 2.132 Å 1
q
eq
O  0.615 e D 11.23 eV
a 2.328 Å 1
Experimental values of D and reqC–O, which agree to within 0.1 % with CCSD(T) (aug-cc-pVQZ)
calculations, were used for this potential [157–159]. The parameter  was then tted to reproduce
the bond length dependence from the ab initio calculations [156]. The values of all parameters
of the H2O–CO potential are listed in Table 4.1.
All interactions are switched o  between 9Å and 10Å (center of mass distance between a
pair of molecules) using the function f .x/ D .2x 3/x2C1with x 2 .0; 1/. Ewald summation is
not applied for the calculation of long range electrostatics. One argument for this is that during
the saddle point searches, signicant motion of atoms is conned to a nite region around the
admolecule, and changes in energy will therefore be dominated by short-range electrostatics.
Furthermore, the restriction to (e ective) pair potentials and the ignored polarizability is likely
to have a more severe e ect on the energy barriers than the less accurate treatment of the
Coulombic interactions.
4.2.2 Simulation details
To initialize a saddle point (SP) search, the system is slightly displaced from its current congu-
ration in a minimum of the PES. It is known for atomic systems that a Gaussian displacement of
atoms in the region of interest yields the highest eciency in nding the low-lying SPs leading
out of the initial basin in the PES [133]. In our simulations however, molecules are displaced
instead of atoms. This is done by a translation of the molecule along the three Euclidean axes,
followed by a rotation about each axis. Magnitudes of the displacements and angles of rota-
tion are drawn from Gaussian distributions with predened standard deviation. This approach
ensures that the internal geometry of the molecules remains unchanged.
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The initial displacement starts with the selection of a molecule of interest: the admolecule.
Next, a choice is made between a single molecule displacement (40% probability) and a multiple-
molecule displacement of all molecules which have at least one atom within a 4 Å radius any
atom of the admolecule (60% probability). In the case of a single molecule displacement, the
standard deviation is 0.6 Å for displacements and 0.5 radians for rotations. For multiple-molecule
displacements, these standard deviations are 0.3 Å and 0.4 radians, respectively.
The SP searches are conducted using the minimum mode following method [125], using
the Lanczos algorithm to estimate the lowest eigenvector of the Hessian [127]. Despite the
presence of both intra- and intermolecular forces, tests show that the SP searches have a success
rate of approximately 60 % in nding a saddle point, which shows that the algorithm is rather
robust and can be applied to molecular systems. The system is considered to be converged on a
SP when the Hessian has one negative eigenvalue and the force on any atom is below 10 3 eV Å 1.
Minima in the PES are converged to a stricter value of 10 4 eV Å 1. Any processes with energy
barriers more than 30kBT above the lowest barrier from the state are not included in the TOE
since these are unlikely to be chosen.
An advantage of KMC simulations is that, once the TOE is known for a specic tempera-
ture, it is simple to simulate other temperatures. Since the process barriers and prefactors are
temperature independent, one can simply recalculate the rates for a new temperature using the
HTST expression Eq. (2.13) [94]:
k D  exp . E=kBT /; (4.5)
where  is the process prefactor and E the energy barrier. By performing an AKMC simulation
at the highest temperature of interest rst, it is then — with the already completed TOE —
straightforward to perform additional runs at lower temperatures.
The ice Ih substrate contains 360 water molecules arranged in three bilayers. The initial
hydrogen bond network is generated using the method of Buch et al. [160]. It has a negligible
dipole moment with periodic boundary conditions applied in all three dimensions. Next, all
atomic coordinates are relaxed and the molecules in the bottom bilayer are frozen to mimic bulk
ice. The periodic boundary condition along the c-axis is then removed to create a surface. The
CO admolecule is then added on the surface and all free coordinates are relaxed again. With
this method, we generated three samples with di erent proton ordering, which we refer to as
samples 1, 2, and 3.
The KMC trajectories give the position of the CO admolecule, r , on the surface as a function
of time. This allows us to extract the di usion constants, D, using the Einstein-Smoluchowski
equation for two-dimensional di usion:
D D lim
t!1
1
4t
hjr.0/   r.t/j2i: (4.6)
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Fig. 4.4 · Left panel) illustration of all the binding sites of the CO admolecule on ice Ih substrate 2. Cong-
urations of the same color belong to the same coarse-grained composite state. The maximum size
of these composite states was limited to 5 in this case. Out of the 97 states, 95 were coarse-grained
and the remaining two congurations are circled in red; the admolecule has a perpendicular ori-
entation w.r.t. the surface in both cases. Right panel) binding energy of the CO admolecule on the
surface of substrate 2. Only the energies of the minima have been included, the SPs have been
left out. The black dots denote the positions of the oxygen atoms in the upper half bilayer of the
substrate. The black lines show part of a typical trajectory of the admolecule as it di uses over the
substrate by hopping from state to state. The start and end states of this trajectory are indicated
in the gure.
4.3 Results
4.3.1 Binding energies and process barriers
The PESs of the three samples were explored by performing AKMC simulations at T D 50K.
We found 100, 97, and 97 states for samples 1, 2, and 3 respectively. The processes in the TOEs
only involve signicant translation and rotation of the CO admolecule. This is because the
temperature is too low to allow for reorientations of water molecules in the substrate, for which
energy barriers are at least 200meV (about 2300 K). As a result, the states which are found
remain limited in number and form a closed system at any temperature below T D 50K. By a
closed system we mean a system with a TOE which, regardless of the initial state, does not enter
a new state even after taking an arbitrarily large number of KMC steps. This allows for long KMC
runs without having to perform additional SP searches, because no new states are discovered.
The binding sites on sample 2 are shown in the left panel of Fig. 4.4. Even though the
oxygen atoms in the substrate form a crystal lattice, large di erences in admolecule orientation
between the unit cells in the substrate can be seen. These di erences are due to the proton
disorder in the ice. This already shows the importance of having an unbiased method to nd
minima on the PES.
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Fig. 4.5 · Distribution of process energy barriers for CO di usion on hexagonal ice. The highest, red, bars
represent all processes in the table of events, irrespective of whether or not the barrier is ever
crossed during a KMC run. The other bars show the barriers which are crossed during a KMC
simulation at the specied temperature. The vertical black line shows the e ective di usion barrier
of 49:4meV. Energy barriers from all three substrates were included in the data for this gure.
Typically, the admolecule is either at the center of a hexagon, or on top of one of the
water molecules in the lower half of the upper half bilayer of the sample. The orientation of the
CO molecule is mainly determined by the conguration of nearest neighbor dangling protons
pointing out of the surface, which can be 0, 1, 2, or 3 in number. The orientation is parallel to
the surface if there is at least one nearest neighbor dangling proton. Without a dangling proton
in the vicinity, the binding site at the center of a hexagon was found to yield a standing CO
molecule, having its orientation parallel to the c-axis in the substrate. Two such congurations
were found on sample 2 and have been marked by red circles in Fig. 4.4. These counterintuitive
congurations again stress the importance of having an unbiased algorithm to explore the PES.
A similar variety in binding has been observed in simulations of H2O admolecule di usion on
the ice Ih(0001) surface [161].
Another noteworthy feature of Fig. 4.4 is that there are many pairs of states in which the
position of the CO molecule is almost identical, but its orientation is di erent by about 180
degrees. These states are connected to each other by processes which ip the molecule. These
processes have relatively high energy barriers (60meV on average) while the congurational
energies of the states di er on average by only 5meV.
Besides the admolecule orientation, also the binding energies are strongly inuenced by
the proton disorder in the substrate, as can be seen in the right panel of Fig. 4.4. This gure
shows the binding energy of the CO molecule in the states on the surface of sample 2, interpo-
lated to a color map. The anisotropy of the PES is a clear demonstration of the large inuence
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of proton disorder on the binding energy. Naturally, the energies of the SPs in between the
binding sites, and the corresponding energy barriers, also show a large variation. This appears
in the histogram of energy barriers in Fig. 4.5. Energy barriers for CO di usion are roughly
found to be between 0 and 75 meV, with a few processes which have higher barriers. The time-
averaged binding energy, averaged over KMC runs on each of the three substrates at T D 50K
is .154 ˙ 4/meV. This value is higher than the experimental value of 115meV for the adsorp-
tion energy of CO at submonolayer coverage on crystalline water ice, which was determined
by temperature programmed desorption [44]. A possible explanation for this discrepancy is
that the model charges on the H2O molecules do not change with the internal geometry of the
molecule. With the CCL intramolecular potential, this leads to an increased dipole moment of
the water molecules which, in turn, leads to stronger binding energies of the CO admolecule.
An additional e ect may be that the dipole moments of the water molecules at the surface can
vary signicantly depending on the local arrangement, as was observed in recent density func-
tional theory calculations [162]. Because the TIP4P/Ice potential was designed to reproduce
bulk properties, the resulting e ect on the binding energy is not taken into account. Both e ects
however, are present at both the potential energy minima and the SP, the height of the process
barriers, and thereby the di usion rate, remains una ected. In summary, we expect the largest
error to be on the desorption energy due to the use of a simple bulk potential and only to a lesser
extent to the di usion barriers. The calculated binding energies are signicantly larger than the
di usion barriers. This implies that thermal desorption will occur on a much longer timescale
than surface di usion. Consequently, it is no problem that desorption processes are absent in
our TOEs1.
4.3.2 Coarse-graining
A common problem in KMC simulations occurs when transition rates in the TOE vary signif-
icantly. In this situation, the simulation may become stuck, crossing low barriers over and
over again. To avoid spending CPU cycles on simulating this uninteresting behavior, a CG al-
gorithm [135] (see Appendix A) can be applied, which merges states connected by low barriers
into composite states.
In our systems, the broad distribution of the energy barriers (see Fig. 4.5) leads to transition
rates which vary over many orders of magnitude, especially at low temperatures. This was the
motivation for applying the CG algorithm, which is implemented in the EON code. For our
purpose, however, we used the algorithm in a slightly modied form. Since we are interested
in the position of the admolecule as the simulation progresses, we cannot allow the composite
states to become arbitrarily large since this would eventually remove all spatial resolution. We
1 It turns out that the minimum mode following method does not let the admolecule climb up from the surface during the
SP searches. Even though it is, in principle, possible to nd a SP which lets the admolecule desorb, it is unlikely that the
system will relax back from the TS to the exact reactant state where the SP search started (which is required for a successful
SP search). It should be noted though that it is straightforward to include desorption in the TOEs by hand, should one want
to.
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Fig. 4.6 · Speed-up of kinetic Monte Carlo simulations obtained through coarse-graining as a function of
temperature. Speed-up is dened as the factor by which the simulated time increases with respect
to a simulation without coarse-graining. The inset shows the mean squared displacement of the
CO admolecule determined from a 2  107 iteration kinetic Monte Carlo simulation with and
without coarse-graining.
therefore impose a limit on the maximum number of states inside a composite state. To ensure
that the application of the CG algorithm does not change the physical properties of the system
we will show later that the behavior of the mean squared displacement, as a function of time is
the same with and without CG.
To analyze the eciency of the CG algorithm we calculate the speed-up factor. This factor is
shown in Fig. 4.6, as a function of temperature and for di erent maximum size of the composite
states. The speed-up is dened as the factor by which the simulated time in a KMC run increases
with respect to a simulation without the CG algorithm. It naturally depends on the temperature
and on the maximum allowed size of the composite states. Temperature determines the rates in
the TOE through equation (4.5) and thereby also the relative probability of a process being picked
by the KMC routine. The maximum size of the composite states e ectively limits the lowest
energy barrier in the system, which, in turn, determines the state with the lowest lifetime. At
lower temperatures, the e ect of the CG algorithm becomes quite dramatic indeed. For example,
at 10 K, a KMC simulation on sample 3 had simulated 1:2  109 s and visited 15 of the 97 states
after 2  107 iterations. With the CG algorithm applied, the simulated time increased by eight
orders of magnitude to 2:3  1017 s (comparable to the lifetime of the universe), after which 92
states were visited. Another factor which a ects the speed-up is the way in which the states are
merged into composite states. Depending on the initial random seed of the simulation, di erent
states will be grouped together and some arrangements are more ecient than others. As an
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example, the color coding in Fig. 4.4 shows a particular choice of composite states on substrate
2.
The timescales reached with the CG algorithm are huge at low temperatures, even for an
interstellar molecular cloud. However, the di usion constant extracted from the admolecule
trajectory is still realistic. As is shown in the inset of Fig. 4.6, the mean squared displacement of
the admolecule as a function of time does indeed not change when the CG algorithm is applied.
4.3.3 Diﬀusion constants
The surface di usion constants of the CO admolecule were calculated from the mean squared
displacements in the KMC trajectories at di erent temperatures using Eq. (4.6). In all simula-
tions, the CG algorithm was applied with a maximum composite state size of 10. At temperatures
of 15K and higher, the admolecule trajectories were found to be suciently long to extract a
di usion constant for all three samples. Despite the CG algorithm, suitable trajectories at 12:5K
could only be obtained on substrates 1 and 3, and at 10K only for substrate 3. From this we
can infer that long, surface-crossing paths, which are accessible at low temperatures, are found
most easily on sample 3, whereas these kind of paths are harder to nd on samples 1 and 2.
The resulting di usion constants are shown in Fig. 4.7. An Arrhenius type behavior is
observed, with only slight di erences between the three samples. The corresponding energy
barriers and pre-exponential factors were extracted from this data and are listed in Table 4.2.
The activation energy for di usion is similar for the three samples. It can be interpreted as an
e ective di usion barrier on the substrate, i. e., it is the highest barrier the admolecule has to
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Table 4.2 · E ective di usion energy barrier and pre-exponential factorD0 for CO di usion on the three
di erence ice Ih substrates.
Substrate Barrier D0
(meV) (cm2 s 1)
1 48:6˙ 0:6 .4:08˙ 1:36/ 10 2
2 49:5˙ 0:2 .2:76˙ 0:42/ 10 2
3 50:3˙ 0:6 .7:94˙ 1:80/ 10 2
cross along the minimum energy path across the surface. The average e ective energy barrier
is also shown in Fig. 4.5, together with the energy barriers which are crossed at 50, 25, and
10K. The e ective barrier is just at the end of the range of barriers which are still accessible
at T D 10K. The variation in the pre-exponential factor, D0, is larger. On a perfectly periodic
surface, this quantity depends on the process prefactor, the number of processes from each
state and the hopping distance. In our case, the di erences are likely related to the pattern of
dangling protons on the surface. Since the dangling protons largely determine the binding
energies and height of process barriers they dictate which low-energy paths the admolecule can
take across the surface. As we argued earlier, such paths are most easily found on substrate 3.
It is therefore not surprising that the pre-exponential factor is largest in this sample, since the
admolecule can move about most easily.
The calculations presented here have assumed the atoms can be described as classical
particles. At low temperatures however, tunneling will become the dominant transition mecha-
nism. The AKMC simulation approach can include tunneling as a possible mechanism. From
the imaginary frequency of the unstable mode at each SP, an estimate of the crossover tem-
perature, Tc , for tunneling can be estimated [163], and if the temperature of interest is lower
than this value, the saddle point search can be rened to include quantum mechanical e ects
(to converge on so-called instantons). The transition rate is then evaluated from a harmonic
quantum transition state theory rather than a classical harmonic transition state theory [99, 164].
In our simulations the average Tc was found to be .6 ˙ 5/K, which justies the use of the
classical approximation.
4.4 Conclusions
The modeling of interstellar ices still poses a formidable challenge for modern-day simulation
techniques. Kinetic Monte Carlo techniques are a powerful tool to study these complex systems
over long time spans. In this chapter we proposed a particular approach which combines both on-
and o -lattice KMC simulations. Whereas o -lattice KMC simulations have demonstrated their
use before, o -lattice AKMC has not been used for the simulation of molecular systems before.
We have demonstrated the potential power of AKMC simulations by performing calculations
54 co diffusion on hexagonal ice
on a system of a CO admolecule on an hexagonal ice surface. Despite the presence of strong
intramolecular forces, the minimum-mode following algorithm was able to locate SPs on the
PES of the system eciently to populate the TOE needed for the KMC simulation.
Due to the proton disorder in the ice substrate, the binding sites of the admolecule were
found to show a large variation in both energy and conguration. This shows that, even for
this relatively simple system, it is hard to construct a TOE without having an unbiased search
algorithm. From the TOE we could extract information such as the average binding energy and
the height and spread of di usion energy barriers. Also, typical processes which can occur
in the system, like a ip of the CO molecule, could be characterized. These are all examples
of the kind information one would need beforehand when constructing a TOE for performing
on-lattice KMC simulation of the same system. This illustrates why the combination of o -lattice
AKMC and on-lattice KMC is a potentially very useful simulation technique. When combining
the two techniques however, one has to be careful when translating the detailed AKMC data into
a lattice model. For a nearly crystalline system, as presented in this chapter, one should make
sure the lattice structure represents the crystal structure as much as possible. In this case one
would ideally use an hexagonal lattice structure with two sites per lattice point to reproduce the
binding sites at the center of a hexagon and those on top of a water molecule. When dealing
with amorphous systems, one should choose a lattice which reproduces the average number of
nearest neighbors correctly and make sure that the processes and their rates are dependent on
the environment (number, kind and possibly the orientation of neighbors).
Through the application of a coarse-graining (CG) algorithm we have shown that the time-
scales accessible by AKMC can be greatly enhanced without changing the physical properties of
the system. This is especially important at low temperatures, where the interesting dynamics
takes places on the longest timescales. From the KMC trajectories we have extracted the di u-
sion coecient for CO on hexagonal ice. From the temperature dependence of the di usion
coecients, the e ective di usion barrier was determined to be .50 ˙ 1/meV. The e ect of
proton disorder of the ice substrate becomes particularly noticeable at temperatures below 15K;
in this situation the admolecule can get trapped in certain regions of the surface making large
scale movement of the admolecule impossible.
The main conclusion from this chapter is that we have shown that adaptive kinetic Monte
Carlo (AKMC) is a promising technique to study kinetic processes in complex molecular systems
like interstellar ices. Its unbiased saddle point searches, combined with realistic potential energy
functions, allow for the identication of transition mechanisms which one cannot guess before-
hand based on intuition alone. This unbiased approach is really the power of AKMC since it gives
detailed chemical insight about which kinetic processes are crucial in the dynamical evolution
of the ices. However, for the simulation of bulk processes in amorphous ices, the AKMC method
is still too expensive to cover astronomically relevant timescales of large systems. We therefore
believe that using the detailed chemical knowledge, obtainable from AKMC, as input for coarser
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on-lattice kinetic Monte Carlo simulations will be a major step forward in understanding the
structure and dynamics of interstellar ices.
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chapter5
Dynamics of CO in amorphous water ice
environments
The long-timescale behavior of adsorbed carbon monoxide on the surface of amor-
phous water ice is studied under dense cloud conditions by means of oﬀ-lattice, on-
the-fly, kinetic Monte Carlo simulations. It is found that the CO mobility is strongly
influenced by the morphology of the ice substrate. Nanopores on the surface provide
strong binding sites which can eﬀectively immobilize the adsorbates at low coverage.
As the coverage increases, these strong binding sites are gradually occupied leaving a
number of admolecules with the ability to diﬀuse over the surface. Binding energies,
and the energy barrier for diﬀusion are extracted for various coverages. Additionally,
the mobility of CO is determined from isothermal desorption experiments. Reason-
able agreement on the diﬀusivity of CO is found with the simulations. Analysis of
the 2152 cm 1, polar CO band supports the computational findings that the pores
in the water ice provide the strongest binding sites and dominate diﬀusion at low
temperatures.
This chapter has been published as:
L.J. Karssemeijer, S. Ioppolo, M.C. van Hemert, A. van der Avoird, M.A. Allodi, G.A.
Blake, H.M. Cuppen, “Dynamics of CO in amorphous water ice environments,” The
Astrophysical Journal 781, 16 (2014).
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5.1 Introduction
Molecules are important constituents of the interstellar medium (ISM). In molecular clouds,
they function as coolants and can be used to trace physical conditions like temperature, hydro-
gen density, and the lifetime of the cloud [7]. Furthermore, simple interstellar molecules are
necessary precursors to more complex biomolecules which are essential for the formation of
life [165, 166].
In the ISM, a rich gas phase chemistry leads predominantly to unsaturated (organic)
molecules whereas saturated molecules are mostly formed on dust grain surfaces. The dif-
fusive Langmuir-Hinshelwood mechanism is the primary formation process on ice mantles. As
such, the di usion of reactants is of key importance [50, 146] and should be well understood. In
many rate equation models, the rate of a simple addition reaction AC B! C is implemented
as
d ŒC
dt
D kA+B .kD,A C kD,B/ ŒA ŒB ; (5.1)
where the square brackets denote the surface concentrations of species. For reactions with a
barrier, kA+B is the rate for crossing this barrier and kD,A species the rate with which species
A scans the grain surface. Eq. (5.1) demonstrates the importance of accurate di usion rates.
Experimentally however, measurements of di usion rates are tedious and often prone to errors.
This has led to a lack of accurate information, leaving di usion as an uncertain process in many
models. Di usion barriers are now frequently assumed to be a xed fraction of the surface
binding energy. Even though this fraction inuences outcomes of the models signicantly [59],
a wide range of values is used, ranging from 0.3 to 0.8 [50, 77, 167, 168]. Theoretical studies
into the dynamical behavior of specic adsorbates on model interstellar ices can thus greatly
add to the value of rate equation models by specically calculating input parameters like energy
barriers for di usion and desorption.
In the previous chapter, we have studied the mobility of CO on hexagonal water ice and
found that, for this system, the di usion barrier is equal to one third of the binding energy. In the
present chapter we will apply the same methodology to determine the di usion barriers of a more
astrophysically relevant system: adsorbed CO on amorphous solid water (ASW). Furthermore,
we will present results from isothermal desorption experiments, from which we determined
the di usion coecient of CO in amorphous water ice environments.
There are several reasons for taking H2O:CO as a model system. Firstly, CO is the second
most abundant molecule in the ISM and is a key precursor for more complicated species like
carbon dioxide [30], methanol [169], and formic acid [170]. All these reactions occur on ice mantles
of which H2O is the main component [16] so the dynamics of adsorbed CO on water ices forms
an integral part of the molecular cloud’s chemistry. Secondly, because CO forms in the gas
phase and freezes out on the grain mantles only under certain conditions [39], the ice mantles
probably have a layered structure [40, 171, 172] where the interface between the layers may be
especially interesting for astrochemistry. Also, given its importance in the chemical evolution
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of molecular clouds, the H2O:CO system has been extensively studied both experimentally [173–
178] and theoretically [71, 179, 180] so there is ample reference material.
Finally, we can compare our results on amorphous systems to our previous study on ice
Ih to learn about the importance of the surface structure of the ice substrate. This di erence
between crystalline and amorphous substrates is interesting because this is not examined in
astrochemical models, which assume homogeneous grain surfaces, nor in laboratory experi-
ments, which only probe average properties. Also given the amount of discussion about the
porosity of interstellar ices [35, 178], we will emphasize the e ect of surface inhomogeneity on
the di usion coecient and binding energy of adsorbed CO.
The rst experimental measurements of the di usion coecient of CO in ASW were re-
ported only very recently by [181], as part of a larger set of studied species. In our experiments,
we use a similar technique but we have focused only on CO and studied a broader temperature
window to get a more accurate value for the di usion barrier. Theoretically, no simulations
reaching beyond the molecular dynamics timescale (roughly nanoseconds) have yet been per-
formed on amorphous substrates. We will present these simulations using an o -lattice kinetic
Monte Carlo (KMC) approach which can probe long timescales but which also has a high level of
detail because it gives access to the positions of all individual atoms throughout the simulation.
We will show that the surface structure, and especially its porosity, plays a critical role in the
CO mobility making the amorphous system essentially di erent from crystalline systems we
studied before.
We will start in section 5.2 with a description of the KMC simulations and their results.
In section 5.3, the experiments are presented and these are compared with the outcome of the
simulations in section 5.4. Astrophysical implications, as well as the consequences for larger
scale astrochemical models are discussed section 5.5. The conclusions are summarized in
section 5.6.
5.2 Simulations
The dynamics of the H2O:CO systems are simulated with the adaptive kinetic Monte Carlo
(AKMC) technique [121, 129], which combines the atomistic level of detail from molecular dy-
namics with the ability of probing long timescales from KMC simulations. The technique is
implemented in the EON code [130] and is described in more detail Chapters 1 and 4. The latter
also demonstrates its applicability to molecular systems. In this section we will only give a
short summary of the AKMC method before proceeding to the simulations themselves, and their
results.
5.2.1 Computational details
The time evolution of a system in AKMC is described in exactly the same way as in normal KMC
simulations [63, 83, 84, 182]. A sequence of steps between discrete states with corresponding
time increments is generated based on computer-generated, pseudorandom numbers. This
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procedure requires every state to have a unique table of events (TOE). This table contains all
possible processes and their rates, which can take the system out of its current state, into the
next. In traditional KMC, states are dened by a set of occupation numbers on a lattice and
the TOEs have to be specied before the start of the simulation. In AKMC however, this is not
the case. States are dened as local minima on a potential energy surface (PES) which in turn,
relies on atomic coordinates through any kind of force eld or higher level method. Hence, the
particles are not conned to lattice positions and atomistic details of the system are available
(the positions of all individual atoms are known). New states are discovered on-the-y, as the
simulation progresses, by performing swarms of transition-state searches on the PES which ll
the TOEs by calculating transition rates. In this work, the transition states are rst-order saddle
points (SPs) on the PES. The minimum-mode following method [123, 125, 127] is used to locate
the SPs and rates are estimated using harmonic transition state theory (HTST) [94]
As explained in Chapter 4, an advantage of the KMC method is that, once the TOEs of a
system are known for a specic temperature, one can easily adjust them for simulations at
di erent temperatures, without having to perform new transition state searches. We therefore
typically perform AKMC simulations of a system at a high temperature rst, where states are
easily discovered. We then use the resulting TOEs for KMC simulations at lower temperatures.
From the simulations, we obtain the trajectories of adsorbed CO molecules on ASW substrates.
The mean squared displacements of these trajectories are then used to extract the di usion
coecient of the adsorbates.
Interactions in the system are described by means of classical pair potentials for both
inter- and intramolecular forces. Since we have two molecular species in our systems, three
interaction potentials are needed: H2O–H2O, CO–CO, and H2O–CO. The details of all three
potentials are given in Appendix B. Because the CO–CO potential is rst used in this chapter,
the details of how it was tted to ab initio calculations are given in Appendix C. The H2O–CO
and CO–CO potentials were tted directly to ab initio calculations. Therefore corrections were
made to account for the zero point energy (ZPE) contributions to all binding energy calculations
in this work. This procedure is outlined in Appendix D.
In this study, three di erent amorphous ice substrates were studied. Each of these has
a unique surface morphology, due to their di erent initial structures. By using three di erent
substrates, instead of one, we get a better handle on the spread in the results due to a particular
surface morphology. The substrates were prepared in the following manner using molecular
dynamics simulations. An initial sample is generated containing 480 water molecules with
a density of 0.94 g cm 3, the experimental density of low-temperature vapor-deposited H2O
ice [183], at random (non-overlapping) positions with orientations such that the entire system
has no net dipole moment. Periodic boundary conditions are applied along all three Cartesian
axes. This system is equilibrated at 300 K using a Nosé-Hoover thermostat for 100 ps after
which the thermostat is instantaneously set to 10 K and the system is left for another 20 ps.
The thermostat is then turned o  and the system is left to equilibrate for another 100 ps after
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which the bottom 120 molecules are constrained to their instantaneous positions in this bulk
amorphous structure. Next, the periodic boundary condition in the z-direction is removed to
create a surface and the temperature is increased to 100 K over a period of 100 ps. In the x- and
y-directions, the periodic boundary conditions remain applied in order to mimic an innitely
large surface. After this, the system is once again equilibrated for 100 ps, then cooled back to
10 K in 100 ps, and left to equilibrate for another 100 ps. All heating, cooling, and equilibration
periods in this procedure were chosen suciently long to stabilize the energy uctuations in
the system to their expected values. Finally the system is relaxed to the nearest minimum on
the PES. The three di erent amorphous ice substrates generated in this way will be referred to
as S1, S2, and S3.
Even though the substrates each contain 360 water molecules which are free to move, we
will constrain their coordinates in some of the simulations. In this case, an additional superscript
c will be added to the substrate name.
5.2.2 Computational results
The discussion of the simulation results starts with an investigation of characteristics of the
amorphous ice substrates and the nature of the CO binding sites on their surfaces. We then
discuss the dynamics of a single adsorbed CO molecule on each surface and evaluate the e ect of
the CO surface coverage. These results will be directly relevant for surface chemistry in the ISM
and can be compared to the di usion measurements. Finally, we turn our attention to systems
with multiple adsorbed CO molecules, corresponding to the late stage in cloud evolution, where
CO-dominated ice layers start to form [172]. These systems allow for comparison to temperature
programmed desorption (TPD) experiments reported in literature.
5.2.2.1 Substrate morphology
The morphology of the ASW substrates is expected to determine the behavior of any adsorbate.
We therefore start with an analysis of the bulk density and porosity of the substrates. The bulk
density of the ice was obtained by averaging the density in a set of spheres of radius 4 Å, centered
on a regular grid with a lattice spacing of about 2 Å. With increasing z-coordinate, the density
in the spheres drops because they approach the rough, nanoporous surface. If we leave these
spheres out of the calculations, to avoid e ects of the surface, we nd a bulk density value of
1:01˙0:03 g cm 3. There is little variation between the three di erent substrates. The density is
somewhat higher than the experimental value for vapor deposited ice of 0.94 g cm 3 [183]. This is
probably explained by the presence of bulk macropores in the laboratory ices, which are absent
in our samples.
The porosity of the surface itself is illustrated in Fig. 5.1. This gure shows the height
of the surface for the amorphous sample S1, as well as for a hexagonal ice sample (containing
360 water molecules). The surface height was calculated from a regular grid in the x,y-plane
with a spacing of about 2 Å. Each point on this grid was then assigned a z-value, the surface
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Fig. 5.1 · Surface height map of ice Ih sample 1 from Chapter 4 (left) and amorphous substrate S1 (right).
The dashed contour on the amorphous substrate shows the cross section from Fig. 5.2. The
z-coordinate is measured from the lowest atomic coordinate in the system. Periodic boundary
conditions are applied in the x- and y-directions.
height, corresponding to the point 2.5 Å (roughly the H2O–CO distance) away from the center
of mass of the nearest substrate molecule. The amorphous sample clearly has a much larger
surface roughness than the crystalline sample. Its z-coordinate covers an almost 10 Å range,
which is entirely explained by the nanopores in the surface. A typical cross section of such a
pore, containing a CO molecule, is shown in Fig. 5.2. The snapshot was taken from the AKMC
simulation of CO on substrate S1. The position of this cross section is also indicated in Fig. 5.1.
The deeper well in the upper left corner on the crystalline substrate is not a special site but is
an artifact of the mapping method. It corresponds to one of the hexagons in the ice Ih crystal
which has a grid point almost exactly above its center, making it appear deeper than the other
hexagons. All the hexagons in ice Ih are too small for CO to di use into. From the surface
height map, the surface area of the substrates can also be calculated by performing a polygonal
triangulation. Again, little variation between the amorphous substrates was found. The average
area is .807˙ 7/Å2, which is 1:31˙ 0:01 times the area of the base of the simulation box. For
ice Ih, this factor is 1:13˙ 0:02.
We want to stress that the pores in our simulated ices are of nanometer size and should
not be associated with the porosity in laboratory ices [35]. The laboratory pores are much larger
and dene the structure of the ice on the macroscale. Our nanopores can t at most two CO
molecules whereas the experimental pores are typically assumed large enough to t ten to
hundreds of molecules. For clarity, we will refer to the pores in experimental ices as macropores
throughout this chapter. Of course, nanopores are also expected to be present on the surface
of laboratory ices, but also on the walls of the bulk macropores. Hence, physical e ects arising
from the presence of nanopores in the simulations will also be present in laboratory ices.
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Fig. 5.2 · Typical cross section of an amorphous ice substrate with a surface nanopore containing a CO
molecule. The gure corresponds to an actual state found from AKMC simulations on substrate
S1. The cross section is also indicated in Fig. 5.1, where the surface pore is clearly visible (although
it has been shifted for clarity).
5.2.2.2 AKMC simulations and binding sites
We performed AKMC simulations at T D 50K on all three substrates, starting from a con-
guration with a single CO admolecule, relaxed on the substrate at a random position. The
temperature of 50 K was chosen because, when compared to lower temperature, it reduces the
number of KMC steps necessary to explore all binding sites on the surface. The TOEs are then
readily adjusted for simulations at lower temperatures. While the simulation explores the PES
and the system evolves in time, not only does the admolecule di use, but the substrate itself also
evolves. In contrast with our calculations on crystalline ice in Chapter 4, we observe here that the
water molecules in the amorphous substrate are rather mobile. Many states are found where the
CO molecule remains in roughly the same position but where the water molecules have moved
enough for the states to be considered distinct. This is a manifestation of the much rougher and
more complicated PES, which has many more shallow minima compared to crystalline systems.
The hydrogen bond network, however, remains mostly unchanged during the simulation.
This roughness has an important consequence for the simulations. On the crystalline
substrates studies in Chapter 4, the number of states entered by the simulation remained limited
since the water molecules did not move signicantly and the CO molecule could only occupy
a nite number of binding sites. For the amorphous systems this is not the case; since the
water molecules also move, the simulation keeps entering new, unexplored states and expensive
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Fig. 5.3 · Distribution of CO binding energies on the di erent amorphous ice substrates studied. Panel a)
contains the free substrates with one admolecule. Panels b), c), and d) show binding energies on
constrained substrates with 0, 3, and 6 additional CO molecules, respectively. The classication
of the substrates is explained in Section 5.2.1;Ns is the number of states explored by the AKMC
simulations on each substrate.
saddle point searches are almost continuously required. We therefore had to stop the AKMC
sampling manually, once condent that a suciently large set of states was explored.
Adaptive kinetic Monte Carlo simulations were also performed on the constrained sub-
strates (Sc1 , S
c
2 , and S
c
3 ), where the number of states is limited due to the frozen substrate (now
only the CO molecule is allowed to move). Here, we found about 80 states per substrate (see
Fig. 5.3). To be sure that we sampled long enough on the unconstrained samples, we visu-
ally veried that the binding sites found on the constrained substrates are also present on the
corresponding unconstrained sample.
For all states entered by the AKMC simulations, we calculated the binding energy, Ebind,
of the CO molecule to the ice surface by taking the di erence between the energy of the system
with the adsorbed CO and the energy of the substrate, after relaxing it without the CO. The
distribution of binding energies and the number of states on both the free and the constrained
substrates are shown in the left panels of Fig. 5.3. The binding energies are found to be broadly
distributed between 60 meV and 250 meV, much broader than the distribution for crystalline
ice (between 100 meV and 150 meV) we found in the previous chapter.
The origin of the broad distribution of binding energies is revealed by correlating, for each
state, the binding energy with the number of H2O molecules neighboring the CO. We dened
the number of neighbors as the number of H2O molecules which have their center of mass
within a radius 4.5 Å of the center of mass of the CO molecule. The correlation with the binding
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Fig. 5.4 · Correlation between the binding energy and the number of neighbors (rcom < 4:5Å) for a single
adsorbed CO molecule on amorphous solid water.
energy is shown in Fig. 5.4 and has a P-value of 0.79. Physically, this means that the nanopores
in the ASW substrate provide the strongest binding sites, which is consistent with experimental
observations of trapped CO in ASW [174, 177]. Previous theoretical investigations of the adsorption
of CO on ASW report a similar correlation between the CO binding energy and its number of
neighbors, though the reported maximum binding energy of 155 meV is signicantly lower than
our highest binding energy [71]. A possible explanation for this, besides the di erent interaction
potential, is that in this work, the binding energy was found from geometry optimizations
starting from the nal congurations of 15 ps molecular dynamics trajectories. As we shall see
at the end of Section 5.2.2.3, this may not leave sucient time for the adsorbate to nd its way
into one of the pores, where the binding energy is highest.
The analysis above shows that when classifying the binding sites on the surface a good
rst criterion is whether the site is a pore site or a surface site. The pore sites have a higher
binding energy, more neighbors, and, as we shall see in the next section, critically inuence
the mobility of adsorbed CO. This criterion could be used as an improvement in astrochemical
models, for example by including two CO populations.
5.2.2.3 Single admolecule dynamics
The complicated structure of the substrate and the PES also inuences the eciency of the AKMC
simulations to simulate long-timescale di usive behavior. One aspect is that the roughness of
the PES leads to many states, separated by only low barriers. It is a known problem that the
KMC algorithm tends to get stuck in these states, crossing and recrossing a low barrier many
times before eventually evolving over a higher, physically more interesting barrier. To overcome
this problem, we employed the coarse-graining algorithm described in Appendix A in all AKMC
simulations presented in this chapter.
A second aspect is that the admolecule resides much longer in the regions of the substrate
with nanopores than in the regions with just surface sites, which becomes clear by analyzing
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the time spent by the admolecule on the di erent parts of the substrate. Especially for systems
with an unconstrained water substrate, this gives rise to a problem. In this case, we observe in
our simulations that the CO molecule is able to di use into one of the pores quickly, but once it
is there, many di erent states are found by the AKMC method where the CO molecule remains
more or less in the same position but where all molecules, including the surrounding H2O
molecules reorient themselves somewhat, in a concerted motion. One should be mindful of this
e ect of the nanopores when looking at the histograms of binding energies on the unconstrained
substrates in Fig. 5.3. Even though the number of physical pores on each substrate is limited
(typically about three per substrate), each of them contains a large number of states. As for the
KMC simulations, these states inside a pore often have low barriers between them, making it
dicult for the simulation to escape from a pore region in a reasonable number of KMC steps.
For this reason we were unable to extract a reliable di usion coecient on the unconstrained
substrates. Only on S3.0/ were we able to make an estimate of .6:4 ˙ 3:4/  10 13 cm2 s 1 at
T D 50K.
On the constrained substrates this e ect from the nanopores is much less prohibiting
since the substrate molecules cannot move to contribute to a large number of shallow pore
states. This is the reason why Fig. 5.3 shows fewer sites with high binding energies on the
constrained than on the unconstrained substrates. The CO is able to enter the pores on the
constrained samples, but the water molecules cannot reorient themselves to accommodate
for the CO molecule, whereby increasing the binding energy and the number of states. We
performed KMC simulations and extracted the di usion coecients on all three constrained
substrates in the temperature range between 25K and 50K. These results, as well the value for
the unconstrained substrate S3.0/, are shown in Fig. 5.5.
The di usion coecient at T D 50K for the constrained substrate Sc3 .0/ is more than one
order of magnitude higher than the value for the unconstrained substrate. Even though the latter
is not as reliable due to the bad statistics of the KMC simulations, this discrepancy is consistent
with comparisons we performed between CO di usion on constrained and unconstrained ice
Ih substrates. Also, Batista and Jónsson [161] report a lower di usion energy barrier for water
surface di usion on constrained ice Ih surfaces than on freely moving substrates. This is
because substrate relaxations lower the potential energies of minima on the PES more than at
the saddle points. For our systems, the process barrier heights on the unconstrained substrates
are on average 10 % higher than on their constrained counterparts. Based on this rough estimate,
the di usion coecient at 50 K, assuming a barrier height of 100 meV, leads to a ten times higher
CO di usivity on the constrained samples. For this reason, the di usion coecients on the
constrained substrates given in this chapter should be interpreted as upper limits for the true
di usivity of the completely free system.
Fig. 5.5 clearly shows that the di usion coecient, D, of a single CO on the constrained
substrates is described by an Arrhenius expression
D.T / D D0 exp

 Edi 
kBT

: (5.2)
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Fig. 5.5 · CO di usion coecient on frozen substrates with varying coverage. For comparison, the green
diamond shows the di usion coecient on the unconstrained substrate, S3.0/. Experimental
data from the isothermal desorption experiments is also showna, as well as experimental results
from Mispelaer et al. [181]b. The value for ice Ih is that of Substrate 1 from Chapter 4c.
By tting the equation to our data we extracted the e ective di usion activation energies, Edi ,
and the pre-exponential factors, D0, for all three substrates. These values are listed in Table 5.1.
For reference purposes, we also show our earlier results on the di usivity of a single CO
molecule on ice Ih. On the crystalline substrate, the di usion coecient is at least four orders
of magnitude larger than on any of the constrained amorphous substrates. Regardless that
the di usivities on the constrained amorphous substrates should be considered as an upper
limit, it is clear that the single CO mobility on an amorphous ice substrate is very low. Our KMC
simulations show that, even at T D 50K on Sc3 (the substrate with the highest mobility), the
admolecule spent 98 % of the simulation time trapped in one of the pores. So if, in a molecular
cloud, a CO molecule lands on an H2O dominated ice mantle, it will be mobile for only a
short time, until it reaches a strong binding pore site. Averaged over all three unconstrained
substrates, the time it takes the CO to reach a pore is 7 ns at T D 50K. We determined this
time by averaging KMC trajectories which we started from a random weakly bound surface site
(Ebind < 100meV) and stopped once a strong binding site was entered (Ebind > 150meV).
Although 7 ns is a short time in our simulations, it is almost two orders of magnitude longer
than the classical trajectory calculations by Al-Halabi et al. [71]. This might explain why we nd
sites of higher binding energy in our simulations.
Because the average binding energy is signicantly larger than the e ective activation
energy for di usion, desorption will occur on a much longer timescale than surface di usion.
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For example, at T D 50K a binding energy of 150 meV and a di usion barrier of 100 meV leads
to a timescale di erence of ve orders of magnitude between di usion and desorption. This
di erence only increases for lower temperatures. Consequently, the absence of desorption as a
process in our TOEs is not a problem for our mobility analysis.
5.2.2.4 Filling the pores
The simulations of a single adsorbed CO on amorphous ice have revealed that the porous nature
of the substrate e ectively immobilizes the admolecule. However, both in molecular clouds
and in laboratory experiments, there are multiple CO molecules. Given the previous section,
some of these molecules will ll the nanopores which naturally raises questions regarding the
mobility of the remaining CO molecules, which are not trapped.
We address this question by occupying the three, or six, strongest binding sites on each
substrate with CO molecules. This corresponds to lling the nanopores with adsorbates. These
congurations were then relaxed and this entire system is constrained from movement. Then
we added one more CO admolecule, free to move, which we studied by means of AKMC. These
systems with three or six additional CO molecules are denoted respectively by Sci .3/ and S
c
i .6/
where i D 1; 2; 3 labels the substrate.
For these new substrates, we follow the same procedure as before. The number of explored
states and the corresponding distribution of binding energies is shown in the right panels
of Fig. 5.3. The successive disappearance of the accessible high binding energy sites, as the
coverage increases, is clearly observed in the distribution, whereas the lower energy side of the
distribution remains relatively unchanged. The e ect on the mobility is even more pronounced.
As shown in Fig. 5.5, the di usivity on the new substrates is greatly enhanced with respect to
the bare ices, even though it does not exceed the value on hexagonal ice. This increased mobility
results in signicantly lower di usion barriers, as can be seen in Table 5.1. It is worth noting
that the e ect of going from zero to three occupied sites is much larger than that of going from
three to six. This is explained by the surface height analysis in Section 5.2.2.1. This shows that
none of the substrates has more than three ‘real’ nanopores making the step from three to six
occupied sites much less dramatic. Based on the di usion barriers one could even argue that
the e ect is negligible, given the range of barriers over the three di erent substrates, which
can of course be considered as being three distinct surface regions on a larger amorphous ice
surface.
5.2.2.5 Higher coverages
In dense cloud conditions, CO typically freezes out on grains which are already covered with an
H2O dominated ice [172]. It is therefore interesting to consider layered ices which already have
considerable CO buildup. Also, from an experimental point of view, simulating the dynamics
of just a few admolecules is hardly representative. In TPD experiments, the surface coverage is
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Table 5.1 · Di usion coecients at T D 50K, and tted Arrhenius parameters for di usion on all CO-
amorphous ice systems studied. Experimental data and values from Chapter 4 on hexagonal ice
are also listed.
System D (50 K) D0 Edi 
(cm2 s 1) (cm2 s 1) (meV)
S1(0)         
Sc1 (0) 3:3 10 13 1:1 10 1 114
Sc1 (3) 2:2 10 9 7:5 10 2 77
Sc1 (6) 1:8 10 9 4:1 10 1 79
S2(0)         
Sc2 (0) 2:2 10 13 4:1 10 2 112
Sc2 (3) 1:4  10 8 3:2 10 2 63
Sc2 (6) 1:4  10 7 9:4  10 3 48
S3(0) 6:4  10 13      
Sc3 (0) 4:2 10 11 1:1 10 2 84
Sc3 (3) 9:3 10 9 1:9 10 2 63
Sc3 (6) 5:4  10 9 2:6 10 2 67
Exp. (this chapter) 2:4  10 12 9:2 10 10 26˙ 15
Exp.a       10˙ 16
Ice Ihb 4:8 10 7 4:1 10 2 49
aExperimental data from Mispelaer et al. [181]
bTheoretical value from Chapter 4
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typically much higher (ranging from 0.1 to many monolayers) and the measured molecules are
those which are not trapped in the pores.
For these reasons we have studied the adsorption energy of CO on amorphous ice sub-
strates when they are already partially covered with CO. Starting from the bare water substrate
S1, we generate a grid at a distance of 3 Å above the surface with a lattice spacing of roughly 2 Å.
A CO molecule is then placed at a randomly chosen grid point with a random orientation, the
geometry is relaxed, and the binding energy of the CO is registered. Next, a new grid is generated
and a second CO molecule is deposited in the same way. The energy di erence between the
relaxed congurations with one and two CO molecules is registered as the binding energy of the
second CO molecule. In this way, 100 CO molecules were deposited and the whole procedure
was repeated 450 times. The average binding energy and its standard deviation are shown in
Fig. 5.6. The surface coverage is also shown in monolayers, dened as 1015 molec cm 2, which
is the commonly-used denition. Visual inspection reveals however, that one monolayer for
this system corresponds more accurately to 0:65  1015 molec cm 2, or 40 CO molecules on the
surface. Because we have about three nanopores on each substrate, about 10 % of CO can be
trapped in pores at monolayer coverage.
Because our AKMC simulations show no signicant di usion of CO at low temperature
and coverage, this method may well represent the experimental situation where a CO molecule
is deposited from the gas phase at a random position and immediately sticks in the position
where it landed on the ice. This is of course under the assumption that the CO molecules carry
no signicant kinetic or internal energy which would allow them to di use over the surface
until they thermalize. In principle the method could be extended by including a certain period
of equilibration, either by AKMC or molecular dynamics, after deposition.
The calculated binding energies show a large variation. This is mainly because the CO
molecules are deposited at random positions, and they therefore probe a set of binding sites
which, as we know from Section 5.2.2.2, has a broad distribution of binding energies. Further-
more, the minimization after deposition of the n’th molecule may also trigger restructuring of
the previous n  1 deposited molecules and, in theory, also of the substrate molecules, since they
are also allowed to move. This would add to the binding energy of the n’th molecule and could
lead to a systematic overestimation of the binding energy but we could not verify this. Despite
the wide distribution, the mean binding energy follows a smooth trend and shows the decrease
in binding energy with the surface coverage. This is because the probability of a new molecule
nding a strong binding site on the substrate decreases with increasing coverage as the num-
ber of the relatively weak CO–CO interactions grows while the stronger H2O–CO interactions
decrease in number.
It is seen that the average binding energy drops from about 125 meV at zero coverage to
about 75 meV when there is already one monolayer of CO present. This is in good agreement
with TPD experiments by Collings et al. [184] who report an activation energy of 100 meV for the
desorption of CO, at monolayer coverage, directly from a non-porous ASW surface. From more
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Fig. 5.6 · Binding energy of CO on amorphous solid water as a function of surface coverage. The solid
(red) line shows the coverage dependent binding energy tted to sub-monolayer temperature
programmed desorption results by Noble et al. [44], the dashed (black) shows the value Collings
et al. [184] extracted from temperature programmed desorption experiments. One monolayer is
dened as 1015 molec cm 2.
recent, sub-monolayer, desorption experiments by Noble et al. [44] the coverage dependence
of the binding energy could be extracted from the TPD data. This dependence is also well
reproduced by our calculations. Data from both experiments are also shown in Fig. 5.6.
5.3 Experiments
Experimentally, we determine the di usion coecient of CO in an amorphous water ice envi-
ronment from the rate with which CO desorbs, after it has traveled through a layer of ASW. This
is achieved by depositing a slab of mixed H2O:CO ice onto a substrate, followed by a layer of
pure H2O. This system is then kept at constant temperature while the amount of CO in the ice is
monitored using infrared (IR) spectrometry. The desorption rate of CO from the ice depends on
its di usivity in the H2O overlayer. The experimental procedure closely resembles the method
used by Mispelaer et al. [181]. In our experiments however, we study a broader temperature
window (32 K to 50 K) and use a H2O:CO mixture covered by an ASW layer, instead of a pure CO
ice to avoid the di usion of CO upon deposition of the water overlayer.
5.3.1 Experimental details
The experiments were performed with the Caltech astrochemical ice spectroscopy setup which
is described in detail in Allodi et al. [185]. It consists of a high vacuum chamber (base pressure
< 10 8 Torr) containing a silicon substrate which can be cooled down to 8K using a closed-
72 co on amorphous ice
cycle helium cryostat. Gas mixtures can be prepared in a separate metal deposition line to be
deposited onto the substrate. The IR spectra of the samples are recorded by means of a Fourier
Transform-IR spectrometer in transmission mode at a resolution of 0.5 cm 1.
5.3.1.1 Experimental procedure
The isothermal desorption experiments were performed at 32, 37, 40, and 50K starting from
an ice which was prepared as follows. First, a deposition of a mixture of H2O:CO is carried
out at T D 10K through a 1=800 diameter stainless steel pipe that faces the substrate. The end
of the pipe is positioned about 100 away from the substrate and is capped with a metal mesh
with a 38m sized hole to ensure a uniform ice deposition. To remove the most loosely bound
CO, this ice is then annealed twice to 32K at a rate of 5 K min 1, cooling back down, with no
additional waiting time, to 8K in between. This creates a CO-rich ASW lm with an H2O:CO
mixing ratio of around 2:1. Finally, an additional H2O layer is deposited at 8 K to form a porous
overlayer. The ice is then heated to the desired temperature at 10K min 1, and the IR spectra
are recorded while the CO di uses through the ice and desorbs from the surface. The moment
when the ice reaches the desired temperature is taken as t D 0 in the analysis of the results.
The column densities of H2O and CO in the ice are monitored by integrating the charac-
teristic bands of the molecules and dividing by the band strengths of the peaks. For water we
use the 1660 cm 1 bending mode and for CO the 2139 cm 1 stretching mode. The corresponding
band strengths are 1:210 17 and 1:110 17 cm molec 1, respectively [186]. The area of the water
band was determined by numerical integration while the area of the CO band was calculated
by tting two Gaussians to the spectrum to distinguish between CO in water-rich (polar) and
water-poor (apolar) environments. The polar component has a distinct peak around 2152 cm 1
while the larger, non-polar, component peaks around 2139 cm 1 [187, 188].
The thickness of the ice is estimated from the column densities, where we use densities
of 0:94 g cm 3 for H2O [183] and 0:81 g cm 3 for CO [189]. Before the start of the isothermal
experiments, the ice consists of a .1:7 ˙ 0:4/ m thick mixed layer with an .0:38 ˙ 0:03/ m
layer of pure H2O on top. This ratio was similar for every temperature and is in good agreement
with the deposited amounts of gas (3 Torr of mixture followed by 1 Torr of H2O) as measured in
the dosing line by a mass independent active capacitance transmitter. We are therefore condent
that the sample we start from is the same for all experiments. Furthermore, by performing the
annealing cycles before depositing the H2O overlayer, the most weakly bound CO molecules
desorb. This amounts to about 4 % of the total CO. The annealing procedure limits di usion of
CO into the H2O cap during its deposition and makes the ices at the start of each isothermal
experiment more similar.
After the isothermal experiments, a TPD experiment is performed with a heating rate of
1 K min 1, until the ice has fully desorbed. During the heating, IR spectra are taken every minute.
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5.3.1.2 Determination of the diﬀusion coeﬃcient
The concentration prole of CO, n.z; t/, in the ice is described using a solution to Fick’s second
law of di usion in one dimension:
@n.z; t/
@t
D D.T /@
2n.z; t/
@z2
: (5.3)
This approach was shown to give good results by Mispelaer et al. [181]. The solutions of this
equation depend on the initial conditions. For our purpose we impose that n.h; t/ D 0 to reect
immediate desorption of molecules which reach the surface (at z D h) and @n.0; t /=@z D 0
because no CO can escape from the bottom of the lm. Furthermore, the concentration prole
at t D 0 is chosen to be either ns or nh:
nh.z; 0/ D n0; if 0 < z < h; (5.4)
ns.z; 0/ D
n n0; if 0 < z  d;
0; if d < z < h:
(5.5)
The rst function, nh, is used when CO is homogeneously distributed in the ice by the time it
reaches the desired temperature. The second expression, ns, describes the situation where CO
is initially conned to a slab of height d at the bottom of the ice lm. For these constraints the
solutions to Fick’s second law read
nh.z; t/ D
1X
iD0
2n0. 1/i
ih
cos .iz/ exp

 2iDt

; (5.6)
ns.z; t/ D
1X
iD0
2n0
ih
sin .id/ cos .iz/ exp

 2iDt

; (5.7)
for nh and ns respectively. Here i D .2i C 1/=2h and D is the di usion coecient. From
these expressions, the column density of CO molecules in the ice is readily found by integrating
over z from 0 to h. These can be converted to band areas, Ah and As, which can then be tted
to the experimental data. The nal expressions are
Ah.t/ D s C
1X
iD0
2.A0   s/
2i h
2
exp

 2iDt

; (5.8)
As.t/ D s C
1X
iD0
2.A0   s/. 1/i
2i hd
sin .id/ exp

 2iDt

; (5.9)
where A0 is the initial band area and s is an o set which we have to include to reproduce the
experimental data. Physically this corresponds to CO which is completely trapped in the water
ice and cannot di use out.
More complicated models, with separate di usion coecients for CO in the upper and
lower layers, were also tried. With these models, better ts to the data could be obtained, but we
did not nd two clearly distinguishable di usion coecients. We therefore attribute the better
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Fig. 5.7 · Infrared spectrum of the CO peak taken after one hour in the isothermal desorption experiment
at T D 37K. The inset schematically shows the structure of the ice.
t to the increased number of parameters in the model and decided to stick with the simpler
models of Eqs. (5.8) and (5.9).
5.3.2 Experimental results and analysis
In the isothermal desorption experiments, the IR spectra are recorded once the deposited ice
reaches the desired temperature. The spectrum of the CO peak, recorded after 60 minutes at
T D 37K, is shown in Fig. 5.7. At this time, CO is di using through the porous ASW overlayer
and desorbing from the surface. This is schematically shown in the inset of the gure. The
two tted Gaussians, which were used to estimate the CO band area, are also shown. The time
evolution of the band areas corresponding to the polar and apolar peaks, are shown in Fig. 5.8.
The polar component is always just a small fraction (6˙ 3) % of the total CO stretch band area
and to show its behavior we have normalized it to its t D 0 value. Due to the small contribution
from the polar band, the total CO band area is almost identical to the apolar component and
it decreases in time, due to desorption from the ice. The decay times are seen to decrease
with increasing temperature which we attribute to faster di usion of CO through the ASW
overlayer. At T D 32K, an increase is seen in the band area of the apolar peak during the
rst 30 minutes of the experiment. We believe that this is due to changes in band strength
arising from structural changes in the ice. These include the dilution due to di usion of CO
into the upper layer and possibly the local crystallization of CO. At 32 K we think this process is
slow enough, in combination with the low CO desorption rate, to be observed in the IR spectra.
At higher temperatures, the changes will also occur, but these then proceed too rapidly to be
observed.
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The behavior of the polar component, corresponding to CO interactions with dangling
OH bonds, di ers from that of the apolar component. As seen from the lower panel of Fig. 5.8,
the polar component only decreases signicantly at 50K, the highest temperature. At the lower
temperatures, the polar component remains almost constant, while the total amount of CO
decreases. At T D 32K, the polar component even increases with time. This suggests that the
‘polar CO population’ is less mobile than the apolar CO and thus corresponds to CO occupying
strong binding sites within the ASW. The increase at 32K is then naturally explained because,
as di usion into the upper layer progresses, more of these energetically favorable sites become
available for the CO, leading to an increase of the polar band. From the spectra taken during
the TPD, following the 32K isothermal experiment, it seems that the polar component decreases
most rapidly around 40K, consistent with the data from Fig. 5.8. Unfortunately, the data is too
noisy to draw denitive conclusions and the analysis of the IR spectra during the TPD remains
speculative.
From the analysis above, we conclude that the apolar CO band is the best measure of the
mobile molecules and we thus use the data from this component to t our Fickian model. The
band area contribution from the polar peak is omitted from the t because it is a measure of
molecules which are generally bound too strongly to di use. The rapid initial decrease in band
area at temperatures of 37K and higher suggest that CO has already di used into the upper
H2O layer at t D 0. This means that CO in homogeneously distributed in the ice at the start
of the isothermal measurements, so we use Eq. (5.8) to t the data in these cases. At T D 32K
there is an incubation period of about one hour before the CO band area starts decreasing. This
behavior indicates that the CO is still conned to the lower layer at t D 0 and we therefore use
Eq. (5.9) as a model for this temperature. Because the model cannot describe the increasing
band area during the rst 30 minutes at this temperature, these data were excluded from the t.
To t the data, the di usion coecient D, the o set s, and the initial band area A0 were
used as tting parameters. The t of the initial band area was needed because there is too
much noise in the data to keep it xed at the measured value at t D 0. The thickness of the
CO containing slab d and of the total ice lm h were xed parameters determined from the
spectra taken right after the second annealing of the ice and after deposition of the H2O overlayer,
respectively. All parameters, including the di usion coecients, are listed in Table 5.2 and the
Arrhenius behavior of the di usion is shown in Fig. 5.5. From the latter we extract a di usion
energy barrier of .26˙ 15/meV.
From Fig. 5.8, we see that the model is able to describe the experimental data with rea-
sonable accuracy. Especially the incubation time at T D 32K is well described by the solution
with the CO initially conned to the lower part of the ice. Despite the relatively good t there
are several e ects which lead to large uncertainties in the extracted di usion coecient. First,
some uncertainty arises from the determination of the thickness of the ice lm. Our estimate
depends on the densities of CO and H2O which will change due to heating and, especially for
water, depend strongly on the deposition method and temperature [190, 191]. The thickness
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Fig. 5.8 · Top panel: band area of the apolar CO component (points) and model ts (lines) as a function of
time as measured during the isothermal desorption experiments. Bottom panel: normalized area
of the polar CO band.
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Table 5.2 · Parameters used to model the isothermal desorption experiments.
T D (Fitted) A0 (Fitted) s (Fitted) h d
(K) (cm2 s 1) (cm 1/ (cm 1) (m) (m)
32 7:4  10 14 5.8 4.4 1.72 1.31
37 3:7 10 13 5.4 4.0 1.63 1.28
40 5:1 10 13 5.0 3.8 1.73 1.32
50 2:2 10 12 3.9 3.5 1.73 1.37
estimate also depends on the band strengths, which are also inuenced by temperature and
by the mixing ratio [188]. We believe that the thickness is the most uncertain parameter in the
model and the error bars in Fig. 5.5 are based on a 50 % uncertainty of the ice thickness. This
however, leads to a systematic error which a ects the pre-exponential factor, D0, but not energy
barrier Edi . A related aspect is the structural change in the water ice during the experiment
which leads to compaction of the lm due collapse of macropores [35] and subsequently to
trapping or release of CO [173, 177]. In a pure ice, this transition is observed between 38K and
68K [183]. Another source of error is the manner in which the band areas are extracted from
the IR spectra. As can be seen from Fig. 5.7, the t is not perfect. We attribute this mainly due
to the large amount of H2O in the chamber, which a ects the baseline of the spectrum in the
CO stretch region. Di erences between numerical integration of the bands versus the tting of
Gaussians and various methods of baseline subtraction inuence the extracted di usion energy
barrier signicantly. Given these considerations, we estimate the uncertainty in the di usion
barrier to be 15meV.
The experimental results from Mispelaer et al. [181] are also shown in Fig. 5.5. Even though
the authors also mention several sources of errors in the data, it is reassuring to see that there
is good agreement between the two experiments where the temperatures overlap. We nd a
somewhat steeper slope on the di usion coecient which is reected in a higher energy barrier
of .26˙ 15/meV against .10˙ 15/meV from Mispelaer et al. [181]. The key di erence between
the two experiments is that we start by depositing a mixture of H2O and CO instead of a pure
layer of CO. This procedure binds the CO molecules more strongly in the ice lm and allowed
us to perform isothermal experiments up to 50K. Additionally, the mixture of H2O:CO provides
a better thermal conduction with the H2O overlayer which decreases the temperature gradient
in the ice. The larger temperature range studied facilitates the extraction of the temperature
dependence of the di usion coecient and the calculation of the energy barrier for di usion.
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5.4 Combining simulations and experiments
The computational and experimental predictions of the di usivity of CO in an ASW environment
can be compared in both Table 5.1 and Fig. 5.5. Although the simulations describe a pure surface
processes and the experiments measure bulk CO di usion through a ASW layer, the two are
comparable given the porous nature of the vapor deposited water ice, if we assume that the size
of the cracks and macropores in the ASW are suciently large to interpret the CO di usion as
an e ective surface process, along the pore walls. This assumption is reasonable because we
start from a macroporous ice and the di usion rate of CO at these low temperatures is much
faster than the reorganization rate in ASW, with which the porous structure can collapse [181].
The di usion of CO along the macropore walls is then comparable to the di usion in the AKMC
simulations because the walls of the macropores will also contain nanopores, similar to those
on the simulated ices. On a qualitative level, we see that there is good agreement between the
simulations and experiments on two key points. First and foremost, the di usion coecients are
in good agreement on an order of magnitude level. Secondly, both simulations and experiment
show that a fraction of CO is immobilized by the water due to trapping in nanopores. We will
now discuss these points in more detail.
The di usion coecients can be compared between theory and experiment but one should
keep in mind that in the experiments the coverage of CO molecules is signicantly higher so the
mobility is more strongly inuenced by the weak CO–CO interactions than in the simulations.
The simulations where the nanopores are lled with CO are thus the most representative of the
experimental situation. This is also reected by the attening of the slope in Fig. 5.5 when the
CO coverage is increased. The di usion barriers extracted from the simulations with 3 or 6 of
the pore sites lled vary between the substrates but are all within (66˙ 20) meV. This is higher
than the experimental value of 26meV. The stronger contribution from the CO–CO interactions
is one possible explanation for this discrepancy. Another e ect which could play a role is, as
mentioned before, the simultaneous compaction of the ASW lm and the CO di usion through
it. At higher temperatures, the ice becomes more compact due to the closing of cracks and the
collapse of macropores. This results in a relatively lower mobility at higher temperatures and
thus a atter slope and lower di usion barrier. The agreement between the pre-exponential
factors, D0, is not as good. From the simulations, this attempt frequency derives mainly from
the vibrational excitations of the system and the values we nd are close to the value of 10 3 s 1
which is often used in literature [192]. From the analysis of the experimental results we have seen
that the pre-exponential varies largely, though systematically, with the ice lm thickness and
conclusive values cannot be obtained. As input for astrochemical models, the pre-exponential
factor has less signicance than the energy barrier for di usion.
The key importance of the morphology of the water substrate is seen in both the experi-
ments and the simulations. The simulations show clearly that pores in the ASW substrate, even
if only sub-nanometer in size, have a critical inuence on the mobility of adsorbed CO. For
the CO to be mobile on the surface, it is a prerequisite to have either no pore sites or to have
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them all lled. In the experiments, we see the polar CO band, corresponding to CO interacting
with OH dangling bonds, remaining constant, or even increasing in strength, while the total
amount of CO is decreasing. This indicates that this band corresponds to those CO sites with
the highest binding energy. This leads us to the conclusion that the CO signal from the polar
band in the IR spectra corresponds to CO occupying sites similar to the, nano-sized, pore sites
in the simulations.
A nal remark regarding the comparison between simulations and experiments concerns
the e ect of the potential energy functions used in the simulations. The somewhat higher
binding energies of CO on ASW compared to the experimental value (see Fig. 5.6) could point to
an overbinding in our H2O–CO potential. Although the di usion coecients are not derived
from the absolute value of the potential but from the energy di erence between the minima
and saddle points on the PES, it could be that the minima are a ected more strongly than the
saddle points leading to a higher di usion energy barrier.
5.5 Astrophysical significance
The AKMC simulations, as well as the isothermal desorption experiments have demonstrated
that nanopores in ASW play an important role in the kinetics of adsorbed CO. These pores, where
an adsorbed CO molecule can interact with a large number of water molecules, are found to
have very high binding energies, leading to trapping of CO at low coverages. In the Monte Carlo
simulations, we observed that a single CO admolecule was trapped in one of the nanopores for
98 % of the simulation time, even at T D 50K. This e ectively immobilized the admolecule.
Di usion became more rapid once the pore sites were e ectively removed from the ice by lling
them with CO molecules. In the experiments, the strong binding energy of the nanopore sites
was deduced from the increased intensity of the 2152 cm 1, polar CO, band, associated with CO
interactions with dangling OH bonds in the ice.
The large inuence from the morphology of the substrate on the CO mobility is also seen
when comparing to our results on crystalline ice from Chapter 4. Simulations at the lowest
coverage, with just a single CO admolecule show that the di usion coecient on crystalline
substrates is about four orders of magnitude larger than on amorphous surfaces. The energy
barrier for di usion, Edi , on crystalline ice (49 meV) is 50 % lower than in the amorphous case
( 100meV). The di usion prefactor is however rather una ected by the morphology of the
substrate.
Given the amorphous character of interstellar dust grain mantles, the presence of small
pores will be a key factor determining formation rates on grain surfaces. In the early stages of
dense cloud formation, before catastrophic CO freezeout, nanopores are likely to trap carbon
monoxide molecules for very long times. This will a ect the surface chemistry because the
pores can act as reactive sites in this case. Although the overall mobility of reactants will be low,
they will tend to get trapped in the same places, giving more time for reaction to occur, which
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is especially favorable if there is a reaction barrier to overcome. This was found by Fuchs et al.
[120] for hydrogenation reactions in CO ices.
The di usion barrier of hydrogen atoms on ASW is much lower than that of the CO
molecules [26, 193, 194]. Recent experiments by Hama et al. [194] have shown that the majority
of H atom binding sites on ASW are shallow, with di usion barriers  22meV. A small fraction
of the sites was found to have higher di usion barriers ( 30meV), which might correspond to
nanopore sites. Based on the results of Minissale et al. [195], also the di usion barrier of atomic
oxygen on ASW is lower than that of CO. This rapid di usion of atomic hydrogen and oxygen
will lead to an ecient conversion of CO, trapped in pore sites at low coverages, to CH3OH,
CO2 and HCOOH (with OH as a potential intermediate). If this conversion is ecient enough,
there will be no CO left in the pore sites of the H2O dominated ices. This is consistent with
the non-detection of the 2152 cm 1 in astronomical spectra and the suggestion that CO is mixed
with CH3OH in dust grain mantles to account for the red component of the CO band [40, 196].
Once more CO freezes out on the grain, the nano-sized pores get lled and the remaining
CO can di use much faster. At the same time however, the remaining CO molecules will also
desorb more easily, because they are more weakly bound. We computationally studied this
decrease in binding energy as an increasing amount of CO molecules was adsorbed on an
ASW substrate and found good agreement with experimentally determined trends. This good
agreement also adds to the reliability of the simulations at low coverages, where experimental
data are still scarce.
To provide astrochemical modelers with necessary input parameters, we determined the
energy barrier for di usion from both the simulations and the isothermal desorption experi-
ments. The simulations were found to be in reasonable agreement with the experiments as well
as with similar experiments carrier out by Mispelaer et al. [181]. Even though there are many
uncertainties, these are to the best of our knowledge the only available data on CO di usion
in ASW. The analysis has shown that the CO mobility and its binding energy are highly de-
pendent on both the position on the ice surface as well as on the CO coverage. In this respect,
amorphous surfaces are essentially di erent from crystalline substrates, which show much less
inhomogeneity. Because di usion is an important parameter, modelers should try to include
as much of these local variation as possible and avoid taking di usion barriers as xed ratios of
the binding energy.
There are several approaches to include e ects from inhomogeneity in the ice mantle in
astrochemical models. In lattice gas KMC, this can be done by making the binding energy and
di usion barrier height site-dependent to account for pore sites. This site-dependent approach
was used by Cuppen and Herbst [64] to account for surface roughness in simulations of H2
formation on dust grain analogs. In rate equation and master equation methods, one could
include two populations of CO molecules, similar to the approach taken by Cuppen and Garrod
[197] for H2. One population would represent the immobile CO molecules in the nanopores
and the other the more mobile molecules on the surface. Based on the results presented in this
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chapter we suggest surface binding energies of 130 meV and 80 meV for the strong and weakly
bound populations, respectively, and di usion energy barriers of 80 meV and 30 meV. Another
possibility to account for inhomogeneity is to include a direct dependence on surface coverage
of the di usion barriers and binding energies. In lattice KMC models this would be in the spirit
of the work by Fuchs et al. [120], where the sticking probability of impinging H atoms was given
a dependence on the H2 surface coverage.
5.6 Conclusions
We have studied the dynamics of CO in amorphous water ice environments at low temperatures
by means of kinetic Monte Carlo simulations and isothermal desorption experiments. The main
conclusions of this analysis are the following:
1. The CO mobility is highly dependent on the morphology of the ice. At the lowest coverage,
the presence of nanometer-size pores in ASW increases the energy barrier for di usion
to around 100 meV; twice the value of 50 meV for crystalline ice, which does not contain
pores.
2. The surface coverage of CO on ASW critically inuences the CO binding energy, as well
as its mobility. When CO coverage is increased from zero to one monolayer, the binding
energy decreases from 125 meV to 85 meV. Simulations show that the di usion energy
barriers are lowered from around 100 meV to 65 meV when surface pores are lled with
CO.
3. Pores of sub-nanometer size in ASW form the most favorable sites for CO. In these sites,
the strong binding energy leads to trapping of part of the CO population. We estimate
that for an ASW substrate, covered with one monolayer of CO, about 10 % of the CO will
be trapped.
4. Large scale astrochemical models can be improved by taking the e ects from the molecular
level, such as inhomogeneity and surface coverage, into account. We suggest including
two populations of CO in rate equation models. The rst population resides in the pores
and strongly binds to the ASW while the second population is more weakly bound and
more mobile. These two populations have binding energies of 130 meV and 80 meV, and
di usion barriers of 80 meV and 30 meV, respectively.
Acknowledgements
We gratefully acknowledge A. Pedersen for valuable help with the EON code and P. Theule for
stimulating discussions. This work has been funded by the European Research Council (ERC-
2010-StG, Grant Agreement no. 259510-KISMOL), the VIDI research programme 700.10.427,
nanced by The Netherlands Organization for Scientic Research (NWO), the National Science
Foundation CRIF:ID and CSDM programs and the NASA Exobiology and Laboratory Astro-
82 co on amorphous ice
physics programs. M.A.A was supported by the Department of Defense (DoD) Air Force Oce
of Scientic Research, National Defense Science and Engineering Graduate (NDSEG) Fellow-
ship, 32 CFR 168a. S.I. acknowledges support from a Niels Stensen Fellowship and a Marie
Curie Fellowship (FP7-PEOPLE-2011-IOF-300957). L.J. Karssemeijer thanks COST Action Num-
ber CM0805 (The Chemical Cosmos: Understanding Chemistry in Astronomical Environments)
for funding of several stimulating conferences and collaboration visits.
chapter6
Interactions of adsorbed CO2 on water ice
at low temperatures
We present a computational study into the adsorption properties of CO2 on amor-
phous and crystalline water surfaces under astrophysically relevant conditions. Water
and carbon dioxide are two of the most dominant species in the icy mantles of in-
terstellar dust grains and a thorough understanding of their solid phase interactions
at low temperatures is crucial for understanding the structural evolution of the ices
due to thermal segregation. In this chapter, a new H2O–CO2 interaction potential
is proposed and used to model the ballistic deposition of CO2 layers on water ice
surfaces, and to study the individual binding sites at low coverages. Contrary to
recent experimental results, we do not observe CO2 island formation on any type of
water substrate. Additionally, density functional theory calculations are performed
to assess the importance of induced electrostatic interactions.
This chapter has been published as:
L.J. Karssemeijer, G.A. de Wijs and H.M. Cuppen, “Interactions of adsorbed CO2 on
water ice at low temperatures,” Physical Chemistry Chemical Physics 16, 15630 (2014).
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6.1 Introduction
The interactions of molecular species with the surface of water ices are of fundamental impor-
tance in interstellar chemistry [6] and in atmospheric science [198]. In the cold and dense regions
of the interstellar medium molecules adsorb, di use, and react on the surface of icy dust grain
mantles, composed mainly of H2O [5, 7]. A detailed knowledge of these physicochemical surface
processes is needed to accurately model the physics and chemistry of molecular clouds and the
composition of the dust grain mantles [31, 75, 168].
Laboratory techniques, in particular temperature programmed desorption (TPD), provide
a very useful tool to probe the surface-adsorbate interactions under typical molecular cloud
conditions and have been used to extract desorption energies for many molecules of astrophys-
ical interest [41, 44, 45]. However useful, these experiments measure average quantities and
lack the resolution to probe the systems on the nanoscale and assess e ects of, for example,
surface inhomogeneities, which have a big inuence on surface reactivity and di usive proper-
ties [197, Chapter 5]. From the theoretical side, atomistic simulation methods can probe specic
processes at the molecular scale, and can be used to study reaction mechanisms [199], photo-
chemical processes [72], and thermal kinetics over long timescales (see Chapter 4). To use these
methods, accurate descriptions of the intermolecular interactions in the system are required.
Unfortunately, these are not always available because the large simulation cells needed to model
the amorphous ice mantles, require very ecient interaction potentials.
In the present chapter, we present a computational study into the adsorption properties
of CO2 on crystalline and amorphous water ices. Carbon dioxide is an abundant and ubiquitous
component of interstellar ices with typical abundances of 0.15 to 0.40 with respect to water [18]. As
such, CO2 plays an important role in the interstellar ice chemistry. Furthermore, the infrared (IR)
spectrum of solid CO2 is very sensitive to the local molecular environment and as such, it can
be used to infer information about the structure of the ices and the physical conditions of the
molecular cloud. [18, 32–34]. Pontoppidan et al. [18] showed that, by decomposing the 15.2m
band into ve distinct components, the segregation of mixed H2O:CO2 and CO2:CO ices into
separated layers or pockets, can be observed. As the temperature in a collapsing molecular
cloud increases towards a young protostar, the component associated with pure CO2 is seen to
increase, at the expense of the mixed features. Combined with detailed knowledge of the rate of
such kinetic processes from experiments or theory, these observations can be used to study the
thermal history of molecular clouds. At the moment however, such data is scarcely available.
The segregation of mixed ices (H2O:CO2 and H2O:CO) has been studied by Öberg et al.
[21] using a combination of both IR spectroscopy and a kinetic Monte Carlo (KMC) model. For
this model however, estimates had to be made regarding the segregation barriers and binding
energies, as data from TPD experiments were not sucient [21]. A key question which remained
was whether the H2O–CO2 binding energy is stronger or weaker than the CO2–CO2 interactions.
At this moment still, experiments have not given a decisive answer. From recent, submonolayer
TPD results by Noble et al. [44], it was argued that CO2 is a non-wetting molecule on water
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substrates, which will prefer the formation of islands over the formation of a homogeneous
surface layer. This claim was partly based on a model t to the experiments, where at coverages
just before one monolayer, the binding energy was weaker than for multilayer coverages. This
multilayer binding energy was found to be 195 meV on amorphous solid water (ASW). At the
very lowest coverages though, the binding energy was even stronger, namely 202 meV. Only in
the intermediate regime did the binding energy fall below multilayer value. Furthermore, the
TPD spectra of CO2 desorption from ASW showed the onset of multilayer features already before
monolayer coverage was reached. Interestingly though, this feature was only observed on ASW,
and not on crystalline ice. In another recent TPD study, these features are not observed [200, 201].
Also in this, last mentioned, experiment, the multilayer binding energy of CO2 on ASW was
found to be stronger than the monolayer value .264˙ 15/meV versus .181˙ 78/meV, but these
multilayer values are very di erent from the rst experiment and the monolayer values are found
to be broadly distributed. In the multilayer regime, several other studies have been performed
on various substrates, but the results are varying [32, 198, 202, 203].
Based on the above, the adsorption behavior of CO2 on water ice is complex, mainly be-
cause the substrate – adsorbate interaction energy is comparable to the adsorbate – adsorbate
interactions. To understand a complicated process, like the segregation of mixed interstellar
ices however, an accurate description of the system is needed. We have therefore studied the ad-
sorption behavior of CO2 on two condensed phases of water, hexagonal ice and amorphous solid
water. The key question which is addressed is whether or not CO2 shows wetting behavior on
these two di erent substrates. This behavior will already be indicative of the mechanisms under-
lying bulk segregation, which should be an interesting subject for future investigations. These
can be performed, if an accurate and computationally ecient interaction model is available.
In this chapter, we present a new H2O–CO2 pair potential (PP) model, based on accurate
ab initio calculations of the gas-phase complex. The binding energy of this complex is about
twice as large as that of the the CO2 dimer (124 meV [204] versus 60 meV [205]), so based purely
on gas-phase data, one would expect CO2 to be a fully wetting molecule on a water surface. Of
course, the solid water substrate presents a totally di erent system and adsorption behavior
can be heavily inuenced by steric e ects and non-additive interactions [206]. The steric e ects
are captured with the PP model, but non-additive interactions are inherently not included. To
investigate these, we perform additional density functional theory (DFT) calculations and evaluate
the induced dipole-dipole interactions. The computational details are given in Section 6.2,
followed by a discussion of the results in Section 6.3. Conclusions are drawn in the nal section.
6.2 Computational details
Most of the results presented in this chapter are computed using the PP model, which we
describe in Section 6.2.1. Then, the details of the DFT calculations are outlined in Section 6.2.2.
To allow comparison to experimental values, all binding energies presented in this work have
been corrected for the zero point energy (ZPE) contribution, following the procedure described
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Table 6.1 · Parameters for the H2O–CO2 Buckingham potential.
Interaction Aij Bij Cij
(eV) (eV Å 1) (eV Å6)
H C 80.71 3.006 7.395
H O 40.45 3.521 8.54010 2
O C 47.97 2.480 19.87
O O 5496 3.927 30.98
in Appendix D. The corrections applied to the DFT results are the same as the ones applied on
the PP binding energies.
6.2.1 Pair interactions
In the pair interaction model, forces and energies are derived from pairwise interactions be-
tween each molecule-molecule pair in the system. All the molecules are fully exible, within
their own intramolecular potential. Because we are considering two molecular species, three
interaction potentials are needed. The H2O–H2O interactions are modeled with the semi-
empirical TIP4P/2005f [207] potential. This is a exible version of the TIP4P/2005 potential
which was tted specically to describe the condensed phases of water [208]. For the CO2–CO2
interactions, we use the EPM potential by Harris and Yungh [209]. We chose this potential
because it reproduced the CO2 dimer energies of the accurate SAPT-a potential from Bukowski
et al. [205] with a satisfactory accuracy. Because the EPM potential contains xed C-O bond
length, the harmonic intramolecular potential from Zhu and Robinson [210] is used.
A satisfactory H2O–CO2 potential was not available from literature. Therefore, we tted a
model potential to ab initio energy calculations on a set of 316 congurations of the two molecule
complex, at 30 distinct angular orientations and monomer separations between 1.5 Å and 20 Å.
These calculations were done at the CCSD(T) level with the aug-cc-pVTZ basis set using the
Gaussian03 [211] and Molpro2010 [212] packages. Corrections were made for the basis set super-
position error with the Boys-Bernardi counterpoise scheme [213]. We used ab initio calculations
to t our potential because we want to reproduce the molecular geometries and energetics on
the single-molecule scale as accurately as possible in order to evaluate individual binding sites
of adsorbed CO2 molecules. For this purpose, we think using ab initio data is a better approach
than relying on bulk experimental data, as is often done to t e ective, empirical, pair potentials.
The proposed H2O–CO2 potential contains a point-charge based electrostatic term and a site-site
term accounting for the van der Waals (VDW) interactions. For the electrostatics, the charges on
the H2O and CO2 molecules are identical to those in the H2O–H2O and CO2–CO2 potentials.
6.2 computational details 87
The VDW interactions are modeled by a Buckingham potential between each intermolecular
atomic pair in the system:
V D
X
i2H2O
X
j2CO2
Aij exp
  Bij rij C Cij
r6ij
; (6.1)
where rij is the distance from atom i to atom j . The parameters of this potential are given in
Table 6.1. All pair interactions are smoothly cut o  between 9 Å and 10 Å, based on the molecular
center of mass distance, rcom, using the switching function f .x/ D .2x   3/x 2 C 1 with
x 2 .0; 1/, so x D rcom   9Å. A complete description of the PP model is geven in Appendix B.
6.2.2 Density functional calculations
For our purpose, it is important that the DFT calculations reproduce both the structure of the
ice and the interactions with carbon dioxide correctly. The PBE exchange and correlation func-
tional [214] is widely used to study hexagonal ice [215–218] but does not describe VDW interactions
accurately. For our purpose however, a correct treatment of these interactions is important, be-
cause the H2O–CO2 interaction is dominated by dispersion interactions. The semi-empirical
DFT-D2 method [219] can correct for this at negligible computational cost, but the additional
attractive energy leads to signicant overbinding in the ice [217], in combination with the PBE
functional. We therefore used the van der Waals inclusive optPBE-vdW exchange and correla-
tion functional [220] which treats the VDW interactions within the vdW-DF approach [221]. The
functional was recently shown to give a good description of hexagonal ice [218].
All DFT calculations were performed with a plane wave basis set using the Vienna Ab-initio
Simulation Package (VASP) [222, 223] using the projector augmented-wave (PAW) method [224,
225], in which the optPBE-vdW functional is included [226]. Based on convergence tests, we
used a   -centered Monkhorst-Pack k-point mesh [227] with a spacing less than 0.04 Å 1 along
each reciprocal lattice vector and a plane wave energy cuto  of 600 eV. The standard PAW data
sets provided by VASP are used and the atomic structures are considered to be converged when
the force on any atom in the system is less than 0.05 eV Å 1 .
To evaluate the induced electrostatics of the systems, the electronic dipole moments of
individual molecules are extracted from the DFT calculations by transforming the delocalized
Bloch orbitals into maximally localized Wannier functions (MLWFs) [228, 229]. This procedure
provides a set of Wannier function centers, which correspond to each MLWF. Based on their
positions, these centers can be uniquely assigned to individual molecules in the system and
by placing electronic charges at the centers, the dipole moment of each molecule is readily
evaluated.
6.2.3 Ice samples
The behavior of adsorbed CO2 is studied on four di erent solid water substrates, of which one
is crystalline and the other three are amorphous. The crystalline sample is an hexagonal ice
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crystal with an ordered dangling-proton structure on the surface. This substrate has well-dened
binding sites and allows to study the adsorption of CO2, with minimal inuence of local surface
inhomogeneities. Furthermore, the crystalline structure allows to generate relatively small
samples, to study with DFT. The amorphous ice substrates are of direct astrophysical interest
and the results can be compared to various laboratory experiments.
6.2.3.1 Hexagonal ice
Hexagonal ice is a proton-disordered crystal. The oxygen atoms occupy tetrahedrally coordinated
lattice positions but the hydrogen atoms form a random hydrogen bond network, according
to the Bernal-Fowler rules [230]. At the surface of the basal plane of ice Ih, these rules cannot
be satised, leaving a random pattern of hydrogen atoms sticking out of the surface, which
do not form a hydrogen bond. This dangling bond pattern has a strong e ect on the surface
energy [231, 232] and on the energetics of adsorbed molecules [161, 233, Chapter 4]. The lowest
energy surface of ice Ih is believed to be the so-called Fletcher phase [234], where the dangling
protons are ordered, aligned in rows on the surface. In this work, we have used this surface-
ordered phase to minimize e ects of the disordered proton structure.
To generate the sample, a 144 molecule unit cell of bulk hexagonal ice, with negligible
net dipole moment and with the experimental c=a ratio [235], was generated using the method
proposed by Buch et al. [160]. The water molecules are arranged in three bilayers, with the
Fletcher phase proton order imposed upon the interface between two of the bilayers. Later in
the procedure, this interface is used to create the Fletcher phase dangling bond pattern on the
surface. The bulk initial sample was optimized with both DFT and TIP4P/2005fby subsequently
relaxing the cell volume, freezing the positions of the molecules in the lowest bilayer, adding
vacuum (11 Å for the DFT sample and 100 Å for the pair potential system) along the z -axis (parallel
to the c -axis of the crystal) to create a surface, and nally relaxing the coordinates of all free
atoms in the system. To respect the 10 Å interaction cuto  of the PP interactions, all calculations
with this method were performed on a sample which is duplicated along the x and y directions
(parallel to the surface). The densities of the samples are 0.96 and 0.94 g cm 3 for the DFT and
PP substrates respectively. The base area of the simulation box is 31  27 Å2 for the PP substrate.
6.2.3.2 Amorphous ice
The amorphous ice substrates used in this work are the same as the ones we used in Chapter 5
to study the dynamics of CO on ASW where a detailed description of the substrate morphology
and the creation procedure is given. Three di erent amorphous ice samples are used. Each
of these contains 480 water molecules and has a base area of 25  25 Å2 . The samples have a
density of .1:01 ˙ 0:3/ g cm 3 and an e ective surface area of .807 ˙ 7/ Å2 , comparable to
that of the PP ice Ih sample (838 Å2).
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Fig. 6.1 · Potential energy curve of the H2O:CO2 complex through four cuts of the potential energy surface
at the various levels of theory. The global, C2v , minimum is shown in the top left panel.
6.3 Results & discussion
6.3.1 H2O–CO2 complex
To evaluate the accuracy of the proposed H2O–CO2 pair potential and the optPBE-vdW func-
tional, we shortly evaluate the interaction energy of the complex. In Fig. 6.1, we show the
interaction energy along four cuts through the potential energy surface (note that this is but a
selection of the 30 distinct cuts used to t the PP). From these curves, we observe that both the
pair potential and the DFT calculations reproduce the CCSD(T) points to satisfactory accuracy,
albeit that the DFT calculations tend to overbind a bit with respect to the CCSD(T) points. The
top left panel shows the cut through the global minimum, which has a T-shaped, C2v , structure
with a C-O separation of 2.77 Å [204]. Geometry optimizations around the global minimum yield
a C-O distance of 2.80 Å and interaction energy of  117 meV for the pair potential. DFT geometry
optimizations predict a 13 % stronger interaction energy of  132 meV, at a distance of 2.83 Å.
6.3.2 Adsorbed CO2 at low coverage
In this section, the adsorption of CO2 molecules is studied with the PP interactions at the lowest
coverages, i. e., one or two adsorbed CO2 molecules per substrate. First, we study the binding
sites for a single CO2 molecule on both substrate types and evaluate their binding energies.
These results can be compared to submonolayer TPD results. To address the question of CO2
wetting, we also study adsorption energies on crystalline ice when two molecules are present
on the substrate to evaluate the strength of the CO2–CO2 interactions.
The binding sites for a single CO2 molecule are found with the adaptive kinetic Monte
Carlo (AKMC) technique [121] (see also Chapters 3 and 4) on both types of ice substrate. Although
this is in principle a dynamical simulation technique, it is also very suitable for exploring minima
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Fig. 6.2 · Binding sites of CO2 on the hexagonal ice substrate, as found by the pair potential model, are
divided into deep (subscript d) and shallow (subscript s) sites. Sites in yellow are also evaluated at
the density functional theory level.
on potential energy surfaces. With the binding sites known, we calculate their binding energies
and evaluate their distributions.
6.3.2.1 Hexagonal ice
On the ice Ih sample, 18 unique binding sites are discovered for a single admolecule. Due
to the ordered dangling proton pattern on the surface of the Fletcher phase, the adsorption
sites are limited in number and well dened. The binding sites are shown in Fig. 6.2 and the
distribution of their binding energies is shown in Fig. 6.3. The sites can be classied according
to their geometry and binding energy into two categories: deep and shallow. We have numbered
the hexagons on the surface and labeled the sites accordingly, together with their category. The
deep sites have binding energies around 300 meV, which derives from the interaction of the CO2
molecule with two dangling protons on the surface. The shallow sites have binding energies
around 200 meV.
The binding energy of the deep sites is higher than the experimental values for CO2
adsorption on crystalline ice (216 meV by Noble et al. [44], 220 meV by Andersson et al. [198], and
206 meV by Gálvez et al. [202]). We believe this is partly explained by the Fletcher ordering of
the dangling OH bonds, which provides very favorable binding sites. To conrm this, we also
performed calculations on three proton disordered hexagonal ice samples in Chapter 4, were
we nd a broader distribution of binding energies, which peaks at a lower value of 230 meV.
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Ice Ih (Ȣ COȢ)
ȥȠ ȡȠȠ ȡȥȠ ȢȠȠ ȢȥȠ ȣȠȠ ȣȥȠ ȤȠȠ
Fig. 6.3 · Pair potential binding energies, for single CO2 binding sites on the amorphous surfaces and
Fletcher’s striped phase of hexagonal ice. The bottom panel shows the binding energy distribution
on hexagonal ice per CO2 molecule, when 2 CO2 molecules are adsorbed.
Congurations with two adsorbed CO2 admolecules were also investigated on the ice
Ih substrate. Geometry optimizations were performed, starting from congurations with two
CO2 molecules, both occupying one of the single-molecule adsorption sites. This led to 93 new,
unique congurations1, for which we calculated the binding energy per CO2 molecule. This
distribution is little di erent from the distribution of singly occupied sites (see Fig. 6.3). The
only new feature is a third peak, around 250 meV, which corresponds to states where one deep,
and one shallow site is occupied. To investigate the e ect of the CO2–CO2 interactions on the
binding energy, we compared the binding energy per molecule between doubly occupied state
and the two corresponding singly occupied states (this was only done for those congurations
were the orientations of the two CO2 molecules did not di er from those in their respective
singly occupied sites).
With this approach, we found only negligible interactions for the majority of congu-
rations. Only three exceptions were found, when two deep sites are occupied, with the two
molecules aligned along their axes (congurations 4d-10d, 5d-11d, and 6d-12d). Here we ob-
serve a repulsive interaction around 50 meV. Judging by the congurations though, this reduced
binding energy arises because in this conguration, the dangling H atoms cannot accommodate
both CO2 molecules at the same time so this is rather an e ect from the substrate, than a direct
1 In theory, there should be 153 congurations, but some of the geometry optimizations led to the same local minimum on
the potential energy surface.
92 co2 adsorption properties
Table 6.2 · Binding energies and DFT dipole moments for single CO2 binding sites on the ice Ih substrate.
Site B.E., PP B.E., DFT Dip.
(meV) (meV) (D)
4d 309 392 0.23
5d 288 360 0.23
6d 316 358 0.25
10d 285 351 0.27
1s 194 258 0.44
8s 204 273 0.46
10s 185 263 0.48
CO2–CO2 repulsion. For the remaining congurations, the CO2–CO2 interaction is 0 meV on
average, and always between  20 meV and 20 meV. No signicant dependence on CO2–CO2
distance, or their relative orientation was found.
The above suggests that there is little inuence from the CO2–CO2 interactions on the
binding energy. Hence, based on this analysis, we do not expect CO2 to form islands on crys-
talline ice substrates. In the PP model however, the e ects from many-body interactions are
intrinsically missing because it was tted to data from the gas-phase complex. These e ects
could still have a big inuence and so, to shed some more light on this aspect, several of the
singly and doubly occupied states are further investigated at the DFT level in Section 6.3.3.
6.3.2.2 Amorphous ice
On the amorphous substrates, a total of 365 states are discovered by the AKMC simulations.
For these simulations, the water molecules in the substrates are kept frozen in order to avoid
signicant changes in the water substrate. This typically results in about 10 % lower binding
energies than on the unconstrained substrates (see Chapter 5), because the substrate cannot
fully accommodate the guest molecule. The distribution of binding energies on the amorphous
substrates is broadly peaked around 190 meV. This is in good agreement with the submonolayer
values of 202 meV on non-porous ASW from Noble et al. [44] and .181 ˙ 78/meV by Edridge
[200] and Edridge et al. [201], who also report a broad distribution of binding energies.
6.3.3 DFT calculations & many-body eﬀects
Adsorbate-substrate interactions are much more complicated than gas phase dimer interactions
and it is important to make sure that no essential features are missing in the PP model. For this
reason, we have performed DFT calculations to explicitly evaluate the contribution of induced
many-body electrostatic interactions, which is the crucial missing ingredient in a PP model,
when one uses gas-phase reference. One has to keep in mind though, that the adsorption of
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small molecules is one of the biggest challenges in DFT, even with modern methods to account
for electron dispersion [236]. Indeed, calculations of the adsorption energies of small molecules
to graphene and benzene also show serious overbinding within the vdW-DF formalism, while
the equilibrium geometries are typically somewhat better predicted [237, 238]. The DFT results
on the binding energies should therefore not a priori be seen as more reliable than the PP results.
In view of the CO2 wettability on water substrates, we need to evaluate the dipole moments
in the adsorbed CO2 molecules, which are induced by the water molecules. These induced
moments could lead to an additional attraction between the adsorbates, possibly leading to a
non-wetting behavior.
To evaluate these interactions, several of the singly and doubly occupied sites on the
hexagonal ice substrate, as described in Section 6.3.2, are studied at the DFT level. Starting from
the DFT optimized water substrate, with the CO2 molecule(s) positioned at the PP positions,
geometry optimizations were performed for seven single (see Fig. 6.2), and ve doubly occupied
states. During these relaxations, little change was observed in the atomic coordinates (0.5 Å at
the maximum), suggesting that the local minima found with the PP are in good agreement with
those of the DFT calculations.
For each conguration, the binding energy per CO2 molecule was calculated with respect
to calculations on the isolated ice substrate and CO2 monomer. These are reported in Table 6.2
for the single binding sites, and in Table 6.3 for the doubly occupied congurations. The binding
energies are signicantly stronger in the DFT case, than those from the PP calculations. Qualita-
tively, the weaker bonding of the shallow sites, compared to the deep ones, is well reproduced
by the DFT calculations, but the energetic ordering for sites of equal type is not the same. On
the quantitative level, DFT is seen to overbond by 10 to 40 % with respect to the PP results, for
the singly occupied sites. This is more than expected, based on the di erence of 13 % between
the two methods found from the calculations on the gas phase complex. In the presence of a
substrate however, interactions do not all arise from the attractive regions in the potential energy
surface, but also from the repulsive parts. Based on the data in Fig. 6.1, the DFT calculations
also overbind (with respect to the ab initio data) in this region, which further contributes to the
strong binding energies.
Analogous to the PP calculations, we evaluated the CO2–CO2 interactions for the doubly
occupied sites by comparison of the total binding energy with respect to the single molecule
binding energies. As can be seen from Table 6.3, this e ect is only marginal. With respect to
the PP calculations, the CO2–CO2 interactions are smaller for the DFT calculations, but they
have the same sign. The strongest e ect, just like in the PP case, is the repulsion when two CO2
molecules occupy two deep sites which are aligned with each other (site 4d -10d ).
Using the MLWF approach, the dipole moments, induced by the water substrate in each
adsorbed CO2 molecule, are calculated. With these dipole moments, it is then possible to make
an estimate of the interaction between the CO2 molecules, due to polarization by the substrate.
The induced dipole moments are listed in Tables 6.2 and 6.3. The magnitude of the induced
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Fig. 6.4 · Typical structures obtained after depositing 40 CO2 molecules from the center of the cell with a
gas temperature of 300 K at substrate temperatures of 10, 50, and 10 K.
moments depends strongly on the type of adsorption site. Deep sites have relatively small
moments of about 0.25 D, while the shallow sites have almost twice as large dipole moments.
This large variation of dipole moments, was also found for adsorption of water monomers by Sun
et al. [233] and is explained by the large variations in the local electric eld on the water ice surface
due to the dangling OH bonds [162, 232]. A comparison of the CO2 dipole moments at a specic
position, with and without the presence of a second CO2 molecule shows that this presence
has little to no e ect on the induced dipole (remember that this dipole is induced primarily
by the water substrate). The calculated dipole-dipole interactions for the doubly occupied sites
(see Table 6.3) are all less than one meV, much smaller than the spread in the interaction
energies due to the H2O–CO2 interactions. Even when assuming parallel alignment of two
of the strongest induced dipoles that we nd, 0.5 D, at the smallest distance, about 5 Å, the
dipole-dipole interaction energy is only 1.2 meV. Thus, the induced electric moments do not lead
to a suciently large additional attraction between the CO2 molecules to change the adsorption
behavior from wetting to non-wetting.
6.3.4 Ballistic deposition simulations
To simulate the behavior of CO2 on water ice surfaces under laboratory conditions, molecular
dynamics (MD) simulations were performed to simulate the deposition of CO2 onto two of the
solid water substrates: the crystalline sample and one of the three amorphous substrates. Again,
we were specically interested in whether or not we could observe CO2 island formation. In
these simulations, the substrate is equilibrated at a substrate temperature, Ts , and is bombarded
with gas phase CO2 from either a single point at the x,y-center of the box, or from a random
point above the substrate, well outside the potential cuto  radius. Although the deposition from
a random point is clearly more representative of the laboratory situation, we also included the
depositions from the center because this is the most favorable situation for island formation.
The incident CO2 molecules are given a random orientation and their velocity is drawn from a
Maxwell-Boltzmann distribution of temperature Tg . The direction of the velocity of the incident
molecules is also random, but such that the angle with the surface normal (the z-axis) is less
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than 10ı. Experimentally, this corresponds to direct a deposition at 90ı, not to background
dosing. The molecules have no rotational or vibrational energy.
The depositions are done one molecule at a time and each deposition consists of two
steps. First, the deposition itself is carried out in a run of 37.5 ps in the N;V;E ensemble. This
is suciently long for the incident CO2 molecule to reach the surface and dissipate its kinetic
energy into the substrate. In the second step, the additional energy which was added to the
system is removed by re-equilibrating the system (which now has one extra CO2 molecule)
for 50 ps in the N;V;T ensemble using a Nosé-Hoover thermostat at temperature Ts . This
procedure is reminiscent of a cryostat’s function in the laboratory. After this equilibration, the
next CO2 molecule is deposited and the whole procedure is repeated until 40 CO2 molecules,
about one monolayer, have been deposited. The gas temperature, Tg , is either 300 K or 50 K
and the substrate temperature, Ts is either 100, 50, or 10 K. For each of the six temperature
combinations, the whole deposition simulation was carried out at least four times to gather
statistics.
Even though these deposition simulations are carried out in order to mimic the exper-
imental deposition of a CO2 layer, the timescales are very di erent. In our simulations, the
incoming CO2 ux is on the order of 1023 molec cm 2 s 1, while in experiments, the ux is on
the order of 1012 15 molec cm 2 s 1.
To quantify the wetting behavior of an adsorbate, one typically considers the contact angle.
However, because our deposited structures are on the nanoscale, we cannot determine this
quantity accurately and we introduce two di erent quantities to analyze the structure instead.
The rst, z, relates to the height of the deposited CO2 structure. It is dened as the di erence
in z-coordinate between the highest and lowest CO2 molecule (based on the z-coordinate of their
respective centers of masses). The second quantity, R, describes the spatial extent of the CO2
structure in the directions parallel to the surface. It is dened as R D hp.r  Ox/2 C .r  Oy/2i,
where the average is over all CO2 molecules and r are the CO2 center of mass coordinates,
measured from the center of mass of the entire CO2 distribution. The vectors with hats indicate
unit vectors along the respective Euclidean axes.
6.3.4.1 Results
Visual analysis of the structures, after 40 CO2 have been deposited, reveals immediately that no
islands are formed when the deposition is done from a random position. When the deposition
is done from the center of the box, islands, or rather, towers are formed when the substrate
temperature is either 50 K or 10 K. At 100 K however, the CO2 molecules already fully wet the
ice surface, even at these short timescales. This behavior is illustrated in Fig. 6.4, where typical
deposited structures are shown after deposition of 40 CO2 molecules on the hexagonal ice
sample, from the center of the box, with a gas temperature of 300 K. Judging from the obtained
structures, the contact angle of the islands formed atTs D 10K, is between 0ı and 90ı, indicating
a high wettability. Furthermore, it is interesting to note that we observed three events where a
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Fig. 6.5 · Horizontal and vertical structure of the CO2 layer, after 40 deposited molecules, described by the
z andR quantities.
CO2 molecule desorbed from the surface. This happened at the highest substrate temperatures
of 50 K and 100 K. Due to the low occurrence of these events though, we performed no further
investigations.
The results on the two structural quantities dened above are shown in Fig. 6.5. Here,
the uncertainties arise from averaging over the repeated simulations. From the behavior of both
quantities, it is clear that the largest inuence on the resulting CO2 structure comes from the
substrate temperature, Ts , and the deposition method (from the center, or from a random point
above the substrate), while the gas temperature, Tg , has almost no inuence.
When the deposition is articially constrained to originate from the center of the box,
the tower-like structures can be seen from the behavior of z. At substrate temperatures of
10 K, z is signicantly higher for this deposition method than in the case of the depositions
from a random position on both the ice Ih and the ASW substrate. As the substrate temperature
increases, the di erence between the deposition methods vanishes due to the collapse of the
CO2 structure, forming a uniform layer on the ice surface. The same behavior is observed for
R, which increases with increasing Ts due to the attening of the CO2 structure.
The di erence between the ASW and ice Ih substrates is best seen from z at high sub-
strate temperatures. On the crystalline substrate, the CO2 molecules fully wet and form a
monolayer (approximately 3 Å thick) while on the ASW substrates, the CO2 molecules are able to
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Fig. 6.6 · CO2 binding energy as a function of surface coverage, extracted from the molecular dynamics
deposition simulations on ice Ih (top panel) and amorphous solid water (bottom panel). The
solid black lines are the coverage-dependent functions from experiments by Noble et al. [44] on
amorphous solid water and crystalline ice respectively. The monolayer (dashed) and multilayer
(dash-dotted) desorption energies by Edridge et al. [201] for CO2 from amorphous solid water are
also shown.
migrate into the nanopores of the substrate. This is why the z values are consistently higher
on ASW than on the ice Ih. The opposite holds for R, but this is due to the slightly larger base
area of the simulation box of the crystalline sample, which results in larger maximal values of
R (when the adsorbate fully wets the surface).
Besides the atomic structure, also the energetics of the ballistic deposition simulations are
interesting. In particular, they can be used to extract the CO2 binding energy, as a function of
surface coverage, which is the quantity probed by TPD experiments. We analyzed these binding
energies from our simulations which most closely resemble the experimental situation: the
depositions from a random position. To cover the full transition from the submonolayer to the
multilayer regime we continued the deposition simulations until at least 100 CO2 molecules
( 2.5 monolayers) were deposited on the surface.
In Fig. 6.6 we show the binding energy of CO2 as a function of surface coverage for the
ASW and ice Ih substrates at the three di erent substrate temperatures. The binding energies
were obtained from the decrease of the total potential energy of the congurations after each
N;V;T -equilibration run, as the number of CO2 molecules on the surface increases. To average
out the uctuations as much as possible, we averaged the binding energies over sets of 20
deposited molecules and, since we observe no quantitative di erence, also over the two gas
temperatures.
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As seen from Fig 6.6, the adsorption energy of CO2 on both amorphous and crystalline
water ice is stronger at submonolayer coverage than in the multilayer regime. This shows that
the CO2–H2O interaction is stronger than the CO2–CO2 interactions, which again, leads to the
expectation that a CO2 layer will show wetting behavior on a solid water substrate. On both
substrates, a constant multilayer desorption energy is reached when about 50 molecules, or just
over one monolayer, have been deposited. To check convergence, we went up to 160 deposited
molecules on the ice Ih surface. Averaged over the molecules in this multilayer regime, we nd a
desorption energy of .224˙16/meV on crystalline ice and .230˙15/meV on ASW. These values
are close to the multilayer values of 195 meV and 203 meV by Noble et al. [44] on non-porous
ASW and crystalline H2O respectively, but signicantly lower than the .264˙ 15/meV reported
by Edridge et al. [201].
At the lowest coverage we nd similar binding energies on both substrate types: around
260 meV. This is consistent with the results of the static calculations (Fig. 6.3). An interesting
di erence between the substrates is observed in the temperature dependence at low coverage.
On ice Ih, we nd the highest binding energies at the lowest temperatures. This is the expected
behavior because at low temperature, the thermal contributions are the smallest. On ASW how-
ever, we observe just the opposite trend. Here the binding energies increase with temperature.
Although the uncertainties are large, one can speculate that this counterintuitive behavior is
due to the morphology of the ASW substrate, which has surface nanopores with strong binding
energy (see Chapter 5), which may only be reached on these timescales if sucient thermal
energy is available.
Finally, to assess the stability of the CO2 towers formed in the simulations at Ts D 10 K
when deposition originates from the center of the box, we performed additional MD runs were
we heated the resulting structures during 200 ps, up to a temperature of 100 K. We observed
that the structures start to collapse at around 40 K to form a fully covering overlayer by the end
of the simulation. This shows that these articial towers are not equilibrium structures and we
do not expect to see them on experimental timescales.
6.4 Conclusions
The adsorption behavior of CO2 on amorphous solid water and the proton ordered, Fletcher
phase of ice Ih has been studied using a new pair potential for H2O–CO2 interactions. This
potential was tted to ab initio, CCSD(T) calculations on the gas phase H2O:CO2 complex and
was subsequently used in static calculations on CO2 adsorption at low coverages and in molecular
dynamics simulations of the deposition of CO2 layers on both kinds of ice surfaces. Following
the recent experimental claim of CO2 being a non-wetting molecule on water ices, we paid
specic attention to this aspect throughout the chapter.
In the gas phase, the binding energy of the H2O:CO2 complex is about twice as strong
as that of the CO2:CO2 dimer. Hence, one would expect CO2 to show full wetting behavior on
a H2O surface, instead of forming islands. This is also the main conclusion from this chapter.
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However, as experiments suggest, the di erence in strength between the CO2–H2O and the
CO2–CO2 interactions is much smaller in the presence of a water surface, than in the gas phase.
This can be understood if one considers that the hydrogen bonds between the water molecules
are much stronger still. This means that the water molecules will not easily accommodate the
CO2 adsorbants, leading to an e ective weakening of the CO2–H2O interactions.
From our study into the binding sites of CO2 on hexagonal ice, we nd that at low coverage,
CO2 molecules have no preference towards occupying binding sites which are spatially close
together, which would lead to the onset of island formation. From additional DFT calculations
on these structures, we showed that induced electrostatic interactions, which are not included
in the PP model, do not alter this behavior.
From dynamical simulations of the deposition of CO2 molecules on both types of ice
substrates we arrive at the same conclusion. Under typical laboratory conditions, in terms of
substrate temperature and deposition method, we observe no formation of CO2 islands on
either the crystalline or the amorphous ice substrates. Clustering of the CO2 molecules was
only observed using a rather unphysical deposition method (always from the same point), when
the substrate temperature is very low (10 K).
With increasing CO2 coverage, we observe a decreasing binding energy. In the multilayer
regime, our results are in good agreement with the TPD experiments by Noble et al. [44], but we
do not see any hints of island formation, as derived from the experimental results. Because the
complicated double-peaked TPD spectra, on which this conclusion was based, is only observed
on ASW, and not on crystalline ice, we rather believe these spectra to result from the substrate
morphology, and not from the intrinsic wetting behavior of CO2 on water surfaces. Especially
small pores on the substrate surface may play an important role. Even though the ice is char-
acterized as non-porous, small pores could still be present and may provide favorable binding
pockets which can lead to the complicated TPD spectra. In our MD simulations, we indeed see
hints of CO2 molecules moving into nanopores on the surface. To quantify this however, follow-
up investigations into the long-timescale, thermal behavior of H2O:CO2 systems are needed.
Regarding the energetics of the wetting behavior, the experimental di erence in binding energy
between the submonolayer and multilayer regime, which should lead to island formation, is
less than 10 meV. This is much less than the binding energy di erences which we observe
from site to site, arising from the local structure of the water ice. We therefore believe this is
insucient to lead to the formation of islands. Finally, in similar TPD experiments of CO2 on
ASW by Edridge et al. [200, 201], the complex TPD peaks are not observed, albeit they arrive at
very di erent desorption energies.
With this chapter we have presented, and tested, a set of intermolecular forceelds for the
atomistic modeling of mixed H2O:CO2 systems. The forceelds are computationally ecient
and can be used in future research to study more complex processes in the bulk of the ice, to
shed more light on the segregation of mixed ices in the interstellar medium.
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chapter7
Diﬀusion-desorption ratio of adsorbed CO
and CO2 on water ice
Diﬀusion of atoms and molecules is a key process for the chemical evolution in
star-forming regions of the interstellar medium. Accurate data on the mobility of
many important interstellar species is often not available, however, which seriously
limits the reliability of models describing the physical and chemical processes in
molecular clouds. Here we aim to provide the astrochemical modeling community
with reliable data on the ratio between the energy barriers for diﬀusion and desorption
for adsorbed CO and CO2 on water ices. To this end, we used a fully atomistic, oﬀ-
lattice kinetic Monte Carlo technique to generate dynamical trajectories of CO and
CO2 molecules on the surface of crystalline ice at temperatures relevant for the
interstellar medium. The diﬀusion-to-desorption barrier ratios are determined to
be 0.31 for CO and 0.39 for CO2. These ratios can be directly used to improve the
accuracy of current gas-grain chemical models.
This chapter has been published as:
L.J. Karssemeijer and H.M. Cuppen, “Diﬀusion-desorption ratio of adsorbed CO and
CO2 on water ice,” Astronomy & Astrophysics 569, A107 (2014).
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7.1 Introduction
Di usion on icy dust grains is a fundamental process in the chemical evolution of molecular
clouds [6, 8, 10]. The main reason is that many of the key molecular species are believed to
be formed through the di usive Langmuir-Hinshelwood mechanism on dust grain mantles.
At low temperatures, the surface chemistry is dominated by hydrogenation reactions, while at
higher temperature, larger species become mobile and lead to the formation of complex organic
molecules. In both domains, di usion is often the rate-limiting step. Furthermore, di usive
processes determine the structure of the ice and lead to trapping of molecular species. Hence,
di usion strongly inuences the conditions under which species are released back into the gas
phase as the cloud collapses.
Despite its critical importance, di usion is a poorly understood process in the eld of
astrochemistry. As the amount of chemical complexity in modern gas-grain simulation codes
continues to grow, this lack of knowledge is becoming an increasingly serious bottleneck that
limits the accuracy of the models.
The most recent astrochemical models are capable of simultaneously modeling the chem-
istry in the gas-phase, which is relatively well understood, and on the grain surfaces, which is
treated by a (possibly multilayered) stochastic or rate-equation method [59, 239–241]. In these
models, each species i is assigned a binding energy to treat desorption, Ebind;i , and an energy
barrier for grain-surface di usion, Edi ;i . Usually, the desorption energies are relatively well
dened (at least for the stable species) from either experiment or theory, but this is not the
case for the di usion energy barriers. Because reliable data are often not available, most mod-
els assume the di usion energy to be a universal, xed fraction, f , of the desorption energy:
Edi ;i D fEbind;i .
The use of this fraction is a key limitation for the models, rst and foremost because
there is no fundamental physical argument for such a universal ratio to even exist. Instead,
this ratio depends on the di using species, the substrate, the surface coverage, and possibly
on temperature. For this reason the fraction f is very poorly constrained and values between
0.3 and 0.8 are used by the modeling community [50, 77, 167]. As shown by Vasyunin and
Herbst [59], however, the value of f seriously inuences the outcome of the models. Secondly,
from a microscopic point of view, there are also obvious problems with the concept of using
a single di usion and a single desorption barrier because they both vary strongly from site to
site, especially in the amorphous ices in the interstellar medium (see Chapter 5). Inclusion
all these local chemical details is not possible for current models, however, and this might not
even be necessary because they aim to provide a more macroscopic view. For this purpose, a
single di usion barrier per species might well be sucient and may even be desirable, in view
of simplicity. But then, this should be a well-constrained species- and environment-specic
value. Especially when considering the eciency of reactions with an activation barrier, it is
crucially important to know whether the di usion rate is higher or lower than the reaction rate.
Finally, from a practical point of view, an accurate value of f is also important because it a ects
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Fig. 7.1 · Surfaces of the hexagonal ice substrates used in this chapter. The proton-ordered Fletcher sample
is shown on the left, the right panel shows the disordered substrate. Dangling OH bonds are
shown in blue.
the conditions under which the accretion limit is reached and thereby whether or not modelers
should use stochastic models.
The purpose of this chapter is to provide the astrochemical modeling community with
more accurate data on the energy barriers for surface di usion and thermal desorption of two
of the key astrochemical molecules, CO and CO2, on two forms of crystalline water ice. With
these data, the accuracy of the models can be improved by making the ratio f species-specic
for at least these two molecules.
7.2 Computational methodology
The di usion and desorption barriers presented here have been calculated using the methods
outlined in the previous chapters. Summarizing, the calculations are performed using the
adaptive kinetic Monte Carlo (AKMC) technique [121], as implemented in the EON software
package [130, 242]. This is an o -lattice kinetic Monte Carlo (KMC) technique that combines the
atomistic detail from molecular dynamics simulations with the ability of probing long timescales
of kinetic Monte Carlo. This makes it specically suitable for studying the details of di usive
processes under astrochemical conditions. To describe the interactions between the molecules,
the set of force elds described in Appendix B is used. The H2O molecules are described
using the TIP4P/2005fpotential [207]. Interactions between water and CO are described in
Chapter 5 and interactions with CO2 in Chapter 6. The desorption barrier for each of the surface-
binding sites discovered by the AKMC simulations was calculated with respect to the energy of the
structurally relaxed isolated substrate and the CO or CO2 admolecule. Corrections accounting
for the quantum mechanical zero point energy contribution to the desorption barriers were
applied to all results following the method from Appendix D, to allow for a direct comparison
with experimental values.
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Fig. 7.2 · Distribution of binding energies of CO and CO2 on the various crystalline ice substrates. The
dashed lines indicate the time-averaged binding energies from the kinetic Monte Carlo simulations
for CO and CO2 at T D 25K and T D 70K.
The surface di usion of CO and CO2 was studied on the basal plane of two forms of
hexagonal ice (ice Ih). The rst is the most common form of crystalline ice, which is character-
ized by a random hydrogen bond network between the oxygen atoms, which sit on tetrahedrally
coordinated lattice sites. This partially disordered structure also leads to a random pattern of
dangling OH bonds sticking out of the surface, which are known to strongly inuence the local
binding energy on the surface [161, 233]. The second form of hexagonal ice is the so-called
Fletcher phase [234]. This form of ice also has a random hydrogen bond network in the bulk,
but has an ordered dangling proton pattern on the surface, with the OH bonds aligned in paral-
lel rows (along the y-axis). This ordered structure is believed to minimize the surface energy
and may therefore be the thermodynamically most stable form of hexagonal ice under typical
dense cloud conditions [231, 232]. These two samples are referred to as the ‘disordered’ and the
‘Fletcher’ substrate in the remainder of this chapter. The surfaces of the substrates are shown
in Fig. 7.1.
Both samples were created following the procedure given in Section 6.2.3.1 and contain
672 H2O molecules with a bulk density of 0.94 g cm 3. They have dimensions of 3131Å2, with
periodic boundary conditions applied along the x; y-plane, parallel to the surface. Because we
are only interested in the dynamics of the adsorbed CO or CO2 molecules, the water molecules
were constrained from movement, which prevents the morphology of the ice from evolving
during the simulation. Because of this constraint, the substrate cannot fully accommodate the
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admolecules, which typically leads to slightly lower desorption and surface di usion barriers [161,
Chapter 5]. The magnitude of this e ect was evaluated by also performing simulations on the
Fletcher substrate where the topmost 448 H2O molecules were completely free. When the water
molecules were allowed to move, we refer to the substrate as ‘free’, when they were constrained
from movement, we use the term ‘frozen’.
7.3 Results
Using the AKMC scheme, the surface binding sites of CO and CO2 were determined on each
of the hexagonal ice substrates. The number of binding sites is listed in Table 7.1 and the
corresponding distribution of binding energies is shown in Fig. 7.2. The distribution of binding
energies is the widest on the proton-disordered substrate for both CO and CO2. This is because
the local variation in the arrangement of the dangling OH bonds has a strong inuence on
the binding energy of small adsorbed molecules. On the Fletcher substrate, the binding sites
show more similarity and the distribution of binding energies is sharper. Especially for CO2,
two distinct types of binding sites appear on this substrate. These are discussed in detail in
Chapter 6. There is still some site-to-site variation, which arises from the disordered hydrogen
bond network in the bulk of the ice. As expected, the binding energies on the frozen Fletcher
substrate are systematically lower than on the free sample.
The mobility of CO and CO2 was studied by generating KMC trajectories at temperatures
between 15 K and 50 KK for CO, and between 50 K and 100 K for CO2. From these trajectories,
the di usion constants,D, were extracted from the mean squared displacement of the respective
admolecule as a function of time [243]:
D D lim
t!1
1
2dt
D
jr.t/   r.0/j2
E
: (7.1)
Here, d refers to the dimensionality, which is equal to 2 in the case of surface di usion. As shown
in Fig. 7.3, the di usion constants show an Arrhenius behavior as a function of temperature:
D.T / D D0 exp

 Edi 
kBT

: (7.2)
By tting this expression to the data, the e ective activation barrier for di usion, Edi , and the
pre-exponential factor D0 were determined (see Table 7.1).
The KMC trajectories were also used to determine the binding energies. These were time-
averaged over the whole simulation at temperatures of 25 K for CO and 70 K for CO2. Because
most time is spent in the strongest binding sites, the binding energies are at the edges of the
distributions in Fig. 7.2. On the frozen substrates, the strongest binding energies are found
on the proton-disordered ice for both CO and CO2. Using these binding energies, the ratio
Edi =Ebind was determined for each adsorbate/surface combination. For CO, this ratio is 0.31
on average, whereas for CO2 a value of 0.39 is found.
The simulations themselves provide very well constrained, reproducible energy barriers
for di usion and desorption, which results in only small uncertainties on the ratio f for a given
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Fig. 7.3 · Surface di usion constants for CO and CO2 on the various crystalline ice substrates.
substrate. When comparing the di erent crystalline substrates, however, variations in f on
the order of 10 % are observed because of the di erent dangling-proton patterns. Compared
with the values between 0.3 and 0.8 used in chemical models, however, these variations remain
small.
The ordered surface of the Fletcher phase leads to a highly anisotropic surface di usion.
CO and CO2 are both found to di use more rapidly along the y-direction, parallel to the dangling
OH bonds, than along the perpendicular, x-direction. To study this e ect, separate analyses
were made on the one-dimensional di usion along these two directions by calculating the one-
dimensional mean squared displacements and using Eq. 7.2. The di usion is found to follow
an Arrhenius behavior in one dimension as well, and the activation barriers for the x- and y-
directions are also listed in Table 7.1. For both adsorbates, the activation energies are higher
along the x- than along the y-direction. Similar to the e ect on the binding energies, however,
the e ect is signicantly stronger for CO2 than for CO. For completeness, this analysis was
also performed on the disordered structure, where the di erence between the energy barriers
between the two direction is less than half of the di erence on the Fletcher-phase surface. The
anisotropy on the disordered substrate arises mainly because of the nite size of the sample,
which still introduces some inequality between the x- and y-directions.
7.4 Discussion
Surface di usion and desorption are complex processes on the microscopic scale that strongly
depend on the local molecular environment. To describe them eciently in grain-surface chem-
ical codes, however, a simplied treatment is needed. In present-day codes, this simplication
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is achieved through a global ratio f D Edi =Ebind that is used to dene the di usion energy
barrier based on the binding energy of the specic molecular species. From our calculations, we
have determined f for CO and CO2 based on the absolute values ofEdi  andEbind on crystalline
water ice. Although using these species-specic values arguably is an a priori improvement over
using a single value for all species, we discuss the validity and assumptions of the calculations
below.
The rst point to address is the crystalline nature of the water ice substrates we used.
Because interstellar ices are believed to be mostly amorphous, the question naturally arises
what e ect this has on the di usion to desorption energy ratio. From our previous work on
CO dynamics on amorphous solid water (ASW) ice (see Chapter 5), we know that the mobility
of CO is strongly related to the presence of strong binding nanopores on the amorphous ice
surface. These sites can have binding energies in excess of 200 meV and can e ectively immo-
bilize adsorbed CO molecules. However, these pores do not only increase the e ective di usion
energy barrier, but also the average binding energy. Thus, the e ect on f of the amorphicity of
the substrate will be weaker than the e ect on the binding and di usion energies themselves,
compared with crystalline ice. Although a direct calculation of f on ASW at T D 25K is com-
putationally not feasible, we calculated the ratio to be 0.42 and 0.36 for CO on amorphous ice
where the surface pores are partially occupied with either three or six additional CO molecules
(see Table 7.1).
These values for ASW with an increased adsorbate coverage are not only similar to those
on crystalline ice, they may also be more relevant for the interstellar medium than values on
the bare ASW substrates. The reason is that the ASW nanopores in molecular clouds are likely
to be occupied by species like molecular hydrogen, which is far more abundant and di uses
more rapidly than CO or CO2. In addition, there might not be so many nanopores in interstellar
ices because they may simply not survive the long timescales because of pore collapse [35] or
because of energy release by exothermic reactions in the pore sites.
The second point is that in most of the calculations we have made use of frozen substrates,
where the water ice itself cannot evolve in time. This simplication e ectively lowers the energy
barriers for both di usion and desorption. The di usion-to-desorption ratio, however, remains
largely una ected, as is clear from comparing the results on the Fletcher substrate, which we
simulated in both the free and frozen form.
This discussion shows that chemical models with a relatively fast di usion (f between
0.3 and 0.5) are most realistic for describing the reaction rates with CO and CO2. Di usion of
these species is underestimated in models using higher ratios (0.5–0.8). This is hardly surpris-
ing because these high ratios are based on the experiments on H2 formation through H atom
recombination [25, 26]. For these light atoms, the mechanisms underlying di usion and des-
orption may be very di erent from the small, van der Waals-bonded molecules considered here;
especially given the discussion on the possibility of H atom tunneling [27, 244]. Furthermore,
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the value of Ebind from Katz et al. [25] was given as a lower bound, which means that the ratio
f based on these experiments (0.77) is actually an upper bound.
As long as no additional data are available, we recommend using the lower ratios presented
here for other small, neutral molecules on water-dominated substrates as well. For radical, light
atomic, and charged species, however, the di usion and desorption mechanisms are most likely
very di erent, and the low ratios we found here may not be appropriate at all. The same holds
for di usion on substrates other than water ice. Here, more research is clearly needed.
7.5 Conclusions
We have presented simulation results on the surface di usion and desorption energy barriers
for CO and CO2 on crystalline water ice. The di usion-to-desorption barrier ratio is one of the
crucial ingredients in current astrochemical gas-grain models, and the accuracy of the models
can be signicantly improved by using species-specic ratios of 0.31 for CO and 0.39 for CO2.
These new data close but a small gap of the missing information, and it is up to the
astrochemical community to constrain these ratios as well as possible for the other key species
and substrates.
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appendixA
Coarse-graining
Kinetic Monte Carlo simulations are particularly useful for simulating long timescale dynamics
of systems which have a clear separation of timescales between vibrational motion and the rele-
vant rare events in the system. When running adaptive kinetic Monte Carlo (AKMC) simulations
however, it is not unusual to nd processes which have rather low barriers compared to the
events of interest. The occurrence of such low barrier processes leads to the situation where
these events will be executed very often before, eventually, an interesting barrier is crossed. Even
though a single kinetic Monte Carlo (KMC) step is computationally cheap, hopping between two
states thousands, or even millions, of times eventually becomes quite CPU-time consuming. To
prevent this from happening a coarse-graining (CG) algorithm can be used.
A CG algorithm can group states which are joined by low barriers to form a composite
state, as illustrated in Fig. 3.5. Inside these composite states, the time evolution is then described
by the CG algorithm and no longer by the KMC algorithm itself. The CG algorithm applied in this
thesis was proposed by Pedersen et al. [135] and relies on absorbing Markov chain theory [134]
to describe the time evolution inside the composite states.
A.1 Absorbing Markov chains
To derive the absorbing Markov chain formalism, consider a system in which a composite state
has already been formed. In general, this composite state contains s states which are connected
to r other states, outside the composite, referred to as absorbing states. As an example, the
situation for s D 2 and r D 6 is schematically depicted in Fig. A.1. Initially, the system is in the
composite state at time t D 0. From this situation, a method is needed to nd the time at which
the system leaves the composite state and the transition state through which this occurs.
Reaction rates from state i to state j are denoted by ki;j . Rates inside the composite state
are denoted by kinti;j and rates from the composite state to one of the absorbing states by k
ext
i;j .
Rates between absorbing states and rates of processes entering the composite state do not need
to be included because the theory only describes the time evolution of the composite state.
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Fig. A.1 · Schematic representation of a composite state consisting of states 1 and 2 and 6 absorbing states,
labeled 3–8. Rates of processes inside the composite state are denoted by kint
i;j
and rates of
processes leaving the composite are denoted by kext
i;j
.
The system is described by the time-dependent probability vector P.t/, which contains
the probability vectors of both the composite states PS .t/ and the absorbing states PR.t/:
P.t/ D
 
PS .t/
PR.t/
!
D
0BBBB@
P1.t/
P2.t/
:::
PsCr .t/
1CCCCA : (A.1)
The reaction rates govern the time evolution of the system through the time derivative of this
vector:
PP.t/ 
 
T ss 0sr
Rrs 0rr
!
P.t/  VP.t/; (A.2)
where the s  s matrix T is equal to0BBBBB@
 P0sCriD1 k1;i kint2;1    kints;1
kint1;2  
P0sCr
iD1 k2;i    kints;2
:::
:::
: : :
:::
kint1;s k
int
2;s     
P0sCr
iD1 ks;i
1CCCCCA ; (A.3)
and the sums on the diagonal elements include both the internal rates, kint, and the rates of
processes leaving the composite state, kext. The primes on the sums indicate that the terms
with ki;i are omitted. The r  s matrix R is equal to0BB@
kext1;sC1 kext2;sC1    kexts;sC1
:::
:::
: : :
:::
kext1;rCs kext2;rCs    kexts;rCs
1CCA : (A.4)
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The solution to the di erential equation for the probability vector (A.2) is
P.t/ D exp .V t /P.0/ D
" 1X
nD0
tn
nŠ
V n
#
P.0/: (A.5)
By rewriting the n’th power of the matrix V as
V n D
 
T n 0
RT n 1 0
!
D
 
T 0
R 0
! 
T n 1 0
R 0
!
; (A.6)
the expression for the probability vector as a function of time can be written as
P.t/ D
"
1C
 
T 0
R 0
! 1X
nD1
tn
nŠ
 
T n 1 0
R 0
!#
P.0/
D
"
1C
 
T 0
R 0
! 
T  1 0
0 T  1
! 1X
nD1
tn
nŠ
 
T n 0
0 0
!#
P.0/
D
"
1C
 
1 0
RT  1 0
!( 
exp .T t / 0
0 0
!
 
 
1 0
0 1
!)#
P.0/
D
 
exp .T t / 0
RT  1 Œexp .T t /   1 1
!
P.0/: (A.7)
The matrix T is always invertible because by Gaussian elimination, it is easily seen that the
matrix T can be brought to a triangular form with nonzero, negative values on the diagonal.
The probability, PS .t/, for the system to be in the composite state at time t , can now be written
using Eqns. (A.1) and (A.7) as
PS .t/ D 11sPS .t/ D 11s exp .T t /PS .0/; (A.8)
where 11s is the row vector of length s with a one at every entry. By denition of the problem,
PS .0/ D 1 and PS .1/ D 0. The cumulative probability to escape from the composite state
is thus 1   PS .t/ and the corresponding probability density function is  dPS .t/dt . The average
lifetime,  , of the composite state can now be found by calculating the expectation value of t :
 D  
Z 1
0
t
dPS .t/
dt
PS .0/dt
D  
Z 1
0
t11sT exp .T t /PS .0/dt
D  11sT  1PS .0/: (A.9)
Besides the lifetime of the state, the process through which the system will eventually leave the
composite state also needs to be determined. Since the system cannot evolve any further once
it has entered one of the absorbing states, the state to which it escapes can be found from the
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Fig. A.2 · The coarse-graining method can result in the situation where one of the absorbing states is
connected to multiple states inside the composite state. In that case, knowledge of the probability
state vector at t D1 is not sucient to determine the exit mechanism from the composite state.
probability vector of the absorbing states, PR, of the system at t D 1. From Eq. (A.7), it is
found that:
PR.1/ D  RT  1PS .0/: (A.10)
This method for determining how the system will leave the composite state su ers from one
aw. To see this, consider the situation shown in Fig. A.2. In this case, there is a composite
state which contains states 1 and 2, which are both connected to several absorbing states. One
of the absorbing states however, can be reached from both states inside the composite state.
In this case, the probability vector of the system at t D 1 does not contain enough
information to determine how the system has left the composite state since it can reach state
3 from either state in the composite state. To circumvent this problem, the system can be
simplied a bit further by connecting each state inside the composite state to just one, ctitious,
absorbing state. The process rate to this state is set equal with to the sum of all the actual rates
leaving the state. After this operation, the system from Fig. A.2 is transformed to that shown
in Fig. A.3. The probability vector at t D 1 will now contain the probabilities to be in either
in one of the ctitious states 30 or 40. If it is in state 30, the system has left the composite state
via state 1 and if it is in state 40 then the escape must have taken place from state 2. The exact
escape process from either state 1 or 2 can then be determined by the usual n-fold way algorithm
(see Section 3.2) as is done for steps between regular states. An additional advantage of this
method is that the grouping of the absorbing states leads to a diagonal matrix R. This fact can
be exploited in the computer code by treating R as a vector, which saves a considerable amount
of memory allocation and matrix multiplications.
A.2 forming composite states 117
Fig. A.3 · By grouping all processes leaving the composite state from each contained state together the exit
state can be determined.
A.2 Forming composite states
With the theory of absorbing Markov chains, the time evolution of coarse-grained states can
be described within the KMC algorithm. To use the theory however, an additional algorithm
is needed to describe the formation of the coarse-grained states themselves. This algorithm
must be capable of identifying the states in which the KMC simulation tends to get stuck. In this
thesis, a particular approach proposed by Pedersen et al. [135] was used.
To describe the formation of composite states each state i in the KMC simulation is as-
signed a ctitious energy levelE 0i . This level is initially set to the true energy of the state Ei and
every time the simulation enters state i, it is increased by an amount
E 0i D 0
ESP;i  Ei
ESP;i  Emin : (A.11)
Here, 0 is a user-dened parameter, ESP;i is the energy of the saddle point (SP) through which
state i was entered andEmin is the energy of the most stable state encountered by the simulation
at that moment. If the simulation makes a step from state j to i , the two states are merged into
a composite state if either of the ctitious energy levels E 0j or E 0i is higher than the SP energy
ESP;i . The newly formed composite state is then also assigned a ctitious energy level, equal
to the highest of the two original ctitious levels E 0j and E 0i . Subsequently, the new composite
state is treated in the same manner as a non coarse-grained state by the KMC algorithm, only
now, the process to be executed and the time increment are generated according to the algorithm
from Section A.1.
The parameters 0 determines how quickly the system is coarse-grained and should be set
to a signicantly lower value than that of a low energy barrier in the system. In this thesis, a value
of 10 5 eV was used. If not constrained, this algorithm will form coarse-grained states containing
an arbitrarily large number of states. This is often undesired because this can remove valuable
microscopic detail from the simulation. To prevent this from happening, a limit can be set on
the maximum number of coarse-grained states in the simulation. In this way, it is possible to
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nd a suitable trade-o  between the amount of microscopic detail in the KMC simulation and
amount of time which can be covered.
appendixB
Interaction potentials
The results presented in this thesis rely heavily on a set of pair potentials to model the interactions
between H2O, CO, and CO2 molecules. Because they form the foundation of the work, we give
a full description of the model and their parameters in this appendix.
All molecules are treated based on their atomic coordinates and are fully exible within
their own intramolecular potential, V intra. Interactions between molecules are typically de-
scribed as the sum of an electronic contribution from a set of charges on each molecule and a
contribution accounting for the van der Waals forces.
Because the simulations use periodic boundary conditions, an interaction cuto  has to
be introduced to avoid interaction between particles and their periodic images. All interactions
are therefore smoothly truncated in a range rcut   d < jrj < rcut using a switching function:
S.x/ D 2x3   3x2 C 1; where x D jrj   rcut C d
d
: (B.1)
The cuto  distance rcut is set to 10Å and the width of the switching window d is equal to 1Å.
To avoid the situation where molecules are partly inside the truncation range, the switching is
based on the center of mass distance between the molecules. To avoid self-interactions between
periodic images, this means that the dimensions of the simulation box needs to be at least
2.rcut CLmol/, where Lmol is the largest atomic distance in the biggest molecule in the system.
In the following description, the molecules are numbered by Latin indices i; j; : : : and the
atoms within each molecule with the Greek indices ˛; ˇ; : : :. The position of atom ˛ in molecule
i is denoted by ri˛ and the shorthand ri˛-jˇ  ri˛   rjˇ is used to denote distance vectors. All
the parameters of the model can be found in Table B.1.
B.1 H2O–H2O
For most of results in this thesis, the TIP4P/2005f [207] potential is used to describe the inter-
actions between water molecules. This potential is a exible version of the rigid TIP4P/2005
potential [208], which was parametrized specically to model the condensed phases of water.
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Table B.1 · Potential parameters of the pair interaction model used in this thesis.
Intramolecular parameters
H2O CO CO2
qH 0.5564 e q
eq
C  0.470 e qC 0.6645 e
r
eq
O–H 0.9419 Å q
eq
O  0.615 e reqC–O 1.161 Å
d relO–M 0.13194 Å r
eq
C–O 1.1282 Å 
eq 180 deg
eq 107.4 deg D 11.2301 eV K 1.4610 3 eV deg 2
D 4.48339 eV a 2.3281 Å 1 K1 96.7 eV Å 2
a 2.287 Å 1 C 3.844 Å 1 K2 8.11 eV Å 2
K 1.1612310 3 eV deg 2 O 2.132 Å 1
Intermolecular parameters
H2O–H2O CO–CO CO2–CO2
OO 8.0310 3 eV ACO 1517 eV CO 4.227710 3 eV
OO 3.1644 Å AOO 6370 eV OO 7.152110 3 eV
ACC 361.4 eV CC 2.498910 3 eV
BCO 3.543 Å 1 CO 2.921 Å
BOO 4.252 Å 1 OO 3.064 Å
BCC 2.835 Å 1 CC 2.785 Å
CCO 15.19 eV Å6
COO 10.55 eV Å6
CCC 33.45 eV Å6
H2O–CO H2O–CO2
ACH 677.23 eV ACH 80.711 eV
AOH 537.70 eV AOH 40.450 eV
ACO 427.92 eV ACO 47.974 eV
AOO 6.8674107 eV AOO 5469.6 eV
BCH 4.5056 Å 1 BCH 3.00581 Å 1
BOH 4.5505 Å 1 BOH 3.52071 Å 1
BCO 2.7252 Å 1 BCO 2.47961 Å 1
BOO 8.0222 Å 1 BOO 3.92658 Å 1
CCH 1.9421 eV Å6 CCH 7.3953 eV Å6
COH 1.290310 3 eV Å6 COH 0.0854 eV Å6
CCO 70.378 eV Å6 CCO 19.872 eV Å6
COO 1.8897 eV Å6 COO 30.983 eV Å6
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Although it is not original for this thesis, a complete description of the model is given here for
the sake of completeness.
Fig. B.1 · Schematic representation of the geometry of a water molecule in the TIP4P/2005f potential.
In the TIP4P/2005f model, every H2O molecule is modeled with four interaction sites
(see Fig B.1). Three of these are situated on the the atomic sites (O,H1, and H2) and an additional
interaction site, M, is located on the H–O–H bisector, at a distance dO–M from the oxygen atom,
dened as
dO–M D d relO–M
 jrO-H1 j C jrO-H2 j :
The full interaction potential is the sum of the intramolecular contributions, V intra, and the
intermolecular part: V inter. The intramolecular part contains two Morse potentials to constrain
the O–H bond lengths and an harmonic potential to allow the H–O–H angle  to vary. The
intramolecular part is, for each molecule, equal to
V intra D VO–H1.rO-H1/C VO–H2.rO-H1/C VH–O–H./;
where
VO–Hi .rO-Hi / D Dr
˚
1   exp  ˇ  jrO-Hi j   reqO–H	2 ;
and
VH–O–H./ D 12K
 
   eq2 :
The intermolecular part of the interactions are the sum of the electrostatic interactions, V el,
between the charges of the hydrogen and the M sites, and a Lennard-Jones interaction, V vdW,
between the oxygen atoms. We thus have
V inter D V el C V vdW
D
NH2OX
i;jD1
i<j
X
˛DH1,H2,M
ˇDH1,H2,M
1
40
q˛qˇ
jri˛   rjˇ j
C
NH2OX
i;jD1
i<j
4OO
 
OO
jriO   rjO j
12
 

OO
jriO   rjO j
6!
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B.2 CO–CO
Every CO molecule is modeled with three sites: one on each atom and an additional site on the
center of mass (X). The complete potential contains a Morse interaction within each molecule
to constrain the C–O bond lengths and an intermolecular part consisting of electrostatic and
Buckingham interactions between each pair of sites:
VCO–CO D V intra C V es C V vdW
D
NCOX
iD1
D

1   exp ˚ a.jriC-iO j   r eqC–O/	2
C
NCOX
i ;jD1
i <j
X
˛DC,O,X
ˇDC,O,X
1
40
qi ˛ qjˇ
jri ˛-jˇ j
C
NCOX
i ;jD1
i <j
X
˛DC,O
ˇDC,O
"
A˛ˇ exp
˚ B˛ˇ jri ˛-jˇ j	   C˛ˇjri ˛-jˇ j6
#
;
where the charges depend on the following way on the atomic coordinates:
qiC D qeqC exp
˚ C  jriC-iO j   r eqC–O	;
qiO D qeqO exp
˚ O  jriC-iO j   r eqC–O	;
qiX D  qiC   qiO :
B.3 CO2–CO2
The CO2–CO2 interactions are modeled in a pairwise manner between the atomic sites. For
the intermolecular part, the EPM model by Harris and Yungh [209] is used. The intramolecular
interactions are modeled according to the model by Zhu and Robinson [210]. The full interaction
potential is the following:
VCO2–CO2 D V intra C V es C V vdW
D
NCO2X
iD1

K1
2

r2i1 Cr2i2

CK2ri1ri2 C K2 
2
i

C
NCO2X
i;jD1
i<j
X
˛DC,O1,O2
ˇDC,O1,O2
8<: 140 qi˛qjˇjri˛-jˇ j C 4˛ˇ
24 ˛ˇ
jri˛-jˇ j
!12
 
 
˛ˇ
jri˛-jˇ j
!6359=; ;
where i is the O–C–O angle in molecule i ,
qO D  0:5qC;
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and
ri1 D jriO1-iCj   reqC–O;
ri2 D jriO2-iCj   reqC–O;
i D i   eq:
B.4 H2O–CO
The interactions between the water and CO molecules are introduced in Chapter 4. The potential
contains an electrostatic part with the same charges on the molecules as in the H2O–H2O and
CO–CO potentials complemented with Buckingham interactions between each intermolecular
atom-atom pair to account for the van der Waals interactions:
VH2O–CO D V es C V vdW
NH2OX
iD1
NCOX
jD1
( X
˛DH1,H2,O
X
ˇDC,O
1
40
qi˛qjˇ
jri˛-jˇ j
C
X
˛DH1,H2,M
X
ˇDC,O
A˛ˇ exp
˚ B˛ˇ jri˛-jˇ j	   C˛ˇjri˛-jˇ j6
)
:
B.5 H2O–CO2
The H2O–CO2 interaction is introduced in Chapter 6 and is very similar in form to the H2O–CO
potential. The charges are the same as in the H2O–H2O and CO2–CO2 potentials and the van
der Waals interactions are described with a Buckingham potential:
VH2O–CO2 D V es C V vdW
D
NH2OX
iD1
NCO2X
jD1
( X
˛DH1,H2,M
X
ˇDC,O1,O2
1
40
qi˛qjˇ
jri˛-jˇ j
C
X
˛DH1,H2,O
X
ˇDC,O1,O2
"
A˛ˇ exp
˚ B˛ˇ jri˛-jˇ j	   C˛ˇjri˛-jˇ j6
#)
:

appendixC
CO–CO interaction potential
The CO–CO potential was rst published by Karssemeijer et al. [245], and was used in Chapter 5
to describe the dynamics of CO on amorphous solid water (ASW) at adsorbate coverages higher
than one single molecule. This appendix describes the details of the tting procedure of the
potential and the results of a test of its quality.
Following up on the work by Vissers et al. [246], the potential energy surface of the CO
dimer was calculated from a set of interaction energies on a grid of geometries. When the C–O
bond length is xed, four coordinates describe the geometry of the system: R, A, B, and  .
The distance R is the length of the vector R from the center of mass of monomer A to that
of monomer B. The angles  are between R and the vectors rCO(A) and rCO(B), which point
from the C to the O atom in the respective monomer. The dihedral angle  is between the
planes spanned by (R ; rA) and (R ; rB). The 4D grid consists of 7 A angles, 7 B angles, 6 
angles, and 13 R values (3.5, 3.75, 4.0, 4.25, 4.5, 5.0, 5.5, 6.0, 6.5, 7.0, 9.0, 15.0 and 20.0 Å). The
angles were chosen in order to enable a spherical expansion of the interaction energy (see below).
Calculations were performed for three C–O distances, i. e.molecule A was kept at the ground
state equilibrium distance re D 1:128 Å while molecule B has re , 1:1re , and 0:9re . The
interaction energy was found from CCSD(T) calculations using a standard aug-cc-pVQZ [247]
basis set with the Boys-Bernardi counterpoise correction. All calculations were performed with
the Molpro [212] program.
A spherical expansion of the potential [248] was made to analyze the potential energy sur-
face. This expansion was used to generate contour plots of the potential. When both molecules
are in one plane, there are two minima separated by a barrier. The lowest minimum, with
an interaction energy of  16.7 meV, occurs with the two CO molecules parallel with A and
B angles of 135ı and  135ı respectively, so with the two carbon atoms closest together. The
other minimum is at  15:5meV and for A and B at 60ı and  60ı respectively, with now the
oxygen atoms closest together. The center of mass distances for the minima are 4.5 Å and 3.7 Å
respectively.
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Table C.1 · Potential parameters for the CO–CO Buckingham potential.
Interaction Aij Bij Cij
(eV) (Å 1) (eV Å6)
C-C 361.4 2.835 33.45
C-O 1517 3.543 15.19
O-O 6370 4.252 10.55
For the adaptive kinetic Monte Carlo (AKMC) simulations, the spherical expansion pa-
rametrization is too expensive. Instead, the ab initio interaction potential was parametrized
as a site-site potential with electrostatic, exchange repulsion, dispersion, and intramolecular
contributions:
VCO–CO D Vel-st C Vexch C Vdisp C Vintra(A) C Vintra(B) (C.1)
The electrostatic part, Vel-st, contains interactions between charges located on each atom and
on the molecular centers of mass. The values of the charges are initially chosen to exactly
reproduce the dipole and quadrupole moments at the specic rCO. The moments were taken
from MCSCF/CCI calculations with the aug-cc-pVQZ basis set. The exchange repulsion and
dispersion terms are expressed as a Buckingham potential between the atomic sites in the dimer:
Vexch C Vdisp D
X
i2A
X
j2B
Aij exp
  Bij rij    Cij
r6ij
: (C.2)
The parameters Aij and Bij were optimized in a least squares procedure where all interaction
energies with a value below 25 meV were included. The limit of 25 meV was chosen in order to
focus the optimization of the potential on the bound part. The values of theBij parameters were
initially derived from the relation between standard Lennard-Jones C6 and C12 coecients and
the parameters used here [249]. The Bij parameters and the charges were then slightly adapted
in order to minimize the least squares standard deviation. All parameters for the Buckingham
potential are listed in Table C.1. It was found that the interaction energy could be well be rep-
resented only when the electrostatic term was made dependent on the intramolecular distance
jrC-Oj. More specically, the changes in the charges were made proportional to the changes in
computed charge as derived from the ab initio dipole and quadrupole moments:
qi D qeqi exp
˚ i  jrC-Oj   reqC–O	: (C.3)
The charges qeqi are  0:470 e on the C atom and  0:615 e on the O atom. The values of i are
3:844Å 1 and 2:132Å 1 for C and O, respectively. The parameters of the Buckingham poten-
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tial remain independent of rC-O. The intramolecular interactions within each monomer are
described with a Morse potential:
Vintra D D

1   exp   a.jrC-Oj   reqC–O/2 ; (C.4)
where D D 11:23 eV and reqC–O D 1:128Å are the experimental dissociation energy and equilib-
rium bond length. These agree to within 0.1 % with the ab initio calculations. The a parameter
was tted to reproduce the ab initiobond length dependence of the potential energy and has a
value of 2:328Å 1.
C.1 Quality of the potential
Contour plots were also generated from the site-site potential. Given the simple form of the
parametrized potential, the agreement between the full ab initio contours and the model contours
is satisfactory. In the in-plane case there are again two minimum energy structures separated
by a barrier, the energy ordering of the minima is however reversed and the center of mass
distances are somewhat di erent. The model molecules are softer than the ab initio molecules.
This is in part due to the bias in the selection of congurations used in the least squares t.
Nevertheless, the use of these model parameters in molecular dynamics (MD) calculations of
crystalline CO does not lead to large structural deviations from experiments, as becomes clear
from the analysis below.
The quality of the potential was tested by a series of MD simulations. These were based on
the analytical forces derived from the site-site potential, the velocity Verlet integration scheme,
and a Berendsen thermostat [88]. As a rst test, pure amorphous CO crystals consisting of
200, 300, 500, 800, and 1200 CO molecules were created. These crystals were grown by adding
CO molecules, one by one, to the previous molecules. Each new molecule was positioned at
10Å from the surface of the core formed by the molecules already present. The four angles
describing the initial orientation and center of mass position of the new molecule with respect
to the ones already present were determined by a random number generator. The energetically
most favorable nal position of the new molecule was then determined with the simplex method.
In this procedure the positions of the molecules already present were kept frozen. The energies
in the simplex procedure were derived from the site-site potential. When all CO molecules were
added the crystal was made to undergo temperature cycling in an MD procedure, in 6 K steps
from 0 K to 30 K and back to 6 K. At each temperature the crystal was kept for 200000 a.u. of
time (5 ps). As a second test, a series of crystalline samples was made, with a structure close
to that of ˛-CO (P213). First an 8  8  8 unit cell crystal was constructed using the standard
crystal data as input [250]. Then spherical cuts where made containing 221, 522, and 1055 CO
molecules. Also these crystals underwent the temperature cycling procedure described above.
The structure of the various samples is clearest when looking at the radial distribution
functions. Because there is little di erence in the radial distribution functions for the various
sizes we consider here only two specic examples: the amorphous sample containing 1200
128 co–co interaction potential
.
g
C
C
.r
/
C-C
Amorphous
Crystalline
Experimental
g
O
O
.r
/
O-O
Amorphous
Crystalline
Experimental
Ȣ ȣ Ȥ ȥ Ȧ ȧ Ȩ ȩ ȡȠ
g
C
O
.r
/
r (Å)
C-O
Amorphous
Crystalline
Experimental
Fig. C.1 · Radial distribution functions, g.r/, in arbitrary units, from 6K molecular dynamics simulations
of amorphous CO and crystalline ˛-CO. Data from the experimental crystal structure of ˛-CO is
shown for reference [250].
molecules and the crystalline sample with 1055 molecules. The distribution functions for these
samples are shown in Fig. C.1, together with the distribution from the standard ˛-CO crystal
structure. The distributions were obtained by averaging over the structures during the last
100 steps in the 5 ps re-equilibration run at 6K. The broad distributions of the amorphous
samples show clearly that these systems are still amorphous after the temperature cycling. The
crystalline systems show much sharper peaks and also reect a slightly higher density. The
most notable di erence between the two is the relatively short nearest neighbor O-O distance
in the amorphous crystals when compared with the crystalline sample. Due to temperature
broadening the split nearest neighbor peak seen in the experimental C-O distribution cannot be
seen in the MD simulations. Energy minimizations of the ˛-CO structure do show this feature,
however the splitting is less pronounced. From the crystalline sample, we calculated the density
at 6 K as 1.05 g cm 3. This compares well with the density of 1.03 g cm 3 derived from the X-ray
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based fcc unit cell length of 5.64 Å from Krupskii et al. [251]. The density of the amorphous
systems is about 2 % lower than that of the crystalline samples.
From the MD data, we have derived the specic heat of the crystal and made an estimate
of the binding energy that would be obtained for an innite crystal. The average specic heat
corresponds to 510 4 eV K 1. By extrapolating the data to 0K we estimate the cohesive energies
to be 81meV for the amorphous system and 84meV for the crystalline one. The latter compares
well to the experimental value of 86meV for crystalline CO [252].

appendixD
Zero point energy corrections
The potential energy functions for the H2O–CO, CO–CO, and H2O–CO2 interactions used in
this thesis were tted directly to ab initio calculations. When a potential is tted in this manner
however, the zero point energy (ZPE) will not be included in the binding energies. For these
kinds of system, the ZPE contribution can be quite signicant though. To correctly include
this contribution to the binding energies, we have estimated the magnitude of the ZPE in these
interactions and corrected all binding energies accordingly. For semi-empirical potentials, like
TIP4P/2005f, this correction was already made implicitly when tting the potential.
The contribution from the ZPE is straightforward to calculate in the harmonic approx-
imation but this often gives unreliable results. Therefore, we rst calculated by how much
the harmonic calculations are in error with respect to accurate bound state calculations of the
ground state energy in our tted potentials. We will explain the procedure for the H2O–CO
interactions below and then briey give the results for CO–CO and H2O–CO2 interactions as
well.
The method we used to calculate the ground state level of the H2O–CO complex is de-
scribed in detail in Groenenboom et al. [253]. The theory is given in van der Avoird et al. [254]. In
summary, the potential is accurately expanded as a function of the center of mass distance and
the four angles needed to describe the geometry, at xed monomer geometries1. The expansion
is made for the angular dependence at each point on a radial grid consisting of 113 equidistant
points between 2.22 Å and 10.05 Å. The ground state energy level of the complex described
with this expanded potential was then obtained by diagonalizing the appropriate Hamiltonian.
This Hamiltonian describes the internal rotations in the complex and the stretching of the in-
termolecular bond. The radial basis used for this calculation consisted of the ve lowest energy
eigenfunctions of the radial part of the Hamiltonian with the interactions calculated from the full
potential at the angular geometry corresponding to the global minimum. Coupled internal rotor
1 This rigid molecule simplication can be made because the monomer frequencies barely shift due to the interaction with
the other molecule.
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functions were used as the angular basis and the calculation was performed at zero total angular
momentum, J D 0. The dissociation energy, D0, of the complex was found to be 21.3 meV,
whereas the interaction energy in the global minimum, De , is 44.0 meV. This corresponds to a
ZPE of 22.7 meV. The harmonic analysis of the vibrational frequencies of the original potential
for the gas-phase complex gives a ZPE correction of 30.6 meV. An overestimate of 7.9 meV, more
than 30 % with respect to the rovibrational calculations.
In the harmonic approximation we also calculated the ZPE contribution from the H2O–CO
interactions for every state we found from the adaptive kinetic Monte Carlo (AKMC) simulations
of Section 5.2.2.2 on the unconstrained amorphous ice substrates. The average contribution
amounts to .19:0˙ 4:8/meV, considerably less than the contribution to the gas-phase complex.
From these calculations we estimate that the ZPE correction of .11:1˙4:8/meV for systems
with a CO molecule in a water-rich environment. All binding energies presented in this paper
have been corrected by this amount. In Chapter 4 we did not consider this e ect and we have to
assume that binding energies presented there are also too strong by about 11.1 meV, although a
slightly di erent H2O–CO potential was used there.
In the same way as for the H2O–CO potential, we made an estimate of the ZPE correction
on the CO–CO interactions for a CO molecule adsorbed on a CO-dominated ice. In this work,
this correction only plays a role in Section 5.2.2.5, where binding energies of CO on a H2O
surface (at high CO coverage) are calculated. The correction was found to be .14:2˙3:0/meV and
the binding energies we corrected accordingly. For the H2O–CO2 potential used in Chapter 6
nally, we found ZPE corrections of 46.7 meV on crystalline ice substrates and 36.4 meV on
amorphous solid water.
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Summary
Over the last decades, the discovery of molecular ices in the interstellar medium has truly revolu-
tionized the eld of astrochemistry. Driven by ever more accurate observational data, a plethora
of molecules has been discovered in the solid ice mantles of insterstellar dust grains. This led
to the realization that the chemistry in the solid state is a crucial ingredient for the chemical
evolution in the interstellar medium. To understand the underlying physics and chemistry, a
thorough knowledge of the role of these dust grains is imperative. For this reason, large scale
astrochemical models are used to explain the observed chemical abundances and to gain insight
in the physical conditions of these environments. With the prospect of even more accurate
observations from the Atacama Large Millimeter/submillimeter Array (ALMA) and the James
Webb Space Telescope (JWST) in the near future, these models need more and more detailed
input data on individual process rates and mechanisms.
The purpose of this thesis is to explore a new way to provide such data, based on computer
simulations at the atomistic level, i. e., treating each atomic coordinate in the system individually.
In particular, we aim to describe the dynamics of thermal processes like di usion, desorption,
and segregation which play an important role in the chemistry of interstellar dust grains because
they determine the structure of the ice mantles and often limit the chemical reaction rates. Be-
cause the typical temperature in dense molecular clouds is only tens of Kelvins, these processes
take place on much longer timescales than those under ambient conditions and this presents a
formidable trial from a computational point of view. The rst challenge we are faced with in this
thesis is therefore rather more technical than scientic in nature: to determine if the proposed
computational methodology is indeed able to describe the time evolution of molecular systems
under typical interstellar conditions.
From a computational point of view, there are two fundamental problems. The rst is that
interstellar dust grains, and their surrounding ice mantles have an amorphous structure. This
means that no two places in the system are the same and properties of molecular processes can
show large variations depending on the position at which they take place. Getting grasp on these
variations inevitably requires the simulation to sample process properties over suciently large
number of surrounding environments. Besides this demanding sampling, representing the
amorphous structure requires large simulation cells which further increases the computational
cost. The second problem is one of timescales and arises due to the fact that thermally activated
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processes in interstellar ices are in essence rare-event processes. For these processes, the time
between two events of interest is very long compared to the timescale of the “uninteresting”
events in the system: the molecular vibrations. Simulating this kind of dynamics requires
special computational methods which are able to separate these two time-scales in the system.
In this thesis, we try to address the issues above by using the adaptive kinetic Monte Carlo
method in combination with a set of (empirical) pair potentials to describe the interactions
between molecules. In Chapters 2 and 3 we motivate this choice and provide an introduction
and a theoretical background into the modeling techniques. In our approach, the timescale
problem is handled by the kinetic Monte Carlo technique. This stochastic method has proven
its value in the eld of astrochemistry but the combination with an atomistic description of
molecular systems has not been used before. Yet, it is precisely this combination which allows
us to deal with the second problem as well. Because the atomistic system is free to take any
local minimum conguration on the potential energy surface, amorphous structures are easily
handled1. By using a force eld description, the problems with simulating amorphous systems
are then largely solved. This use of ecient pair potentials also allows the simulation of relatively
large systems and an automated, unbiased method to locate transition states enables quick
sampling of the system’s complicated conguration space.
In Chapter 4 we put the proposed methodology to the test on the relatively simple case of
CO di usion on the surface of hexagonal water ice. From an astrochemical point of view, this is
an interesting system but the main novelty here is that the adaptive kinetic Monte Carlo method
is used for the rst time on a fully molecular system. We nd that the method is indeed capable
of modeling this system down to molecular cloud temperatures of 10 K and conclude that the
di usion constant of CO on hexagonal ice follows Arrhenius behavior with an activation energy
of 50 meV. To reach such low temperature however, we already have to push the computational
limits to obtain results, e. g., by using a distributed computing implementation and a coarse-
graining algorithm. Because the system still presents a rather ordered, semi-crystalline case,
we conclude that it is computationally not yet feasible to simulate the complete dynamics of
a complex, fully amorphous system, and we therefore need to concentrate on systems where
the ‘action’ is conned to a restricted region in the system. In this situation, adaptive kinetic
Monte Carlo provides a very powerful tool to gain unbiased insight into the thermally activated
processes in the system.
The di usion of molecular species is a key process in the surface chemistry in the in-
terstellar medium but very little is known about its properties. CO and H2O are the two most
common interstellar ice constituents and in this respect, the results on CO di usion from Chap-
ter 4 are highly relevant for the astrochemical community. However, because interstellar ices
have an amorphous structure, the truly interesting system to study is the di usion of CO on the
surface of amorphous water ice. As such, this is the subject of Chapter 5. There, the amorphous
ice substrates turn out to behave very di erently from the crystalline substrates, but also here,
1 This is in sharp contrast to traditional kinetic Monte Carlo simulations, where the system is conned to predened lattice
positions.
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we are able to model the di usion process successfully. The main di erence lies in the porosity
of the substrate. Although the samples are too small (0.3 nm) to be considered experimentally
porous they contain a variety of adsorption sites. These include strong binding sites dubbed
‘nanopores’ which turn out to be crucial for the mobility of adsorbed CO. At low coverages, CO
quickly nds its way into these pores where it becomes e ectively immobilized. Simulations
at higher coverages show that once these nanopores are occupied, di usion readily proceeds at
rates approaching those on crystalline samples.
In addition to the theoretical calculations, Chapter 5 also presents the results of an experi-
mental investigation. In these experiments, the di usion of CO through amorphous solid water
is analyzed by measuring the desorption rate of CO, following the traversal through a slab of
porous water ice held at a specic temperature. By using an analytical solution of Fick’s second
law, the di usion rates are extracted from the experiments and reasonable agreement with the
simulations is found. Interestingly, the analysis of a specic infrared spectral feature of CO
attributed to interactions with dangling OH bonds in the ice provides tentative evidence that
surface nanopores are indeed the strongest binding sites for CO.
After H2O and CO, the third main constituent of interstellar ices is carbon dioxide. In
Chapter 6, we include also this species in the model by developing a new force eld for the
interactions between H2O and CO2. Mixed ices of water and carbon dioxide are a very inter-
esting subject because astronomical observations have provided evidence that CO2 and H2O
can segregate into separated pockets in the ice. As a rst step to understand this process, we
simulate the dynamical behavior of CO2 on amorphous and crystalline water surfaces. In this
study, we pay specic attention to the wetting behavior of the adsorbant because of a particular
recent experiment, where it was claimed that CO2 layers grow in an island-wise manner on
amorphous solid water. In our simulations however, we are not able to reproduce this process.
Also after carefully checking the interaction potential and the e ect of induced electrostatic
interactions, we still do not see signs of island formation. A study of the binding energies of
CO2 as a function of surface coverage shows good agreement with the experiment though, as
well as with other experimental studies.
The nal chapter of this thesis is dedicated to providing the astrochemical community
with parameters which can directly be used to improve upon the accuracy of the astrochemical
models. In the previous chapters we have shown that adaptive kinetic Monte Carlo can be used to
study thermal processes in ices with great detail but in order to be useful for the community, the
data needs to be reduced and essential process properties have to be extracted and parametrized.
In current astrochemical models, the energy barrier ratio of di usion to desorption is such a
parameter but due to the lack of reliable data, this value is commonly chosen in a rather ad-hoc
manner between 0.3 and 0.8. In Chapter 7, we present a direct calculation of this parameter,
which we nd to lie between 0.3 and 0.4 for CO and CO2 on water ice substrates.
The results presented in this thesis are a rst attempt of using atomistically detailed
computer simulations for the modeling of long-timescale thermal processes in interstellar ices.
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We have shown that the approach is indeed feasible and this should provide motivation for
others to perform similar studies on other crucial processes for astrochemistry.
Samenvatting
In de afgelopen decennia is het onderzoek naar chemie in de ruimte in een heuse stroomversnel-
ling geraakt. Met de komst van krachtige ruimtetelescopen zijn er steeds exotischer moleculen
ontdekt in moleculaire wolken en is duidelijk geworden dat hun chemische diversiteit veel gro-
ter is dan aanvankelijk werd aangenomen. Sinds de ontdekking van waterijs in de vaste fase is
tevens gebleken dat de aanwezigheid van miniscule stofdeeltjes1 een cruciale factor is in deze
rijke chemie. Ondanks het extreme hoge vacuüm in deze objecten speelt de vastestofchemie
dus een onmiskenbaar belangrijke rol. Om de fyische en chemische processen in deze gebieden
te begrijpen maken wetenschappers gebruik van grootschalige modellen waarmee de volledige
evolutie van moleculaire wolken kan worden beschreven. Deze modellen zijn echter dusdanig
groot, dat ze afhankelijk zijn van een groot aantal externe parameters die de eigenschappen
beschrijven van de fundamentele onderliggende processen. Met name de parameters met be-
trekking tot de chemie op de stofdeeltjes zijn grotendeels onbekend of onnauwkeurig, en dit
vormt een groot probleem voor de betrouwbaarheid van de astrochemische modellen. Met de
komst van nieuwe, nog krachtiger telescopen zoals de Atacama Large Millimeter/submillimeter
Array (ALMA) and the James Webb Space Telescope (JWST), wordt dit gebrek aan informatie
enkel nog nijpender in de toekomst en zal de vraag naar nauwkeurige procesparameters alleen
maar groeien.
Het doel van het onderzoek in dit proefschrift is het bepalen van parameters van be-
langrijke astrochemische processen aan de hand van numerieke simulatiemodellen. Hierbij
proberen we zoveel mogelijk detail in de moleculaire structuur te behouden en beperken we
ons tot thermisch geactiveerde processen zoals di usie, desorptie en segregatie. Om de struc-
tuur op atomair niveau te beschrijven maken we gebruik van zogenoemde atomistische simu-
latiemodellen. De grootste uitdaging bij dit type simulaties in astrochemische context wordt
veroorzaakt door de extreem lage temperatuur in moleculaire wolken. Deze ligt typisch rond
enkele tientallen Kelvins wat ertoe leidt dat processen slechts zeer zeldzaam plaatsvinden en we
de tijdsevolutie van het systeem over veel langere tijdschalen moeten simuleren dan nodig zou
zijn bij hogere temperatuur. Om dit probleem aan te pakken hebben we niet alleen krachtige
computers nodig, maar moeten we ook afstappen van het gebruik van traditionele simulatietech-
1 Met een straal van ongeveer één nano- tot één micrometer.
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nieken zoals moleculaire dynamica. De eerste horde die in dit proefschrift genomen wordt, is
daarom niet zozeer wetenschappelijk, maar eerder numeriek van aard. Deze betreft het opzetten
van een geschikte simulatiemethodologie voor het modelleren van moleculaire systemen onder
interstellaire omstandigheden.
Computationeel gezien zijn er twee problemen. Het eerste is dat de interstellaire stof-
deeltjes, en hun omhullende ijsmantels, een amorfe structuur hebben. Hierdoor zijn er, in
tegenstelling tot kristallijne systemen, grote variaties in de lokale moleculaire structuur waar
proceseigenschappen sterk door worden beïnvloed. Om deze invloed te begrijpen is het nodig
om de processen te bestuderen op een groot aantal verschillende posities in het systeem, zodat
de verschillen in kaart kunnen worden gebracht. De amorfe structuur leidt er dus toe dat een
proces niet één, maar vele malen bestudeerd moet worden, wat in het algemeen een tijdrovende
klus is. Daarnaast is er voor de simulatie van amorfe structuren een groter aantal moleculen
nodig dan voor kristallijne systemen omdat er geen simpele, zichzelf repeterende, eenheidscel
is. Ook dit verhoogt de benodigde rekentijd van de simulatie. Het tweede probleem dat zich voor-
doet is een direct gevolg van de lage temperatuur, en de bijhorende lange tijdschalen. In onze
systemen vinden de snelste atomaire bewegingen (molecuultrillingen) met een veel grotere
frequentie plaats dan de processen waar we in geïnteresseerd zijn. Dit soort systemen worden
zeldzame-proces-systemen genoemd en, zoals gezegd, zijn er speciale technieken voor nodig
om deze te kunnen bestuderen met een computermodel.
De methodologie die ons voor ogen staat, bestaat uit het gebruik van de zogenaamde adap-
tive kinetic Monte Carlo methode in combinatie met een eciënte set (empirische) paarpotentia-
len, waarmee de interacties tussen de moleculen kunnen worden beschreven. In Hoofdstukken
2 en 3 wordt de motivatie voor deze keuze gegeven, alsmede de theoretische achtergrond die ten
grondslag ligt aan de methode. Kinetische Monte Carlo is een simulatietechniek die bij uitstek
geschikt is voor het beschrijven van zeldzame-proces-systemen. Binnen de astrochemie heeft
deze methode al de nodige roem behaald maar de combinatie met een atomistische beschrijving
van het systeem is nog onontgonnen terrein. Voor ons doel is het juist deze combinatie die de
methode geschikt maakt. Door de atomistische beschrijving aan de hand van paarpotentialen
zijn de atomen in het systeem vrij om elke conguratie aan te nemen. Er is dus geen enkele
van tevoren opgelegde structuur in het systeem (bijvoorbeeld een kristalrooster), waardoor het
beschrijven van een complexe amorfe fase geen probleem vormt. Het bijzondere van de Adaptive
kinetic Monte Carlo methode is bovendien de geautomatiseerde routine om mogelijke thermi-
sche processen te ontdekken, zonder menselijke tussenkomst. Voor het modelleren van amorfe
systemen is een dergelijk algoritme onmisbaar, aangezien de structuur van deze systemen veel
te complex is om de mogelijke processen op basis van chemische intuïtie te kunnen voorspellen.
Een extra voordeel van de paarpotentialen is dat ze erg eciënt zijn qua rekentijd, waardoor het
ook mogelijk is om relatief grote systemen, bestaande uit honderden moleculen, te beschrijven.
In Hoofdstuk 4 passen we de hierboven beschreven methode voor het eerst toe op een vrij
eenvoudig probleem: de oppervlaktedi usie van CO aan het oppervlak van hexagonaal waterijs.
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Astrochemisch gezien is dit een interessant systeem maar de noviteit zit hem met name in het
toepassen van de adaptive kinetic Monte Carlo methode op een volledig moleculair systeem, wat
nog niet eerder is gedaan. De methode blijkt goed te werken en stelt ons in staat de di usie
van CO te modelleren, zelfs bij de laagst bestudeerde temperatuur van 10 K. Het di usieproces
laat zich goed beschrijven door een Arrhenius-functie met een activatie-energie van 50 meV.
Ondanks dit succes moet wel worden toegegeven dat de benodigde rekentijd hoog is, ondanks
het gebruik van een grofkorrel-algorithme (coarse-graining) en een gedistribueerd rekennetwerk.
Omdat dit oppervlakteproces in een semikristallijn systeem1 nog eenvoudig is vergeleken met
een volledig bulk process in een amorf systeem concluderen we dat we ons moeten beperken
tot systemen waar de processen zich in een welgedenieerde subregio van het systeem afspe-
len, zoals het oppervlak. Voor dit soort systemen is adaptive kinetic Monte Carlo een bij uitstek
geschikte methode om proceseigenschappen mee te bestuderen.
In de astrochemie is oppervlaktedi usie cruciaal omdat dit process voor veel reacties
aan het oppervlak van stofdeeltjes de snelheidslimiterende proces stap is. Helaas is er slechts
weinig bekend over de di usie van veelvoorkomende astrochemische moleculen zoals water en
CO. Vandaar dat de resultaten uit Hoofdstuk 4 interessant zijn voor astrochemici, hoewel het
semikristallijne oppervlak een grote simplicatie is ten opzichte van de amorfe interstellaire
ijzen. In Hoofdstuk 5 gaan we daarom een stapje verder en modelleren we de oppervlaktedi usie
van CO op waterijs met een amorfe structuur. Hier ontdekken we dat het amorfe systeem zich
aanzienlijk anders gedraagt dan het kristallijne ijs vanwege de aanwezigheid van kleine poriën
(op sub-nanometer schaal) in het oppervlak waar het CO zeer sterk gebonden wordt2. Dit e ect is
zo sterk, dat, als er maar weinig CO geadsorbeerd is aan het oppervlak, dit allemaal in de poriën
kruipt waardoor de mobiliteit tot vrijwel nul reduceert. Wanneer de geadsorbeerde hoeveelheid
CO echter toeneemt, worden de poriën gevult, en benadert de mobiliteit die van CO op kristallijn
waterijs.
Naast de numerieke modellen worden er in Hoofdstuk 5 ook experimenten beschreven
waarin de di usie van CO in amorf waterijs wordt gemeten. Hiertoe wordt een gelaagd systeem
gecreëerd door een laag amorf waterijs bovenop een laag CO te deponeren. Dit systeem wordt
dan naar een constante temperatuur gebracht, die boven de desorptietemperatuur van CO ligt.
Het CO di undeert vervolgens door de bovenliggende waterlaag waar het, eenmaal aan het
oppervlak, desorbeert, de vacuümkamer in. Door middel van infraroodspectroscopie kan de
hoeveelheid CO in het waterijs worden gemeten. Dit gebeurt door de sterkte van het signaal
van twee afzonderlijke pieken in het spectrum van CO te bepalen. Uit de afname van dit signaal
als functie van de tijd kan de di usieconstante worden berekend met behulp van de tweede
wet van Fick. De resultaten van deze metingen zijn in vrij goede overeenstemming met de
numerieke resultaten uit het kinetische Monte Carlo model. Een interessant extra resultaat van
1 Omdat de waterstofbindingen in hexagonaal waterijs een willekeurig netwerk vormen is hexagonaal ijs niet een ‘echt’
kristal in de strikte zin van het woord.
2 Deze poriën moeten niet worden geassocieerd met de porositeit van amorf ijs, zoals deze experimenteel bepaald wordt.
Hiervoor zijn de poriën te klein.
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de experimenten is dat we één van de twee pieken in het spectrum niet zien afnemen, maar
juist zien toenemen als functie van de tijd. Deze piek wordt geassocieerd met CO moleculen
die gebonden zijn aan losse waterstofbruggen in het waterijs en de toename hiervan wijst er
mogelijk op dat de poriën in het ijs inderdaad de meest gunstige plaatsen zijn voor CO.
Na water en CO, is CO2 het derde meest voorkomende molecuul in interstellaire ijzen.
Gemixte ijzen van water en CO2 zijn in het bijzonder interessant omdat astronomische obser-
vaties erop wijzen dat de gemixte ijsvorm zich onder insterstellaire omstandigheden langzaam
ontwikkeld tot een structuur waarbij water en CO2 gescheiden zijn. De onderliggende mecha-
nismen achter dit segregatieproces zijn echter niet goed begrepen. In Hoofdstuk 6 zetten we
een eerste stap richting het oplossen van dit probleem en nemen we ook dit molecuul op in ons
model door een nieuwe paarpotentiaal te ontwikkelen voor de interacties tussen water en CO2.
Vervolgens gebruiken we de potentiaal om het groeiproces van lagen CO2 aan het oppervlak
van waterijs te bestuderen. Uit de simulaties concluderen we dat voor CO2, de vorming van een
dunne, homogene laag gunstiger is dan de vorming van kleine CO2 ‘eilandjes’ aan het oppervlak
van het ijs. Dit is opvallend aangezien het in tegenspraak is met de conclusie uit een recente-
lijk gepubliceerd experimenteel onderzoek. Om de verschillen te verklaren voeren we nog een
extra controle uit op onze berekening door het e ect van geïnduceerde meerdeeltjesinteracties
te bestuderen met behulp van dichtheidsfunctionaaltheorie. Deze e ecten blijken echter niet
groot genoeg om het verschil te verklaren. De berekende bindingsenergie van CO2 aan het
oppervlak is wel in goede overeenstemming met het experimentele onderzoek, alsmede met
andere experimentele resultaten, waar de eilandvorming ook niet wordt waargenomen.
Het laatste hoofdstuk van dit proefschrift is een directe bijdrage aan de grootschalige
astrochemische modellen. De voorgaande hoofdstukken hebben veel inzicht gegeven in de
details van de bestudeerde processen maar om bruikbaar te zijn in de grotere modellen moet
de data gereduceerd en geparametrizeerd worden. Om di usie te modelleren wordt er in de
modellen doorgaans uitgegaan van een vaste ratio, waarmee de di usiebarrière wordt bepaald
uit de adsorptie-energie. Dit is een zeer grove benadering, zeker omdat de grootte van deze
ratio op een tamelijk ad hoc manier wordt bepaald en bovendien hoogst onzeker is (typische
waarden liggen tussen de 0.3 en 0.8). In Hoofdstuk 7 berekenen we de specieke waarde van
deze parameter voor de di usie van CO en CO2 aan het oppervlak van kristallijn en amorf
waterijs. Hieruit volgen waardes van 0.31 voor CO en 0.39 voor CO2.
De resultaten in dit proefschrift zijn een eerste poging tot het gebruik van atomistische
simulatiemodellen voor het modelleren van thermisch geactiveerde astrochemische processen.
De resultaten laten zien dat de methode uitvoerbaar is en praktisch bruikbare resultaten oplevert.
Wij hopen dat dit proefschrift voor anderen als motivatie dient om soortgelijke simulaties uit te
voeren voor andere cruciale en onbegrepen processen in de astrochemie.
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