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Передмова  
У конспекті лекцій викладено розділи, що відповідають дру-
гому семестру курсу вищої математики за діючою програмою для 
студентів економічних спеціальностей. Головна увага приділяється 
розкриттю сутності понять, їх взаємозв’язків без надмірної строгос-
ті викладу з об’єднуючою прикладною спрямованістю на застосу-
вання до задач економічного змісту. Теоретичні відомості подають-
ся чітко й аргументовано з опорою на наочність, інтуїцію та з ілюс-
трацією на типових прикладах. Частина викладеного матеріалу роз-
рахована на самостійне опрацювання. До всіх розділів додаються 
контрольні запитання.  
Основою даного посібника є цикл лекцій з вищої математики, 
що читаються на факультеті економіки і підприємництва Харківсь-
кого національного університету міського господарства імені  
О. М. Бекетова.  
Конспект лекцій призначений для студентів економічних спе-
ціальностей і може бути корисний для аспірантів, викладачів, еко-
номістів-практиків.  
  
 4 
Змістовий модуль 1. ІНТЕГРАЛЬНЕ ЧИСЛЕННЯ  
ФУНКЦІЙ ОДНІЄЇ ЗМІННОЇ.  
ЕКОНОМІЧНА ДИНАМІКА ТА ЇЇ МОДЕЛЮВАННЯ  
 
1.1. Невизначений інтеграл  
1.1.1. Первісна функція та невизначений інтеграл.  
Геометричний зміст невизначеного інтеграла  
Основна задача диференціального числення – знаходження 
похідної )(' xf  відомої функції )(xf . Механічне тлумачення: за 
відомим законом руху матеріальної точки )(xs  диференціюванням 
знайти її швидкість )(')( xsxv = . 
Основною для інтегрального числення є обернена задача – 
знаходження функції )(xF  за відомою її похідною )()(' xfxF = . 
У механічній інтерпретації: якщо відома швидкість )(')( xsxv =  
матеріальної точки, то інтегруванням можна знайти закон її руху 
)(xs . 
Нехай X  – деякий проміжок на множині дійсних чисел R . 
Тобто X  – це множина вигляду ];[ ba , );[ ba , ];( ba  або );( ba , 
причому цей проміжок може бути скінченним чи нескінченним. 
Функція )(xF  називається первісною для функції )(xf  на 
X , якщо в усіх точках цього проміжку виконується рівність  
)()(' xfxF =
 або, що те саме, dxxfxdF )()( = .  
Іншими словами, функція )(xf  – похідна своєї первісної )(xF .  
Приклад 1. Знайти первісну для даної функції:  
а)  3)( xxf = ;    б) xxf 3cos)( = ;    в) xxf /1)( = .  
□   а) Оскільки 34 4')( xx = , то з означення первісної випливає, 
що функція 4/)( 4xxF =  є первісна для 3)( xxf = : 34 ')4/( xx = . 
Первісною є також  CxxF += 4/)( 4 , де C  – довільна стала, оскі-
льки додавання константи не змінює значення похідної. При цьому 
);( ∞+−∞=X .  
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б) Оскільки xx 3cos3')3(sin = , то для xxf 3cos)( =  первіс-
ною є функція CxxF += 3sin)3/1()( , );( ∞+−∞=X .   
в) Оскільки xx /1')(ln = , то первісною для функції 
xxf /1)( =  служить функція CxxF += ln)( , );0( ∞+=X , а та-
кож CxxF += ||ln)( . );0()0;( ∞+∪−∞=X .     ■ 
Теорема (про загальний вигляд усіх первісних). Нехай )(xF  – 
деяка первісна функції )(xf  на проміжку X . Тоді функція 
CxF +)( , де C  – довільна стала, також буде первісною функції 
)(xf . І навпаки, будь-яка первісна функції )(xf  на проміжку X  
може бути подана у вигляді CxF +)( . 
□   Доведення першої частини теореми випливає з властивос-
тей похідної та означення первісної:  
( ) )(')(')( xfCxFCxF =+=′+ . 
Для доведення другої частини припустимо, що )(xΦ  – дові-
льна первісна функції )(xf . Знайдемо похідну різниці 
)()()( xxFx ϕ=−Φ :   
0)()()(')(')(' ≡−=−Φ=ϕ xfxfxFxx ,   Xx ∈ .  
З одержаної тотожності випливає, що )(xϕ  є сталою, 
Cx =ϕ )( . Тоді CxFx =−Φ )()( , звідки CxFx +=Φ )()( . ■ 
Множину всіх первісних функції )(xf  на проміжку X  нази-
вають невизначеним інтегралом функції )(xf  і позначають сим-
волом ∫ dxxf )( .  
При цьому )(xf  називають підінтегральною функцією, 
dxxf )(  – підінтегральним виразом,  ∫  – знаком інтеграла,  x  – 
змінною інтегрування.  
Якщо функція )(xF  є деякою первісною для )(xf , тоді  
CxFdxxf +=∫ )()( ,   де C  – довільна стала. 
Операція знаходження невизначеного інтеграла (множини всіх 
первісних функцій для )(xf ) називається інтегруванням.  
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Інтегрування – це обернена операція до диференціювання.  
Зауваження. При інтегруванні різними способами однієї й тієї 
ж функції результати можуть відрізнятися за своїм зовнішнім ви-
глядом.  
Геометричний зміст. Первісна функції )(xf  є лінією 
)(xFy = , у кожній точці якої кутовий коефіцієнт дотичної дорів-
нює відповідному значенню функції )(xf . Невизначений інтеграл 
∫ dxxf )(  – це сім’я таких «паралельних» ліній, що задається рів-
нянням CxFy += )(  (рис. 1).  
 
 
 
1.1.2. Основні властивості невизначеного інтеграла.  
Таблиця інтегралів. Безпосереднє інтегрування  
Невизначений інтеграл має наступні властивості: 
1. Похідна від невизначеного інтеграла дорівнює підінтегра-
льній функції:  
)())(())(( хfСхFdxхf =′+=′∫ . 
2. Диференціал від невизначеного інтеграла дорівнює під-
інтегральному виразу: 
( ) dxхfdxхfd )()( =∫ . 
3. Невизначений інтеграл від диференціала деякої функції до-
рівнює цій функції плюс довільна стала: 
СхFхdF +=∫ )()( . 
Рис. 1 
x  
y  
CxFy += )()(xFy =
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Ці три властивості випливають з означення невизначеного ін-
теграла. Наступні дві співпадають з відповідними властивостями 
похідної. 
4. Невизначений інтеграл від алгебраїчної суми функцій до-
рівнює такій же алгебраїчній сумі інтегралів від кожної функції 
окремо: 
( )∫ ∫∫∫ −+=−+ dxxhdxxgdxxfdxxhxgxf )()()()()()( . 
5. Сталий множник, відмінний від нуля, можна виносити з-під 
знака інтеграла: 
0,)()( ≠== ∫∫ constadxxfadxxaf . 
6. Якщо CxFdxxf +=∫ )()(  і )(xu ϕ=  – будь-яка непере-
рвно диференційована функція, то 
CuFduuf +=∫ )()( . 
Тобто, змінною інтегрування може бути як незалежна змінна, так 
і довільна неперервно диференційована функція іншої змінної. 
□ Доведемо цю властивість. Розглянемо ∫ duuf )( , в якому 
)(xu ϕ= . Тоді dxxdu )('ϕ= . Нехай для підінтегральної функції 
первісною є  ( ))()( xFuF ϕ= . Знайдемо її похідну: 
( ) ( ) )(')()(')()(')(')(' xxfxufxuFxF ϕϕ=ϕ=ϕ=ϕ . 
Тоді за третьою властивістю  
( ) ( ) ( ) CxFdxxxfxdF +ϕ=ϕϕ=ϕ ∫∫ )()(')()(  
або CuFduuf +=∫ )()( .  ■ 
Зауваження 1. Згідно з властивостями 1 і 2 правильність вико-
нання операції інтегрування перевіряється диференціюванням. 
Зауваження 2. Властивості 4 і 5 виражають лінійність операції 
інтегрування. 
Зауваження 3. Властивість 6 виражає інваріантність формул 
інтегрування: будь-яка формула залишається справедливою, якщо 
змінну інтегрування розглядати як довільну неперервно диференці-
йовану функцію. 
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На основі таблиці похідних (диференціалів) елементарних фу-
нкцій можна скласти таблицю невизначених інтегралів:  
 
Таблиця 1    
Основні невизначені інтеграли 
1  Cdu =∫ 0   5  Cuduu +−=∫ cossin  
2  
Cuduu +
+α
=
+α
α
∫ 1
1
   
)1( −≠α   
6  Cuduu +=∫ sincos  
2а  Cudu +=∫  7  Cutg
u
du
+=∫ 2cos
 
2б  Cu
u
du
+=∫ 2  8  Cuctg
u
du
+−=∫ 2sin
 
2в  C
uu
du
+−=∫
1
2
 9  
C
a
u
ua
du
+=
−
∫ arcsin22
 
)0( >a   
3  Cu
u
du
+=∫ ln   10  
Cbuu
bu
du
+++=
+
∫
2
2
ln  
)0( ≠b  
4 
C
a
adua
u
u +=∫ ln
  
)1;0( ≠> aa  
11 
C
a
u
arctg
aau
du
+=
+
∫
1
22
 
)0( ≠a  
4а  Cedue uu +=∫  12 
C
au
au
aau
du
+
+
−
=
−
∫ ln2
1
22
 
)0( >a  
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Продовж. Табл. 1  
Додаткові невизначені інтеграли  
1 C
u
tg
u
du
+=∫ 2
ln
sin
 2 C
u
tg
u
du
+




 pi
+=∫ 42
ln
cos
 
3 Cuduutg +−=∫ cosln  4 Cuduuctg +=∫ sinln  
5 Cuchduush +=∫  6 Cushduuch +=∫  
7  Cuth
uch
du
+=∫ 2  8  Cucthush
du
+−=∫ 2  
9  
±±=±∫
2222
2
au
uduau   
Cauua +±+± 222 ln
2
1
  
)0( ≠a     
10  
+−=−∫
2222 ua
a
uduua   
C
a
u
a ++ arcsin
2
1 2
  
)0( >a  
11  
(
) ( ) Cbabuea
buebdubue
au
auau
+++
+−=∫
22sin
cossin
 )0;0( ≠≠ ba    
12  
(
) ( ) Cbabueb
bueadubue
au
auau
+++
+=∫
22sin
coscos
  )0;0( ≠≠ ba   
 
Безпосереднім інтегруванням називають обчислення неви-
значеного інтеграла зведенням його до табличного на основі влас-
тивостей лінійності й інваріантності з використанням тотожних 
перетворень підінтегральної функції та підведення під знак дифере-
нціалу.  
Приклад 1. Знайти інтеграли:  
а) ∫ +− dxex x )132( 3 ;  б) ∫ dxxtg 2 ;  в) ∫ dxxx cos2sin .  
□  а) Використавши властивості 4 та 5, запишемо даний інтег-
рал у вигляді лінійної комбінації табличних інтегралів  
∫∫∫∫ +−=+− dxdxedxxdxex
xx 32)132( 33   
і з огляду на наведену вище таблицю отримаємо  
CxexCxex xx ++−=+++−+ ++ 32/)10/(3)13/(2 41013 .  
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б) Використавши властивості тригонометричних функцій та 
інтегралів, зробивши деякі елементарні перетворення, отримаємо  
( ) ( ) =−= ∫∫ dxxxdxxx 2222 cos)cos1(cossin   
( ) Cxtgxdxxdxdxx +−=−=−= ∫ ∫∫ 22 cos/1cos/1 .  
в) Використавши підведення під знак диференціала, отримає-
мо  
Cxddxx xxx +== ∫∫ 2ln2)(sin2cos2 sinsinsin .   ■  
Приклад 2. Знайти інтеграли і результат перевірити диферен-
ціюванням:  
а) ( )∫ − dxxx 23 /13 ;            б) ∫ + dxxx 53 12 .  
□  а) −=+−=− ∫∫∫ dxxdxxxxdxxx 622623 9)/169()/13(   
Cxxxdxxdxx +−−=+− ∫∫ /1279)/1(6 3722 ;  
+⋅−⋅=+−− 2637 327)7/9(')/12)7/9(( xxCxxx   
232 )/13(0/1 xxx −=++ ;  
б) Cdxdxdx xxxxx +⋅==⋅= ∫∫∫ + 45ln453453)53(353 212 ;  
xxxx C 53045ln45)45ln/3(')45)45ln/3(( 12 +=+⋅=+⋅ .  ■  
Приклад 3. Знайти інтеграл ∫
+−− dx
x
xxx 143 3 23
. Виді-
лити первісну )(xFy = , графік якої проходить через точку 
);( 000 yxM , де 10 =x  і 100 −=y . Обчислити значення )( 1xF  
отриманої первісної в точці 641 =x .  
=





+−−=
+−−
∫∫
− dx
x
x
x
xdx
x
xxx 1413143 3/12/1
3 23
  
−−⋅=+−−= ∫∫∫∫
− xx
x
dxdxx
x
dxdxx 2)2/3(343 2/33/12/1   
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CxxxxCxx ++−−=++⋅− ||ln622||ln)3/2(4 3/22/33/2 .  
З умови 00)( yxF =  знайдемо відповідне значення довільної 
сталої та шукану первісну:   
10)1( −=F :  10|1|ln161212 3/22/3 −=++⋅−−⋅ C ;  
4−=C ;  4||ln622)( 3/22/3 −+−−= xxxxxF    
Обчислимо значення первісної в указаній точці 641 =x :  
64ln9084|64|ln646642642)64( 3/22/3 +=−+⋅−−⋅=F . ■   
 
1.1.3. Методи інтегрування:  
заміна змінної та інтегрування частинами 
1. Метод заміни змінної (підстановки), що ґрунтується на 
властивості інваріантності, є основним при інтегруванні. Зокрема, 
підведення під знак диференціала можна розглядати як неявне за-
стосування цього методу.  
Нехай треба обчислити інтеграл ∫ dxхf )( , але безпосередньо 
підібрати первісну не можна, хоча відомо, що вона існує. 
Заміну змінної можна здійснити двома способами. 
Перший спосіб. Зробимо заміну змінної у підінтегральному 
виразі, поклавши )(tх ϕ= , де )(tϕ  – неперервна функція з непере-
рвною похідною, яка має обернену функцію )(1 хt −ϕ= . Тоді  
∫∫∫ ==ϕϕ= dttgdtttfdxхf )()('))(()(   
CxGСtG +ϕ=+= − ))(()( 1 .  
Після інтегрування у правій частині рівності замість t  підста-
влено його вираз через стару змінну x .  
Зауваження 1. Функція )(tϕ  обирається таким чином, щоб 
отриманий інтеграл ∫ dttg )(  був простішим, зокрема, мав таблич-
ний вигляд або його можна було звести до такого вигляду за допо-
могою елементарних перетворень. Далі будуть наведені стандартні 
підстановки )(tх ϕ=  для деяких класів інтегралів.  
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Зауваження 2. Заміна змінної може застосовуватися повторно.  
Другий спосіб. Запишемо інтеграл ∫ dxxf )(  у вигляді 
∫ ϕϕ dxxxg )('))(( , тобто виділимо диференціал деякої функції 
)(xϕ , і застосовуючи підстановку )(xu ϕ= , перейдемо в інтегралі 
∫ ϕϕ dxxxg )('))((  до нової змінної:  
∫∫ =ϕϕ duugdxxxg )()('))(( . 
Після цього знайдемо одержаний інтеграл і повернемося до 
старої змінної x , поклавши )(xu ϕ= :  
CxGCuGduugdxxxg +ϕ=+==ϕϕ ∫∫ ))(()()()('))(( . 
Зауваження 3. При другому способі за нову змінну вибирають 
функцію, похідна (диференціал) якої у вигляді множника, по суті, 
вже міститься у підінтегральному виразі.  
Приклад 1. Знайти інтеграли:   
а) ∫ + dxxx 23 )2sin( ;         б) ∫ + dxx
xarctg
2
3
1
.  
□  а) Зробимо підстановку 23 += xu . Тоді dxxdu 23= , 
dudxx )3/1(2 =  і, отже,  
=+−==+ ∫∫ Cuduudxxx cos)3/1(sin)3/1()2sin( 23  
Cx ++−= )2cos()3/1( 3 .  
б) Зробимо підстановку xarctgu = . Тоді )1/( 2xdudt +=  і, 
отже,  
( )∫ ∫∫ =+===+ Cuduuduudxx
xarctg 3/43/13
2
3
4/3
1
 
( ) Cxarctg += 3/44/3 .     ■  
Приклад 2. Знайти інтеграл ∫ + dxbaxf )( , 0≠a , якщо відо-
мо, що )()( xFdxxf =∫ . 
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□  Застосуємо лінійну підстановку baxu += . Для цієї підста-
новки dxadu = . 
==+=+ ∫∫∫ duufaadxbaxfadxbaxf )()/1()()/1()(  
CuFa += )()/1( . 
Повертаючись до початкової змінної, маємо  
CbaxFadxbaxf ++=+∫ )()/1()( .■ 
Висновок 1.  Оскільки у наведеному прикладі розглядалася 
довільна функція )(xf , отриманий результат можна застосовувати 
як одну з властивостей невизначеного інтеграла. 
Приклад 3. Знайти інтеграл  
( )∫ −+−+ dxxxx )6(sin)92(6cos/1 102 .  
□ ( ) =−+−+∫ dxxxx )6(sin)92(6cos/1 102  
∫ ∫∫ =−+−+= dxxdxxxdx )6(sin)92(6cos/ 102  
( ) .)6(cos)92(99/16)6/1( 11 Сxxxtg +−−−−=    ■  
Приклад 4. Знайти інтеграл  ∫ dx
xf
xf
)(
)('
. 
□ ==
=
=
= ∫∫
u
du
dxxfdu
xfu
dx
xf
xf
)('
)(
)(
)('
  
                         CxfCu +=+= |)(|ln||ln .    ■  
Висновок 2. Інтеграл дробу, в якому чисельник є похідною 
знаменника, дорівнює сумі натурального логарифма модуля зна-
менника і довільної сталої:   Cxfdx
xf
xf
+=∫ |)(|ln)(
)('
 
2. Метод інтегрування частинами, що ґрунтується на пра-
вилі диференціювання добутку двох функцій, відіграє допоміжну 
роль і має специфічні сфери застосування.  
Нехай )(xuu =  і )(xvv =  – дві неперервні функції, які мають 
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неперервні похідні. Візьмемо диференціал добутку цих функцій  
dvuduvvud +=)( ,  
а тепер проінтегруємо  
∫∫ ∫ += dvuduvuvd )( ,  але Cuvuvd +=∫ )( . 
Маємо формулу інтегрування частинами  
∫∫ −= duvvudvu . 
Зауваження 4. Застосовувати цей метод доречно, коли інтеграл 
праворуч простіший, ніж той, що ліворуч, або йому подібний. Як 
правило, за u  вибирають функцію, що спрощується при диферен-
ціюванні. Функцію v  знаходять у явному вигляді як одну з первіс-
них ∫dv  (звичайно, поклавши 0=C ).  
Типовими застосуваннями методу інтегрування частинами  є 
випадки, коли підінтегральна функція містить добуток раціональ-
них і трансцендентних функцій, а при цьому інші способи не при-
йнятні. Наведемо відповідні рекомендації щодо вибору u .    
Якщо підінтегральна функція має вигляд:  
а) bxxPn cos)( , bxxPn sin)( , axn exP )( , bxchxPn )( , 
bxshxPn )( ,  то за u  слід взяти многочлен )(xPn ; 
б) xxPn ln)( , bxxPn arcsin)( , bxxPn arccos)( , 
bxarctgxPn )( , bxarcctgxPn )( , bxarshxPn )( , bxarchxPn )( , 
bxarthxPn )( , bxarcthxPn )( , то за u  слід взяти відповідно лога-
рифмічну xln , обернену тригонометричну bxarcsin , bxarccos , 
bxarctg , bxarcctg  чи обернену гіперболічну bxarsh , bxarch , 
bxarth , bxarcth  функцію; 
в) bxeax cos , bxeax sin , ∫ dxxlncos , ∫ dxxlnsin , то за u  в 
перших двох інтегралах можна взяти будь-яку з двох функцій: по-
казникову чи тригонометричну, а в останніх – відповідну тригоно-
метричну функцію. Після двократного інтегрування частинами оде-
ржуємо лінійне рівняння відносно шуканого інтеграла. Знаходимо 
інтеграл як розв’язок цього рівняння.  
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Приклад 5. Знайти інтеграли:   
а) ∫ dxx x5 ; б) ( )∫ + dxxx cos42 ; в) ∫ + dxx )3ln( ; г) ∫ dxxex 7sin . 
□  а) Нехай ux = , dvdxx =5 . Тоді 5ln/55 xx dxv == ∫ . Інте-
груємо частинами:  
Cxdxxdxx xxxxx ++=−= ∫∫ 5ln/55ln/55)5ln/1(5ln/55 2 .  
б) Припустимо, що 42 += xu ; dxxdv cos= . Тоді 
dxxdu 2= , xv sin= . Інтегруємо частинами:  
( ) ( ) ∫∫ −+=+ dxxxxxdxxx sin2sin4cos4 22 . 
Застосувавши до інтегралу, який стоїть праворуч, ще раз інте-
грування частинами xu = , dxxdv sin= , dxdu = , xv cos−= , ос-
таточно дістанемо: 
( ) ( ) Cxxxxxdxxx +−++=+∫ sin2cos2sin4cos4 22 .  
в) Приймемо, що )3(ln += xu , dxdv = . Тоді 
)3/( += xdxdu , xv = . Маємо:  
−+=+−+=+ ∫∫ )3ln()3/()3ln()3ln( xxxdxxxxdxx  
−+=
+
+−+=
+
−+
− ∫∫∫ )3ln(33)3ln(3
33
xx
x
dxdxxxdx
x
x
 
Cxx +++− )3ln(3 .  
г) Покладемо xu 7sin= , dxedv x= . Спираючись на це, зна-
ходимо dxxdu 7cos7=  та xev = . Використавши формулу інтег-
рування частинами, отримаємо:  
∫∫ =−== xdxexedxxeI
xxx 7cos77sin7sin   
∫−= dxxexe
xx 7cos77sin  . 
До інтегралу, що залишився, знову застосовуємо інтегрування час-
тинами, причому xu 7cos= , dxedv x= ; dxxdu 7sin7−= , xev = . 
Маємо: 
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( )=−−−= ∫ dxxexexeI xxx )7sin7(7cos77sin     
∫−−= dxxexexe
xxx 7sin497cos77sin . 
Далі прирівнюємо початковий вираз до останнього отрима-
ного. Одержану рівність можна розглядати як рівняння, в якому не-
відомим є шуканий інтеграл I . Розв’язавши це рівняння, маємо:  
IxexeI xx 497cos77sin −−= ; xexeI xx 7cos7sin50 −= ;  
( )( ) CxexedxxeI xxx +−== ∫ 7cos77sin50/17sin .   ■  
Зауваження 5. Наведені методи вичерпують відомі загальні 
способи інтегрування. Вони можуть застосовуватися разом у різній 
послідовності й багаторазово. Далі будуть розглянуті особливості їх 
використання для інтегрування основних класів функцій. Треба 
творчо підходити до конкретної задачі, враховуючи її специфіку і 
допускаючи застосування нетипових способів інтегрування.  
 
1.1.4. Інтегрування раціональних дробів  
1. Розкладання многочлена з дійсними коефіцієнтами на 
прості дійсні множники.  
Розглянемо многочлен )(xPn  стандартного вигляду з дійс-
ними коефіцієнтами  
nn
nn
n axaxaxaxP ++++= −
−
1
1
10 ...)( ;  niRai ,0; =∈ .  
На множині комплексних чисел C  будь-який многочлен 
)(xPn  n -го степеня за основною теоремою алгебри має точно n  
коренів, а тому єдиним способом (з точністю до порядку співмнож-
ників) розкладається у добуток  
mk
m
kk
n xxxxxxaxP )(...)()()( 21 210 −−−= ,   
де  0a – старший коефіцієнт;  mxxx ,...,, 21 – різні (дійсні чи ком-
плексні) корені;  mkkk ,...,, 21 – відповідні кратності цих коренів, 
причому nkkk m =+++ ...21 .  
При інтегруванні дійсних виразів бажано не виходити за межі 
множини дійсних чисел R . Розглянемо особливості розкладання на 
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множники при цьому обмеженні.  
Якщо комплексне число ia β+α=  є коренем многочлена 
)(xPn  з дійсними коефіцієнтами, то й комплексно-спряжене з ним 
ia β+α=  також буде коренем даного многочлена. Добуток 
))(( axax −− , що відповідає парі комплексно-спряжених коренів, 
породжує простий (незвідний у множині дійсних чисел) квадрат-
ний тричлен qpxx ++2  з дійсними коефіцієнтами Rqp ∈,  і 
від’ємним дискримінантом 042 <−= qpD .  
Таким чином, будь-який многочлен )(xPn  з дійсними коефіціє-
нтами можна подати, і причому єдиним способом (з точністю до 
порядку), у вигляді добутку різних простих (лінійних і квадратич-
них) дійсних множників у відповідних степенях:  
×−−−= sks
kk
n xxxxxxaxP )(...)()()( 21 210    
tl
tt
ll qxpxqxpxqxpx )...()()( 2222112 21 ++++++× ,   
де лінійні двочлени ax −  відповідають його різним дійсним коре-
ням sxxx ,...,, 21 ; квадратні тричлени qpxx ++
2
 з від’ємним дис-
кримінантом – різним парам спряжених комплексних коренів; 
skkk ,...,, 21  і tlll ,...,, 21  – кратності цих коренів, причому 
nllkk ts =+++++ )...(2... 11 .  
Приклад 1. Розкласти многочлен −−−= 345 3)( xxxxP  
6105 2 −−− xx  на різні прості дійсні множники. 
□  За теоремою Вієта добуток коренів многочлена такого типу 
дорівнює вільному члену. Тобто, 654321 −=xxxxx . Перевіримо чис-
ла 6,3,2, ,1 ±±±± , які є дільниками вільного члена 6− .  
Нехай 1−=x . Тоді  
=−−⋅−−⋅−−⋅−−−−=− 6)1(10)1(5)1(3)1()1()1( 2345P
06105311 =−+−+−−= .   Отже, 1−=x  – корінь.  
Знизимо степінь, розділивши многочлен «кутом» на двочлен  
1)1( +=−− xx :   
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34
234
23445
2345
22
610532
642|
1|61053
xx
xxxx
      
xxxx         xx
 xxxxxx
−−
−−−−−
−
−−−−+
+−−−−−
−
  
         
xx
xx
                   
xx
xxx
             
44
6104
6105
2
2
23
23
−−
−−−
−−
−−−−
−
           
0
66
66
−−
−−
x
x
   
Отримаємо  
)()1()( xSxxP += , де 642)( 234 −−−−= xxxxxS .  
Тепер треба знайти корені многочлена четвертого степеня. 
Нехай 1−=x . Тоді ( ) 0641211 =−+−+=−S .  Отже, 1−=x  – 
корінь. Знизимо степінь, розділивши многочлен «кутом» на двочлен  
1)1( +=−− xx . (Виконайте ділення самостійно). Одержимо  
)()1()( xTxxS += ,   де 623)( 23 −+−= xxxxT .  
Тепер треба знайти корені многочлена третього степеня. Не-
хай 3=x . Тоді 0632333)3( 23 =−⋅+⋅−=T .  Отже, 3=x  – ко-
рінь. Знизимо степінь, розділивши многочлен «кутом» на двочлен  
3−x . (Виконайте ділення самостійно). Отримаємо  
)2()3()( 2 +−= xxxT ,    
де неповний квадратний тричлен 22 +x  є простим, оскільки дійс-
них коренів не має.  
Отже,     )2)(3()1()( 22 +−+= xxxxP .     ■  
2. Раціональні дроби.  
Розглянемо два многочлена )(xPm  і )(xQn  степеня m  і n   ві-
дповідно:  
mm
mm
m axaxaxaxP ++++= −
−
1
1
10 ...)( ;  
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nn
nn
n bxbxbxbxQ ++++= −− 1110 ...)( .  
Раціональним дробом (дробово-раціональною функцією) на-
зивається відношення двох многочленів )()( xQxP nm .  
Якщо степінь m  чисельника нижче степеня n  знаменника, то 
дріб називається правильним, якщо, навпаки, nm >  або nm = , то 
дріб –  неправильний.  
Будь-який неправильний раціональний дріб )()( xQxP nm  мо-
жна зобразити у вигляді суми многочлена і правильного дробу  
)()()()()( xQxRxGxQxP nknmnm += − , 
причому цей розклад єдиний.  
Тут )(xG nm− – многочлен, який називають цілою частиною 
раціонального дробу, а  )()( xQxR nk  – правильний дріб, тобто 
nk < . Многочлени )(xG nm−  і )(xRk  – відповідно частка й остача 
від ділення «кутом» )(xPm  на )(xQn .  
Приклад 2. Вилучити цілу частину неправильного дробу 
=)()( xQxP ))2)(4/(()453( 24 −+++− xxxxx   і подати його у 
вигляді суми многочлена та правильного дробу.  
□  Для вилучення цілої частини використаємо ділення «кутом» 
многочлена на многочлен, спочатку виконавши множення в зна-
меннику і записавши результат у стандартному вигляді в порядку 
спадання степенів:  82)2)(4()( 2 −+=−+= xxxxxQ ;    
4552_
92
82
82
453_
23
2
2
234
24
+++−
+−
−+
−+
++−
xxx
xx
xx
xxx
xxx
 
7629
72189
4119_
1642
2
2
23
+−
−+
+−
+−−
x
xx
xx
xxx
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Таким чином,   
))2)(4/(()7629(92)()( 2 −++−++−= xxxxxxQxP .   ■  
Зауваження 1. Вилучення цілої частини неправильного раціо-
нального дробу інколи можна зробити простіше, виконавши алгеб-
раїчні перетворення чисельника.  
Приклад 3. Вилучити цілу частину неправильного дробу 
)1/( 24 +xx   і подати його у вигляді суми многочлена та правиль-
ного дробу.  
□  Скористаємося алгебраїчними перетвореннями:  
+++−=++−=+ )1/()1)(1()1/()11()1/( 2222424 xxxxxxx   
)1/(11)1/(1 222 ++−=++ xxx .    ■   
3. Найпростіші раціональні дроби. Інтегрування найпрос-
тіших раціональних дробів.  
Правильні раціональні дроби наступних чотирьох типів:  
1) 
ax
A
−
; 2) kax
A
)( −
, 2≥k ; 3) 
qpxx
BAx
++
+
2 , 04
2 <−= qpD ;  
4) kqpxx
BAx
)( 2 ++
+
, 04,2 2 <−=≥ qpDk   
називаються елементарними (найпростішими). Тут BA, , qpa ,,  
– дійсні числа, Nk ∈ . Підкреслимо, що квадратний тричлен 
qpxx ++2  має тільки комплексні корені.  
Елементарні дроби першого і другого типів легко інтегрують-
ся заміною змінної axt −=  (проробіть це самостійно):  
1) ∫ +−=
−
CaxA
ax
Adx ||ln ;   
2) C
k
axAdxaxA
ax
Adx kk
k ++−
−
=−=
−
+−
−
∫∫ 1
)()()(
1
,  2≥k .  
Розглянемо інтегрування найпростішого дробу третього типу:  
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3) ∫
++
+ dx
qpxx
BAx
2 .  
Виділимо в квадратному тричлені повний квадрат  
=−++⋅+=++ 2222 )2/()2/()2/(2 pqppxxqpxx   
04;)2/( 222 >−=++= pqaapx .   
Зробимо заміну 2/pxt += . Тоді 2/ptx −= , dtdx = . Оде-
ржимо  
( )
+
+
=
+
+−
=
++
+
∫∫ ∫ 22222
2/
at
dttAdt
at
BptAdx
qpxx
BAx
  
a
t
arctg
a
ApB
at
dttA
at
dtApB 1)2/()2/( 2222 ⋅−++=+−+ ∫∫ .  
Далі використовуємо заміну 22 atu += . Тоді tdtdu 2= , 
dutdt )2/1(= . Отримаємо  
Cu
u
du
at
dtt
+==
+
∫∫ ||ln)2/1()2/1(22 .   
Повертаючись до старої змінної  
2/pxt += ;   42pqa −= ;   
qpxxpqpxatu ++=−++=+= 22222 4)2/( ,  
після спрощення остаточно маємо  
+++=
++
+
∫ ||ln)2/( 22 qpxxAdxqpxx
BAx
  
( ) ( ) CpqpxarctgpqApB +−+−−+ 22 4)2()4()2( .  
Зауваження 5. Якщо в квадратному тричлені qpxx ++2  дис-
кримінант додатний 0>D , то дріб )/()( 2 qpxxBAx +++  за озна-
ченням неелементарний і зводиться до двох дробів першого типу. 
Однак його можна інтегрувати й наведеним вище способом, де за-
мість арктангенса з’явиться логарифм.  
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Зауваження 6. Одержані формули запам’ятовувати не потріб-
но. Краще безпосередньо застосовувати розглянуті підходи для ін-
тегрування кожного конкретного елементарного дробу.  
Зауваження 7. Інтегрування найпростішого дробу четвертого 
типу розглядати не будемо. Бажаючим вивчити це питання треба 
звернутися до більш ґрунтовних підручників.  
4. Розкладання правильного раціонального дробу на най-
простіші. 
 Кожний правильний раціональний дріб )()( xQxP nm  можна 
розкласти на суму скінченного числа найпростіших дробів вказаних 
чотирьох типів, причому цей розклад єдиний.  
Розглянемо довільний правильний раціональний дріб 
)()( xQxP nm , в якому знаменник )(xQn  – зведений многочлен 
(старший коефіцієнт 00 =b ), розкладений на прості дійсні множни-
ки  
ts l
tt
lk
s
k
n qxpxqxpxxxxxxQ )...()()(...)()( 21121 11 ++++−−= ,   
де nllkk ts =+++++ )...(2... 11 .  
Тоді правильний дріб )()( xQxP nm  можна подати у вигляді  
+
−
++
−
++
−
+
−
=
− sk
s
sk
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n
m
xx
A
xx
A
xx
A
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A
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)( 1
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−
+
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s
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s
K  
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++
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+
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...)( 112
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l
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l
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tt
qxpx
CxB
qxpx
CxB
qxpx
CxB tt
tt ++
+
++
++
+
+
++
+
+
− 212
22
2
11
)()( K .  
Коефіцієнти ijA  si ,1( = ; ),1 ikj =  і ijB , ijC  ti ,1( = ; ),1 tlj =  
визначаються після зведення правої частини до спільного знамен-
ника і виділення тотожності многочленів у чисельниках праворуч і 
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ліворуч (відкиданням однакових знаменників). Далі застосовуються 
наступні методи (окремо чи в комбінації):  
– метод невизначених коефіцієнтів: прирівнюючи коефіціє-
нти при однакових степенях x , приходимо до системи лінійних рів-
нянь відносно шуканих коефіцієнтів (два многочлена тотожно рівні, 
коли рівні коефіцієнти при подібних членах – однакових степенях 
x );  
– метод окремих значень (метод підстановки): надаючи 
змінній x  в отриманій тотожності конкретні значення, одержу-
ємо систему лінійних рівнянь для визначення невідомих коефіцієн-
тів (тотожні вирази приймають однакові значення при довільному 
допустимому значенні аргументу x ).  
Зауваження 8. Використовуючи метод окремих значень, не 
треба розкривати дужки в многочленах, а підставляти зручно різні 
дійсні корені знаменника )(xQn , що приводить до простих рівнянь. 
Отримана система повинна мати розмірність, що дорівнює числу 
шуканих коефіцієнтів.  
Зауваження 9. Метод підстановки рекомендується вживати, 
коли всі корені знаменника дійсні й серед них немає кратних. У 
протилежному випадку краще поєднати цей метод з методом неви-
значених коефіцієнтів. Але треба вибирати незалежні рівняння, щоб 
система мала єдиний розв’язок.  
Зауваження 10. Існують інші, менш поширені, методи знахо-
дження невідомих коефіцієнтів. Допитливі можуть з ними по-
знайомитися, звернувшись до спеціалізованої літератури.  
Приклад 4. Правильний раціональний дріб )()( xQxP  розкла-
сти на суму найпростіших дробів, де  
а) ( ) 131862 234 ++−−−= xxxxxP    
    і  61053)( 2345 −−−−−= xxxxxxQ ;  
б) 47)( 2 −−= xxxP  і )3)(2)(1()( −−+= xxxxQ ;  
в) 8)( 3 −= xxP  і )22)(4()( 2 +++= xxxxxQ .   
□  а) Многочлен )(xQ  було розкладено на множники вище 
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(див. Прикл.1):   )2()3()1()( 22 +−+= xxxxQ .  
Шукане розкладання дробу матиме вигляд  
21)1(3)(
)(
22 +
+
+
+
+
+
+
−
=
x
EDx
x
C
x
B
x
A
xQ
xP
,  
де числа DCBA ,,,  і E  ще треба знайти. Зводячи праву частину до 
спільного знаменника (ним служить многочлен )(xQ ), з умови рів-
ності дробів дістаємо (відкидаючи однакові знаменники) тотожність 
многочленів:  
+++−++−+++ )2)(1)(3()2)(3()2()1( 2222 xxxCxxBxxA   
)()1)(3)(( 2 xPxxEDx =+−++ . 
Знайдемо невідомі EDCBA ,,,,  методом невизначених коефі-
цієнтів. Розкривши дужки і звівши подібні, прирівняємо коефіцієн-
ти при однакових степенях змінної x  у лівій і правій частинах 
отриманої тотожності. Отримаємо і розв’яжемо (зробіть це само-
стійно, наприклад, методом Гауса) систему п'яти лінійних рівнянь з 
п'ятьма невідомими:  
0
1
2
3
4
x
x
x
x
x









=−−−
=−−−+
−=−−−−
−=+−−+
−=++
;133662
,1853424
,6533
,122
,2
ECBA 
EDCBA
EDCBA
EDCBA
DCA
   
.3
;1
;2
;1
;1
−=
=
−=
=
−=
E
D
C
B
A
 
Шуканий розклад має вигляд · 
2
3
1
2
)1(
1
3
1
)(
)(
22 +
−
+
+
−
+
+
−
−=
x
x
xxxxQ
xP
.  
б) Даний дріб розкладається на елементарні наступним чином:  
)3/()2/()1/()(/)( −+−++= xCxBxAxQxP .  
Зводячи праву частину до спільного знаменника, з умови рів-
ності дробів дістаємо тотожність многочленів:  
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)()2)(1()3)(1()3)(2( xPxxCxxBxxA =−++−++−− .  
Щоб знайти невідомі коефіцієнти A , B  і C , скористаємося 
методом окремих значень. Для отримання простої системи візьмемо 
ті значення x , що є коренями знаменника )(xQ , тобто 1−=x , 
2=x   та  3=x . Тоді  





=
=−
−=
=
=
−=
;84
,63
,1212
3
2
1
C
B
A
x
x
x
      
.2
;2
;1
=
−=
−=
C
B
A
   
Шуканий розклад має вигляд  
)3/(2)2/(2)1/(1)(/)( −+−−+−= xxxxQxP .   
в) Многочлен )(xQ  уже розкладений на різні прості дійсні 
множники (переконайтеся самостійно, що квадратний тричлен 
222 ++ xx  має від’ємний дискримінант). Шукане розкладання 
дробу на суму найпростіших матиме вигляд  
224)(
)(
2 ++
+
+
+
+=
xx
DCx
x
B
x
A
xQ
xP
,  
Зводячи праву частину до спільного знаменника, з умови рів-
ності дробів маємо тотожність многочленів:  
+++++++ )22()22)(4( 22 xxBxxxxA   
)()4()( xPxxDCx =+++ .  
Оскільки знаменник )(xQ  має лише два різних дійсних ко-
реня 0=x  і 4−=x , то для складання системи рівнянь відносно 
невідомих A , B ,C  і D  використаємо комбінацію методів окремих 
значень і невизначених коефіцієнтів. Дістанемо і розв’яжемо систе-
му чотирьох лінійних рівнянь з чотирма невідомими:  
.5/82/)5(
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Шуканий розклад має вигляд  
22
8
5
1
4
1
5
91
)(
)(
2 ++
+
⋅+
+
⋅+−=
xx
x
xxxQ
xP
.    ■   
5. Розгляд основних випадків інтегрування раціональних 
дробів.  
Нехай треба обчислити інтеграл від раціонального дробу 
∫ )(/)( xQdxxP . Якщо дріб неправильний, то його подаємо у вигля-
ді суми цілої частини і правильного раціонального дробу. Останній 
дріб розкладаємо на суму найпростіших дробів. 
Приклад 5. Знайти інтеграл  ∫
+−
−−
= dx
xx
xxI
136
45152
2
3
.  
□  Оскільки дріб неправильний, то діленням «кутом» виділимо 
в ньому цілу частину (проробіть це самостійно), а потім проінтегру-
ємо, використовуючи метод заміни змінної:  
=+−−−+−= ∫∫ )136()644()32( 2 xxdxxdxxI   
−==+=−=+−=+−= 222 ;3;3;4)3(136 xdtdxtxxtxxx   
=
+
−
+
−−=
+
−+−
+− ∫∫∫ 4
6
4
443
4
6)3(443 2222 t
dt
t
dtt
xxdt
t
t
x   
×−−===+== 443)2/1(;2;4 22 xxdudttdttdutu   
=+−−−=⋅−× ∫ C
t
arctguxxtarctg
u
du
2
3||ln223
22
16
2
1 2
  
=+−=+−=+=−== 1364)3(4;3 222 xxxtuxt   
Cxarctgxxxx +−−+−−−=
2
33)136ln(223 22     
Cxxarctg +−−+= |2|ln)1(3 . ■ 
З попереднього відомо, що структура розвинення на елемента-
рні дроби визначається коренями знаменника )(xQ . Тут можливі 
такі випадки:  
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а) Корені знаменника дійсні й прості, тобто 
)(...))(()( dxbxaxxQ −⋅⋅−−= . 
У цьому разі правильний дріб розкладається на найпростіші 
дроби тільки першого типу  
)/(...)/()/()(/)( dxDbxBaxAxQxP −++−+−= .  
Тоді  
=
−
++
−
+
−
= ∫∫∫∫ dx
dxD
bx
dxB
ax
dxA
xQ
dxxP
...)(
)(
 
CdxDbxBaxA +−++−+−= ||ln...||ln||ln . 
Приклад 6. Знайти інтеграл  ∫
++−
+−
= dx
xxx
xxI )1)(65(
7134
2
2
.  
□ ∫∫∫∫ +
+
−
+
−
=
+−−
+−
=
132)1)(3)(2(
7134 2
x
dxC
x
dxB
x
dxAdx
xxx
xxI .  
Тут  ++−++−=+− )1)(2()1)(3(7134 2 xxBxxAxx   
)3)(2( −−+ xxC .  
Використавши метод підстановки (проробіть це самостійно), маємо: 
1=A ; 1=B ; 2=C .  
=
+
+
−
+
−
= ∫∫∫ 1
2
32 x
dx
x
dx
x
dxI  
Cxxx +++−+−= |1|ln2|3|ln|2|ln .   ■ 
б) Корені знаменника дійсні, але деякі з них кратні: 
γβα )...()()()( dxbxaxxQ −−⋅−= . 
У цьому разі дріб розкладається на найпростіші дроби першо-
го і другого типів.  
Приклад 7. Знайти інтеграл     ∫
−+
+++
= dx
xx
xxxI )1()2(
854
3
23
.  
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□  ∫∫∫∫
−
+
+
+
+
+
+
=
12)2()2( 23 x
dxD
x
dxC
x
dxB
x
dxAI .  
Маємо тотожність   +−=+++ )1(854 23 xAxxx   
32 )1()1()2()1)(2( −+−++−++ xDxxCxxB .  
Застосувавши метод невизначених коефіцієнтів (проробіть це 
самостійно), отримаємо:  ,1,2 −=−= BA  3/2,3/1 == DC .  
Тоді  =
−
+
+
+
+
−
+
+
−
= ∫∫∫∫ 1
)3/2(
2
)3/1(
)2(
1
)2(
2
23 x
dx
x
dx
x
dx
x
dxI  
Cxx
xx
+−+++
+
+
+
= |1|ln
3
2|2|ln
3
1
2
1
)2(
1
2 .   ■ 
в) Корені знаменника – дійсні (можливо, кратні) і прості ком-
плексно-спряжені:  
γα
−−++++= )...())()...(()( 22 cxaxsrxxqpxxxQ . 
У цьому разі дріб )(/)( xQxP  розкладається на найпростіші 
дроби першого, другого і третього типів.  
Приклад 8. Знайти інтеграл ∫
−++
−+−
= dx
xxx
xxI )2)(22(
8
2
2
.  
□ ∫∫
−
+
++
+
=
222
)(
2 x
dxC
xx
dxBAxI . 
Тут   )22()2)((8 22 +++−+=−+− xxCxBAxxx .  
Використаємо комбінацію методу окремих значень і методу 
невизначених коефіцієнтів. Нехай 2=x  (дійсний корінь), маємо 
1010 −=C , 1−=C ; нехай 0=x  (довільно взяте значення), тоді 
822 −=+− CB ; 34 =+= CB . Прирівнявши коефіцієнти при 2x , 
маємо 1−=+ CA ; 01 =−−= CA . Отже, 
=
−
−
++
=
−
−
++
= ∫∫∫∫ 21)1(3222
3
22 x
dx
x
dx
x
dx
xx
dxI  
Cxxarctg +−−+= |2|ln)1(3 . ■ 
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Зауваження 11. Розглядати випадок, коли у знаменнику є крат-
ні комплексні корені ми не будемо. Бажаючих поглибити свою ма-
тематичну підготовку відсилаємо до більш ґрунтовних підручників.  
Справедливе твердження: інтеграл від будь-якої раціональної 
функції може бути визначений через елементарні функції у скін-
ченному вигляді.   
 
1.1.5. Інтегрування тригонометричних виразів  
Інтегралів від тригонометричних функцій може бути безліч. 
Більшість з них взагалі не обчислюються аналітично. Тому розгля-
немо деякі найголовніші типи таких функцій, що завжди інтегру-
ються.  
Домовимося, що запис ),,,( 21 nxxxR K  означає раціональну 
функцію вказаних аргументів.  
1. Інтеграли вигляду:  
∫ dxbxax coscos , ∫ dxbxax cossin , ∫ dxbxax sinsin  
знаходяться за допомогою тригонометричних формул перетворення 
добутків у суму відповідно:  
( ) 2)cos()cos(coscos xbaxbabxax −++= ;  
( ) 2)cos()sin(cossin xbaxbabxax −++= ;   
( ) 2)cos()cos(sinsin xbaxbabxax +−−= .  
Приклад 1. Знайти інтеграл  ∫= dxxxI 2cos8sin . 
□  =+= ∫ dxxxI )6sin10(sin)2/1(   
Cxx +−−= 6cos)12/1(10cos)20/1( . ■ 
2. Інтеграл вигляду ∫ dxxxR )cos,(sin . Покажемо, що цей 
інтеграл за допомогою універсальної тригонометричної підста-
новки txtg =)2/(  завжди зводиться до інтеграла від раціональної 
функції. Виконаємо необхідні перетворення:  
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22 1
2
)2/(1
)2/(2
sin
t
t
xtg
xtg
x
+
=
+
= ;  2
2
2
2
1
1
)2/(1
)2/(1
cos
t
t
xtg
xtg
x
+
−
=
+
−
= ;   
tarctgx 2= ;  )1/(2 2tdtdx += .  
Отже, xsin , xcos  і dx  мають раціональні вирази відносно t . Оскі-
льки раціональна функція від раціональних функцій знову раціона-
льна, маємо: 
( )
∫∫
+
+−+
= 2
222
1
2)1/()1(),1/(2)cos,(sin
t
dtttttRdxxxR . 
Приклад 2. Знайти інтеграл  ∫ +
=
xx
dxI
cossin3
. 
□  ( ) =−+=+−+++= ∫∫ 22222 16 2)1/()1()1/(6)1( 2 tt dtttttt dtI   
=+
+−
−−
−=
−−
−= ∫ Ct
t
t
dt
103
103ln
10
1
10)3(2 2  
( ) ( ) ( ) Cxtgxtg ++−−−−= 103)2/(103)2/(ln10/1 . ■  
Поряд з універсальною також є інші підстановки, що у ряді 
випадків дають значно простіші раціональні вирази і тим самим 
швидше ведуть до мети:  
а) ∫ dxxxR cos)(sin . Підстановка tx =sin , dtdxx =cos  
зводить цей інтеграл до ∫ dttR )( ; 
Приклад 3. Знайти інтеграл  ∫
−
=
2sin
cos3
x
dxxI . 
□  =−==
−
= ∫ xx
x
dxxxI 22
2
sin1cos
2sin
coscos
  
=
−
−
=
=
=
=
−
−
= ∫∫ 2
)1(
cos
;sin
2sin
cos)sin1( 22
t
dtt
dtdxx
tx
x
dxxx
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( ) =+−−−−=−−−−= ∫ Ctttdttt |2|ln32)2/1()2/(32 2  
Cxxx +−−−−= |2sin|ln3sin2sin)2/1( 2 .   ■ 
б) ∫ xdxxR sin)(cos . Підстановка tx =cos , dtdxx =− sin   
зводить цей інтеграл до ∫− dttR )( ; 
Приклад 4. Знайти інтеграл  ∫
−
= dx
x
xI
16cos
sin
2
3
.  
(Розв’яжіть самостійно, використовуючи підстановку tx =cos ).  
в) ∫ dxxtgR )( . Підстановка txtg = , tarctgx = , 
)1/( 2tdtdx += , зводить цей інтеграл до ∫ + )1/()( 2tdttR ; 
Приклад 5. Знайти інтеграл  ∫
++
+
= dx
xtgxtg
xtgxtgI
52
)1(
2
2
.  
(Розв’яжіть самостійно, використовуючи підстановку txtg = ).  
г) dxxxxxR∫ )cossin,cos,(sin 22 . Підстановка txtg = , 
tarctgx =  зводить цей інтеграл до ∫ dttR )(  тому що  
2
2
2
2
2
11
sin
t
t
xtg
xtg
x
+
=
+
= ;  22
2
1
1
1
1
cos
txtg
x
+
=
+
= ;   
222 11
1
1
cossin
t
t
tt
t
xx
+
=
+
⋅
+
= ;  21 t
dtdx
+
=  .  
Приклад 6. Знайти інтеграл  ∫
+
=
xxx
dxI
cossin6sin2
.  
□  ;
1
sin;
1;
;
22 t
t
x
t
dtdx
tarctgx
xtgt
I
+
=
+
=
=
=
=    
( ) ( ) ( )∫ =++++ +=+= 2222
2
2
11161
)1(
1
1
cos
ttttt
tdt
t
x   
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=
−=
=



=−
=
−=
=
=++
=
+
+=
+
= ∫∫∫
6/1
6/1
16
16
6
0
1)6(
6)6( B
A
B
A
t
t
BttA
t
Bdt
t
Adt
tt
dt
  
=++−=
+
−= ∫∫ Cttt
dt
t
dt |6|ln
6
1||ln
6
1
66
1
6
1
  
Cxtgxtgxtgt ++−=== |6|ln)6/1(||ln)6/1( .   ■   
д) ∫ dxxx nm cossin , де m  і n  – цілі числа. Тут можливі такі 
особливості:  
     •  Якщо хоча б одне з чисел m  чи n  – непарне, то відокре-
млюємо від непарного степеня одну функцію, що в добутку з dx  
дає диференціал «кофункції» (без врахування знака). Цю «кофунк-
цію» приймаємо за нову змінну t .  
Наприклад, нехай 12 += pn , тоді  
== ∫∫
+ dxxxxdxxx pmpm coscossincossin 212  
∫ −= dxxxx
pm cos)sin1(sin 2 . 
Зробимо заміну: tx =sin , dtdxx =cos . Отже, 
∫∫ −= dtttxdxx
pmnm )1(cossin 2   
– інтеграл від раціональної функції.  
Зауваження 1. Якщо можливо, то треба вибирати непарний 
додатний (краще менший за модулем) показник степеня. При цьому 
показник степеня іншої функції може бути довільним.  
Зауваження 2. Якщо обидва числа m  і n  – непарні від’ємні, 
то краще застосувати підстановку txtg =  .  
Приклад 7. Знайти інтеграл   ∫= dxxxI
56 sincos   
□  =−== ∫∫ dxxxxdxxxxI sin)cos1(cossinsincos 22646   
==−== dtdxxtx sin;cos  
+−=+−−=−−= ∫∫
6/76/256/136/1226/1 )7/6()2()1( tdttttdttt  
 33 
+−=−+ 6/76/316/19 ))(cos7/6()31/6()19/12( xtt  
Cxx +−+ 6/316/19 ))(cos31/6())(cos19/12( . ■ 
        •  Якщо m  і n  – парні невід’ємні числа, то використову-
ємо формули зниження степеня тригонометричних функцій:  
2/)2cos1(sin2 xx −= ; 2/)2cos1(cos2 xx += .  
Отже, ∫∫ +−=
−− dxxxdxxx qpqpnm )2cos1()2cos1(2cossin , 
де pm 2=  і qn 2= .  
Після піднесення до степенів p , q  і множення матимемо 
x2cos  як у парних, так і непарних степенях. Члени з непарними 
степенями інтегруються, як показано вище. Члени з парними степе-
нями знову перетворюємо за формулами зниження степеня. Продо-
вжуючи цей процес, дійдемо до інтегралів від сталих величин і фу-
нкцій kxcos , які легко інтегруються. 
Зауваження 3. Для зниження степеня можна додатково вико-
ристати формулу 2/)2(sincossin xxx = .  
Приклад 8. Знайти інтеграл  ∫= dxxxI 3cos3sin
22
.   
□  ( ) ==== 2222 6sin)2/1()3cos3(sin3cos3sin xxxxxI   
=
−
==== ∫ 2
12cos16sin6sin
4
16sin
4
1 222 xxdxxx   
Cxxdxx +−=−= ∫ 12sin)96/1()8/1()12cos1()8/1( .  ■  
     •  Якщо m  i n  – парні числа, з яких хоча б одне від'ємне, 
то робимо заміну txtg = , або txctg = ; 
Приклад 9. Знайти інтеграл   ∫= xdxI
4cos   
□  =+==== )1/(;; 2tdtdxtarctgxtxtgI   
=+=
+
=
+⋅+
= ∫∫∫ dttt
dt
tt
dt )1()1/(1)1/(1)1(
2
2222   
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CxtgxtgCtt ++=++= 33 )3/1()3/1( . ■ 
Приклад 10. Знайти інтеграл  ( )∫= dxxxI 62 sincos .  
(Розв’яжіть самостійно, використовуючи підстановку txtg = ).  
 
1.1.6. Інтегрування деяких типів ірраціональностей.  
Тригонометричні підстановки  
Не від усякої ірраціональної функції інтеграл можна виразити 
через елементарні функції у скінченній формі. Розглянемо інтегра-
ли від ірраціональних функцій, що за допомогою підстановок зво-
дяться до інтегралів від раціональних функцій і, отже, інтегруються.  
1. Інтеграл вигляду  
( ) 0,)(,...,)(, // ≠++∫ adxbaxbaxxR srnm .  
Він зводиться до інтеграла від раціональної функції за допо-
могою підстановки ktbax =+ , де k  – найменший спільний зна-
менник дробів у показниках степенів  srnm /...,,/ . Тоді 
abtx k /)( −= ;  dttakdx k 1)/( −= . Після інтегрування за змінною t  
повертаємося до початкової змінної x :  kk baxbaxt +=+= /1)( .  
Приклад 1. Знайти інтеграл  ∫
−−
+−
=
12
)21(
xx
dxxxI . 
□  Робимо заміну: 21 tx =− ; 12 += tx ; tdtdx 2= . Тоді  
++=
+−
++
=
−+
++
= ∫∫∫ dtttt
dtttt
tt
dttttI )104(
12
)44(
21
2)22(
2
23
2
2
  
( ) ++=−−++= ∫ ttdtttt 102)1/()1020(104 22   
( )
=





−
+
−
++=
−
+−
+ ∫∫ dttt
tt
t
dtt
2
2
2 )1(
10
1
20102)1(
10)1(20
  
+−=−==+−−−++= )1(21)1/(10|1|ln20102 2 xxtCtttt   
( ) Cxxx +−−−−−+−+ 1110|11|ln20110 .   ■  
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2. Для інтегралів наведених нижче типів застосовують спеціа-
льні тригонометричні підстановки в залежності від вигляду підко-
реневого виразу:   
1) ( )∫ − dxxaxR 22,    ⇒   tax sin⋅= , tdtadx cos= ; 
2 ) ( )∫ − dxaxxR 22,    ⇒   tax sin= , dtt tadx 2sincos⋅−= ; 
3) ( )∫ + dxaxxR 22,     ⇒   tgtax ⋅= , dttadx 2cos= . 
Приклад 2. Знайти інтеграл   dxxx∫ −
22 9 .  
□  Зробимо підстановку tx sin3=  з метою позбутись ірраціо-
нальності. Тоді dttdx cos3=   і  
=−=− ∫∫ dttttdxхx cos3sin99)sin3(9 2222   
==⋅⋅= ∫∫ dtttdtttt
222 cossin81cos3|cos|3sin9    
=−== ∫∫ dttdtt )4cos1()8/81(2sin)4/81( 2   
( ) ∫∫∫ ⋅−⋅=−⋅= dtttdttdt 4cos)8/81()8/81(4cos)8/81(   
при умові 0cos ≥t . Нехай 4/ut = . Тоді dudt )4/1(=   і  
Cuduudtt +== ∫∫ sin)4/1(cos)4/1(4cos .  
Отже Cutdxхx +⋅−⋅=−∫ sin)4/1()8/81()8/81(9 22 .  
Повернемось до початкової змінної x : 
)3/arcsin(хt = ;  )3/arcsin(44 хtu == .   
Тоді  
Cххdxхx +−=−∫ ))3/arcsin(4sin(32
81)3/arcsin(
8
819 22 .  
Звичайно, отриманий результат можна спростити, використо-
вуючи тригонометричні тотожності.   ■  
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1.1.7. Інтеграли, що «не беруться»  
Диференціювання ґрунтується на формулах для похідної кож-
ної з операцій, за допомогою яких формуються елементарні функ-
ції. Тому похідна довільної елементарної функції також є елемен-
тарною.  
При інтегруванні не існує відповідних формул для добутку, 
частки і суперпозиції функцій. Тому не кожну первісну, навіть коли 
вона існує, можна подати через елементарні функції у скінченному 
вигляді.  
Говорять, що інтеграл CxFdxxf +=∫ )()(  «не береться», 
якщо первісна )(xF  – неелементарна функція.  
Такого типу первісні, що часто застосовуються в математиці 
та інших дисциплінах, називаються спеціальними функціями. Для 
них складені відповідні таблиці, побудовані графіки і створені 
комп’ютерні програми.  
Наведемо деякі інтеграли, що «не беруться», і відповідні спе-
ціальні функції:  
   а) ( ) Cxdxе х +Φ=pi ∫ − )(21 22 , де первісна )(xΦ , що задо-
вольняє додатковій умові 0)0( =Φ , називається функцією Лапласа  
(інтегралом ймовірностей);  
   б) =∫ dx
x
xsin Si )(x C+ , де первісна Si )(x , що задовольняє до-
датковій умові Si 0)0( = , називається інтегральним синусом.   
 
1.2. Визначений інтеграл  
 
1.2.1. Інтегральна сума. Її геометричний та  
економічний зміст. Поняття визначеного інтеграла.   
Умови його існування. Формула Ньютона – Лейбниця  
Визначений інтеграл відіграє значну роль як у суто теоретич-
них дослідженнях, так i в практичних застосуваннях. До його обчи-
слення зводяться задачі знаходження площі фігури, об’єму тіла, 
центру ваги плоскої кривої, моменту інерції та інші.  
Нехай функція )(xfy =  визначена на відрізку ];[ ba . Ро-
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зіб'ємо відрізок ];[ ba  на n  довільних (не обов’язково рівних) еле-
ментарних частин точками поділу nixi ,0, =  такими, що 
bx ...xx xxxa nii =<<<<<<<= −1210 ... . На кожному частин-
ному відрізку ];[ 1 ii xx −  візьмемо по одній довільній  (не обо-
в’язково середній) точці ic , ni ,1= . Обчислимо значення функції 
)( icf  і помножимо його на довжину відповідного частинного від-
різка 1−−=∆ iii xxx . Складемо суму отриманих добутків  
∑
=
∆=∆++∆++∆=
n
i
iinniin xcfxcfxcfxcffS
1
11 )()(...)(...)()( . 
Цей вираз називається інтегральною сумою для функції )(xf  на 
відрізку ];[ ba .  
Зауваження 1. Інтегральна сума )( fSn , як це випливає з її по-
будови, не є функцією змінної n  і не є функцією змінної x . Інтег-
ральна сума залежить як від способу розбиття, тобто від вибору то-
чок поділу nixi ,0, = , так і від вибору точок ic , ni ,1=  по одній на 
кожному частинному відрізку.  
Геометричний зміст. Нехай функція )(xf  визначена, не-
від’ємна і неперервна на відрізку ];[ ba . Фігура, обмежена зверху 
графіком функції )(xfy = , знизу віссю Ox  і вертикальними пря-
мими ax =  і bx =  (рис.2), називається криволінійною трапецією. 
 
y  
x  1x1c 1−ix ixic0xa =
0)( ≥= xfy
iD
nxb =
Рис. 2 
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Знайдемо її площу S   
Добуток ii xcf ∆)(  чисельно дорівнює площі прямокутника 
iD  з основою ix∆  і висотою )( icf . Інтегральна сума )( fSn  чисе-
льно дорівнює площі східчастої фігури, утвореної з таких прямоку-
тників, і служить наближеним значенням площі криволінійної тра-
пеції:  )( fSS n≈ .    
Економічний зміст. Розглянемо задачу про об'єм виробництва 
зі змінною продуктивністю праці. Аналізуючи будь-яке виробницт-
во помічаємо, що продуктивність праці в різні моменти часу t  різ-
на. Нехай продуктивність праці за період часу від 0  до T  опи-
сується неперервною функцією )(tf . Розіб'ємо проміжок [ ]T;0  на 
n  елементарних проміжків тривалістю 1−−=∆ iii ttt , ni ,1= . Вва-
жаючи продуктивність протягом часу it∆  сталою і рівною )( itf , де 
it  – довільно взята точка з ],[ 1 ii tt − , наближено визначимо об’єм 
продукції iQ∆ , виробленої за елементарний проміжок часу it∆ :  
iii ttfQ ∆≈∆ )( .  
Тоді об’єм продукції Q , виробленої за весь період часу від 0  
до T , наближено визначається як  ∑
=
∆≈
n
i
ii ttfQ
1
)( , тобто інте-
гральна сума ∑
=
∆
n
i
ii ttf
1
)(  наближено дорівнює об’єму продукції, 
виробленої за період часу [ ]T;0 .  
Нехай функція )(xfy =  визначена на відрізку ];[ ba , 
∑
=
∆= ni iin xcffS 1 )()(  – її інтегральна сума на ];[ ba . Позначимо 
через ix∆max  найбільшу з довжин відрізків ];[ 1 ii xx − , ni ,1= . Роз-
глянемо довільну послідовність інтегральних сум при умові 
0max →∆ ix . Очевидно, що при цьому число n  у розбитті прямує 
до нескінченності.  
Визначеним інтегралом від функції )(xf  на відрізку ];[ ba  
називається границя послідовності інтегральних сум при необмеже-
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ному здрібненні розбиття відрізка ];[ ba :  
∑∫
=
→∆
∆=
n
i
ii
x
b
a
xcfdxxf
i 10max
)(lim)( ,  
де a  і b  – відповідно нижня і верхня межі інтегрування;  ];[ ba  – 
відрізок інтегрування.  
Підкреслимо, що границя розглядається при будь-яких роз-
биттях відрізка ];[ ba  таких, що 0max →∆ ix , і при будь-якому 
виборі точок ic  на елементарних відрізках ];[ 1 ii xx − , ni ,1= .  
Зауваження 2. Не зважаючи на близькість позначень, невизна-
чений і визначений інтеграли різні за суттю, оскільки невизначений 
інтеграл – це сім’я функцій (первісних), а визначений інтеграл – це 
число (значення границі).  
Геометричний зміст. Нехай функція )(xf  визначена, не-
від’ємна і неперервна на відрізку ];[ ba . Тоді визначений інтеграл 
∫
b
a
dxxf )(   чисельно  дорівнює площі  S   відповідної  криволінійної  
трапеції:  ∫=
b
a
dxxfS )( .   
Економічний зміст. Збільшуючи кількість n  проміжків роз-
биття it∆ , одержуємо все точніші формули для обчислення об’єму 
виробленої продукції. При 0max →∆ it  (відповідно ∞→n )  має-
мо точну рівність  
∫∑ =∆=
=
→∆
Tn
i
ii
t
dttfttfQ
i 010max
)()(lim ,  
тобто, визначений інтеграл ∫
T
dttf
0
)(  від продуктивності праці 
)(tf  дорівнює об’єму продукції Q , виробленої за період часу [ ]T;0 .    
Теорема 1 (необхідна умова інтегрованості). Якщо функція 
інтегрована на деякому відрізку, то вона обмежена на ньому. 
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□ Припустимо супротивне. Нехай функція )(xfy =  на відріз-
ку ];[ ba  необмежена. Тоді для довільного розбиття існує хоча б 
один елементарний відрізок ];[ 1 ii xx − , де функція необмежена. Ви-
бираючи на ньому відповідним чином точку ic , можна зробити зна-
чення функції )( icf , а з нею інтегральну суму )( fSn  як завгодно 
великою. Тому скінченна границя для )( fSn  не існує.   ■  
Зауваження 3. Умова обмеженості функції є необхідною, але 
не є достатньою для інтегрованості функції.  
Теорема 2 (достатня умова інтегрованості). Функція, непе-
рервна на відрізку, інтегрована на ньому. 
Зауваження 4. Розглядаючи визначені інтеграли, надалі бу-
демо припускати підінтегральну функцію неперервною на проміж-
ку інтегрування.  
Визначений інтеграл фактично відкрито понад 2000 років то-
му. Але широкого застосування він довго не мав, оскільки без-
посередньо знаходити границі інтегральних сум важко навіть у 
найпростіших випадках. Невизначений інтеграл відкрито значно 
пізніше (у XXVII столітті) і для нього розроблено досить ефективні 
методи обчислення. Тоді ж був встановлений зв’язок між цими ти-
пами інтегралів, що дозволило розширити сфери застосування інте-
грального числення.  
Теорема (Ньютона – Лейбниця). Нехай функція )(xfy =  не-
перервна на відрізку ];[ ba  і )(xF  – яка-небудь її первісна на цьому 
відрізку. Тоді визначений інтеграл від функції )(xfy =  на відрізку 
];[ ba  дорівнює приросту первісної )(xF  на цьому відрізку:  
b
a
b
a
xFdxxf )()( =∫  – формула Ньютона – Лейбниця.   
Тут символом )()()( aFbFxF b
a
−=
 позначено приріст первісної 
(читається:  « )(xF  з підстановкою від a  до b »). 
□  Розглянемо приріст )()( aFbF − . Перепишемо його, до-
даючи та віднімаючи значення функції в кожній внутрішній точці 
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розбиття 121 ,...,, −nxxx , враховуючи, що bxax n == ,0 , та ви-
користовуючи на кожному елементарному відрізку формулу Ла-
гранжа, а потім зробимо граничний перехід:  
++−+−=− ...))()(())()(()()( 1201 xFxFxFxFaFbF   
iiiinn xcFxFxFxFxF ∆=−=−+ −− )(')()())()(( 11 ,  
=∆++∆+∆=∈
−− nniii xcFxcFxcFxxc )('...)(')('];[ 221111   
++∆+∆=== ...)()()()(' 2211 xcfxcfcfcF ii   
)()( fSxcf nnn =∆+ ;  )(lim))()((lim 00 fSaFbF nxx ii →∆→∆ =− .  
Таким чином   ∫=−
b
a
dxxfaFbF )()()( .   ■  
Приклад. Знайти інтеграл  ∫
pi 2/
0
cos dxx .  
□  Використовуючи таблицю первісних та формулу Ньютона – 
Лейбниця, отримаємо:  
10sin)2/(sinsincos 2/0
2/
0
=−pi==
pipi
∫ xdxx .   ■   
Зауваження 5. Формула Ньютона – Лейбниця залишається 
справедливою для будь-якої інтегрованої на відрізку ];[ ba  функції 
)(xf , що має неперервну первісну )(xF , яка задовольняє умову 
)()(' xfxF =  на всьому відрізку ];[ ba  за винятком хіба що скін-
ченного числа точок.  
 
1.2.2. Властивості визначеного інтеграла.  
Теорема про середнє значення  
Спираючись на означення та формулу Ньютона – Лейбниця, 
що зв’язує визначений інтеграл з невизначеним, можна встановити 
основні властивості визначеного інтеграла.  
Найпростіші властивості:  
1. Визначений інтеграл не залежить від позначення змінної 
інтегрування (змінна інтегрування є «німою»): 
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∫∫ =
b
a
b
a
dttfdxxf )()( . 
2. Визначений інтеграл з рівними між собою межами інтегру-
вання дорівнює нулю: 
0)( =∫
a
a
dxxf . 
3. Якщо переставити місцями межі інтегрування, то визна-
чений інтеграл тільки змінить знак: 
∫∫ −=
a
b
b
a
dxxfdxxf )()( . 
Властивість адитивності за проміжком:   
4. Для будь-яких трьох чисел a , b  і c  справедлива рівність 
∫∫∫ +=
b
c
c
a
b
a
dxxfdxxfdxxf )()()( , 
якщо тільки всі ці інтеграли існують.  
Доведення спирається на властивість інтегральної суми, яку 
можна розділити на окремі частини, що відповідають частинам 
всього відрізка інтегрування.  
Властивості лінійності:   
5. Сталий множник можна виносити за знак визначеного ін-
теграла:  
∫∫ =
b
a
b
a
dxxfAdxxAf )()( ,  де constA = . 
□  =∆= ∑∫ =→∆
n
i iix
b
a
xcfАdxxAf
i
10max
)(lim)(  
∫∑ =∆= =→∆
b
a
n
i iix
dxxfАxcfA
i
)()(lim 10max .   ■  
6. Визначений інтеграл від алгебраїчної суми декількох функ-
цій дорівнює такій же алгебраїчній сумі інтегралів від кожної з цих 
функцій окремо. Так, у разі трьох функцій:  
∫∫∫∫ −+=−+
b
a
b
a
b
a
b
a
dxxhdxxgdxxfdxxhxgxf )()()())()()(( . 
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Доведення спирається на відповідну властивість границі суми.  
Властивості монотонності:   
7. Якщо підінтегральна функція неперервна і невід’ємна на ві-
дрізку ];[ ba , ];[,0)( baxxf ∈≥ , а верхня межа інтегрування бі-
льша або дорівнює нижній ab ≥ , то визначений інтеграл на цьому 
відрізку також невід’ємний: 
0)( ≥∫
b
a
dxxf . 
8. Якщо на відрізку ];[ ba , де ba < , функції )(xf  i )(xϕ  за-
довольняють нерівності  
)()( xxf ϕ≤ , то ∫∫ ≤
b
a
b
a
dxxdxxf )()( ϕ . 
Іншими словами, нерівність між неперервними функціями можна 
інтегрувати почленно при умові, що верхня межа інтегрування бі-
льша нижньої.  
□  Розглянемо різницю  
=−ϕ=−ϕ ∫∫∫
b
a
b
a
b
a
dxxfxdxxfdxx ))()(()()(  
∑
=→∆
∆−ϕ= ni iiix xcfci 10max ))()((lim . 
Тут кожна різниця 0)()( ≥−ϕ ii cfc , 0>∆ ix . Отже, кожен 
член суми додатний, додатна вся сума і невід’ємна її границя, тобто 
0))()(( ≥−ϕ∫
b
a
dxxfx . Звідси  
0)()( ≥−ϕ ∫∫
b
a
b
a
dxxfdxx   або  ∫∫ ≥ϕ
b
a
b
a
dxxfdxx )()( .  ■  
9. Абсолютна величина визначеного інтеграла не перевищує 
визначеного інтеграла від абсолютної величини підінтегральної 
функції при умові, що верхня межа інтегрування не менша за ниж-
ню ab ≥ :  
∫∫ ≤
b
a
b
a
dxxfdxxf |)(|)( . 
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□  За властивістю модуля  |)(|)(|)(| xfxfxf ≤≤− . Врахову-
ючи властивість 8, з цього випливає  
∫∫∫ ≤≤−
b
a
b
a
b
a
dxxfdxxfdxxf |)(|)(|)(|   
або  ∫∫ ≤
b
a
b
a
dxxfdxxf |)(|)( .   ■  
Для функції )(xf , інтегрованої на відрізку ];[ ba , середнім 
інтегральним значенням на цьому відрізку називається число µ , 
яке визначається рівністю 
( )∫−=µ ba dxxfab )()/(1 . 
Теорема  (про середнє значення). Якщо функція )(xf  непере-
рвна на відрізку ];[ ba , то на інтервалі );( ba  існує хоча б одна то-
чка c  така, що середнє інтегральне µ  функції )(xf  на відрізку 
];[ ba  дорівнює значенню функції )(cf  в цій точці:  
( )∫−=µ= ba dxxfabcf )()/(1)( .  
□  Нехай ba < . Якщо m  і M  найбільше і найменше значен-
ня функції )(xf  на відрізку ],[ ba , тобто Mxfm ≤≤ )( , тоді: 
∫∫∫ ≤≤
b
a
b
a
b
a
dxMdxxfdxm )( ;   ( ) Mdxxfabm b
a
≤−≤ ∫ )()/(1 . 
Вираз, який розташований всередині цієї подвійної нерівності, 
дорівнює µ . Тобто, Mm ≤≤ µ . Тоді за теоремою про проміжне 
значення неперервної на відрізку функції при деякому значенні c  
)( bca <<  будемо мати )(cf=µ . ■  
Геометричний зміст (рис. 3). Для не-
перервної невід’ємної на відрізку ];[ ba  
функції )(xf  всередині цього відрізка 
знайдеться хоча б одна точка c  така, що 
площа відповідної криволінійної трапеції 
дорівнює площі прямокутника з тією ж 
основою ab −  і висотою )(cf=µ .  
c
 
a
 
b
 
µ
 
O
 
x
 
y
 
Рис. 3  
0)( ≥= xfy
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Приклад. Продуктивність праці робітника протягом восьмиго-
динної зміни описується функцією tttf 55,01)( 3/2 −+= , ]8;0[∈t . 
Знайти f  – середню продуктивність праці робітника за зміну.  
□  =







⋅−+=−+= ∫
8
0
23/58
0
3/2
2
55,0
3/58
1)55,01(
8
1 tt
tdtttf   
2,1)6,172,198()8/1( =−+⋅= .   ■ 
 
1.2.3. Заміна змінної у визначеному інтегралі  
Теорема. Нехай функція )(xfy =  неперервна на відрізку 
];[ ba , а функція )(tx ϕ=  неперервна разом зі своєю похідною 
)('' tx ϕ=  і монотонна на відрізку ];[ βα , причому a=αϕ )(  і 
b=βϕ )( . Тоді справедлива формула заміни змінної у визначеному 
інтегралі  
;)(;)(';)()( 1 xtdttdxtxdxxfb
a
−ϕ=ϕ=ϕ==∫   
∫
β
α
−− ϕϕ=ϕ=βϕ=α dtttfba )('))(()(;)( 11 ,  
де  )(1 xt −ϕ=  – обернена функція.  
□  Якщо )(xF  – деяка первісна для функції )(xf , то можемо 
записати  
∫ += CxFdxxf )()( ;   CtFdtttf +=∫ ))(()('))(( ϕϕϕ .  
Справедливість останньої рівності перевіряється диференцію-
ванням обох частин по t . З цих рівностей відповідно маємо:  
)()()()( aFbFxFdxxf b
a
b
a
−==∫ ;   =ϕϕ∫
β
α
dtttf )('))((   
)()())(())(())(( aFbFFFtF −=αϕ−βϕ=ϕ= β
α
.   
Праві частини одержаних виразів рівні, отже, ліві частини теж 
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рівні:   ∫∫
β
α
ϕϕ= dtttfdxxfb
a
)('))(()( .   ■  
Зауваження 1. При заміні змінної значення функції )(tϕ  не 
повинні виходити за межі відрізка ];[ ba , коли аргумент t  зміню-
ється на проміжку ];[ βα , причому a=αϕ )(  і b=βϕ )( . Монотон-
на на ];[ βα  функція )(tx ϕ=  ці умови задовольняє.  
Зауваження 2. Аналогічно випадку невизначеного інтеграла, 
формула заміни змінної може використовуватись як в прямому, так 
і в зворотному напрямку.  
Зауваження 3. Виконуючи заміну змінної у визначеному інтег-
ралі, немає потреби повертатися до початкової змінної: якщо обчи-
слено один з визначених інтегралів формули заміни, то маємо деяке 
число; цьому числу дорівнює також інший інтеграл.  
Приклад 1. Обчислити інтеграл ∫
+
−
=
8
3 1
3 dx
x
xI .  
□  =
=+==+=+=
=−==+
=
318;213;1
;2;1;1
21
22
ttxt
dttdxtxtxI    
∫∫∫∫ =−=−=
−−
=
3
2
3
2
2
3
2
2
3
2
2
82)4(2231 dtdttdtttdt
t
t
  
3/14)23(8)23()3/2(8)3/2( 3332
3
2
3
=−⋅−−⋅=−= tt .   ■  
Приклад 2. Обчислити: а) ∫
+−
−
7
2
4
153
53
x
dxx
;  б) ∫
−
4
2
4
2 4 dx
x
x
. 
(Розв’яжіть самостійно, використовуючи відповідно підстановки:  
а) 453 tx =− ;  б) tx cos/2= ).  
Зауваження 4. При обчисленні визначеного інтеграла заміну 
змінної можна проводити у відповідному невизначеному інтегралі. 
Тоді треба повернутись до початкової змінної і застосувати форму-
лу Ньютона – Лейбниця. Звичайно цим користуються у простих ви-
падках, коли заміну здійснюють усно.  
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Приклад 3. Обчислити інтеграл ∫
pi
+
=
2/
0 cos54 x
dxI , виконуючи 
заміну змінної у відповідному невизначеному інтегралі.  
□ ∫∫
+
−
===
+
=
+
=
pi
;
1
1
cos;
2cos54cos54 2
22/
0 t
t
x
x
tgt
x
dx
x
dxI   
=
+−⋅+
+
=
+
== ∫ )1()1(54
)1(2
1
2
;2 22
2
2 tt
tdt
t
dtdxtarctgx   
=+
+
−
⋅
⋅
⋅−=
−
−= ∫ Ct
t
t
dt
3
3ln
32
12
9
2 2   
=
+
−
−=+
+
−
−=
pi 2/
0
3)2/(
3)2/(ln
3
1
3)2/(
3)2/(ln
3
1
xtg
xtgC
xtg
xtg
  
2ln
3
1
30
30ln
3)4/(
3)4/(ln
3
1
=







+
−
−
+pi
−pi
−=
tg
tg
tg
tg
.   ■  
 
1.2.4. Інтегрування частинами у визначеному інтегралі  
Нехай )(xuu =  i )(xvv =  – диференційовані функції від x  на 
відрізку ];[ ba . Тоді  uvvuuv ''')( += . Інтегруємо обидві частини 
рівності у межах від a  до b , маємо  
∫∫∫ +=
b
a
b
a
b
a
dxvudxvudxvu ''')( . 
Оскільки Cvudxvu +=∫ ')( , тому 
b
a
b
a
vudxvu =∫ ')( .  
Отже   ∫∫ +=
b
a
b
a
b
a
dvuduvvu .  Звідси остаточно маємо фор-
мулу інтегрування частинами у визначеному інтегралі  
∫∫ −=
b
a
b
a
b
a
duvvudvu ,  
що відрізняється від аналогічної формули для невизначеного інтег-
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рала тільки наявністю меж інтегрування.  
Приклад 1. Обчислити інтеграл   
∫
−
−−=
0
2
2 2cos)8124( dxxxxI .  
□  =
=−=
=−−=
=
xvdxxdu
dxxdvxxuI
2sin)2/1(;)128(
;2cos;8124 2
  
=−⋅−−−= ∫
−
−
0
2
0
2
2 )128(2sin)2/1(2sin)2/1)(8124( dxxxxxx   
;2;322sin)32(24sin32 0
2
dxduxudxxx =−==−−= ∫
−
  
−=−== 4sin322cos)2/1(;2sin xvdxxdv   
( )=⋅−−−⋅−− ∫
−
−
0
2
0
2 22cos)2/1(2cos)2/1()32(2 dxxxx   
+−=−+−= ∫
−
34sin322cos24cos734sin32 0
2
dxx    
34cos74sin312sin)2/1(24cos7 02 −+=⋅−+ −x .  ■  
Приклад 2. Обчислити інтеграл  ∫
pi
=
2/
0
4 5cos dxxeI x .  
(Розв’яжіть самостійно).  
 
1.3. Невласні інтеграли першого та другого роду  
При вивченні визначеного інтеграла виходили з двох умов:  а) 
скінченність проміжку інтегрування;  б) неперервність (або хоча б 
обмеженість) підінтегральної функції.  
Якщо хоча б одна з цих умов порушується, то наведене вище 
означення визначеного інтеграла стає неприйнятним. 
Так у випадку нескінченного проміжку інтегрування його не 
можна розбити на n  частинних відрізків скінченної довжини, а у 
випадку необмеженої функції інтегральна сума очевидно не має 
скінченної границі.  
Узагальнюючи поняття визначеного інтеграла на ці випадки, 
приходимо до невласного інтеграла – інтеграла на необмеженому 
проміжку або від необмеженої функції.   
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Невласний інтеграл по нескінченному проміжку від обме-
женої функції також називають невласним інтегралом першого 
роду.  
Нехай функція )(xf  визначена на вправо нескінченному про-
міжку );[ +∞a  й інтегрована на будь-якому відрізку ];[ ba , де 
+∞<<<∞− ba .   Тоді границю   ∫
+∞→
b
ab
dxxf )(lim    називають  
невласним інтегралом з нескінченною верхньою межею і позна-
чають  ∫
+∞
a
dxxf )( . Таким чином,  
∫∫
+∞→
+∞
=
b
aba
dxxfdxxf )(lim)(
 . 
Якщо вказана границя існує і скінченна, то невласний інтеграл 
називають збіжним, а підінтегральну функцію )(xf  – інтегрова-
ною на нескінченному проміжку );[ +∞a . Сама границя приймаєть-
ся за значення цього інтеграла.  
Якщо ж вказана границя нескінченна або взагалі не існує, то 
невласний інтеграл називається розбіжним, а функція )(xf  – не-
інтегрованою на );[ +∞а . 
Невласний інтеграл з нескінченною нижньою межею ви-
значається аналогічно (на вліво нескінченному проміжку ];( b−∞ ):  
∫∫
−∞→∞−
=
b
aa
b dxxfdxxf )(lim)(
 . 
Невласний інтеграл з обома нескінченними межами визна-
чається рівністю  
∫∫∫
+∞
∞−
+∞
∞−
+=
c
c dxxfdxxfdxxf )()()(
 ,  
де c  – довільне фіксоване дійсне число. Інтеграл ліворуч у цій фор-
мулі існує (є збіжним) лише тоді, коли є збіжними обидва інтегра-
ли праворуч. Можна довести, що інтеграл, визначений цією рівніс-
тю, не залежить від вибору числа c .  
З наведених означень випливає, що невласний інтеграл не є 
границею інтегральних сум, а є границею визначеного інтеграла зі 
змінною межею інтегрування.  
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Збіжні невласні інтеграли мають усі основні властивості зви-
чайних визначених інтегралів. Тому при розгляді невласного інтег-
рала перш за все виникає питання про його збіжність, яке вирішу-
ється або його безпосереднім обчисленням, або за допомогою спе-
ціальних ознак збіжності.  
Геометричний зміст. Нехай функція )(xf  неперервна і не-
від’ємна на проміжку );[ +∞а , а відповідний невласний інтеграл 
∫
+∞
a
dxxf )(  збігається. Тоді природно вважати, що він визначає 
площу необмеженої області – трапеції з нескінченною основою, що 
на рис. 4 позначена похилими та перехресними штрихами. Почина-
ючи з деякого значення b , ця площа приблизно дорівнює площі 
обмеженої області, яка позначена на рис. 4 перехресними штриха-
ми. Тобто, при +∞→x  функція )(xf  прямує до нуля настільки 
швидко, що площа відповідної нескінченної криволінійної трапеції 
виявляється скінченною.  
 
 
Приклад 1. Обчислити дані невласні інтеграли або встановити 
їх розбіжність:  
а) 
122 −
∫
+∞
x
dx
;     б) ∫
+∞
−+
+
3
2 103
)32(
xx
dxx
;     в) ∫
∞−
+
2
6
2
64x
dxx
.  
□  а) ×=
+
−
=
−
=
−
=
+∞→+∞→
+∞
∫∫ 2
1
1
1lnlim
2
1
1
lim
1 22
2
2
2
b
b
b
b x
x
x
dx
x
dxI  
( ) 3ln)2/1()3ln1)(ln2/1()3/1ln()1/()1(lnlim =+=−+−×
+∞→
bb
b
.  
Рис. 4 
0)( ≥= xfy  
y
a b
xO
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Невласний інтеграл збігається. Його значення  3ln)2/1(=I .  
б) =
−+
+
=
−+
+
= ∫∫
+∞→
+∞ b
b
dx
xx
x
xx
dxxI
3
2
3
2 103
32lim
103
)32(
  
==
−+==−⋅+=
+=−+=
= ∫
−+
+∞→
103
8
2
2
2
1
2 2
lim
103;810333
;32;103 bb
b t
dt
bbtt
xdtxxt
  
( ) +∞=−−+==
+∞→
−+
+∞→
|8|ln|103|lnlim||lnlim 21038
2
bbt
b
bb
b
.  
Невласний інтеграл розбігається.  
в) (Розв’яжіть самостійно).   ■  
Зауваження 2. При обчисленні невласних інтегралів для ско-
рочення іноді застосовують запис, аналогічний формулі Ньютона – 
Лейбниця. Наприклад,   
)()()()( aFFxFdxxf
aa
−+∞==
+∞+∞
∫ ,  де )(lim)( xFF
x +∞→
=+∞ .  
Аналогічно узагальнюється формула інтегрування частинами:  
∫∫
∞++∞∞+
−=
aaa
duvvudvu .  
Приклад 2. Обчислити невласний інтеграл ∫
∞−
=
0 4/ dxexI x  або 
встановити його розбіжність.  
□  ======= ∫
∞−
4/4/0 4/ 4;;; xxx evdxdudxedvxudxexI   
( ) ===⋅−−=−⋅= ∞−
∞−
∞−
∞−∞−
∫ 044444
04/0 4/04/ eeedxeex xxx   
16)(160 0 −=−−= −∞ee . Інтеграл збігається і дорівнює 16− . ■   
Зауваження 3. Застосування заміни змінної може звести невла-
сний інтеграл до звичайного визначеного інтеграла.    
Перейдемо до розгляду невласних інтегралів від необмежених 
функцій (невласних інтегралів другого роду).  
Нехай функція )(xf  інтегрована на будь-якому проміжку 
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];[ ηа , де b<η , тобто існує визначений інтеграл ( )
a
f x dx
η
∫ , і функ-
ція )(xf  необмежена на проміжку ];[ bа . У цьому випадку точку b  
називають особливою. Тоді границю 
0
lim ( )
b
a
f x dx
η
η→ − ∫  називають не-
власним інтегралом від необмеженої функції (невласним  інте- 
гралом другого роду) на проміжку ];[ bа  і позначають ( )
b
a
f x dx∫ . 
Якщо ця границя існує й скінченна, то невласний інтеграл ( )
b
a
f x dx∫  
називається збіжним; якщо ж ця границя не існує чи дорівнює не-
скінченності, то невласний інтеграл ( )
b
a
f x dx∫  – розбіжний. 
Аналогічно визначається невласний інтеграл ( )
b
a
f x dx∫  від не-
обмеженої функції з особливою точкою а : 
∫∫
η+→η
=
b
a
b
a
dxxfdxxf )(lim)(
0
. 
У випадку, коли внутрішня точка );( bаc ∈ особлива, тобто в 
будь-якому околі точки c  функція )(xf  необмежена, то за невлас-
ний інтеграл від функції )(xf на проміжку ];[ bа  приймають суму 
границь:    
∫∫∫
µ+→µ
η
−→η
+=
b
c
a
c
b
a
dxxfdxxfdxxf )(lim)(lim)(
00
. 
Приклад 3. Обчислити невласний інтеграл чи встановити його 
розбіжність   
 53 
а) 
3 3
2
0 9
x dx
x−
∫ ;    б) 
1
2
0
dx
x x+∫
;    в) ∫ +−
6
2
2 34xx
dx
. 
□  а) Особлива точка 3=x . Отже, за означенням невласного 
інтеграла, формулами заміни змінної та Ньютона – Лейбниця, знай-
демо 
=
η−==
−=
−=−=
=−=−
=
−
=
−
∫∫
η
−→η
2
22
222
0
2
3
03
3
0
2
3
9;3
22;9
9;9
9
lim
9
вн tt
tdtxdx
tdtxdxtx
txtx
x
dxx
x
dxx
 
( )
=
















+−=







−
−=
−
−→
−
−→ ∫
22 9
3
3
03
9
3
2
03 3
9lim9lim
η
η
η
η
t
t
t
tdtt
 
( ) 189
3
92799lim
3
2
2
03
=








−
−
++−−=
−→
ηη
η
.   
Отже, інтеграл збігається, його значення дорівнює 18 .  
б) Особливі точки:   0=x  і ]1;0[1∉−=x .  Маємо  
=
+
−+
=
+
=
+ ∫∫∫ +→+→ dxxx
xx
xx
dx
xx
dx 1
20
1
20
1
0
2
1limlim
η
η
η
η
 
( )=+−=








+
−
+
+
=
+→+→ ∫∫
11
0
11
0
1lnlnlim)1()1(
1lim
ηηη
ηη
η
xxdx
xx
xdx
xx
x
( )( ) ∞=++−−=
+→
ηη
η
1ln2lnln1lnlim
0
. 
Отже, інтеграл  розбіжний.  
в) Особливі точки:   
0342 =+− xx ;  3=x  і ]6;2[1∉=x .  Маємо  
∫∫∫
µ+→µ
η
−→η +−
+
+−
=
+−
=
6
2032
203
6
2
2 34
lim
34
lim
34 xx
dx
xx
dx
xx
dxI .  
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Знайдемо відповідний невизначений інтеграл:  
=





−
+
−
=
−−
=
+− ∫ ∫∫
dx
x
B
x
A
xx
dx
xx
dx
31)3)(1(342   
=



=
−=
=
=−
=
=
=−+−=
2/1
;2/1
;12
;12
:3
:1
;1)1()3(
B
A
B
A
x
x
xBxA     
=+−+−−=





−
+
−
−
= ∫ Cxxdx
xx
|3|ln
2
1|1|ln
2
1
3
2/1
1
2/1
  
C
x
x
+
−
−
=
1
3ln
2
1
.   
Тоді  =





−
−
+





−
−
=
µ
+→µ
η
−→η
6
03
2
03 1
3ln
2
1lim
1
3ln
2
1lim
x
x
x
xI    
.1
3ln
5
3lnlim
2
11ln
1
3lnlim
2
1
0303 існуєне
границя
−





−µ
−µ
−+





−
−η
−η
=
+→µ−→η
  
Отже, інтеграл  ∫ +−
=
6
2
2 34xx
dxI   розбігається.    ■  
 
1.4. Геометричні та економічні застосування  
визначеного інтеграла  
Різноманітні застосування визначеного інтеграла реалізують-
ся за однією з двох схем:  
1) Для шуканої величини, в припущенні адитивності (можли-
вість підсумовування по елементам розбиття) і лінійності в мало-
му (лінійна залежність між головними частинами нескінченно ма-
лих приростів, що фігурують в задачі), складається інтегральна 
сума, що наближено її визначає, а потім здійснюється граничний 
перехід при необмеженому здрібненні розбиття і одержується то-
чне значення у вигляді визначеного інтеграла.  
2) Складають співвідношення для диференціала (або похід-
ної) шуканої функції, а потім саму функцію знаходять інтегруван-
ням.   
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Розглянемо задачі обчислення основних кількісних характери-
стик геометричних об’єктів (довжини, площі, об’єму) та деякі еко-
номічні застосування інтегрального числення.  
 
1.4.1. Обчислення площі плоскої фігури  
Під час розгляду питання про обчислення площі плоскої фігу-
ри основним є поняття правильної області.  
Непорожня множина D  точок координатної площини Oxy  
називається областю (відкритою областю), якщо виконуються 
такі умови:  1) вона відкрита, тобто разом з кожною своєю точкою 
містить деякий окіл цієї точки;  2) вона зв’язна, тобто будь-які дві її 
точки можна сполучити деякою ламаною L , всі точки якої нале-
жать цій множині D .  
Точка 0M  називається межовою точкою області D , якщо в 
кожному її околі містяться точки, що належать і що не належать цій 
області.  
Множина всіх межових точок Γ  області D  називається ме-
жею цієї області.  
Зауваження 1. Надалі розглядаються області, межа яких Γ  
складається зі скінченного числа кусково-неперервних кривих та 
ізольованих точок.  
Якщо при русі вздовж межі Γ  область D  весь час залишаєть-
ся ліворуч, то такий напрям орієнтації межі Γ  називається до-
датним обходом.  
Об’єднання області D  з її межею Γ , називається замкненою 
областю.  
Зауваження 2. Домовимось ділянку межі Γ  зображати суціль-
ною лінією, якщо вона входить в область D , і пунктирною лінією, 
якщо вона не входить в область D .  
Область D  називається обмеженою, якщо існує таке додатне 
число C , що відстань будь-якої точки області D  до початку коор-
динат не перевищує числа C . У протилежному випадку область D  
називається необмеженою.  
Нехай D  – деяка замкнена плоска область (рис. 5), відрізок 
];[ ba  - її проекція паралельно осі Oy  на вісь Ox . Область D  на-
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зивається правильною (стандартною) в напрямку осі Oy , якщо 
виконуються наступні умови:  1) вона обмежена знизу «горизонта-
льною» лінією входу )(1 xyy = , зверху – «горизонтальною» лінією 
виходу )(2 xyy = , а зліва і справа – вертикальними прямими відпо-
відно ax =  і bx =  ( ba < );  2) довільна пробна пряма cx = , що 
паралельна осі Oy , так само напрямлена і проходить через деяку 
внутрішню точку c  відрізка ];[ ba , перетинає межу цієї області 
лише в двох точках: в одній точці на ближній лінії входу та в одній 
точці на дальній лінії виходу;  2) лінію входу (аналогічно лінію ви-
ходу) можна задати в явному вигляді одним рівнянням )(1 xyy =  
(аналогічно )(2 xyy = ), розв’язаним відносно y .  
Правильна в напрямку осі 
Oy  плоска область D  може бути 
задана системою нерівностей  



≤≤
≤≤
,)()(
;
21 xyyxy
bxa
  
    де  OxbaD Oy ⊂→ ];[ .  
Площу такої області можна 
подати як алгебраїчну суму площ 
відповідних криволінійних тра-
пецій, одна з основ кожної з яких лежить на осі Ox . Тоді площу 
правильної в напрямку осі Oy  області D  можна обчислити за фо-
рмулою:   
∫ −=
b
a
dxxyxyS ))()(( 12  . 
Аналогічно визначаєть-
ся правильна (стандартна) 
в напрямку осі Ox  плоска 
область D  (рис. 6). При цьо-
му змінні x  і y  міняються 
ролями. (Сформулюйте озна-
чення самостійно).   Рис. 6 
c  
O  
y
 
x  
d  dy =  
cy =  
ay =  
)(1 yxx =  )(2 yxx =  
D  
a
 
O  
y
 
x  b
 
bx =
 
ax =
 
cx =
 
)(1 xyy =
 
)(2 xyy =
 
D
 
Рис. 5 
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Правильна в напрямку осі Ox  плоска область D  може бути 
задана системою нерівностей  



≤≤
≤≤
,)()(
;
21 yxxyx
dyc
          де  OydcD Ox ⊂→ ];[ .  
Площу правильної в напрямку осі Ox  області D  можна обчи-
слити за формулою:   
∫ −=
d
c
dyyxyxS ))()(( 12  .   
Якщо область D  – правильна в напрямку обох координатних 
осей Ox  і Oy , то вона називається просто правильною (стан-
дартною).  
Наприклад, область, обмежена еліпсом 12222 =+ byax , є 
правильною. Область ]1;1[;2: 22 −∈−≤≤ xxyxD , обмежена 
двома вертикальними параболами, що перетинаються, – правильна 
в напрямку осі Oy , але неправильна в напрямку осі Ox . Кругове 
кільце 
2222 Ryxr ≤+≤  – неправильне в обох напрямках.  
Зауваження 3. Якщо область D  – неправильна, то звичайно 
прямими, що паралельні осям координат, її розбивають на пра-
вильні частини, що не мають спільних внутрішніх точок.  
Приклад 1. Знайти площу області D , обмеженої лініями 
yx −= 4 , 02 =+− yx  та 1=y . Задачу розв’язати двома спосо-
бами:  а) використовуючи інтегрування за змінною x ;  б) викорис-
товуючи інтегрування за змінною y . Для кожного способу зробити 
відповідний рисунок.  
□ Знайдемо характерні точки області D  – її кутові точки, в 
яких перетинаються лінії, що утворюють межу області. Для цього 
складемо і розв’яжемо відповідні системи з рівнянь цих ліній:   



=
−=
;1
;4
y
yx
 3=x ; )1;3(A ; 



=
=+−
;1
;02
y
yx
 1−=x ; )1;1(−B ;  
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


=+−
−=
;02
;4
yx
yx
  



=+−−
≤−=
;02)4(
;4,)4(
2
2
xx
xxy
 
;47
;2
2
1
>=
=
x
x
   
4)24( 21 =−=y ;   )4;2(C .   
За цими точками 
побудуємо ескізи зада-
них ліній – двох прямих 
02 =+− yx , 1=y  і лі-
вої половини yx −= 4  
вертикальної параболи. 
Одержимо попереднє 
зображення області D  
(рис. 7) і проаналізуємо її 
форму.  
 
а) Щоб скористатися формулою ∫ −=
b
a
dxxyxyS ))()(( 12 , не-
обхідно подати область D  як правильну в напрямку осі Oy . Якщо 
у вибраному напрямку вона неправильна, то її треба розбити на 
правильні частини. З рис. 7 видно, що область D  – неправильна, 
оскільки її верхня межа утворена двома різними лініями, що 
з’єднуються в кутовій точці C . Тому розбиваємо область D  на дві 
правильні частини 1D  і 2D  (рис. 8).  
Нехай площа першої фігури 1S , площа другої фігури 2S . Тоді 
-2 O  
2 
4 
x2 4 
AB
C
D
1=y
02 =+− yx yx −= 4
y
Рис. 7 
-2 
O  
2 
x
2 
1D
1=y
2+= xy
2)4( xy −=
y
Рис. 8 
2D
1−=x 2=x
1=y
3=x
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шукана площа заданої області 21 SSS += . Проведемо обчислення:  
( ) =−−+−+=+= ∫∫
−
3
2
22
121
1)4()1)2(( dxxdxxSSS   
( ) ++=+−++=
−
−
∫∫
2
1
23
2
22
1
)2/1()158()1( xxdxxxdxx    
( ) −+−++−+=+−+ 4536912/122154)3/1( 3
2
23 xxx   
6/3530163/8 =−+−  (кв. од.).  
б) Щоб скористатися формулою ∫ −=
d
c
dyyxyxS ))()(( 12 , не-
обхідно розглянути область D  як правильну в напрямку осі Ox . 
Якщо у вибраному напрямку вона неправильна, то треба розбити її 
на правильні частини. З рис. 7 видно, що область D  у напрямку осі 
Ox  є правильною. Відповідне зображення подано на рис. 9. 
Проведемо обчислення: 
( )( ) ( ) =−−=−−−= ∫∫ 4141 6)2(4 dyyydyyyS   
( ) ++−−−=−−= 3/2683/1624)2/1()3/2(6 4
1
22/3 yyy   
6/352/1 =+  (кв. од.).    ■  
Зауваження 4. Звичайно, при обчисленні площі конкретної фі-
гури треба використовувати особливості її форми і вибирати той 
-1 O  
2
 
x3 
D
1=y
2−= yx
y
Рис. 9 
4=y
yx −= 4
4 
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спосіб її подання як правильної області, що приводить до більш 
простих розрахунків.  
Приклад 2. Обчислити площу фігури D , обмеженої парабола-
ми  32 2 +−= xxy   і  342 +−= xxy .  
□  Знайдемо точки перетину парабол:  



+−=
+−=
;34
;32
2
2
xxy
xxy
 3432 22 +−=+− xxxx ; 0)3(2 =−xx ;  
;0;3;3;0 2211 ==== yxyx  3=x ; )3;0(A ; )0;3(B .  
Характерними точками також є вершини парабол. Для знахо-
дження вершин і зручності побудови парабол виділимо в їх рівнян-
нях повні квадрати двочлена:  
222 )1(431)12(32 −−=+++−−=+−= xxxxxy ; )4;1(C ;  
1)2(34)44(34 222 −−=+−+−=+−= xxxxxy ; )1;2( −E .  
Вказану фігуру D  зображено на рис. 10. 
З нього видно, що 
область D  – правильна в 
напрямку осі Oy . Крім 
того, задані рівняння кри-
вих, що обмежують об-
ласть, мають явний вигляд 
відносно змінної y . Від-
повідне зображення пода-
но на рис. 11.  
 
O
 
-2 
4 3 1 
-1 
5 
3 
2)1(4 −−= xy
1)2( 2 −−= xy
x
y
D
Рис. 10 
A
B
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3 32
2 +−= xxy
x
y
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Рис. 11 
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342 +−= xxy
0=x
3=x
 61 
За формулою ∫ −=
b
a
dxxyxyS ))()(( 12  маємо: 
( ) =−=+−−+−= ∫∫ 20 220 22 )26()34()32( dxxxdxxxxxS  
( ) 91827)3/2(3 3
0
32
=−=−= xx  (кв. од.).   ■  
 
1.4.2. Обчислення довжини дуги кривої   
Нехай на координатній площині Oxy  задана деяка лінія рів-
нянням у явній формі )(xyy = . Потрібно обчислити довжину L  її 
дуги ABL . (рис. 12).  
 
 
Розіб'ємо дугу ABL  довільним способом на n  елементарних 
дуг nili ,1, =∆  точками BMMMMA n == ...,,,, 210  з абсцисами 
bxxxxxa ni =<<<<<<= ......210  і проведемо хорди 
nnii MMMMMMMM 112110 ...,,,...,, −− , довжини яких позначимо 
відповідно через 1l∆ , 2l∆ ,…, il∆ ,..., nl∆ . Тоді маємо ламану 
nni MMMMM 110 ...... − , вписану в дугу ABL . Довжина ламаної nL  
дорівнює сумі довжин її ланок ∑
=
∆= ni in lL 1 .  
Довжиною L  дуги ABL  називають границю довжини nL  впи-
саної ламаної при необмеженому здрібненні розбиття, тобто коли 
довжина її найбільшої ланки прямує до нуля (при цьому число n  
Рис. 12 
0MA =
iy∆
ix∆
ax =0 1x 2x 1−ix ix 1−nx bxn = x
il∆
1−iM
1M
2M
iM 1−nM BM n =y
O
)(xyy =
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цих ланок прямує до нескінченності):  
∑
=→∆
∆= ni il lL i 10max
lim . 
Теорема 1. Якщо функція )(xyy = , визначена на відрізку 
];[ ba , неперервна разом зі своєю похідною на цьому відрізку, то 
довжина L  дуги ABL , що служить її графіком на відрізку ];[ ba , 
обчислюється за формулою  
∫ +=
b
a
dxxyL 2))('(1
 .  
□  Позначимо  1−−=∆ iii xxx ;  )()( 1−−=∆ iii xyxyy . Тоді  
iiiiii xxyyxl ∆∆∆+=∆+∆=∆
222 )/(1)()(  
За формулою Лагранжа про скінченні прирости маємо  
)(')/())()((/ 11 iiiiiii cyxxxyxyxy =−−=∆∆ −− , де iii xcx <<−1 .  
Отже, iii xcyl ∆+=∆
2))('(1 , оскільки 0>∆ ix .  
Таким чином, довжина вписаної ламаної дорівнює  
∑
=
∆+= ni iin xcyL 1
2))('(1 .   
За умовою похідна )(' xy  – неперервна, тому функція 
2))('(1 xy+  теж неперервна. Тоді вираз для довжини ламаної nL  
є інтегральною сумою для неперервної функції. Отже, існує визна-
чений інтеграл – границя nL  при необмеженому здрібненні розбит-
тя, що дає довжину L  дуги ABL :  
∫∑ +=∆+= =→∆
b
a
n
i iix
dxxyxcyL
i
2
1
2
0max
))('(1))('(1lim .  ■  
Приклад 1. Знайти довжину вказаної дуги  
xy ln= , ]8;3[∈x .  
□  Похідна xy /1'= . Тоді:  
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( ) =+=+=+= ∫∫∫
8
3
28
3
2
28
3
2 11/11 dx
x
xdx
x
xdxxL   
1;1;1;1 22222 −=−==+=+= tdttdxtxtxtx ;     
+=
−
+−
=
−−
⋅
=
=+=
=+=
∫∫∫
3
2
3
2
2
23
2
22
1
1
1
11
11381
;231 dtdt
t
t
tt
dttt
t
t
   
=





−+−=
+
−
+=
−
+ ∫ 3
1ln
4
2ln
2
123
1
1ln
2
1|
1
3
2
3
2
3
2
2 t
t
t
t
dt
   
)2/3ln()2/1(1+=  (од.).  ■  
Приклад 2. Знайти довжину кола 222 Ryx =+ . 
□  Довжина 1L  дуги кола, що розташована у першому квадра-
нті, складає четверту частину довжини L  всього кола. Рівняння цієї 
дуги має вигляд  
22 xRy −= , звідки 2/122 )(' xRxy −−= . Тоді 
довжину L  кола можна обчислити так:  
==
−
=
−
+== ∫∫
RRR
R
xR
xR
dxRdx
xR
xLL
00
22
0
22
2
1 arcsin44144   
 RR pi=−= 2)0arcsin1(arcsin4   (од.).   ■   
 
1.4.3. Обчислення об’єму тіла обертання 
1. Об'єм тіла з відомими площами паралельних перерізів.  
Нехай маємо деяке тіло T . Припустимо, що відома площа 
будь-якого перерізу цього тіла площиною, що перпендикулярна до 
осі Ox  (рис. 13). Ця площа залежить від положення січної площи-
ни, тобто є функцією від x : )(xSS = . Знайдемо об'єм V  тіла T .  
Припустимо, що функція )(xS  – неперервна на відрізку 
];[ ba , що служить проекцією тіла T  на вісь Ox . Проведемо дові-
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льно площини ni x, x, ...xx,, ...xx,xx ==== 10 , де  
bxxxxxa ni =<<<<<<= ......210 . Тим самим тіло розбивається 
на елементарні шари між сусідніми площинами 1−= ixx  і ixx = . На 
кожному частинному проміжку ];[ 1 ii xx −  візьмемо довільну точку 
ic  і для кожного i -го шару побудуємо елементарний циліндр, твір-
на якого паралельна осі Ox  і має довжину 1−−=∆ iii xxx , а напря-
мною служить контур перерізу тіла T  площиною icx = . Тоді об'єм 
шару iV∆  наближено дорівнює об'єму такого циліндра з площею 
основи )( icS  і висотою ix∆ :  iii xcSV ∆≈∆ )( . Об'єм V  тіла T  на-
ближено дорівнює сумі nV  об'ємів усіх частинних циліндрів: 
∑
=
∆=≈ ni iin xcSVV 1 )( . Точність цього наближення підвищується 
зі зменшенням кроків ix∆  розбиття.  
 
 
Границя цієї суми (якщо вона існує) при необмеженому здріб-
ненні розбиття (коли 0max →∆ ix  і при цьому, очевидно, ∞→n ) 
визначає об'єм V  даного тіла T : ∑
=→∆
∆= ni iix xcSV i 10max
)(lim . 
Таким чином, об'єм V  є границею інтегральної суми nV  для 
неперервної функції  )(xS  на відрізку  ];[ ba , тому вказана границя  
існує і дорівнює визначеному інтегралу:  ∫=
b
a
dxxSV )(
 .   
• 
• • 
Т 
хі хі-1  
x
y
z
O
a b
ix∆
)( ixSS =
Рис. 13 
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Приклад 1. Знайти об’єм еліпсоїда  
1/// 222222 =++ czbyax .  
□ У перерізі еліпсоїда (рис. 14) площиною, паралельною пло-
щині Oyz  на відстані x  від неї, утворюється еліпс  



=
−=+
constx
axczby ;/1// 222222
  
або   ( ) ( ) 1)/1()/1( 22222222 =−+− axczaxby   
з півосями 
22
1
22
1 /1,/1 axccaxbb −=−= .  
Площа такого еліпса   
( )2211 /1)( axbccbxS −pi=pi= .  
Обчислимо об’єм еліпсоїда, 
враховуючи його симетрію відно-
сно площини Oyz :  
=−pi= ∫
−
dxaxbcV a
a
)/1( 22   
=−pi= ∫
a dxaxbc
0
22 )/1(2   
( ) abcaxxbc a pi=−pi= )3/4()3/(2
0
23
 (куб.од.).  ■  
2. Об'єм тіла обертання.  
Розглянемо криволінійну 
трапецію, обмежену графіком 
неперервної невід’ємної функції 
0)( ≥= xyy , віссю Ox  і двома 
прямими ax =  та bx = , де 
ba ≤ . Якщо обертати цю фігуру 
навколо осі Ox , то утвориться 
тіло обертання T  (рис. 15). Пе-
реріз цього тіла площиною, па-
ралельною площині Oyz  на від-
Рис. 15 
z
x
y
O
0)( ≥= xyy
ax = bx =
О
)(xS
x
Рис. 14 
a− a
b−
c
x
y
b
z
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стані x  від неї, – круг з площею 22 ))(()( xyRxS pi=pi= . Тоді об'єм 
тіла обертання можна обчислити за формулою  
∫pi=
b
a
dxxyV )(2
 .  
Приклад 2. Знайти об’єм тіла, що утворене обертанням плоскої 
фігури, обмеженої лініями 0,4,1,4 ==== yxxxy , навколо осі 
Ox .  
□ Тіло, об’єм якого треба знай-
ти, зображене на рис. 16. Фігура 
(криволінійна трапеція), що оберта-
ється, показана штриховою.  
Проведемо обчислення:  
=== ∫∫ dxxdxxyV
b
a
4
1
22 )/4()( pipi  
pipi 12|)/1(16 41 =−= x  (куб.од.).  ■  
Приклад 3. Знайти об’єм тіла, що утворене обертанням плоскої 
фігури D , обмеженої дугою синусоїди ]6/;0[,sin4 pi∈= xxy , 
віссю Oy  і горизонтальною прямою 2=y , навколо осі Ox .  
(Розв’яжіть самостійно).  
 
1.4.4. Застосування визначеного інтегралу  
в економічних задачах  
1. Задача про розподіл доходів населення держави. Рівень 
розвитку держави характеризується тим, як вона забезпечує рівень 
життя своїх громадян. Одним з таких показників є матеріальний 
добробут. Легко і досить точно проводити порівняльний аналіз роз-
поділу населення за рівнем добробуту дозволяє коефіцієнт Джині, 
який характеризує нерівність в розподілі доходів населення. Він 
безпосередньо зв’язаний з кривою Лоренца )(xfy =  (крива 
OmA на рис. 17), яка відображає залежність відсотка y  доходів на-
селення від відсотка x  тих, які ці доходи мають. При рівномірному 
(досконалому) розподілі крива Лоренца вироджується в пряму – 
Рис. 16 
z
x
y
O
1=x 4=x
4=xy0=y
 67 
бісектрису OA , а тому площа фігури OAB  між бісектрисою OA  і 
кривою Лоренца, віднесена до площі трикутника OAB  (коефіцієнт 
Джині OABOAm SSk ∆= ), характеризує ступінь нерівномірності 
розподілу доходів населення. 
Приклад 1. Нехай 
243 )2( xxy −=  – крива Ло-
ренца, визначена за дослі-
дженнями розподілу доходів у 
деякій країні, де x  – відсоток 
населення, y  – відсоток до-
ходів населення. Обчислити 
коефіцієнт Джині k . 
□ OABOAm SSk ∆= ;    
( ) −=−−= ∫∫ 1
0
1
0
243 )2( xdxdxxxxSOAm  
===−=−==
−
− ∫ 1;2;4;2)2( 21
34
1
0
24
3
uudxxduxu
x
dxx
  
375,0)/1(
4
1
2
1
4
12 12
1
2
2
1
0
2
=−⋅+=+= ∫ u
u
du
x ;  
5,0=∆OABS ;   75,05,0375,0 ==k .  
Досить велике значення коефіцієнта k  показує значну нерів-
номірність розподілу доходів серед населення даної країни.   ■ 
Зауваження 1. Очевидно, що xxf ≤≤ )(0  при ]1;0[∈x . То-
му коефіцієнт нерівномірності розподілу доходів задовольняє спів-
відношення 10 ≤≤ k . Коли 0=k , доходи розподілено рівномірно. 
Коли 1=k , нерівномірність розподілу найбільша.  
2. Задача про дисконтування. Визначення початкової суми 
грошей за її кінцевою величиною, одержаною через час t  (років) 
при річній відсотковій ставці p , називається дисконтуванням. За-
дачі такого типу зустрічаються при визначенні економічної ефекти-
у 
х 
1(100%) 
1(100%) 
Частка 
доходів 
Частка 
населення 
А 
В 
О 
m 
Рис. 17 
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вності капіталовкладень. 
Нехай tK  –  кінцева сума, одержана за t  років, а 0K  – сума, 
що дисконтується (початкова сума). 0K  у фінансовому аналізі на-
зивають теперішньою вартістю очікуваних у майбутньому гро-
шових надходжень.  
Якщо відсотки прості, то )100/1(0 tpKKt += , де 100/p  – 
номінальна річна відсоткова ставка, подана у вигляді десяткового 
дробу. Звідси )100/1(0 pKK t += . 
У випадку складних відсотків маємо: 
t
t pKK )100/1(0 += . 
Тоді 
t
t pKK
−+= )100/1(0 .  
Якщо відсотки нараховуються рівномірно n  разів протягом 
кожного року, тоді  
nt
t npKK )100/)/(1(0 += . Звідси  
nt
t npKK
−+= )100/)/(1(0 .  
У разі неперервного нарахування відсотків (при ∞→n ) має-
мо:  
100/
0
tp
t eKK = . Тоді  
100/
0
tp
t eKK
−
= .   
Нехай щорічний дохід, що надходить, змінюється з часом і 
описується функцією )(tf , а відсотки нараховуються неперервно 
при відповідній відсотковій ставці 100/p . Тоді дисконтований до-
хід 0K  за визначений час ];0[ T  обчислюється за формулою  
∫
−
=
T
tp dtetfK
0
100/
0 )( .  
Приклад 2. Знайти дисконтований дохід за чотири роки при 
відсотковій ставці %5 , якщо початкові капіталовкладення станови-
ли 15 млн. грн. і планується щорічно збільшувати капіталовкладен-
ня на 2 млн. грн. 
□  Згідно умови задачі капіталовкладення задано функцією 
ttf 215)( +=   і 5=p ,  4=T . Обчислимо суму дисконтування 
вкладень:  
( )∫∫ ≈+== −−
4
0
05,0
0
100/
0 68215)( dtetdtetfK t
T
tp
 (млн. грн.) 
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(інтеграл обчислити самостійно, використовуючи інтегрування час-
тинами). 
Отже, для нарахування однакової суми, що утворилась за чо-
тири роки, щорічні капіталовкладення від 15 млн. грн. до 23 млн. 
грн. рівнозначні одночасному початковому вкладенню 68 млн. грн. 
при тій самій відсотковій ставці та неперервному нарахуванні від-
сотків.  ■ 
Зауваження 2. Як відомо з фінансового аналізу, якщо в деяко-
му проекті  доходи )(tP  і витрати )(tC  здійснюються неперервно 
протягом n  років, тоді різниця доходів і витрат за елементарний 
проміжок часу ],[ ttt ∆+  приблизно дорівнює ( ) ttCtP ∆− )()( . Від-
повідно теперішня вартість TB∆  цієї різниці визначається за фор-
мулою ( ) tetCtPTB tp ∆−=∆ − 100/)()( ,  де 100/tpe−  – коефіцієнт дис-
контування,  t  – поточний рік життя проекту. Тоді початкова вар-
тість TB  всієї різниці доходів і витрат протягом n  років при непе-
рервній капіталізації обчислюється за формулою:  
( )∫ −−=
n
tp dtetCtPTB
0
100/)()( .  
Отже, теперішня вартість TB  залежить від таких трьох факто-
рів: різниці доходів і витрат )()( tCtP − ; терміну життя проекту n  і 
величини відсоткової ставки p . У загальному випадку інвестиції 
будуть вигідними, якщо 0CTB > , тобто якщо приведена вартість 
інвестицій буде більше за початкові капіталовкладення.  
3. Задача про зміну капіталу. Нехай )(tI  − чисті інвестиції (зага-
льні капіталовкладення, що були здійснені за певний проміжок часу, за 
винятком інвестицій на відшкодування амортизації), )(tK  − капітал 
підприємства (основні фонди), тоді )(')( tKtI = , тобто за одиницю 
часу капітал збільшується на суму чистих інвестицій. Якщо відома 
функція чистих інвестицій )(tI , то можна знайти зміну капіталу 
K∆  за проміжок часу ];[ 21 tt  за формулою:  dttIK
t
t
∫=∆
2
1
)( .  
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Приклад 3. Чисті інвестиції змінюються з часом за формулою 
)1(10000)( tt eetI += грош. од./рік. Знайти:  а) приріст капіталу 
K∆  (з точністю до цілих грош. од.) за перші п’ять років;  
б) проміжок часу ];0[ T   (з точністю до року), протягом якого при-
ріст капіталу K∆  досягне 000100 .  
□  а)  ;;1
1
100005
0
dtedueudt
e
eK ttt
t
=+==
+
=∆ ∫   
===+==
+
+
∫
5
5
1
2
1
2
5
21 ||ln10000100001;2 e
e
u
u
du
euu   
( ) 431362ln)1ln(10000 5 ≈−+= e  (грош. од.);  
б)  100000
1
10000
0
=
+∫
dt
e
e
T
t
t
;  ( ) 1000002ln)1ln(10000 =−+ Te ;  
102ln)1ln( =−+ Te ;  )2ln()1ln( 10eeT ⋅=+ ;   
1021 eeT ⋅=+ ;  12 10 −= eeT ;  11)12ln( 10 ≈−= eT  (років).   
Приклад 4. Знайти (з точністю до цілих грош. од.)  середнє 
значення µ  витрат 27010100)( 2 +−= xxxC  грош. од. якщо обсяг 
продукції x  змінюється від 3 до 9 одиниць. Вказати (з точністю до 
цілих одиниць продукції)  обсяг продукції x , при якому витрати 
приймають середнє значення.   
□  Середнє значення µ  функції )(xf  на відрізку ];[ ba   обчис-
люється за теоремою про середнє значення і досягається хоча б в 
одній внутрішній точці x  цього відрізка: 
∫
−
=µ
b
a
dxxf
ab
)(1 ;    =+−
−
=µ ∫ dxxx
9
3
2 )27010100(
39
1
  
48027
3
5
3
5
9
3
3
2
=







+−= x
x
x ;  
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µ=)(xf ;    48030010100)( 2 =+−= xxxC ;  
018102 =+− xx ;  2872100 =−=D ;   
)9;3(2751 ∉≈−=x ;   8752 ≈+=x .    
4. Задача про максимізацію прибутку за часом. Метою будь-
якого виробництва є досягнення максимального прибутку. Тобто, 
досягнення максимальної різниці між доходами і видатками. Позна-
чимо )(tP , )(tD  і )(tV  відповідно функції, що виражають  залеж-
ності прибутку, доходу та видатків від часу t . Тоді 
)()()( tVtDtP −= . Похідні )(' tP , )(' tD  і )(' tV  є функціями мар-
гінальних прибутку, доходу та витрат відповідно. При цьому 
)(')(')(' tVtDtP −= . Загальний прибуток )(TP  за час ];0[ T  мо-
жна знайти за формулою  
( )∫∫ −=′=
TT
dttVtDdttPTP
00
)(')(')()( .   
Якщо функція )(tP  досягає свого екстремуму (з економічних 
міркувань − максимуму), то її похідна дорівнює 0:   
0)(')(')(' =−= tVtDtP , звідки  )(')(' tVtD = .  
Тобто, в процесі економічної діяльності настає такий момент 
часу kT  (тривалість прибуткового існування), коли маргінальні 
доходи і видатки зрівнюються  )(')(' kk TVTD = . При цьому загаль-
ний прибуток досягає свого максимуму  )()(max kTPtP =   і пода-
льша діяльність у цій сфері втрачає економічний сенс.  
Приклад 5. Нехай прибутки, доходи та видатки вимірюються в 
мільйонах гривень, а час − у роках. Маргінальні витрати і доходи 
підприємства після початку його діяльності визначаються співвід-
ношеннями:  
3/123)(' ttV += , 3/19)(' ttD −= . Визначити трива-
лість прибуткового існування підприємства kT . Знайти максималь-
не значення )( kTP  загального прибутку, що одержується за цей час. 
□  )(')(' tVtD = ;  3/13/1 239 tt +=− ;  23/1 =t ;  8=kT .   
Отже, підприємство є прибутковим вісім років. За цей час за-
 72 
гальний прибуток досягає максимального значення і становить:  
( )∫∫ −==
kk TT
k dttVtDdttPTP
00
)(')(')(')( ;   
( ) ( )∫∫ =−=−−−= 8
0
3/1
8
0
3/13/1 23239)8( dttdtttP  
12)1216(3)4/32(3 8
0
3/4
=−⋅=−= tt  (млн. грн.).     ■ 
5. Задача про об’єм продукції, виробленої за проміжок часу.  
Згідно з економічним змістом визначеного інтеграла   
∫ ττ=
t
dftQ
0
)()(
  
– об’єм продукції, виробленої за період часу ];0[ t , дорівнює визна-
ченому інтегралу від продуктивності праці )(tf  на проміжку ];0[ t . 
Приклад 6. Продуктивність праці описана рівнянням 
5015)2/5()( 2 ++−= tttf . 
Знайти об’єм продукції, виробленої за час 0 6t≤ ≤ . 
□  Об’єм продукції, виробленої за час  0 6t≤ ≤ ,  дорівнює 
39050
2
15
6
55015
2
5)6(
6
0
236
0
2
=







++−=





++−= ∫ t
ttdtttQ .  ■  
Приклад 7. Продуктивність праці робітника протягом зміни 
описується функцією  208)( 2 ++−= tttf . Знайти максимально 
можливу тривалість робочої зміни maxt , доки продуктивність праці 
не досягне нульового рівня,  і обчислити об’єм продукції )( maxtQ , 
виробленої за таку зміну. (Розв’яжіть самостійно).   
6. Задача про стратегію розвитку. 
Приклад 8. Компанія повинна обрати одну із двох можливих 
стратегій розвитку: 1) вкласти 12 млн. гривень у нове обладнання і 
одержувати 3 млн. гривень прибутку кожного року на протязі 10 
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років його експлуатації; 2) вкласти 16 млн. гривень у більш доско-
нале обладнання, яке дозволить одержати 5 млн. гривень прибутку 
щорічно, але на протязі більш короткого строку експлуатації у 7 
років. Яку стратегію треба обрати компанії, якщо номінальна облі-
кова щорічна відсоткова ставка 10%? 
□  Нехай  )(tf  – щорічний прибуток на момент часу t (рік),  
)0(V  – початкові капіталовкладення,  p  – номінальна облікова 
щорічна відсоткова ставка. Тоді дійсне значення загального чистого 
прибутку )(TP  за період часу ];0[ T  можна знайти за формулою:  
)0()()(
0
100/ VdtetfTP
T
pt
−⋅= ∫
−
.  
Для першої стратегії дійсне значення загального чистого при-
бутку за 10 років становить 
71230123
10
0
1,010
0
1,0
1 ≈−−=−=
−−
∫
tt edteP   (млн. грн.). 
Для другої стратегії маємо : 
91650165
7
0
1,07
0
1,0
2 ≈−−=−=
−−
∫
tt edteP   (млн. грн.). 
Отже, друга стратегія рівнем прибутку краще першої і тому її 
доцільно обрати для подальшого розвитку компанії.    ■   
 
1.5. Економічна динаміка та її моделювання:  
диференціальні та різницеві рівняння  
 
1.5.1. Задачі, що приводять до диференціальних рівнянь  
При вивченні різноманітних явищ у науці, техніці та інших 
сферах часто не вдається безпосередньо встановити функціональну 
залежність між значеннями шуканих і відомих величин, проте мож-
ливо виявити зв’язки між нескінченно малими приростами (дифе-
ренціалами) змінних, що фігурують у задачі. Диференціальні 
зв’язки завдяки лінеаризації, як правило, суттєво простіші скінчен-
них. Крім того, результати спостережень чи експериментів часто 
подаються в диференціальній формі. Тому для моделювання непе-
рервних динамічних процесів широко використовуються  диферен-  
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ціальні та інші споріднені з ними рівняння. Далі наведемо декілька 
прикладів подібних задач.  
Задача 1. Повні витрати V  залежать від об’єму (кількості оди-
ниць) виробленої продукції x . Знайти функцію )(xVV = , якщо 
відомо:  швидкість росту витрат dxdV  для всіх значень x  дорів-
нює середнім витратам на одиницю продукції xV .  
Таким чином, маємо диференціальне рівняння  xVdxdV /= , 
розв’язком якого при додатковій умові 0)1( VV =  служить лінійна 
функція:  xVV 0= .  
Задача 2. Нехай в початковий момент 0=t  часу t  на деякій 
фірмі вироблялося 0x  одиниць продукції, а швидкість зростання 
dtdx  випуску продукції x  в довільний момент часу t  прямо про-
порційна поточному об’єму інвестування )(tI  зі сталим коефіцієн-
том пропорційності k . Знайти залежність )(txx =  кількості вироб-
леної продукції від часу при сталому інвестуванні  0)( ItI = .  
Таким чином, приходимо до диференціального рівняння   
0kIdtdx = . Розв’язком цього рівняння при додатковій умові 
0)0( xx =  служить лінійна функція:  00 xtkIx += .  
Задача 3. Еластичність попиту η  на деяку продукцію з 
об’ємом попиту x , кожна одиниця якої пропонується за ціною p , 
визначається за формулою  
dp
dx
x
p
⋅=η . Знайти функцію попиту 
)( pxx =  (залежність між об’ємом x  попиту на товар і та його ці-
ною p ), якщо відомо:  еластичність попиту стала і дорівнює 1− .  
Таким чином, маємо диференціальне рівняння  1−=⋅
dp
dx
x
p
, 
розв’язком якого при додатковій умові 0)1( xx =  служить гілка гі-
перболи:  pxx 0= .  
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Задача 4. Відомо, що швидкість зростання dtdK  інвестова-
ного капіталу K  в довільний момент часу t  прямо пропорційна 
поточній величині капіталу )(tK  з коефіцієнтом пропорційності 
100/p , де p  – узгоджений відсоток неперервного зростання капі-
талу. Знайти закон зростання )(tKK =  інвестованого капіталу, 
враховуючи величину початкової інвестиції 0)0( KK = .  
Таким чином, маємо диференціальне рівняння  K
p
dt
dK
100
= , 
розв’язком якого при додатковій умові 0)0( KK =  служить експо-
нента:  100/0
pteKK = .  
Задача 5. Нехай ведеться виборча компанія. У початковий мо-
мент часу 00 =t  агітаційну інформацію про кандидата A  мають 0x  
громадян, загальна кількість яких дорівнює X . Далі ця інформація 
поширюється через спілкування людей між собою. Припустимо, що 
швидкість цього процесу dtdx  (зростання числа громадян 
)(txx = , ознайомлених з даною інформацією за час t ) прямо про-
порційна як числу  x  вже проінформованих на даний момент t  лю-
дей, так і числу xX −  громадян, ще не охоплених агітацією.  
Таким чином, приходимо до диференціального рівняння   
)( xXkxdtdx −=
  або  2kxkXxdtdx −= ,  
де k  − додатний сталий коефіцієнт пропорційності. Розв’язком 
цього рівняння при додатковій умові 0)0( xx =  служить логістична 
крива:  
( )XktexXXx −−+= )1/(1 0 .  
Подібне диференціальне рівняння моделює поширення техні-
чних нововведень, зростання популяції певного виду тварин та інші 
процеси. Це рівняння можна доповнити ще одним доданком v− , 
що враховує різні втрати інформації:   
vkxkXxdtdx −−= 2 .  
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1.5.2. Поняття про диференціальне рівняння. 
Загальний і частинний розв’язки  
та їх геометричний зміст  
Рівняння називається диференціальним, якщо воно містить 
похідні (диференціали) шуканої функції.  
Порядком диференціального рівняння називається порядок 
найвищої похідної (диференціала), що входить у нього.  
Коли шукана функція )(xyy =  є функцією однієї змінної x , 
то диференціальне рівняння (ДР) називають звичайним. Далі буде-
мо займатися лише звичайними ДР.  
Диференціальне рівняння n –го порядку зв'язує незалежну 
змінну x , шукану функцію )(xfy =  та її похідні ...,,'',' yy  )(ny  
(чи відповідні диференціали).  
Диференціальне рівняння n –го порядку можна подати в зага-
льному вигляді  
0),',,( =(n)y,...,''y yyxF
 ,  
де )(xyy =  – шукана функція. Рівняння може не містити в явному 
вигляді незалежну змінну x , саму шукану функцію y  та її похідні 
нижчих порядків )1(...,,'',' −nyyy , але до нього обов’язково пови-
нна входити n -а похідна )(ny .  
Це неявна форма запису ДР. Розв’язавши загальне рівняння 
відносно найвищої похідної, отримаємо канонічний (нормальний) 
вигляд ДР  
 
( ))1()( ,...,'',',, −= nn yyyyxfy
 . 
Наприклад,  0sin2)'(3''' 4 =−−− xyyy  – ДР третього по-
рядку, подане у загальній (неявній) формі;  8)6( )'(4''' yxyy −=  – ДР 
шостого порядку, записане в канонічній (явній) формі.  
Уже відома задача знаходження первісної )(xFy =  для даної 
функції )(xf  породжує найпростіше диференціальне рівняння 
)(' xfy = , розв’язування якого зводиться до інтегрування.  
Розв'язком диференціального рівняння називається довільна 
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функція )(xyy = , що при підстановці в це рівняння перетворює 
його в тотожність.  
Графік розв’язку ДР називається інтегральною кривою.  
Зауваження 1. Розв’язок ДР n –го порядку є n  разів диферен-
ційованою функцією. Тому інтегральна крива є досить гладкою.  
Процес знаходження розв'язку ДР називається його інтегру-
ванням.  
Зауваження 2. Розв’язок ДР, записаний у неявній формі, часто 
називають інтегралом диференціального рівняння. Розв’язок ДР 
також може подаватися в параметричній формі.  
Зауваження 3. Диференціальне рівняння вважається розв’яза-
ним, якщо множина його розв’язків задається співвідношеннями 
без диференціювання, що можуть включати операції інтегрування 
відомих функцій. Серед вказаних інтегралів допускаються й ті, що 
не виражаються через елементарні функції у скінченному вигляді. 
Як правило, будемо намагатися знаходити розв’язок ДР у найбільш 
простій явній формі та обчислювати всі наявні інтеграли.  
Приклад 1. Перевірити, чи служить явно задана функція  
500/100/30/ 231021 xxxeCCy x −−−+= , де 21,CC  − довільні 
сталі, розв’язком  диференціального рівняння  2'10'' xyy =− .   
□ Диференціюючи вказану функцію, знайдемо  
500/150/10/10' 2102 −−−= xxeCy x ; 
50/15/100'' 102 −−= xeCy x .  
Підставимо функцію та її похідні у рівняння:  
( −−−−−− 50/10/101050/15/100 2102102 xxeCxeC xx  
) 2500/1 x=− ;    22 xx = .  
Оскільки тотожність вірна, то вказана функція є розв’язком 
заданого ДР.  ■  
Щоб знайти шукану функцію з ДР n -го порядку, треба в зага-
льному випадку виконати n  операцій інтегрування, що дає n  дові-
льних сталих. Таким чином, диференціальне рівняння має безліч 
розв’язків. 
Загальним розв'язком диференціального рівняння n -го по-
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рядку є функція ),...,,,( 21 nCСCxyy = , що містить n  довільних 
сталих nCCC ,...,, 21  і задовольняє диференціальному рівнянню при 
будь-яких допустимих значеннях nCCC ,...,, 21 .   
Частинним розв’язком диференціального рівняння назива-
ється розв'язок, який одержується із загального розв'язку при конк-
ретних фіксованих значеннях довільних сталих nCCC ,...,, 21 .  
Геометричний зміст. Загальному розв’язку відповідає сім’я ін-
тегральних кривих. При цьому через кожну внутрішню точку обла-
сті визначення сім’ї проходить єдина інтегральна крива. Частинно-
му розв’язку відповідає конкретний екземпляр з сім’ї інтегральних 
ліній.  
Приклад 4. Знайти загальний розв’язок рівняння 23' xy = . 
Вказати три його частинні розв’язки.  
□  23/ xdxdy = ; dxxdy 23= ;   
Cxdxxy +== ∫
223 .  
Отже,  Cxy += 3  − загальний 
розв’язок. Геометрично йому відпо-
відає однопараметрична сім’я інтег-
ральних кривих. Поклавши послідов-
но 3−=C , 0=C  і 1=C , отримаємо 
три частинні розв’язки, зображені на 
рис. 18.   ■  
 
1.5.3. Початкові та крайові умови.  
Задача Коші та крайова задача  
Для знаходження конкретних значень довільних сталих, що 
входять у загальний розв’язок, звичайно використовуються:   
1) початкові умови – відомі значення функції та її похідних в де-
якій одній фіксованій точці 0xx = ;   або  
2) крайові (граничні) умови – відомі значення функції та її похідних 
в декількох різних фіксованих точках.  
Рис. 18  
3−
y
O
1,13 =+= Cxy
0,3 == Cxy
3,33 −=−= Cxy
1
x
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Початкових або крайових умов повинно бути стільки, скільки 
довільних сталих.  
Для ДР n -го порядку початкові умови мають вигляд: 
)1(
00
)1(
0000 )(;...;')(';)( −− === nn yxyyxyyxy ,  
де  )1(0000 ,...,',,
−nyyyx  − відомі числа (початкові дані).  
Диференціальне рівняння разом з початковими умовами нази-
вають початковою задачею (задачею Коші).  
Диференціальне рівняння разом з крайовими умовами назива-
ють крайовою (граничною) задачею.  
Приклад 1. Розв’язати задачу Коші (знайти частинний розв’я-
зок заданого ДР, що задовольняє вказаним початковим умовам):    
xy cos'' = ;   1)0( =y ;  2)0(' =y .  
□  Знайдемо загальний розв’язок рівняння:  
∫= xdxy cos' ;    1sin' Cxy += ;  ∫ += dxCxy )(sin 1 ;     
21cos CxCxy ++−= .  
В одержаний загальний розв’язок та його першу похідну під-
ставимо задані початкові умови і знайдемо 21,CC :  
21 00cos1 CC +⋅+−= ; 10sin2 C+= ;  21 =C , 22 =C .  
Тоді частинний розв’язок рівняння (розв'язок задачі Коші):  
22cos ++−= xxyK .   ■  
Приклад 2. Розв’язати крайову задачу (знайти частинний роз-
в’язок заданого ДР, що задовольняє вказаним граничним умовам):  
xy 12'' = ;     3)0( =y ;  1)1(' −=y .  
□ Знайдемо загальний розв’язок рівняння: 
∫= dxxy 12' ;  1
26' Cxy += ;  ∫ += dxCxy )6( 12 ;  
21
32 CxCxy ++= .  
В отриманий загальний розв’язок та його першу похідну під-
ставимо задані крайові умови і знайдемо 21,CC :  
21 003 CC +⋅+= ; 1131 C+⋅=− ;  41 −=C , 32 =C .  
 80
Звідси частинний розв’язок (розв'язок крайової задачі):  
342 3 +−= xxyb .   ■  
Зауваження 1. У диференціального рівняння можуть існувати 
так звані особливі розв’язки, які неможливо дістати із загального 
розв’язку ні при яких значеннях довільних сталих. Геометрично 
особлива інтегральна крива не входить у сім’ю, що відповідає за-
гальному розв’язку, а тому не може лежати всередині області існу-
вання цієї сім’ї.  
Наприклад, нехай маємо рівняння 3/2' yy = . При 0≠y  отри-
маємо:  1'3/2 =− yy ;  1')3( 3/1 =y ;  Cxy +=3/13 . Звідси  
3))(27/1( Cxy +=  − загальний розв’язок. Але розв’язок 0)( ≡xy  
до нього не входить і тому є особливим.   
Зауваження 2. У деяких випадках виникає обернена задача 
знаходження ДР, що описує задану сім’ю інтегральних кривих.  
Приклад 3. Знайти ДР першого порядку, загальний розв’язок 
якого  2sin xxCy −= ,  де C  − довільна стала.  
□ Продиференціюємо загальний розв’язок. Вираз для похідної 
xxCy 2cos' −=  не можна назвати диференціальним рівнянням, 
оскільки коефіцієнт C  − невизначений. Вилучимо з нього C . Для 
цього з початкового рівняння 2sin xxCy −=  виразимо C  і підста-
вимо знайдене значення у співвідношення для похідної:   
xxyC sin/)( 2+= ;  xxxyxy 2sin/)(cos' 2 −+=  або  
xxxxxyxy sin2coscossin' 2 −+=   
− шукане ДР першого порядку.   ■  
Зауваження 3. Теорія диференціальних рівнянь ще далека до 
завершення. Для ДР у канонічній формі доведено теореми, що ви-
ражають достатні умови існування та єдиності розв'язку відповідної 
задачі Коші. На жаль, аналогічні умови для крайових задач значно 
жорсткіші, менше просунені й досить віддалені від необхідних. У 
практичних застосуваннях задача Коші, при певних обмеженнях, 
має єдиний розв'язок, крайова задача може мати довільну кількість 
розв'язків.   
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1.5.4. Різниці. Оператор зсуву. Різницеві рівняння. Приклади  
застосування різницевих рівнянь в економічних задачах  
Різниці. Оператор зсуву. Різницеві рівняння.  
Комп’ютерний супровід неперервних за часом процесів будь-
якої природи передбачає їх дискретизацію – перехід від неперервно 
змінюваного аргументу до дискретно змінюваного, оскільки цифрова 
ЕОМ може оперувати лише з числами. Крім того, економічна інфор-
мація звичайно фіксується дискретно, наприклад через рік, місяць, 
тиждень і т. д. Аналіз таких оцифрованих даних приводить до різни-
цевих рівнянь. Різницеве рівняння в математичному відношенні час-
то розглядається як деяке наближення відповідного диференціально-
го чи як деякий його дограничний варіант. Теорія різницевих рівнянь 
в багатьох аспектах схожа з теорією диференціальних рівнянь, проте  
в силу специфіки функцій з дискретним аргументом має і самостійне 
значення. Далі наводяться стислі відомості про різницеві рівняння.  
Функція дискретного аргументу (сіткова функція) звичайно 
позначається так:  
)( nn xfy =   або )( nn xyy = ,  ...,2,1,0 ±±=n ,  
де  nx  – відповідне номеру n  одне значення аргументу ( n -й вузол) з 
деякої множини (сітки або розбиття) – послідовності точок }{ nx , 
...,2,1,0 ±±=n , що накриває деякий проміжок (скінченній чи не-
скінченний), причому   
......... 111012 <<<<<<<< +−−− nnn xxxxxxx  .  
Відстані nnn xxh −= +1 , ...,2,1,0 ±±=n  між сусідніми вуз-
лами сітки можуть бути довільними додатними числами. Проте 
найчастіше розглядають випадок рівномірної сітки зі сталим 
кроком дискретизації  0>= hhn , ...,2,1,0 ±±=n . Тоді  
nhxxn += 0 , а сіткова функція  )( nn xfy =   стає функцією 
цілочисельного аргументу − номеру n  вузла сітки:  
)()( 0 nhxfnyyn +== . Її графіком на координатній площині Oxy  
є дискретний набір точок );( nyn , ...,2,1,0 ±±=n  (див. рис. 19).  
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Зауваження 1. Підкреслимо, що 
між цілочисельними значеннями ар-
гументу n  така функція невизначена. 
Тому зворотній перехід від сіткової 
функції до функції неперервного ар-
гументу (її обвідній) неоднозначний. 
На рис. 19 пунктирними лініями зо-
бражено дві обвідні. Однією з них є 
ламана, якій відповідає кусково-лі-
нійна функція.  
Приклад 1. Для заданої функції 
)(xfy = , що визначена на відрізку 
];[ ba , побудувати рівномірні сітку 
вузлами 
bxxxxxa NN =<<<<<= −1210 ...  
і скласти відповідну сіткову функцію  )()( 0 nhxfnyyn +== , 
Nn ,...,1,0= , якщо  xxy 45 2 −= ;  1=a , 2=b  і 5=N .  
□ Крок дискретизації  
5
1
5
12
=
−
=
−
=
N
abh , Одержуємо сітку 
}2;8,1;6,1;4,1;2,1;1{  Ординати сіткової функції nnn xxy 45 2 −= , 
Nn ,0=  утворюють множину  }12;9;4,6;2,4;4,2;1{    ■  
Для характеристики швидкості змінювання сіткової функції 
)(nyyn =  використовується перша спадна різниця (спадна різни-
ця першого порядку)  nnn yyy −=∆ +1 , що є аналогом першої по-
хідної функції неперервного аргументу.   
Розглядаючи в свою чергу ny∆  як сіткову функцію, можна 
знайти її першу спадну різницю, тобто другу спадну різницю (спад-
ну різницю другого порядку) початкової функції )(nyyn = :   
=−−−=∆−∆=∆∆=∆ ++++ )()()( 11212 nnnnnnnn yyyyyyyy  
nnn yyy +−= ++ 12 2 .  
Аналогічно визначається спадна різниця k -го порядку:  
2  1 O  4  
Рис. 19  
)( 0 nhxfyn +=
x  
y  
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)( 1 nknk yy −∆∆=∆ .  
Приклад 2. Знайти всі спадні різниці до k -го порядку: включ-
но для функції  ann ey = ,  де  consta = .  
□  n
aanaanna
nnn yeeeeeyyy )1()1()1(1 −=−=−=−=∆ ++ . 
Отже, перша різниця пропорційна самій функції. Тоді  
( ) naanaanaan yeeeeeey 222 )1()1()1)1( −=−=−−=∆ ; …;  
( ) nkaankaankaank yeeeeeey )1()1()1)1( 1 −=−=−−=∆ − .    ■   
Введемо символічний оператор зсуву S , дія якого на функ-
цію у(х) полягає у зростанні аргументу на сталу величину 0>h  – 
крок дискретизації:  )()( hxyxSy += . При цьому як для додатних, 
так і від’ємних значень дійсної змінної t  справедлива рівність  
)()( thxyxyS t += .  
Тоді оператор спадної різниці ∆  можна виразити через опе-
ратор зсуву:  1−=∆ S . Відповідно маємо  kk S )1( −=∆ . Звідси, 
застосовуючи формулу бінома Ньютона, дістаємо:    
∑
=
−
−=−=∆
k
m
mkm
k
mkk SCS
0
)1()1(   або  ∑
=
−+−=∆
k
m
mkn
m
k
m
n
k yCy
0
)1( .  
Рівняння загального вигляду  
0)...,,,,( 1 =++ knnn yyynF ,  ...,2,1,0=n    
називається різницевим рівнянням (рівнянням у скінченних різни-
цях) k -го порядку (РР) відносно шуканої функції )(nyyn = , 
...,2,1,0=n .  
Приклад 3. Визначити порядок різницевих рівнянь: 
а) nn nyy 33 =+ ; б) nnn yyny =−+ ++ 62 82 ; в) 48 32 1 =+++ nnn yyy  . 
□  Рівняння а) 3 порядку, тому що зв’язує ny  з 3+ny . Рівняння 
б) має 6 порядок, оскільки зв’язує ny  і 6+ny . Рівняння в) першого 
порядку, тому що зв’язує 1+ny  і ny .   ■ 
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Зауваження 2. В означенні РР індекс n  змінюється від 0 і далі 
приймає цілі додатні значення. Але n  може починати змінюватись 
з іншого значення, наприклад, з –2 або 5. У таких випадках n  буде 
приймати відповідні наступні значення. 
Розв’язком різницевого рівняння називається будь-яка сіткова 
функція )(nyyn = , ...,2,1,0=n , що в результаті підстановки в різ-
ницеве рівняння перетворює його на тотожність.  
Приклад 4. Показати, що послідовність 2/)1( += nnyn , 
...,3,2,1=n  є розв’язком різницевого рівняння  nyy nn =− −1 .  
□  Треба показати, що дана послідовність задовольняє рівнян-
ня для всіх можливих значень n . Для цього спочатку знайдемо 
1−ny , підставивши замість n  у формулу для )(nyyn =  значення  
1−n :    2/)1(2/)11)(1(1 nnnnyn −=+−−=− .  
Тепер підставимо ny  та 1−ny  у рівняння:  
nnnnn =−−+ 2/)1(2/)1( ;   nn =  – вірно.  
Отже, задана послідовність )(nyyn = , ...,3,2,1=n  задоволь-
няє різницеве рівняння для всіх ...,3,2,1=n , тому ця сіткова функ-
ція є розв’язком рівняння.     ■  
Лінійне різницеве рівняння першого порядку зі сталим кое-
фіцієнтом можна подати у вигляді  
nnn fyay =−+1 ,  ...,2,1,0=n ,  
де a  – сталий коефіцієнт, 0≠a ;  nf  – права частина (відома сітко-
ва функція).  
У математиці фінансів особливе значення має лінійне рівняння 
вигляду byay nn =−+1 , де constb = . Його загальний розв’язок 
задається співвідношенням:  



=+
≠−−
=
1,
;1),1/(
anbC
aabCay
n
n   ( ...,2,1,0=n ), 
де C  – довільна стала. Значення C  можна визначити, якщо задано 
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хоча б один член послідовності ny . Якщо відомий py , тобто задана 
початкова умова 0pp yy = , тоді  
( )




=−
≠−+
=
−
.1,
;1,)1/(
0
0
apby
aabya
C
p
p
p
. 
Відповідно маємо частинний розв’язок  
( )




=−+
≠−−−+
=
−
1,)(
;1),1/()1/(
0
0
abpny
aababyCa
y
p
p
pn
n   ( ...,2,1,0=n ). 
Приклад 5. Знайти частинний розв’язок лінійного різницевого 
рівняння 321 =−+ nn yy   при початковій умові  70 =y .  
□  Загальним розв’язком є сіткова функція  
32)12/(32)1/( −=−−=−−= nnnn CCabCay   ( ...,2,1,0=n ). 
Надавши у цій рівності аргументу n  значення 0=n  і викори-
стовуючи значення 0y , одержимо:  732
0
0 =−= Cy ;   10=C .  
Отже, шуканий розв’язок має вигляд:  3210 −⋅= nny .    ■ 
Приклади застосування різницевих рівнянь в економічних 
задачах.   
Різницеві рівняння досить широко використовуються для по-
будови моделей економічної динаміки з дискретним часом: складні 
відсотки, модель ділового циклу Самюельсона – Хікса, павутинні 
моделі ринку, динамічна модель Леонтьєва та ін. Докладно їх роз-
глянемо далі. Поки що обмежимось однією конкретною задачею на 
складні відсотки.  
Приклад 5. Робітник поклав на свій банківський рахунок нако-
пичень 30010  гривень і щомісяця вносить ще по 150  гривень на 
цей рахунок з отриманням прибутку %5,1  за кожен місяць. Знайти 
величину його накопичень одразу після здійснення n -гo внеску; 
зокрема, при 25=n . 
□  Нехай ny  – значення рахунку відразу після n -гo внеску 
( ...,2,1=n ). Тоді перше, початкове значення величини рахунку ста-
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новить 300101 =y . Можна виразити 1+ny  ( ...,2,1=n ) через ny  
таким чином: значення рахунку після ( 1+n )-гo внеску дорівнює 
його значенню після n -гo внеску + відсоток прибутку + останній 
внесок.  Тобто,   
150015,01 ++=+ nnn yyy ;     150015,11 +=+ nn yy . 
Остання рівність є лінійним різницевим рівнянням першого 
порядку зі сталими коефіцієнтами відносно сіткової функції ny  
( ...,2,1=n ). Його загальний розв’язок (отримайте його самостійно!) 
має вигляд:  00010015,1 −⋅= nn Cy .  
Конкретне значення довільної сталої C  знаходиться з почат-
кової умови:  
300101 =y :  3001000010015,1 1 =−⋅C ;    00020=C .  
Отже, частинним розв’язком поставленої різницевої задачі 
Коші є сіткова функція    
00010015,100020 −⋅= nny ,  ...,2,1=n .  
При 25=n  одержимо   
0191900010015,100020 2525 ≈−⋅=y  (грн.).   ■  
Приклад 6. 2000 гривень зберігаються з простим 8% прибут-
ком за кожен рік, ny  – величина накопичень після n  років збері-
гання. Запишіть різницеве рівняння для ny  та знайдіть його 
розв’язок. Якою буде величина накопичень через 10 років?  
(Розв’язати самостійно).  
 
1.5.5 Метод Ейлера 
Цей метод відноситься до чисельних методів розв’язання ди-
ференціальних рівнянь і служить прикладом застосування різнице-
вих рівнянь у наближених обчисленнях.   
На відрізку ];[ ba  розглянемо диференціальне рівняння пер-
шого порядку  ),(' yxfy = , для якого задана початкова умова 
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00 )( yxy = , де ax =0 . Нехай відрізок ];[ ba  розбитий на n  рівних 
частин одновимірною сіткою:  <<= 10 xxa  ...  ...xx ii <<< −1  
bxn =< , де ihxxi += 0  – i -й вузол ( ni ,...,1,0= ),  nabh /)( −=  − 
крок сітки. Потрібно знайти розв’язок )(xyy =  поставленої задачі 
Коші на відрізку ];[ ba  у вигляді наближених значень niyi ,0,~ =  
сіткової функції nixyy ii ,0,)( == .   
Згідно з методом Ейлера у кожному вузлі 1−ix , ni ,...,1=  замі-
нимо похідну ′y  її скінченно різницевою апроксимацією вперед:  
h
yy
x
y
x
yy
x
y
x
yy ii
i
i
i
i
i
x
1
10
~~~
'lim' −
−
→∆
−
=
∆
∆
≈
∆
∆
≈⇒
∆
∆
≈
∆
∆
= ,  
а праву частину ),( yxf  обчислимо в точці )~;( 11 −− ii yx . У результа-
ті отримаємо різницеве рівняння  
)~,(~~ 111 −−− += iiii yxfhyy , ni ,...,2,1=  ,  
що є наближенням даного ДР з похибкою порядку 2h  на кожному 
кроці.  
Додаючи початкову умову 00
~ yy = , дістанемо різницеву зада-
чу Коші, що апроксимує відповідну диференціальну задачу.  
Якщо кожну пару сусідніх точок )~;( 111 −−− iii yxM  і )~;( iii yxM , 
ni ,1=  сполучити відрізком прямої, то шукана інтегральна крива 
)(xyy = , що проходить через точку );( 000 yxM , наближено замі-
нюється ламаною Ейлера nMMMM ...210 .  
Приклад 1. Побудувати ламану Ейлера, що служить апрокси-
мацією інтегральної кривої – розв’язку задачі Коші yxy += 2' , 
2)1( −=y  на відрізку ]2;1[ . Крок дискретизації 2,0=h . Обчислен-
ня проводити наближено до трьох десяткових знаків після коми.  
□ За умовою yxyxf += 2),( ;  2,0=h ;  10 =x ;  20 −=y . Кі-
лькість кроків 52,0/)12(/)( =−=−= habn . Тоді за формулою  
)~,(~~ 111 −−− += iiii yxfhyy   маємо:  
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1=i :  10 =x ;  2~ 00 −== yy ;  121)~,( 00 −=−=yxf ;   
2,2)1(2,02)~,(~~ 0001 −=−⋅+−=+= yxfhyy ;  
2=i :  2,12,0101 =+=+= hxx ;  =−= 2,2)2,1()~,( 211 yxf    
76,0−= ;  352,2)76,0(2,02,2)~,(~~ 1112 −=−⋅+−=+= yxfhyy .  
Продовжуючи обчислення до кроку 5== ni , запишемо 
отримані результати у вигляді таблиці:   
 
i  0  1 2  3  4  5  
ix  1 2,1  4,1  6,1  8,1  2  
iy~  2−  2,2−  352,2−  43,2−  4,2−  24,2−  
)~,( ii yxf  1−  76,0−  392,0−  13,0  836,0  763,1  
 
Ламана Ейлера 5210 ...MMMM  показана на рис. 20.   ■  
Зауваження 1. Описаний 
метод Ейлера – явний (нове зна-
чення iy~  обчислюється безпосе-
редньо) і однокроковий (на кож-
ному кроці використовується 
значення розв’язку тільки в од-
ній попередній точці 1−ix ) зі ста-
лою довжиною кроку h . Метод 
Ейлера є досить грубим і вико-
ристовується, в основному, для 
отримання орієнтовних значень.  
 
1.5.6. Лінійні диференціальні рівняння другого порядку  
Лінійним диференціальним рівнянням n -го порядку )1( ≥n  
називається рівняння вигляду  
)()(...)( )1(1)( xfyxayxay nnn =+++ − , 
x
y
1 2
2− 0
M
1M 2M
3M 4M
5M
6,1− 6,0
6,2−
Рис. 20 
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де )(xyy =  − шукана функція аргументу x ;  )(xai , ni ,1=  та 
)(xf  − відомі неперервні функції від x  (або сталі), причому )(xai , 
ni ,1=  − коефіцієнти, )(xf  − права частина. Тобто, таке ДР є 
лінійним відносно шуканої функції )(xyy =  та всіх її похідних.  
Якщо 0)( ≡xf , то рівняння називається лінійним одно-
рідним ДР (ЛОДР) (лінійним рівнянням з нульовою правою час-
тиною), у протилежному випадку, коли 0)( ≠xf , − лінійним не-
однорідним (ЛНДР) (лінійним рівнянням з ненульовою правою 
частиною).  
Загальні властивості лінійних ДР вищих порядків розглянемо 
на прикладі лінійного ДР другого порядку  
)()(')('' xfyxqyxpy =++
 ,   
де  )(xp  і )(xq  − коефіцієнти;  )(xf  − права частина.  
Система функцій )(...,),(),( 21 xyxyxy n  )2( ≥n  називається 
лінійно залежною в інтервалі );( ba , якщо існують сталі числа 
nµµµ ...,,, 21 , не всі рівні нулю, такі, що для відповідної лінійної 
комбінації у кожній точці );( bax ∈  виконується рівність  
0)(...)()( 2211 ≡µ++µ+µ xyxyxy nn  .  
Якщо ця тотожність виконується лише за умови, коли всі 
0=µi , ni ,1= , то система функцій nixyi ,1),( =  називається лі-
нійно незалежною в інтервалі );( ba .  
У випадку двох функцій )(1 xy  і )(2 xy  умову лінійної залеж-
ності можна подати у вигляді  
constCxyxy ==)()( 21 , );( bax ∈∀ .  
Наприклад,  а) функції xxy ln)(1 =  і xxy lg)(2 =  лінійно за-
лежні на півпрямій );0( ∞+ , оскільки  
constxxxyxy === 10lnlgln)()( 21 ;  
б) функції xxy sin)(1 =  і xxy 2sin)(2 =  лінійно незалежні на 
множині дійсних чисел R , оскільки  
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constxxxxyxy ≠== )cos2/(12sinsin)()( 21 .  
 
1.5.7. Структура загального розв’язку лінійного  
однорідного диференціального рівняння другого порядку. 
Характеристичне рівняння   
На деякому проміжку );( ba  розглянемо систему n  функцій 
)(...,),(),( 21 xyxyxy n , що є частинними розв’язками деякого од-
ного ЛОДР n -го порядку )2( ≥n  і тому n  разів диференційовані. 
Сформуємо функціональний визначник  
)1()1(
2
)1(
1
21
21
''')(
−−−
=
n
n
nn
n
n
yyy
yyy
yyy
xW
L
LLLL
L
L
,  
що називається визначником Вронського (вронськіаном) даної сис-
теми.  
Ознаку лінійної залежності чи незалежності такої системи 
виражає наступна  
теорема 1. Якщо вронськіан )(xW  системи n  частинних роз-
в’язків )(...,),(),( 21 xyxyxy n  якого-небудь одного ЛОДР n -го по-
рядку дорівнює нулю в деякій точці );(0 bax ∈ , то ця система 
розв’язків – лінійно залежна, причому вронськіан )(xW  тотожно 
рівний нулю на всьому проміжку );( ba . Якщо вронськіан )(xW  
системи )(...,),(),( 21 xyxyxy n  відмінний від нуля в деякій точці 
);(0 bax ∈ , то ця система розв’язків – лінійно незалежна, причому 
вронськіан )(xW  не перетворюється в нуль у жодній точці про-
міжку );( ba .        (Без доведення).  
Для даного ЛОДР n -го порядку будь-яка лінійно незалежна 
система n  його частинних розв’язків )(...,),(),( 21 xyxyxy n  назива-
ється фундаментальною.  
Структуру загального розв’язку ЛОДР другого порядку ві-
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дображає така  
теорема 2. Якщо функції )(),( 21 xyxy  утворюють фундамен-
тальну систему частинних розв’язків ЛОДР другого порядку, то їх 
лінійна комбінація  
2211 yCyCy +=  ,  
де 1C  і 2C  − довільні сталі, служить загальним розв’язком цього 
рівняння.  
□  Нехай )(1 xy  і )(2 xy  − фундаментальна система частинних 
розв’язків ЛОДР другого порядку  
0)(')('' =++ yxqyxpy .  
Перевіримо, чи їх лінійна комбінація 2211 yCyCy +=  також є 
розв’язком (задовольняє ЛОДР). Для цього підставимо функцію y  
та її похідні у рівняння:   
''' 2211 yCyCy += ;   '''''' 2211 yCyCy += ;   
+=+++++ ''()()''('''' 11221122112211 yCyCyCqyCyCpyCyC  
000)'''()' 21222211 =⋅+⋅=+++++ CCqypyyCqypy .   
Далі покажемо, що для довільних початкових умов   
')(';)( 0000 yxyyxy ==    
знаходяться єдині конкретні значення сталих 1C  і 2C .  
Справді, для визначення 1C  і 2C  дістаємо лінійну алгебраїчну 
систему  



=+
=+
,')(')('
;)()(
0022011
0022011
yxyCxyC
yxyCxyC
   
визначником якої служить вронськіан  
)(')('
)()()(
0201
0201
0
xyxy
xyxy
xW = .  
Для фундаментальної системи )(1 xy , )(2 xy  вронськіан від-
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мінний від нуля  0)( 0 ≠xW . Тому система лінійних рівнянь віднос-
но 1C  і 2C   завжди має і причому єдиний розв’язок.   
Отже,   2211 yCyCy +=  − загальний розв’язок ЛОДР.  ■  
Наприклад,  частинними розв’язками ЛОДР другого порядку  
0=+ y''y  є функції xy sin1 =  і xy cos2 = . (Перевірте це само-
стійно). Їх вронськіан відмінний від нуля:   
01
sincos
cossin
)(')('
)()()(
21
21 ≠=
−
==
xx
xx
xyxy
xyxy
xW .  
Тому ці розв’язки xy sin1 =  і xy cos2 =  − лінійно незалежні і 
утворюють фундаментальну систему. Отже, загальний розв’язок 
ЛОДР можна подати у вигляді  
xCxCyCyCy cossin 212211 +=+= .  
Зауваження 1. Очевидний нульовий розв’язок ЛОДР 0=y  не 
утворює фундаментальної системи з довільними іншими частинни-
ми розв’язками, оскільки при цьому вронськіан тотожно рівний ну-
лю. (Перевірте це самостійно).  
Для ЛОДР n -го порядку зі сталими коефіцієнтами  
0...)1(1
)(
=+++ − yayay n
nn
,  Rconstai ∈= , ni ,1=   
Ейлером розроблено загальний метод його розв'язування шляхом 
побудови фундаментальної системи та на її основі загального 
розв’язку. Розглянемо його на прикладі ЛОДР другого порядку зі 
сталими коефіцієнтами:  
0''' =++ qypyy ,  Rconstp ∈= ; Rconstq ∈=  .  
Частинні розв'язки шукаємо у вигляді експоненти kxey = , де 
k  − невідомий сталий коефіцієнт. Підставимо цю функцію kxey =  
та її похідні kxkey =' , kxeky 2'' =  у рівняння і дістанемо  
0)( 2 =++ kxeqpkk . Оскільки 0≠kxe , то для визначення k  отри-
муємо співвідношення      02 =++ qpkk  ,    яке називають харак-
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теристичним рівнянням даного ЛОДР. 
Характеристичне рівняння є квадратним відносно k  і на мно-
жині комплексних чисел завжди має два розв’язки 1k  і 2k . При 
цьому можливі три випадки, в залежності від знака дискримінанта  
qpD 42 −=
 .  
Випадок 1. 0>D . Обидва корені 1k  і 2k  − дійсні різні числа 
21 kk ≠ :  ( ) 22,1 Dpk ±−= . Тоді xkey 11 =  і xkey 22 =  − лінійно 
незалежні розв’язки, що утворюють фундаментальну систему. Зага-
льний розв’язок має вигляд  xkxk eCeCy 21 21 +=  .  
Приклад 1. Знайти загальний розв’язок  06'5'' =+− yyy . 
□ 0652 =+− kk ; 012425 >=−=D ;  
31 =k , 22 =k ; xx eCeCy 2231 += .    ■ 
Випадок 2. 0=D . Корені 1k  і 2k  − дійсні рівні числа 
2/21 pkkk −=== . Тобто,  2/pk −=  − один корінь кратності 
2=r . Тоді kxey =1  − частинний розв’язок. Знайдемо другий ліній-
но незалежний з ним розв’язок 2y . Скористаємося методом збу-
рень.  
Вважатимемо, що 1k  і 2k відрізняються на нескінченно малу 
величину k∆ :  kk =1 ;  kkk ∆+=2 ;  0→∆k . Таким чином, пове-
ртаємося до випадку 1. Тоді лінійна комбінація ( ) keey kxxkk ∆−= ∆+ )(*2   − теж частинний розв’язок. Переходячи у 
*2y  до границі при 0→∆k , дістаємо невизначеність типу 0/0 , що 
розкривається за правилом Лопіталя:   
( ) ==∆−== ∆+
→∆→∆
0/0limlim )(
0*202
keeyy kxxkk
kk
  
kxxkk
k
kxxkk
k
xexekee ==∆−= ∆+
→∆
∆+
→∆
)(
0
)(
0
lim)'()'(lim .    
Перевіримо, що одержана функція kxe xy =2  є розв’язком 
ЛОДР:   
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kxkx kxeey +='2 ;  kxkxkxkxkx xekkexekkekey 222 2'' +=++= ;  
++=++++ kxkeqxekxeepxekke kxkxkxkxkxkx 2()(2 22   
+−+−=−==+++ )2/(2)2/((2/) 2 pxpepkqxpkxp kx   
=−−=+−++ xqpeqxxppp kx )4()4/1())2/( 2  
00042 =⋅−===−= kxxeDqp .  
До того ж, вронськіан системи kxey =1 , 
kxe xy =2  відмінний 
від нуля:   
0)(')('
)()()( 2
21
21 ≠=
+
==
kx
kxkxkx
kxkx
e 
e kxe e k
e xe 
xyxy
xyxy
xW .  
Тому ці розв’язки kxey =1  і 
kxe xy =2  − лінійно незалежні і утво-
рюють фундаментальну систему.  
Отже, загальний розв’язок ЛОДР можна подати у вигляді  
)( 21212211 xCCe e xCe CyCyCy kxkxkx +=+=+=  .  
Приклад 2. Знайти загальний розв’язок  0'2'' =+− yyy .  
□ 044 =−=D ,  1k21 === kk ;  )( 21 xCCey x += .  ■  
Випадок 3. 0<D . Характеристичне рівняння має два компле-
ксно-спряжені корені β±α= ik 2,1 , де 2/p−=α , 2/D−=β , 
042 <−= qpD , 1−=i  − уявна одиниця. 
Тоді xixkк eey
)(
1
1 β+α
== , 
xixk
к eey
)(
2
2 β−α
==  − комплексні 
лінійно незалежні розв’язки. Їх лінійна комбінація  
xixi
к eCeСy
)(
2
)(
1
β−αβ+α +=
  
є комплексним загальним розв’язком.  
Але ДР має дійсні коефіцієнти, тому бажано мати розв’язки в 
дійсній формі. На основі формули Ейлера маємо:   
)sin(cos1 xixey xк β+β= α ;  )sin(cos2 xixey xк β−β= α . 
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Можна показати, що для комплекснозначної функції, яка є 
розв’язком диференціального рівняння, її уявна та дійсна частини 
також будуть його розв’язками. (Зробіть це самостійно).  
Таким чином, дістаємо лінійно незалежні дійсні частинні 
розв’язки xey x β= α cos1  і xey x β= α sin2 , що утворюють фунда-
ментальну систему. Дійсним загальним розв’язком є їх лінійна ком-
бінація   
=β+β=+= αα xeCxeCyCyCy xx sincos 212211   
)sincos( 21 xCxCe x β+β= α . 
Приклад 3. Знайти загальний розв’язок  025'8'' =++ yyy . 
□ 02582 =++ kk ; 03610064 <−=−=D ; 
iik 342/)68(2/)168(2/)368(2,1 ±−=±−=−±−=−±−= ; 
3;4 =−= βα ;   )3sin3cos( 214 xCxCey x += − .   ■ 
Приклад 4. Розв’язати задачу Коші:   
а) 0)1(';2)1(;0'25'' =−==+ yyyy ;  
б) 3)0(';3)0(;09'' −===− yyyy ; 
в) 3)0(';1)0(;04'4'' ===++ yyyyy ;  
г) 2)2/(';6)2/(;016'' =pi=pi=+ yyyy ;  
д) 12)0(';0)0(;020'8'' ===++ yyyyy .  
□  а) Складаємо і розв’язуємо характеристичне рівняння:  
0252 =+ kk ;  0)25( =+kk ;  01 =k ;  252 −=k .  
Оскільки корені 1k  і 2k  − дійсні різні числа 21 kk ≠ , то маємо 
випадок 1. У відповідній формі записуємо загальний розв’язок:  
xxx eCCeCeCy 2521
25
2
0
1
−− +=+= .  
Конкретні значення довільних сталих 1C  і 2C  знаходимо, 
враховуючи початкові умови:  
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xeCy 25225' −−= ;  
:0)1('
:2)1(
=
−=
y
y




−=
+=−
⋅−
⋅−
;160
;2
125
2
125
21
eC
eCC
  



−=−−=
=
.202
;0
1
2
C
C
  
Тоді  2−=Ky  − розв’язок задачі Коші.  
б) ;;3;9;09 32312,122 xx eCeCykkk −+=±===−  
xx eCeCy 32
3
1 33' −−= ; 




−=−
+=
⋅−⋅
⋅−⋅
;333
;3
03
2
03
1
03
2
03
1
eCeC
eCeC
 



−=−
=+
;1
;3
21
21
CC
CC
     



=
=
;2
;1
2
1
C
C
    
xx
K eey
44 2 −+= . 
в) 0442 =++ kk ; 01616 =−=D ; 221 −=== kkk ; 
)( 212 xCCey x += − ; xx exCCeCy 22122 )(2' −− +−= ; 




⋅+−=
⋅+=
⋅−⋅−
⋅−
;)0(23
);0(1
02
21
02
2
21
02
eCCeC
CCe
 



==−
=
;5;32
;1
212
1
CCC
C
 
)51(2K xey x += − .   
г) ;4;0;4;16;016 2,122 =β=α±=−==+ ikkk  
xCxCxCxCey x 4sin4cos)4sin4cos( 21210 +=+= ; 
xCxCy 4cos44sin4' 21 +−= ;  
:2)2/('
:6)2/(
=pi
=pi
y
y



pi⋅+pi⋅−=
pi⋅+pi⋅=
);2/4(cos4)2/4(sin42
);2/4(sin)2/4(cos6
21
21
CC
CC
   



==
=
;2/1;42
;6
22
1
CC
C
   xxyK 4sin)2/1(cos6 += .  
д) 02082 =++ kk ; 0168064 <−=−=D ; 
iik 222/)44(2/)164(2,1 ±−=±−=−±−= ;  2;2 =β−=α ;  
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)2sin2cos( 212 xCxCey x += − ;  +−= − xCey x 2cos(2' 12   
)2cos22sin2()2sin 2122 xCxCexC x +−++ − ;   




+−++−=
+=
);0cos20sin2()0sin0cos(212
);0sin0cos(0
21
0
21
0
21
0
CCeCCe
CCe
   



=+−=
=
;6;2212
;0
221
1
CCC
C
  xey xK 2sin6 2−= .   ■  
 
1.5.8. Структура загального розв’язку лінійного  
неоднорідного диференціального рівняння  
другого порядку. Принцип суперпозиції  
Структуру загального розв’язку ЛНДР другого порядку ви-
значає така  
теорема 1. Загальний розв’язок ЛНДР другого порядку  
)()(')('' xfyxqyxpy =++
 ,  
можна подати у вигляді суми загального розв’язку y  відповідного 
ЛОДР  
0)(')('' =++ yxqyxpy
  
і якого-небудь частинного розв’язку *y  ЛНДР:  *yyy += .  
□ Перевіримо, що функція *yyy +=  є розв’язком ЛНДР:   
'yyy *'' += ; '''''' *yyy += ;  =+++++ )()''('''' *** yyqyypyy   
)()(0)'''()'''( *** xfxfqypyyyqypy =+=+++++= .  
Оскільки 2211 yCyCy += , де )(),( 21 xyxy  – фундаментальна 
система частинних розв’язків ЛОДР, то розв’язок 
*2211* yyCyCyyy ++=+=   містить дві довільні сталі 1C  і 2C . 
Можна показати (зробіть це самостійно, аналогічно доведенню тео-
реми про структуру загального розв’язку ЛОДР), що для довільних 
початкових умов ')(';)( 0000 yxyyxy ==  знаходяться єдині конк-
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ретні значення сталих 1C  і 2C . Тобто розв’язок *yyy +=  є зага-
льним.  ■  
Принцип суперпозиції розв’язків ЛНДР другого порядку відо-
бражає наступна  
теорема 2. Якщо у ЛНДР другого порядку  
)()(')('' xfyxqyxpy =++
   
права частина є сумою двох функцій )()()( 21 xfxfxf +=  ,  то 
його частинний  розв’язок  також  можна  подати  у  вигляді  суми   
2*1** yyy +=  ,  де 1*y  і 2*y  – частинні розв’язки рівнянь  
)()(')('' 1 xfyxqyxpy =++   і  )()(')('' 2 xfyxqyxpy =++    
з тією ж самою частиною ліворуч і відповідними функціями )(1 xf , 
)(2 xf  праворуч.  
(Доведіть самостійно безпосередньою підстановкою).  
 
1.5.9. Лінійні неоднорідні диференціальні рівняння  
другого порядку зі сталими коефіцієнтами  
і з правою частиною спеціального вигляду.  
Метод невизначених коефіцієнтів  
Розглянемо ЛНДР другого порядку зі сталими коефіцієн-
тами  
)(''' xfqypyy =++ ,  Rconstp ∈= ; Rconstq ∈=  , 
де права частина має спеціальний вигляд  
)sin)(cos)(()( bxxQbxxPexf mnax +=  . 
Тут  )(xPn  і )(xQm  − многочлени відповідно степеня n  і m ;  a  і 
b  − дійсні сталі, з яких формується характерне комплексне число  
biaz += .  
Зауваження 1. m  і n  − довільні невід’ємні цілі числа, 0≥m , 
0≥n ;  a  і b − довільні дійсні числа, в тому числі 0,0 == ba .  
Згідно з методом невизначених коефіцієнтів структура ча-
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стинного розв'язку *y  ЛНДР формується за виглядом правої час-
тини )(xf  з урахуванням того, коренем якої кратності r  )0( ≥r  
є характерне число biaz +=  для характеристичного рівняння. 
Невідомі параметри (коефіцієнти) цієї структури знаходяться з 
системи алгебраїчних рівнянь, які одержуються прирівнюванням 
коефіцієнтів при подібних відносно x  членах.  
Частинний розв’язок має вигляд  
)sin)(cos)((* bxxQbxxPexy ssaxr +=  , 
де  )(xPs  і )(xQs  − многочлени степеня },max{ mns =  з невідо-
мими коефіцієнтами.  
Приклад 1. Записати структуру частинного розв’язку *y :  
)4sin4cos(20'4'' 22 xxxeyyy x −=++ − . 
□  013'4'' =++ yyy ;  01342 =++ kk ;  36−=D ;  
ik 322,1 ±−= ;  i32biaz +−=+=  − корінь  
кратності 1=r ;  2}0;2max{ ==s ;  
)4sin)(4cos)(( 2221* xFExDxxCBxAxexy x +++++= − ,  
де FEDCBA ,,,,,  – невідомі коефіцієнти.     ■ 
Приклад 2. Знайти загальний розв’язок диференціального рів-
няння   )sin25cos10(3'2'' xxeyyy x −=−− . 
□  03'2'' =−− yyy ;  0322 =−− kk ;  16=D ;  31 =k ;  
12 −=k ; xx eCeCy −+= 231 ;  ibiaz +=+= 1  − не є коренем  
)0( =r ;  0}0;0max{ ==s ;  )sincos(* xBxAey x += ;  
+=+−++= xAexBxAexBxAey xxx cos()cossin()sincos('*   
)cossinsin xBxAxB +−+ ;   −+= xBxAey x sincos(''*   
=−−+−++− )sincoscossin()cossin xBxAxBxAexBxA x   
)cos2sin2( xBxAex +−= ;  
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+−+−+− xAxBxAexBxAe xx sinsincos(2)cos2sin2(   
0:|)sin25cos10()sincos(3)cos ≠−=+−+ xxx exxexBxAexB ;  
xxxBxA sin25cos10sin5cos5 −=−− ;  
:sin
:cos
x
x
  



−=−
=−
;255
;105
B
A
     
;5
;2
=
−=
B
A
 
Отже, маємо загальний розв’язок   
)sin5cos2(231* xxeeCeCyyy xxx +−++=+= − . ■ 
Приклад 3. Розв’язати задачу Коші: 
xeyyy x 2sin125'2'' −=++ ;   5)0(';0)0( == yy .   
□  05'2'' =++ yyy ;  0522 =++ kk ;  16204 −=−=D ;  
ik
,
2121 ±−= ;  )2sin2cos( 21 xCxCey x += − ;   
ibiaz 21+−=+=  − корінь кратності 1=r ; 0}0;0max{ ==s ;  
)2sin2cos(1* xBxAexy x += − ;  += − xAe'y x 2cos(*  
+−++−+ −− xAxexBxAxexB xx 2sin(2)2sin2cos()2sin   
)2cos xB+ ;  ×++−= −− xx exBxAey 4)2sin2cos(2''*    
−+−+−× − )2sin2cos(3)2cos2sin( xBxAxexBxA x   
)2cos2sin(4 xBxAxe x +−− − ; 
−+−++− −− )2cos2sin(4)2sin2cos(2 xBxAexBxAe xx  
++−−+− −− )2cos2sin(4)2sin2cos(3 xBxAxexBxAxe xx  
++−++ −− )2sin2cos(2)2sin2cos(2 xBxAxexBxAe xx  
=+++−+ −− )2sin2cos(5)2cos2sin(4 xBxAxexBxAxe xx  
0|2sin12 ≠÷= −− xx exe ; 
−−+−−− xAxxBxAxBxA 2cos32cos42sin42sin22cos2  
++−+− xAxBxxAxxBx 2cos22cos42sin42sin3  
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+−−−+ xAxxBxxAxxB 2sin42sin22cos22sin2  
xxBxxAxxBx 2sin122sin52cos52cos4 =+++ ;   
xxAxB 2sin122sin42cos4 =− ;   
x
x
2sin
2cos
 



−==−
==
;3;124
;0;04
AA
BB
 xxey x 2cos3*
−
−= ; 
xxexCxCeyyy xx 2cos3)2sin2cos( 21* −− −+=+= ; 
−+−++−= −− )2cos2sin(2)2sin2cos(' 2121 xCxCexCxCey xx   
xxexxexe xxx 2sin62cos32cos3 −−− ++− ; 
:5)0('
:0)0(
=
=
y
y



==−+−
==
;4;532
;0;0
221
11
CCC
CC
 
Таким чином, маємо розв’язок задачі Коші:   
xxexey xxK 2cos32sin4
−−
−= .    ■ 
Розглянемо більш детально окремі випадки правої частини 
спеціального вигляду і відповідні форми частинного розв’язку *y  
ЛНДР зі сталими коефіцієнтами.   
1. Права частина – многочлен степеня n : 
)()( xPxf n= ,  nnnn AxAxAxP +++= − ...)( 110  . 
Можливі наступні випадки структури *y  в залежності від то-
го, чи є характерне число 000 =+=+= ibiaz  коренем характе-
ристичного многочлена:  
а) Якщо жоден з коренів характеристичного рівняння не дорі-
внює характерному числу 0=z , тобто 0,0 21 ≠≠ kk , то *y  шука-
ємо у вигляді многочлена того ж степеня n  з невизначеними коефі-
цієнтами:  n
nn
n AxAxAxPy +++==
−
...)( 110*  .  
б) Якщо один з коренів характеристичного рівняння дорівнює 
числу 0=z , наприклад, 0,0 21 ≠= kk , то:   
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xAxAxAxPxy n
nn
n +++==
+
...)( 110*  .  
Приклад 4. Знайти загальний розв’язок:   
а) 212'3'' xyyy −=++ ;      б) xyy 12'''7 =− . 
□  а) 02'3'' =++ yyy ;  0232 =++ kk ;  189 =−=D ;  
11 −=k ;  22 −=k ;  xx eCeCy 221 −− += ; 
000 =+=+= ibiaz  − не є коренем;  2=n ; 
CBxAxy ++= 2* ;  BAxy += 2'* ; Ay 2''* = ; 
22 1)(2)2(32 xCBxAxBAxA −=+++++ ; 
22 1)232()26(2 xCBAxBAAx −=+++++ ; 
0
1
2
x
x
x





=++
=+
−=
;1232
;026
;12
CBA
BA
A
  
;4/5)2/3(2/1
;2/33
;2/1
−=−−=
=−=
−=
BAC
AB
A
 
4/5)2/3(2/2* −+−= xxy ;  *yyy += ; 
4/5)2/3(2/2221 −+−+= −− xxeCeCy xx . 
б) 0'''7 =− yy ;  07 2 =− kk ;  0)17( =−kk ;   
01 =k ;  7/12 =k ;  7/21 xeCCy += ; 
000 =+=+= ibiaz  − корінь кратності 1=r ;  1=n ; 
BxAxBAxxy +=+= 2* )( ;  BAxy += 2'* ;  Ay 2''* = ; 
xBAxA 12)2(27 =+−⋅ ; xBAxA 12214 =−− ; 
xBAAx 12)14(2 =−+− ; 0
1
x
x



=−
=−
;014
;122
BA
A
 6−=A ; 
AB 14= ;  84−=B ;  xxy 846 2* −−= ; 
*yyy += ;  xxeCCy
x 846 27/21 −−+= .   ■ 
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Зауваження 2. Підкреслимо, що у многочлені )(xPn  коефіціє-
нти iA , ni ,1=  можуть дорівнювати нулю. Але в будь-якому разі 
частинний розв'язок *y  шукаємо з повним многочленом )(xPn .  
2. Права частина – добуток сталого множника на експоненту:   
axAexf =)(
 .  
При цьому в залежності від того, чи є характерне число 
aiaz =+= 0  коренем характеристичного многочлена та якої кра-
тності r , можливі наступні випадки структури *y :  
а) Якщо жоден з коренів характеристичного рівняння не дорі-
внює числу az = , тобто akak ≠≠ 21 , , то  
axeAy =*  . 
б) Якщо тільки один з коренів характеристичного рівняння 
дорівнює az = , наприклад, akak ≠= 21 , , то  
axxeAy =*  . 
в) Якщо обидва корені характеристичного рівняння дорівню-
ють числу az = , тобто akk == 21 , то  
axexAy 2* =  .  
Приклад 5. Знайти загальний розв’язок:  
а) xeyyy 383'4'' =++ ;    б) xeyyy −=−− 26'5'' ; 
в) xeyyy =+− 3'6''3 ;      г) xeyy 24'' −=− . 
□  а) 03'4'' =++ yyy ;  0342 =++ kk ;  4=D ;  11 −=k ;  
32 −=k ;  xx eCeCy 321 −− += ;  303 =+=+= ibiaz   
− не є коренем;  xeAy 3* = ;  
xeAy 3* 3'= ;  
xeAy 3* 9'' = ;  
xxxx eeAeAeA 3333 83349 =+⋅+ ;  xx eeA 33 824 = ;  3/1=A ;   
3/3*
xey = ;  *yyy += ;  3/
33
21
xxx eeCeCy ++= −− .  
б) 06'5'' =−− yyy ;  0652 =−− kk ;  49=D ;  11 −=k ;  
62 =k ;  xx eCeCy 621 += − ;  101 −=+−=+= ibiaz   
− корінь кратності 1=r ;  xxeAy −=* ;  
xx xeAeAy −− −='* ; 
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xxxxx xeAeAxeAeAeAy −−−−− +−=+−−= 2''* ; 
xxxxxx exeAxeAeAxeAeA −−−−−− =−−−+− 26)(52 ; 
xxxxxx exeAxeAeAxeAeA −−−−−− =−+−+− 26552 ; 
xx eeA −− =− 27 ;  7/2−=A ;  xxey −−= )7/2(* ; 
*yyy += ;  
xxx xeeCeCy −− −+= )7/2(621 . 
в) 03'6''3 =+− yyy ;  0'2'' =+− yyy ;  0=D ;   
121 === kkk ;  )( 21 xCCey x += ;  101 =+=+= ibiaz   
− корінь кратності 2=r ;  xexAy 2* = ;  
xx exAxeAy 2* 2' += ;   
++=+++= xxxxxx xeAeAexAxeAxeAeAy 42222'' 2*  
xexA 2+ ;  ++−++ )2(6)42(3 22 xxxxx exAxeAexAxeAeA  
xx eexA =+ 23 ;  −−++ xxxx xeAexAxeAeA 123126 2  
xxx eexAexA =+− 22 36 ;  xx eeA =6 ;  6/1=A ; 
6/2* xexy = ;  *yyy += ;  6/)( 221 xx exxCCey ++= . 
(Рівняння г) розв’язати самостійно).   ■  
3. Права частина – лінійна комбінація косинуса і синуса одно-
го і того ж аргументу:  
bxBbxAxf sincos)( +=
 .   
При цьому в залежності від того, чи є характерне число 
biibz =+= 0  коренем характеристичного многочлена, можливі 
наступні випадки структури *y :  
а) Якщо жоден з коренів характеристичного рівняння не дорі-
внює biz = , тобто bik ±≠2,1 , то  bxBbxAy sincos* += .  
bxBbxAy sincos* +=  . 
б) Якщо один з коренів характеристичного рівняння дорівнює 
числу biz = , тобто ik β±=2,1  і b=β , то  
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)sincos(* bxBbxAxy +=  .  
Зауваження 3. A  і B  − довільні задані числа, одне з яких мо-
же дорівнювати нулю. У будь-якому разі частинний розв'язок *y  
шукаємо у відповідному повному вигляді з A  і B .  
Приклад 6. Знайти загальний розв’язок:  
а) xyyy cos25'6'' =+− ;  б) xxyy 4sin244cos416'' −=+ .  
□  а) 05'6'' =+− yyy ; 0562 =+− kk ;  16=D ;   11 =k ;  
52 =k ;  xx eCeCy 251 += ;  iibiaz =+=+= 10   
− не є коренем;   xBxAy sincos* += ;  +−= xAy sin'*   
xB cos+ ;  xBxAy sincos''* −−= ;  −−− xBxA sincos   
xxBxAxBxA cos2)sincos(5)cossin(6 =+++−− ;    
=++−+−− xBxAxBxAxBxA sin5cos5cos6sin6sincos    
xcos26= ;  =++−++−− xBABxABA sin)56(cos)56(   
xcos26= ;  xxBAxBA cos2sin)46(cos)64( =++− ;  
x
x
sin
cos
 



=+
=−
;046
;264
BA
BA
 



−===+
−=
;133;132;294
;)2/3(
BAAA
AB
 
xxy sin133cos132
*
−= ;  
xxeCeCy xx sin133cos132251 −++= . 
б)  016'' =+ yy ;  0162 =+k ;  162 −=k ;  ik 42,1 ±= ; 
xCxCy 4sin4cos 21 += ;  iibiaz 440 =+=+=   
− корінь кратності 1=r ;  )4sin4cos(* xBxAxy += ;  
)4cos44sin4(4sin4cos'* xBxAxxBxAy +−++= ;  
++−+−= xBxAxBxAy 4cos44sin44cos44sin4''*   
−+−=−−+ )4sin4cos(16)4sin164cos16( xBxAxxBxAx   
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xBxA 4cos84sin8 +− ;  −+− xxBxAx )4sin4cos(16   
−=+++− xxBxAxxBxA 4cos4)4sin4cos(164cos84sin8   
x4sin24− ;  xxxBxA 4sin244cos44cos84sin8 −=+− ; 
x
x
4sin
4cos
 



−=−
=
;248
;48
A
B
  
;3
;2/1
=
=
A
B
 
)4sin)2/1(4cos3(* xxxy += ;  *yyy += ;   
)4sin)2/1(4cos3(4sin4cos 21 xxxxCxCy +++= . ■ 
Зауваження 4. Якщо права частина )(xf  не має спеціального 
вигляду, то часто її можна подати як скінченну суму  
)()()()( 21 xf...xfxfxf n+++=  , 
де кожний доданок )(xfi , ni ,1=  уже має спеціальний вигляд. Тоді 
за принципом суперпозиції  ny...yyy *2*1** +++= ,  де iy*  – час-
тинний розв’язок рівняння  )()(')('' xfyxqyxpy i=++  з тією ж са-
мою лівою і відповідною правою частиною, ni ,1= .  
Приклад 7. Знайти загальний розв’язок   
а) xeyyy x sin29186'2'' 2 −=+− ;   
б) xeyy x 8124'' 2 +=+ − .  
□  а) Для відповідного ЛОДР 06'2'' =+− yyy  розв’язуємо ха-
рактеристичне рівняння   
0622 =+− kk ;  20−=D ; ik 512,1 ±=   
і записуємо його загальний розв’язок   
)5sin5cos( 21 xCxCey x += .  
Права частина xexf x sin2918)( 2 −=  не має спеціального ви-
гляду, але її можна подати як суму двох доданків спеціального ви-
гляду  
)()()( 21 xfxfxf += ,  де xexf 21 18)( = , xxf sin29)(2 −= .  
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Тоді  2*1** yyy += . Знайдемо окремо 1*y  і 2*y :    
202111 =+=+= iibaz  − не є коренем;  xeAy 21* = ;  
xeAy 21* 2' = ;  
xeAy 21* 4'' = ;  =+⋅−
xxx eAeAeA 222 6224   
xe218= ;  xx eeA 22 186 = ;  3=A ;   xey 21* 3= ; 
iiibaz =+=+= 10222  − не є коренем; xBxAy sincos2* += ;  
xBxAy cossin' 2* +−= ;  xBxAy sincos'' 2* −−= ;  
+++−−−− xAxBxAxBxA cos(6)cossin(2sincos   
xxB sin29)sin −=+ ;   
xxBAxBA sin29sin)52(cos)25( −=++−− ;  
x
x
sin
cos



−=+
=−
;2952
;025
BA
BA
 



−=⋅+
=
;29)2/5(52
;)2/5(
AA
AB
   
2−=A ;  5−=B ;  xxy sin5cos22* −−= ;  
xxeyyy x sin5cos23 22*1** −−=+= .  
Отже, загальний розв’язок ЛНДР  
++=+= )5sin5cos( 21* xCxCeyyy x  
xxe x sin5cos23 2 −−+ . 
(Рівняння б) розв’язати самостійно).   ■  
Приклад 8. Розв’язати задачу Коші:   
а) xxyy 2sin40816'4'' ++−=+ ;  7)0(';3)0( == yy ;  
б) xe5yyy x cos62'4'' +=++ − ;  0)0(';1)0( =−= yy .  
□  а) 0'4'' =+ yy ;  042 =+ kk ;  0)4( =+kk ;  01 =k ;  
42 −=k ;   xeCCy 421 −+= ;  )()()( 21 xfxfxf += ; 
516)(1 +−= xxf ;  xxf 2sin40)(2 = ;  2*1** yyy += ; 
000111 =+=+= iibaz  − корінь кратності 1=r ;  1=n ; 
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xBxAxBxAy +=+= 21* )( ;  BxAy += 2' 1* ;  Ay 2'' 1* = ; 
816)2(42 +−=++ xBxAA ;  816428 +−=++ xBAxA ; 
0
1
x
x



=+
−=
;842
;168
BA
A
 
;3;84)2(2
;2
==+−⋅
−=
BB
A
 xxy 32 21* +−= ; 
iiibaz 220222 =+=+=  − не є коренем; 
xBxAy 2sin2cos2* += ;  xBxAy 2cos22sin2' 2* +−= ; 
xBxAy 2sin42cos4'' 2* −−= ;    +−− xBxA 2sin42cos4  
xxBxA 2sin40)2cos22sin2(4 =+−+ ; 
xxBAxBA 2sin402sin)48(2cos)84( =−−++− ; 
x
x
2sin
2cos



=−−
=+−
;4048
;084
BA
BA
 
;4;2;40428
;2
−=−==−⋅−
=
ABBB
BA
 
xxy 2sin22cos42* −−= ;  −+−=+= xxyyy 32
2
2*1**  
xx 2sin22cos4 −− ;  −+−+=+= − xxeCCyyy x 32 2421*  
xx 2sin22cos4 −− ;  −++−−= − xxeCy x 2sin8344' 42  
x2cos4− ;   
:7)0('
:3)0(
=
=
y
y



=−+−
=−+
;7434
;34
2
21
C
CC
  
;97
;2
21
2
=−=
−=
CC
C
 
xxxxey xK 2sin22cos43229 24 −−+−−= − . 
(Задачу б) розв’язати самостійно).   ■  
Приклад 9. Розв’язати крайову задачу: 
5)(';0)0(;sin984'' =pi=+=+ yyxxyy .  
(Розв’язати самостійно. Відповідь:  xxy sin32 += .) 
Зауваження 5. Розв’язуючи самостійно зазначені диференційні 
рівняння зверніть ще раз увагу на комбіновану праву частину цих 
диференційних рівнянь, яку слід подати як суму двох доданків спе-
ціального вигляду та знайти окремо для кожного доданку відповід-
ний частинний розв’язок.    
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1.5.10. Лінійні різницеві рівняння другого порядку  
зі сталими коефіцієнтами  
і з правою частиною спеціального вигляду  
Лінійне різницеве рівняння k -го порядку зі сталими коефі-
цієнтами можна подати у вигляді  
nnkknnknkn fyayayaya =++++ −+−++ ...1110 ,  ...,2,1,0=n ,  
де  ma , km ,0=  – сталі коефіцієнти, причому 00 ≠a  і 0≠ka ;  
nf  – права частина (відома сіткова функція). Якщо права частина 
nf  тотожно дорівнює нулю, то рівняння називається однорідним. У 
противному разі рівняння називається неоднорідним.  
Зауваження 1. Методи розв’язування лінійних різницевих рів-
нянь (РР) аналогічні методам розв’язування лінійних ДР. Надалі 
обмежимося розглядом лінійних неоднорідних РР другого порядку 
зі сталими коефіцієнтами (ЛНРР), які можна подати у формі:    
nnnn fyqypy =++ ++ 12 ,  ...,2,1,0=n .  
Загальний розв’язок ЛНРР ),,( 21 CCnyyn =  містить дві дові-
льні сталі 1C  і 2C , число яких дорівнює порядку рівняння.  
Надавши в загальному розв’язку конкретні значення довіль-
ним сталим 1C  і 2C , одержимо частинний розв’язок.  
Для однозначного визначення конкретних значень 1C  і 2C  і 
відповідного частинного розв’язку звичайно використовують по-
чаткові умови:  0,00 yy =   і  1,01 yy = . Відповідно розглядається 
початкова задача (задача Коші).  
Загальний розв’язок ЛНРР ny  можна подати у вигляді суми 
nnn yyy *+= ,  де  ny  – загальний розв’язок відповідного однорід-
ного рівняння   
012 =++ ++ nnn yqypy ,  ...,2,1,0=n ,  
а  ny*  – деякий частинний розв’язок самого неоднорідного РР.  
Ненульовий розв’язок однорідного РР (ЛОРР) будемо шукати 
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у вигляді показникової функції  nny λ= , 0≠λ .  
Підставимо в рівняння і одержимо  
012 =λ+λ+λ ++ nnn qp ,  ...,2,1,0=n ,  
Оскільки 0≠λ , то поділивши обидві частини на nλ , отрима-
ємо  характеристичне рівняння:   02 =+λ+λ qp .  
У залежності від знака дискримінанта qpD 42 −=  можливі 
наступні три випадки:   
1. 0>D , тоді характеристичне рівняння має два різні дійсні 
корені 21 λ≠λ . При цьому  
                                  
nn
n CCy 2211 λ+λ= .  
2. 0=D , тоді характеристичне рівняння має один дійсний 
двократний корінь:  2/21 p−=λ=λ=λ . Маємо   
n
n nCCy λ+= )( 21 .  
3. 0<D , тоді характеристичне рівняння має два комплексно 
спряжені корені:  
22,1
Dip −±−
=λ . Позначимо 2/p−=α   і  
2D−=β . Тоді  
                           
)sincos( 21 ϕ+ϕ= nCnCry nn .  
При цьому:   
а) якщо  0=α , то  β=r   і  2/pi=ϕ ;   
б) якщо  0≠α , то  22 β+α=r  і  |/(| αβ=ϕ arctg .  
Приклад 1. Знайти загальний розв’язок ny  лінійного однорід-
ного рівняння:   
а)  0128 12 =++ ++ nnn yyy ,  ...,2,1,0=n ;    
б)  096 12 =++ ++ nnn yyy ,  ...,2,1,0=n ;    
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в)  042 12 =+− ++ nnn yyy ,  . ...,2,1,0=n .    
□   а) Характеристичне рівняння  01282 =+λ+λ   має два рі-
зні дійсні корені:  26 21 −=λ≠−=λ . Тоді   
nn
n CCy )2()6( 21 −+−= .  
б) Характеристичне рівняння  0962 =+λ+λ   має один дійс-
ний двократний корінь:  321 −=λ=λ=λ . Тоді   
n
n nCCy )3()( 21 −+= .  
в) Характеристичне рівняння  0422 =+λ−λ   має два ком-
плексно-спряжені корені:  312,1 i±=λ . Отже, 01 ≠=α   і  
3=β . Тоді  222 =β+α=r  і  3/|/(| pi=αβ=ϕ arctg .  Маємо  





 pi
+
pi
=
3
sin
3
cos2 21
nCnCy nn .   ■  
Приклад 2. Розв’язати різницеву задачу Коші:  знайти частин-
ний розв’язок nчy  лінійного однорідного різницевого рівняння   
0168 12 =+− ++ nnn yyy ,  ...,2,1,0=n ,     
який задовольняє початковим умовам  20 =y   і  31 −=y .    
□  Знайдемо загальний розв’язок:  
01682 =+λ−λ ;  421 =λ=λ=λ ;  nn nCCy 4)( 21 += .  
Далі врахуємо початкові умови:   
.4/11;348
;2
;34)1(
;24)0(
:3
:2
22
1
1
21
0
21
1
0
−=−=+
=



−=⋅+
=⋅+
−=
=
CC
C
CC
CC
y
y
      
Отже, розв’язок задачі Коші має вигляд:  
n
чn ny 4)4/112( −= ,  ...,2,1,0=n .    ■  
Знаходження деякого частинного розв’язку ny*  неоднорідного 
рівняння розглянемо тільки для випадку правої частини спеціально-
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го вигляду  
n
ln bnPf )(= ,  constb = , ...,2,1,0=n , 
де )(nPl  – відомий многочлен від n  степеня l .  
Будемо шукати частинний розв’язок ny*  за виглядом правої 
частини у формі:   
n
l
s
n bnPny )(* = ,  
 де  ll
ll
l AnAnAnAnP ++++= −
−
1
1
10 ...)(  – многочлен від n  степе-
ня l  з невідомими коефіцієнтами mA , lm ,0= ;  s  – кратність числа 
b  як кореня характеристичного рівняння,  0≥s .  
Невідомі значення mA , lm ,0=  можна знайти методом неви-
значених коефіцієнтів.  
Приклад 3. Знайти частинний розв’язок ny*  за виглядом пра-
вої частини заданого різницевого рівняння:  
)314(2103 12 −=−+ ++ nyyy nnnn ,  ...,2,1,0=n .     
□  Знайдемо корені характеристичного рівняння:  
01032 =−λ+λ ;  



−=λλ
−=λ+λ
10
3
21
21 ;  
2
5
2
1
=λ
−=λ
.  
Оскільки права частина містить у собі многочлен першого по-
рядку, а основа показникової функції в правій частині 2=b  є прос-
тим коренем ( 1=s ) характеристичного рівняння ( 22 =λ=b ), то 
частинний розв’язок шукаємо у вигляді:   
nn
n BnAnBAnny 2)(2)( 21* +=+= , 
де A  і B  – невідомі сталі коефіцієнти.  
Для визначення A  і B  підставимо ny*  у різницеве рівняння 
та дістанемо тотожність відносно n :  
−+++++++ ++ 1222 2))1()1((32))2()2(( nn nBnAnBnA   
)314(22)(10 2 −=+− nBnAn nn .   
 113
Спростимо тотожність, розділивши ліву і праву частини по-
членно на 02 ≠n , а потім розкривши дужки і звівши подібні:  
−+++++++++ BBnAAnAnBBnAAnAn 6661268416164 22   
3141010 2 −=−− nBnAn ;    314142228 −=++ nBAAn .   
Прирівнявши коефіцієнти при однакових степенях n , складе-
мо систему для визначення A  і B  та розв’яжемо її:  



−=
==
−=+
=
1
5,02/1
31422
1428
:
:
0
1
B
A
BA
A
n
n
.   
Отже, шуканий частинний розв’язок  nn nny 2)5,0( 2* −= .  ■ 
Приклад 4. Розв’язати різницеву задачу Коші: знайти частин-
ний розв’язок nчy  лінійного неоднорідного різницевого рівняння   
n
nnn yyy )6(4023 12 −=++ ++ ,  ...,2,1,0=n ,     
який задовольняє початковим умовам  30 =y   і  91 −=y .    
□  Знайдемо загальний розв’язок відповідного однорідного РР:  
0232 =+λ+λ ;  12 21 −=λ≠−=λ ;  nnn CCy )2()1( 21 −+−= .  
Далі знайдемо частинний розв’язок ny*  заданого неоднорід-
ного РР за виглядом його правої частини, враховуючи що основа 
показникової функції 6−=b  не є коренем ( 0=s ) характеристич-
ного рівняння, а многочлен в правій частині має нульовий степінь:   
nn
n AAny )6()6(0* −=−= ;   
nnnn AAA )6(40)6(2)6(3)6( 12 −=−+−+− ++ ;   
4021836 =+− AAA ;  4020 =A ;  2=A ;  nny )6(2* −= .      
Тоді загальний розв’язок початкового неоднорідного РР:  
nnn
nnn CCyyy )6(2)2()1( 21* −+−+−=+= .  
Для визначення відповідних значень довільних сталих 1C  і 
2C  скористаємося початковими умовами:  
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.4;5
;322
;1
;9122
;32
:9
:3
21
11
12
21
21
1
0
−==



=+−−
−=
−=−−−
=++
−=
=
CC
CC
CC
CC
CC
y
y
   
Отже, розв’язок задачі Коші має вигляд:  
nnn
чny )6(2)2(4)1(5 −+−−−= ,  ...,2,1,0=n .    ■  
 
1.6. Контрольні запитання  
1. Яка функція є первісною для даної функції?  
2. Що називається невизначеним інтегралом? У чому полягає його 
геометричний зміст?  
3. Які основні властивості невизначеного інтеграла?  
4. Як перевірити правильність виконання операції інтегрування?  
5. У чому полягає спосіб безпосереднього інтегрування?  
6. У яких двох формах реалізується метод заміни змінної в невизна-
ченому інтегралі?  
7. Наведіть формулу методу інтегрування частинами в невизначено-
му інтегралі. Коли доречно застосовувати цей метод?  
8. Наведіть типові випадки застосування інтегрування частинами і 
дайте відповідні рекомендації щодо вибору u .  
9. Наведіть стандартний вигляд многочлена )(xPn  n -го степеня.  
10. Як розкладається многочлен з дійсними коефіцієнтами на прості 
дійсні множники?  
11. Що називається раціональним дробом? За якої умови раціональний 
дріб є правильним? Неправильним?  
12. Як подати неправильний раціональний дріб у вигляді суми цілої 
частини і правильного дробу?  
13. Які правильні раціональні дроби називаються елементарними (най-
простішими)?  
14. Який вигляд має розклад правильного раціонального дробу на суму 
найпростіших дробів?  
15. Які методи застосовуються для знаходження коефіцієнтів цього 
розкладу? У чому суть методу невизначених коефіцієнтів і методу 
окремих значень? Дайте рекомендації щодо їх застосування.  
16. Як інтегруються елементарні дроби різних типів?  
17. Як інтегруються правильні раціональні дроби у наступних випад-
ках:  а) корені знаменника дійсні й прості;  б) корені знаменника 
дійсні, але деякі з них кратні;  в) корені знаменника – дійсні (мож-
ливо, кратні) і прості комплексно спряжені?  
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18. Як за допомогою підстановок інтеграли з лінійними ірраціонально-
стями зводяться до інтегралів від раціональних функцій?  
19. Як знаходяться інтеграли вигляду 
 ∫ dxbxax coscos ,  ∫ dxbxax cossin ,  ∫ dxbxax sinsin ?  
20. У чому полягає універсальна тригонометрична підстановка?  
21. Як знаходяться інтеграли вигляду ∫ dxxx
nm cossin ?  
22. Як за допомогою тригонометричних підстановок інтегруються ви-
рази, що містять квадратний корінь із суми чи різниці квадратів?  
23. Що таке інтегральна сума? Який її геометричний та економічний 
зміст?  
24. Що називається визначеним інтегралом? У чому полягає його гео-
метричний і фізичний зміст? 
25. Сформулюйте необхідну умову інтегрованості функції.  
26. У чому полягає достатня умова інтегрованості?   
27. Наведіть формулу Ньютона – Лейбниця, що встановлює зв’язок 
між визначеним і невизначеним інтегралами.  
28. Сформулюйте основні властивості визначеного інтеграла.  
29. Якою подвійною нерівністю задається оцінка визначеного інтегра-
ла?  
30. Що називається середнім інтегральним значенням функції на відрі-
зку? Сформулюйте теорему про середнє інтегральне. У чому поля-
гає її геометричний зміст?  
31. Як здійснюється заміна змінної у визначеному інтегралі?  
32. Наведіть формулу інтегрування частинами у визначеному інтегра-
лі.  
33. Що таке невласний інтеграл на необмеженому проміжку? У чому 
полягає його геометричний зміст?   
34. Що таке невласний інтеграл від необмеженої функції? У чому по-
лягає його геометричний зміст?  
35. Наведіть дві основні схеми застосування визначеного інтеграла.   
36. Яка плоска область називається правильною (стандартною) в на-
прямку осі Oy ? Осі Ox ? Просто правильною?  
37. Як знаходиться площа правильної в напрямку осі Oy  плоскої об-
ласті? Правильної в напрямку осі Ox  області?   
38. Як знаходиться довжина дуги плоскої лінії у випадку, коли лінія 
задана явно в прямокутних координатах?  
39. Як знаходиться об'єм тіла з відомими площами паралельних пере-
різів? Як знаходиться об'єм тіла обертання?  
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40. Наведіть приклади економічних задач, які розв’язуються за допо-
могою визначеного інтеграла. 
41. Що таке диференціальне рівняння? Як визначається його порядок?  
42. Що називається розв’язком ДР?  
43. Що таке інтегральна крива ДР?  
44. Що називається загальним розв'язком ДР? Частинним розв’язком? 
Який їх геометричний зміст?  
45. Що таке початкові та крайові умови? Як ставиться початкова зада-
ча (задача Коші)? Крайова задача?  
46. Що таке особливий розв'язок ДР?  
47. Як методом Ейлера наближено будується розв’язок задачі Коші 
для ДР першого порядку?  
48. Яка система функцій )(...,),(),( 21 xyxyxy n  )2( ≥n  називається 
лінійно залежною? Лінійно незалежною?  
49. Яка структура загального розв’язку ЛОДР другого порядку?  
50. Що таке характеристичне рівняння для ЛОДР другого порядку зі 
сталими коефіцієнтами?  
51. За якими формулами будується загальний розв’язок ЛОДР другого 
порядку зі сталими коефіцієнтами в залежності від виду коренів 
характеристичного рівняння?  
52. Яка структура загального розв’язку ЛНДР другого порядку?  
53. У чому полягає принцип суперпозиції розв’язків ЛНДР?  
54. Для ЛНДР що таке права частина спеціального вигляду?  
55. Як методом невизначених коефіцієнтів будується частинний роз-
в'язок ЛНДР другого порядку зі сталими коефіцієнтами, що відпо-
відає правій частині спеціального вигляду?  
56. Що таке різницеве рівняння? Як визначається його порядок?  
57. Що називається розв’язком різницевого рівняння?  
58. Як задається загальний розв’язок лінійного РР першого порядку зі 
сталим коефіцієнтом?  
59. Яка структура загального розв’язку ЛНРР другого порядку?  
60. Що таке характеристичне рівняння для ЛОРР другого порядку зі 
сталими коефіцієнтами?  
61. За якими формулами будується загальний розв’язок ЛОРР другого 
порядку зі сталими коефіцієнтами в залежності від виду коренів 
характеристичного рівняння?  
62. Як методом невизначених коефіцієнтів будується частинний роз-
в'язок ЛНРР другого порядку зі сталими коефіцієнтами, що відпо-
відає правій частині спеціального вигляду?   
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Змістовий модуль 2. АНАЛІТИЧНА ГЕОМЕТРІЯ  
В ПРОСТОРІ. ФУНКЦІЇ БАГАТЬОХ ЗМІННИХ. РЯДИ.  
ЕЛЕМЕНТИ ФІНАНСОВОЇ МАТЕМАТИКИ  
ТА МАТЕМАТИЧНОЇ ЕКОНОМІКИ  
 
2.1. Площина та пряма у просторі  
 
2.1.1. Рівняння площини, що проходить через задану точку  
перпендикулярно до заданого вектора  
 
Нехай на площині α  задана 
точка ( )0000 ;; zyxM  і відомий 
вектор нормалі  
( ) →→ ≠= 0;; CBAn  (рис. 21).  
Візьмемо довільну точку 
( )zyxM ;;   на цій площині  
Рис. 21 
та побудуємо вектор ( )0000 ;; zzyyxxMM −−−=
→
. Точка M  на-
лежить площині тоді і тільки тоді, коли вектор 
→
MM0  перпен-
дикулярний до нормалі 
→
n . Використовуючи умову перпенди-
кулярності векторів, маємо  
00 =⋅
→→
MMn   
або в координатній формі  
0)()()( 000 =−+−+− zzCyyBxxA   
– рівняння площини, що проходить через задану точку 
( )0000 ;; zyxM  перпендикулярно до заданого вектора 
( )CBAn ;;=→ .  
α
( )0000 ;; zyxM α  ( )zyxM ;;
( )CBAn ;;=→
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Приклад. Скласти рівняння площини, яка проходить через точ-
ку ( )1;1;1−M  і перпендикулярна до площин 0325 =+−+ zyx  і 
073 =++− zyx . 
□  Оскільки нормальні вектори даних площин )1;2;5(1 −=n
r
 і 
)3;1;1(2 −−=n
r
, то за нормальний вектор шуканої площини можна 
взяти вектор 21 nnn
rrr
×= :  
kji
kji
nnn
vrr
rrr
vrr 7147
311
12521 −+−=
−−
−=×=  
Оскільки вектор )1;2;1(0 −=n
r
 колінеарний вектору 
)7;14;7( −=nr , то за нормальний вектор шуканої площини можна 
взяти вектор 0n
r
. 
Отримаємо рівняння площини, яка проходить через точку 0M  
і перпендикулярна двом заданим площинам 
1 2( 1) 1 0 2 2 0.+ − − + − = ⇒ − + + =x y z x y z
  
■ 
 
2.1.2. Загальне рівняння площини.  
Окремі випадки загального рівняння площини  
Розкриємо дужки в рівнянні  
0)()()( 000 =−+−+− zzCyyBxxA   
і отримаємо  0000 =−+−+− CzCzByByAxAx . Згрупуємо сталі 
величини та позначимо  000 CzByAxD −−−= . Тоді одержимо  
0=+++ DCzByAx
   
– загальне рівняння площини, що є лінійним відносно координат 
zyx ,, , причому хоча б один з коефіцієнтів CBA ,,  відмінний від 
нуля, тобто 0222 ≠++ CBA  .  
Зауваження. Загальне рівняння площини визначається з точні-
стю до сталого множника.  
Рівняння довільної площини можна звести до загального ви-
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гляду.  
Теорема. Будь-яка площина визначається лінійним рівнянням 
відносно координат zyx ,, . Кожному лінійному рівнянню зі змін-
ними zyx ,,  відповідає деяка площина.  (Без доведення) 
У таблиці 2 відображені особливості розміщення площини, 
коли один або декілька коефіцієнтів її загального рівняння дорів-
нюють нулю. (Частина ілюстративних зображень окремих випадків 
розміщення площини наведена на рис. 22 – 24. Ілюстрації для інших 
випадків зробіть самостійно).  
Таблиця 2  
№ п/п Рівняння  Характеристика розміщення площини 
1 0=++ DCzBy  паралельна осі Ox  
2 0=++ DCzAx  паралельна осі Oy  
3 0=++ DByAx  паралельна осі Oz  (рис. 22)  
4 0=++ CzByAx  проходить через початок координат ( )0;0;0O  (рис. 23)  
5 0=+ DCz  перпендикулярна до осі Oz   (рис. 24)  
6 0=+ DBy  перпендикулярна до осі Oy  
7 0=+ DAx  перпендикулярна до осі Ox  
8 0=+ CzBy  проходить через вісь Ox  
9 0=+ CzAx  проходить через вісь Oy  
10 0=+ ByAx  проходить через вісь Oz   
11 0=z  Координатна площина Oxy  
12 0=y  Координатна площина Oxz  
13 0=x  Координатна площина Oyz  
 
Приклад. Дано три точки ( )2;1;1 −M , ( )0;6;5 −N  і 
( )1;3;1 −−P . Написати загальне рівняння площини α , що прохо-
дить через точку M  перпендикулярно до вектора 
→
NP .  
□    α∈M ;  α⊥=
→→
NPn ; 0)()()( 000 =−+−+− zzCyyBxxA ;  
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( );6(3;51 −−−−== →→ NPn   
) ( )1;3;401 −−=−− ;  
+−−+−− ))1((3)1(4 yx
0)2()1( =−−+ z ; 
023344 =+−+++− zyx ;   
0934 =+−+− zyx ;  
0934 =−+− zyx .   ■ 
 
 
2.1.3. Рівняння площини, що проходить  
через три задані точки  
Нехай на площині α  задано три точки ( )1111 ;; zyxM , 
( )2222 ;; zyxM  і ( )3333 ;; zyxM , які не лежать на одній прямій.  
Візьмемо довільну точку ( )zyxM ;;  на цій площині та побу-
дуємо три вектори ( )1111 ;; zzyyxxMM −−−=
→
,  
( )12121221 ;; zzyyxxMM −−−=
→
 і ( )13131331 ;; zzyyxxMM −−−=
→
, 
що виходять з однієї точки 1M . Точка ( )zyxM ;;  належить пло-
0=++ DByAx  0=++ CzByAx  
Рис. 22 Рис. 23 
x  x  
 z  
 
 
 
y  
 
y  
 z  
0=+ DCz  
Рис. 24  
 
 
x  
 
y  
z  
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щині тоді і тільки тоді, коли ці три вектори компланарні (рис. 25). 
 
Рис. 25  
 
Використовуючи умову компланарності трьох векторів, маємо 
0)( 31211 =⋅×
→→→
MMMMMM   
або в координатній формі  
0
131313
121212
111
=
−−−
−−−
−−−
zzyyxx
zzyyxx
zzyyxx
  
– рівняння площини, що проходить через три задані точки.   
Приклад. Дано три точки ( )2;1;1 −M , ( )0;6;5 −N  і 
( )1;3;1 −−P . Написати загальне рівняння площини α , що про-
ходить через ці точки. Знайти одиничний вектор нормалі.   
□   0
21)1(311
20)1(615
2)1(1
=
−−−−−−
−−−−−
−−−− zyx
 ;  0
320
254
211
=
−−
−−
−+− zyx
;  
01781211 =+−+ zyx ;   )8;12;11();;( −==
→
CBAn ;   
329)8(1211 222 =−++=
→
n ; 





−=
→
329
8
;
329
12
;
329
11
0n . ■   
 
 
α  
( )1111 ;; zyxM  
( )
( )zyxM ;;  ( )2222 ;; zyxM  
( )
( )3333 ;; zyxM  
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2.1.4. Рівняння площини у відрізках на осях  
Нехай площина α  перетинає всі три координатні вісі Ox , Oy  
і Oz  відповідно у точках ( )0;0;1 aM , ( )0;;02 bM  і ( )cM ;0;03  
(рис. 26).  
Рис. 26  
 
Використовуючи рівняння площини, що проходить через три 
точки, маємо   
0=−++ abcabzacybcx ; 
      0
0000
0000
00
=
−−−
−−−
−−−
ca
ba
zyax
 
1=++
c
z
b
y
a
x
 
– рівняння площини у відрізках на осях.   
Приклад 1. Звести загальне рівняння площини  
012863 =++− zyx   
до вигляду рівняння у відрізках на осях.   
□   )12(:12863 −−=+− zyx ;  1
3224
=
−
++
−
zyx
.   ■  
Приклад 2. Знайти точки перетину площини  
012623: =−+−α zyx   
з координатними осями і зобразити площину, побудувавши її сліди 
– лінії перетину з координатними площинами.  
b
a
O
( )0;0;1 aM
( )cM ;0;03
( )0;;02 bM
z
 
y
x
 
c
α
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□   





=−+−
=
=
α
012623
0
0
:
zyx
z
y
OxI  ;  ( )0;0;4
4
1M
a =
  ;  





=−+−
=
=
α
012623
0
0
:
zyx
z
x
OyI  ;  ( )0;6;0
6
2 −
−=
M
b
  ;  





=−+−
=
=
α
012623
0
0
:
zyx
y
x
OyI  ;  ( )2;0;0
2
3M
c =
  .  
Площина α  зображена на рис. 27.        ■  
Рис. 27  
 
2.1.5. Кут між площинами. Умови паралельності  
та перпендикулярності двох площин  
Нехай задано дві площини 1α  і 2α  своїми загальними рівнян-
нями:  01111 =+++ DzCyBxA   і  02222 =+++ DzCyBxA .  
Кут ϕ  між площинами 1α  і 2α  дорівнює куту між їх векто-
рами нормалей ( )1111 ;; CBAn =
→
 і ( )2222 ;; CBAn =
→
 (рис. 28). Отже,  
2
2
2
2
2
2
2
1
2
1
2
1
212121cos
CBACBA
CCBBAA
++++
++
=ϕ
 .  
O  
( )0;0;41M  
( )2;0;03M  
( )0;6;02 −M  
z  
y  
x  
α  
  
124
Використовуючи умови перпендикулярності та паралельності 
векторів, маємо відповідні умови для площин.  
Умова перпендикулярності двох 
площин:  
0212121 =++ CCBBAA  .  
Умова паралельності двох пло-
щин:  
2
1
2
1
2
1
C
C
B
B
A
A
==
 .  
Дві площини збігаються, якщо  
2
1
2
1
2
1
2
1
D
D
C
C
B
B
A
A
===
 .  
Приклад. Знайти косинус кута між заданою площиною  
0622:1 =+−−α zyx   і координатною площиною Oxy .   
□   ( )2;1;21 −−=
→
n  ;  0:2 =α z  ;  ( )1;0;02 ==
→→
kn ;  
3
2
100)2()1(2
1)2(0)1(02
cos
222222
−=
++⋅−+−+
⋅−+⋅−+⋅
=ϕ  .     ■   
  
2.1.6. Відстань від точки до площини  
Нехай у просторі задані площина α  своїм загальним рівнян-
ням 0=+++ DCzByAx  і деяка точка ( )0000 ;; zyxM  (рис. 29).  
 
 
Рис. 29  
α  
( )0000 ;; zyxM  
( )1111 ;; zyxM  
( )CBAn ;;=→  
d  
1α  
2α  →
1n
→
2n
ϕ ϕ
Рис. 28 
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Візьмемо на цій площині довільну точку ( )1111 ;; zyxM  та по-
будуємо вектор ( )10101001 ;; zzyyxxMM −−−=
→
. Тоді відстань d  
від точки 0M  до площини α  дорівнює модулю проекції вектора 
→
01MM  на вектор нормалі ( )CBAn ;;=
→
   
222
10101001 |)()()(|
||
||
CBA
zzCyyBxxA
n
MMnd
++
−+−+−
=
⋅
=
→
→→
.  
Оскільки DCzByAx =−−− 111 , то  
222
000
CBA
DCzByAx
d
++
+++
=
 .  
Приклад 1. Знайти відстань d  від точки ( )3;4;20 −M  до 
площини   01623: =−−−α zyx  .     (Розв’язати самостійно).  
Приклад 2. Задана піраміда з вершинами (3; 4; 0)A , (4; 3;1)B − , 
( 4;1; 1)C − − , ( 1; 1;5)D − − . Знайти довжину висоти піраміди, прове-
деної з вершини D .    (Розв’язати самостійно). 
 
2.1.7. Рівняння прямої, що проходить через дану точку  
паралельно даному вектору (канонічні рівняння прямої)  
Нехай на прямій l  задана деяка точка ( )0000 ;; zyxM  і відо-
мий напрямний вектор ( )pnms ;;=→  цієї прямої – довільний не-
нульовий вектор, що їй паралельний (рис. 30).  
Візьмемо довільну точку ( )zyxM ;;  на цій прямій та побуду-
ємо вектор ( )0000 ;; zzyyxxMM −−−=
→
. Точка M  належить пря-
мій тоді і тільки тоді, коли вектор 
→
MM0  колінеарний вектору 
→
s . 
Використовуючи умову паралельності векторів, маємо канонічні 
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рівняння прямої:  
p
zz
n
yy
m
xx 000 −
=
−
=
−
   
 
 
Рис. 30  
 
 
2.1.8. Параметричні рівняння прямої  
Якщо у канонічні рівняння прямої ввести коефіцієнт про-
порційності  
t
p
zz
n
yy
m
xx
=
−
=
−
=
− 000
  
і розв’язати їх відносно yx ,  та z , то отримаємо:  
t
m
xx
=
− 0 ;   t
n
yy
=
− 0 ;   t
p
zz
=
− 0 ;  





+=
+=
+=
0
0
0
zptz
ynty
xmtx
  
– параметричні рівняння прямої, де змінна t  служить параметром.  
Приклад. Пряма задана своїми канонічними рівняннями. Запи-
сати її параметричні рівняння:   
                  
20
4
5
3
−
=
+
=
− zyx
.    (Розв’язати самостійно). 
 
 
( )0000 ;; zyxM  
( );; zyxM
( )1111 ;; zyxM  
( )pnmn ;;=→
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2.1.9. Рівняння прямої, що проходить через дві задані точки  
Нехай на прямій l  задано дві точки ( )1111 ;; zyxM  і 
( )2222 ;; zyxM . За напрямний вектор можна взяти   
( )12121221 ;; zzyyxxMMs −−−==
→→
.  
Тоді з канонічних рівнянь маємо  
12
1
12
1
12
1
zz
zz
yy
yy
xx
xx
−
−
=
−
−
=
−
−
   
– рівняння прямої, що проходить через дві задані точки.  
Приклад. Скласти канонічні рівняння прямої, що проходить 
через точки ( )3;0;21 −M  і ( )3;2;42 −M .  (Розв’язати самостійно).  
 
2.1.10. Пряма як перетин двох площин.  
Загальні рівняння прямої  
Просторова лінія може задаватися як перетин двох поверхонь. 
Зокрема, пряма l  є лінією перетину деяких двох площин 1α  і 2α . 
Якщо ці площини задані своїми загальними рівняннями  
0: 11111 =+++α DzCyBxA  і 0: 22222 =+++α DzCyBxA ,  
то система  



=+++
=+++
0
0
2222
1111
DzCyBxA
DzCyBxA
  називається загальними 
рівняннями прямої.  
Зауваження 1. Загальні рівняння прямої визначаються не-
однозначно.  
Зауваження 2. Рівняння  
( ) 022221111 =+++λ++++ DzCyBxADzCyBxA  ,  
де λ – параметр, задає пучок площин, які проходять через пряму l .  
Приклад. Пряма l  задана своїми загальними рівняннями  



=+−+
=−+−
06223
01042
zyx
zyx
 .  
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Знайти її  1) канонічні рівняння;  2) параметричні рівняння.  
□   1)  Знайдемо напрямний вектор прямої  
→→→
→→→
→→→
++−=
−
−=×= kji
kji
nns 8144
223
42121  .  
Знайдемо деяку точку 0M  на прямій. Нехай  0=x , тоді  



=+−
=−+−
0622
01042
zy
zy
 ;   2;1 =−= zy  ;  ( )2;1;00 −M  .   
Канонічні рівняння:   
8
2
14
)1(
4
0 −
=
−−
=
−
− zyx
 ;   
4
2
7
1
2
−
=
+
=
−
zyx
 .  
(Параметричні рівняння знайти самостійно).       ■  
 
2.1.11. Кут між двома прямими.  
Умови перпендикулярності та паралельності двох прямих  
Нехай задано дві прямі своїми канонічними рівняннями 
1
1
1
1
1
1
1 : p
zz
n
yy
m
xxl −=−=−  і 
2
2
2
2
2
2
2 : p
zz
n
yy
m
xxl −=−=− .  
Кут ϕ  між прямими 1l  і 2l  дорівнює куту між їх напрямними век-
торами  ( )1111 ;; pnms =
→
 і ( )2222 ;; pnms =
→
. Отже,  
2
2
2
2
2
2
2
1
2
1
2
1
212121cos
pnmpnm
ppnnmm
++++
++
=ϕ
 .  
Використовуючи умови перпендикулярності та паралельності 
векторів, маємо відповідні умови для прямих.  
Умова перпендикулярності двох прямих:   
0212121 =++ ppnnmm  .  
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Умова паралельності двох прямих:  
2
1
2
1
2
1
p
p
n
n
m
m
==
 .  
Приклад. Знайти кут між прямими:  



=+−+
=−+−
0822
0623
:1
zyx
zyx
l    і   
4
1
0
6
3
:2
−
=
−
=
−
zyxl .  
(Розв’язати самостійно). 
 
2.1.12. Умова перетину двох непаралельних прямих.  
Відстань між мимобіжними прямими  
Дві прямі у просторі можуть перетинатися або бути пара-
лельними чи мимобіжними.  
Нехай задано дві непаралельні прямі  
1
1
1
1
1
1
1 : p
zz
n
yy
m
xxl −=−=−  і 
2
2
2
2
2
2
2 : p
zz
n
yy
m
xxl −=−=− .  
Прямі 1l  і 2l  перетинаються, коли вектори ( )1111 ;; pnms =
→
, 
( )2222 ;; pnms =
→
 і ( )12121221 ;; zzyyxxMM −−−=
→
 – компланарні 
(лежать в одній площині). Використовуючи умову компланарності 
трьох векторів 0)( 2121 =⋅×
→→→
ssMM , одержуємо умову перетину 
двох непаралельних прямих:  
0
222
111
121212
=
−−−
pnm
pnm
zzyyxx
.  
Зауваження 1. Для довільних прямих 1l  і 2l  ця рівність є умо-
вою їх належності одній площині. Якщо ця умова не виконується, 
то прямі 1l  і 2l  є мимобіжними.  
Щоб знайти відстань між мимобіжними прямими 1l  і 2l , роз-
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глянемо вектор  
→→→
×= 21 ssa , який перпендикулярний до обох пря-
мих. Тоді відстань d  між прямими  1l  і 2l  дорівнює модулю проек-
ції вектора ( )12121221 ;; zzyyxxMM −−−=
→
 на вектор 
→
a   
→→→→→→→→
×





×⋅=⋅= 21212121 ssssMMaaMMd  .   
Зауваження 2. Ця формула справедлива також для прямих 1l  і 
2l , що перетинаються. Зрозуміло, що при цьому 0=d .  
Приклад. Знайти відстань d  між заданими прямими:  
а) 
2
3
3
5
2
2
:1
+
=
−
+
=
− zyxl    і   
2
3
1
2
1
:2
−
=
−
−
=
zyxl ;   
б) 
0
2
4
3
3
1
:1
−
=
−
+
=
− zyxl    і   
42
1
1
4
:2
zyxl =
−
−
=
−
.  
□ а)  
→→→
→→→
→→→
+−−=
−
−=×= kji
kji
ssa 24
211
23221  .  
Оскільки  
→→
≠ 0a , то прямі 1l  і 2l  – непаралельні. Далі зна-
ходимо:  ( ) ( )6;7;2)3(3;)5(2;2021 −=−−−−−=
→
MM  ;  
211)2()4(|| 222 =+−+−=→a  ;  +−⋅−=⋅ →→ )4(2|| 21 aMM   
016)2(7 =⋅+−⋅+  ;   0
21
|0|
||
|| 21
==
⋅
=
→
→→
a
aMMd  .   
Отже, прямі 1l  і 2l  перетинаються.   
б) (Розв’язати самостійно).    ■  
 
  
131
2.1.13. Відстань від точки до прямої  
Нехай треба знайти відстань d  від точки ( )1111 ;; zyxM  до 
прямої l , яка задана параметричними рівняннями:  
000 ;; zptzyntyxmtx +=+=+=  .  
Розглянемо три способи визначення цієї відстані.  
Спосіб 1. Візьмемо на прямій відому точку ( )0000 ;; zyxM  та 
побудуємо паралелограм на векторах ( )pnms ;;=→  і 
( )01010110 ;; zzyyxxMM −−−=
→
 (рис. 31). Площа S  цього пара-
лелограма  
dsS ⋅=
→ ||   або  || 10
→→
×= MMsS  .  
Звідси  
|||| 10
→→→
×= sMMsd
 .  
Спосіб 2. Проведемо через точку 1M  площину α , яка пер-
пендикулярна до прямої l  (рис. 32).  
 
              Рис. 31                                                Рис. 32  
 
Вектор нормалі 
→
n  площини α  колінеарний напрямному век-
тору 
→
s  прямої l . Можна вважати, що  ( )pnmsn ;;== →→ . Тоді   
0)()()(: 111 =−+−+−α zzpyynxxm  .  
Далі треба знайти точку N  перетину прямої та площини. Ця 
l  
0M  
(
1M  
→
s  
d  
α  N  1M  
d  
l  
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точка є основою перпендикуляра, опущеного з точки 1M  на пряму 
l .  Отже,  NMd 1= .  
Спосіб 3. Розглянемо функцію )(2 tdu = , яка дорівнює квад-
рату відстані  
( ) ( ) ( )201201201)( zptzyntyxmtxtd −−+−−+−−=   
від точки 1M  до довільної точки прямої l .  
Відстань d  від точки 1M  до прямої l  відповідає найменшому 
значенню цієї функції. Зі змісту задачі випливає, що мінімум існує і 
є єдиним екстремальним значенням. Тому відповідне значення па-
раметра mt  визначається однозначно з необхідної умови екстрему-
му  0)(' =tu :  
( ) ( ) ( ) 0222 010101 =−−−−−−−−− zptzpyntynxmtxm  ;  
( ) ( ) ( )
222
010101
pnm
zzpyynxxm
tm
++
−+−+−
=  .   
Тоді  ( )mtdd =  .  
Приклад. Знайти відстань d  від заданої точки 1M  до заданої 
прямої l :  
( )5;3;21 −M  ;    22
2
1
1 zyx
=
−
−
=
−
+
.  
□  Застосовуємо спосіб 1:  
( )2;2;1 −−=→s ;   32)2()1(|| 222 =+−+−=→s  ;  
( ) ( )2;1;302;23;)1(210 −=−−−−−=
→
MM ;  
 
→→→
→→→
→→
++=
−
−−=× kji
kji
MMs 542
213
22110  ;  
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25542|| 22210 =++=×
→→
MMs  ;  
3
25|||| 10 =×=
→→→
sMMsd  .   
(Способами 2 і 3 розв’язати задачу самостійно).    ■  
 
2.1.14. Перетин прямої з площиною  
Нехай задано пряму l  параметричними рівняннями і площину 
α  загальним рівнянням  





+=
+=
+=
0
0
0
:
zptz
ynty
xmtx
l  ;    0: =+++α DCzByAx  .   
Для знаходження точки перетину прямої та площини треба 
скласти і розв’язати систему їх рівнянь. Цю систему зручно роз-
в’язувати методом вилучення невідомих (методом Гауса), під-
ставляючи вирази для zyx ,,  із параметричних рівнянь прямої у 
рівняння площини. Дістаємо рівняння для t   
( ) ( )DCzByAxtCpBnAm +++−=++ 000  .   
1) Якщо  0≠++ CpBnAm , тобто пряма не паралельна пло-
щині, то пряма і площина перетинаються в одній точці, що відпові-
дає значенню параметра  
( ) ( )CpBnAmDCzByAxt +++++−= 000  .   
2) Якщо  0=++ CpBnAm , тобто пряма паралельна пло-
щині, а  0000 ≠+++ DCzByAx , тобто точка ( )0000 ;; zyxM  пря-
мої l  не лежить на площині α , то рівняння для t  розв’язків не має. 
Пряма паралельна площині і не лежить на ній.  
3) Якщо  0=++ CpBnAm , тобто пряма паралельна пло-
щині, і  0000 =+++ DCzByAx , тобто точка ( )0000 ;; zyxM  пря-
мої l  лежить на площині α , то рівняння для t  виконується при всіх 
значеннях параметра. Пряма лежить на площині.  
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Приклад. Знайти проекцію N  точ-
ки  ( )4;5;20 −M  на площину  
0623: =−−+α zyx  .  
□  Точка N  є основою перпенди-
куляра, опущеного з точки  0M  на пло-
щину α  (рис. 33). Напрямний вектор 
→
s  
прямої NM0  колінеарний вектору нор-
малі 
→
n  площини. Можна вважати, що  ( )1;2;3 −== →→ ns . Тоді па-
раметричні рівняння прямої NM0 :  
;23 += tx   ;52 −= ty    4+−= tz .  
Підставляючи ці вирази у рівняння площини, одержимо зна-
чення параметра t , що відповідає точці перетину N  прямої та 
площини  
06)4()52(2)23(3 =−+−−−++ ttt  ;   1−=t  .  
Тоді  
54)1(;75)1(2;12)1(3 =+−−=−=−−=−=+−= zyx  .   
Отже, проекцією є точка ( )5;7;1 −−N .     ■ 
 
2.1.15. Кут між прямою та площиною. Умови  
перпендикулярності та паралельності прямої та площини  
Нехай задано пряму l  
канонічними рівняннями і 
площину α  загальним рів-
нянням  
p
zz
n
yy
m
xxl 000: −=−=− ;  
0: =+++α DCzByAx  . 
Кут ϕ  між ними (рис. 34) до-
повнює кут між напрямним 
α  
→
n
 
N  
0M  
Рис. 33 
o90
→
n
 
→
s
ϕ−o90
 
ϕ
 
Рис. 34 
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вектором прямої ( )pnms ;;=→  і вектором нормалі площини 
( )CBAn ;;=→  до o90 .   
Тоді          ( )
222222
90cos
pnmCBA
CpBnAm
++++
++
=ϕ−o  . 
Застосовуючи тригонометричну формулу зведення і врахо-
вуючи, що кут ϕ  між прямою і площиною – гострий, маємо   
222222
||
sin
pnmCBA
CpBnAm
++++
++
=ϕ
 .  
Використовуючи умови перпендикулярності та паралельності 
векторів, маємо відповідні умови для взаємного розміщення прямої 
та площини.  
Умова перпендикулярності прямої та площини:   
C
p
B
n
A
m
==
 .  
Умова паралельності прямої та площини:   
0=++ CpBnAm
 .  
Приклад 1. Знайти кут між прямою l  і площиною α :  



=+−+
=−−+
0632
0824
:
zyx
zyx
l    і   1
324
: =++
−
α
zyx
.  
(Розв’язати самостійно). 
Приклад 2. Перевірити, що пряма 
3
4
2
1
5
3 +
=
−
=
−
− zyx
 пер-
пендикулярна до площини 036410 =+−− zyx .     
(Розв’язати самостійно). 
Приклад 3. Перевірити, що пряма 1 3
2 1 2
x y z+ −
= =
− −
 паралель-
на площині  2 2 1 0x z+ − = .    (Розв’язати самостійно). 
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2.2. Поверхні другого порядку  
 
2.2.1. Загальне рівняння поверхні другого порядку  
Поверхнею другого порядку називається множина точок прос-
тору 3R , координати котрих задовольняють алгебраїчне рівняння 
другого степеня 
0222222222 =+++++++++ LKzHyGxFxzEyzDxyCzByAx ,  
де хоча б один з коефіцієнтів A, B, C, D, E, F відмінний від нуля, 
тобто виконується умова 0222222 ≠+++++ FEDCBA .  
Це рівняння може визначати сферу, еліпсоїд, гіперболоїд (од-
нопорожнинний або двопорожнинний), параболоїд (еліптичний або 
гіперболічний), конус, циліндр (еліптичний, гіперболічний або па-
раболічний). За допомогою паралельного переносу й повороту сис-
теми координат зазначене рівняння другого порядку можна звести 
до канонічного вигляду. Форму та розташування поверхонь вивча-
ють методом перерізів. Для цього перетинають поверхню координа-
тними площинами та їм паралельними і визначають тип кривої, що 
одержується в перерізі.  
Зауваження. Крім зазначених поверхонь, загальному рівнянню 
другого порядку може відповідати один з вироджених випадків:  
сукупність двох площин чи прямих, площина, пряма, точка чи по-
рожня множина. Порожній множині відповідає певна уявна поверх-
ня, при цьому загальне рівняння втрачає геометричний смисл. На-
далі обмежимося розглядом тільки дійсних невироджених повер-
хонь.  
 
 
2.2.2. Поверхні обертання. Сфера. Еліпсоїд  
Поверхня, утворена обертанням плоскої лінії (твірної, мери-
діана) l  навколо заданої прямої 0a  (осі обертання), що лежить у 
площині лінії l , називається поверхнею обертання.  
Коло, яке описує довільна точка твірної l  при обертанні, на-
зивається паралеллю. Площина паралелі перпендикулярна до осі 
обертання 0a .  
  
137
Правило: Щоб одержати рівняння поверхні, утвореної обер-
танням заданої кривої, що лежить у координатній площині, нав-
коло однієї з координатних осей цієї площини, треба у рівнянні лінії 
зробити заміну змінних:  змінну, що відповідає осі обертання, зали-
шити тією самою, а іншу змінну замінити на «плюс / мінус» квад-
ратний корінь із суми квадратів двох інших координат.  
Зокрема 
( )






+±→
→
⇒
↵
=
22
0,
yxy
zz
Oz
zyF
  ⇒  ( ) 0,22 =+± zyxF .   
Якщо коло  222 Rzy =+ , що лежить у площині Oyz , оберта-
ти навколо осі  Oz , то дістанемо сферу.  
Зробимо відповідну заміну змінних у рівнянні твірної:  






+±→
→
⇒
↵
=+
22
222
yxy
zz
Oz
Rzy
 ⇒  ( ) 22222 Rzyx =++± .  
Звідси отримуємо  2222 Rzyx =++   – канонічне рівняння 
сфери.  
Рівняння сфери зі зміщеним центром у точці ( )000 ,, zyxM o  і 
радіусом R  має вигляд (рис. 35):   
( ) ( ) ( ) 2202020 Rzzyyxx =−+−+− . 
Зауваження 3. Сфера є обмеженою замкненою поверхнею, яка 
симетрична відносно центра. Довільна пряма, що проходить через її 
центр, є віссю симетрії сфери. Довільна площина, що проходить 
через центр сфери, служить її площиною симетрії.  
Приклад 1. Показати, що задане рівняння є рівнянням сфери, 
та знайти її центр і радіус:  
      а) 025122416444 222 =+++−++ zyxzyx ;  
      б) 0356333 222 =++−++ zyzyx .  
□  а) Згрупуємо окремо члени з x , y  і z , а потім виділимо 
повні квадрати двочленів відповідного вигляду ax ± , by ±  і 
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cz ± :  
025122416444 222 =+++−++ zyxzyx ;  
025)3(4)6(4)4(4 222 =+++++− zzyyxx ;   
+−+⋅++−+⋅− )3332()2222( 222222 yyxx   
( ) 04/25)2/3()2/3()2/3(2 222 =+−+⋅++ zz ;  
04/254/9)2/3(9)3(4)2( 222 =+−++−++−− zyx ;  
9)2/3()3()2( 222 =++++− zyx .  
Одержане рівняння описує сферу з центром у точці 
( )2/3,3,2 −−C  і радіусом 3=R .  
б) (Розв’язати самостійно). Відповідь:   
36/25)6/5()1( 222 =++−+ zyx ;  ( )6/5,1,0 −C ;  6/5=R .   ■  
 
 
 
Піддаючи сферу 2222 Rzyx =++  рівномірній деформації 
(розтягу чи стиску) вздовж кожної з координатних осей Ox , Oy  і 
Oz  з коефіцієнтами деформації відповідно aRkx /= , bRk y /=  і 
cRkz /=   ( 0,, >cba ), треба у рівнянні цієї поверхні зробити за-
міну:  zkzykyxkx zyx →→→ ;; . У результаті матимемо  
O  
С  
M  
x  
z  
y  
Рис. 35  
22
0
2
0
2
0 )()()( Rzzyyxx =−+−+−
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( ) ( ) ( ) 2222 )/()/()/( RzcRybRxaR =++ ;   12
2
2
2
2
2
=++
c
z
b
y
a
x
  
– канонічне рівняння еліпсоїда (рис. 36).  
Величини a , b  і c  називаються півосями еліпсоїда. Якщо 
будь-які дві півосі рівні між собою, то маємо еліпсоїд обертання, а 
якщо всі три півосі рівні між со-
бою Rcba === , то – сферу.  
Еліпсоїд симетричний від-
носно координатних площин, ко-
ординатних осей і початку коор-
динат, який називають центром 
еліпсоїда. Еліпсоїд в цілому ле-
жить в межах прямокутного па-
ралелепіпеда зі сторонами a2 , 
b2  і c2 , який симетричний від-
носно координатних площин.  
Для з’ясування форми по-
верхні використовуємо метод перерізів. Розсічемо поверхню пло-
щиною hx =  (рис. 36):  
2
2
2
2
2
2
1
a
h
c
z
b
y
−=+ . 
1) При ah <  маємо 01 22
2
>=− H
a
h
– у перерізі вийде еліпс із пів-
осями Hb  і Hc . 
2) При ah ±=  одержимо дві точки )0;0;(a  і )0;0;( a− . 
3) При ah >  вираз 01 2
2
<−
a
h
 – площина й поверхня не перетина-
ються.  
Зауваження 2. Лінією перетину еліпсоїда довільною площи-
ною є еліпс.  
Приклад 2.  Звести рівняння заданого еліпсоїда до канонічного 
вигляду і побудувати його зображення:  14436916 222 =++ zyx .  
(Виконати самостійно).  
Рис. 36 
x
y
z
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2.2.3. Однопорожнинний гіперболоїд 
Канонічне рівняння однопорожнин-
ного гіперболоїда має вигляд:  
12
2
2
2
2
2
=−+
c
z
b
y
a
x
, 0,, >cba      
Поверхня симетрична відносно коор-
динатних площин. Початок координат є 
центром симетрії (рис. 37). Перерізи повер-
хні площинами 0=х , 0=y  є гіперболами: 
12
2
2
2
=−
c
z
b
y
,      12
2
2
2
=−
c
z
a
x
. 
Переріз поверхні площиною hz =  є 
еліпсом:   
⇒=+=+ 22
2
2
2
2
2
1 H
c
h
b
y
a
x
( ) ( ) 12
2
2
2
=+
bH
y
aH
x
.  
Зауваження.  Однопорожнинний гіперболоїд належить до лі-
нійчатих поверхонь, твірні яких є прямими лініями. Він може бути 
побудований за допомогою двох систем прямих ліній. Лінійчаті по-
верхні широко використовуються в будівництві.  
 
2.2.4. Двопорожнинний гіперболоїд 
Канонічне рівняння двопорож-
нинного гіперболоїда має вигляд:  
12
2
2
2
2
2
=+−−
c
z
b
y
a
x
,  )0,,( >cba    (4) 
Поверхня симетрична відносно 
координатних осей і координатних 
площин. Центр симетрії знаходиться в 
початку координат (рис.  38). 
Перерізи поверхні площинами 0=x  і 
Рис. 37 
Рис. 38 
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0=y  є гіперболами відповідно: 
12
2
2
2
=+−
c
z
b
y
,   12
2
2
2
=+−
c
z
a
x
. 
Розглянемо перерізи поверхні площиною hz = :  
12
2
2
2
2
2
−=+
c
h
b
y
a
x
. 
1) ch < – переріз є порожньою множиною; 
2) ch =  – у перерізі маємо дві точки:  );0;0( c  і );0;0( c− ; 
3) ch >  – переріз є еліпсом:  1)()( 2
2
2
2
=+
bH
y
aH
x
,   ( )1222 −= chH .  
 
2.2.5. Конічні поверхні. Конус другого порядку 
Конічною поверхнею називається поверхня, яку описує пряма 
(твірна), що проходить через фіксовану точку O  (вершину конуса) 
та іншу змінну точку, яка рухається вздовж заданої кривої 0l  (на-
прямної конуса), причому вершина O  не лежить на напрямній 0l .  
Канонічне рівняння конуса другого порядку (еліптичного 
конуса) (рис. 39) має вигляд:  
02
2
2
2
2
2
=−+
c
z
b
y
a
x
, )0,,( >cba .    
Зокрема, якщо ba = , то рівняння   
0222222 =−+ czayax
   
визначає круговий конус.  
Еліптичний конус симетричний від-
носно координатних осей і координатних 
площин. Центр симетрії знаходиться в по-
чатку координат (рис. 39). Його перерізи 
площинами 0=x  і 0=y  є прямими, що 
перетинаються: cbzy ±= , cazx ±= .А 
перерізи площинами  hz =  є еліпсами: Рис. 39 
  
142
2
2
2
2
2
2
c
h
b
y
a
x
=+ ,   1
)()( 2
2
2
2
=+
bH
y
aH
x
,   ( )222 chH = . 
Зауваження. Коло, еліпс, гіперболу і параболу можна одер-
жати як лінії перетину кругового конуса площиною.  
Приклад. Звести рівняння заданого конуса другого порядку до 
канонічного вигляду і побудувати зображення його відповідної час-
тини:   222 3694 zyx =+ ,  2|| ≤z .  (Виконати самостійно).  
 
2.2.6. Еліптичний параболоїд 
Канонічне рівняння еліптичного параболоїда (рис. 40) має 
вигляд: 
z
q
y
p
x 2
22
=+ , )0,( >qp    
Поверхня симетрична відносно ко-
ординатних площин zx0 , zy0  і вісі 
z0 . Перерізи поверхні площинами 
0=x , 0=y  є параболами: 
qzy 22 = ,  pzx 22 =  
Перерізи поверхні площинами  
0>= hz   є еліпсами   
1)2()2( 2222 =+ qhyphx  
 
2.2.7. Гіперболічний параболоїд 
Канонічне рівняння гіперболічного параболоїда (рис. 41) має 
вигляд:  
z
q
y
p
x 2
22
=− , )0,( >qp      
Гіперболічний параболоїд має форму сідла. Початок коорди-
нат )0,0,0(O  (вершина гіперболічного параболоїда) є сідловою 
точкою (точкою перевалу) цієї поверхні. Дві координатні площи-
Рис. 40 
z
x
y
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ни Oxz  і Oyz  служать площинами симетрії, а координатна вісь Oz  
– віссю симетрії.   
 
 
1) У перерізі поверхні площиною 0=x  одержуємо параболу: 
qzy 22 −= . Гілки параболи напрямлені вниз. 
2) У перерізі поверхні площиною 0=y  отримуємо параболу: 
pzx 22 = . Гілки параболи напрямлені вгору. 
3) У перерізі поверхні площиною hz = , 0≠h дістаємо гіперболу:  
hqypx 222 =− . А при перетині з координатною площиною 
0=z  отримуємо дві прямі, що перетинаються у початку коорди-
нат. 
Зауваження. Гіперболічний параболоїд є лінійчатою поверх-
нею.  
 
2.2.8. Циліндричні поверхні. Циліндри другого порядку 
Циліндричною поверхнею (циліндром) називається поверхня, 
описана прямою (твірною) l , що рухається паралельно заданій 
прямій 0a  вздовж заданої лінії (напрямної) 0l , причому вказані 
лінії 0l  і 0a  не лежать в одній площині. Якщо напрямна циліндра 
лежить у площині yx0 , а твірна паралельна осі z0 , то рівняння 
циліндра має вигляд: ( ) 0, =yxF  або ( )xfy = . Аналогічно, 
x  
z  
y  
Рис. 41 
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( ) 0, =zxF  або ( )xfz =  − рівняння циліндричної поверхні, твірна 
якої паралельна осі y0 ; ( ) 0, =zyF  або ( )yfz =  − рівняння цилі-
ндричної поверхні, твірна якої паралельна осі x0 . 
Якщо напрямною циліндричної поверхні є крива другого по-
рядку, то поверхню називають циліндричною поверхнею другого 
порядку (рис. 42 − 44).  
 
 
За типом кривої, що утворюється у перерізі циліндра з пло-
щиною, перпендикулярною твірній, розрізняють такі циліндри дру-
гого порядку: 
12
2
2
2
=+
b
y
a
x
 − еліптичний (рис. 42), з 
окрема, круговий 222 Ryx =+ ;    
12
2
2
2
=−
b
y
a
x
 − гіперболічний (рис. 43);   
pyx 22 =
 − параболічний (рис. 44).  
Аналогічно можна записати рівняння циліндричних поверхонь 
другого порядку, твірні яких паралельні осям x0  чи y0 . 
Зауваження. Циліндр є лінійчатою поверхнею. Його можна 
уявити як «огорожу» з прямих, виставлену вздовж напрямної 0l .  
O  
x
z
y
 
Рис. 44 
O  
x
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Рис. 42 
x
 
y
 
z
 
O
 
Рис. 43 
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2.3. Функції багатьох змінних.  
Диференціювання функцій багатьох змінних 
 
2.3.1. Поняття функції багатьох змінних. Область визначення  
Нехай n  – деяке фіксоване натуральне число. Упорядкована 
множина n  довільних дійсних чисел ),...,,( 21 nxxx  називаються n -
вимірною точкою і позначається однією буквою, наприклад, M . 
Числа nxxx ,...,, 21  називаються координатами точки M . Позна-
чається ),...,,( 21 nxxxM .  
Множина всіх n -вимірних точок називається n -вимірним 
точковим простором  
nR . 
Нехай задано деяку n -вимірну непорожню множину D . Як-
що за вказаним правилом (законом відповідності) f  кожній точці 
M  цієї множини відповідає одне цілком певне значення дійсної 
змінної u , то кажуть, що задано функцію n  змінних == )(Mfu  
),...,,( 21 nxxxf= . При цьому множину D  називають областю ви-
значення функції )(Mfu = . Незалежні змінні nxxx ,...,, 21  нази-
вають аргументами, а залежну змінну u  – функцією.   
Якщо D  – область на координатній площині Oxy  (плоска, 
двовимірна), то функція ),()( yxfMfz ==  є функцією двох 
змінних yx , . 
Якщо D  – область у тривимірному координатному просторі 
Oxyz , то функція ),,()( zyxfMfu ==  є функцією трьох змін-
них zyx ,, .  
Нехай ),...,,( 020100 nxxxM  – деяка точка n -вимірного просто-
ру. Множина всіх точок цього простору, для кожної з яких 
),...,,( 21 nxxxM  відстань MM0=ρ  від точки 0M  менша ε , тобто 
виконується умова  
( ) ( ) ε<−++−==ρ 2021010 ... nn xxxxMM ,  
де 0>ε  – деяке додатне число, називається ε -околом точки 0M   і  
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позначається ),( 0 εMU .  
У випадку двовимірного простору (площини) ε -околом точки 
0M  є внутрішня частина круга радіуса ε  з центром 0M .  
Зауваження 1. Надалі обмежимось, в основному, розглядом 
функцій лише двох і, рідше, трьох змінних. На випадок функцій бі-
льшого числа змінних відповідні результати поширюються за ана-
логією.  
Зауваження 2. Якщо функція задана аналітично (формулами) 
без будь-яких додаткових умов, то розглядають її природну об-
ласть визначення (область допустимих значень) D  – множину 
всіх тих точок, у яких дані аналітичні вирази мають смисл.  
Приклад. Знайти і зобразити штриховкою на координатній 
площині Oxy  природну область визначення D  заданої функції:  
а) )99(ln 22 yxz −−= ;      б) xyz −−= 12 ;   
в) ( ) xyxyxz ln916/)3(arcsin 22 −−−+−= .  
□  а) Природна область визначення D  даної функції 
)99(ln 22 yxz −−=  – множина всіх тих точок ),( yx , для яких 
099 22 >−− yx , бо логарифм визначений тільки для додатних зна-
чень аргументу, а жодних інших обмежень на змінні yx ,  немає.  
Щоб зобразити область D  геометрично, знайдемо її межу:   
099 22 =−− yx ;   99 22 =+ yx ;   119 22 =+ yx .   
Це рівняння еліпса з півосями 
3=a  та 1=b . Даний еліпс у залеж-
ності від знака виразу 22 99 yx −−  
ділить всю координатну площину 
Oxy  на дві частини – внутрішню і 
зовнішню (рис. 45).  
Щоб виявити, яка з частин вхо-
дить у область визначення, тобто задовольняє умову 
099 22 >−− yx , треба взяти довільно по одній пробній внутрішній 
точці з кожної частини і для них перевірити цю умову. Наприклад, 
O  
1−   
1  
3  3−  
x  
y  
Рис. 45 
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для точки )0,0(O  умова виконується 090909 22 >=⋅−− , тому 
внутрішня область, обмежена еліпсом, входить в D . Для точки 
)2,0(B  ця умова не виконується 0272909 22 <−=⋅−− , тому об-
ласть, що лежить поза еліпсом, не входить в D .  
Отже, внутрішніми точками області визначення D  даної фун-
кції є точки, обмежені еліпсом. Сам еліпс не належить області D , 
тому що для його точок  099 22 =−− yx  і відповідна нерівність не 
виконується. Така лінія зображується пунктиром. Область D  – від-
крита (рис. 45).  
б) Квадратний корінь добувається тільки з невід’ємних чисел, 
тому 012 ≥−− xy . Жодних інших обмежень на аргументи yx ,  
немає.  
Рівняння 012 =−− xy  визначає 
параболу, яка в залежності від знака ви-
разу  xy −−12   поділяє координатну 
площину на дві частини – внутрішню і 
зовнішню.  
Точка )0,0(O  лежить усередині па-
раболи і не задовольняє належній умові. 
Точка )0,2(−A  лежить зовні параболи і 
задовольняє цій умові. Отже, область ви-
значення D  складається з точок, що лежать ззовні параболи. Об-
ласть D  – замкнена, її межа позначена суцільною лінією (рис. 46).  
в) Природна область визначення D  даної функції – множина 
всіх тих точок ),( yx , які задовольняють системі  





>
>−−
≤−≤−
.0
;09
;16/)3(1
22
x
yx
yx
  
Межа області D  визначається рівняннями  
16/)3( −=− yx ;  16/)3( =− yx ;  09 22 =−− yx ;  0=x   
Рис. 46 
x  O  
1−  
1  
1−
y  
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або    063 =+− yx ;  063 =−− yx ;  922 =+ yx ;  0=x .  
Перші два рівняння визначають пару паралельних прямих, 
третє рівняння – коло з центром у початку координат і радіусом 
3=R , а четверте рівняння задає вісь Oy . Кожна пряма ділить ко-
ординатну площину на дві півплощини. Точки прямих 
063 =+− yx  і 063 =−− yx   задовольняють відповідні нерівнос-
ті. Такі лінії зображуються 
суцільно. Коло ділить коор-
динатну площину на внутрі-
шню і зовнішню частини 
(всередині круга і поза кру-
гом). Для точок кола і прямої 
0=x  відповідні нерівності 
не виконуються, тому вони 
зображуються пунктиром. 
Використовуючи пробні то-
чки, знаходимо область ви-
значення D  (рис. 47).   ■  
 
2.3.2. Геометричне зображення функції двох змінних.  
Лінії та поверхні рівня  
Множина всіх точок ( )zyxP ,,  простору, координати яких за-
довольняють рівняння 
),( yxfz = , називається графі-
ком функції двох змінних  
),( yxfz = .  
Звичайно графіком є деяка 
поверхня S , що проектується 
на площину Oxy  на область 
визначення D  (рис. 48). (Пове-
рхня ),( yxfz = – це «дах», що 
«нависає» над плоскою областю 
D ).  
Приклад 1. Побудувати по-
y
 
x
 
3 6
2−
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6−
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Рис. 47 
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),,( zyxP
)0,,( yxM
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z
Рис. 48 
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верхню, яка є графіком функції 422 yxz +=  (еліптичний парабо-
лоїд).  
□  Використовуємо метод паралельних перерізів.  
Знаходимо головні перерізи (перерізи координатними площи-
нами).  
0: =xOyz ; 42yz = ; zy 42 =  – парабола з вершиною у по-
чатку координат )0,0(O  і віссю Oz .  
0: =yOxz ;  2xz = ; zx =2  – парабола з вершиною у початку 
координат )0,0(O  і віссю Oz .  
0: =zOxy ;  0422 =+ yx ; )0,0(O  – початок координат (ве-
ршина параболоїда).  
Додатково знаходимо переріз поверхні площиною, що парале-
льна координатній площині 0: =zOxy .  
9=z ;  9422 =+ y x ;   1369 22 =+ yx  – еліпс з великою 
піввіссю 6=a , що паралельна осі Oy , і з малою піввіссю 3=b , 
що паралельна осі Ox .  
Еліптичний параболоїд 422 yxz +=  зображений на 
рис. 49.  
 
 
Зауваження 1. Функцію трьох чи більше змінних зобразити за 
 
 
 
 
x  
y  
z  
6−  
6   
9  
3  
3−  
Рис. 49 
O  
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допомогою графіка неможливо.  
Зауваження 2. Для функції двох чи більше змінних не можна 
ввести поняття монотонності (зростання чи спадання). Наприклад, 
для функції ),( yxfz = , що зображена на рис. 50, у точці ),( yxM  
у напрямку променя 1l  ця функція спадає ( ) ( )MfMf <1 , а у на-
прямку променя 2l  ця функція зростає ( ) ( )MfMf >2 .  
 
Для графічного зображення функцій двох і трьох змінних ви-
користовуються також відповідно лінії та поверхні рівня.  
Лінією рівня функції двох змінних ),( yxfz =  називається 
множина всіх точок координатної площини Oxy , в яких ця функція 
набуває одного й того ж значення Cz = ,  constC = . Рівняння лінії 
рівня   
Cyxf =),( .  
Через кожну точку ( )000 , yxM  області D  проходить єдина 
лінія рівня  )(),( 0Mfyxf = .  
При різних C  дістанемо різні лінії рівня для даної функції 
),( yxfz = , кожна з яких виконує роль проекції лінії перетину по-
верхні ),( yxfz =  відповідною площиною Cz =  (рис. 51).  
Якщо вибрати числа nCCC ,...,, 21  так, щоб вони утворювали 
x  
y  
z  
2M  
1l  
O  
),( yxM  2l  
1M  
),(: yxfzS =
Рис. 50 
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арифметичну прогресію з різ-
ницею d   dCC nn +=+1 , то 
отримаємо топографічну кар-
ту рельєфу поверхні 
( )yxfz ,= . За взаємним роз-
ташуванням ліній рівня можна 
судити про характер рельєфу: 
там, де лінії розміщуються 
густіше, функція ( )yxfz ,=  
змінюється швидше (поверхня 
крутіша); там, де лінії розмі-
щуються рідше, функція змі-
нюється повільніше (поверхня 
більш полога).  
Приклади ліній рівня: 
ізотерми, ізобари на географічних картах; еквіпотенціальні лінії 
плоского електростатичного поля в електротехніці; криві байдужос-
ті функції загальної корисності ( )21 ,QQTU  споживання товарів 
двох видів 21 ,QQ  у мікроекономіці.  
Приклад 2. Побудувати сім’ю ліній рівня функції 
222 ++= yxz  при 5,4,3,2 4321 ==== CCCC .  
□   Cyx =++ 222 ;    222 −=+ Cyx .  
0:2 221 =+= yxC  – точка )0;0(O  (вироджене коло).  
1:3 222 =+= yxC  – коло радіуса 1=R  з центром )0;0(O .  
2:4 223 =+= yxC  – коло радіуса 2=R  з центром 
)0;0(O .  
3:5 224 =+= yxC  – коло радіуса 3=R  з центром 
)0;0(O .  
Сім’я ліній рівня 222 −=+ Cyx  – це сім’я концентричних 
кіл з центром у початку координат )0;0(O  (рис. 52).  
Функція ),( yxfz =  зростає вздовж кожного радіального на-
прямку. Поверхня ),( yxfz =  – це симетрична «чаша» з круто зро-
O
Рис. 51 
x
z
 
y
 
Cyxf =),(
Cz =
),( yxfz =
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стаючими краями (параболоїд обертання).   ■  
 
 
Поверхнею рівня функції трьох змінних ),,( zyxfu =  нази-
вається множина всіх точок простору Oxyz , в яких ця функція на-
буває одного й того ж значення Cu = ,  constC = . Рівняння по-
верхні рівня  
Czyxf =),,( .  
Приклад 3. Побудувати сім’ю поверхонь рівня функції 
222 zyxu ++=   при  
4,1,0 321 === CCC .  
□   Поверхні рівня  
Czyx =++ 222  – це сім’я 
концентричних сфер з 
центром у початку координат 
)0;0;0(O . На рис. 53 зобра-
жено поверхні рівня при  
4,1,0 321 === CCC .    ■  
Приклад 4. Побудувати 
сім’ю поверхонь рівня функції zyxu −+= 22  при  
4,1,0 321 === CCC .    (Розв’язати самостійно). 
 
Рис. 52 
x  
y  
122 =+ yx
222 =+ yx
022 =+ yx
322 =+ yx
Рис. 53 
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1 
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2.3.3. Частинні  прирости.  Повний  приріст.  
Границя.  Неперервність.  Точки розриву  
Нехай функція ),( yxfz =  визначена в деякому околі фіксо-
ваної точки ),( yxM . Надамо змінній x  приросту x∆ , залишаючи 
змінну y  фіксованою (рис. 54).  
Різниця  ),(),( yxfyxxfzx −∆+=∆  називається частин-
ним приростом по x  функції ),( yxfz =  в точці );( yxM , що від-
повідає приросту x∆  незалежної змінної x .   
Аналогічно  ),(),( yxfyyxfzy −∆+=∆  – частинний при-
ріст по y .   
Якщо одночасно надати змінній x  приросту x∆ , а змінній y  
приросту y∆ , то різниця ),(),( yxfyyxxfz −∆+∆+=∆  нази-
вається повним приростом функції ),( yxfz =  в точці );( yxM . 
 
 
Рис. 54 
O  
z  
y  
x  
zy∆  
zx∆  
y∆  x∆  
( )yxM ,  
z∆  
( )yyxM ∆+,2  
( )yxxM ,1 ∆+  
( )yyxxM ∆+∆+ ,3  
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Зауваження 1. Із рис. 54 зрозуміло, що повний приріст z∆ , у 
загальному випадку, не дорівнює сумі частинних приростів:  
zzz yx ∆+∆≠∆ .  
Нехай функція ),( yxfz =  визначена в деякому околі точки 
),( 000 yxM , крім, можливо, самої точки 0M . Число A  називається 
границею функції ),( yxfz =  в точці 0M , якщо для довільного 
числа 0>ε  існує таке  число ( ) 0>εδ=δ , що для будь-якої точки 
M  із δ -околу точки 0M , крім, можливо, самої точки 0M , вико-
нується  нерівність ε<− Ayxf ),( . Позначається  
( ) AMf
MM
=
→ 0
lim     або     ( ) Ayxf
yyxx
=
→→
,lim
00 ,
.  
Іншими словами, число A  називається границею функції 
),( yxfz =  в точці 0M , якщо їх різниця Ayxf −=α ),(  є не-
скінченно малою  величиною при 0MM → :  
0),( →−=α Ayxf    при 0MM → .  
Зауваження 2. Точка M  необмежено наближається до точки 
0M  довільним способом. Важливо лише, що відстань MM0=ρ  
від точки 0M  прямує до нуля.  
Функція ),( yxfz =  називається  неперервною в точці 0M , 
якщо виконуються умови:  
1) функція ),( yxfz =  визначена в самій точці 0M  і в де-
якому її околі;  
2) існує скінченна границя  ( )Mf
MM 0
lim
→
;  
3)  ( ) ( )0
0
lim MfMf
MM
=
→
.  
Оскільки для неперервної функції ),( yxfz =  її приріст пря-
мує до нуля .при  0MM → :  ( ) ( ) 00 →−=∆ MfMfz  і при цьо-
му прирости всіх аргументів прямують до нуля:  
0;0 00 →−=∆→−=∆ yyyxxx ,   
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то означення неперервної в точці функції можна подати так.   
Функція ),( yxfz =  називається  неперервною в точці 0M , 
якщо в цій точці нескінченно малим приростам  x∆  і y∆  її ар-
гументів відповідає нескінченно малий приріст функції z∆ :   
0lim
0,0
=∆
→∆→∆
z
yx
.  
Функція ),( yxfz =  називається  неперервною в області D , 
якщо вона неперервна в кожній точці цієї області.  
Властивості функції багатьох змінних, що неперервна в обме-
женій замкненій області, аналогічні відповідним властивостям фун-
кції однієї змінної, що неперервна на відрізку.   
Властивість 1. Функція ),( yxfz = , що неперервна в обме-
женій замкненій області D , є обмеженою і досягає в ній свого най-
меншого m  і найбільшого M  значення.   
Властивість 2. Якщо функція ),( yxfz =  неперервна в обме-
женій замкненій області D , а m  і M  – відповідно її найменше і 
найбільше значення у цій області, то для будь-якого числа µ , що 
задовольняє нерівність Mm ≤µ≤ , у області D  знайдеться хоча б 
одна точка DN ∈ , в якій значення функції дорівнює числу µ .  
Якщо в точці 0M  порушується хоча б одна з умов непе-
рервності, то ця точка називається точкою розриву функції 
),( yxfz = , а сама функція ),( yxfz =  називається розривною в 
точці 0M .  
Зауваження 4. У випадку функції двох змінних точки розриву 
можуть бути ізольованими чи утворювати лінії розриву. Для функ-
ції трьох змінних точки розриву, крім цього, можуть утворювати 
поверхні розриву.  
Наприклад, функція )(1 22 yxz +=  має ізольовану точку ро-
зриву ( )0,0O , для функції )22(1 ++= yxz  пряма 022 =++ yx  
є лінією розриву, а функція )9(1 222 −++= zyxu  має поверхню 
розриву – сферу 9222 =++ zyx .  
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2.3.4. Частинні  похідні  та  їх  обчислення.  
Геометричний  зміст  частинних  похідних  
Нехай функція ),( yxfz =  визначена в деякому околі фіксо-
ваної точки ),( yxM . Надамо змінній x  приросту x∆ , залишаючи 
змінну y  фіксованою.  
Частинною похідною функції ),( yxfz =  за змінною x  на-
зивається границя відношення частинного приросту по x  цієї фун-
кції ),(),( yxfyxxfzx −∆+=∆  до відповідного приросту аргуме-
нту x∆ , коли останній прямує до нуля:   
x
yxfyxxf
x
z
x
z
x
x
x ∆
−∆+
=
∆
∆
=
∂
∂
→∆→∆
),(),(limlim
00
 .  
Застосовуються також позначення:   
I
xz ; 
I
xf ; ),( yxf Ix ; )(Mf Ix ; 
x
z
∂
∂
; 
x
f
∂
∂
; 
x
yxf
∂
∂ ),(
; 
x
Mf
∂
∂ )(
; 
Mx
z
∂
∂
.  
Аналогічно  
y
yxfyyxf
y
z
y
z
x
y
x ∆
−∆+
=
∆
∆
=
∂
∂
→∆→∆
),(),(limlim
00
 .  
Таким чином,  
[ ]
constydxdzxz ==∂∂ ;   [ ] constxdydzyz ==∂∂ .  
Зауваження. Якщо у функції багатьох змінних == )(Mfu  
),...,,( 21 nxxxf=  всі аргументи, крім вибраного jx , зафіксувати, то 
отримаємо функцію )...,,,...,,()( 21 njjj xxxxfxu =ϕ=  тільки од-
нієї вибраної змінної jx . До цієї функції можна застосувати весь 
апарат математичного аналізу функцій однієї змінної. Зокрема, час-
тинна похідна за вибраною змінною обчислюється за правилами ди-
ференціювання функції однієї змінної, вважаючи всі інші аргументи 
сталими (фіксованими, «замороженими»):    
[ ] jiniconstxjj idxduxu ≠===∂∂ ;,1, ,  nj ,1= .  
 157 
Приклад. Знайти всі частинні похідні заданої функції:    
а) pi+−= yyxz sin2 ;   б) yxz = ;   в) zeu zxy2= ;   
г) )(cos 3 zxyxu −= ;   д) ( )24 zxytgu = .  
□   а) ( ) ( ) ( ) =pi+′−′=′pi+−=
∂
∂ I
xxxx yyxyyx
x
z
sinsin 22   
yxxyxy x /22)/1(00)()/1( 2 =⋅=+−′= ;    
( ) ( ) ( ) −′=pi+′−′=′pi+−=
∂
∂
xyyyy yxyyxyyxy
z I )/1(sinsin 222   
( ) yyxyyxy coscos/10cos 2222 −−=−−⋅=+− ;  
б) 1)( −=′=
∂
∂ y
x
y xyx
x
z
;   xxx
y
z y
y
y ln)( =′=
∂
∂
;   
в) ( ) =′⋅=′=′=
∂
∂
x
zxy
x
zxy
x
zxy zxye
z
e
z
ze
x
u )(1)(1 2222   
zxyzxy eyzyez
22 22)/1( =⋅⋅= ;    ( ) =′=′=
∂
∂
y
zxy
y
zxy e
z
ze
y
u )(1 22   
zxyzxy
y
zxy xyeyxzezzxyez
222
22)/1()()/1( 2 =⋅⋅⋅=′⋅= ;   
( ) =−⋅′=−⋅′=′=
∂
∂
2
2
2
2222
2 )()(
z
ezzxye
z
zeze
ze
z
u zxyz
zxy
z
zxy
z
zxy
z
zxy
I
  
22 )( 22 zezxye zxyzxy −= .  (Завдання г) і д) виконати самостійно). ■  
Розглянемо геометричний зміст частинних похідних. 
Нехай функція ),( yxfz =  визначена в деякому околі точки 
),( 000 yxM . Графіком функції ),( yxfz =  є деяка поверхня 
(рис. 55).  
Рівняння 0yy =  визначає січну площину, яка перпендику-
лярна до осі Oy . Ця площина перетинає поверхню ),( yxfz =  по 
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деякій плоскій лінії l . Оскільки [ ]
0yy
dxdzxz
=
=∂∂ , то виходячи з 
геометричного змісту звичайної похідної, маємо α=∂∂ tgxz M 0 . 
 
 
Частинна похідна 
0M
xz ∂∂  чисельно дорівнює тангенсу кута 
нахилу α  дотичної до лінії перерізу l  поверхні ),( yxfz =  площи-
ною 0yy =  у відповідній точці ),,( 0000 zyxP , де ),( 000 yxfz = . 
(Геометричний зміст частинної похідної).  
Загальні рівняння дотичної прямої до лінії перерізу l  поверхні 
),( yxfz =  площиною 0yy = :  



=
−
′=−
.
);(),(
0
0000
yy
xxyxfzz x
 
Аналогічно     



=
−
′=−
0
0000 );(),(
xx
yyyxfzz y
    
– загальні рівняння дотичної прямої до лінії перерізу l  поверхні 
),( yxfz =  площиною 0xx = .   
 
Рис. 55 
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2.3.5. Частинні  та  повний  диференціали  
Нехай задано функцію багатьох змінних == )(Mfu  
),...,,( 21 nxxxf= . Якщо всі аргументи, крім вибраного jx , зафіксу-
вати, то одержимо функцію )...,,,...,,()( 21 njjj xxxxfxu =ϕ=   
тільки однієї вибраної змінної jx , диференціал якої називається 
частинним диференціалом функції  ),...,,()( 21 nxxxfMfu ==   
за змінною jx  і позначається ud jx .  
Частинний диференціал зв’язаний з відповідною частинною 
похідною співвідношенням  
j
j
x dx
x
z
ud j ∂
∂
=
 ,  
де jdx  – диференціал незалежної змінної jx . Диференціал неза-
лежної змінної збігається з її приростом  jj xdx ∆= .  
Приклад 1. Знайти частинні диференціали функції:  
а) )/( xyarctgz = ;        б) yxyzxu ln3 2 −= .  
□   а)  2222
1
)/(1
1
yx
y
x
y
xyx
z
+
−=





−⋅⋅
+
=
∂
∂
;  
222 1
1
)/(1
1
yx
x
xxyy
z
+
=⋅⋅
+
=
∂
∂
;  
22 yx
dxy
zd x
+
−= ;    22 yx
dxx
zd y
+
= ;     
      б)   xxyzy xyz
x
u ln61ln23 −=⋅−⋅=
∂
∂
;  
yxzx
y
xzx
y
u 2 /3113 2 −=⋅−⋅=
∂
∂
;  yxyx
z
u 22 3013 =−⋅=
∂
∂
;   
dxxxyzudx )ln6( −= ; dyyxzxud 2y )/3( −= ; dzyxud z 23= .  ■   
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Функція ),()( yxfMfz ==  називається диференційованою 
в точці ),( yxM , якщо її повний приріст −∆+∆+=∆ ),( yyxxfz  
),( yxf−  можна подати у вигляді  
( ) ( ) yyxxyxyBxAz ∆∆∆β+∆∆∆α+∆+∆=∆ ,, ,  
де  BA,  – незалежні від x∆  і y∆  величини;  ),( yx ∆∆α  і 
),( yx ∆∆β  – нескінченно малі при 0→∆x  і 0→∆y   функції.  
Повним диференціалом dz  функції ),( yxfz =  в точці 
),( yxM  називається головна частина її повного приросту в цій точ-
ці, лінійна щодо приростів x∆  і y∆  аргументів:  
yBxAdz ∆+∆= .  
Теорема 1 (необхідна умова диференційованості). Якщо фун-
кція ),( yxfz =  диференційована в деякій точці ),( yxM , то вона 
неперервна в цій точці.  
(Без доведення)  
Теорема 2. Якщо функція ( )yxfz ,=  диференційована в точці 
);( yxM , тобто dyBdxAdz += , то ця функція  має в точці 
);( yxM  частині похідні xz ∂∂  і yz ∂∂ , причому  
ByzAxz =∂∂=∂∂ ; .  
Іншими словами, повний диференціал функції ),( yxfz =  до-
рівнює сумі добутків частинних похідних цієї  функції  на  диферен- 
ціали відповідних аргументів  dy
y
zdx
x
zdz
∂
∂
+
∂
∂
= .  
(Без доведення)  
Теорема 3 (Достатня умова диференційованості). Якщо фу-
нкція ),( yxfz =  має в деякій точці );( yxM  неперервні частинні 
похідні xz ∂∂  і yz ∂∂ , то ця функція диференційована в точці M .  
(Без доведення)  
Приклад 2. Знайти повний диференціал функції:  
а) ( )2ln zyxu ++= ;       б) )(sin 322 yxeu z += .  
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□   а) 
2
1
zyxx
u
++
=
∂
∂
;  =⋅
+
⋅
++
=
∂
∂ 1
2
11
22 zyzyxy
u
   
( )222
1
zyxzy +++
= ;  =⋅
+
⋅
++
=
∂
∂
z
zyzyxz
u 2
2
11
22
  
( )22 zyxzy
z
+++
= ;  =
∂
∂
+
∂
∂
+
∂
∂
= dz
z
udy
y
udx
x
udu   
( )22
2
2
22
zyxzy
dzzdydxzy
+++
+++
= ;  
б)  )(2sin)cos()sin(2 333 22 yxeyxyxe
x
u zz +=+⋅+⋅=
∂
∂
;  
)(2sin33)cos()sin(2 32233 22 yxeyyyxyxe
y
u zz +=⋅++=
∂
∂
;  
)(sin22)(sin 3232 22 yxzezeyx
z
u zz +=⋅⋅+=
∂
∂
;  
++=
∂
∂
+
∂
∂
+
∂
∂
= dxyxedz
z
udy
y
udx
x
udu z )(2sin 32    
dzyxezdyyxey zz )(sin2)(2sin3 3232 22 ++++ .    ■  
Зауваження. При достатньо малих приростах аргументів x∆  і 
y∆  повний приріст z∆  функції ),( yxfz =  можна наближено за-
мінити повним диференціалом  dzz ≈∆ . Звідси маємо формулу для 
наближеного обчислення значення функції  
yyxfxyxfyxfyyxxf yx ∆′+∆′+≈∆+∆+ ),(),(),(),( .  
Приклад 3. Знайти повний приріст і повний диференціал функ-
ції  yxz /=   в точці ( )3,9M   при 1,0=∆x  і 2,0−=∆y .  
□   =−∆+∆+=∆ ),(),( yxfyyxxfz   
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)()(
)()(
yyy
yxxy
yyy
yyxyxx
y
x
yy
xx
∆+
∆−∆
=
∆+
∆+−∆+
=−
∆+
∆+
= ;  
25,0
8,23
1,2
)2,03(3
)2,0(91,03
=
⋅
=
−⋅
−⋅−⋅
=∆z ;  
yx
z 1
=
∂
∂
;  2y
x
y
z
−=
∂
∂
;  
y
y
x
x
y
dy
y
zdx
x
zdz ∆−∆=
∂
∂
+
∂
∂
= 2
1
;  
233,0)2,0()3/9(1,0)3/1( 2 ≈−⋅−⋅=dz .   ■  
Приклад 4. Знайти наближене значення   
а) 1cos98,1=A ;         б) 3ln17=A .  
□  а) Розглянемо функцію  yxyxzz cos),( == . Нехай 2=x ; 
3/pi=y .  Тоді  02,0298,1 −=−=∆x ;  047,03/1 −≈pi−=∆y .  
Дістанемо:  
+pi≈∆+pi∆+== )3,2()3,2(1cos98,1 zyxzA   
  y
y
z
x
x
z ∆
∂
pi∂
+∆
∂
pi∂
+
)3,2()3,2( ;  1
2
12
3
cos2)3,2( =⋅=pi=piz ;  
y
x
z
cos=
∂
∂
;  
2
1
3
cos
)3,2(
=
pi
=
∂
pi∂
x
z
;  yx
y
z
sin−=
∂
∂
;  
73,13
3
sin2)3/,2( −≈−=pi−=
∂
pi∂
y
z
;   
≈−⋅−+−⋅+≈= )047,0()73,1()02,0()2/1(11cos98,1A   
07,1081,001,01 ≈+−≈ .   
б) Розв’язати самостійно.   ■   
Теорема 4 (Інваріантність форми повного диференціала).  
Повний диференціал складеної функції ),( yxfz = , де ),( vuxx = , 
),( vuyy = , можна подати у вигляді  
dy
y
zdx
x
zdz
∂
∂
+
∂
∂
= ,  
який збігається з виглядом повного диференціала звичайної функції.  
 163 
Іншими словами, вигляд повного диференціала функції не за-
лежить від того, чи є її аргументи незалежними змінними чи фун-
кціями інших змінних.  
(Без доведення)  
 
2.3.6. Похідні  складених  функцій  
Обмежимось розглядом трьох важливих випадків у припущен-
ні, що всі частинні похідні неперервні.  
1) Нехай задана функція двох змінних ),( yxfz = , аргументи 
якої самі є функціями незалежної змінної t : )(txx = , )(tyy = . То-
ді повна похідна складеної функції однієї змінної t   
( ))(),( tytxfz =  обчислюється за формулою  
dt
dy
y
z
dt
dx
x
z
dt
dz
⋅
∂
∂
+⋅
∂
∂
=
 .  
2) Якщо аргументи функції двох змінних ),( yxfz =  самі є 
функціями інших двох незалежних змінних ),( vuxx =  і 
),( vuyy = . Тоді частинні похідні складеної функції двох змінних  
( )),(),,( vuyvuxfz =  обчислюються за формулами:  
u
y
y
z
u
x
x
z
u
z
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
 ;        
v
y
y
z
v
x
x
z
v
z
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
 .  
3) Нехай задана функція двох змінних ),( yxfz = , де другий 
аргумент y  сам є функцією першого аргументу x :  )(xyy = . Тоді 
повна похідна за x  складеної функції однієї змінної ( ))(, xyxfz =  
обчислюється за формулою  
dx
dy
y
z
x
z
dx
dz
⋅
∂
∂
+
∂
∂
=
 .  
Зауваження. Праворуч у цій формулі перший доданок xz ∂∂  – 
це частинна похідна за x , обчислена в припущенні, що consty = . 
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У лівій частині маємо dxdz  – повну похідну за x , обчислену при 
умові, що y  є функцією від x :  )(xyy = .  
Приклад. Знайти значення вказаних похідних складеної функ-
ції у відповідній точці:  
а) dtdz , якщо xyexz = , де ttx cos= , tty sin= , pi=0t ;  
б) uz ∂∂  і vz ∂∂ , якщо  )( 2 yxarctgz += , де vux ln= , 
uvy cos= , pi=0u , 10 =v ;  
в) dxdz , якщо  )arcsin(xyz = ,  де  xy ln= , 10 =x .   
□  а) pi−=pipi== cos)( 00 txx ;  0sin)( 00 =pipi== tyy ;  
tttdtdx sincos −= ;    1sincos −=pipi−pi=
pi=t
dtdx ;    
tttdtdy cossin += ;   pi−=pipi+pi=
pi=
cossin
t
dtdy ;  
xyxy exyexz +=∂∂ ;      10 00 =⋅⋅pi−=∂∂ ⋅pi−⋅pi−
pi=
eexz
t
;  
xyexyz 2=∂∂ ;        ( ) 202 pi=pi−=∂∂ ⋅pi−
pi=
eyz
t
;   
dt
dy
y
z
dt
dx
x
z
dt
dz
⋅
∂
∂
+⋅
∂
∂
= ;   )1()()11 32 +pi−=pi−⋅pi+−⋅=
pi=tdt
dz
.    
б)  01ln),( 000 =⋅pi== vuxx ;  1cos1),( 000 −=pi⋅== vuyy ;   
v
u
x ln=
∂
∂
;  01ln
1,
==
∂
∂
=pi= vuu
x
;  
v
u
v
x
=
∂
∂
;  pi=
pi
=
∂
∂
=pi= 11,vuv
x
;  
uvuy sin−=∂∂ ; 0sin11, =pi⋅−=∂∂ =pi= vuuy ; uvy cos=∂∂ ;   
1cos1, −=pi=∂∂ =pi= vuvy ;     22 )(1
2
yx
x
x
z
++
=
∂
∂
;   
0)10(1
02
221, =
−+
⋅
=∂∂
=pi= vu
xz ;     22 )(1
1
yxy
z
++
=
∂
∂
;   
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2
1
)10(1
1
221, =
−+
=∂∂
=pi= vu
yz ;  
u
y
y
z
u
x
x
z
u
z
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
;   
00
2
1001, =⋅+⋅=∂∂ =pi= vuuz ;  v
y
y
z
v
x
x
z
v
z
∂
∂
⋅
∂
∂
+
∂
∂
⋅
∂
∂
=
∂
∂
;   
( ) 2/11)2/1(01, −=−⋅+pi⋅=∂∂ =pi= vuvz ;   
в)  01ln)( 00 === xyy ;   xdxdy /1= ;   11/11 ===xdxdy ;  
2)(1 xy
y
x
z
−
=
∂
∂
;   0
)01(1
0
2
1
=
⋅−
=
∂
∂
=xx
z
;  
2)(1 xy
x
y
z
−
=
∂
∂
;   
1
)01(1
1
2
1
=
⋅−
=
∂
∂
=x
y
z
; 
dx
dy
y
z
x
z
dx
dz
⋅
∂
∂
+
∂
∂
= ; 1110
1
=⋅+=
=xdx
dz
. ■  
 
2.3.7. Диференціювання  неявно  заданих  функцій  
Теорема 1. (умови існування неявної функції). Якщо функція 
),( yxF  та її частинні похідні ),( yxFy′ , ),( yxFx′  визначені та не-
перервні в деякому околі точки ),( 000 yxM  і при цьому 
0),( 00 =yxF , а  0),( 00 ≠′ yxFy , то рівняння 0),( =yxF  в дея-
кому околі точки ),( 000 yxM  визначає єдину неявну неперервну і 
диференційовану функцію )(xyy = , причому )( 00 xyy = .  
(Без доведення). 
Теорема 2. Нехай функція )(xyy =  задається неявно рівнян-
ням 0),( =yxF , де функція ),( yxF  та її частинні похідні 
),( yxFy′  і ),( yxFx′  неперервні в околі деякої точки ),( yxM , коор-
динати якої задовольняють це рівняння, і при цьому  0),( ≠′ yxFy . 
Тоді в цій точці  ),(),( yxFyxFy III yxx −=  .  (Без доведення). 
Приклад 1. Написати рівняння дотичної до кривої  
43: 243 =− yyxl     у точці  )2;1(0M .  
 166 
□   Перевіримо, чи задовольняє точка )2;1(0M  рівняння лінії  
:l   043),( 243 =−−= yyxyxF ;  
)2;1(0M :  042321),( 24300 =−⋅−⋅=yxF ;  00 = ;  lM ∈0 .  
Рівняння дотичної прямої   )( 000 ххyуу I −⋅=− .  
Знайдемо шукану похідну  
0
0 Mx
II yy = :  
III
yxx FFy −= ;   
423 yxF Ix = ;   yyxF
I
y 64
33
−= ;  
64
3
64
3
23
32
33
42
−
−=
−
−=
yx
yx
yyx
yxy Ix ;   
5/12)6214(213 22320
0
−=−⋅⋅⋅⋅−==
Mx
II yy .   
Рівняння шуканої дотичної  
)1(
5
122 −−=− xy ;   
5
22
5
12
+−= xy .   ■  
Зауваження. Нехай рівняння 0),,( =zyxF  задає неявно функ-
цію двох змінних ),( yxzz = . Тоді, фіксуючи y , за теоремою 2 от-
римаємо  ),(),( yxFyxFxz II zx−=∂∂ .  
Фіксуючи x , аналогічно маємо  ),(),( yxFyxFyz II zy−=∂∂ . 
Приклад 2. Знайти значення частинних похідних функції 
),( yxzz = , яка задана неявно рівнянням 522 =++ xzex y , у точці 
)2;0;1(0M .  
□   Перевіримо, чи задовольняє точка )2;0;1(0M  задане рів-
няння, що визначає деяку поверхню   
052),,(: 2 =−++= xzexzyxFS y ;  )2;0;1(0M : =),,( 000 zyxF    
052121 02 =−⋅+⋅+= e ;   00 = ;   SM ∈0 .  
Знайдемо шукані похідні:   
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zxFx +=′ 2 ;   
y
y eF 2=′ ;   xFz =′ ;  
z
x
F
F
x
z
′
′
−=
∂
∂
;  
x
zx
  
x
z +
−=
∂
∂ 2
;   
41/)212(
0
−=+⋅−=∂∂ Mxz ; zy FFxz ′′−=∂∂ ; xexz
y2−=∂∂ ;   
212 0
0
−=−=∂∂ eyz M .   ■   
Приклад 3. Продиференціювати неявно задану функцію 
),( yxzz =  двох змінних:  03sin 42 =−+− xzyzу . 
□   4zFx =′ ;   yzzyFy cos2 −=′ ;   
34cos xzyzyFz +−=′ ;   
3
4
4cos xzyzy
z
F
F
x
z
z
x
+−
−=
′
′
−=
∂
∂
; 34cos
cos2
xzyzy
yzzy
F
F
x
z
z
y
+−
−
−
′
′
−=
∂
∂
.  ■   
Приклад 4. Обчислити частинні похідні неявно заданої функ-
ції ),( yxzz =  у вказаній точці:  
01sinsinsin 32 =+−++ zxzxyyx ;  ( )1;2/;00 piM . (Самостійно). 
 
2.3.8. Дотична  площина  і  нормаль  до  поверхні. 
Геометричний  зміст  повного  диференціала 
Нехай поверхня S  задана рівнянням ),( yxfz =  і 
),,( 0000 zyxP  – деяка точка цієї поверхні (рис. 56). Рівняння дотич-
ної площини dα  у точці 0P  будемо шукати у вигляді  
)()( 000 yyBxxAzz −+−=− , 
де BA ,  – невизначені 
коефіцієнти.  
З геометричного 
змісту частинних похід-
них ),( 00 yxf x′  і 
),( 00 yxf y′  випливає, що 
рівняння дотичних у то-
чці 0P  до ліній перетину 
поверхні S : ),( yxfz =  
x
 
y
 
z
 
nl
 
dα
 
S
 0P
 
Рис. 56 
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площинами 0yy =  і 0xx =  мають відповідно вигляд:  



=
−
′=−
;
);)(,(
0
0000
yy
xxyxfzz x
   



=
−
′=−
.
);)(,(
0
0000
xx
yyyxfzz y
  
Ці дві прямі є лініями перетину дотичної площини dα  відпо-
відно з площинами 0yy =  і 0xx = . Тому рівняння дотичних пря-
мих можна подати у вигляді:  



=
−+−=−
;
);()(
0
000
yy
yyBxxAzz
   



=
−+−=−
.
);()(
0
000
xx
yyBxxAzz
  
Порівнюючи ці рівняння з попередніми рівняннями дотичних 
прямих, знаходимо    ),( 00 yxfA x′= ;   ),( 00 yxfB y′= .   
Отже, рівняння дотичної площини dα  має вигляд:  
))(,())(,( 0000000 yyyxfxxyxfzz yx −′+−′=−  .  
Вектор нормалі дотичної площини  
( ) ( )1),,(),,(,, 0000 −′′==→ yxfyxfCBAn yx    
називається також вектором нормалі до поверхні ),(: yxfzS =  
у точці дотику ),,( 0000 zyxP .   
Пряма nl , яка проходить через точку 0P  перпендикулярно до 
дотичної площини dα  у цій точці, називається нормальною пря-
мою (нормаллю) до поверхні ),(: yxfzS =  у цій точці 0P .  
Взявши вектор нормалі дотичної площини за напрямний век-
тор, можна записати канонічні рівняння нормальної прямої:  
1),(),(:
0
00
0
00
0
−
−
=
′
−
=
′
− zz
yxf
yy
yxf
xxl
yx
n  .  
Зауваження 1. Якщо поверхня S  задана неявно рівнянням 
0);;( =zyxF , то:   
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1) рівняння дотичної площини  
+−⋅′+−⋅′α )(),,()(),,(: 00000000 yyzyxFxxzyxF yxd   
                                                
0)(),,( 0000 =−⋅′+ zzzyxFz  
і вектор нормалі  ( )),,(),,,(),,,( 000000000 zyxFzyxFzyxFn zyx ′′′=→ ; 
2) канонічні рівняння нормальної прямої  
),,(),,(),,( 000
0
000
0
000
0
zyxF
zz
zyxF
yy
zyxF
xx
zyx ′
−
=
′
−
=
′
−
 .  
Приклад. Написати рівняння дотичної площини dα  та норма-
льної прямої nl  до заданої поверхні S  в указаній точці 
);;( 0000 zyxP :  
a)  00 =x ,  20 =y , а поверхня S  задана явно рівнянням 
xyxyxz 2cos 32 −+−= ;  
б)  )1;2;1(0 −−P , а поверхня S  задана неявно рівнянням  
144322 =+−+ yzzxyx .  
□   а)   ( ) xyxyxyxfz 2cos, 32 −+−== ;   
( ) 6020cos20, 32000 =−+−== yxfz ;   )6;2;0(0P ;  
2sin2 −+=′ xyxfx ;   220sin2020 −=−⋅+⋅=′ Pxf ;  
23cos yxf y +−=′ ;   11230cos 2
0
=⋅+−=′
Py
f ;  
)()(: 000
00
yyfxxfzz
PyPxd
−
′+−′=−α ;  
)2(11)0(26 −+−−=− yxz ;   0622112 =+−−+− zyx ;  
016112 =−−+− zyx ;  016112 =++− zyx  – дотична площина;  
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1
: 000
00
−
−
=
′
−
=
′
− zz
f
yy
f
xxl
PyPx
n ;   1
6
11
2
2
0
−
−
=
−
=
−
− zyx
  
– нормальна пряма;   
б) Перевіримо спочатку, чи належить указана точка 
)1;2;1(0 −−P  даній поверхні S :  
( ) 0144,, 322 =−+−+= yzzxyxzyxF ;  +−−−+ 322 )1(1)2(1   
014)1()2(4 =−−⋅−⋅+ ;   00 =   вірно;    SP ∈−− )1;2;1(0 .  
Обчислимо значення частинних похідних у точці дотику 0P :  
222 xyxFx −=′ ;  21)2(12 220 −=−−⋅=′ PxF ;  zxyFy 4/2 +=′ ;   
8)1(41/)2(2
0
−=−⋅+−⋅=′
Py
F ;  yzFz 43
2 +−=′ ;  ×−=′ 3
0Pz
F   
11)2(4)1( 2 −=−⋅+−× .  
Складаємо рівняння дотичної площини та нормальної прямої:  
0)()()(: 000 000 =−′+−′+−′α zzFyyFxxF PzPyPxd ;  
0)1(11)2(8)1(2 =+⋅−+⋅−−⋅− zyx ;  +++− 16822 yx   
01111 =++ z ;   0251182 =+++ zyx  – дотична площина;  
000
000:
PzPyPx
n F
zz
F
yy
F
xxl
′
−
=
′
−
=
′
−
;   
11
1
8
2
2
1
−
+
=
−
+
=
−
− zyx
;  
11
1
8
2
2
1 +
=
+
=
− zyx
 – нормальна пряма.      ■  
Порівнюючи рівняння дотичної площини  
)(),()(),( 0000000 yyyxfxxyxfzz yx −⋅′+−⋅′=−   
з формулою повного диференціала, яку можна подати у вигляді  
))(,())(,( 000000 yyyxfxxyxfdz yx −′+−′= ,  
бачимо, що праві частини цих виразів збігаються.  
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Отже, й ліві частини є рівними. Тобто, повний диференціал 
функції dz  дорівнює приросту 0zzz −=∆  аплікати дотичної пло-
щини dα , проведеної до поверхні ),(: yxfzS =  у точці 
),,( 0000 zyxP  (рис. 57). (Геометричний зміст повного диференціа-
лу).   
 
 
2.3.9. Похідна  за  напрямом  і  градієнт  
Нехай у деякому околі фіксованої точки ),,( zyxM  задано 
функцію трьох змінних  ),,()( zyxuMuu == . Проведемо з цієї 
точки M  довільний ненульовий вектор l
r
, напрямні косинуси яко-
го αcos , βcos  і γcos . У напрямі цього вектора на деякій відстані 
l∆  від початку M  візьмемо іншу точку ),,(1 zzyyxxM ∆+∆+∆+  
(рис. 58). Тоді   
222 )()()( zyxl ∆+∆+∆=∆ ;   
α∆=∆ coslx ;  β∆=∆ cosly ;   γ∆=∆ coslz .   
Різниця  ),,(),,( zyxuzzyyxxuul −∆+∆+∆+=∆   значень 
функції в точках 1M  і M  називається приростом функції 
),,( zyxuu =  у напрямі вектора l
r
.  
Якщо функція ),,( zyxuu =  неперервна і має неперервні час-
тинні похідні, то  
z  
y  
x  
( )yxfzS ,: =  
z∆  
dz  
Рис. 57 
dα  
0P  
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zyxz
z
uy
y
u
x
x
u
ul ∆ε+∆ε+∆ε+∆∂
∂
+∆
∂
∂
+∆
∂
∂
=∆ 321 ,   
де  01 →ε , 02 →ε , 03 →ε  при 0→∆l .  
 
 
Тоді   +γ∆
∂
∂
+β∆
∂
∂
+α∆
∂
∂
=∆ coscoscos l
z
ul
y
ul
x
u
ul   
γ∆ε+β∆ε+α∆ε+ coscoscos 321 lll  .ё   
Похідною  функції   ),,( zyxuu =   у  точці   ),,( zyxM    за  
напрямом вектора 
→
l  називається границя  
l
u
l
u l
l ∆
∆
=
∂
∂
→∆ 0
lim .  
Похідна за напрямом обчислюється за формулою:  
γ
∂
∂
+β
∂
∂
+α
∂
∂
=
∂
∂
coscoscos
z
u
y
u
x
u
l
u
   
і визначає швидкість змінювання функції за напрямом вектора l
r
 у 
точці ),,( zyxM .  
Зауваження. Якщо напрям вектора l
r
 співпадає з напрямом од-
ного з координатних ортів i
r
, jr  чи k
r
, то похідна за напрямом 
lu ∂∂  співпадає з відповідною частинною похідною:  
y∆  
y∆
O  
M  
y  
x  
1M  
z  
→
l  
x∆  
z∆  l∆  
y∆
Рис. 58 
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x
u
i
u
∂
∂
=
∂
∂
;  
y
u
j
u
∂
∂
=
∂
∂
;  
z
u
k
u
∂
∂
=
∂
∂
.  
Приклад 1. Для заданої функції ),,( zyxuu =  і вказаного век-
тора l
r
 знайти похідну за напрямом lu ∂∂  у зазначеній точці M :   
а) ztgyxu )( 22 += ;        )2;2;1( −−l
r
;   )4/;2;1( pi−M ;  
б)  )ln(22 zyxyxu +++= ;   )3;2;6( −−l
r
;   )2;4;3( −M . 
 
□  а) tgzx
x
u 2=
∂
∂
; tgzy
y
u 2=
∂
∂
; 
z
yx
z
u
2
22
cos
+
=
∂
∂
;  
2
4
12 =pi⋅⋅=
∂
∂
tg
x
u
M
;  4
4
)2(2 −=pi⋅−⋅=
∂
∂
tg
y
u
M
;  
z
yx
z
u
2
22
cos
+
=
∂
∂
; 10)4/(cos
)2(1
2
22
=
pi
−+
=
∂
∂
Mz
u
;  222|| yyx llll ++=
→
;   
3)2(2)1(|| 222 =−++−=→l ;   
||cos →=α llx ;  ||cos
→
=β lly ;  ||cos
→
=γ llz ;  3/1cos −=α ;   
3
2
cos =β ;  
3
2
cos
−
=γ ;  γ
∂
∂
+β
∂
∂
+α
∂
∂
=
∂
∂
coscoscos
z
u
y
u
x
u
l
u
;  
10)3/2(10)3/2()4()3/1(2 −=−⋅+⋅−+−⋅=∂∂ Mlu .  
б) (Розв’язати самостійно).  Відповідь:  1−=∂∂ Mlu .  ■   
Градієнтом функції  ),,( zyxuu =  називається вектор, проек-
ціями якого на координатні осі є відповідні  частинні  похідні  даної 
функції: 
k
z
uj
y
ui
x
u
ugrad
rrr
∂
∂
+
∂
∂
+
∂
∂
=
 . 
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Теорема (Зв’язок між градієнтом і похідною за напрямом). 
Похідна lu ∂∂  за напрямом вектора l
r
 дорівнює проекції градієнта 
ugrad  на цей вектор (рис. 59):    
ugradпрlu
l
→=∂∂  .   
□  Розглянемо одиничний 
вектор ||0
→→→
= lll ,  1|| 0 =
→
l , що 
відповідний вектору 
→
l :   
→→→→
γ+β+α= kjil coscoscos0 .     
Знайдемо у координатній 
формі скалярний добуток гра-
дієнта ugrad  на одиничний 
вектор 
→
0l :    
γ
∂
∂
+β
∂
∂
+α
∂
∂
=⋅
→
coscoscos0
z
u
y
u
x
ulgradu . 
Вираз у правій частині отриманої рівності є похідною за на-
прямом lu ∂∂ . Отже,  lulugrad ∂∂=⋅
→
0 .  
Нехай ϕ  – кут між векторами ugrad  і 
→
l . Тоді за означенням 
скалярного добутку, враховуючи, що 1|| 0 =
→
l , маємо  
ϕ⋅=ϕ⋅⋅=⋅=∂∂
→→
coscos|| 00 ugradlugradlugradlu  .  
Вираз у правій частині цієї рівності є проекцією градієнта на 
вектор l
r
. Отже,   ugradпрlu
l
→=∂∂ .   ■  
Основні властивості градієнта:  
1) Похідна lu ∂∂  функції ),,( zyxuu =  у даній точці 
x  
lu ∂∂
ϕ
y
M  
→
l  
z
z  
ugradn =
→
 
S  
Рис. 59 
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),,( zyxM  за напрямом вектора l
r
 має найбільше значення, коли 
напрям цього вектора співпадає з напрямом градієнта ugrad . Це 
найбільше значення похідної lu ∂∂  дорівнює модулю градієнта:  
( ) ugradlu max =∂∂    при   ugradl =max
r
.  
(Фізичний зміст градієнта).  
Іншими словами, градієнт указує напрям найшвидшого зрос-
тання функції в даній точці, а його модуль дорівнює цій найбільшій 
швидкості:  
ugradl =max
r
;   ( )maxluugrad ∂∂=  .  
□  ϕ⋅=∂∂ cosugradlu ; ( ) ugradlu max =∂∂  при 1cos max =ϕ .  
Тоді    gradul ↑↑⇒=ϕ
→
maxmax 0 .   ■  
2) Похідна lu ∂∂  функції ),,( zyxuu =  у довільній точці 
),,( zyxM   за напрямом  вектора,  який  перпендикулярний  до  гра- 
дієнта ugrad , дорівнює нулю:  0=∂∂⇒⊥ lugradul
r
 . 
□  ϕ⋅=∂∂ cosugradlu ; gradul ⊥
→
; 2/pi=ϕ ; 0cos =ϕ ;   
                                                                                 0=∂∂ lu .   ■  
3) градієнт ugrad  функції ),,( zyxuu =  у кожній точці 
),,( zyxM  перпендикулярний до поверхні рівня CzyxuS =),,(: , 
яка проходить через цю точку (рис. 59). (Геометричний зміст граді-
єнта).  Іншими словами, градієнт ugrad  можна прийняти за век-
тор нормалі n
r
 до поверхні рівня CzyxuS =),,(:  у відповідній 
точці ),,( zyxM   
CzyxuS =),,(: ;   ⇒⊥ Sugrad   ugradn =r  .  
□   Оскільки поверхня рівня S  задається неявно рівнянням  
0),,(),,( =−= CzyxuzyxF , то її вектор нормалі   
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( )MMM zFyFxFn ∂∂∂∂∂∂=→ ,, .  Але  ( ) xuCuxxF ∂∂=−∂∂=∂∂ ;  
( )
y
uCu
yy
F
∂
∂
=−
∂
∂
=
∂
∂
;  ( )
z
uCu
zz
F
∂
∂
=−
∂
∂
=
∂
∂
.    
Тоді   ( ) MMMM ugradzuyuxun =∂∂∂∂∂∂=→ ,, .   ■   
Приклад 2. Для заданої функції знайти градієнт і модуль гра-
дієнта в указаній точці:  
а)  ( )yxyxz 23sin52 −−= ;   )3,2(0M ;  
б)  zyyxxyzu 2323 +−= ;   )1,2,1(0 −M .  
□  а) j
y
zi
x
z
zgrad
rr
∂
∂
+
∂
∂
= ;  ( )yxxy
x
z 23cos152 −−=
∂
∂
;   
( )yxxyz 23cos102 −+=∂∂ ;  −⋅⋅=∂∂ 322
0M
xz   
( ) 33223cos15 −=⋅−⋅− ; ( ) 143223cos1022
0
=⋅−⋅+=∂∂ Myz ;   
jizgrad M
rr
143
0
+−= ;  ( ) ( )22 yzxzzgrad ∂∂+∂∂= ;  
( ) 205143 22
0
=+−=Mzgrad ;  
б)  k
z
uj
y
ui
x
u
ugrad
rrr
∂
∂
+
∂
∂
+
∂
∂
= ;  yxyzxu 263 −=∂∂ ;    
zyxxzyu /223 3 +−=∂∂ ; 223 zyxyzu −=∂∂ ; =∂∂
0M
xu   
62)1(6123 2 −=⋅−⋅−⋅⋅= ; +−⋅−⋅−⋅=∂∂ 3)1(21)1(3
0M
yu   
31/22 =⋅+ ;  8122)1(3 22
0
−=−⋅−⋅=∂∂ Mzu ; =0Mugrad   
kji
rrr
836 −+−= ; ( ) ( ) ( )222 zuyuxuugrad ∂∂+∂∂+∂∂= ;  
109)8(3)6( 222
0
=−++−=Mugrad  .     ■  
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Приклад 3. Знайти найбільшу швидкість зростання функції 
)22(ln 424 zyxu −+=  у точці )1,2,1(0 −−M .   
□  Напрям найбільшої швидкості зростання функції співпадає 
з напрямом градієнта, а її величина дорівнює модулю градієнта:    
( )
00 MMmax
ugradlu =∂∂    при   
0max M
ugradl =
r
.  
Знайдемо градієнт і його модуль у заданій точці 0M :  
k
z
uj
y
ui
x
u
ugrad
rrr
∂
∂
+
∂
∂
+
∂
∂
= ;   )22(8 4243 zyxx
x
u
−+=
∂
∂
;   
)22(2 424 zyxyyu −+=∂∂ ;  )22(8 4243 zyxzzu −+−=∂∂ ;   
( ) 2)1(2)2(12)18( 4243
0
=−⋅−−+⋅⋅=∂∂ Mxu ;  =∂∂ 0Myu   
( ) 1)1(2)2(12)2(2 424 −=−⋅−−+⋅−⋅= ;  :)1(8 3
0
−⋅−=∂∂ Mzu   
( ) 2)1(2)2(12: 424 =−⋅−−+⋅ ; kjiugrad M rrr 220 +−= ;  
( ) ( ) ( )222 xuyuxuugrad ∂∂+∂∂+∂∂= ;  
=
0M
ugrad  32)1(2 222 =+−+= .  
Тоді  ( ) 3
0
=∂∂
Mmax
lu    при  kjil
rrrr
22max +−= .   ■  
 
2.3.10. Частинні  похідні  вищих  порядків.  
Диференціали  вищих  порядків.  Формула  Тейлора   
Частинні похідні xz ∂∂  і yz ∂∂  функції двох змінних 
),( yxfz =  також є функціями двох змінних x  і y , а тому самі 
можуть мати частинні похідні.  
Частинна похідна по x  від частинної похідної по x  нази-
вається другою чистою частинною похідною по x  і позначається  
2
2
x
z
∂
∂
,  або  2
2
x
f
∂
∂
,  або  xxz ′′ .   Таким чином,  





∂
∂
∂
∂
=
∂
∂
x
z
xx
z
2
2
 . 
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Аналогічно частинна похідна по y  від частинної похідної по 
y  називається другою чистою частинною похідною по y  та по-
значається   2
2
y
z
∂
∂
,  або  2
2
y
f
∂
∂
,  або  yyz ′′ .   Отже,   





∂
∂
∂
∂
=
∂
∂
y
z
yy
z
2
2
.  
Якщо від частинної похідної по x  взяти частинну похідну по 
y , то  отримаємо  другу мішану частинну похідну  по  x  і y ,  яка  
Позначається 
yx
z
∂∂
∂2
, або 
yx
f
∂∂
∂2
, або xyz ′′ .   Отже,  





∂
∂
∂
∂
=
∂∂
∂
x
z
yyx
z2
.  
Якщо від частинної похідної по y  взяти частинну похідну по 
x , то одержимо другу мішану частинну похідну по y  і x  (з іншим 
порядком диференціювання), яка позначається  
xy
z
∂∂
∂2
,  або  
xy
f
∂∂
∂2
,  або  yxz ′′ .   Отже,   





∂
∂
∂
∂
=
∂∂
∂
y
z
xxy
z2
 .  
У загальному випадку   yxzxyz ∂∂∂≠∂∂∂ 22 .  
Зауваження 1. Аналогічно частинним похідним другого поряд-
ку вводяться частинні похідні третього, четвертого і т.д., порядку. 
Наприклад,  






∂∂
∂
∂
∂
=
∂∂
∂
yx
z
yyx
z 2
2
3
;       





∂
∂
∂
∂
=
∂∂
∂
3
3
3
4
x
z
yyx
z
.  
Теорема. Для неперервних мішаних частинних  похідних  поря- 
док диференціювання значення не має, зокрема   
yx
z
xy
z
∂∂
∂
=
∂∂
∂ 22
 .  
(Без доведення).  
Приклад 1. Для заданої функції ),( yxfz =  перевірити рів-
ність указаних мішаних частинних похідних:  
а) )sin(xyz = ;  
yx
z
xy
z
∂∂
∂
=
∂∂
∂ 22
;  б) xyz ln= ;  
yx
z
xyx
z
∂∂
∂
=
∂∂∂
∂
2
33
.   
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□  а) )cos())(sin( xyyxy
x
z
x =
′=
∂
∂
;  =′=
∂∂
∂
yxyyyx
z ))cos((
2
 
)sin()cos( xyxyxy −= ;  )cos())(sin( xyxxyyz y =′=∂∂ ;  
)sin()cos())cos((
2
xyxyxyxyx
xy
z
x −=
′=
∂∂
∂
;  
yx
z
xy
z
∂∂
∂
=
∂∂
∂ 22
;  
б) 
x
y
x
z
=
∂
∂
;  
xx
y
yyx
z 12
=





∂
∂
=
∂∂
∂
;  2
3 11
xxxxyx
z
−=





∂
∂
=
∂∂∂
∂
;  
22
2
x
y
x
y
xx
z
−=





∂
∂
=
∂
∂
;     222
3 1
xx
y
yyx
z
−=





−
∂
∂
=
∂∂
∂
;  
yxzxyxz ∂∂∂=∂∂∂∂ 233 .     ■  
Приклад 2. Перевірити, що задана функція ),( yxfz =  за-
довольняє вказаній умові:  
а) 
y
x
arctgz = ;   042
2
2
2
=
∂
∂
⋅
∂
∂
−
∂
∂
−
∂
∂
y
z
x
z
y
z
x
z
;  
б) )sin( yxxz −= ;   022
2
=−
∂
∂
−





∂
∂
+
∂
∂
z
y
z
y
z
x
z
x .  
□   а) 22 yx
y
x
z
+
=
∂
∂
;  22 yx
x
y
z
+
−=
∂
∂
;  2222
2
)(
2
yx
xy
x
z
+
−=
∂
∂
;  
2222
2
)(
2
yx
xy
y
z
+
=
∂
∂
;  ×
+
⋅−
+
−
+
− 22222222 4)(
2
)(
2
yx
y
yx
xy
yx
xy
  
( ) 0)( 22 =+−× yxx ;  0)()422( 222 =++−− yxxyxyxy ;  00 = .  
Таким чином, задана функція задовольняє вказаній умові.  
б) )cos()sin( yxxyxxz −+−=∂∂ ;  )cos( yxxyz −−=∂∂ ;   
)sin(22 yxxyz −−=∂∂ ;  ( −−+− )cos()sin( yxxyxx   
) ( ) 0)sin(2)sin()cos( =−−−−−−− yxxyxxyxx ;  00 = .  
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Отже, задана функція задовольняє вказаній умові.   ■  
Приклад 3. Для заданої функції ( )zyxfu ,,=  знайти значення 
вказаної частинної похідної в заданій точці ( )0000 ,, zyxM :  
22342 yzzyxyzxu ++= ;   )1;2;1(0 −M ;   zyxu ∂∂∂∂ 24 .  
□  zyxxyz
x
u 224 32 +=
∂
∂
;  zxyyz
x
u 24
2
2
62 +=
∂
∂
;  =
∂∂
∂
yx
u
2
3
  
xyzz 122 4 += ;  xyzzyxu 128 324 +=∂∂∂∂ ;  =∂∂∂∂
0
24
M
zyxu   
162482)1(1218 3 −=−=⋅−⋅+⋅= .     ■  
Диференціалом другого порядку (другим диференціалом)  
функції двох змінних  ),( yxfz =    називається  диференціал  від  її  
повного диференціалу, тобто -   )(2 dzdzd = .  
Зауваження 2. Аналогічно визначаються диференціали  більш  
високого порядку:    )( 23 zddzd = ;   )( 1zddzd nn −=  .  
Зауваження 3. Якщо функція ),( yxfz =  має відповідні непе-
рервні частинні похідні, то    
2
2
22
2
2
2
2 2 dy
y
zdydx
yx
zdx
x
z
zd
∂
∂
+
∂∂
∂
+
∂
∂
= .  
Зауваження 4. Нехай функція n  змінних ),,( 21 nxxxfu K=  
( 1+m ) раз диференційована в деякому околі ),( 0 εMU  точки 
),...,,( 020100 nxxxM . Тоді для довільної точки ),...,,( 21 nxxxM  з 
цього околу справджується формула Тейлора, яку компактно мож-
на подати в диференціальній формі:   
)(
!
1)(
1 00
m
m
k
M
k
M oudk
uMu ρ++= ∑
=
,  
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де   ( ) ( ) ε<−++−==ρ 2021010 ... nn xxxxMM .  
Цю формулу до членів другого порядку включно для функції 
двох змінних ),( yxfz =  можна записати в розгорнутому вигляді:  
+





−
∂
∂
+−
∂
∂
+= )(),()(),(),(),( 00000000 yyy
yxf
xx
x
yxfyxfyxf
  
+−−
∂∂
∂
+−



∂
∂
+ ))((),(2)(),(
2
1
00
00
2
2
02
00
2
yyxx
yx
yxf
xx
x
yxf
  
)()(),( 2202 00
2
ρ+


−
∂
∂
+ oyy
y
yxf
.   
Зауваження 6. Диференціали вищих порядків властивості інва-
ріантності форми не мають.  
Приклад 4. Розкласти функцію )2ln( yxxz +=  за формулою 
Тейлора до членів другого порядку включно в околі точки )0,1(0M    
□  Обчислимо значення заданої функції, її перших та других 
частинних похідних у вказаній точці )0,1(0M :  
)2ln( yxxz += ; 0)( 0 =Mz ; 
)2/()2ln( yxxyxxz +++=∂∂ ; 1)( 0 =∂∂ xMz ; 
)2/(2 yxxyz +=∂∂ ; 2)( 0 =∂∂ yMz ; 
222 )2()4( yxyxxz ++=∂∂ ; 1)( 202 =∂∂ xMz ; 
22 )2(4 yxyyxz +=∂∂∂ ; 0)( 02 =∂∂∂ yxMz ; 
222 )2(4 yxxyz +−=∂∂ ; 4)( 202 −=∂∂ yMz .  
Запишемо розвинення заданої функції за формулою Тейлора:   
( ) ( +−⋅+−⋅+−⋅+=+ 2)1(1)2/1()0(2)1(10)2ln( xyxyxx   
) )()0()4()0)(1(02 22 ρ+−⋅−+−−⋅⋅+ oyyx ;  
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)(4)1()2/1(2)1()2ln( 222 ρ+−−++−=+ oyxyxyxx ,   
де 22)1( yx +−=ρ .       ■  
Приклад 5. Розкласти функцію xyxez /=  за формулою Тейло-
ра до членів другого порядку включно в околі точки )0,1(0M    
(Розв’язати самостійно). 
 
2.3.11. Економічний  зміст  частинних  похідних 
Нехай задана виробнича функція ),( yxfz = , що описує, на-
приклад, обсяг виробленої продукції z  в залежності від об’єму ви-
трачених двох видів ресурсів x  і y . Припустимо, що фактор x  
змінився на x∆ , а кількість фактора y  залишилася незмінною.  
При цьому виробнича функція одержала частинний приріст 
),(),( yxfyxxfzx −∆+=∆ . Тоді xzx ∆∆  – середній приріст ви-
робничої функції на одиницю приросту фактора x , зокрема, серед-
ній об’єм виробленої продукції z , що припадає на одиницю ресур-
су x . Переходячи до границі при 0→∆x , отримаємо 
x
z
x
z x
x ∆
∆
=
∂
∂
→∆ 0
lim  – гранична (маргінальна) продуктивність факто-
ра x  (граничний об’єм виробленої продукції z , що припадає на 
одиницю ресурсу x ). Аналогічно, гранична  (маргінальна) про-
дуктивність фактора y :    
y
z
y
z y
y ∆
∆
=
∂
∂
→∆ 0
lim .  
Частинна еластичність виробничої функції ),( yxfz =  від-
носно фактора x  визначається таким чином:   
x
z
z
x
xx
zz
zE
x
x ∂
∂
=
∆
∆
=
→∆ 0
lim)( .  
Вона задає приблизно коефіцієнт пропорційності між відсот-
ковим відношенням zz∆  функції z  і відсотковим відношенням 
xx∆  аргументу x , коли y  – величина стала:  
xx
zz
zEx ∆
∆
≈)( . Тоб-
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то, відсотковий приріст виробничої функції ),( yxfz =  відповідно 
до відсоткового приросту фактора x  за умови, що фактор y  зали-
шається незмінним, визначається наближеною рівністю  
( )xxzEzz x ∆⋅≈∆ )( .  
Аналогічно визначається частинна еластичність виробни-
чої функції ),( yxfz =  відносно фактора y :   
y
z
z
y
yy
zz
zE
yy ∂
∂
=
∆
∆
=
→∆ 0
lim)( .  
Приклад 1. Випуск деякого товару характеризується виробни-
чою функцією  xyyxxyxzz 3220),( 22 +−−== ,  де x  і y  – 
чинники виробництва. Знайти:  а) граничні продуктивності xz ∂∂  і 
yz ∂∂  факторів x  і y  у точці )2,4(0M ;  б) частинні еластичності 
)(zEx  і )(zEy  функції за кожним чинником у точці )2,4(0M .  
□  а) yx
x
z 3220 +−=
∂
∂
;   18234220
0
=⋅+⋅−=
∂
∂
Mx
z
;  
xy
y
z 34 +−=
∂
∂
;   44324
0
=⋅+⋅−=
∂
∂
My
z
;  
б) )3220()( yx
z
x
x
z
z
x
zEx +−=∂
∂
= ;  +⋅−−⋅= 22 224420
0M
z  
80243 =⋅⋅+ ;  9,018
80
4)(
0
=⋅=Mx zE ;  
)34()( xy
z
y
y
z
z
y
zEy +−=∂
∂
= ;   1,04
80
2)(
0
=⋅=
My
zE .    ■   
Конкретизуємо економічний зміст частинних похідних на 
прикладі виробничої функції Кобба – Дугласа   
βα
== LKALKQQ ),( ,  
що є функцією двох змінних K  і L . Тут Q  – об’єм виробленої 
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продукції; K  – об’єм фондів (капіталу); L  – об’єм трудових ресур-
сів; A  – сталий параметр, що характеризує продуктивність прийня-
тої технології виробництва, 0>A ; βα,  – сталі коефіцієнти, 
0, ≥βα  і 1≤β+α . (Величини Q , K  і L  можуть задаватися у 
вартісному чи натуральному вираженні).    
Величини  LQl /= , KQk /=  і LKf /=   називають відпо-
відно середньою продуктивністю праці (кількість продукції, виро-
бленої одним робітником), середньою фондовіддачею (кількість 
продукції, що вироблена одним верстатом) і середньою фондоозб-
роєністю (вартість фондів, що припадають на одиницю трудових 
ресурсів). 
Зафіксуємо поточний стан підприємства, тобто об’єм фондів 
K  і число працівників L . Їм відповідає певний випуск продукції 
),( LKQQ = . Якщо, не змінюючи K , найняти ще одного праців-
ника, то одержимо приріст випуску продукції  −+=∆ )1,( LKQQ  
),( LKQ− , що є частинним приростом функції ),( LKQQ =  за 
змінною L , і тому LLKQQdQ LL ∆⋅=≈∆ ),(/ . Оскільки 1=∆L , то 
),(/ LKQQ L≈∆ . 
Отже, частинна похідна від виробничої функції за об’ємом 
трудових ресурсів приблизно дорівнює додатковій вартості продук-
ції, що виготовлена ще одним робітником. Тому частинна похідна 
1/ −βαβ= LAKQL  називається граничною продуктивністю праці. 
Якщо ж, не змінюючи L , збільшити фонди ще на одиницю – 
купити ще один верстат 1=∆K , то додаткова вартість продукції, 
що виготовлена на ньому, приблизно дорівнює частинній похідній 
виробничої функції за об’ємом фондів. Тому частинна похідна 
β−αα= LAKQK 1/  називається граничною фондовіддачею. 
Як гранична продуктивність праці, так і гранична фондовідда-
ча – це абсолютні величини. Але в економіці надзвичайно цікаво 
знати на скільки відсотків зміниться випуск продукції, якщо число 
робітників збільшиться на 1%, або якщо фонди зростуть на 1%. То-
му розглядаються поняття:   
     еластичність випуску продукції за об’ємом трудових ресурсів  
 
 185 
 
β=β⋅=⋅= −βα 1/)( LAKQ
LQQ
LQE LL  
     та  еластичність випуску продукції за об’ємом фондів 
α=α⋅=⋅= β−α LAKQ
KQQ
KQE KK 1/)( .  
Звідси маємо економічний зміст параметрів функції Кобба – 
Дугласа: α  – еластичність випуску за фондами;  β  – еластич-
ність випуску за працею.  
Приклад 2. Нехай виробнича функція деякої фірми є функцією 
Кобба – Дугласа βα= LKAQ . Відомо, для зростання випуску про-
дукції Q  на 5% треба збільшити фонди K  на 10% або чисельність 
працівників L  на 15%. За рік один працівник виготовляє продукції 
на 48 000 грн., всього на фірмі 1000 працівників, а фонди оціню-
ються в 64 млн. грн. Записати виробничу функцію. Знайти середню 
фондовіддачу KQk /=  і середню фондоозброєність LKf /= . 
□   Зрозуміло, що еластичність випуску продукції за фондами 
2/1%10%5 ==α , а за працею 3/1%15%5 ==β , при цьому 
16/53/12/1 ≤=+=β+α . Отже, функція Кобба – Дугласа має 
вигляд 3121 LKAQ ⋅⋅= . Тоді, враховуючи, що LlQ ⋅= , і підстав-
ляючи відомі значення 00048=l , 1000=L , 61064 ⋅=K , отрима-
ємо:    
61048100048000 ⋅=⋅=Q ;  ( ) 312166 1000)1064(1048 ⋅⋅⋅=⋅ A ;    
46 1081048 ⋅⋅=⋅ A ;  600=A ;  3121600 LKQ =   
– виробнича функція. 
Середня фондовіддача  
4
3
1064
1048
6
6
=
⋅
⋅
==
K
Qk , а середня фон-
доозброєність  00064
1000
1064 6
=
⋅
==
L
Kf .     ■   
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2.4. Екстремум  та  умовний  екстремум  
функції  багатьох  змінних  
 
2.4.1. Екстремум  функції  двох  змінних.  
Необхідні  умови  екстремуму.  Стаціонарні  точки  
Нехай функція двох змінних ),()( yxfMfz ==  визначена в 
деякій області D  і ),( 000 yxM  – внутрішня точка цієї області. То-
чка 0M  називається точкою максимуму функції )(Mfz = , якщо 
значення функції в цій точці 0M  більше, ніж значення функції у 
всіх близьких сусідніх точках:  
max)()(,),,( 0000 −⇔>≠ε∈∀ MMfMfMMMUM ,  
де  ),( 0 εMU  –  деякий ε -окіл точки 0M ,  0>ε .   
Аналогічно вводиться поняття точки мінімуму:  
min)()(,),,( 0000 −⇔<≠ε∈∀ MMfMfMMMUM  .  
Точки максимуму та мінімуму називаються точками екстре-
муму. Значення функції ),()( 000 yxfMfz ==  у точці екстрему-
му 0M  називається її екстремальним значенням (екстремумом).  
Зауваження 1. Розглянутий екстремум є строгим внутрішнім 
локальним екстремумом. Його не треба плутати з глобальним ек-
стремумом у деякій заданій області D  (найбільше 
),(max
),(
yxfM
Dyx ∈
=  та найменше ),(min
),(
yxfm
Dyx ∈
=  значення фу-
нкції в області D ).  
Зауваження 2. Розрізняють гладкий екстремум (рис. 60), в 
якому функція диференційовна, і гострий екстремум (рис. 61).  
Теорема (необхідні умови гладкого екстремуму). Якщо дифе-
ренційовна функція ),( yxfz =  має екстремум у точці 
),( 000 yxM , то всі частинні похідні першого порядку в цій точці 
дорівнюють нулю:  




=∂∂
=∂∂
.0
;0
0
0
M
M
yu
xz
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□  Зафіксуємо змінну y , поклавши constyy == 0 . Тоді точ-
ка 0x  є точкою екстремуму диференційованої функції однієї змін-
ної ),()( 0yxfxz =ϕ= . Згідно з необхідною умовою екстремуму 
функції однієї змінної  0
0
=ϕ
=xx
dxd . Але вказана похідна є час-
тинною похідною по x  функції ),( yxfz = :   
00 Mxx
xfdxd ∂∂=ϕ
=
.   Отже,  0
0
=∂∂ Mxf .  
Аналогічно, якщо зафіксувати аргумент x , поклавши 
constxx == 0 , то отримаємо диференційовану функцію однієї 
змінної ),()( 0 yxfyz =ψ= . Ця функція має екстремум при 
0yy = . У точці екстремуму 0y  похідна одержаної функції теж до-
y  
x  
z  
O
maxz  
minz  O  
z  
x  
y  
0M  0M  
),( yxfz =  
),( yxfz =  
Рис. 61 
y  
x  
z  
O
maxz  
minz  O  
z  
x  
y  
0M  0M  
),( yxfz =  
),( yxfz =  
Рис. 60 
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рівнює нулю:  0
0
=ψ
= yydyd . Але вказана похідна є частинною 
похідною по y  функції ),( yxfz = :  
00 Myy
yfdyd ∂∂==ψ
=
.  
Отже,  0
0
=∂∂ Myf . У точці екстремуму ),( 000 yxM  обидві 
знайдені умови повинні виконуватись одночасно.    ■    
Зауваження 3. У точці гострого екстремуму хоча б одна з час-
тинних похідних першого порядку не існує, а всі інші дорівнюють 
нулю (необхідні умови гострого екстремуму).  
Точки, в яких виконуються необхідні умови екстремуму, тобто 
всі частинні похідні або дорівнюють нулю або не існують, нази-
ваються критичними точками функції )(Mzz = .  
Критичні точки, в яких всі перші частинні похідні дорівнюють 
нулю, називаються стаціонарними точками функції )(Mzz = .  
Зауваження 4. Стаціонарна 
точка – це точка, що «підо-
зріла» на гладкий екстремум. 
Тобто в цій точці екстремум 
може бути, а може і не бути. 
Наприклад, для функції 
2)( 22 yxz −=  (гіперболіч-
ний параболоїд на рис. 62) 
початок координат )0,0(O  є 
стаціонарною точкою, оскі-
льки  0==∂∂ OO xxz ; 0=−=∂∂ OO yyz , але екстремум у ній 
відсутній  ( )0,0(O  – сідлова точка (точка перевалу) функції).      
Зауваження 5. Надалі обмежимося розглядом тільки гладкого 
екстремуму.    
Приклад. Знайти стаціонарні точки функції:  
а) 34523 −++−++= zyxyzxyxu ;   б) 22)2( yxeyxz +−−= .  
□  а) Для знаходження стаціонарних точок складаємо і роз-
в’язуємо систему необхідних умов екстремуму:  
   
x  y  
z
 
2)( 22 yxz −=   
O  
Рис. 62 
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




=∂∂
=∂∂
=∂∂
0
0
0
zu
yu
xu
   





+=∂∂
++=∂∂
−+=∂∂
42
52
13 2
yzu
zxyu
yxxu
   





=+
=++
=−+
042
052
013 2
y
zx
yx
     





=++
=−−
−=
052
0123
2
2
zx
x
y
 
– стаціонарні точки.   
б) (Розв’язати самостійно). Відповідь:  )2/1,2/1(0 −M   ■  
    
2.4.2. Достатні  умови  екстремуму  
Аналогічно функції однієї змінної, наявність і характер екстре-
муму функції двох змінних у стаціонарній точці визначається зна-
ком другого диференціала  
2
2
22
2
2
2
2 2 dy
y
zdydx
yx
zdx
x
z
zd
∂
∂
+
∂∂
∂
+
∂
∂
= .  
Нехай у деякому околі стаціонарної точки ),( 000 yxM  функ-
ція ),( yxfz =  має неперервні частинні похідні до другого порядку 
включно. Знайдемо значення других частинних похідних у цій точ-
ці:  
0
2
2
Mx
zA
∂
∂
= ;    
0
2
2
My
zC
∂
∂
= ;    
0
2
M
yx
zB
∂∂
∂
=  
 
і обчислимо визначник   
2BAC
CB
BA
−==∆ .  
Теорема (достатні умови гладкого екстремуму). 1) Якщо ви-
значник ∆  додатний, то 0M  – точка екстремуму, причому  
а) 0M  – точка мінімуму, якщо 0>A ;  б) 0M  – точка максимуму, 
якщо 0<A .  2) Якщо визначник ∆  від’ємний, то у точці 0M  екс-
11 =x ;     12 −=x ;       2/)5( xz +−= ; 
32/)15(1 −=+−=z ;  22/)15(2 −=−−=z ;  
)3,2,1(1 −−M ,  )2,2,1(2 −−−M    
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тремум відсутній ( 0M  – сідлова точка функції ),( yxfz = ).  
3) Якщо визначник ∆  дорівнює нулю, то у точці 0M  екстремум 
може бути, а може і не бути.  (Сумнівний випадок. Потрібні до-
даткові дослідження.)                               (Без доведення).  
Приклад 1. Дослідити функції на екстремум:   
а) 2633 −−+= xyyxz ;   б) 1281084 22 +−++−= yxyxyxz ;  
в) 222323)2( 223 +−−−−+= yxyyxyxz ;  г) 2yxexz −−= .  
□  а) Знаходимо частинні похідні першого порядку  
yxxz 63 2 −=∂∂ ;    xyyz 63 2 −=∂∂ .  
Використовуючи необхідні умови екстремуму, знаходимо ста-
ціонарні точки функції:  



=∂∂
=∂∂
0
0
yz
xz
 



=−
=−
063
063
2
2
xy
yx
  



=−
=−
02
02
2
2
xy
yx
  ( ) ;022
;2
22
2
=−
=
xx
xy
   
02
4
4
=− x
x
;  084 =− xx ;  


=−
=
08
0
3x
x
  


==
=
=
=
.222
;0
2
0
2
2
1
2
1
y
y
x
x
.  
Отже, стаціонарні точки   )0,0(1M ;   )2,2(2M .  
Для перевірки достатніх умов екстремуму знаходимо частинні 
похідні другого порядку  
xxz 622 =∂∂ ;   yyz 622 =∂∂ ;   62 −=∂∂∂ yxz .  
Дослідимо на екстремум точку )0,0(1M .  
Обчислимо частинні похідні другого порядку в точці 
)0,0(1M  і значення визначника ∆ :   
006
1
22
=⋅=∂∂=
M
xzA ;  006
1
22
=⋅=∂∂=
M
yzC ;    
6
1
2
−=∂∂∂=
M
yxzB ;   036)6(00 22 <−=−−⋅=−=∆ BAC .  
Оскільки 0<∆ , то у точці 1M  екстремуму немає.  
Дослідимо на екстремум точку )2,2(2M .  
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Обчислимо частинні похідні другого порядку в точці 
)2,2(2M  і значення визначника ∆ :   
1226
2
22
=⋅=∂∂=
M
xzA ;   1226
2
22
=⋅=∂∂=
M
yzC ;   
6
2
2
−=∂∂∂=
M
yxzB ;   0108)6(1212 22 >=−−⋅=−=∆ BAC .  
З нерівності  0>∆  випливає, що  2M  – точка екстремуму.  
Оскільки  012 >=A , то 2M  – точка мінімуму. Знайдемо мі-
німальне значення функції у цій точці:  
10222622)( 332min −=−⋅⋅−+== Mzz .   
Пункти б), в) і г) розв’язати самостійно.  ■  
Приклад 2. Підприємство виробляє товари двох видів A  і B . 
Загальні щоденні витрати V  на виробництво x  одиниць товару A  
та y  одиниць товару B  у грошовому еквіваленті задаються функ-
цією  
22 1,02,01014620 yxyxV ++−−=  грош. од.  Визначити  
кількості одиниць товарів A  і B , при яких загальні витрати під-
приємства будуть мінімальними , і обчислити ці мінімальні витрати. 
□  Щоб знайти оптимальну кількість одиниць x  та y  товарів 
A  і B , необхідно дослідити на екстремум функцію 
22 1,02,01014620 yxyxV ++−−= . 
Знаходимо частинні похідні першого порядку:  
xVx 4,014 +−=′ ;  yVy 2,010 +−=′  
Прирівнюючи їх до нуля, отримаємо та розв’яжемо систему 
рівнянь: 



=+−
=+−
02,010
04,014
y
x
 



=
=
⇒
102,0
144,0
y
x
 



=
=
⇒
50
35
y
x
. 
Знаходимо частинні похідні другого порядку 4,0=′′xxV ;  
2,0=′′yyV ; 0=′′xyV . Маємо 4,0=A ;  2,0=C ; 0=B . 
Знаходимо 08,002,04,0 22 =−⋅=−=∆ BAC . Оскільки 
 192 
0>∆  і 0>A , то маємо мінімум. Обчислимо значення функції 
),( yxV  у точці мінімуму )50;35( :   
+⋅+⋅−⋅−= 2352,050103514620)50;35(V   
125501,0 2 =⋅+ (грош. од.).      ■  
 
2.4.3. Знаходження  найменшого  та  найбільшого  
значень  функції  в  замкненій  області  
Нехай функція ),( yxfz =  неперервна і диференційована в 
замкненій області D . Тоді вона досягає найменшого (найбільшого) 
значення на множині D  або в одній із стаціонарних точок, що на-
лежать цій області D , або в одній із точок межі області D .  
Правило знаходження найменшого та найбільшого значень 
функції ),( yxfz =  у замкненій області D :  
1) Побудувати область D  в прямокутній системі координат 
Oxy . Знайти всі кутові точки – точки, що сполучають сусідні ді-
лянки межі області D ; 
2) Знайти стаціонарні точки функції ),( yxfz = . Виділити з 
них ті, що лежать в області D . Обчислити значення функції у ви-
ділених точках;  
3) Знайти значення функції в усіх кутових точках межі об-
ласті D ;  
4) На кожній ділянці межі області D  перейти до функції од-
нієї змінної, що одержується з початкової функції ),( yxfz =  вра-
хуванням рівняння цієї ділянки. Знайти стаціонарні точки одержа-
ної функції однієї змінної. Виділити з них ті, що лежать на даній 
ділянці. Обчислити значення функції у виділених точках і на кінцях 
відрізка зміни аргументу;  
5) Порівняти всі одержані значення функції між собою і ви-
брати серед них найменше – глобальний мінімум z
Dyx ∈),(
min  – і най-
більше – глобальний максимум z
Dyx ∈),(
max .  
Приклад 1. Знайти найменше та найбільше значення заданої 
функції в замкненій області D , що обмежена вказаними лініями:  
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а) xxyyxz −−+= 43 22 ;   01;1;2: =++== yxyxD ;  
б) yxxyyxz 10424 22 +−−+= ; xyyxD −=−== ;2;0: .  
□  а) У декартовій системі координат Oxy  побудуємо вказані 
лінії межі області D :  2=x ;   1=y ;   01 =++ yx  і позначимо 
штриховкою саму область D  (рис. 63). Кутові точки визначаються 
як точки попарного перетину цих ліній: 



=
=
;1
;2
y
x
   



=++
=
;01
;2
yx
x
    



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=
.01
;1
yx
y
   
Розв’язуючи ці системи, 
дістаємо )1;2(A , )3;2( −B , 
)1;2(−C .  
Для визначення стаціонарних точок складаємо і розв’язуємо 
систему необхідних умов екстремуму:  



=−=∂∂
=−−=∂∂
042
0146
xyyz
yxxz
;  



=−⋅−
=
01246
2
xx
xy
; 
.1
;2/1
−=
−=
y
x
 
Оскільки стаціонарна точка DM ∈−− )1;2/1( , то обчислимо 
відповідне значення функції:  
4/1)2/1()1()2/1(4)1()2/1(3 22 =−−−−−−+−=Mz .  
Досліджуємо функцію на межі області D , яка складається з 
ділянок ACBCAB ,, , що сполучаються в кутових точках )1;2(A ,  
)3;2( −B ,  )1;2(−C .  
Обчислюємо значення функції в кутових точках:  
32124123 22 =−⋅⋅−+⋅=Az ;  −−+⋅=
22 )3(23Bz   
432)3(24 =−−⋅⋅− ;  23)2(1)2(41)2(3 22 =−−⋅−⋅−+−⋅=Cz .    
На кожній ділянці межі, використовуючи її рівняння, пере-
йдемо до функції однієї змінної і знайдемо значення одержаної фу-
нкції в її стаціонарних точках, що належать відповідній ділянці. 
y  
x  
01 =++ yx  
A  
B  
C  
1=y  
2=x  
D
D
Рис. 63 
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(Кінці відрізків зміни аргументу співпадають з кутовими точками, 
де значення функції вже обчислені).   
На відрізку ]1,3[,2: −∈= yxAB  маємо:  
10822423)( 22211 +−=−⋅⋅−+⋅== yyyyyfz ;   
821 −=′ yz ;   01 =′z ;   082 =−y ;   ]1,3[4 −∉=y .  
На відрізку ]2,2[,1: −∈−−= xxyBC  маємо:  
158)1(4)1(3)( 22222 ++=−−−−−−+== xxxxxxxxfz ;  
5162 +=′ xz ;   02 =′z ;   0516 =+x ;   [ ]2,216/5 −∈−=x ;    
16/111)16/5( −=−−−=y ;   ( )16/11,16/5 −−N ;   
32/71)16/5(5)16/5(8)16/5( 22 −=+−⋅+−⋅=−= fz N .   
На відрізку ]2,2[,1: −∈= xyAC  маємо:  
1531413)( 22233 +−=−⋅−+== xxxxxxfz ;  
563 −=′ xz ;  03 =′z ;  056 =−x ;  ]2,2[6/5 −∈=x ;  1=y ;  
)1,6/5(P ;  12/131)6/5(5)6/5(3)6/5( 23 −=+⋅−⋅== fz P .   
Порівняємо між собою всі знайдені значення функції:  
4
1
=Mz ; 3=Az ; 43=Bz ; 23=Cz ; 32/7−=Nz ; 12
11−=Pz .  
Отже, найменше та найбільше значення функції відповідно  
12
11min )1,6/5(),( −==∈ PDyx zz ;   43max )3,2(),( == −∈ BDyx zz .    
б) (Розв’язати самостійно).  ■  
Приклад 2. (Задача дослідження попиту:  оптимізація функції 
корисності при обмеженнях на бюджет покупця). Знайти об’єми 
попиту (у кількісному вимірі) x  і y  на дві різновидності X  і Y  
деякого товару при цінах на них, відповідно, 6=xp  грош. од.  і 
4=yp  грош. од., якщо покупець намагається при своєму бюджеті 
168=K  грош. од. максимізувати функцію корисності вигляду 
2/13/2302030),( yxyxyxfz −+== .  
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□  З економічного змісту задачі очевидно, що 0≥x  і 0≥y . 
На покупку загальною вартістю yxypxp yx 46 +=+  покупець 
може витратити суму, що не перевищує 168=K :   
16846 ≤+ yx    
або  8423 ≤+ yx .  
Указані обмеження зада-
ють на координатній площині 
Oxy  замкнену область D  у ви-
гляді заштрихованого трикут-
ника ABC  (рис. 64), вершини 
якого визначаються як розв’яз-
ки систем:  
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;0
y
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

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=
;8423
;0
yx
x
   



=+
=
.8423
;0
yx
y
   
Звідси дістаємо )0;0(A , )42;0(B , )0;28(C .  
Обчислюємо значення функції в кутових точках області D :  
0=Az ;  840420304220030
2/13/2
=⋅⋅−⋅+⋅=Bz ;   
840024300202830 2/13/2 =⋅⋅−⋅+⋅=Cz .    
Для визначення стаціонарних точок складаємо і розв’язуємо 
систему необхідних умов екстремуму:  



=−=∂∂
=−=∂∂
−
−
;01520
;02030
2/13/2
2/13/1
yxyz
yxxz
   



=−
=−
;034
;023
3/22/1
2/13/1
xy
yx
   
3/12/1 )2/3( xy = ;  03)2/3(4 3/23/1 =−⋅ xx ;  0)2( 3/13/1 =− xx ;  
03/1 =x   або  02 3/1 =− x ;  01 =x ;  8232 ==x ;  3/22)2/3( xy = ;   
01 =y ;  98)4/9( 3/22 =⋅=y .    
Одна стаціонарна точка )0;0(  співпала з кутовою A  і вже 
врахована. Друга стаціонарна точка )9;8(M  також належить обла-
сті D , тому обчислимо відповідне значення функції корисності:  
y  
x  
8423 =+ yx  
A  
B  
C  
0=y  
0=x  D
D
Рис. 64 
28  
42  
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609830920830 2/13/2 =⋅⋅−⋅+⋅=Mz .  
Досліджуємо функцію на межі області D , яка складається з 
ділянок ACBCAB ,, , що сполучаються в кутових точках )0;0(A , 
)42;0(B , )0;28(C .  
На кожній ділянці межі, використовуючи її рівняння, пере-
йдемо до функції однієї змінної і знайдемо значення одержаної фу-
нкції в її стаціонарних точках, що належать відповідній ділянці. 
(Кінці відрізків зміни аргументу співпадають з кутовими точками, 
де значення функції корисності вже обчислені).   
На відрізку ]42,0[,0: ∈= yxAB  маємо:  
yyyyfz 2003020030)( 2/13/211 =⋅−+⋅== ;   
0201 ≠=′z  – стаціонарних точок немає.  
На відрізку ]28,0[,)2/3(42: ∈−= xxyBC  маємо:  
( ) ( ) =−−−+== 2/13/222 )2/3(4230)2/3(422030)( xxxxxfz   
( ) 2/13/2 )2/3(4230840 xx −−= ;  
( ) ( ) =−−−−−=′ −− )2/3()2/3(4215)2/3(4220 2/13/22/13/12 xxxxz   
( ) ( ) 0)2/3(42)2/45()2/3(4220 2/13/22/13/1 =−+−−= −− xxxx ;    
( ) 0)2/45()2/3(4220 =+−− xx ;     0912336 =++− xx ;   
[ ]28,016∈=x ;   1816)2/3(42 =⋅−=y ;   )18,16(N ;   
8,31272084018163018201630 6/12/13/2 ≈⋅−=⋅⋅−⋅+⋅=Nz .   
На відрізку ]28,0[,0: ∈= xyAC  маємо:  
xxxxfz 3003002030)( 2/13/233 =⋅−⋅+== ;   
0303 ≠=′z  – стаціонарних точок немає.  
Порівняємо між собою всі знайдені значення функції корисно-
сті.  Одержимо   840max
),(
===
∈ CBDyx
zzz . Таким чином, оптима-
льний попит на обидві різновидності товару досягається в кутових 
точках області обмежень, при цьому покупець повинен витратити 
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весь бюджет на купівлю будь-якої однієї різновидності.   ■  
 
2.4.4. Умовний екстремум. Метод множників Лагранжа  
Обмежимося розглядом випадку функції двох змінних.  
Розглянутий раніше локальний екстремум є безумовним, тоб-
то не передбачає виконання ніяких додаткових умов чи обмежень.  
Умовним екстремумом функції ),( yxfz =  двох змінних на-
зивається екстремум цієї  функції,  який  досягається  за  додаткової  
умови, що змінні yx ,  зв’язані рівнянням зв’язку  0),( =ϕ yx .  
Зауваження 1. З геометричної точки зору у випадку безумов-
ного екстремуму пошук екстремуму поверхні ),( yxfz =  здійсню-
ють у деякій області D , а у випадку умовного екстремуму його 
відшукують на заданій лінії 0),( =ϕ yx  (рис. 65). Умовний екстре-
мум, якщо він існує, досягається на лінії перетину L  заданої повер-
хні ),( yxfz =  з вертикальним циліндром 0),( =ϕ yx , твірні якого 
паралельні осі Oz .  
 
 
Зауваження 2. Якщо рівняння зв’язку 0),( =ϕ yx  можна роз-
в’язати відносно однієї зі змінних, тобто подати, наприклад, у ви-
гляді )(xy ψ= , тоді цю умову можна врахувати, безпосередньо 
зводячи функцію ),( yxfz =  двох змінних підстановкою )(xy ψ=  
до функції однієї змінної ))(,( xxfz ψ= , яка далі досліджується на 
безумовний екстремум. Проте, у загальному випадку, такий метод 
малоефективний. Тому виникає потреба впровадження нового під-
ходу. 
Згідно з методом множників Лагранжа задача знаходження 
O  
z  
y  
x  
),( yxfz =  L  
Рис. 65 
0),( =ϕ yx  D  
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умовного екстремуму зводиться до дослідження на звичайний безу-
мовний екстремум функції Лагранжа  
),(),(),,( yxyxfyxL λϕ+=λ ,  
де допоміжна змінна (параметр) λ  називається множником Лагра-
нжа.  
Необхідні умови такого екстремуму задаються системою рів-
нянь  





=ϕ=λ∂∂
=∂ϕ∂λ+∂∂=∂∂
=∂ϕ∂λ+∂∂=∂∂
.0),(
;0
;0
yxL
yyfyL
xxfxL
   
Розв’язки цієї системи визначають стаціонарні точки функ-
ції Лагранжа. Якщо ),,( 0000 λyxP  – стаціонарна точка функції Ла-
гранжа ),,( λyxL , то ),( 000 yxM  – точка, що «підозріла» на умов-
ний екстремум функції  ),( yxfz = .  
Достатні умови умовного екстремуму можна встановити за 
знаком диференціала другого порядку Ld 2  функції Лагранжа з ура-
хуванням рівняння зв’язку. При визначенні знака Ld 2  диференціал 
допоміжної змінної λd  не враховується, тобто вважається  
2
2
22
2
2
2
2 2),,( dy
y
Ldydx
yx
Ldx
x
LyxLd
∂
∂
+
∂∂
∂
+
∂
∂
=λ
 ,  
де диференціали dx  і dy  зв’язані залежністю  0=⋅∂
ϕ∂
+
∂
ϕ∂
dx
dy
yx
,  
яка виражає рівність нулю повної похідної за x  складеної функції 
))(,( xyxϕ , що випливає з рівняння зв’язку 0),( =ϕ yx .  
Нехай ),,( 0000 λyxP  – стаціонарна точка функції Лагранжа 
),,( λyxL . Тоді:  1) якщо 0),,( 0002 >λyxLd , то  ),( 000 yxM  – 
точка умовного мінімуму;  2) якщо 0),,( 0002 <λyxLd , то  
),( 000 yxM  – точка умовного максимуму.  
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Зауваження 3. Дифереціюючи рівняння зв'язку за змінною x , 
отримаємо співвідношення 0=⋅
∂
ϕ∂
+
∂
ϕ∂
dx
dy
yx
, з якого  можна вира-
зити диференціал dy  через dx :  dx
y
xdy
∂ϕ∂
∂ϕ∂
−= . Тому в будь-
якій стаціонарній точці маємо:  
+
∂
∂
=
∂
∂
+
∂∂
∂
+
∂
∂
=λ 22
2
2
2
22
2
2
2
2 2),,( dx
x
Ldy
y
Ldydx
yx
Ldx
x
LyxLd   
=





∂ϕ∂
∂ϕ∂
−
∂
∂
+





∂ϕ∂
∂ϕ∂
−⋅
∂∂
∂
+
2
2
22
2 dx
y
x
y
Ldx
y
xdx
yx
L
  
( ) 





∂
∂






∂
ϕ∂
−
∂∂
∂
⋅
∂
ϕ∂
⋅
∂
ϕ∂
+
∂
∂






∂
ϕ∂
−⋅
∂ϕ∂
−= 2
222
2
22
2
2
2
y
L
xyx
L
yxx
L
yy
dx
.   
Другий співмножник (розташований у квадратних дужках) 
можна подати у вигляді визначника третього порядку   
222
222
0
yLyxLy
yxLxLx
yx
H
∂∂∂∂∂∂ϕ∂
∂∂∂∂∂∂ϕ∂
∂ϕ∂∂ϕ∂
= .  
Якщо 0>H , то 02 <Ld , що вказує на умовний максимум. 
Аналогічно, якщо 0<H , то 02 >Ld , тобто маємо умовний міні-
мум функції.  
Правило дослідження функції двох змінних ),( yxfz =  на 
умовний екстремум:  
      1) Скласти функцію Лагранжа ),(),(),,( yxyxfyxL λϕ+=λ .  
      2) Розв’язати систему  





=ϕ=λ∂∂
=∂ϕ∂λ+∂∂=∂∂
=∂ϕ∂λ+∂∂=∂∂
.0),(
;0
;0
yxL
yyfyL
xxfxL
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      3) Визначити наявність і характер екстремуму в кожній зі 
знайдених у попередньому пункті стаціонарних точок за знаком 
визначника   
222
222
0
yLyxLy
yxLxLx
yx
H
∂∂∂∂∂∂ϕ∂
∂∂∂∂∂∂ϕ∂
∂ϕ∂∂ϕ∂
= .  
Якщо 0>H , то маємо умовний максимум. Якщо 0<H , то –
умовний мінімум.  
Приклад 1. Знайти екстремум функції  
           13),( ++== yxyxzz   за умови  1022 =+ yx .  
□  Геометрична інтерпретація даної задачі така: потрібно знай-
ти найбільше і найменше значення аплікати площини 13 ++= yxz  
для точок її перетину з циліндром 1022 =+ yx . Виразити одну 
змінну через іншу з рівняння зв'язку і підставити її в функцію 
( ) yxyxz 3, +=  дещо складно, тому будемо використовувати метод 
множників Лагранжа. 
Позначимо 10),( 22 −+=ϕ yxyx , складемо функцію Лагран-
жа: 
)10(13),(),(),( 22 −+λ+++=λϕ+= yxyxyxyxzyxL . 
Продиференціюємо:  λ+=
∂
∂
x
x
L 21 , λ+=
∂
∂ y
y
L 23 . 
Запишемо систему рівнянь для визначення стаціонарних точок 
функції Лагранжа: 





=−+
=λ+
=λ+
;010
;023
;021
22 yx
y
x
 
( ) ( )



=−λ−+λ−
λ−=
λ−=
;0102/32/1
;2/3
;2/1
22
y
x
 0≠λ . 
Розв’язавши трете рівняння, одержимо 
010
4
9
4
1
22 =−+ λλ , 104
10
2 =λ , 4
12
=λ , 
2
1
2,1 ±=λ . 
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Якщо 2/11 −=λ , то 11 =x , 31 =y .  Якщо 2/12 =λ , 12 −=x , 
32 −=y . Отже, )2/1;3;1(1 −P  і )2/1;3;1(2 −−P  – стаціонарні точки 
функції Лагранжа. Відповідно )3;1(1M  і )3;1(2 −−M  – точки мож-
ливого умовного екстремуму. З’ясуємо наявність і характер екстре-
муму в кожній точці )3;1(1M  і )3;1(2 −−M . Для цього обчислимо 
визначник H : 
;0;2;2;2;2
2
2
2
2
2
=
∂∂
∂λ=
∂
∂λ=
∂
∂
=
∂
ϕ∂
=
∂
ϕ∂
yx
L
y
L
x
Ly
y
x
x
  
λ
λ⋅=
λ
λ=
0
0
0
8
202
022
220
y
x
yx
y
x
yx
H .  
У точці )3;1(1M :   
040
2
1
2
98
2/103
02/11
310
8 >=





+⋅=
−
−⋅=H .  
Отже, у цій точці функція має умовний максимум:   
11)3;1(max == zz . 
Аналогічно, у точці ( )3,12 −−M  знайдемо: 040 <−=H .  От-
же, у цій точці функція має умовний мінімум:  
9)3;1(min −=−−= zz . 
Зазначимо, що питання про характер екстремуму в точках 
)3;1(1M  і )3;1(2 −−M  можна з’ясувати і без обчислення виз-
начника H . Знайдемо знак диференціала другого порядку Ld 2  у 
кожній стаціонарній точці:   
)(2 222 dydxLd +λ= . 
При 2/11 −=λ  одержимо  02 <Fd , а тому функція має в то-
чці )3;1(1M  умовний максимум. Аналогічно, в точці )3;1(2 −−M  
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отримаємо умовний мінімум. Таким чином, для визначення знака 
Ld 2  не довелося враховувати зв'язок між dx  і dy , бо знак є очеви-
дним без додаткових перетворень.     ■  
Приклад 2. Знайти умовний екстремум функції  
        134),( 32 −−+== xyyxyxzz   за умови  0=+ yx . 
□  Позначимо yxyx +=ϕ ),( , складемо функцію Лагранжа: 
)(134),(),(),( 32 yxxyyxyxyxzyxL +λ+−−+=λϕ+= . 
Продиференціюємо:  λ+−=
∂
∂
xyx
x
L 8 , λ+−=
∂
∂ yxy
y
L 29 .  
Прирівнявши знайдені частинні похідні до нуля і приєднавши 
рівняння зв’язку, одержимо систему необхідних умов екстремуму. 
Розв’язавши її, отримаємо:  
01 =λ , 01 =x , 01 =y  та  12 −=λ , 9/102 =x , 9/102 −=y . 
Отже, маємо дві стаціонарні точки функції Лагранжа 
)0;0;0(1P  і )1;9/10;9/10(2 −−P . Відповідно )0;0(1M  і 
)9/10;9/10(2 −M  – точки можливого умовного екстремуму. 
З’ясуємо наявність і характер екстремуму в кожній точці )0;0(1M  і 
)9/10;9/10(2 −M  за допомогою визначника H :  
;1;18;8;1;1
2
2
2
2
2
−=
∂∂
∂λ+=
∂
∂λ+=
∂
∂
=
∂
ϕ∂
=
∂
ϕ∂
yx
Ly
y
L
x
L
yx
  
10218
1811
181
110
−λ−−=
λ+−
−λ+= y
y
H . 
У точці )0;0(1M  маємо  010 <−=H , тому вона є точкою 
умовного мінімуму заданої функції, значення якого  
1)0;0(min −== zz . 
У точці )9/10;9/10(2 −M  маємо   
03210)1(2)9/10(18 >=−−⋅−−⋅−=H , 
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тому вона є точкою умовного максимуму заданої функції, значення 
якого  
×−−−⋅+⋅=−= )9/10()9/10(3)9/10(4)9/10;9/10( 32max zz   
243/2571729/300081/5001)9/10( =−−=−−× . 
Дослідимо характер екстремуму в кожній з точок іншим ме-
тодом, спираючись на знак 
222 1828 dydxdydxLd +−= . З рівняння 
зв’язку 0=+ yx  маємо dxdy −= , тоді 
( ) ( ) 2222 )1810(1828 dxydxdxdxdxLd +=−+−−= . 
Оскільки 010 22
1
>= dxLd M , то )0;0(1M  є точкою умовно-
го мінімуму функції.   
Оскільки 010 22
2
<−= dxLd M , то )9/10;9/10(2 −M  є точ-
кою умовного максимуму функції.  ■  
Приклад 3. Знайти умовний екстремум функції 75 −= xyz , 
якщо змінні x  і y  є додатними і задовольняють рівняння зв'язку 
0128 22 =−+ yx .  
□  Запишемо функцію Лагранжа, продиференцюємо її та скла-
демо систему необхідних умов екстремуму:  
( )12875),(),(),( 22 −+λ+−=λϕ+= yxxyyxyxzyxL ;  
;5
;4/5
yx
y
L
xy
x
L
λ+=
∂
∂
λ+=
∂
∂
      





=−+
=λ+
=λ+
.0128
;05
;04/5
22 yx
yx
xy
 
Розв’яжемо систему методом вилучення, здійснюючи всі пе-
ретворення за умови, що 0>x  і 0>y :  
;2;4;04;0/205;/20 22222 yxyxyxxyxxy ===−=−−=λ   
.10;2;1;1;01;0128)2( 2222 −=λ====−=−+ xyyyyy   
Отже, в області, де 0>x  і 0>y , маємо стаціонарну точку 
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функції Лагранжа )10;1;2(0 −P . Відповідно )1;2(0M  – точка мож-
ливого умовного екстремуму. З’ясуємо наявність і характер екстре-
муму за допомогою визначника H :  
;5;;4/;;4/
2
2
2
2
2
=
∂∂
∂λ=
∂
∂λ=
∂
∂
=
∂
ϕ∂
=
∂
ϕ∂
yx
L
y
L
x
Ly
y
x
x
  
1642
5
5
54/4/
4/0 22 xyxy
y
x
yx
H λ−λ−=
λ
λ= ;    
010
16
210
4
110
2
125 22
0
>=
⋅−
−
⋅−
−
⋅⋅
=PH . 
Отже, )1;2(0M  – точка умовного максимуму функції:  
37125)1;2(max =−⋅⋅== zz .   ■  
Приклад 4. Знайти екстремум функції  22 −= xyz   за умови 
012 =−+ yx .        
(Розв’язати самостійно. Відповідь: )3/1,3/1(1M  – точка умо-
вного максимуму, 27/53
1max
−== Mzz ;  )0,1(2M  – точка умов-
ного мінімуму, 2
2min
−== Mzz ).   
Приклад 5. Підприємство виробляє два види товарів X  і Y  в 
об’ємах x  і y  відповідно. Функція витрат V  має вигляд 
yxyxV 1020 ++= . Криві попиту на зазначені товари задаються 
співвідношеннями: yxpx 32100 +−= ; yxpy 2250 −+= , де xp  і 
yp  – ціни одиниці товарів X  і Y  відповідно. Діяльність підприєм-
ства обмежена наявністю квоти на загальний обсяг виробництва 
товарів X  і Y : 75=+ yx . Знайти максимальний прибуток під-
приємства при вказаних умовах.   
□  Нехай R  – сумарний дохід підприємства від реалізації то-
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варів X  і Y : yx RRR += , де xR  і yR  – доходи від продажу това-
рів X  і Y  відповідно. Тоді  
xyxxxpR xx 32100
2 +−== ;   22250 yxyyypR yy −+== ;  
yxyxyxRRR yx 50100252 22 ++−+−=+= .  
Прибуток підприємства Π  визначаться рівністю  VR −=Π . 
Тоді   
=++−++−+−=−=Π )1020(50100252 22 yxyxyxyxyxVR   
yxyxyx 4080242 22 ++−+−= .  
Маємо задачу на умовний екстремум функції двох змінних 
yxyxyxyx 4080242),( 22 ++−+−=Π=Π   при наявності рів-
няння зв’язку  075),( =−+=ϕ yxyx . Для її розв’язування скори-
стаємося методом множників Лагранжа.  
Складемо функцію Лагранжа: 
+−+−=λϕ+Π= 22 242),(),(),( yxyxyxyxyxL   
)75(4080 −+λ+++ yxyx . 
Продиференціюємо:   
λ+++−=
∂
∂ 8044 yx
x
L
, λ++−=
∂
∂ 4044 yx
y
L
. 
Запишемо систему рівнянь для визначення стаціонарних точок 
функції Лагранжа і розв’яжемо її методом вилучення:  





=−+
=λ++−
=λ+++−
;075
;04044
;08044
yx
yx
yx
    
;06080)75(44
;75
;60;04080
=++−+−
−=
=λ=λ++λ+
xx
xy   
0152075 =++−+− xx ;    1102 =x ;  55=x ;   205575 =−=y .    
Отже, )60;20;55(0P  – стаціонарна точка функції Лагранжа. 
Відповідно )20;55(0M  – точка можливого умовного екстремуму. 
З’ясуємо наявність і характер екстремуму в цій точці за допомогою 
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визначника H :  
;4;4;4;1;1
2
2
2
2
2
=
∂∂
∂
−=
∂
∂
−=
∂
∂
=
∂
ϕ∂
=
∂
ϕ∂
yx
L
y
L
x
L
yx
  
164444
441
441
110
=+++=
−
−=H .    
Оскільки 016
0
>=PH , то )20;55(0M  є точкою умовного 
максимуму функції:   
−⋅⋅+⋅−=Π=Π 20554552)20,55( 2max   
                                       275020405580202 2 =⋅+⋅+⋅− .   ■  
 
2.4.5. Метод  найменших  квадратів  
Нехай за результатами експериментальних досліджень треба 
визначити модель )(xFy =  залежності )(xfy =  змінної величини 
y  (залежна змінна) від змінної величини x  (незалежна змінна). 
Проведено n  випробувань та одержано  n  пар відповідних  значень  
(з деякими похибками) цих змінних x  і y :    
n
n
yyyy
xxxx
...
...
21
21
.  
З теоретичних міркувань чи за характером розташування на 
координатній площині Oxy  експериментальних точок ),( ii yx , 
ni ,1=  встановлюють вигляд функції )(xFy =  (вибір структури 
моделі – структурна ідентифікація). Нехай розміщення експери-
ментальних точок нагадує пряму (рис. 66). Тоді природно шукану 
залежність вважати лінійною функцією  bkxxFy +== )( .  
При вибраному вигляді шуканої функції залишається знайти 
всі невідомі коефіцієнти (параметри) k , b  так, щоб ця модель у 
деякому розумінні найкраще описувала розглядуваний процес (ви-
бір значень параметрів моделі – параметрична ідентифікація).  
Найпоширенішим способом оцінювання параметрів є метод 
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найменших квадратів  (МНК).  
 
 
Відхиленням (нев’язкою) is  залежної змінної y , в точці ix  
називають різницю )( bkxys iii +−=  між експериментальним зна-
ченням iy  залежної змінної та її значенням bkxy imi += , обчис-
леним за вибраною моделлю.  Сума квадратів усіх відхилень   
 
∑∑
==
−−==
n
i ii
n
i i bkxyss 1
2
1
2 )(
   
є функцією параметрів моделі  ),( bkss = , оскільки ii yx ,  ( ni ,1= ) 
– відомі числа.  
Згідно з МНК значення параметрів моделі знаходяться з умо-
ви мінімуму суми квадратів нев’язок.  
Можна показати, що квадратична функція ),( bkss =  має 
єдиний мінімум ),( 00 bk . Тому для його знаходження досить ско-
ристатися тільки необхідними умовами екстремуму:  



=∂∂
=∂∂
;0
;0
bs
ks
                  




=−+
=−+
∑
∑
=
=
;0)(2
;0)(2
1
1
n
i ii
n
i iii
ybkx
ybkxx
  
( ) ( )
( )



=+
=+
∑∑
∑∑∑
==
===
.
;
11
111
2
n
i i
n
i i
n
i ii
n
i i
n
i i
ybnkx
yxbxkx
        
Остання система називається нормальною системою методу 
найменших квадратів. Розв’язуючи цю систему, знаходимо шукані 
y  
x  
iii ybkxs −+=  
O  
bkxyl +=:
),( iii yxM  
Рис. 66 
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оптимальні значення ),( 00 bk  параметрів моделі.  
Формула 00 bxky +=  зі знайденими оптимальними значен-
нями параметрів є рівнянням регресії. Лінію, що визначається цим 
рівнянням, називають лінією регресії.  
Зауваження. При формуванні критерію ),( bkss =  якості мо-
делі за методом найменших квадратів припускається, що похибками 
значень незалежної змінної можна знехтувати.  
Приклад. Користуючись методом найменших квадратів, зна-
йти оптимальні значення параметрів 0k  і 0b  лінійної регресії 
00 bxky +=  за даними результатами n  вимірювань  
 
8=n .  
 
 
Побудувати в одній системі координат Oxy  експериментальні 
точки ),( ii yx , ni ,1=  і лінію регресії 00 bxky += .  
Вказівка. Обчислення проводити з точністю до двох десятко-
вих знаків після коми.  
□  Для складання нормальної системи методу МНК поперед-
ньо обчислимо її коефіцієнти та праві частини:  
21 =∑ =
n
i ix ;  2181
2
=∑
=
n
i ix ;  1,1131 =∑ =
n
i ii yx ;  7,91 =∑ =
n
i iy .  
Нормальна система має вигляд:    



=+
=+
.7,982
;1,1132218
bk
bk
  
Розв’яжемо цю систему за методом Крамера:  
1740
82
2218
==∆ ;  4,885
87,9
21,113
1 ==∆ ;  ==∆ 7,92
1,113218
2   
4,1888= ;  51,010 =∆∆=k ;  09,120 =∆∆=b .  
Отже, шукане рівняння регресії  09,151,0 += xy .  (Рисунок 
до задачі зробіть самостійно).  ■   
 
x  -7 -5 -4 -1 1 3 6 9  
y  
-2,4 -1,3 -1,2 0,7 1,4 2,8 3,8 5,9  
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2.5. Числові  ряди  
Ряди є основним обчислювальним засобом. Зокрема, у кальку-
ляторах при обчисленні значень функцій використовуються ряди.  
В економічних дослідженнях для опису динаміки процесів 
широко використовують числові послідовності і відповідні числові 
ряди, що відповідають бігу часу – часові послідовності та ряди (ря-
ди динаміки). Моделі, в яких застосовуються ряди динаміки, мо-
жуть будуватися як на основі окремого ізольованого динамічного 
ряду (наприклад, за даними про чисельність зайнятих на виробниц-
тві синтезується модель динаміки чисельності зайнятих), так і на 
базі системи взаємозв’язаних часових рядів (один з рядів відповідає 
залежній величині, а інші – окремим факторам, що на нього впли-
вають: наприклад, , складається модель прибутку як функція обсягів 
реалізації товару, чисельності працівників, фондоозброєності і т.п.) 
 
2.5.1. Числові  ряди.  Основні  поняття.  
   Необхідна  ознака  збіжності  
Нехай ...,...,,, 21 nuuu  – нескінченна числова послідовність.  
Нескінченна сума   ∑
∞
=
=++++ 121 ...... n nn uuuu   називається 
числовим рядом, а її доданки  ...,...,,, 21 nuuu  – відповідними (за 
номером) членами ряду, причому n -й член nu  також має назву за-
гального члена.  
Скінченна сума ∑
=
=+++=
n
k knn uuuuS 121 ...  всіх перших 
членів ряду до nu  включно називається n -ю частковою сумою ря-
ду ( ...,2,1=n ).   
Ряд називається збіжним, якщо існує скінченна границя при 
∞→n  послідовності ...,...,,, 21 nSSS  його часткових сум: 
SSn
n
=
∞→
lim . При цьому число S  називають сумою ряду і пишуть  
Su
n n
=∑
∞
=1 . Якщо вказана границя нескінченна чи взагалі не іс-
нує, то ряд називається розбіжним.  
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Ряд ......21 ++++ +++ knnn uuu , який утворюється з початко-
вого ряду  ......21 ++++ nuuu   відкиданням перших n  членів нази-
вається n -м залишком ряду ( ...,2,1=n ).  
Розглянемо геометричний ряд (ряд геометричної прогресії)   
∑
∞
=
−−
=+++++ 1
112
......
n
nn aqaqaqaqa
 
з першим членом 0≠a  і знаменником q .  
Ряд геометричної прогресії збігається при 1|| <q   і розбіга-
ється при 1|| ≥q .   
Під час розгляду числових рядів розв’язують дві основні зада-
чі:  1) дослідити ряд на збіжність;  2) знайти суму збіжного ряду.  
Приклад 1. Користуючись означенням, дослідити ряд на збіж-
ність. Для збіжного ряду вказати його суму:  
а) ∑
∞
=
−
2
)/11ln(
n
n ;             б) ∑
∞
=
+−1 )45)(15(
1
n nn
.   
□  а) Перетворимо загальний член ряду   
( ) nnnnnun ln)1ln(/)1(ln)/11ln( −−=−=−= .  
Тоді часткову суму nS  можна подати у замкненій формі  
nnnnSn lnln1lnln)1ln(...3ln2ln2ln1ln =−=−−++−+−= ,  
вигляд якої не залежить від числа n . Тоді  
+∞==
∞→∞→
nS
n
n
n
lnlimlim .  
Отже, ряд розбігається.  
б) Розкладемо загальний член ряду на найпростіші дроби:  
=
+
+
−
=
+−
=
4515)45)(15(
1
n
B
n
A
nn
un   
=



−=
=
=−
=
−=
=
=−++=
5/1
;5/1
;15
;15
:5/4
:5/1
;1)15()45(
B
A
B
A
n
n
nBnA     
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





+
−
−
=
+
−
+
−
=
45
1
15
1
5
1
45
5/1
15
5/1
nnnn
.  
Тоді часткову суму nS  можна подати у замкненій формі, де 
кількість доданків не залежить від числа n :    



+
−
−
−
++−+−+−=
15
1
65
1
...
19
1
14
1
14
1
9
1
9
1
4
1
5
1
nn
Sn   






+
−=


+
−
−
+
45
1
4
1
5
1
45
1
15
1
nnn
.   
Знайдемо границю: 
20
1
4
1
5
1
45
1
4
1
5
1limlim =⋅=





+
−=
∞→∞→ n
S
n
n
n
.  
Отже, ряд збігається і його сума  20/1=S .      ■  
 
Властивості числових рядів:   
1) Збіжність або розбіжність ряду не порушиться, якщо змі-
нити, відкинути чи добавити скінченне число членів. (Для збіжного 
ряду значення суми при цьому, в загальному випадку, змінюється).  
Зокрема,  ряд і будь-який його залишок збігаються чи розбі-
гаються одночасно.  
2) Для збіжного ряду Su
n n
=∑
∞
=1  його n -й залишок 
nk kn Ru =∑
∞
= +1  служить похибкою наближення nSS ≈  суми ряду 
S  його n -ю частковою сумою nS . При цьому  0lim =
∞→
n
n
R .  
3) Якщо члени ряду помножити на один і той самий відмінний 
від нуля сталий множник 0≠= constC , то його збіжність не по-
рушиться. У випадку збіжного ряду його сума буде помножена на 
C : 
∑∑
∞
=
∞
=
= 11 n nn n uCCu ; 
4) Два збіжні ряди  ∑ ∞
=
=+++++ 1321 ...... n nn uuuuu   і 
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∑
∞
=
=+++++ 1321 ...... n nn vvvvv   можна почленно додавати і 
віднімати. Одержані ряди також збігаються і при цьому:   
∑∑∑
∞
=
∞
=
∞
=
+=+++++=+ 11111 ...)(...)()( n nn nnnn nn vuvuvuvu ;  
∑∑∑
∞
=
∞
=
∞
=
−=+−++−=− 11111 ...)(...)()( n nn nnnn nn vuvuvuvu .  
5) Сума (різниця) збіжного і розбіжного рядів є розбіжним 
рядом.  
6) Якщо ряд ∑ ∞
=1n nu  збігається, то довільний ряд, отрима-
ний з даного групуванням його членів, що не змінює порядку їх роз-
ташування, також збігається і має ту саму суму.  
Зауваження 1. Про суму (різницю) розбіжних рядів нічого пев-
ного стверджувати не можна:  результуючий ряд може як збігатися, 
так і розбігатися.  
На практиці часто досить знати лише відповідь на принципове 
питання про збіжність ряду. Для цього використовуються ознаки 
збіжності, що ґрунтуються на властивостях загального члена ряду.  
Теорема (необхідна ознака збіжності). Якщо ряд збігається, 
то його загальний член nu  прямує до нуля при ∞→n : 0lim =
∞→
n
n
u .   
□  Нехай ряд ∑
∞
=1n nu  збігається, тобто SSnn =∞→lim , де S  – 
сума ряду (стала величина). Тоді SSn
n
=
−
∞→
1lim , бо при ∞→n  і 
∞→−1n . Віднімаючи з першої рівності другу, дістанемо:  
0limlim 1 =− −
∞→∞→
n
n
n
n
SS    або   0)(lim 1 =− −
∞→
nn
n
SS .  
Але  nnn uSS =− −1 . Отже,  0lim =
∞→
n
n
u .   ■   
Зауваження 2. Розглянута ознака є тільки необхідною, але не є 
достатньою. Тобто, з того що загальний член nu  при ∞→n  пря-
мує до нуля, ще не випливає, що ряд збігається.   
Наслідок (достатня ознака розбіжності).  Якщо  границя  
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загального члена nu  при ∞→n  відмінна від нуля, тобто 
0lim ≠
∞→
n
n
u
 ,  то ряд розбігається.  
Приклад 2. Дослідити ряд  ∑
∞
=
+1 83n n
n
  на збіжність.  
□  Знайдемо границю n -го члена nu  при ∞→n :   
0
3
1
/83
1lim
83
limlim ≠=
+
=
∞
∞
=
+
=
∞→∞→∞→ nn
n
u
nn
n
n
.  
За достатньою ознакою розбіжності  ряд розбігається.    ■  
Приклад 3. Дослідити ряд  ∑
∞
=






+
+
1 3
2
n
n
n
n
  на збіжність.  
(Розв’язати самостійно. Відповідь:  0lim 1 ≠= −
∞→
eun
n
– ряд роз-
бігається.)  
 
2.5.2. Достатні ознаки збіжності знакододатних рядів  
Числовий ряд ∑
∞
=
=+++++ 1321 ...... n nn uuuuu  називається 
знакододатним, якщо всі його члени – невід’ємні числа:   
0≥nu ,   ...,2,1=n .  
Послідовність часткових сум знакододатного ряду є зростаю-
чою. Згадуючи, що обмежена монотонна змінна має границю, діста-
ємо необхідну і достатню умову збіжності знакододатного ряду:  
знакододатний ряд збігається, якщо послідовність його час-
ткових сум обмежена зверху, і розбігається в противному разі. 
Зауваження. При вивченні знакосталих рядів можна обмежи-
тися розглядом тільки знакододатних, оскільки з них множенням на 
–1 одержуються ряди з недодатними  членами.  
Далі розглянемо найпоширеніші достатні ознаки збіжності та-
ких рядів.  
Інтегральна ознака Коші. Ця ознака ґрунтується на порівнянні 
числового ряду з невласним інтегралом.  
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Теорема 1 (інтегральна ознака Коші). Якщо члени знакодо-
датного ряду ∑
∞
=1n nu , 0≥nu ,   ...,2,1=n  утворюють спадну по-
слідовність ( nn uu ≤+1 , ...,2,1=n ) і на проміжку [ ]+∞;1  існує спад-
на неперервна невід’ємна функція )(xf  така, що при натуральних 
значеннях аргументу співпадає з членами ряду ( nunf =)( , 
...,2,1=n ), тоді вказаний ряд і невласний інтеграл ∫
∞+
1
)( dxxf  
ведуть себе однаково:  збігаються чи розбігаються одночасно.  
□  Зобразимо даний ряд  ∑
∞
=1n nu  геометрично точками на ко-
ординатній площині Oxy , відкладаючи на осі Ox  номери 1, 2 , ..., 
n , ..., а на осі Oy  – відповідні 
значення його членів  
)1(1 fu = , )2(2 fu = , …, 
)(nfun = , … (рис. 67). 
Побудуємо на цьому рису-
нку також графік указаної фун-
кції )(xf . Площа відповідної 
криволінійної трапеції, що спира-
ється на відрізок ];1[ n , дорівнює 
   Рис. 67                                      визначеному інтегралу  
∫=
n
n dxxfI 1 )( . 
Впишемо в цю трапецію і опишемо навколо неї ступінчасті фігу-
ри, утворені з прямокутників, основами яких є проміжки ]2;1[ , ]3;2[ , а 
висоти дорівнюють  1u , 2u , …, nu .  
Порівнюючи площі цих об’єктів, дістанемо:  
12132 ...... −+++<<+++ nnп uuuIиии     
або  nnnn uSIuS −<<− 1 , де  nn uuuS +++= ...21  – часткова сума 
ряду. Звідси nn IuS +< 1  і nnn IuS +> . Нехай інтеграл ∫
∞+
1
)( dxxf  
є збіжним. Його значення n
n
II
∞→
= lim . Тоді   IuSn +< 1  
)(xfy =
y
x1 2 1−n nO 3 ...
u
1 
u
2 
u
3 
u
n
-
1 
u
n
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Отже, зростаюча послідовність часткових сум nS  обмежена 
зверху і тому має границю. Тобто, ряд ∑
∞
=1n nu  збігається.  
Нехай тепер інтеграл  ∫
∞+
1
)( dxxf  є розбіжним. У даному ви-
падку це означає, що +∞=
∞→
n
n
Ilim . Тоді, переходячи до нерівності 
nnn IuS +>  до границі при ∞→n , отримаємо  +∞=
∞→
n
n
Slim .  
Отже, послідовність часткових сум nS  необмежена і має не-
скінченну границю. Тобто, ряд ∑
∞
=1n nu  розбігається.    ■  
Зауваження 1. Інтегральна ознака справедлива, коли послідов-
ність членів ряду задовольняє відповідним умовам, починаючи хоча 
б з деякого номеру.   
Зауваження 2. На практиці функцію )(xf  отримують за до-
помогою заміни у виразі загального члена nu  ряду дискретної змін-
ної n  на неперервну х .   
З наведеного доведення випливає  
наслідок. Для суми S  і n -го залишку nR  збіжного знакодо-
датного ряду ∑
∞
=1n nu  справедливі оцінки:   
∫∫
∞+∞+
+<<
111
)()( dxxfuSdxxf ;  ∫
∞+
<
nn
dxxfR )( ,   
остання з яких дозволяє визначити, скільки потрібно взяти перших  
n  членів, щоб при заміні суми S  ряду частковою сумою nS  отри-
мати задану похибку.  
Приклад 1. За  допомогою  інтегральної  ознаки  дослідити  на  
збіжність узагальнений гармонічний ряд  ∑
∞
=1 /1n
pn .  
□  Вважатимемо pxxf /1)( = . Ця функція задовольняє умо-
вам інтегральної ознаки. Розглянемо невласний інтеграл  
∫
∞+
1
)/1( dxx p .   
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При 1=p  маємо гармонічний ряд  ∑
∞
=1 /1n n . Для нього 
+∞==
∞→
∞+
∫
N
N
xdxx 11 ||lnlim)/1( .  Інтеграл і ряд розбіжні. Нехай 
1≠p . Тоді  








−
−
−
=
+−
=
−
∞→
+−
∞→
∞+
∫ pp
N
p
x
x
dx p
N
Np
Np 1
1
1
lim
1
lim
1
1
1
1
.   
Коли 1>p , то )1/(1)/1(
1
−=∫
∞+
рdxx p . Інтеграл і ряд збіж-
ні. Коли 1<p , то +∞=∫
∞+
1
)/1( dxx p . Інтеграл і ряд розбіжні.  
Остаточно маємо:  
узагальнений гармонічний ряд  ∑
∞
=1 /1n
pn  збігається при 
1>p   і розбігається при 1≤p .   ■  
Приклад 2. За допомогою інтегральної ознаки Коші дослідити 
на збіжність дані знакододатні ряди: 
а) ∑
∞
=4
3ln
1
n nn
;    б) ∑
∞
= −−1 3 )25ln()25(
1
n nn
;    в) ∑
∞
=
−
1n
nen .    
□  а) Розглянемо функцію )ln(1)( 3 xxxf = , що приймає до-
датні значення, неперервна і монотонно спадає на інтервалі 
);4[ ∞+ , причому nunf =)( . Дослідимо невласний інтеграл:  
∫∫∫∫ ====
+∞→
+∞
+∞→
+∞ NN
NN x
xd
xx
dx
xx
dxdxxf
2
3
2
3
2
3
2 ln
lnlim
ln
lim
ln
)(  
=−=
−
==
+∞→
−
+∞→
−
+∞→
∫
N
N
N
x
N
N
N x
x
xxd
2
2
2
2
3
ln
1lim
2
1
2
lnlim)(lnlnlim  
( ) ∞≠=−−=
+∞→
)2ln2(12ln1ln1lim)2/1( 222 N
N
. 
Отже, цей невласний інтеграл збігається, а тому заданий ряд 
теж збігається.  
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б) Введемо функцію 
3 )25ln()25(
1)(
−−
=
xxx
xf , що при-
ймає додатні значення, неперервна і монотонно спадає на інтервалі 
);1[ ∞+ , причому nunf =)( . Розглянемо невласний інтеграл:   
∫∫∫ =
−−
=
−−
=
+∞
+∞→
+∞ N
N xx
dx
xx
dxdxxf
1
3
1
3
1 )25ln()25(
lim)25ln()25()(   
==
−==
−=−=
∫
−
−
+∞→
)25ln(
3ln
3/1
21
lim
5
1
)25ln(;3ln
)25/(5;)25ln( N
N
duu
Nuu
xdxduxu
  
+∞=−−==
∞+→
−
+∞→
)3ln)25((lnlim
10
3
3/2
lim
5
1 3/23/2
)25ln(
3ln
3/2
Nu
N
N
N
.  
Оскільки цей невласний інтеграл розбігається, то даний ряд 
теж розбігається. 
в) (Розв’язати самостійно).  ■  
Ознаки порівняння.  
Під час застосування ознак порівняння ряд ∑
∞
=1n nu , що до-
сліджується на збіжність, порівнюється з еталонним рядом 
∑
∞
=1n nv , про який відомо збігається він чи розбігається.  
За еталонні ряди часто приймають нижче наведені узагальне-
ний гармонічний або геометричний ряди:   
а) узагальнений гармонічний ряд ∑ ∞
=1 1n
pn , що збігається, 
коли 1>p , і розбігається при 1≤p ;  
б) геометричний ряд (ряд геометричної прогресії) ∑ ∞
=1n
naq , 
що збігається при 1<q  і розбігається при 1≥q .  
Теорема 2 (перша (основна) ознака порівняння).  
а) Нехай маємо збіжний еталонний ряд ∑ ∞
=1n nv , при цьому 
nn vu ≤ , ...,2,1=n . Тоді ряд ∑
∞
=1n nu  теж збігається.   
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(Якщо nn vu > , то жодних висновків робити не можна).  
б) Нехай маємо розбіжний еталонний ряд ∑ ∞
=1n nv , при цьому 
nn vu ≥ , ...,2,1=n . Тоді ряд ∑
∞
=1n nu  теж розбігається.  
(Якщо nn vu < , то ніяких висновків робити не можна).  
Таким чином, з розбіжним рядом порівнюємо «у бік більше»; 
а зі збіжним рядом – «у бік менше». 
□  Нехай nS  і nσ  відповідні n -і часткові суми рядів ∑
∞
=1n nu  
і ∑
∞
=1n nv .  
а) З нерівності  nn vu ≤  випливає, що nnS σ≤ . Оскільки «біль-
ший» знакододатний ряд ∑
∞
=1n nv  збігається, то існує границя його 
часткових сум  σ=σ
∞→
n
n
lim , при цьому  σ≤σn . Тоді σ≤nS . Тоб-
то, часткові суми nS  обмежені.  
З того, що послідовність nS  зростаюча і обмежена, випливає 
існування скінченної границі  SSn
n
=
∞→
lim , при цьому  σ≤S . Отже, 
«менший» ряд ∑
∞
=1n nu  теж збіжний.  
б) З нерівності  nn vu ≥  випливає, що nnS σ≥ . Оскільки «мен-
ший» знакододатний ряд ∑
∞
=1n nv  розбігається, то +∞=σ
∞→
n
n
lim . 
Тоді +∞=σ≥
∞→∞→
n
n
n
n
S limlim . Отже, «більший» ряд теж розбіжний. ■   
Зауваження 3. Основна ознака порівняння виконується, коли 
члени рядів задовольняють відповідні нерівності, починаючи хоча б 
з деякого номера.   
Наслідок. Якщо всі члени збіжного знакододатного ряду 
∑
∞
=1n nu  не перевищують відповідних членів іншого знакододатно-
го ряду ∑
∞
=1n nv , тобто nn vu ≤ , ...,2,1=n , тоді n -й залишок 
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першого ряду ∑
∞
+=
= 1
)(
nk k
u
n uR  не перевищує n -го залишку 
∑
∞
+=
= 1
)(
nk k
v
n vR  другого:  
)(
11
)( v
nnk knk k
u
n RvuR =≤= ∑∑
∞
+=
∞
+=
.  
Приклад 3. За допомогою основної ознаки порівняння дослі-
дити на збіжність дані знакододатні ряди: 
а) ∑
∞
=1 )3(ln5
1
n
n n
;   б) ∑
∞
= −−3
2
3
12n nn
n
;   в) ∑
∞
=1
1
n
n
n
.    
□  а) Застосуємо основну ознаку порівняння з “більшим” збіж-
ним рядом геометричної прогресії ∑∑∑
∞
=
∞
=
∞
=
==
11
1 )5/1(5
1
n
n
n
nn n
v  зі 
знаменником 15/1 <=q :  
n
nnn
n vnu ==<= )5/1(5/1))3(ln5/(1 , ...,2,1=n .  
Оскільки nn vu ≤ , то «менший» ряд ∑∑
∞
=
∞
=
=
1
1 )3(ln5
1
n
nn n n
u  
також збігається.  
б) Оскільки nn v
nn
n
nn
n
u ==≥
−−
=
1
12 2
3
2
3
 при всіх 3≥n  
і «менший» ряд ∑∑
∞
=
∞
=
= 1
2/1
1 1nn n nv  є розбіжним узагальненим 
гармонічним рядом з 12/1 ≤=p , то за основною ознакою порів-
няння «більший» ряд ∑∑
∞
=
∞
=
−−
=
3
2
3
1 12nn
n
nn
n
u  також розбігається.  
в) Оскільки при 2≥n  справджується нерівність ≤= nn nu /1  
n
n v=≤ 2/1  і «більший» ряд ∑∑
∞
=
∞
=
= 11 2/1n
n
n n
v  є збіжним гео-
метричним рядом з 12/1 <=q , то за основною ознакою порівняння 
«менший» ряд  ∑∑
∞
=
∞
=
= 11 /1n
n
n n
nu   теж збігається.   ■  
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Теорема 3 (друга (гранична) ознака порівняння).  Якщо  існує  
скінченна, відмінна від нуля границя c
v
u
n
n
n
=
∞→
lim , ( +∞<< c0 )  від- 
ношення загальних членів двох знакододатних рядів ∑
∞
=1n nu  і 
∑
∞
=1n nv , то обидва  ряди поводять себе однаково щодо збіжнос-
ті: одночасно збігаються чи розбігаються.  
□  Оскільки існує границя c
v
u
n
n
n
=
∞→
lim , то для довільного 
0>ε  можна знайти такий номер N , що для всіх Nn ≥  буде вико-
нуватися нерівність  ε<− |/| cvu nn . Звідки  ε+<<ε− cvuc nn / .  
Нехай ряд  ∑
∞
=1n nv  збігається. З нерівності  ε+< cvu nn /  
маємо  nn vcu )( ε+< , Nn ≥ . Оскільки ряд  ∑ ∞=1n nv  збігається, то 
ряд  ∑
∞
=
ε+1 )(n nvc  також збігається. Звідси за основною ознакою 
порівняння випливає збіжність «меншого» ряду ∑
∞
=1n nu .  
Нехай ряд  ∑
∞
=1n nv  розбігається. З нерівності  ε−> cvu nn /  
маємо  nn vcu )( ε−> , Nn ≥ . З розбіжності ряду  ∑ ∞=1n nv  випли-
ває розбіжність ряду  ∑
∞
=
ε−1 )(n nvc . Тоді згідно з основною озна-
кою порівняння «більший» ряд  ∑
∞
=1n nu  також розбігається.   ■  
Зауваження 4. Існування вказаної границі говорить про те, що 
загальні члени nu  і nv  цих рядів при ∞→n  є нескінченно малими 
одного порядку  )(* nn vOu =  (зокрема, можуть бути еквівалентни-
ми nn vu ~ ). Таким чином, для порівняння треба підбирати ета-
лонний ряд ∑
∞
=1n nv , загальний член якого nv  є нескінченно малою 
того ж порядку, що і загальний член nu  ряду ∑
∞
=1n nu , який до-
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сліджується.  
Приклад 4. За допомогою граничної ознаки порівняння дослі-
дити на збіжність дані знакододатні ряди: 
а) ( )∑
∞
=
+
1
/41ln
n
n ;    б) ∑
∞
= +−
+
1
24
3 5
36
4
n nn
n
;    в) ∑
∞
= +1
32 8
51
n n
n
arctg
n
.    
□  а) Відомо, що αα+ ~)1ln(  при 0→α . Звідси при ∞→n   
маємо:   0/4 →n ;   ( ) )/1(/4~/41ln * nOnn =+ . Тому для даного 
ряду застосуємо граничну ознаку порівняння з гармонічним рядом 
∑
∞
=1 /1n n , що розбігається:  
( )nun /41ln += , nvn /1= ;    ( ) =+=
∞→∞→ n
n
v
u
n
n
n
n /1
/41lnlimlim    
( )
=∞→→=α==
+
=
∞→
n при n
n
n
n
0/4
0
0
/1
/41lnlim4    
),0(4)1ln(lim4
0
∞≠≠=
α
α+
=
→α
.   Ряд ( )∑
∞
=
+
1
/41ln
n
n  розбігається.  
б) Оскільки )/1(1
6
1
6
~
36
4 3/7*
3/74
3 5
24
3 5
nO
nn
n
nn
n
un =⋅=
+−
+
= , 
то застосуємо граничну ознаку порівняння з узагальненим гармо-
нічним рядом ∑∑
∞
=
∞
=
= 1
3/7
1 /1nn n nv , 13/7 >=p , що збігається:  
=
+−
+
=
∞
∞
=
+−
+
=
∞→∞→∞→ 42
3/5
24
3/53/7
/3/16
/41lim
36
)4(limlim
nn
n
nn
nn
v
u
nn
n
n
n
 
),0(6/1 ∞≠≠= .   Даний ряд теж збігається.  
в) (Розв’язати самостійно).  ■  
Зауваження 5. Застосування ознак порівняння часто викликає 
труднощі, пов’язані з необхідністю підбирати еталонний ряд. Тож, 
нижче наведені більш зручні для користування ознаки, де фігурує 
тільки ряд, що досліджується.  
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Ознака Даламбера.  
Теорема 4  (ознака Даламбера).   Якщо   для   знакододатного  
ряду ∑
∞
=1n nu  існує границя lu
u
n
n
n
=
+
∞→
1lim
 відношення наступного 
члена до попереднього, то  
а) при 1<l  ряд збігається;  б) при 1>l  ряд розбігається;  
в) при 1=l  не можна зробити висновок, збігається ряд чи ро-
збігається.  
□  а) Нехай 1<l . Візьмемо число q , що задовольняє нерівно-
сті 1<< ql . Для відношення nn uu /1+  з означення границі випли-
ває, що існує такий номер N , що для всіх Nn ≥  буде виконувати-
ся умова  quu nn <+ /1 . Таким чином, для Nn ≥  маємо:  
NN quu <+1 ,      NNN uqquu
2
12 << ++ ,  
NNNN uquqquu
3
1
2
23 <<< +++ , … .  
Розглянемо два ряди  ...... 211 +++++++ ++ NNN32 uuuuuu  
і ...32 ++++ NNNN uquqquu , де другий збігається як геометрич-
ний ряд зі знаменником 1<q .  
Члени першого ряду не перевищують відповідних членів дру-
гого ряду. Тому за основною ознакою порівняння перший ряд теж 
збігається. 
б) Нехай 1>l . Тоді для відношення nn uu /1+  з означення гра-
ниці випливає, що існує такий номер N , що для всіх Nn ≥  буде 
виконуватися нерівність  1/1 >+ nn uu . Звідси  nn uu >+1  для всіх 
Nn ≥ . Це означає, що члени ряду зростають, починаючи з номера 
1+N . Тому загальний член ряду не прямує до нуля 0lim ≠
∞→
n
n
u . За 
достатньою ознакою розбіжності даний ряд розбігається.    ■   
Якщо +∞=l , то ряд також розбігається, оскільки існує такий 
номер N , що для всіх Nn ≥  буде виконуватися нерівність  
1/1 >+ nn uu . Звідки  0lim ≠
∞→
n
n
u .   ■  
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Зауваження 6. На практиці при дослідженні на збіжність най-
частіше використовується саме ознака Даламбера. Щоб не натра-
пити на випадок невизначеності 1=l , її застосовують до таких 
рядів, загальний член яких містить у своєму складі факторіал і/або 
показникову функцію від n .  
Приклад 5. За допомогою ознаки Даламбера дослідити на збі-
жність дані знакододатні ряди:  
а) ∑
∞
= ⋅
−
1 3 22 10
47
n
nn
n
;   б) ∑
∞
= +
−
1
2 2
)!1(
n nn
n
.    
□  а) До складу загального члена входить показникова функція 
n)3/2(10 . Тому застосуємо достатню ознаку Даламбера:  
3 23/2)3/2(3 2)1)(3/2(1 )1(10
37
)1(10
4)1(7
+
+
=
+
−+
=
+++
n
n
n
n
u
nn
n ;  
×
−
+
=
−+
+
=
∞→+∞→
+
∞→ 47
37lim
10
1
)47()1(10
10)37(limlim 3/23 23/2)3/2(
3 2)3/2(
1
n
n
nn
nn
u
u
nn
n
n
n
n
n
   
=
+
⋅
−
+
=
+
×
∞→∞→
−
∞→
3 2
3/23
2
2
)/11(
1lim
/47
/37lim10)1(lim nn
n
n
n
nnn
  
1101110 3/233/2 <=⋅⋅= −− .      Ряд збігається. 
б) Загальний член цього ряду )2()!1( 2 nnnun +−=  містить 
факторіал )!3( +n , тому застосуємо ознаку Даламбера: 
34
)!1(
34
!
)1(2)1(
)!11(
2221 ++
−
=
++
=
+++
−+
=+
nn
nn
nn
n
nn
n
un ;  
=
∞
∞
=
++
+
=
−++
+−
=
∞→∞→
+
∞→ 34
2lim)!1)(34(
)2()!1(limlim 2
23
2
2
1
nn
nn
nnn
nnnn
u
u
nn
n
n
n
  
1
0
1
/3/4/1
/21lim 32 >+∞==++
+
=
∞→ nnn
n
n
.  Ряд розбігається.  ■  
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Радикальна ознака Коші.  
Теорема 5 (радикальна ознака Коші). Якщо  для  знакододат- 
ного ряду ∑
∞
=1n nu  існує границя lun nn =∞→lim , то  
а) при 1<l  ряд збігається;  б) при 1>l  ряд розбігається;  
в) при 1=l  не можна зробити висновок щодо збіжності чи 
розбіжності ряду.  
Ця ознака базується, як і ознака Даламбера, на порівнянні да-
ного числового ряду з відповідним узагальненим геометричним ря-
дом. Доведення аналогічне.  
Зауваження 7. Радикальну ознаку зручно застосовувати, коли 
загальний член ряду має в своєму складі показникові функції від n , з 
яких досить просто добувається корінь n -го степеня.   
Приклад 6. За допомогою радикальної ознаки Коші дослідити 
на збіжність задані знакододатні ряди:  
а) ( )∑ ∞
=
+1
32 )1(sin
n
n nn ;     б) ( )∑ ∞
=
+1
42 )1/(ln
n
n nn .  
□  а) Загальний член ряду є степенем з показником n  виразу ( ))1(sin 32 +nn , тому застосуємо радикальну ознаку Коші: 
( ) ( )=+=+=
∞→∞→∞→
)1(sinlim)1(sinlimlim 3232 nnnnu
n
n n
n
n
n
n
  
( ) 100sin)/11()/1(sinlim 3 <==+=
∞→
nn
n
.     Ряд збігається. 
б) Загальний член ряду є степенем з показником  n2  виразу ( ))1/(ln 4 +nn , тому застосуємо радикальну ознаку Коші: 
=
+
=
+
=
+
=
∞→∞→∞→∞→ 43
2
4
2
4
2
/1/1
1limln
1
lnlim
1
lnlimlim
nnn
n
n
n
u
nn
n n
n
n
n
n
  
1)ln()0/1ln( >+∞=+∞=+∞=+= .   Ряд розбігається.  ■  
Зауваження 8. У випадку невизначеності 1=l , радикальна оз-
нака, як і «рівносильна» їй ознака Даламбера, відповіді не дає. По-
трібні додаткові дослідження на основі інших більш «сильних» оз-
нак, до яких відносяться всі наведені вище.  
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2.5.3. Знакозмінні ряди. Знакопочергові ряди.  
Ознака Лейбниця. Абсолютна й умовна збіжність  
Числовий ряд ∑
∞
=1n nu , що містить нескінченну кількість 
членів обох знаків + і -, називається знакозмінним.  
Знакозмінний ряд, два довільні сусідні члени якого мають різ-
ні знаки, називається знакопочерговим або рядом Лейбниця. Його 
вигляд  
...)1(...)1( 121
1
1
1
+−++−=−= +
∞
=
+
∞
=
∑∑ n
n
n
n
n
n
n aaaau , де 0|| ≥= nn ua .  
Теорема 1 (достатня ознака Лейбниця). Якщо для знакопо-
чергового ряду ∑∑
∞
=
+∞
=
−= 1
1
1 )1(n nnn n au , 0≥na   виконуються 
дві умови:   
1) ......21 >>>> naaa ;  2) 0lim =
∞→
n
n
a , тобто послідовність, 
складена з модулів членів ряду, є монотонно спадною і прямує до 
нуля, тоді цей ряд є збіжним, при цьому його сума S  додатна і не 
перевищує модуля першого члена:  10 aS ≤< .  
□  Розглянемо часткову суму з парним числом членів: 
=−++−+−=
− nпn aaaaaaS 21243212 ...    
)(...)()( 2124321 nп aaaaaa −++−+−= − . 
Кожна різниця в дужках додатна, оскільки 1+> nп aa . Тому 
02 >nS  і послідовність { }nS2  – зростаюча.  
Крім того,  
121222543212 )(...)()( aaaaaaaaaS nnпn <−−−−−−−−= −− ,  
оскільки кожна дужка знову-таки додатна. Тобто послідовність 
{ }nS2  обмежена зверху.  
Отже, послідовність { }nS2  монотонно зростає і обмежена, то-
му має границю. Нехай  SS n
n
=
∞→
2lim , тоді  10 aS ≤< .  
Обчислимо границю сум з непарними номерами:  
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SSaSS nn
n
n
n
=+=+= +
∞→
+
∞→
0)(limlim 12212 . 
Таким чином, часткові суми як з парними, так і з непарними 
номерами мають спільну границю:  SSS n
n
n
n
== +
∞→∞→
122 limlim .  
Звідси випливає, що вся послідовність часткових сум { }nS  та-
кож має, причому ту ж саму границю:  SSn
n
=
∞→
lim , Тобто ряд збі-
гається. При цьому 10 aS ≤< .    ■  
Наслідок. Абсолютна похибка n∆   від заміни суми S  збіжно-
го знакопочергового ряду ∑∑
∞
=
+∞
=
−= 1
1
1 )1(n nnn n au  будь-якою йо-
го частковою сумою nS  не перевищує модуля першого з відкинутих 
членів. Іншими словами, модуль залишку nR  збіжного знакопочер-
гового ряду ∑
∞
=
+
−1
1)1(
n n
n a  не перевищує модуля першого з відки-
нутих членів. Тобто   1|||| +≤=−=∆ nnnn aRSS .  
Дійсно, даний залишок  ...)1()1( 2312 +−+−= ++++ nnnnn aaR  – 
це також збіжний ряд Лейбниця. Модуль суми цього ряду не пере-
вищує абсолютної величини його першого члена, тобто 1|| +≤ nn aR .  
Цей наслідок широко використовується при наближених об-
численнях. 
Зауваження 1. Ознака Лейбниця справедлива, якщо послі-
довність членів ряду є спадною хоча б з деякого номера N .  
Зауваження 2. Друга умова ознаки Лейбниця  0lim =
∞→
n
n
a , як 
розглянуто раніше, є необхідною для збіжності. Тому спочатку пе-
ревіряють саме її.  
Приклад 1. За допомогою ознаки Лейбниця дослідити на збіж-
ність дані знакопочергові ряди:  
а) ∑
∞
= −
−
1
3 14
)1(
n
n
n
n
;                    б) ∑
∞
=
−
1
2
5)1(
n
nn
n
.  
□  а) Перевіримо виконання умов ознаки Лейбниця: 
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2) 0
/14
/1lim
14
lim||lim 3
2
3 =
−
=
−
=
∞→∞→∞→ n
n
n
n
u
nn
n
n
;  
1) ||
1)1(4
1
14
|| 133 +=
−+
+
>
−
= nn u
n
n
n
n
u , ...,2,1=n  (доведіть 
самостійно, безпосередньо переконавшись, що 0|||| 1 >− +nn uu ).   
Отже, умови виконуються. Даний ряд збігається.  
б) Перевіримо виконання другої умови ознаки Лейбниця:  
∞
∞
==
∞→∞→ 2
5lim||lim
n
u
n
n
n
n
.  
Двічі скористаємося правилом Лопіталя:   
=
∞
∞
===
∞
∞
==
∞+→∞+→∞+→∞→ xxxn
x
x
x
x
x
x
n
n 2
5ln5lim
')(
')5(lim5lim5lim 222   
+∞===
∞+→∞+→ 1
5ln5lim
2
5ln
'
')5(lim
2
5ln x
x
x
x x
.  
Отже, 0||lim ≠+∞=
∞→
n
n
u . Оскільки друга умова ознаки Лейб-
ниця не виконується, то даний ряд розбігається.   ■  
Теорема 2 (достатня ознака збіжності знакозмінного ряду). 
Якщо для знакозмінного ряду ∑
∞
=1n nu  збігається ряд ∑
∞
=1 ||n nu , 
складений з модулів його членів, то даний ряд також збігається.  
□  Нехай  ∑
=
=
n
k kn uS 1  і ∑ ==
n
k k
m
n uS 1
)( ||  – часткові суми 
відповідно даного ряду і ряду з абсолютних величин його членів.  
Позначимо через )(+nS  і 
)(−
nS  суми модулів відповідно всіх 
невід’ємних і всіх від’ємних членів серед перших n  членів даного 
ряду. Тоді  )()( −+ −= nnn SSS  і 
)()()( −+ += nn
m
n SSS .  
За умовою ряд з модулів збігається, тобто існує скінченна гра-
ниця                        )()(lim mmn
n
SS =
∞→
, 0)( >mS .  
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)(+
nS  і 
)(−
nS  – додатні зростаючі величини, що менші 
)(mS . 
Отже, вони мають границі:  )()(lim ++
∞→
= SSn
n
 і  )()(lim −−
∞→
= SSn
n
. Тоді 
існує скінченна границя  
( ) )()()()()()( limlimlimlim −+−
∞→
+
∞→
−+
∞→∞→
−=−=−= SSSSSSS n
n
n
n
nn
n
n
n
.  
Таким чином, даний знакозмінний ряд збігається.    ■   
Зауваження 3. Наведена ознака є лише достатньою, але не не-
обхідною: існують збіжні знакозмінні ряди, яким відповідають роз-
біжні ряди, утворені з модулів їх членів. Наприклад, ряд 
∑
∞
=
+
−1
1 /)1(
n
n n  збіжний за ознакою Лейбниця, а ряд  ∑
∞
=1 /1n n  з 
модулів його членів, розбіжний як гармонічний ряд.  
Знакозмінний ряд ∑
∞
=1n nu  називається абсолютно збіжним, 
якщо ряд ∑
∞
=1 ||n nu , складений з модулів його членів, збігається, 
та умовно збіжним, коли сам ряд ∑
∞
=1n nu  збігається, а ряд 
∑
∞
=1 ||n nu  з модулів його членів розбігається.  
З попередньої ознаки випливає, що   довільний  абсолютно  
збіжний  ряд  є  збіжним.  
Зауваження 4. Дослідження знакозмінного ряду ∑
∞
=1n nu  на 
збіжність доцільно розпочинати з виявлення абсолютної збіжності 
як більш «сильної», застосовуючи відомі ознаки збіжності знакодо-
датних рядів до ряду з модулів ∑
∞
=1 ||n nu . Якщо ряд з модулів збі-
гається, то сам знакозмінний ряд абсолютно збіжний і дослідження 
завершене. Якщо ж ряд з модулів розбігається, то інколи можна ві-
дразу зробити висновок про розбіжність і самого знакозмінного ря-
ду (наприклад, при невиконанні необхідної ознаки збіжності). Але 
частіше далі треба провести більш «тонке» дослідження безпосере-
дньо самого знакозмінного ряду на умовну збіжність.  
Приклад 2. Дослідити на абсолютну й умовну збіжність дані 
знакозмінні ряди:  
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а) ∑
∞
=1
4
sin
n n
n
;   б) ∑
∞
=
+
−
1
1)1(
n
n
n
;   в) ∑
∞
=
+−
1
3 2)/11()1(
n
nn
n .  
□  а) До ряду з модулів членів даного ряду застосуємо основну 
ознаку порівняння:  
nn v
nn
n
n
n
u =≤== 444
1|sin|sin|| .  
Оскільки більший ряд ∑∑
∞
=
∞
=
= 1
4
1 /1nn n nv  є збіжним уза-
гальненим гармонічним рядом з 14 >=p , то менший ряд 
∑
∞
=1 ||n nu  теж збіжний. Отже, даний ряд абсолютно збіжний.   
б) Ряд з модулів членів даного ряду ∑∑ ∞
=
∞
=
= 1
2/1
1 /1|| nn n nu  
є розбіжним узагальненим гармонічним рядом з 12/1 ≤=p .  
Сам даний ряд ∑∑
∞
=
+∞
=
−= 1
2/11
1 /)1(n nn n nu  є знакопочерго-
вим. Він задовольняє обидві умови ознаки Лейбниця:  
01lim||lim ==
∞→∞→ n
u
n
n
n
;  ||
1
11|| 1+=
+
>= nn u
nn
u , ...,2,1=n    
і тому є збіжним. Отже, даний ряд умовно збіжний.  
в) Модуль загального члена даного ряду 23)/11(|| nn nu +=  є 
степенем з показником  23n  виразу )/11( n+ , тому до ряду з абсо-
лютних величин ∑
∞
=1 ||n nu  застосуємо радикальну ознаку Коші: 
=+=+=
∞→∞→∞→
n
n
n n
n
n
n
n
nnu 33 )/11(lim)/11(lim||lim 2   
1)/11(lim 3
3
>=



 +=
∞→
en n
n
.   Ряд з модулів розбігається.  
З розбіжності ряду ∑
∞
=1 ||n nu  за радикальною ознакою ви-
пливає  0||lim ≠
∞→
n
n
u . Звідси  0lim ≠
∞→
n
n
u .  
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Таким чином, для даного ряду не виконується необхідна озна-
ка збіжності, тому він розбігається.   ■  
 
2.6. Диференціальні рівняння в економічних задачах  
Розглянемо деякі найпростіші застосування  диференціальних 
рівнянь в економічній динаміці. Тут незалежною змінною вважаєть-
ся час t , що розглядається як неперервна величина.  
Неокласична модель зростання.   
Нехай національний дохід R  описується виробничою функ-
цією ),( LKRR = ,  де K  – обсяг капіталовкладень, L  – обсяг ви-
трат трудових ресурсів. При цьому всі величини змінюються з ча-
сом. Продуктивність праці l  є функцією від величини фондоозбро-
єності LKf /= : )( fll = . Оскільки LRl /= , то маємо 
LLKRfl ),()( = .  
Здійснимо моделювання динаміки фондоозброєності )(tff =  
при наступних припущеннях. 1) природний приріст трудових ре-
сурсів L  з часом змінюється за законом  LdtdL α= , де α  – ста-
лий коефіцієнт темпу приросту; 2) інвестиції ),( LKRcI = , де c  – 
стала норма інвестиції, витрачаються на збільшення виробничих 
фондів і на амортизацію за законом KdtdKI β+= , де β  – стала 
норма амортизації.  
Зі співвідношень ),( LKRcI =  і KdtdKI β+=  маємо  
KLKcRdtdK β−= ),( .  
Прологарифмуємо рівність LKf /=  та отримаємо  
LKf lnlnln −= .  
Диференціюючи це співвідношення за часом t , дістанемо  
dt
dL
Ldt
dK
Kdt
df
f
111
−= .  
Підставивши в цю рівність вирази для похідних dtdL  і 
dtdK , отримаємо  
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( ) L
L
KLKcR
Kdt
df
f α−β−=
1),(11 .   
Перемноживши обидві частини одержаного співвідношення на 
f  з врахуванням, що LKf /=  і )(),( flLLKR = , дістанемо нео-
класичну модель зростання:  
ffcldtdf )()( β+α−=
    
– диференціальне рівняння першого порядку з відокремлюваними 
змінними, що описує динаміку фондоозброєності.   
Воно є нелінійним і автономним (час t  не входить явно в рів-
няння). Особливе значення має його рівноважний (стаціонарний) 
частинний розв’язок constfst = , що відповідає стану рівноваги 
0=dtdf . Він знаходиться  як корінь алгебраїчного рівняння  
0)()( =β+α− stst ffcl     
Приклад 1. Для виробничої функції KLAR = ,  де A  – ста-
лий параметр, що характеризує продуктивність прийнятої техноло-
гії виробництва, скласти диференціальне рівняння неокласичної 
моделі зростання. Знайти його загальний розв’язок f  і ненульовий 
стаціонарний розв’язок stf .  
□ За формулою LLKRfl ),()( =  дістанемо  
fLKAfl == /)( .  
Тоді шукане диференціальне рівняння має вигляд:  
ffcAdtdf )( β+α−= .  
Стаціонарний розв’язок одержимо, розв’язуючи відповідне ал-
гебраїчне рівняння:  
0)( =β+α− ffcA ;   22221 )(;0 β+α== Acff stst .  
Таким чином, ненульовий стаціонарний розв’язок має вигляд  
222 )( β+α= Acfst .  
Загальний розв’язок f  знаходимо, застосовуючи метод відо-
кремлювання змінних:  
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( ) dtfcAf
df
=
β+α− )(
;   ( ) ∫∫ =β+α− dtfcAf
df
)(
;  
( )[ ]2)2/()(exp)/( tCcAf β+α−+β+α= ,   const=C .    
Звернемо увагу, що при ∞→t   маємо  
→










 β+α
−+β+α=
2
2
exp tCcAf    
stfAc =β+α→ 222 )(  .    
Отже, при сталих параметрах 
βα,,, cA  функція фондоозброє-
ності )(tff =  стійко прямує до 
ненульового стаціонарного зна-
чення stf  незалежно від початко-
вих умов ( stff =  є точкою стій-
кої рівноваги) (рис. 68).  
Модель природнього зростання випуску.   
Знайти закон зростання випуску дефіцитної продукції в умо-
вах ненасиченості ринку.  
Нехай деякий товар продається за ціною p  і на момент часу t  
об’єм його реалізації становить )(tQQ = , що дозволило отримати 
дохід )(tQpR = . Припустимо, що деяка частина прибутку витра-
чається на інвестиції )(tII =  у виробництво цього товару:  
)()( tQpctI = , де c  – стала норма інвестиції,  10 << c . 
Виходячи з припущення, що ринок не насичується, можна 
зробити висновок, що в результаті розширення виробництва буде 
отримано приріст доходу, частина якого піде на розширення випус-
ку товару. Це призведе до зростання швидкості випуску (акселера-
ція), що пропорційна збільшенню інвестицій:  mIdtdQ = ,  де m  
– стала норма акселерації.  
Підставивши в останню рівність вираз для інвестицій, діста-
немо модель природного зростання випуску:  
 
Рис. 68 
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QadtdQ = ,  constmcpa == ,  
що є диференціальним рівнянням першого порядку з відокремлюва-
ними змінними. Загальний розв’язок цього рівняння має вигляд:  
ateCQ = ,   const=C .  
Зауваження 1. Одержане диференціальне рівняння також опи-
сує процес розмноження бактерій в необмеженому середовищі, зрос-
тання цін в умовах постійної інфляції, процес радіоактивного розпаду 
та ін.  
Модель зростання випуску в умовах конкуренції.   
На практиці припущення ненасиченості ринку і відсутності 
конкуренції може бути прийняте лише для досить вузького часово-
го проміжку. У загальному випадку крива попиту )(Qpp = , що 
описує залежність ціни товару p  від об’єму його реалізації Q , є 
деякою спадною функцією. Тобто зі збільшенням обсягу продукції 
на ринку ціна спадає:  0<dQdp . Тому модель зростання випуску 
в умовах конкуренції має вигляд:  
QQpdtdQ )(γ= ,  constmc ==γ .  
Оскільки всі множники у правій частині цього рівняння до-
датні, то 0>dtdQ  тобто функція )(tQQ =  – зростаюча. Харак-
тер зростання функції визначається її другою похідною:   






+γ=





+γ=
dQ
dpQp
dt
dQ
dt
dQ
dQ
dpQp
dt
dQ
dt
Qd
2
2
.   
Якщо ввести еластичність попиту 
dp
dQ
Q
ppE =)( , то вираз для 
другої похідної можна подати у вигляді:  






−γ=





+γ= |)(|
1112
2
pEdt
dQp
dQ
dp
p
Q
dt
dQp
dt
Qd
,   
де враховано, що  0)( <pE .  
З одержаного співвідношення для 22 dtQd  маємо:  
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   – у випадку еластичного попиту ( 1|)(| >pE ) спостерігається про-
гресуюче зростання ( 022 >dtQd  – графік угнутий);  
   – у випадку нееластичного попиту ( 1|)(| <pE ) спостерігається 
уповільнене зростання ( 022 <dtQd  – графік опуклий). 
Якщо крива попиту є лінійною функцією  bQaQp −=)( , де 
ba ,  – сталі додатні коефіцієнти, то модель зростання випуску в 
умовах конкуренції набуває вигляду:  
QbQadtdQ )( −γ= .  
Звідси дістаємо:  
0=dtdQ :  0)( =−γ QbQa ;  01 =stQ ;  baQst /2 = .  
Таким чином, ненульовий стаціонарний розв’язок має вигляд  
baQst /= .  
Оскільки ( ) )2(22 bQadtdQdtQd −γ= , то  
0
22
=dtQd :  ( ) 0)2( =−γ bQadtdQ ;    )2/( baQ =    
– точка перегину графіка функції )(tQQ = . При )2/( baQ <  функ-
ція вгнута, а при )2/( baQ >  вона опукла.  
Загальний розв’язок )(tQQ =  знаходимо, застосовуючи метод 
відокремлювання змінних:  
dtQbQa
dQ γ=
− )( ;   ∫∫ γ=− dtQbQa
dQ
)( ;  
( )tata eCbeCaQ γγ += 1 ,    
const=C .    
Графік одержаного загального 
розв’язку називають логістичною 
кривою (рис. 69). Така функція та-
кож описує деякі процеси поширен-
ня реклами, зростання біологічних 
популяцій в умовах обмеженого се-
редовища існування та ін.  Рис. 69 
t  
Q  
stQ  
0  
 235 
Зауваження 2. З графіка на рис. 69 випливає, що при малих 
значеннях часу t  логістичне зростання майже не відрізняється від 
природного зростання за експоненціальним законом. Проте при ве-
ликих значеннях t  темп зростання уповільнюється і логістична 
крива при ∞→t  асимптотично наближається до прямої baQ /= , 
що відповідає ненульовому стаціонарному розв’язку.  
Динаміка ринкових цін.   
Ціна p  на деякий товар змінюється залежно від взаємодії по-
питу dQ  і пропозиції sQ  на ринку. Припустимо для спрощення, що 
швидкість зміни ціни dtdp  у будь-який момент часу t  прямо про-
порційна незадоволеному попиту – різниці  sd QQ − . Тоді динаміка 
ціни може бути описана рівнянням Самюельсона:   
))()(( pQpQcdtdp sd −= ,   
де  c  – сталий додатний коефіцієнт.  
Припустимо, що для деякого товару криві попиту та пропози-
ції є лінійними функціями:   
ppQd β−α=)( ;   ppQs δ+γ=)( ,   
де  δγβα ,,,  – сталі додатні коефіцієнти, причому  γ>α , оскіль-
ки при нульовій ціні, очевидно, попит перевищує пропозицію.   
Тоді рівняння Самюельсона набуває вигляду:   
)( ppcdtdp δ−γ−β−α=   або  )()( γ−α=δ+β+ cpcdtdp    
– маємо лінійне неоднорідне диференціальне рівняння першого по-
рядку зі сталим коефіцієнтом і сталою правою частиною.  
Його частинним розв’язком  служить стаціонарний розв’язок – 
ціна рівноваги stp , що відповідає рівноважному стану 0=dtdp :   
)()( γ−α=δ+β cpc :  constpst =δ+βγ−α= )/()( .    
Знайдемо загальний розв’язок  p  відповідного однорідного 
рівняння:  
0)( =δ+β+ pcdtdp ;  dtc
p
dp )( δ+β−= ;  ∫∫ δ+β−= dtcp
dp )( ;   
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Ctcp ln)(ln +δ+β−= ;  kteCp −= ,  )( δ+β= ck ,  const=C .     
Тоді за принципом суперпозиції загальний розв’язок p  неод-
норідного рівняння має вигляд:  
)/()( δ+βγ−α+=+= −ktst eCppp .     
Значення довільної сталої C  визначається врахуванням почат-
кової умови  0)0( pp = . Звідки  
0)/()( pC =δ+βγ−α+ ;   stpppC −=δ+βγ−α−= 00 )/()( .     
Тоді крива ціни )(tpp =  (відповідний частинний розв’язок) 
задається співвідношенням:  
st
kt
st peppp +−=
−)( 0 .     
Оскільки 0p  і stp  – сталі величини, тому поведінка кривої ці-
ни визначається характером експоненти kte− . Якщо 0>k , то має-
мо: 0→−kte  при +∞→t . Тоді крива ціни )(tpp =  при +∞→t  
асимптотично наближається до 
прямої stpp = , що відповідає ціні 
рівноваги stp  (рис. 70). У цій си-
туації говорять про динамічну ста-
більність ринку. Умова 0>k  ви-
значає обмеження на значення па-
раметрів c , β  і δ , що забезпечу-
ють динамічну стабільність.  
Залежно від значень 0p  і stp  
для кривої ціни )(tpp =  можливі 
наступні три випадки (рис. 70):  1) якщо stpp =0 , тоді stptp =)(  – 
кривою ціни служить горизонтальна пряма, що відповідає ціні рів-
новаги; 2) якщо stpp >0 , тоді 0)( 0 >− −ktst epp  і крива ціни спа-
дає з бігом часу відповідно до kte− , залишаючись вище прямої 
stpp = ; 3) якщо stpp <0 , тоді крива ціни зростає з бігом часу, за-
лишаючись нижче прямої stpp = .  
Рис. 70 
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Зауваження 3. Рівняння Самюельсона можна розглядати як ди-
ференційний аналог різницевої павутинної моделі ринку.  
 
2.7. Різницеві рівняння в економічних задачах  
Розглянемо деякі найпростіші застосування різницевих рів-
нянь для побудови моделей економічної динаміки з дискретним ча-
сом n , ...,2,1,0 ±±=n .  
Модель ділового циклу Самюельсона – Хікса.  
Під час моделювання економічної динаміки за допомогою ди-
ференціальних рівнянь звичайно виходять з припущення про миттє-
вий характер впливу різних факторів. Насправді, такі дії відбува-
ються з деяким запізненням. Якщо наявність запізнення суттєво 
впливає на економічні процеси, то їх потрібно вводити у відповідні 
диференціальні рівняння. Проте часто простіше моделі із запізнен-
ням будувати у вигляді різницевих рівнянь.  
При побудові макроекономічної моделі ділового циклу Самю-
ельсона – Хікса припускається: 1) споживання nC  на даному n -му 
періоді часу ( ...,2,1,0=n ) лінійно залежить від доходу 1−nY  на по-
передньому )1( −n -му періоді часу:  baYC nn += −1 , де  ba ,  – 
сталі додатні коефіцієнти ( a  – гранична схильність до споживан-
ня;  b  – автономне споживання); 2) інвестиції nI  на даному n -
му періоді прямо пропорційні до приросту доходу  21 −− − nn YY  на 
попередньому періоді:  )( 21 −− −= nnn YYvI , де v  – сталий додатний 
коефіцієнт, який називають фактором акселерації; 3) на кожному 
n -му періоді національний дохід nY  витрачається на споживання 
nC  та інвестиції nI :  nnn ICY += .   
Підставляючи в останнє співвідношення вирази для nC  і nI , 
дістанемо рівняння:  
)( 211 −−− −++= nnnn YYvbaYY  або  bvYYvaY nnn =++− −− 21)( ,  
що зв’язує доходи на трьох сусідніх періодах. Це лінійне неоднорід-
не різницеве рівняння другого порядку зі сталими коефіцієнтами, 
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яке називають рівнянням Хікса.  
У припущенні, що величина доходу залишається сталою:    
stnnn YYYY === −− 21 ,   
можна знайти відповідний частинний стаціонарний розв’язок stY :   
bvYYvaY ststst =++− )( ;   )1/( abYst −= .  
Для знаходження загального розв’язку nY  відповідного одно-
рідного різницевого рівняння  0)( 21 =++− −− nnn vYYvaY  необхід-
но розглянути характеристичне рівняння  0)(2 =+λ+−λ vva .   
За принципом суперпозиції загальний розв’язок nY  неоднорі-
дного рівняння можна подати у вигляді:  stnn YYY += .  
Зауваження 1. У залежності від значень граничної схильності 
до споживання a  і фактору акселерації v  можливі п’ять типів ди-
наміки: 1) стійке зростання; 2) стійке затухання; 3) незатухаючі ко-
ливання (зі сталою амплітудою); 4) коливання із затухаючою амплі-
тудою; 5) коливання зі зростаючою амплітудою. На практиці спо-
стерігаються наступні обмеження 
на коефіцієнти: 1<a  і 1>v . При 
цьому розв’язок рівняння Хікса 
відноситься до одного з останніх 
трьох типів: є нестійким і має ко-
ливальний характер – зростання 
змінюється на швидке спадання і 
навпаки (рис. 71). Тобто реальна 
економіка є нестійкою – періоди 
підйому чергуються з періодами 
спаду.  
Розглянемо докладніше найцікавіший випадок комплексно-
спряжених коренів характеристичного рівняння, що спостерігається 
при від’ємному дискримінанті  04)( 2 <−+= vvaD  (коливальні 
типи динаміки). Тоді  
iβ±α=λ 2,1 , де  2/)( va +=α ;   
2)(42 2vavD +−=−=β ;  
0  
Рис. 71 
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)sincos( 21 ϕ+ϕ= nCnCrY nn ,  constCC =21 , ;   
st
n
stnn YnCnCrYYY +ϕ+ϕ=+= )sincos( 21 .    
Тут    
vr =β+α= 22 ;   1)(
4
2 −+
=
α
β
=ϕ
va
v
arctgarctg .  
Одержаний розв’язок nY  носить коливальний характер і є не-
затухаючим при 1=v , затухаючим при 1<v  і з постійно зростаю-
чою амплітудою при 1>v .  
Приклад 1. Для моделі Самюельсона – Хікса задано, що 
32,0=a ,  28,1=v ,  4,3=b . Знайти частинний розв’язок nчY , який 
задовольняє початковим умовам  60 =Y   і  8,51 =Y .    
□  Рівняння Хікса набуває вигляду:   
4,328,1)28,132,0( 21 =++− −− nnn YYY ;  
4,328,16,1 21 =+− −− nnn YYY .  
Його частинний стаціонарний розв’язок stY :   
5)32,01/(4,3)1/( =−=−= abYst .  
Знайдемо загальний розв’язок nY :   
28,1== vr ;   =−
+
=ϕ 1)(
4
2va
v
arctg   
4
11)28,132,0(
28,14
2
pi
==−
+
⋅
= arctgarctg ;   
=+ϕ+ϕ= stnn YnCnCrY )sincos( 21   
                             5
4
sin
4
cos28,1 21
2/ +




 pi
+
pi
=
nCnCn .  
Для визначення відповідних значень довільних сталих 1C  і 
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2C  скористаємося початковими умовами:  
( )

=+⋅+⋅
=+
=
=
;8,55222228,1
;65
:8,5
:6
21
2/1
1
1
0
CC
C
Y
Y
  
11 =C ;  8,08,08,0 21 =+ CC ;  01 12 =−= CC .  
Отже, шуканий частинний розв’язок має коливальний вигляд 
зі зростаючою амплітудою:  
5)4/(cos28,1 2/ +pi= nY nчn ,  ...,2,1,0=n .    ■  
Зауваження 2. На практиці коливання з постійно зростаючою 
амплітудою не спостерігаються, оскільки: 1) розмір національного 
доходу не перевищує величини доходу повної зайнятості, а це об-
межує амплітуду коливань зверху; 2) обсяг інвестування повинен 
хоча б перекривати величину амортизації, а це обмежує амплітуду 
коливань знизу. Ці обставини вказують на певні недоліки і обмеже-
ність застосування моделі Самюельсона – Хікса.  
Павутинна модель ринку.  
Розглянемо випадок ринку одного товару й опишемо процес 
пошуку («нащупування») на ньому рівноважної ціни – торг між 
продавцем і покупцем.  
Дві основні величини ринкових відносин – це попит dQ  і про-
позиція sQ  що залежать від ціни товару p  на ринку: )( pQQ dd =  і 
)( pQQ ss = . При малих значеннях ціни p  справедлива нерівність  
)()( pQpQ sd > , тобто попит перевищує пропозицію. При більших 
значеннях p  навпаки  )()( pQpQ sd < , тобто пропозиція переви-
щує попит. Припускаючи, що функції )( pQQ dd =  і )( pQQ ss =  
неперервні, приходимо до висновку, що існує рівноважна ціна то-
вару stpp = , при якій попит і пропозиція співпадають: 
)()( stsstd pQpQ = . Відповідний об’єм запропонованого і реалізо-
ваного товару )()( stsstdst pQpQQ ==  називається рівноважним.  
Розглянемо найпростішу павутинну модель пошуку рівно-
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важної ціни. Вона пояснює явище регулярного повторення циклів 
зміни цін та обсягів продажу, наприклад, сільськогосподарської 
продукції. 
Припустимо, що об’єм пропозиції snQ  на даному n -му пе-
ріоді часу ( ...,2,1,0=n ) залежить від ціни товару 1−np  на попе-
редньому )1( −n -му періоді часу:  )( 1−= nssn pQQ . При цьому по-
пит dnQ  на даному n -му періоді часу залежить від поточної ціни 
товару np : )( nddn pQQ = . Умова динамічної рівноваги sndn QQ =  
попиту і пропозиції на кожному n -му періоді часу ( ...,2,1,0=n ) 
приводить до різницевого рівняння першого порядку:   
)()( 1−= nsnd pQpQ ,   ...,2,1,0=n .  
Зауваження 3. Припущення про запізнення пропозиції від ціни 
цілком обґрунтоване: рішення про обсяг виробництва приймається з 
урахуванням поточної ціни, проте виробничий цикл має певну три-
валість, тому пропозиція, що відповідає прийнятому рішенню, 
з’явиться на ринку по закінченню даного циклу.   
Для спрощення покладемо, що функції попиту і пропозиції є 
лінійними:   
ndn pQ β−α= ;    1−δ+γ= nsn pQ ,    
де  δγβα ,,,  – сталі додатні коефіцієнти, причому  γ>α , оскіль-
ки при нульовій ціні, очевидно, попит перевищує пропозицію.   
Тоді маємо лінійне неоднорідне різницеве рівняння першого 
порядку:   
1−δ+γ=β−α nn pp    або   apkp nn +−= −1 ,  
де  a , k  – сталі додатні коефіцієнти:  βγ−α= /)(a :  βδ= /k .    
Його стаціонарний частинний розв’язок – рівноважну ціну stp  
– знайдемо при умові  constppp stnn === −1 :   
apkp stst +−= ;   )1/( kapst +=    або    )/()( δ+βγ−α=stp .    
Загальний розв’язок np  відповідного однорідного рівняння  
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1−−= nn pkp  
задається формулою nn kCp )(−= ,  де  const=C .  
Тоді за принципом суперпозиції загальний розв’язок np  не-
однорідного рівняння має вигляд:  
st
n
stnn pkCppp +−=+= )( .     
Якщо за початкову умову прийняти значення ціни 0p  у період 
часу 0=n , то для довільної сталої C  отримаємо:  
stpkCp +−=
0
0 )( ;  stppС −= 0 .     
Тоді відповідний частинний розв’язок задається співвідно-
шенням:  
st
n
stn pkppp +−−= )()( 0 .     
Якщо stpp =0 , тоді constpp stn == , ...,2,1,0=n , тобто ці-
ни стабільні та співпадають з рівноважною ціною.  
Якщо stpp ≠0 , то поведінка ціни np , ...,2,1,0=n  визна-
чається степеневою функцією nk)(− . Оскільки 0>k , то знаки 
nk)(−  регулярно чергуються, тобто ціна коливається. При цьому 
мають місце три випадки: 1) якщо 10 << k , то 0)(lim =−
∞→
n
n
k  і по-
слідовність цін np , ...,2,1,0=n  носить затухаючий коливальний 
характер, збігаючись до ціни рівноваги: stn
n
pp =
∞→
lim  (стан рівнова-
ги – стійкий; говорять, що коливання ціни стримуються); 2) якщо 
1=k , то послідовність цін набуває вигляду 0p , 02 ppst − , 0p , 
02 ppst − , …, тобто періодично коливається навколо ціни рівноваги 
stp  з амплітудою || 0 stpp −  ((стан рівноваги – нестійкий; кажуть, 
що коливання ціни періодичні); 3) якщо 1>k , то ∞=−
∞→
n
n
k)(lim  і 
послідовність цін необмежено зростає, коливально віддаляючись 
від ціни рівноваги (стан рівноваги – нестійкий;  говорять, що коли-
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вання ціни зростають).  
Рис. 72 відповідає випадку 10 << k  (стійка модель). На гори-
зонтальній осі відкладаються об’єми Q  виробленого і реалізовано-
го товару, а на вертикальній – ціни p . Прямі )( pQQ dd =   і  
)( pQQ ss =  задають залежності попиту dQ  і пропозиції sQ  від ці-
ни товару p . Збіжний процес пошуку рівноважної ціни відобража-
ється павутиною (спіраллю), що скручується до точки рівноваги 
);( stst pQ , яка виконує роль стійкого фокусу.  
 
 
Аналогічно, рис. 73 відповідає випадку 1>k  (нестійка мо-
дель). Процес пошуку рівноважної ціни є розбіжним і відобража-
ється павутиною (спіраллю), що розкручується від точки рівноваги 
);( stst pQ , яка є нестійким фокусом.  
Зауваження 4. На збіжність чи розбіжність павутинної моделі 
значний вплив здійснюють еластичності попиту та пропозиції.  
Рис. 72 
Q  
p  
stp  
0  
1p  
1Q  
2p  
3p  
5p  
4p  
2Q  3Q  4Q  stQ  
)( pQQ ss =  
 
)( pQQ dd =  
 
5Q  
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Зауваження 5. На практиці при 1>k  необмежене зростання 
коливань не спостерігається, оскільки при значних відхиленнях від 
рівноваги лінійний вигляд залежностей попиту і пропозиції від ціни 
стає нереалістичним. У більш адекватній нелінійній павутинній мо-
делі при цій умові 1>k  встановлюються коливання хоча й великої, 
проте скінченної амплітуди.   
Приклад 2. Для павутинної моделі ринку apkp nn +−= −1  за-
дано, що 6,3=a ; 8,0=k . Знайти частинний розв’язок nчp , який 
задовольняє початковій умові 5,20 =p .    
□  Павутинна модель набуває вигляду:  6,38,0 1 +−= −nn pp .  
Стаціонарний частинний розв’язок – рівноважна ціна stp  – 
визначається за формулою )1/( kapst += :  2)8,01/(6,3 =+=stp .   
Загальний розв’язок np  неоднорідного рівняння має вигляд:  
2)8,0()( +−=+−= nstnn CpkCp .     
Відповідне значення довільної сталої C  знайдемо з початко-
Рис. 73 
Q  
p  
stp  
0  
1p  
1Q  
3p  
4p  
2p  
5p  
2Q  3Q  4Q  stQ  
)( pQQ ss =  
 
)( pQQ dd =  
 
5Q  
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вої умови:  :5,20 =p  5,22)8,0( 0 =+−C ;  5,0=С .     
Отже, шуканий частинний розв’язок nчp  має затухаючий ко-
ливальний характер:  2)8,0(5,0 +−= nчnp ,  ...,2,1,0=n .    ■  
Динамічна модель Леонтьєва міжгалузевого балансу.  
Розглянута раніше статична модель Леонтьєва міжгалузевого 
балансу записується у вигляді матричного рівняння:   
YAXX += ,  де )...( 21 mT xxxX = ;  )...( 21 mT yyyY = ;  














=
nnnn
n
n
aaa
aaa
aaa
A
...
.............................
...
...
21
22221
11211
.  
Тут  m  − кількість галузей у господарстві; X  – вектор-план вало-
вого випуску;  Y  – вектор кінцевих продуктів;  A  – матриця пря-
мих витрат; ija  ( nji ...,,2,1, = ) - коефіцієнти прямих витрат, що 
задають витрати продукції i -ї галузі на виробництво одиниці про-
дукції j -ї галузі..  
У цій моделі всі величини покладають осередненими за де-
який проміжок часу і «одномоментними». Насправді вектор-план – 
валовий продукт, що призначений для внутрішнього і кінцевого 
споживання в n -му періоді часу ( ...,2,1,0=n ) – визначається не 
поточним валовим випуском nX , а випуском 1+nX  у наступний 
( 1+n )-й період. Це запізнення обумовлене багатьма факторами, 
зокрема інерцією планування та налаштування виробництва, необ-
хідністю мобілізації внутрішніх ресурсів, затримкою транспорту-
вання сировини й енергоносіїв та ін.  
З урахуванням запізнення система рівнянь міжгалузевого ба-
лансу в припущенні про сталість частки внутрішнього споживання 
кожної галузі набуває вигляду:  
nnn YAXX +=+1 ,   ...,2,1,0=n .  
Маємо динамічну модель Леонтьєва з дискретним часом – 
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систему лінійних різницевих рівнянь першого порядку зі сталими 
коефіцієнтами.  
Головна задача міжгалузевого балансу, що розв’язується з 
використанням динамічної моделі Леонтьєва, полягає у знаходжен-
ні зміни в часі ...,2,1,0=n  вектора-плану nX , який при відомій 
матриці прямих витрат A  забезпечує задану динаміку вектора кін-
цевих продуктів nY , ...,2,1,0=n .  
Якщо в початковий період часу 0=n  задано значення вектора 
валового випуску 0X , то відповідний частинний розв’язок системи 
лінійних різницевих рівнянь можна подати у вигляді:  
∑
−
=
−−+=
1
0
1
0
n
k
k
knn
n YAXAX ,   ...,2,1=n .  
Зауваження 6. При умові constYYn == 0 , ...,2,1,0=n  
розв’язок 0
1)( YAEX −−=  статичної моделі Леонтьєва служить 
стаціонарним частинним розв’язком динамічної моделі.  
Зауваження 7. При певних умовах найбільше власне число ма-
триці 1)( −− AE  визначає максимально можливий темп зростання 
економіки, а відповідний власний вектор характеризує необхідні 
для цього міжгалузеві пропорції.  
Приклад 3. Нехай економічна система складається з трьох га-
лузей виробництва:  3=m . Для динамічної моделі Леонтьєва відо-
ма матриця прямих витрат A , а в початковий період часу 0=n  
задано значення вектора валового випуску 0X  і вектора кінцевих 
продуктів 0Y . Знайти значення вектора валового випуску 3X  в пе-
ріод часу 3=n , якщо всі компоненти вектора кінцевого споживан-
ня nY  збільшуються на 20% за кожний період, якщо: 










=
1,03,04,0
2,03,01,0
3,02,02,0
A ;   










=
100
100
200
0X ;    










=
40
50
100
0Y .  
□  З умови задачі випливає, що динаміка вектора кінцевих 
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продуктів має вигляд:  nn YY 2,10 ⋅= , ...,2,1,0=n . Тоді  
210
2
0
3
2
0
13
0
3
3 YAYYAXAYAXAX
k
k
k +++=+= ∑
=
−−
.  
Проведемо обчислення:  










=










=
19,02,015,0
11,017,013,0
13,019,018,0
1,03,04,0
2,03,01,0
3,02,02,0 2
2A ;  










=










=
104,0147,0126,0
084,011,0087,0
105,0132,0107,0
1,03,04,0
2,03,01,0
3,02,02,0 3
3A ;   










=⋅










=
48
60
120
2,1
40
50
100
1
1Y ;   










=⋅










=
6,57
72
144
2,1
40
50
100
2
2Y ;   
×










+




















=
19,02,015,0
11,017,013,0
13,019,018,0
100
100
200
104,0147,0126,0
084,011,0087,0
105,0132,0107,0
3X   










=










+




















+










×
3,211
3,174
2,272
6,57
72
144
48
60
120
1,03,04,0
2,03,01,0
3,02,02,0
40
50
100
.  
Таким чином, у разі зазначеного темпу зростання кінцевого 
продукту на 20% за кожний період необхідно через три часові пері-
оди збільшити компоненти валового випуску відповідно на  
%1,36%100
200
2002,272
=⋅
−
,  %3,74%100
100
1003,174
=⋅
−
,   
%3,111%100
100
1003,211
=⋅
−
  
порівняно з їх початковими значеннями.   ■  
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2.8. Контрольні  запитання  
1. Що таке вектор нормалі площини? Які його координати? 
2. Наведіть основні типи рівняння площини.  
3. Які можливі випадки розташування площини відносно коорди-
натних осей в залежності від рівності нулю коефіцієнтів загального 
рівняння? 
4. Як з’ясувати, що точка належить площині? 
5. Який кут ми вважаємо кутом між двома площинами? 
6. Як обчислюється кут між площинами?  
7. Сформулюйте умови паралельності та перпендикулярності двох 
площин.  
8. Як обчислюється відстань від точки до площини?  
9. Як знайти точку перетину трьох площин? 
10. Що таке напрямний вектор прямої?  
11. Наведіть основні типи рівняння прямої у просторі.  
12. Як отримати параметричні рівняння прямої з її канонічного рів-
няння? 
13. Як обчислюється кут між прямими у просторі?  
14. Сформулюйте умови паралельності та перпендикулярності двох 
прямих у просторі. 
15. Як обчислюється кут між прямою і площиною?  
16. Сформулюйте умови паралельності та перпендикулярності пря-
мої та площини.  
17. Як знаходиться відстань між непаралельними прямими?  
18. Як знаходиться відстань від точки до прямої у просторі?  
19. Як знайти точку перетину прямої та площини? 
20. Яка поверхня називається сферою? Наведіть канонічне рівняння 
сфери та рівняння сфери зі зміщеним центром.  
21. Які лінії буде отримано, якщо сферу перерізати площинами? 
22. Запишіть загальне рівняння поверхні другого порядку.  
23. Яка поверхня називається циліндричною? Запишіть канонічні 
рівняння еліптичного, гіперболічного, параболічного циліндрів.  
24. Яка фігура знаходиться в осьовому перерізі циліндричної пове-
рхні? 
25. Яка поверхня називається конічною? Наведіть канонічне рів-
няння конуса другого порядку.  
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26. Як утворюється поверхня обертання? Як знайти рівняння пове-
рхні, утвореної обертанням заданої кривої, що лежить у координат-
ній площині, навколо однієї з координатних осей цієї ж площини?  
27. Запишіть канонічні рівняння еліпсоїда, однопорожнинного і 
двопорожнинного гіперболоїдів, еліптичного та гіперболічного па-
раболоїдів. Які з цих поверхонь є лінійчатими?  
28. Проаналізуйте канонічні рівняння вивчених поверхонь, назвіть 
їх подібності та відмінності.   
29. Визначить ознаки за якими можна впевнено стверджувати що 
задана поверхня конічна або циліндрична? 
30. Наведіть означення функції n  змінних та її області визначення. 
31. Як знайти природну область визначення (область допустимих 
значень) функції багатьох змінних?  
32. Дайте означення функції двох змінних та її області визначення. 
Який геометричний зміст цих понять? Наведіть приклади графіків 
функцій двох змінних.  
33. Що називається лінією рівня функції двох змінних? Поверхнею 
рівня функції трьох змінних? Наведіть приклади ліній та поверхонь 
рівня.  
34. Як Ви розумієте поняття гладкої лінії? 
35. Запишіть вирази для повного та частинних приростів функції 
),,( zyxfu =  в точці 0M . 
36. Наведіть означення частинних похідних функції багатьох змін-
них. У чому полягає геометричний зміст частинних похідних функ-
ції двох змінних?  
37. Як за правилами диференціювання функції однієї змінної зна-
ходяться частинні похідні функції багатьох змінних?  
38. Що таке частинні та повний диференціали функції n  змінних?  
39. Сформулюйте необхідні та достатні умови диференційованості 
функції двох змінних.   
40. У чому полягає інваріантність форми повного диференціала?  
41. Як застосовується повний диференціал у наближених обчислен-
нях? 
42. За якими формулами проводиться диференціювання складених 
функцій багатьох змінних? Запишіть формулу повної похідної.  
43. За якими формулами проводиться диференціювання неявно за-
даних функцій однієї і двох змінних? 
44. Дайте означення похідних і диференціалів вищих порядків.  
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45. Сформулюйте умови незалежності мішаної частинної похідної 
від порядку диференціювання.  
46. Наведіть означення дотичної площини і нормальної прямої до 
поверхні.  
47. Запишіть загальне рівняння дотичної площини і канонічні рів-
няння нормальної прямої до поверхні, що задана явно. Який вигляд 
набувають ці рівняння у випадку неявного задання поверхні?  
48. У чому полягає геометричний зміст повного  диференціала фун-
кції двох змінних?  
49. Дайте означення похідної за напрямом і градієнта функції трьох 
змінних.  
50. Запишіть формули для обчислення похідної за напрямом і гра-
дієнта у прямокутних координатах.  
51. Як зв’язані похідна за напрямом і градієнт, градієнт і вектор но-
рмалі до поверхні рівня?  
52. Запишіть формулу Тейлора для функції n  змінних. 
53. Наведіть означення точки локального мінімуму (максимуму) 
функції багатьох змінних. 
54. Сформулюйте необхідні умови локального екстремуму. 
55. Яка точка називається стаціонарною? 
56. Сформулюйте достатні умови локального екстремуму функції 
двох змінних. 
57. Як ставиться задача на умовний екстремум для функції двох 
змінних? 
58. У чому полягає метод множників Лагранжа для знаходження 
умовного екстремуму функції двох змінних? 
59. Як знаходяться найменше та найбільше значення функції двох 
змінних у замкненій області? 
60. Як за методом найменших квадратів знаходяться коефіцієнти 
шуканої лінійної функції?  
61. Наведіть приклади економічних задач на екстремум.  
62. Що називається числовим рядом? Наведить приклади. 
63. Що називається частковою сумою, загальним членом, сумою, 
залишком ряду?  
64. Який ряд вважають збіжним? Розбіжним? 
65. У чому полягає необхідна ознака збіжності та відповідна до-
статня ознака розбіжності ряду?  
66. Сформулюйте властивості дій з рядами.  
67. Який числовий ряд називається знакододатним?  
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68. У чому полягає інтегральна ознака Коші? Як при цьому оціню-
ються сума і залишок збіжного знакододатного ряду?  
69. В яких випадках доцільно застосовувати інтегральну ознаку 
Коши? 
70. При яких умовах збігаються і розбігаються найпоширеніші ета-
лонні ряди – узагальнений гармонічний ряд і ряд геометричної про-
гресії?  
71. Сформулюйте основну ознаку порівняння.  
72. У чому полягає гранична ознака порівняння? Як треба підбира-
ти відповідний еталонний ряд?   
73. Сформулюйте ознаку Даламбера.  
74. Коли краще застосовувати ознаку Даламбера, щоб не натрапити 
на випадок невизначеності?  
75. У чому полягає радикальна ознака Коші?  
76. Коли краще застосовувати радикальну ознаку, щоб не натрапи-
ти на випадок невизначеності?  
77. Який числовий ряд називається знакозмінним?  
78. Що таке знакопочерговий ряд (ряд Лейбниця)?  
79. У чому полягає ознака Лейбниця збіжності знакопочергового 
ряду?  
80. Який знакозмінний ряд називається абсолютно збіжним? Умов-
но збіжним?  
81. Сформулюйте достатню ознаку збіжності знакозмінного ряду.  
82. В якому порядку краще досліджувати знакозмінний ряд на аб-
солютну й умовну збіжність?  
83. Наведіть приклади застосування рядів у економічних дослі-
дженнях.  
84.  Опишіть наступні застосування диференціальних рівнянь в 
економічних задачах:  неокласична модель зростання,  модель при-
родного зростання випуску,  зростання випуску в умовах конкурен-
ції,  динаміка ринкових цін.  
85. Опишіть наступні застосування різницевих рівнянь в економіч-
них задачах: складні відсотки,  економічна модель розвитку Са-
мюельсона – Хікса,  павутинна модель ринку,  динамічна модель 
Леонтьєва.  
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