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Abstract
We study super-resolution multi-reference alignment, the problem of estimating a signal
from many circularly shifted, down-sampled, and noisy observations. We focus on the low
SNR regime, and show that a signal in RM is uniquely determined when the number L of
samples per observation is of the order of the square root of the signal’s length (L = O(
√
M)).
Phrased more informally, one can square the resolution. This result holds if the number
of observations is proportional to at least 1/SNR3. In contrast, with fewer observations
recovery is impossible even when the observations are not down-sampled (L = M). The
analysis combines tools from statistical signal processing and invariant theory. We design an
expectation-maximization algorithm and demonstrate that it can super-resolve the signal in
challenging SNR regimes.
1 Introduction
Model. We study the problem of estimating a signal from its circularly shifted, sampled, and
noisy copies. More precisely, we consider N independent observations sampled from the model
y = PRsx+ ε, s ∼ Uniform[0, . . . ,M − 1], ε ∼ N (0, σ2I), (1.1)
where Rs denotes an operator that shifts the target signal x ∈ RM circularly by s entries, that
is, (Rsx)[n] = x[(n − s) mod M ], and P denotes a fixed sampling operator that collects L ≤ M
equally-spaced samples. We assume that the random variable s is distributed uniformly over
[0, . . . ,M − 1], and the noise ε ∈ RL is i.i.d. Gaussian. Explicitly, the i-th observation reads:
yi[`] = P (Rsix)[`] + εi[`]
= x[`K − si] + εi[`], (1.2)
where ` = 0, . . . , L− 1, and K := M/L is assumed to be an integer. Importantly, the shifts si are
all unknown, and thus (1.1) is a special case of the multi-reference alignment (MRA) model, which
we review in Section 2. Figure 1 presents an example of two observations with signal-to-noise ratio
(SNR) equals one (namely, the expected norm of the noise is equal to the norm of the signal).
Our goal is to estimate x from N observations sampled from (1.1). In contrast to previous
works on MRA, the individual observations are down-sampled, and therefore recovering the full
signal x is also a special case of the super-resolution problem. Accordingly, we refer to x as the
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“high-resolution signal,” while y1, . . . , yN are the “low-resolution observations.” The parameter K
can be thought of as a “super-resolution factor.” The difficulty in estimating x resides chiefly
in three factors: the additive noise, the unknown circular shifts (the nuisance variables of the
problem), and the sampling operator.
The statistical model (1.1) suffers from an intrinsic symmetry: it is invariant under a global
circular shift since p(y|x) = p(y|Rix) for all i = 1, . . . ,M − 1. In this case, we say that the goal is
to recover the signal up to a global circular shift. More formally, the goal is to recover the orbit of
x:
Gx := {gx | g ∈ G}, (1.3)
where G := {R0, R1, . . . , RM−1} is the group of cyclic shifts ZM . However, as will be shown next,
without prior information on the signal even the orbit Gx is not identifiable from the observations,
and thus prior information on x is necessary for its identification.
Connection with sampling theory. We think of the discrete signal x ∈ RM as Nyquist-rate
samples of a continuous bandlimited signal. Specifically, let us define a real signal with bandlimit B
as
xc(t) =
B∑
k=−B
xˆ[k]e2piιkt, t ∈ [0, 1), (1.4)
where ι =
√−1. Since xc is real, it follows that xˆ[k] = xˆ[−k]. According to the well-known
Shannon-Nyquist sampling theorem, the samples
x˜c[m] := xc(m/M) =
B∑
k=−B
xˆ[k]e2piιkm/M , m = 0, . . . ,M − 1, (1.5)
characterize xc uniquely when M ≥ 2B + 1. Model (1.1) is identical to rotating the discrete
signal x˜c on the M -point grid {m/M}M−1m=0 , sampling it L times, and adding noise.
With the above interpretation in mind, we identify the length of the signal in (1.1) with twice
the signal’s bandwidth, namely, M = 2B+ 1 ≈ 2B. Thus, if L < M , we say that each observation
is sampled below the signal’s Nyquist rate, and thus the recovery process should compensate for an
aliasing distortion. To avoid aliasing, the standard signal processing approach in many applications
is to remove the high frequency components before sampling [48, 25]—namely, low-pass filtering
the signal— and then estimate a down-sampled, smooth approximation of x. While this strategy is
generally optimal for a single observation, this is not necessarily true when multiple observations
are available. In this work, we show that if sufficiently many observations are acquired (as a
function of the noise level), then in principle it suffices to acquire only L = O(
√
M) samples at
each observation to recover high-resolution details, even if the circular shifts are unknown and the
noise level might be high.
The analogy between (1.1) and rotating a continuous bandlimited signal (1.4) holds only when
the rotations are restricted to the grid {m/M}M−1m=0 . In Section 6 we discuss potential extensions
to more intricate models that permit rotations over a continuous interval.
Super-resolution. The model (1.1) is an instance of the super-resolution from multiple observa-
tions problem: the task of estimating the fine details of a signal from its low-resolution observations.
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Figure 1: Two shifted copies of a signal of length M = 120 (the high-resolution signal) are
presented in blue. The red squares display L = 15 noisy samples with SNR equals one. The goal
is to estimate the high-resolution signal from multiple noisy observations.
This problem has attracted the attention of numerous researchers in the last couple of decades
in a variety of fields, such as computer vision, image processing, and medical imaging; see for
instance [44, 27, 30] and references therein. Nevertheless, as far as we know, previous works on
super-resolution did not aim to derive and quantify the achievable super-resolution in the low SNR
regime. To avoid confusion, we mention that there exists a different thread of research, which is
not directly related to this work, that studies super-resolution from a single image based on prior
knowledge (such as sparsity [18, 15]), or machine learning techniques [33, 39].
Main contributions. In this paper we provide a detailed analysis of model (1.1) and derive
fundamental conditions permitting an accurate estimate of x. In particular, we characterize the
interplay between the number of observations N , the noise level σ, the signal’s length M , and the
number of samples per observation L, in the low SNR regime.
The following two statements summarize the theoretical contribution of this paper. Precise
formulations and technical details are provided in Section 3.
• The likelihood function p(y1, . . . , yN |x) does not determine x uniquely, neither its orbit under
ZM (1.3). Therefore, a prior p(x) on the signal is necessary for identifiability from the
observations.
• Suppose that N observations from (1.1) are collected. Then, in the low SNR regime σ →∞,
if N/σ6 →∞ and M & L2/6, in principle one can estimate accurately a finite set of signals
that includes the target signal x. In particular, each signal in this set is formed by permuting
the entries of x, and achieves the maximum of the likelihood function p(y1, . . . , yN |x). If in
addition x was drawn from almost any Gaussian prior, then there exists a single signal that
achieves the maximum of the posterior distribution p(x|y1, . . . , yN). If N does not scale
with σ6, then x cannot be estimated accurately in the low SNR regime, even if L = M (no
sampling).
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Figure 2: An example of an accurate estimate when the SNR is equal to 1. In the experiment,
N = 104 observations were generated from a signal of length M = 120 (plotted in dashed blue; the
same one as in Figure 1). The bandwidth of the signal is B = 15 and it was sampled L = 15 times
at each observation—half of the Nyquist sampling rate. The classical signal processing approach
suggests to remove all frequencies beyond L/2 and then process the low-resolution data. This
low-passed version of the signal is presented in red. Notably, the two peaks in the center of the
signal are blurred and merged into one. In contrast, the EM algorithm resolves the two peaks and
estimates the high-resolution signal accurately (in green).
Expectation-maximization. As a computational scheme, we propose to retrieve the high-
resolution signal x from the low-resolution observations y1, . . . , yN using an expectation-maximization
(EM) algorithm; a detailed description is given in Section 4. Figure 2 shows a numerical example.
A high-resolution signal of length M = 120 is estimated from N = 104 observations in a noisy
environment, where the SNR is equal to one and each observation is sampled at L = 15 points.
The bandwidth of the signal is B = L, so that the sampling rate is half of the Nyquist rate. If we
were to follow the Shannon-Nyquist sampling scheme of filtering out the L/2 high frequencies, the
two peaks in the center of the signal would have been blurred into one, even with known circular
shifts and in the absence of noise. In contrast, the EM algorithm resolves the two adjacent peaks
and estimates the signal accurately. A detailed description of this simulation, and additional nu-
merical experiments, are provided in Section 5. However, in our experiments the EM algorithm
fails to estimate the high-resolution signal even when L ≈ M2/3. Following [7, 16, 55], we postu-
late that this inadequate performance reflects a fundamental statistical-computational gap in the
super-resolution problem, rather than a shortcoming of the EM framework.
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Remark on terminology and notation. We refer to each realization of the model (1.1) as
an observation, and to the entries of each observation as samples. Namely, yi[`] denotes the `-th
sample of the i-th observation. In addition, in the sequel all indices should be considered as modulo
M or L, depending on the context. When writing P & Qd we mean that P is greater than Qd plus
a polynomial of degree d− 1.
2 Background on multi-reference alignment and invariants
The model (1.1) is a special case of the multi-reference alignment (MRA) problem. This problem
entails estimating a signal from multiple noisy observations; in each observation the signal is acted
upon by an unknown element of a known group G. In its most general form, the MRA model
reads
y = T (g ◦ x) + ε, g ∈ G, x ∈ X , (2.1)
where T is a known linear operator, with the group G acting on a vector space X [9]. Specifically,
if x ∈ RM , G is identified with the group of circular shifts ZM , and T is the sampling operator P ,
then the general MRA model (2.1) reduces to (1.1).
Similarly to many MRA models in the literature [8, 14, 45, 1, 16, 40, 2, 4], this work is inspired
by single-particle reconstruction problems using cryo-electron microscopy (cryo-EM) and X-ray free
electron lasers (XFEL)—high-resolution structural methods for biological macromolecules [28, 29,
42, 51, 10]. In particular, this work is a first step towards understanding the resolution limits of
these modalities; see further discussion in Section 6.
Suppose we collect N observations from (2.1). If the noise level is low, the standard approach
is to estimate the group element g1, . . . , gN . For example, in (1.1) the unknown circular shifts
s1, . . . , sN can be estimated by simultaneous clustering and synchronization (see Section 3.1). This
can be done, for instance, using the Non-Unique Games framework [37]. However, in the low SNR
regime—which is the main interest of this work—the group elements cannot be recovered reliably
by any method [3, 13]. Therefore, we consider two techniques that circumvent shift determination:
estimation based on shift-invariant features, and the EM algorithm. In particular, we formulate
EM in detail in Section 4, and present numerical experiments in Section 5.
For the theoretical analysis, we use features that are invariant under circular shifts. Specifically,
the q-th order circular-shift invariant feature of a signal z ∈ RL is simply its auto-correlation:
Mq(z)[`1, . . . , `q−1] =
L−1∑
i=0
z[i]z[i+ `1] . . . z[i+ `q−1]. (2.2)
It is readily seen that this quantity remains unchanged under any circular shift of z, namely,
Mq(z) = Mq(Rs¯z) for any fixed s¯. These invariants can be also presented in Fourier domain.
Specifically, let zˆ[k] denote the k-th Fourier coefficient of z. Then, the monomials
Mˆq(z)[k1, . . . , kq−1] = zˆ[k1] · · · zˆ[kq−1]zˆ[−k1 − · · · − kq−1], (2.3)
are also invariant under circular shift. Using these invariants, a variety of algorithms were proposed
under different MRA setups [14, 45, 1, 16, 20, 40], as well as for cryo-EM and XFEL [32, 34, 38,
12, 43, 53, 50].
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In this work, we harness the first three invariants. The first invariant is the zero frequency
Mˆ1(z) = zˆ[0] (equivalently, the mean of the signal). The second invariant is the power spectrum
of the signal Mˆ2(z)[k] = |z[k]|2 for k = 0, . . . , L − 1. Unfortunately, the mean and the power
spectrum do not determine a general signal uniquely (see for example [11]). Thus, we need the
third-order invariant, the bispectrum, which determines almost all signals uniquely [52, 47]:
Mˆ3(z)[k1, k2] = z[k1]z[k2]z[−k1 − k2], k1, k2 = 0, . . . , L− 1. (2.4)
The bispectrum is a useful tool in many data processing applications, such as separating Gaussian
and non-Gaussian processes [17], studying the cosmic background radiation, seismic, radar and
EEG signals [54, 22, 41], MIMO systems [19], and classification [57].
For large σ, the variance of estimating the q-th order auto-correlation is proportional to σ2q
since the estimator involves the product of q noisy terms. Thus, reliable estimation requires, at
least, an order of σ2q observations. For the problem under consideration, it implies that we need to
record N/σ6  1 observations to obtain an accurate estimate of the bispectrum. Interestingly, it
was shown that for the MRA model (2.1), the invariant features approach (or, more generally, the
method of moments) is optimal in the following sense. Let q¯ be the lowest-order auto-correlation
that identifies a generic signal (in our case, q¯ = 3). Then, in the asymptotic regime where N and σ
diverge (while L is fixed), the estimation error of any method is bounded away from zero if N/σ2q¯
is bounded from above [6, 2]. In other words, q¯ determines the minimal number of observations
required for an accurate estimate in the low SNR regime. Remarkably, we show that for (1.1), at
the same estimation rate (i.e., N scales with σ6) one can reduce the sampling rate significantly
below the Nyquist rate and still achieve an accurate estimate of the signal. In Section 6 we discuss
the potential of super-resolution in case higher-order auto-correlations could be computed—that
is, if more observations are available.
3 Analysis
In Section 3.1, we show that (1.1) can be interpreted as the heterogeneous multi-reference alignment
(hMRA) model applied to K subsets of x, and formulate the likelihood function of (1.1). This in
turn immediately implies that the signal is not determined uniquely from the likelihood function.
Nevertheless, it allows us to identify a family of signals which can be described as the orbit of x
under a parameterized sub-group of the permutation group; we denote this orbit by GΠ,Lx from
reasons that will be explained later.
Our analysis consists of two stages: identifying the orbit GΠ,Lx from the observations, and
finding a unique signal in GΠ,Lx that maximizes the posterior distribution. In particular, in
Section 3.2 we use auto-correlation analysis to show that if L &
√
6M , then the orbit GΠ,Lx can
be computed from the first three auto-correlations of y. These auto-correlations can be estimated
from the data if N/σ6  1 in any SNR regime. Finally, in Section 3.3 we show that if x was
drawn from almost any Gaussian prior on the signal, then there is a unique signal in GΠ,Lx that
maximizes the posterior distribution.
3.1 Reduction to heterogeneous MRA and the likelihood function
Consider two realizations yi, yj generated, respectively, after shifting x by si and sj, and recall that
K = M/L is an integer. If si− sj = cK for some integer c, then yi is equal to a circular shift of yj,
6
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(a) A signal consisting of 3 sub-signals
0 2 4 6 8 10 12
(b) A permutation of the sub-signals
0 2 4 6 8 10 12
(c) Circular shifts of the sub-signals
0 2 4 6 8 10 12
(d) Permutation + circular shifts of the sub-signals
Figure 3: An illustration of the orbit GΠ,Lx; all four signals have the same likelihood function.
(a) A signal of length M = 12 consists of K = 3 sub-signals (drawn in different colors). (b)
Permuting the sub-signal (x0, x1, x2) 7→ (x1, x2, x0). (c) Shifting the sub-signals (x0, x1, x2) 7→
(R−1x0, R−2x1, x2). (d) Permuting and shifting the sub-signals (x0, x1, x2) 7→ (R−2x1, x2, R−1x0).
with a different noise realization. It follows that any observation yi is a noisy and circularly-shifted
realization of one of the following K signals,
xk :=
[
x[k], x[k +K], x[k + 2K], . . . , x[k + (L− 1)K]] , k = 0, . . . , K − 1. (3.1)
Namely, xk[`] = x[k + K`] for ` = 0, . . . , L − 1. We refer to x0, . . . , xK−1 ∈ RL as sub-signals.
Using this notation, the model (1.1) can be written as
y = R`xk + ε, (3.2)
where k is drawn uniformly at random from {0, . . . , K − 1}, R` is a circular shift on an L-point
grid [0, 1, . . . , L − 1], and ` is distributed uniformly. The model (1.1) is thus equivalent to the
hMRA model, recently studied in [45, 7, 16, 40], applied to the sub-signals x0, . . . , xK−1.
Observations from the hMRA model (3.2) enable the recovery of x0, . . . , xK−1 up to a circular
shift of each sub-signal and a permutation across signals. This can be seen by considering the
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marginalized likelihood of a single observation y:
p(y|x) = 1
M
L−1∑
`=0
K−1∑
k=0
p(y|x, `, k) = 1
(2piσ2)L/2M
L−1∑
`=0
K−1∑
k=0
e−
1
2σ2
‖y−R`xk‖22 . (3.3)
Plainly, p(y|x) is invariant under any permutation pi (overall K! permutations)
(x0, . . . , xK−1) 7→ (xpi(0), . . . , xpi(K−1)),
or circular shifts `0, . . . , `K−1 (overall LK permutations)
(x0, . . . , xK−1) 7→ (R`0x0, . . . , R`K−1xK−1).
This set of permutations, denoted by GΠ,L, includes K!L
K elements and constitutes a subgroup of
the permutation group of M elements. The orbit of x under GΠ,L is illustrated in Figure 3.
Importantly, previous works on hMRA aimed to retrieve the orbit GΠ,Lx. In this work we
further wish to recover the high-resolution signal x by ordering the sub-signal x0, . . . , xK−1 prop-
erly, which is impossible based solely on the likelihood. Thus, we must impose some additional
constraints on the signal. In particular, we show in Section 3.3 that for almost any Gaussian prior
there is a single element of GΠ,Lx that achieves the maximum of the posterior distribution.
3.2 Identifying the orbit GΠ,Lx
3.2.1 The noiseless case
In the absence of noise, if we have observed each one of the K sub-signals x0, . . . , xK−1, we can
determine the orbit GΠ,Lx immediately by considering all of their circular shifts and permuta-
tions. Therefore, the only question is how many observations from (1.1) are required to see each
sub-signal xk at least once; this problem is known in the combinatorics literature as the coupon
collector’s problem. In expectation, it is known that KHK observations are required to see all K
signals, where HK is the harmonic sum
HK =
1
1
+
1
2
+ · · ·+ 1
K
= logK + γ + K ,
where γ ≈ 0.57721 is the Euler-Mascheroni constant and K ∼ 1/2K for large K. If K is large
enough, the harmonic sum can be bounded by HK ≤ C logK for some small constant C. For
example, HK ≤ 2 logK for any K ≥ 3. Thus, we say that in expectation N ≈ K logK observations
suffice to characterize the orbit GΠ,Lx from the observations. Yet, even in the absence of noise,
finding x itself from GΠ,Lx is a non-trivial task.
3.2.2 Auto-correlation analysis
In the low SNR regime, we propose to estimate the orbit GΠ,Lx using the first three auto-
correlations of the observations, or, equivalently, their Fourier counterparts: the mean, power
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spectrum, and bispectrum. Assuming N/σ6 →∞ and considering (3.2), the invariants of the data
converge to the average of the invariants of the K sub-signals, up to bias terms:
1
N
N∑
i=1
Mˆ1 (yi)
N→∞→ 1
K
K−1∑
k=0
Mˆ1(xk),
1
N
N∑
i=1
Mˆ2 (yi) [`]
N→∞→ 1
K
K−1∑
k=0
Mˆ2(xi)[`] +B2, (3.4)
1
N
N∑
i=1
Mˆ3 (yi) [`1, `2]
N→∞→ 1
K
K−1∑
k=0
Mˆ3(xi)[`1, `2] +B3[`1, `2],
where B2 = σ
2L1, B3[`1, `2] = x¯σ
2L2D[`1, `2], 1 ∈ RL is a vector of ones, x¯ is the average of x
(and y), D ∈ RL×L is a zero matrix except D[0, 0] = 3 and D[i, 0] = D[0, i] = D[i, i] = 1 for
i = 1, . . . , L − 1, and `, `1, `2 = 0, . . . , L − 1. We note that if σ2 is known, one can easily remove
the bias factors from the second- and third-order invariants. As N →∞, the left-hand side equals
the right-hand side almost surely.
The reason we require N/σ6 → ∞ is that the third-order auto-correlation requires taking
triple products of three noise terms (thus tripling the effective noise level), and thus for large σ
the number of observations needs to scale at least as σ6 to keep the variance of the estimator
under control; more precisely, only when N/σ6 → ∞ one can estimate the invariants accurately.
Therefore, if N/σ6 → ∞, one can estimate the first three auto-correlations at any SNR levels. If
σ is fixed while N →∞, then one can estimate all auto-correlations at any SNR level. If σ →∞
and N does not scale with σ6, then the third-order auto-correlation cannot be estimated from the
observations.
3.2.3 Identifiability conditions for the orbit GΠ,Lx from the auto-correlations
As discussed in Section 2, it is well-known that the first three invariants determine a single signal
uniquely [47, 31, 14]. Using tools from invariant theory and algebraic geometry, this result was
recently extended to demixing of K ≥ 1 invariants as in (3.4) [7]. The framework of [7] is based on
verifying computationally the rank of a designed matrix. Such a verification needs to be executed
for each pair of parameters (K,L) individually. In particular, it was verified, in a limited regime of
parameters, that a set of generic signals is determined uniquely from (3.4), up to the symmetries
that form the group GΠ,L, as long as
1
K < P(L) := L+ 3 +
⌊
L/2
⌋
+
⌈
(L− 1)(L− 2)/6⌉
L+ 1
≈ L/6. (3.5)
Essentially, P(L) · L quantifies the number of distinct mean, power spectrum, and bispectrum
entries (which has L2 entries in total), after eliminating intrinsic symmetries.
We verified the identifiability of the K signals up to L = 192; for each L we examined the
maximal K that satisfies (3.5)2. This immediately implies that the number of required samples is
1By the notion of generic signals, we mean that the set of signals for which equation (3.5) does not hold, satisfy
a certain polynomial equation, and thus is of measure zero.
2We extended the range of parameters examined by the authors of [7]. We thank Dr. Joseph Kileel for his
assistance to execute this computational verification.
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bounded by
K =
M
L
. L/6 ⇒ L &
√
6M. (3.6)
This bound is conjectured to hold true for any pair of L and K that satisfies (3.5); see [7, 16].
The following proposition and conjecture summarize the result:
Proposition 3.1. Suppose that we acquire an average of the mean, power spectrum, and bispectrum
of K signals as in the right-hand side (3.4). Then, for the maximal K that satisfies (3.5) for
L ≤ 192, one can identify the orbit GΠ,Lx for generic x.
Conjecture 3.2. Suppose that we acquire an average of the mean, power spectrum, and bispectrum
of K signals as in the right-hand side of (3.4). Then, for any pair (K,L) that satisfies (3.5), one
can identify the orbit GΠ,Lx for generic x.
3.2.4 A note on computational considerations
It is important to note that Proposition (3.1) does not claim that the bound (3.5) can be achieved
using a computationally efficient (e.g., polynomial time) algorithm. In the context of the hMRA
model, numerical evidence suggests that for i.i.d. standard Gaussian signals, one can estimate
the orbit GΠ,Lx from a mix of bispectra using non-convex least squares only in the regime K ≤√
L—substantially below the identifiability regime K . L/6 [16]. Recently, it was proven that
i.i.d. standard Gaussian signals can be disentangled, with high probability, using a sum-of-squares
algorithm as long as K ≤ √L/polylog(L) [55]. In [7, 16], it was conjectured that the √L bound
reflects a fundamental statistical-computational gap, and holds for any efficient algorithm. If
indeed one can recover only up to
√
L signals efficiently from (3.4), it implies that the orbit GΠ,Lx
can be estimated efficiently in the regime M ≤ L3/2 for i.i.d. Gaussian entries. Having said that, in
contrast to the hMRA model, the goal of the super-resolution problem is not to recover the orbit
GΠ,Lx, but rather the signal x itself; the latter task seems to be a significantly more challenging
computational problem. Indeed, numerical experiments in Section 5 suggest that recovery is not
attainable even in the regime M ≈ L3/2—at least not with the EM algorithm.
3.3 Identifying a unique high-resolution signal from the orbit GΠ,Lx
Until now, we have shown that one can identify the orbit GΠ,Lx for generic x if L &
√
6M and the
first three auto-correlations can be estimated from the observations. Next, we wish to show how
to determine a single signal out of GΠ,Lx.
Recall that the posterior distribution p(x|y1, . . . , yN) is proportional to the likelihood function
p(y1, . . . , yN |x) times a prior on the signal p(x). According to (3.3), the likelihood is constant over
the orbit GΠ,Lx. Consequently, the only way to separate the signals is by choosing the signal in
the orbit that best fits the prior. Importantly, this part is independent of the observations.
Many priors can be used. In this section, we focus on Gaussian signals with zero mean and
covariance Σ, that is, p(x) = 1√
(2pi)M |Σ|e
− 1
2
xTΣ−1x. In particular, we wish to show that among all
signals in GΠ,Lx, there is a single signal that maximizes p(x), or, equivalently, minimizes x
TΣ−1x
for a positive-definite matrix, Σ−1. The next lemma shows that permuting a signal usually changes
this quadratic form. To this end, we define the Σ−1 norm by ‖z‖2Σ−1 := zTΣ−1z for a positive-
definite matrix Σ−1.
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Lemma 3.3. Let Ω be an n-dimensional space. Denote by R1 and R2 two permutation matrices
and their ratio by R = R2R
T
1 . Then, the set
ZR1,R2 =
{
z ∈ Ω |‖R1z‖2Σ−1 =‖R2z‖2Σ−1
}
,
is a subset of Ω of measure zero if and only if Σ−1 and R do not commute.
Proof. Let A := RT1 Σ
−1R1−RT2 Σ−1R2. Observe that A = 0 if and only if R and Σ−1 commute. The
condition ‖R1z‖2Σ−1 = ‖R2z‖2Σ−1 is equivalent to zTAz = 0. Therefore, if A = 0 then ZR1,R2 = Ω.
Otherwise, A 6= 0 and in particular there exists u such that uTAu 6= 0. Suppose that the vector z
zeros the quadratic form of A. Such vectors—called isotropic vectors—can be found either in the
radical (kernel) or in the hyperbolic part of the quadratic space. Using Witt decomposition, the
nondegenerate quadratic space is orthogonally divided into a maximal totally isotropic subspace
(where all vectors are isotropic), and a subspace on which the quadratic form defined by A is either
positive or negative definite (nondegenerate and anisotropic). Therefore, since the latter is not
empty, the joint dimension of a maximal totally isotropic subspace (also known as the Witt index)
and the kernel of A, does not exceed n − 1, see, e.g., [35, Chapter 1§4] and Appendix B. This in
turn implies that ZR1,R2 lies in a subspace of strictly less dimensions than Ω, which is of measure
zero.
Any group of permutations over vector space is finite, and thus there are finitely many pairs R1
and R2 of permutation matrices. Consequently, the set of signals for which ‖R1z‖2Σ−1 =‖R2z‖2Σ−1
for some pairs of permutations is also of measure zero.
Corollary 3.4. Assume the conditions of Lemma 3.3 holds. Then, the minimum of the quadratic
form yTΣ−1y is almost surely unique among all signals y in GΠ,Lx.
The case when Σ−1 is a circulant matrix is of particular importance. Such a prior, reflecting
a prior on the signal’s power spectrum, is popular in many signal processing tasks, as well as in
cryo-EM; see for instance [49]. In this case, both the prior and the likelihood function (and thus
the posterior) are shift-invariant, and therefore any signal is indistinguishable from its cyclic shifts.
To account for this symmetry, we derive a distinct uniqueness result—up to a circular shift—for
circulant matrices.
Proposition 3.5. Assume Σ−1 is a circulant, positive-definite matrix of size n > 2. Then:
1. The Σ−1 norm ‖ ‖Σ−1 is invariant under cyclic shifts. Consequently, we may consider the
quadratic form yTΣ−1y as a function over equivalence classes in GΠ,Lx, where two vectors
are equivalent if one is a cyclic shift of the other.
2. If all eigenvalues of Σ−1 are distinct, then for almost every signal x the minimum of the
quadratic form yTΣ−1y is unique over the equivalence classes of GΠ,Lx.
The proposition is proved in Appendix A.
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4 An expectation-maximization algorithm
Our theoretical study is based on invariant features. Conceptually, it suggests a two-stage proce-
dure: it begins by identifying the orbit GΠ,Lx, and then choosing a unique signal according to the
prior. While identifying the orbit GΠ,Lx efficiently using bispectrum demixing is possible [16, 55],
it is unclear how to devise a tractable algorithm for the second step. As an alternative, we for-
mulate an EM algorithm, described below, which aims to achieve the maximum of the posterior
distribution by maximizing the likelihood function and the prior simultaneously.
EM is a common framework to compute the maximum aposteriori estimator (MAP) [24], and
is known to work quite well in many practical scenarios; see for instance its application to cryo-EM
experimental datasets [49, 46]. Hereafter, we formulate EM for the general model
y = TRsx+ ε, (4.1)
where s is drawn from a uniform distribution on a discrete grid SM with M points, and T is a
general linear operator (not necessarily a sampling matrix).
Given a set of N independent observations y1, . . . , yN , the posterior distribution p(x|y1, . . . , yN)
is proportional to p(y1, . . . , yN |x)p(x), where
p(y1, . . . , yN |x) = 1
(2piσ2)L/2M
N∏
i=1
∑
s`∈SM
e−
1
2σ2
‖yi−TRs`x‖22 , (4.2)
is the likelihood function, and p(x) is a prior on the signal. We assume that the signal is drawn
from a Gaussian prior with zero mean and known covariance Σ so that p(x) ∼ N (0,Σ). EM aims to
maximize the posterior iteratively, where each iteration consists of two steps. The first step, called
E-step, computes the expected value of the likelihood x (note, not the marginalized likelihood)
with respect to the circular shifts (i.e., the nuisance variables), given the current estimate of the
signal xt and the data y1, . . . , yN :
Q(x|xt) = Es1,...,sN |y1,...,yN ,xt
{
log p(y1, . . . , yN , s1, . . . , sN |x)
}
= − 1
2σ2
N∑
i=1
∑
s`∈SM
wi,`‖yi − TRs`x‖ −
1
2
xTΣ−1x+ constant,
(4.3)
where
wi,` =
e
−1
2σ2
‖yi−TRs`xt‖2∑
s`∈SM e
−1
2σ2
‖yi−TRs`xt‖2
. (4.4)
The second step, called M-step, maximizes Q with respect to x. The solution is obtained by solving
the linear system of equations
Ax = b, (4.5)
where
A :=Σ−1 +
1
σ2
∑
i,`
ωi,`(R
−1
` T
TTR`), (4.6)
b :=
1
σ2
∑
i,`
ωi,`R
−1
` T
Tyi. (4.7)
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The EM algorithm iterates between computing the weights (4.4) and solving the linear system (4.5)
until convergences. In our implementation, the algorithm halts when the relative difference between
the posterior of two consecutive iterations falls below 10−5. In general, EM does not converge to the
global maximum of the posterior distribution; however, each iteration is guaranteed to not decrease
the posterior [24]. In addition, several recent works derived intriguing theoretical results for EM
under specific statistical models. See for example [5, 23], and in particular [26] that analyzes EM
for the MRA model.
In the special case in which the linear operator T is the sampling operator (1.1), computing the
weights and constructing A and b reduces to computing a set of correlations; this can be executed
efficiently using FFT.
5 Numerical results
We conducted three experiments to examine the performance of the EM algorithm. The first
experiment demonstrates resolving two adjacent peaks from low-resolution observations. The next
two experiments inspect the performance of the algorithm as a function of noise level and the
number of samples. The code for all experiments and the EM algorithm is publicly available at
https://github.com/TamirBendory/MRA-SR.
In all experiments we set a prior on the signal’s power spectrum. Therefore, to account for the
circular shift symmetry, the relative recovery error is defined as
relative error = min
`∈ZM
‖R`xest − x‖
‖x‖ , (5.1)
where x ∈ RM is the underlying signal, and xest is the output of the EM algorithm. The SNR is
defined as SNR = ‖x‖2/(Mσ2). The EM iterations terminate when either a maximal number of
iterations is reached, or the relative absolute difference of the posterior between two consecutive
iterations drop below a tolerance parameter. In all experiments, the maximal number of EM
iterations was set to be 100 iterations, and the tolerance parameters was 10−5. The EM may
be initialized from multiple random points and thus produce different estimators. Among those
estimators, we choose the one with the largest posterior. The posterior is computed at each EM
iteration.
Experiment 1. The signal in this experiment is of length M = 120 with bandwidth (the largest
non-zero frequency, see (1.5)) B = 15. We generated N = 104 observations by shifting the signal
and sampling it at L = 15 points, corresponding to half of the Nyquist sampling rate. Then,
an i.i.d. Gaussian noise was added, corresponding to SNR=1. We ran the EM algorithm from
five random initial points; each trial required 13 to 17 iterations to converge. Since the signal
(only in this experiment) is bandlimited, in each iteration the current estimate is projected onto
the low B = 15 frequencies. The target and estimated signals are presented in Figure 2; the
relative recovery error is 0.0614. Figure 4 displays the relative error per frequency. As can be seen,
the relative error of frequencies above the Nyquist rate is still quite low, indicating that the EM
algorithm resolves high frequencies accurately.
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Figure 4: Recovery error per frequency of the recovery presented in Figure 2. The figure indicates
that the EM algorithm succeeds to resolve frequencies beyond the largest frequency determined
by the Nyquist sampling rate L/2 (vertical red line).
Experiment 2. Figure 5 presents the error curve as a function of the SNR, in the high and low
SNR regimes. For each SNR value, 50 trials were conducted and we present the median error. A
signal of length M = 64 was drawn from a Gaussian distribution with zero mean, and a circulant
covariance matrix, corresponding to power spectrum decaying linearly, that is, as 1/f . Following
the circular shift, each observation was sampled at L = 32 equally-spaced points—corresponding
to half of the Nyquist sampling rate.
Figure 5b presents the relative error as a function of the SNR, for 30 SNR values sampled
uniformly on a logarithmic scale between 100.2 to 102, and N = 102 observations; this reflects the
high SNR regime. Unfortunately, the EM seems to suffer from a flaw: it should be initialized from
many points (among them we choose the one with the largest posterior value) in order to result
in a consistent recovery. In this experiment, we initialized the algorithm from 1000 points; the
computational load is still quite cheap since each trial requires only a few iterations (around 5).
Yet, it suggests that EM may not be the optimal computational scheme in the high SNR regime.
The slope of the error curve is approximately 1/2, indicating that the error is proportional to
σ—the optimal estimation rate even if the circular shifts were known.
Figure 5a shows a similar experiment for SNR values ranging between 10−0.6 to 1 and N = 105
observations. In this low SNR regime, the EM algorithm seems to be more consistent, and thus we
initialized it from merely 20 random points. In this regime, the slope of the error curve becomes
steeper and the error slope is smaller than −1, implying that the variance of the estimator is larger
than σ4. In fact, our analysis predicts that as SNR→ 0, the slope of the error curve would tend to
SNR−3/2; see Section 3.
Experiment 3. Figure 6 examines the recovery error for different values of M and L. For
each M , we chose values of L so that M/L is an integer. The signals were generated as in
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Figure 5: Relative estimation error as a function of the SNR. In the high SNR regime, the relative
error scales as SNR−1/2, which is the same estimation rate as if there were no shifts (namely, the
estimation rate of averaging independent Gaussian variables). In the low SNR regime, the error
decays faster than SNR−1, demonstrating a sharp transition from the high SNR regime.
Experiment 2 with SNR = 5, and the EM was initialized from 50 random locations in each trial.
For each pair (M,L), the mean error over 50 trials was recorded. The red vertical dashed line
indicates L = M2/3; this is the conjectured computational recovery limit for hMRA, namely, for
recovering the orbit GΠ,Lx (see discussion in Section 3.2.4). Notwithstanding, we get relatively
small recovery error only for much larger values of L, suggesting that the super-resolution problem
is computationally more challenging than hMRA. In particular, our theoretical analysis is split
into two stages: recovering the orbit GΠ,Lx, and recovering x from the orbit; the latter depends
only on the prior, and not on the data. In contrary, the EM algorithm aims to implicitly carry
out both stages simultaneously. We believe that the second stage is the reason the performance of
EM for super-resolution is inferior to what was demonstrated in previous MRA setups [14, 1, 40].
6 Discussion
Super-resolution limits. This work analyzes the super-resolution from multiple observations
problem in a noisy environment using the third-order auto-correlation. To use higher-order auto-
correlations, more observations should be collected: the number of observations needs to scale
as σ2q to estimate the q-th order auto-correlation accurately. The q-th auto-correlation provides
O(Lq−1) polynomial equations of the sought signals. Based on our analysis and the reduction of
the super-resolution problem to the hMRA model (3.2), we expect that the q ≥ 3 auto-correlation
would identify M = O(Lq−1) grid points. Such a result will follow directly from a generalization
of [7] to higher-order auto-correlations. This leads us to the following conjecture:
Conjecture 6.1. Suppose that N observations from (1.1) are collected and each observation is
sampled at L equally-spaced locations. Then, in the low SNR regime σ → ∞, if N/σ2q → ∞ for
some q ≥ 3, one can identify up to M = O(Lq−1) grid points. In other words, only L = O(M1/(q−1))
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Figure 6: Relative recovery error as a function of L for different values of M . The red dashed line
indicates L = M2/3. The results suggest that the super-resolution problem is significantly harder
than hMRA.
samples per observation suffice for signal identification. In particular, for N → ∞ and any fixed
noise level (that might be arbitrarily high), there is no theoretical limit on the achievable resolution.
Continuous super-resolution. A natural generalization of the model considered in this work
is the following. Let x : S1 → R be a band-limited signal on the circle (1.4), and let Rθ denote
a rotation, that is, (Rθx)(t) = x(t − θ), where θ is distributed uniformly on the circle. Together
with i.i.d. Gaussian noise ε ∈ RL, the data generative model reads
y = P (Rθx) + ε, θ ∼ Uniform[0, 1), ε ∼ N (0, σ2I), (6.1)
where P denotes a sampling operator that collects L equally-spaced point-wise samples. The goal
is to estimate x from N observations sampled from (6.1). This setup is interesting in the sub-
Nyquist regime, where P samples x below its Nyquist sampling rate. While this model shares
many similarities with (1.1), it poses some additional challenges that are beyond the scope of this
work; we intend to address them in a follow-up work.
Multi-dimensional signals. While this paper deals with 1-D signals, the methodology can be
extended to higher-dimensions. For example, an interesting MRA setup that was studied in [40]
considers rotating 2-D “bandlimited” images. Specifically, suppose that an image X belongs to the
vector space of images that can expanded by finitely many coefficients in a steerable basis (such
as Fourier-Bessel [56] or prolate spheroidal wave functions [36]):
X(r, φ) =
Kmax∑
k=1
Qmax∑
q=1
ak,quk,q(r, φ), (6.2)
where (r, φ) are polar coordinates, ak,q are the expansion coefficients, and uk,q(r, φ) are the basis
functions of the steerable basis. The images are acted upon by unknown elements of the group of
in-plane rotations SO(2). The steerablility property implies that rotating an image by an angle α
16
amounts to multiplying the expansion coefficients by eιkα:
X(r, φ− α) =
Kmax∑
k=1
Qmax∑
q=1
ak,qe
−ιkαuk,q(r, φ). (6.3)
Accordingly, it is easy to see that the triple products ak1,q1ak2,q2a−k1−k2,q3 are invariant under
rotations—these products form the bispectrum [56, 40]. This in turn implies that for an image
expanded by M coefficients, there are O(M5/2) bispectrum entries. In this case, our framework
suggests that, perhaps, one can identify an image from sufficiently many observations with merely
L = O(M−2/5) samples per observation.
Cryo-EM and XFEL. The main motivation of this work arises from cryo-EM and XFEL. The
measurements in these applications (under simplifying assumptions, see for example [10]) agree
with the general MRA model (1.1), where g ∈ SO(3) (the group of 3-D rotations), the 3-D Fourier
transform of the signal x is assumed to be bounded in a ball (“bandlimited” volume), and the
linear operator T collects samples of the 2-D tomographic projection of the rotated volume. The
question then would be whether the maximal resolution of a 3-D reconstruction algorithm can
surpass the resolution dictated by the detectors acquiring the data—that is, the resolution of
the 2-D tomographic projection images. A recent proof concept (on simulated data) promises an
affirmative answer [21]. Extending our analysis to this case requires sophisticated tools and we
leave it for a future research.
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A Proof of Proposition 3.5
The first lemma refines the condition of Lemma 3.3 in terms of invariant subspaces. Recall that a
subspace V is R-invariant if R(V ) ⊂ V .
Lemma A.1. Let S be a symmetric matrix. Then, R and S commute if and only if every eigenspace
is R-invariant.
Proof. Since S is symmetric, we can decompose the space into real eigenspaces. First direction: if
R and S commute then for any eigenvector v of S with eigenvalue λ, we have
S(Rv) = RSv = λ(Rv).
Namely, Rv is also in the eigenspace. Second direction: if any eigenspace Vλ is R-invariant then
for any v ∈ Vλ we can write Rv in terms of the basis of Vλ, and to have
Rv =
∑
i
αivi =⇒ S(Rv) = S
∑
i
αivi
 = ∑
i
αiλvi = λRv = R(Sv).
Lemma A.2. Let Σ−1 be a circulant matrix. Then
1. Σ−1 commutes with any cyclic permutation matrix R.
2. Conversely, if each eigenvalue of Σ−1 has multiplicity 1 and Σ−1 commutes with a permutation
matrix R, then R must be a cyclic permutation.
Proof. Let W denote the DFT matrix, with entries Wj,` =
1√
n
ω(`−1)(j−1), ω = e−2piι/n, 1 ≤ j, ` ≤ n.
Then the columns w0, . . . , wn−1 of W are the eigenvectors of Σ−1. Furthermore, if R is the cyclic
permutation matrix corresponding to the permutation j 7→ j + k mod n, then Rw` = ω(`−1)kw`.
Consequently, R preserves each eigenspace of Σ−1, and so by Lemma A.1 R and Σ−1 commute.
This proves the first statement.
For the converse, suppose each eigenvalue of Σ−1 has multiplicity 1, and take any permutation
matrix R that commutes with Σ−1. From Lemma A.1, R must leave each eigenspace of Σ−1 fixed;
consequently, for each eigenvector w` of Σ
−1 there is a scalar α` so that Rw` = α`w`. Suppose the
permutation corresponding to R sends index 1 to index k + 1; then
1√
n
= W1,` = (Rw`)k+1 = α`Wk+1,` = α`
1√
n
ω(`−1)k, (A.1)
and so α` = ω
−(`−1)k. Since Rw` = α`w`, for any index j,
(Rw`)j = ω
−(`−1)kWj,` = ω−(`−1)k
1√
n
ω(`−1)(j−1) =
1√
n
ω(`−1)(j−k−1) = Wj−k,`, (A.2)
meaning that R cyclically shifts the entries of w` by k. Since this holds for all basis vectors w`, R
is a cyclic shift.
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We may now prove Proposition 3.5. The first statement of Proposition 3.5 is identical to the
first statement of Lemma A.2. For the second statement, Lemma 3.3 tells us that for almost
every signal x, the quadratic form yTΣ−1y takes on distinct values on each equivalence class of
vectors in the orbit GΠ,Lx (where two vectors are equivalent if one is a cyclic shift of the other).
Indeed, for any two permutation matrices R1 and R2, the set
{
x | xTRT1 Σ−1R1x = xTRT2 Σ−1R2x
}
has measure zero if and only if R2R
T
1 does not commute with Σ
−1; from Lemma A.2, this latter
condition is equivalent to R2R
T
1 not being a cyclic permutation. Since there are only finitely many
permutation matrices, the set{
x | ∃R1, R2 s.t. R2RT1 not cyclic and xTRT1 Σ−1R1x = xTRT2 Σ−1R2x
}
(A.3)
also has measure 0. Consequently, for almost every signal x, the equality xTRT1 Σ
−1R1x =
xTRT2 Σ
−1R2x can hold only when R2RT1 is cyclic, i.e. when R1x and R2x are in the same equivalence
class of GΠ,Lx.
Because the quadratic form yTΣ−1y takes on distinct values on each equivalence class in GΠ,Lx
for almost every x, it immediately follows that for almost every x the minimum of yTΣ−1y over
equivalence classes in GΠ,Lx is unique. This is the desired result.
B Sharpening the bound on dim
(ZR1,R2) of Lemma 3.3
We discuss the bound on the dimension of ZR1,R2 of Lemma 3.3 and refine the naive bound of
n− 1 which was given in the proof of the lemma. The dimension of any maximal totally isotropic
space of a nondegenerate quadratic form, also know as the Witt index, is bounded by 1
2
(d− s),
where d is the overall dimension, and s is the signature. In our case, we must consider the quadratic
form of A after restricting it outside its radical. By the proof of Lemma A.1, the kernel vectors
arise from R-invariant subspaces. Denote by kA the dimension of this radical. Then, we have that
ZR1,R2 lies in a subspace of dimension bounded by
kA +
1
2
(
(n− kA)− sA
)
=
1
2
(n+ kA − sA) . (B.1)
This bound means that as the permutation R (i.e., the ratio R = R2R
T
1 ) preserves more eigenspaces
of Σ−1, that is as kA grows, so does the bound (B.1). This implies that preserving more eigenspaces
indicates possible higher dimension of ZR1,R2 . On the other hand, if R does not retain any
eigenspace, that is R and Σ−1 do not commute on any subspace, the dimension of ZR1,R2 can
become arbitrarily small. In particular, if A is either strictly positive or negative defined then the
dimension is zero, as indicated by (B.1) with kA = 0 and sA = n.
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