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ARRIVAL TIMES OF COX PROCESS WITH INDEPENDENT INCREMENTS
WITH APPLICATION TO PREDICTION PROBLEMS
MUNEYA MATSUI
Abstract. Properties of arrival times are studied for a Cox process with independent (and sta-
tionary) increments. Under a reasonable setting the directing random measure is shown to take
over independent (and stationary) increments of the process, from which the sets of arrival times
and their numbers in disjoint intervals are proved to be independent (and stationary). Moreover,
we derive the exact joint distribution of these quantities with Gamma random measure, whereas for
a general random measure the method of calculation is presented. Based on the derived properties
we consider prediction problems for the shot noise process with Cox process arrival times which
trigger additive processes off. We obtain a numerically tractable expression for the predictor which
works reasonably in view of numerical experiments.
1. Preliminaries
In this paper we consider a Cox process N := (N(t))t≥0 directed by random measure η :=
(η(t))t≥0 such that η is a non-decreasing ca`dla`g process with η(0) = 0 a.s. (cf. [7, p.44]). In
particular we investigate distributional properties of arrival times 0 < T1 ≤ T2 ≤ · · · of N(t). As
an application we consider prediction problems for a shot noise-type process
M(u) =
N(u)∑
j=1
Lj(u− Tj) , u ≥ 0 ,(1.1)
where (Lj), j = 1, 2, . . . are independent identically distributed (iid) processes with Lj(u) = 0 a.s.
for u ≤ 0 such that (Lj) are independent of (N, η).
Early on, properties related with arrival times of Poisson processes have been intensively studied
and now we can find comprehensive theories in textbooks e.g. [9, 7, 5, 18]. Among them the order
statistics property is one of the most important properties, which characterizes the Poisson process
and which is satisfied only with the mixed Poisson process. See e.g. [9, Theorem 9.1, Corollary
9.2] or [17], both of which treat general (non-diffuse) mean measures. However, although the Cox
process is a direct generalization of the mixed Poisson process, few attempts have been made to
arrival times of the Cox process. One reason is that we have to treat random intensities which yield
not a little complexity in the analysis.
In this paper we derive properties for arrival times of Cox process N assuming independent (and
stationary) increments for N . More precisely, let 0 = t0 < t1 < · · · < tk <∞ and we show that sets
of points (Tℓ) ∈ (tj−1, tj ] of N and their numbers N(tj−1, tj ] := N(tj)−N(tj−1) in disjoint intervals
(tj−1, tj ], j = 1, . . . , k are mutually independent. The result is based on the secondary result that
the directing random measure η should succeed to independent (and stationary) increments from
N under reasonable assumptions. We also investigate joint distributions of points (Tℓ) ∈ (tj−1, tj ]
and the number N(tj−1, tj ] based on derived independent (and stationary) increments for η. An
explicit expression for these quantities is obtained when η is given by a gamma process, while for
general random measure a method of the calculation is obtained.
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As an application we consider a prediction problem of the model (1.1) given the past information
assuming that η is an additive or a Le´vy process. Make a good use of the obtained results about
arrival times, we present numerically reasonable expressions for predictors. In view of the numerical
experiments examined, the method seems to work reasonably.
From old times up to the present, shot noise processes have been providing attractive stochastic
models for describing both natural and social phenomena (see the survey [3]). In fact, recent
applications are found in e.g. managing the workload of large computer networks [6, 19], financial
modeling [11, 12, 28] and modeling delay in claim settlement of non-life insurance [18]. Although
there have been some researches on prediction of the processes e.g. [13], the active studies of the
topic started fairly recently (see Section 3).
Finally we make two remarks. First our motivation is to construct structure-based predictors,
which is more than just applying ready-made linear predictions (see introduction of [15]). For this
aim properties of arrival times are crucial, and independent increments assumption is our starting
point. Although derived properties here are more restrictive than those of mixed Poisson (see [16]),
they still keep the core tool (order statistics-type property) to compute predictors. It would be our
challenging future work to investigate arrival times in a more general setting, where we could not
resort to this nice property anymore. In our recognition the independent increments would be the
best possible to exploit the property.
Second Cox processes with η to be an additive process or subordinator are regarded as ran-
dom time changes of Le´vy processes and these Cox processes are known to have independent (and
stationary) increments (see [1, 2, 27]). Therefore we obtain a kind of reverse result, i.e. assum-
ing independent (and stationary) increments of the time changed non-negative additive or Le´vy
processes, we show that the underlying process should be a subordinator.
Throughout, we assume that processes η and L are additive processes. An additive process
V := (V (u))u≥0 has independent increments with ca`dla`g path starting at V (0) = 0 a.s. and
is stochastically continuous. The distribution of the process V is completely determined by the
system of generating triplet {(Au, ρu, γu) : u ≥ 0} via characteristic function. See [27, Remark 9.9]
for more details. We will restrict ourselves to processes having only a pure jump part (see [27,
Theorem 19.3]), namely we consider V such that
E[eixV (u)] = exp
{∫
(0,u]×R
(eixv − 1) ρ(d(w, v))
}
,(1.2)
where a measure ρ on (0,∞) × R satisfies ρ((0, ·] × {0}) = 0, ρ({u} ×R) = 0 and∫
(0,u]×R
(|w| ∧ 1) ρ(d(w, v)) <∞, for u ≥ 0.(1.3)
In this case the generating triplet is (0, ρu, 0) with ρu(B) := ρ((0, u]×B) for any Borel set B ∈ B(R).
Among additive processes we frequently focus on Le´vy processes which additionally have station-
ary increments property, so that the system of generating triplet of V is given by {u(A, ρ, γ) : u ≥ 0}
(see [27, Corollary 8.3]). Particularly we are interested in the class of subordinators (cf. [27, The-
orem 30.1]) of which Laplace transform (LP for short) is
E[e−xV (1)] = exp
{
− γx+
∫
(0,∞)
(e−xv − 1)ν(dv)
}
, x ≥ 0(1.4)
with γ ≥ 0 and ∫
(0,∞)
(1 ∧ s)ν(ds) <∞.
Note that subordinators could be random measures on [0,∞), since we can construct the Lebesgue-
Stieltjes measure pathwisely from a.s. non-decreasing ca`dla`g process.
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Throughout we use the following notations: Z+ := {0, 1, 2, . . .}, R+ := [0,∞). Moreover let C
be the field of complex numbers and Cn := {(z1, . . . , zn) : zv ∈ C for 1 ≤ v ≤ n}. As usual write
X ∼ · if r.v. X follows the distribution after the tilde.
2. Main result
In this section we characterize properties of the directing random measure η from those of the
Cox process N , namely, under some reasonable setting we specify the class of directing measures η,
which is shown to be that of non-negative additive or Le´vy processes. In addition we show an order
statistics-type property for the Cox processes driven by additive or Le´vy processes. Based on those
main results the method of calculating the joint distribution of arrival times and their number is
presented. Moreover, the exact joint distribution is obtained when η is a gamma process random
measure.
Notice that Cox process of this type can be regarded as the time-changed Le´vy process by a
subordinator which we call subordination (see [27, Definition 30.2]). In our case the original Le´vy
process is given by a homogeneous Poisson. In the literature of subordination, part of our results
are known. We will state the detailed relation with past results after Remark 2.3.
We are starting to see the order statistics-type property (Theorem 2.1 and Corollary 2.2).
Theorem 2.1. Let N be a Cox process directed by a non-decreasing ca`dla`g process η with η(0) =
0, which is stochastically continuous. Denote arrival times of N by 0 ≤ T1 ≤ T2 ≤ · · · . Let
0 = t0 < t1 < t2 < · · · < tk ≤ t, k ∈ N, t > 0. We further denote finer points in the intervals
(tj−1, tj ], j = 1, 2, . . . , k by tj−1 < tj1 ≤ · · · ≤ tjℓj ≤ tj, ℓj ∈ Z+ and write sk =
∑k
j=1 ℓj . Then
(i) for any k ∈ N, ℓj ∈ Z+, j ≤ k,
P
(
∩kj=1 N(tj−1, tj ] = ℓj
)
=
k∏
j=1
P
(
N(tj−1, tj ] = ℓj
)
(2.5)
holds if and only if η is an additive process, and in this case,
P
(
∩kj=1 {Tsj−1+1 ≤ tj1, . . . , Tsj ≤ tjℓj , N(tj−1, tj] = ℓj}
)
=
k∏
j=1
P
(
Tsj−1+1 ≤ tj1, . . . , Tsj ≤ tjℓj , N(tj−1, tj ] = ℓj
)
.(2.6)
(ii) the left-hand side of (2.5) is equal to
k∏
j=1
P
(
N(0, tj − tj−1] = ℓj
)
(2.7)
if and only if η is a subordinator, and in this case the left-hand side of (2.6) is equal to
k∏
j=1
P(T1 ≤ tj1 − tj−1, . . . , Tℓj ≤ tjℓj − tj−1, N(0, tj − tj−1] = ℓj).(2.8)
Proof. (i) ‘if part’ Given η the joint conditional distribution of (N(tj−1, tj ])j≤k has
P
(
∩kj=1 N(tj−1, tj ] = ℓj | η
)
=
k∏
j=1
η(tj−1, tj]
ℓj
ℓj !
e−η(tj−1 ,tj ].(2.9)
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Since η has independent increments by taking expectation with respect to η we obtain (2.5).
‘only if part’ For the proof, we consider the LP of (η(tj−1, tj ])j≤k and show
E
k∏
j=1
e−αjη(tj−1 ,tj ] =
k∏
j=1
Ee−αjη(tj−1 ,tj ], αj ≥ 0, j = 1, . . . , k.(2.10)
Since (2.5) implies that for any ℓj ∈ Z+, j = 1, . . . , k
E
k∏
j=1
η(tj−1, tj]
ℓj
ℓj !
e−η(tj−1 ,tj ] =
k∏
j=1
E
η(tj−1, tj ]
ℓj
ℓj!
e−η(tj−1,tj ],(2.11)
using the expansion
k∏
j=1
e−αjη(tj−1,tj ] =
k∏
j=1
∞∑
ℓj=0
(1− αj)
ℓj
ℓj !
η(tj−1, tj ]
ℓje−η(tj−1 ,tj ] a.s.,
it seems that we may apply Fubuni’s theorem and could easily obtain (2.10). Here the expansion
is possible by ca`dla`g assumption on η. However, Fubini’s theorem could be applicable only when
|1− αj | < 1, j = 1, . . . , k, since we need to exchange expectation and the infinite sums. Therefore,
(2.10) holds only on some subset of Rk+.
To overcome this difficulty, we extend the domain of the LP, (α1, . . . , αk) ∈ R
k
+ to k-dimensional
complex plane with positive axes denoted by Ck++ := {w ∈ C
k | Rewj > 0, j = 1, . . . , k} and apply
the identity theorem in several complex variables.
In what follows, we show
L1(w) := E
k∏
j=1
e−wjη(tj−1,tj ] =
k∏
j=1
Ee−wjη(tj−1 ,tj ] = L2(w)(2.12)
on the whole w ∈ Ck++. Then continuity of Li on exes and at the origin, (2.12) holds on all w ∈ R
k
+.
Due to the identity theorem, e.g. [8, Theorem 4.1, Ch.1], it suffices to show that
• (C1) : g1, g2 are holomorphic in C
k
++.
• (C2) : There is a nonempty region (an open set) B ⊂ Ck++ such that (2.12) holds on B.
Condition (C2) is easy if we take B = {w ∈ Ck++ | |wj − 1| < 1, j = 1, . . . , k}. Indeed, twice
applications of Fubini’s theorem yield
L1(w) = E
k∏
j=1
∞∑
ℓj=0
(1− wj)
ℓj η(tj−1, tj ]
ℓj
ℓj!
e−η(tj−1 ,tj ]
=
∑
ℓ1,...,ℓk≥0
E
k∏
j=1
(1− wj)
ℓj η(tj−1, tj ]
ℓj
ℓj!
e−η(tj−1 ,tj ]
=
∑
ℓ1,...,ℓk≥0
k∏
j=1
E
(1− wj)
ℓj η(tj−1, tj]
ℓj
ℓj!
e−η(tj−1 ,tj ]
=
k∏
j=1
(
E
∞∑
ℓj=0
(1− wj)
ℓj η(tj−1, tj ]
ℓj
ℓj !
e−η(tj−1,tj ]
)
= L2(w)
on the region B ∈ Ck++.
For Condition (C2), it suffices to show that both L1 and L2 are complex differentiable on C
k
++
which is equivalent to “holomorphic”, e.g. [8, Theorem 3.8, Ch.1]. Thus, we check that L1 and L2
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satisfy the Cauchy-Riemann differential equation in each component, cf. [8, Theorem 6.2, Ch.1],
which are ∂Ll/∂wj = 0, l = 1, 2, j = 1, . . . , k on wj . Since we have the existence of
E
k∑
j=1
η(tj−1, tj ]
k∏
j=1
e−wjη(tj−1 ,tj ]
for any w ∈ Ck++, we could exchange the order of derivative and expectation and obtain
∂L1
∂wj
= E
∂
∏k
l=1 e
−wlη(tl−1 ,tl]
∂wj
= 0.
Here we use the relation ReL1 = (L1+L1)/2 and ImL1 = −i(L1−L1)/2. The proof of ∂L2/∂wj = 0
on Ck++ is similar.
Next we show (2.6). We omit the case ℓk = 0 for some k, since the proof is easier, and we always
assume ℓj ≥ 1 for all j. By the order statistics property of Poisson (e.g. [7, Theorem 6.6] or [9,
Corollary 9.2]) given {N(t) = n, η(0, u], 0 < u ≤ t}, the conditional distribution of (T1, . . . , Tn) is
by those of the order statistics of iid samples with common distribution η(dx)/η(t), 0 < x ≤ t a.s.
Moreover, given {N(s) = m, N(s, s + t] = n −m, η(u), 0 < u ≤ s + t}, (T1, . . . , Tm) on (0, s] and
(Tm+1, . . . , Tn) on (s, s+t], s, t > 0 are independent and respectively have distributions of the order
statistics with common distributions η(dx)/η(s) and η(dy)/η(s, s + t], 0 < x ≤ s < y ≤ s + t a.s.
Hence due to the distribution function (d.f. for short) of order statistics under discontinuous d.f.
(see Proof of Theorem 1.5.6. [23]), we have
P
(
T1 ≤ t11, . . . , Tsk ≤ tkℓk , ∩
k
j=1{N(tj−1, tj ] = ℓj} | η(u), 0 < u ≤ t
)
(2.13)
=
k∏
j=1
E
[
1
×
ℓj
i=1(tj−1,tji]
(T ′sj−1+1, . . . , T
′
sj
) ℓj !1{Hj(Usj−1+1,T
′
sj−1+1
)<···<Hj(Usj ,T
′
sj
)} | η
]
×
η(tj−1, tj ]
ℓj
ℓj!
e−η(tj−1 ,tj ]
=
k∏
j=1
P
(
T ′sj−1+1 ≤ tj1, . . . , T
′
sj
≤ tjℓj , N(tj−1, tj] = ℓj | η(u), tj−1 < u ≤ tj
)
,
where
Hj(x, y) =
η(tj−1, y)
η(tj−1, tj ]
+ x
η({y})
η(tj−1, tj]
, tj−1 < y ≤ tj
and conditionally iid r.v.’s (T ′sj−1+1, . . . , T
′
sj
) possess the common d.f. η(dx)/η(tj−1, tj ], tj−1 < x ≤
tj, and (Uj)j=1,2,... are iid uniform U(0, 1) r.v.’s independent of everything. Here η(tj−1, y) means
η(y−) − η(tj−1) with η(y−) := limx↑y η(x). We notice that in the last line, each j term of the
product is included in the σ-field by {η(u), tj−1 < u ≤ tj}, and they are independent in j. Hence
taking expectation with η in both sides of (2.13), we obtain (2.6).
(ii) ‘if part’ Given η, the joint distribution of increments (N(tj−1, tj])j≤k, i.e. (2.9) is distributionally
equal to
k∏
j=1
ηj(0, tj − tj−1]
ℓj
ℓj!
e−ηj(0,tj−tj−1] =
k∏
j=1
P
(
Nj(0, tj − tj−1] = ℓj | ηj
)
,
where (ηj) are iid copies of η and (Nj) are iid Cox processes with random measures (ηj) respectively,
so that finite dimensional distributions of Nj coincide with those of N . The result is implied by
taking expectation with respect to η and (ηj).
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‘only if part’ Assume (2.7) and proceed as in the case (i). Then by the stationary increments
property of N , the relation (2.11) is replaced with
E
k∏
j=1
η(tj−1, tj ]
ℓj
ℓj!
e−η(tj−1 ,tj ] =
k∏
j=1
E
η(0, tj − tj−1]
ℓj
ℓj!
e−η(0,tj−tj−1],
so that we can obtain
E
k∏
j=1
e−αjη(tj−1 ,tj ] =
k∏
j=1
Ee−αjη(0,tj−tj−1]
for k ∈ N. Comparing this with the last term in (2.10), we prove the stationary increments property
of η.
Next we show (2.8). Since η is a subordinator,(
Hj(x, y), η(tj−1, tj ]
)
j≤k
d
=
(
H˜j(x, y), ηj(0, tj − tj−1]
)
j≤k
, tj−1 < y ≤ tj,
where (ηj) is a sequence of iid copies of η and
H˜j(x, y) =
ηj(0, y − tj−1]
ηj(0, tj − tj−1]
+ x
ηj({y − tj−1})
ηj(0, tj − tj−1]
.
Hence (2.13) is distributionally equal to
k∏
j=1
E
[
1
×
ℓj
i=1(0,tji−tj−1]
(T˜sj−1+1, . . . , T˜sj ) ℓj !1{H˜j (Usj−1+1,T˜sj−1+1)<···<H˜j(Usj ,T˜sj )}
| ηj
]
×
ηj(0, tj − tj−1]
ℓj
ℓj!
e−ηj (0,tj−tj−1],
where given (ηj), r.v.’s (T˜sj−1+1, . . . , T˜sj ) are conditionally iid and possess the common d.f. ηj(dx)/ηj(0, tj−
tj−1], namely they constitute points of Nj(0, tj − tj−1]. Hence we may write (2.13) as
P
(
T1 ≤ t11, . . . , Tsk ≤ tkℓk , ∩
k
j=1{N(tj−1, tj] = ℓj} | η
)
=
k∏
j=1
P(T˜sj−1+1 ≤ tj1 − tj−1, . . . , T˜sj ≤ tjℓj − tj−1, Nj(0, tj − tj−1] = ℓj | ηj).
Now taking expectation of both sides, we obtain (2.8). 
The following results are immediate consequence from Theorem 2.1.
Corollary 2.2. Suppose the same notations and conditions of Theorem 2.1 until the line before
the item (i). Then
(i) Assume (2.5) or equivalently that η is an additive process, then conditional joint distribution of
points in disjoint intervals given the numbers are mutually independent, i.e.
P
(
∩kj=1 {Tsj−1+1 ≤ tj1, . . . , Tsj ≤ tjℓj} | ∩
k
j=1{N(tj−1, tj ] = ℓj}
)
(2.14)
=
k∏
j=1
P
(
Tsj−1+1 ≤ tj1, . . . , Tsj ≤ tjℓj | N(tj−1, tj ] = ℓj
)
.
(ii) Assume (2.8) or equivalently that η is a subordinator, then conditional on numbers of points in
disjoint intervals, points in each intervals further satisfy stationarity in a sense that
P
(
∩kj=1 {Tsj−1+1 ≤ tj1, . . . , Tsj ≤ tjℓj} | ∩
k
j=1N(tj−1, tj ] = ℓj
)
(2.15)
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=
k∏
j=1
P
(
T1 ≤ tj1 − tj−1, . . . , Tℓj ≤ tjℓj − tj−1 | N(0, tj − tj−1] = ℓj
)
.
Remark 2.3. (i) One may suspect that conclusions in Theorem 2.1 still hold even when the condi-
tion (2.5) (resp. (2.7)) is replaced by (2.14) (resp. (2.15)). However, there exists a counterexample
by a mixed Poisson process whose random measure satisfies (2.14) (resp. (2.15)) and conditions of
Theorem 2.1 other than (2.5) (resp. (2.7)), in the meanwhile, the process does not have indepen-
dent increments (cf. [16, Appendix A]). In other words, we can construct Cox processes without
independent (and stationary) increments which satisfy (2.14) (and (2.15)).
(ii) In Theorem 2.1 (2.5) (resp. (2.7)) is implied by (2.6) (resp. (2.8)) which we see by putting
tjk = tj for all k ∈ ℓj. Therefore, the three conditions, (2.5), (2.6) and the additivity of η, are
equivalent. Similarly the three conditions, (2.7), (2.8) and the subordinator assumption on η, are
equivalent.
Before going to the distribution of ((Tj)j:Tj≤t, N(t)), we give a more general result of Theorem
2.1, the proof of which gives an alternative proof for the theorem, namely we derive the corre-
sponding result for the time changed Le´vy processes: Cox processes are obtained by selecting the
standard Poisson for the original Le´vy process. Note that the time changed Le´vy processes by the
subordinators are shown to be Le´vy processes again (see e.g. [27, Theorem 30.1] and [2, Section
4]). We show a kind of reverse relation which seems to be new.
Theorem 2.4. Let η be non-decreasing ca`dla`g process with η(0) = 0, which is stochastically contin-
uous, and let L be a subordinator whose LP is given in (1.4). Then the time changed Le´vy process
N(t) := L(η(t)) has
(i) independent increments if and only if η has independent increments.
(ii) stationary independent increments if and only if η is a subordinator.
Proof. Since the proof for L with drift terms is similar and easier, throughout we assume that L
has no drift. Let 0 = t0 < t1 < t2 < · · · < tn ≤ t for t > 0.
(i) The independent increments property of N follows easily from that of η and therefore we show
the reverse. Since N has independent increments, we have for uk ≥ 0, k = 1, . . . , n,
E
n∏
k=1
e
η(tk−1 ,tk]
∫
R+
(e−ukx−1)ν(dx)
= E
n∏
k=1
e−ukN(tk−1,tk](2.16)
=
n∏
k=1
Ee−ukN(tk−1,tk]
=
n∏
k=1
Ee
η(tk−1 ,tk]
∫
R+
(e−ukx−1)ν(dx)
,
where we consider the conditional distribution of N given η. Formally putting −wk = f(uk) =∫
R+
(e−ukx − 1)ν(dx) in (2.16), we have
g1(w) := E
n∏
k=1
e−wkη(tk−1 ,tk] =
n∏
k=1
Ee−wkη(tk−1 ,tk] =: g2(w), w = (w1, w2, . . . , wn).(2.17)
Since g1 is the joint LP of (η(tk−1, tk])k≤n and g2 is the product of those for η(tk−1, tk], k = 1, . . . , n,
if we show (2.17) for all w ∈ Rn+ the desired independence follows. We rigorously show this by
applying the identity theorem in several complex variables.
We prepare, as the domain of w, n-dimensional complex plane with positive axis denoted by
C
n
++ := {w ∈ C
n | Rewk > 0, k = 1, . . . , n} and show that
• (C1) : g1, g2 are holomorphic in C
n
++.
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• (C2) : There is a nonempty region (an open set) B ⊂ Cn++ such that (2.17) holds on B.
Then, due to the identity theorem e.g. [8, Theorem 4.1, Ch.1], we conclude that g1 = g2 for all
w ∈ Cn++. Thus by the continuity of gi on exes and at the origin, (2.17) holds for all w ∈ R
n
+.
First we check (C1). Since
E
n∑
j=1
η(tj−1, ηj ]
n∏
k=1
e−wkη(tk−1,tk]
exists for any w ∈ Cn++, we apply the dominated convergence for changing order of derivative and
expectation, and obtain
∂g1
∂wj
= E
∂
∏n
k=1 e
−wkη(tk−1,tk]
∂wj
= 0,
where the partial derivative is done with respect to complex conjugate wj of wj. Similarly we
obtain ∂g2/∂wj = 0 on C
n
++. Thus holomorphicity follows from e.g. [8, Theorems 3.8 and 6.2,
Ch.1].
Condition (C2) is technical since (2.17) holds only on a subset in Rn+ but we need to extend the
domain to Cn++. Notice that in (2.16) we could replace uk with uk − ivk, vk ∈ R, so that (2.16)
holds with
wk =
∫
R+
(e−(uk−ivk)x − 1)ν(dx) =: f(uk, vk), k = 1, . . . , n.
We study the function f and further write
f(u, v) =
∫
R+
(e−ux cos vx− 1)ν(dx) + i
∫
R+
e−ux sin vxν(dx) =: f1(u, v) + if2(u, v), u ≥ 0, v ∈ R
and apply the inverse function theorem to f in order to show that the range of f could be open in
C++. The Jacobian of f is calculated as
Jf (u, v) =
∣∣∣∣∣
∂f1
∂u
∂f1
∂v
∂f2
∂u
∂f2
∂v
∣∣∣∣∣ = −(
∫
R+
e−uxx cos(vx)ν(dx)
)2
−
( ∫
R+
e−uxx sin(vx)ν(dx)
)2
,
where derivatives under the integral with ν are assured by (1.4). Since the right-hand side ap-
proaches −|
∫
e−uxxν(dx)|2 as v → 0, which is not zero, there exists a point (u0, v0) ∈ C++ such
that Jf (u0, v0) 6= 0. Now by the inverse mapping theorem, f maps a neighborhood of (u0, v0) to
some neighborhood of f(u0, v0) bijectively, so that we may take the neighborhood as an open set in
C++. Since the nth product of open sets in C++ constitute an open set in C
n
++, (C2) is satisfied.
The proof of (ii) is quite similar to the case (i) and we omit it. 
Remark 2.5. Theorem 2.1 is a special case of Theorem 2.4 where L is Poisson. Theorem 2.4
covers other famous point processes e.g. compound Cox processes. An interesting future topic is to
extend the subordinator L to more general Le´vy processes.
Next we investigate distribution of ((Tj)j:Tj≤t, N(t)), which in view of (2.13) seems to be in-
tractable. Our strategy is to recall the equivalence between a mixed Poisson process and mixed
sample process on a finite interval (see e.g. [7, Theorem 6.6] or [9, Corollary 9.2], see also [17]),
namely given the number the points of a mixed Poisson process can be regarded as iid non-ordered
ones which are indeed those of the corresponding mixed sample process. In our case under condi-
tioning on η, we could regard arrival times of a Cox process as conditionally iid r.v.’s given N , so
that given η, the joint distribution of the arrival times and number is available. Then we remove
conditioning on η by taking expectation. A similar technique is found in the exact mixed Poisson
case (see [16, Lemma 1.2.1.1]).
In what follows denote the iid non-ordered points and number of the process by ((T ′j)j:T ′j≤t, N(t))
for fixed t > 0 and we obtain an analytic expression of the joint distribution.
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Proposition 2.6. Let N be a Cox process directed by non-decreasing additive process η. Then for
non-ordered points (T ′j) of N(t), t > 0, the joint distribution of ((T
′
j)j:T ′j≤t, N(t)) is
P(T ′1 ≤ t1, . . . , T
′
n ≤ tn, N(t) = n) =
1
n!
E
n∏
j=1
η(tj)e
−η(t), tj ∈ (0, t].(2.18)
Since (T ′j) are iid non-ordered, without loss of generality we let 0 < t1 ≤ t2 ≤ · · · ≤ tn ≤ t. Then
(2.18) has an expression
∑
0≤kj≤n+1−j−
∑n
i>j ki,
k1+···+kn=n
n∏
j=1
(n+ 1− j −
∑n
i>j ki)!
kj !(n+ 1− j −
∑n
i=j ki)!
Eη(tj−1, tj ]
kje−η(tj−1 ,tj ] · Ee−η(tn,t],
when ti 6= tj for i 6= j and when tj−1 = tj for some j we let kj = 0 and 0
0 = 1 in the above.
Proof. The expression (2.18) is immediate from the conditional argument. For the second expression
we write (2.18) as
η(0, t1](η(0, t1] + η(t1, t2]) · · · (η(0, t1] + · · ·+ η(tn−1, tn])e
−η(t),
and expand this to write by the polynomials of η(tj−1, tj ]
kje−η(tj−1 ,tj ] and e−η(tn,t] with j = 1, . . . , n
where kj ≤ n + 1 − j, kj ∈ Z+ are powers of η(tj−1, tj ]. When tj−1 = tj the increment η(tj−1, tj ]
disappears and hence kj should be 0. 
To calculate the expression in Proposition 2.6 we observe that
Eη(tj−1, tj ]
ℓe−uη(tj−1 ,tj ] = (−1)ℓφ
(ℓ)
j (u),
where φj(u) = Ee
−uη(tj−1,tj ] and φ
(ℓ)
j (u), ℓ = 1, 2, . . . are derivatives of order ℓ at u. Usually
derivatives of φj(u) are complicated. However, we can use the following recursive formulas.
Lemma 2.7. Let
φj(u) = Ee
−uη(tj−1,tj ] = e
∫
(tj−1,tj ]×R+
(e−uy−1)ρ(d(x,y))
,
then we have
φ
(ℓ)
j (u) =
ℓ∑
i=1
(−1)i−1
(
ℓ− 1
i− 1
)∫
(tj−1,tj ]×R+
yie−uyρ(d(x, y)) · φ
(ℓ−i)
j (u).
Proof. We just apply the Leibniz rule to
φ′j(u) = (−1)
∫
(tj−1,tj ]×R+
ye−uyρ(d(x, y)) · φj(u),
where ρ is the measure given in (1.2). 
Proposition 2.8. Let N be a Cox process directed by a Gamma process η with parameters γ, λ > 0
such that η(t) ∼ Γ(γt, λ) for fixed t > 0. Without loss of generality we assume 0 < t1 ≤ t2 ≤ · · · ≤
tn ≤ t. Then
P(T ′1 ≤ t1, T
′
2 ≤ t2, . . . , T
′
n ≤ tn, N(t) = n) =
n∏
k=1
(
γtk + k − 1
γtk+1 + k − 1
)
·
1
n!
Eη(t)ne−η(t)
=
n∏
k=1
(
γtk + k − 1
γtk+1 + k − 1
)
·
1
n!
Γ(γt+ n)
Γ(γt)
λα
(1 + λ)α
.(2.19)
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From (2.19), it is immediate to see
P(T ′1 ≤ t1, . . . , T
′
n ≤ tn | N(t) = n) =
n∏
k=1
(
γtk + k − 1
γtk+1 + k − 1
)
.
Proof. By conditioning on η, we have
P(T ′1 ≤ t1, . . . , T
′
n ≤ tn, N(t) = n | η(u), 0 < u ≤ t)
= η(0, t1] · η(0, t2] · · · η(0, tn] ·
1
n!
e−η(t)
=
η(0, t1]
η(0, t2]
·
(
η(0, t2]
η(0, t3]
)2
·
(
η(0, t3]
η(0, t4]
)3
· · ·
(
η(0, tn]
η(t)
)n
·
η(t)n
n!
e−η(t).(2.20)
For our purpose it suffices to show that
η(0, t1]
η(0, t2]
,
η(0, t2]
η(0, t3]
, · · · ,
η(0, tn]
η(t)
, η(t)
are totally independent, and
η(0, tk]
η(0, tk+1]
∼ Beta(γtk, γ(tk+1 − tk)), 1 ≤ k ≤ n, tn+1 := t.
The latter result follows from the property of Gamma r.v.’s. For the former result, we use the
induction and assume the relation:
“
η(0, t1]
η(0, t2]
, · · · ,
η(0, tℓ]
η(0, tℓ+1]
, η(0, tℓ+1] are totally independent”(2.21)
holds for ℓ = k − 1 and show that it holds also for ℓ = k. Due to the property of Gamma r.v.’s
η(0, tk]
η(0, tk+1]
and η(0, tk+1] are independent for all ℓ ≤ n,
and the induction hypothesis with ℓ = 1 holds obviously. Since η is a Le´vy process η(s, t] is
independent of the filtration Fs for all 0 ≤ s < t <∞. Then
η(0, t1]
η(0, t2]
, · · · ,
η(0, tk−1]
η(0, tk]
, η(0, tk], η(tk, tk+1] are totally independent.(2.22)
Since a random set (η(0, tk ]/η(0, tk+1], η(0, tk+1]) in (2.21) is included in σ-field by {η(0, tk ], η(tk, tk+1]},
it is independent of η(0, tk−1]/η(0, tk ] by (2.22) together with e.g. [4, Theorem 3.3.2]. Now keeping
(2.22) in mind, we apply the relation between pairwise and total independence ([9, Lemma 3.8])
from the right-hand side of (2.21) with ℓ = k. This yields the desired total independence for
ℓ = k. 
3. Prediction in Cox cluster processes
As an application we consider a prediction problem of the model (1.1) given the past information,
assuming that η is a non-decreasing additive process and L an additive process. Such prediction
problems are studied lately e.g. in [13, 15, 25, 26, 16, 14] (see also references therein) motivated by
a non-life insurance application. In the model (1.1), Tj may describe the arrival of a claim in an
insurance portfolio and Lj(t−Tj)t≥Tj is the corresponding payment process from the insurer to the
insured starting at time Tj . This interpretation of the process has been propagated by Norberg [20]
(cf. [21]). However, note that the shot noise process (1.1) has a variety of applications: finance,
hydrology, computer networks, queuing theory, etc. and our method here is also applicable in other
contexts.
For notational convenience with regards L, we define kinds of mean value functions,
µ(s, t] = EL(s, t] and σ2(s, t] := EL2(s, t]− µ2(s, t], t > s ≥ 0.
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We also write µ(t) := EL(0, t] and σ2(t) := EL2(0, t]−µ2(t). Throughout we assume that stochastic
integrals with η, ∫
(0,t]
µ(t− u) ∨ µ2(t− u)η(du) and
∫
(0,t]
σ2(t− u)η(du),
exist in the sense of definition in [22, p.11]. Here we do not pursue the detailed integrability
condition by η, which you could find in [22, Theorem 2.7], since our main purpose is an application
of the previous results.
Basic property the model (1.1) is as follows. These moments are calculated by using the charac-
teristic function of the stochastic integral with η (cf. [22, Proposition 2.6]).
Proposition 3.1. Assume the model (1.1) with η a non-decreasing additive process. Then for
s, t > 0
EM(t) = E
∫
(0,t]
µ(t− u)η(du) =
∫
(0,t]×R+
µ(t− u)xρ(d(u, x)),
Cov(M(s)M(s + t)) = E
∫
(0,s]
(µ2 + σ2)(s− u)η(du) + E
∫
(0,s]×(0,s]
µ(s− u)µ(s+ t− v)η(du)η(dv)
− EM(s)EM(s+ t)
=
∫
(0,s]
σ2(s− u)xρ(d(u, x)) +
∫
(0,s]×R+
µ(s− u)µ(s+ t− u)(x2 + x)ρ(d(u, x)).
Notice that from the covariance function, we know thatM does not have independent increments.
The next result gives expressions of the predictor and its conditional mean squared error.
Theorem 3.2. Let N be a Cox process directed by a non-decreasing additive process η, and Gs
denote the σ-field by {N(s), (Tj)j:Tj≤s, (Lj(t− Tj))j:Tj≤s}. Then the process M by (1.1) satisfies
E[M(s, s+ t] | Gs] =
N(s)∑
j=1
µ(s− Tj , s+ t− Tj ] + E
∫
(s,s+t]
µ(s+ t− x)η(dx),(3.23)
=
N(s)∑
j=1
µ(s− Tj , s+ t− Tj ] +
∫
(s,s+t]×R+
µ(s+ t− u)xρ(d(u, x)),
Var(M(s, s + t] | Gs) =
N(s)∑
j=1
µ(s− Tj , s+ t− Tj ] + Var
( ∫
(s,s+t]
µ(s+ t− x)η(dx)
)
(3.24)
+ E
∫
(s,s+t]
(µ2 + σ2)(s+ t− x)η(dx)
=
N(s)∑
j=1
µ(s− Tj , s+ t− Tj ] +
∫
(s,s+t]×R+
µ2(s+ t− u)x2ρ(d(u, x))
+
∫
(s,s+t]×R+
(µ2 + σ2)(s+ t− u)ρ(d(u, x)),
where µ and σ2 are respectively mean and variance functions of L and µ2(s+t−x) := (µ(s+t−x))2.
Proof. Let Hs+t be the σ-field by (Tj)j:Tj≤s+t, N(s), N(s + t) and (Lj(t − Tj))j:Tj≤s+t, so that
Gs ⊂ Hs+t. Write
M(s, s+ t] =
N(s)∑
j=1
Lj(s− Tj, s + t− Tj ] +
N(s+t)∑
j=N(s)+1
Lj(s+ t− Tj)
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and take conditional expectation on Gs,
E[
N(s)∑
j=1
Lj(s− Tj , s+ t− Tj] | Gs] + EE[
N(s+t)∑
j=N(s)+1
Lj(s+ t− Tj) | Hs] | Gs]
=
N(s)∑
j=1
µ(s− Tj, s + t− Tj ] + E[
N(s+t)∑
j=N(s)+1
µ(s+ t− Tj)],
where we use the repeated expectation [10, Theorem 6.1 (vii)] argument together with Theorem
2.1. In the last expression, notice that the sequence (Tj)N(s)+1≤j≤N(s+t) is symmetric and given N
and η, we could regard it as an iid sequence such that Tj ∼ η(dx)/η(s, s + t], s < x ≤ s + t a.s.
Hence a conditional argument gives the first part of (3.23). The second expression of (3.23) is
obtained by differentiating LP of the stochastic integral with η (cf. [22, Proposition 2.6]).
For the expression (3.24), we write
(M(s, s + t])2 =
(N(s)∑
j=1
Lj(s− Tj, s + t− Tj)
)2
+ 2
N(s)∑
j=1
Lj(s − Tj, s+ t− Tj ]
N(s+t)∑
j=N(s)+1
Lj(s+ t− Tj)
+
( N(s+t)∑
j=N(s)+1
Lj(s+ t− Tj)
)2
=: I + 2II + III
and take conditional expectations for these quantities, where the repeated expectation argument
together with Theorem 2.1 are again used. Then we obtain
E[I | Gs] =
N(s)∑
j=1
(µ2 + σ2)(s − Tj, s + t− Tj] +
N(s)∑
j 6=k, j,k=N(s)+1
µ(s− Tj , s+ t− Tj]µ(s− Tk, s+ t− Tk],
E[II | Gs] =
N(s)∑
j=1
µ(s− Tj , s+ t− Tj]E[
N(s+t)∑
j=N(s)+1
µ(s+ t− Tj)],
E[III | Gs] = E[
N(s+t)∑
j=N(s)+1
(µ2 + σ2)(s+ t− Tj)] + E[
N(s+t)∑
j 6=k, j,k=N(s)+1
µ(s+ t− Tj)µ(s + t− Tk)],
so that
Var(M(s, s+ t] | Gs) = E[I + 2II + III | Gs]−
(
E[M(s, s + t] | Gs]
)2
=
N(s)∑
j=1
σ2(s− Tj , s+ t− Tj) + E[
N(s+t)∑
j=N(s)+1
(µ2 + σ2)(s + t− Tj)]
+ E[
N(s+t)∑
j 6=k, j,k=N(s)+1
µ(s+ t− Tj)µ(s+ t− Tk)]−
(
E[
N(s+t)∑
j=N(s)+1
µ(s+ t− Tj)]
)2
.
Now since the conditional order statistic property of (Tj) yields
E[
N(s+t)∑
j=N(s)+1
(µ2 + σ2)(s + t− Tj)] = E[
∫
(s,s+t]
(µ2 + σ2)(s + t− u)η(du)],
E[
N(s+t)∑
j 6=k, j,k=N(s)+1
µ(s+ t− Tj)] = E[
( ∫
(s,s+t]
µ(s+ t− u)η(du)
)2
],
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we obtain (3.24). The second expression is obtained again by LP of the stochastic integrals with
η. 
By taking expectation of (3.24), we could evaluate the squared error of the prediction.
Corollary 3.3. Under the assumption of Theorem 3.2, the unconditional squared error of the
prediction is
E
(
M(s, s + t]− E[M(s, s + t] | Gs]
)2
= E
∫
(0,s]
σ2(s− u, s + t− u]η(du) + E
∫
(s,s+t]
(µ2 + σ2)(s + t− u)η(du)
+ Var
( ∫
(s,s+t]
µ(s+ t− u)η(du)
)
=
∫
(0,s+t]×R+
σ2(s− u, s+ t− u]xρ(d(u, x))
+
∫
(s,s+t]×R+
{(µ2 + σ2)(s+ t− u)x+ µ2(s+ t− u)x2}ρ(d(u, x)).
The proof is obvious from that of Theorem 3.2 and we omit it.
4. Numerical example
We consider a numerical example for the model (1.1) and examine the prediction procedure in
the previous section. For the underling random measure η of N , we suppose a homogeneous Poisson
process with parameter 10 so that it is a subordinator, and for a generic process L of (Lj) we assume
the non-homogeneous Poisson with directing measure µ(0, t] := 5(1− e−t) which is proportional to
d.f. of the exponential r.v. In Figure 1 (left), we illustrate the process M by (1.1) for the interval
t ∈ [0, 5]. Dots of  are arrival times of Cox process N where multiple jumps are allowed since
the mean measure η is from Poisson so that it has atoms. Plots by • are points by processes (Lj)
triggered by arrival times (Tj). The set of points • from each Lj is written in the same horizontal
axis as that of Tj . For points • at y = 0 imply that no arrival points from corresponding Lj are
observed in [0, 5].
From the results of the previous section, predictor is explicitly obtained,
E[M(s, t] | Gs] = 5
N(s)∑
j=1
e−(s−Tj)(1− e−(t−s−Tj)) + 10(t− s− 1 + e−(t−s)).
In Figure 1 (right), the total number of M(t), t ∈ (0, 5] is plotted by dots •. Other dots are
predictions of M on (s, 5] given the information Gs before s. One could see that the more previous
information Gs we use, the better predictions we have. This is possible since M does not succeed
to independent increments of N or L any more. In view of Figure 1, our procedure seems to work
reasonably.
Notice that Norberg in [21] studied E[M(t, t+ s]|Ft] with Ft to be the full history when N is a
simple Poisson, and obtained their explicit expressions. However, when N is a Cox process Norberg
suggested the inhomogeneous linear prediction method. Here we show that even when N is a Cox
process we could obtain explicit expressions for predictors with the full past information. For other
prediction method with conditional expectations we refer to [13], of which settings are different
from ours.
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