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Abstract
One goal of a pervasive computing environment is to allow the user to interact with
the environment in an easy and natural manner. The use of spoken commands, as
inputs to a speech recognition system, is one such way to naturally interact with the
environment. In challenging acoustic environments, microphone arrays can improve
the quality of the input audio signal by beamforming, or steering, to the location of
the speaker of interest. The existence of multiple speakers, large interfering signals
and/or reverberations or reflections in the audio signal(s) requires the use of advanced
beamforming techniques which attempt to separate the target audio from the mixed
signal received at the microphone array. In this thesis I present and evaluate a method
of modeling reverberations as separate anechoic interfering sources emanating from
fixed locations. This acoustic modelling technique allows for tracking of acoustic
changes in the environment, such as those caused by speaker motion.
Thesis Supervisor: Trevor Darrell
Title: Associate Professor
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Chapter 1
Introduction
One goal of a pervasive computing environment is to allow the user to interact with the
environment in an easy and natural manner. In a pervasive computing environment,
appliances and systems in the environment are completely controlled by computers.
In such an environment, various types of technologies can be used to achieve such a
natural interaction with the environment. The use of spoken commands is a natural
way for humans to interact with each other. Voice commands, as inputs to a speech
recognition system, can also be a natural way to interact with the environment.
Many systems require each user to be equipped with a close-talking microphone to
acquire the commands. A more compelling alternative to this problem is the use of a
microphone array. Placing a microphone array in the environment allows for users to
walk around and command the system without the use of any extra equipment [16].
The audio signal received at each microphone in the array is a mixture of the
spoken signal(s), undesired multipath propagation phenomena such as echoes and
reverberation, and background noise (e.g. fan or air-conditioning noise). Thus, the
microphone array must be steered, or beamformed, in the direction of the source.
Simple techniques, such as delay-and-sum beamforming, do not work well in the
presence of strong interfering signals or reverberations which often arise in the real
world. Thus, advanced beamforming techniques, which attempt to both steer toward
the source signal and cancel out the interfering signals, are required to achieve source
separation [11].
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This thesis presents four different techniques for achieving source separation. The
first, delay-and-sum beamforming is the simplest technique which attempts to place
the source signal received at each microphone in phase with one another, thereby
amplifying the source in the summed output. The second technique is adaptive
beamforming, which uses knowledge of the of the signal correlations between micro-
phones to more accurately cancel out the interfering signal. The third technique is
geometric beamforming, which uses spatial information to steer towards the source
location while attenuating sounds from other locations. The fourth technique, which
is the focus of this thesis, is a variation of adaptive beamforming, which uses acous-
tic modelling to model the reverberations in the audio signal as separate, anechoic
interfering sources emanating from fixed locations, which can then be attenuated.
The acoustic modelling technique is evaluated against the delay-and-sum beam-
former. We examine signal-to-noise ratios and view the beam patterns created by the
acoustic modelling technique and the delay-and-sum beamformer in order to evaluate
the performance of the system.
Chapter two provides background information on microphone array technology
and person tracking.
Chapter three describes the details and implementation of the acoustic modelling
technique that I use to model the reverberations in the audio signals along with the
tracking system that I have implemented.
Chapter four describes the experiments that were run to evaluate the effectiveness
of both the acoustic modelling technique and the tracking subsystem, and presents
the results that were gathered from these experiments.
Chapter five presents ideas for future work in this field of research and concludes.
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Chapter 2
Background
The use of various techniques in array signal processing, combined with a vision-based
person tracking system, enables the system to selectively amplify a speaker's voice
as he/she moves throughout the room. The background relevant to these areas in
discussed below.
2.1 Microphone Array Technology
There are several ways in which audio can be acquired from the scene. One existing
solution is the use of a wireless, close-talking microphone. This solution produces
very high quality audio, but has the disadvantage of each user needing to wear extra
equipment. Another solution is to use a shotgun microphone. The shotgun micro-
phone, however, can focus in a single direction and has the unfortunate property of
amplifying both the source and any interfering noise coming from that direction. The
use of a microphone array eliminates the need for extra equipment for each user and
also allows for flexibility in focusing on different locations in the room through the
use of beamforming techniques, which are discussed in section 2.3.
Microphone array processing is a particular type of sensor array processing, which
has been studied extensively in radar and sonar applications [13]. The Huge Micro-
phone Array Project involves the study of very large arrays containing hundreds of
microphones [12]. This project explores the possibility of acquiring high-quality audio
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from a moving source in a noisy environment, however utilizes an audio-only solution
to the problem. Additionally, although increasing the number of microphones cer-
tainly increases the flexibility and accuracy of the system, developing systems with
hundreds of microphones is often impractical.
Another related project involves the use of an audio-guided active camera. Target
localization is achieved using the audio from a microphone array, and this information
is used to steer a camera on a pan/tilt base [15].
2.1.1 Vision-guided Microphone Array Processing
There are a number of projects that use vision to produce the source localization
information necessary to steer a microphone array. One such project tracks the face
of the speaker of interest using a standard camcorder on a pan/tilt base [2]. Another
system similarly use a single camera to capture the image of the user and track
various features of the user [3]. A third system, which also employs the use of a
single, moveable camera, couples the detection of moving regions of skin color in the
scene with a face detector to produce the localization information [5].
2.2 Multimodal Person Tracking
In order to focus the microphone array, the location(s) of the speaker(s) of inter-
est must be known. There are a number of techniques that exist which use only
acoustic cues [14], but these techniques can perform poorly in the presence of rever-
beration and/or multiple sound sources [17]. The addition of a video-based tracker
reduces these localization errors that result when using audio-only trackers. Although
a vision-based tracker is not used in the experiments I have performed, the use of such
a tracker would help improve the initialization procedure described in section 3.1.2.
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2.2.1 Vision-based Person Tracking
Several person tracking algorithms have recently been developed to detect the number
of people in a particular environment, and to track the 3D positions of these people
over time. The algorithms used in these systems combine foreground/background
classification, clustering of novel points, and trajectory estimation over time in one
or more camera views [7, 9].
The vision tracker used in our test environment applies a probabilistic framework
that combines audio and video to achieve a more robust and accurate tracking system
for multiple objects. A particle filter is applied to track multiple people using a
combination of audio and video observations. The video observations are applied
to plan-view images of detected foreground points. These points are detected using
a range-based background model as described in [6]. Details of the vision tracking
system are presented in [4].
If the speaker of interest moves out of the field of view of the cameras or is occluded
by objects in the room, or if the tracker mistakes the background for an object, the
vision tracker may fail. In these cases, audio clues are used in conjunction with the
vision estimate to achieve a more accurate location estimate.
Time Delay of Arrival
The time delay of arrival (TDOA) of audio signals detected at different microphones
is also used to estimate the location of the speaker. This information is included in
the state-space model used in the particle filtering framework. TDOA determines the
location of a speaker by finding the difference in arrival time of the audio signal at
different microphones in the array.
Using only the audio information for tracking may fail if the target speaker stops
talking for a moment or if two speakers are talking at once, thus the video tracker is
still needed to extract a good localization estimate [4].
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2.3 Beamforming
The use of an array of microphones has a number of advantages over the use of a
single microphone. The most important advantage is that filters can be applied at
each microphone thereby allowing the system to not only steer toward the speaker of
interest, but also to cancel out interfering noise sources. The group of array processing
algorithms which focus the array to enhance sound from a particular direction are
called beamforming techniques [8].
2.3.1 Delay-and-Sum Beamforming
The oldest and simplest beamforming technique, delay-and-sum beamforming, in-
volves simply delaying the audio signal heard at each microphone by appropriate
amounts and adding the resulting signals together. Accordingly, the signal of interest
can be amplified with respect to interfering noise or other waves in the environment
[8].
N
y(t, rtarge) = aixi(t + di(r)) (2.1)
i=1
di(r) = l|rtarge - rill (2.2)
rtage : target position
ri : position of ith microphone
v, : speed of sound
The varying distance between each microphone and the sources results in a slightly
different audio signal being detected at each microphone in the array. If the input
audio signal is a mixture of two sources, the portion of the signal due to one of the
sources will be delayed by a different amount than the portion of the signal due to
the other source, assuming that the sources are located at different positions. Thus,
each signal can be delayed such that the portion of each signal that is of interest is
in phase with one another. Adding these signals together results in the amplification
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of the audio source of interest.
One problem with delay-and-sum beamforming is that portions of the mixed au-
dio signal that are from the interferer are added rather incoherently instead of being
attenuated. Thus, the output signal usually contains quite a bit of noise in addi-
tion to the amplified target signal. This technique also assumes that no distortion
or filtering occurs at each of the microphones and does not have any way to deal
with reverberations or reflections in the signal. Other, more advanced, beamforming
techniques take advantage of the statistical information in the signal, knowledge of
the interferer locations, and the environment geometry.
2.3.2 Adaptive Beamforming
In adaptive beamforming, knowledge of the signal correlations between microphones
is used to more accurately cancel out the interfering signal. Minimum variance dis-
tortionless response (MVDR) beamforming, as described in [8], is used to minimize
the total power in the output signal, with the constraint that the array response is
unity in the direction of the source. Solving this constrained optimization problem
results in the frequency response shown in equation 2.3. This weight vector is then
applied to the observation vector to obtain the desired result: the signal at the source
location is passed through, while parts of the signal originating from other locations
in the room are attenuated as much as possible in order to keep the overall signal
power low [11].
min H'RH subject to Re{e'H} = 1
H
_R(w)~-e(w)H(w) = wR(w)e(w) (2.3)
e(w)'R(w)-le(w)
H(w) : frequency response
R(w): covariance matrix
e(w) : source steering vector
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If only one of the users is speaking for a portion of the overall sample, MVDR can
generate filters that will completely cancel almost all interfering noise and/or speakers.
For instance, if the data contains only the interferer's speech and the source location
is known, MVDR can be used to optimally cancel the interferer. The filters generated
by MVDR are unity in the direction of the source and try to completely cancel the
signal at all other locations in the room. These filters are then applied to the original
signal and are effective in passing the source and attenuating any interfering signals.
This technique works very well because MVDR can use all of its degrees of freedom to
cancel out interfering signals since the interferer-only signal contains no signal power
coming from the source direction.
2.3.3 Geometric Beamforming
Another technique, geometric beamforming, uses spatial information to steer towards
the source location while attenuating sounds from other locations. A particular type
of geometric beamforming, cell-based beamforming, is described in [1]. In cell-based
beamforming, the visual tracking system supplies the beamformer with the source
and interferer locations. The experimental environment is then divided into a number
of non-overlapping regions, and then classified as either source regions or interferer
regions as shown in Figure 2-1. The source location(s) is(are) given a weight of 0,
indicating that no attenuation should occur in these regions. All other regions are
given non-negative weights corresponding to the audio signal power in that region.
The larger the signal power in a given region, the greater the weight assigned to that
region. The filters at each channel are then chosen so as to minimize the overall
response, with the constraint that the total response from the source location(s) is
unity. This results in the solution to the optimization problem given in equation 2.3.
A limitation of geometric beamforming is that only positional information, and
no statistical information, is used to specify the filters. Thus, the beamformer has
trouble separating the source if the propagation model is not accurate [11].
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Figure 2-1: The room is divided into a number of non-overlapping regions as shown. The
desired source is colored black. The interferers are colored gray, with the lighter gray square
corresponding to a weaker interfering signal. The microphone array is represented by the
set of red circles [1].
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Chapter 3
Implementation
In practice, the signal received by the microphone array is comprised of not only the
signal propagating along the direct path from the speaker, but also several copies of
this direct path signal which arise from reverberations and reflections in the envi-
ronment. These reflections and reverberations tend to diminish performance because
they are often unaccounted for when beamforming occurs. The acoustic modelling
technique described in this chapter tries to model these reverberations and reflections
as separate, anechoic interfering sources emanating from fixed locations. Nulls can
then be steered toward these interfering sources, which I will refer to as "image"
sources, thereby effectively cancelling the reverberations and reflections in the signal.
This chapter provides a description of the implementation of the acoustic mod-
elling technique and the overall system. Additionally, a discussion of the various
considerations that went into the design of this system follows.
3.1 Implementation Details
This section describes in detail the implementation of the system. First, the process
of acquiring speech using a microphone array is discussed. Next, a description of the
initialization procedure including the acoustic modelling step is given. Finally, the
tracking procedure for moving speakers is described.
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3.1.1 Acquiring Speech Using a Microphone Array
A linear microphone array is used to detect the audio signal propagating from the
source and from the interferer. Assume the array has N sensors. The signal received
at the microphone array is in general a mixture of speech from a target speaker and
speech from an interfering speaker. We denote this mixed signal as:
y(t) = hta,(t) * Xtar(t) + hint(t) * xint(t) + n(t) (3.1)
where Xtar(t) and xint(t) are the unfiltered target speech and interferer signals, htar(t)
and hnat(t) are filters that, when applied to the target and speech signals, describe
how the signals propagate to the array, and n(t) represents noise in the room. The
goal of the initialization process is to find a way to model the filters htar(t) and hist(t)
using the acoustic modelling techniques described in section 3.1.2.
The next step in the process is to estimate the noise covariance matrix of the
interfering signal, xit(t). Since the target is quiet during a portion of the initialization
phase, it can be seen that
y(t) = hint(t) * xint(t) + n(t). (3.2)
The interfering signal at each microphone is then divided into K windows, with a
DFT applied to each window. For the kt' window, the interfering signal's DFT is
given by Y,(k), where w is the frequency bin index. The noise covariance matrix,
R, is then calculated by taking the outer product of the interfering signal with itself
at each frequency bin of interest and summed over the windows:
Rw= E Yw(k)HYw(k) (3.3)
kEK
The noise covariance matrix is then used to find a set of model image sources that
best represent the room acoustics.
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3.1.2 Initialization with Acoustic Modelling
The system is initialized during periods of time where the target and interferer are
speaking alone. Good estimates of the noise covariance matrices can be acquired dur-
ing these periods of time. The acoustic modelling technique is then used to represent
the noise covariance matrix as a weighted sum of a small number of anechoic coherent
sources emanating from different locations in the environment. This representation
is crucial to the system as it allows for generalizations to other locations in the room
for moving speakers as discussed in section 3.1.3. The acoustic modelling technique
is comprised of three parts: using eigenanalysis methods to create a vector represen-
tation of the covariance matrix, creating a set of image sources to choose from, and
choosing the appropriate image sources whose weighted sum is a close match to the
vector representation of the covariance matrix.
Eigenanalysis Methods
Finding a vector representation of the covariance matrix is important, as this allows
for a linear error minimization function when choosing the appropriate image sources.
One way to do this is to look at the eigenvectors of the covariance matrix. For a
covariance matrix that models M propagating signals, the M eigenvectors associated
with the largest M eigenvalues constitute the signal subspace of the covariance matrix.
The remaining eigenvectors constitute the noise subspace of the covariance matrix.
When initializing the system, we are only concerned with the covariance matrix
that describes the interfering signal. Thus, we try to match the eigenvector associated
with the largest eigenvalue of the interfering signal's covariance matrix. The eigen-
vector that we are trying to match is denoted as the N element vector v,. Further
discussion on eigenanalysis methods can be found in [8].
Image Source Configuration
The image sources are set up in a semicircle configuration as shown in Figure 3-1. In
our experiments, 25 image sources are set up in a semicircle arrangement around the
27
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Figure 3-1: The actual location of the image sources depend on the relative delays that
are calculated. The red circles represent the image sources and the blue circles represent
the microphone array.
microphone array. A small number of image sources from this set are then chosen
to represent the signal of interest (see subsection "Choosing Image Sources" below).
The frequency response for the set of image sources is given by the N element vector
vw.
Choosing Image Sources
The basic idea is to choose a set of image sources and their weights, such that their
weighted sum closely matches the eigenvector associated with the largest eigenvalue
of the covariance matrix, Ru,. An iterative method is used based on matching pur-
suits (see subsection "Matching Pursuits" below) to find this set of image sources.
The closest match is found by minimizing the 2 -norm of the difference between the
eigenvector and the weighted sum of image sources. Additionally, we would like to
limit the number of image sources chosen to a small number and have found that we
reach a point of diminishing returns after only a few image sources have been selected.
Ideally, there would be some set of image sources whose weighted sum would be
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equal to the eigenvector of interest. Thus, we would like
L
V" = 1:01 (3.4)
1=1
where 31 is a vector of weights assigned to the image sources and L image sources
have been chosen.
In practice, it will not be possible to match the eigenvector exactly, so we find
the image sources that best match the eigenvector according to the following error
criteria:
L
Let z, = lzi (3.5)
Then, error = Iz - v'1 2  (3.6)
Co n
where the error is summed over all frequency bins of interest and all microphones.
One issue with finding the appropriate image source is that the eigenvectors are
all normalized and thus the phase information is missing. To compensate for the
missing phase information, we rotate the eigenvector so that it is in phase with the
selected weighted image sources and recalculate the error according to:
error = Iz. - e-iG-v,12 (3.7)
where 0, is the appropriate phase at each frequency.
We alternate between picking the weights and the phases for a few iterations.
This procedure of alternating between picking weights and phases allows for more
accurate choices of weights and phases because the phases are picked with the weight
information accounted for, then the weights are re-chosen with the phase information
accounted for.
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Matching Pursuits
A matching pursuits algorithm, as described in [10], is used to try to match the
eigenvector. After each image source is chosen, the residual error is calculated as
follows:
ql - COW-v_ - ot" (3.8)
where q,, is the residual and I 3 2 is the weighted sum of all the image sources chosen
so far.
The eigenvector is then set to be equal to the residual, qj, which we then try to
match with another image source from the set.
Relative Distances
At first all the image sources that we are choosing are equidistant from the microphone
array. To more accurately represent the eigenvector, the appropriate relative distances
between the chosen image sources must be found. These relative distances are very
closely related to the phases that were chosen earlier. After each image source is
chosen, we take the IDFT of the phases that were chosen to rotate the eigenvector.
Since a rotation in frequency corresponds to a delay in time, the IDFT is a delayed
impulse that tells us how much to delay each image source in order to get the correct
relative distances. Thus, we find the location of the peak of the IDFT, and this peak
corresponds to the necessary delay.
Creating the Bearnformer
The last step in the initialization is to create a beamformer using the weighted com-
bination of image sources. The estimated noise covariance, R, is then given by the
outer product:
AI = (/32)H(/32) (3.9)
This estimated covariance matrix is then used to create an adaptive beamformer
based on MVDR (see section 2.3.2). Before computing the frequency response of the
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Resample
Apply Weights
and Dynamics
Figure 3-2: An illustration of the particle filtering model. First, the particles from time
t - 1, <It-1, are resampled. Next, weights are applied according to the likelihood function
shown. Finally, dynamics are applied to spread the particles out to get the set of particles
at time t, <It.
beamformer, the covariance matrix is altered by adding a scaled version of the identity
matrix to each frequency bin. The amount of identity matrix added to each frequency
bin depends on the total power of the covariance matrix at a given frequency.
3.1.3 Tracking Moving Speakers
Once initialization is complete, a particle filtering framework is employed to allow for
generalizations to other locations in the room for a moving speaker. An illustration
of the particle filtering model is shown in Figure 3-2. All experiments were done
with just two speakers, a target and an interferer; however, this approach can be
generalized to more than two speakers.
The first step in the tracking portion of the system is to obtain the noise covariance
matrix and its eigenvectors for the overall mixed signal received at the microphone
array. This step is very similar to the corresponding step described in section 3.1.2,
with the N eigenvectors corresponding to the N largest eigenvalues chosen if there
are N speakers in the room. Next, the particles are defined and weights are assigned
to each particle. The particles are then resampled according to the weights assigned
to them. Finally, the new particles are slightly perturbed so as to explore the space
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surrounding each of these new particles in the next timestep.
Particle Filter Model
The tracking problem can by formulated in a state-space estimation framework. We
can associate the possible choices for image sources, their weights, and their relative
distances at time t with a set of particles, <It. A state of the environment is described
by a single particle which is chosen from this set. We denote this set of particles as:
( , #(3.10)
where 0' = [#,tar, ,tar, de,tar, /,int,7 1,int, di,intI describes a particular particle. We
assume that L image sources have been chosen. 3tar and oint are the weights for the
image sources chosen for the target and the interferer, -yta and Yi'j are the indices
into the original set of image sources which correspond to the target image sources
and the interferer image sources that have been chosen, and dtar and dint are the
relative distances for the target image sources and the interferer image sources.
Initially, there is just one particle with the parameters above set equal to the
values calculated in the initialization phase. More particles arise after the resampling
step occurs, which is described in the "Resampling" section below.
Assigning Weights to Each Particle
Once the particles have been created, weights must be assigned to each particle so
that when resampling occurs, the better particles are chosen with higher frequency.
First, the weighted sum of the image sources is calculated for the source and interferer:
L
Zw,targ = /3e,targket,targ (3.11)
e=i
L
Zw,int E3 /3 ,intv'Crint (3.12)
J=1
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where wf,targ and vwt,int are the frequency responses for the target and interferer
image sources.
Next, an orthonormal basis is found for the space spanned by the vectors Zw,ta,,
and zo,int. Let this orthonormal basis be y. The orthonormal basis p is then projected
onto the space spanned by the eigenvectors corresponding to the largest N eigenvalues,
assuming there are N speakers. The squared difference between this projection and
the space spanned by the vectors zw,targ and zw,int is then calculated per frequency.
Let the error per frequency be e,. The log of the weight to be applied to each particle
is then:
SE W(3.13)p
where p is a scaling factor that determines how much error we are willing to tolerate.
A large p would mean that we expect a large error when we attempt to match the
signal subspaces.
We then normalize these "log weights" to sum to 1 and also exponentiate them to
get the actual weights, t. The weights now represent the probability of a particular
particle being chosen in the resampling phase of the algorithm.
Resampling
In the resampling phase, particles are chosen from the current set of particles to be
used in the set of particles for the next timestep. If this is the first iteration of the
algorithm, then all S particles will be the same as the initial particle, where S is the
number of particles desired. However, after the dynamics are applied, these particles
will no longer be exactly the same.
The weight assigned to each particle, t, determines the probability that a par-
ticular particle is chosen for the next set of particles. For example, if there are 4
particles with weights 1, 1, 1, and 0, then one would expect the first particle to be
chosen twice, the second particle to be chosen once, the third particle to be chosen
once, and the fourth particle to not be chosen at all. Once the particles have been
chosen, we apply dynamics to each particle so as to explore the space surrounding
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each of the particles.
Applying A Dynamic Model
The final step of the tracking subsystem is to apply a dynamic model. The basic idea
is to apply a bit of randomness to each of the parameters that make up a particle. A
zeroth order model with a random excitation force applied to each of the particles is
used. The dynamics can be written as the following:
,3(t + 6t) = 0(t) + Ft (3.14)
7(t + 6t) = -y(t) + Gbt (3.15)
d(t + 6t) = d(t) + Pt (3.16)
where 3(t) are the image source weights for both the source and interferer, 'Y(t)
are the image source indices for both the source and interferer, and d(t) are the
relative distances for both the source and interferer image sources. F, G, and P
are independent random excitation forces that are distributed as Gaussian random
variables with zero mean and variances oj, o2, and o2 respectively.
Thus, after dynamics have been applied, the particles are slightly perturbed in
various directions. We then iterate through the tracking procedure again, beginning
with assigning weights to each of the particles in this new set of particles. As time
progresses, we would expect the particles to begin to converge on a particular state
that best describes the room acoustics. Using the image sources that are chosen at
each timestep, we can also create a beamformer as described in section 3.1.2 and try
to achieve source separation.
3.2 Design Considerations
This section highlights the design considerations and decisions with regards to the
system whose implementation was described in section 3.1.
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Figure 3-3: The symmetry of a linear microphone array is illustrated above. All loca-
tions on the circle perpendicular to the microphone array are indistinguishable. The red
circles represent image source locations and the collinear set of black circles represent the
microphone array.
3.2.1 Experimental Setup
In designing the experimental setup, decisions had to be made with regards to the
size and geometry of the microphone array and with regards to the initialization
procedures.
The linear arrangement of the microphone array was chosen due to the symmetry
that such an array exhibits. As shown in Figure 3-3, all locations on any circle centered
on the array and in the plane perpendicular to the array are indistinguishable by the
array. This property arises from the fact that all locations on such a circle are exactly
the same distance away from the array with the same relative phase to each of the
microphones. Thus, many locations in the room can be cancelled at once due to the
symmetric nature of the array. If the source and interferer are both located on one of
these perpendicular circles around the array, however, the array symmetry can cause
a problem since the beamformer will try to both achieve unity gain and steer a null
in the same direction, which is impossible.
The size of the microphone array (i.e. number of microphones) and the spacing
between microphones were chosen so as to optimize performance in the room the
experiments were performed in. The choice of 15 microphones was due to the use
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of a 16-channel data acquisition card, where one of the channels was reserved for a
reference (close-talking) microphone. The maximum spacing between any two micro-
phones in the array can be no more than half the wavelength of any of the frequencies
in the audio signal. Should the microphones be placed farther than half a wavelength
apart, directions in the room become indistinguishable from one another, as grating
lobes appear in the beam pattern. On the other hand, if the spacing between micro-
phones is too small, all directions in the room look very similar to the microphone
array as the difference in the relative phase to each of the microphones approaches
zero. Thus, the spacing between microphones was chosen to be small enough to avoid
grating lobes in the beam pattern, but large enough such that the relative phase to
each of the microphones can be exploited.
The initial source location information is provided using the acoustic modelling
technique as well. This procedure was only possible because the system is initialized
by first having only the target speak and then having only the interferer speak. Thus,
the initial location of both the source and the interferer are found before the speakers
begin to talk at the same time. Additionally, the vision tracker could have been
employed to provide the initial source and interferer locations for the initialization
step. The locations for the initialization may be slightly more accurate if the vision
tracker was used.
3.2.2 Image Sources
There were four main areas of consideration that went into the design of the image
sources used in the acoustic modelling step: the configuration of the image sources,
the variable distances of the image sources, the number of image sources chosen, and
the issue of whether the image sources should be correlated or uncorrelated.
The configuration of the image sources was done in such a way so as to exploit the
symmetry of the linear microphone array (see figure 3-1). A semicircle configuration
was chosen, since each of the image sources are an equal distance away from the
array and only locations on one side of the array need to be chosen since locations on
the other side of the array are indistinguishable to the array. Since the linear array
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Figure 3-4: Illustration of the use of multiple arcs of image sources. It is evident that if
multiple arcs are used, we will be searching over a much larger set of image sources, thereby
making the algorithm much slower, and there is less flexibility as we are limited to the
distances set by the arcs.
exhibits finer resolution on the broadside of the array, it may have been advantageous
to place more image sources on the broadside. However, the advantage of placing
more image sources on just the broadside, as opposed to evenly spacing the image
sources but trying more image source locations, only minimally sped up the process.
The number of image sources used to choose from depends on the resolution of the
array in the frequency band of interest. The finer the resolution of the array, the
more image sources needed to model various locations in the room. 25 image sources
seemed to work well for the linear array configuration. More image sources could
have been used, but increasing the number of image sources would slow down the
overall system.
The use of variable distance image sources has many advantages. The alternative,
which is to have multiple arcs of image sources (as shown in Figure 3-4, all of which
are equally spaced, is very easy to implement, but makes the system very slow due to
the addition of so many image sources, all of which need to be searched in order to
find the best fit. Additionally, the use of variable distances is much more flexible, as
it allows the image sources to be located at any distance away from the microphone
array, whereas the use of multiple arcs allows for only a finite number of distances.
37
The number of image sources chosen depends on how many reflections (i.e. how
much reverberation) the audio signal contains. I found that the error steadily de-
creases after each image source is chosen, but after five iterations, the decrease in
error is minimal. Thus, choosing five image sources to model the audio signal seemed
to work well.
The audio signal is represented by a set of correlated image sources. The image
sources were chosen to all be perfectly correlated with one another because all early
reflections are just delayed copies of the direct path signal and thus are perfectly
correlated with the direct path. If the image sources were chosen to be completely
uncorrelated, they would be able to better explain the random noise and later re-
flections, which tend to be mostly garbled sound. A greater portion of the signal is
represented by the direct path and the early reflections, and thus the correlated noise
sources better represent the signal.
3.2.3 Error Criteria
There are several error metrics that I could have used for determining how well
the image sources that are chosen model the room acoustics. One such metric is
looking at the resulting beam patterns, or frequency response plots, that form after a
beamformer is created using MVDR with acoustic modelling and after a beamformer
is created using MVDR without acoustic modelling (see Figure 3-5 for a typical beam
pattern). In this approach, one would look to see if the beam patterns look similar
in that the nulls are in the same places in both patterns and that the source signal is
passed through in both patterns. Additionally, one would look at the range between
the peak of the response and the largest null in the response. If the null is steered in
the right location, you would expect a larger range to produce a signal in which the
interferer was cancelled more effectively and better source separation was achieved. A
problem with this approach is that it is very difficult to determine whether or not the
reverberations in the interfering signal are being effectively cancelled. This is because
we are not sure of the exact locations of where the reverberations are emanating
from, and thus we cannot be sure that the nulls that are formed in the beam pattern
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Figure 3-5: A typical beam pattern. The blue areas correspond to regions in the environ-
ment where audio is attenuated. The red areas correspond to regions in the environment
where audio is amplified. The line of small black circles in the center of the plot represent
the microphone array. The magenta circle is where the interferer is located and the ma-
genta star is where the target is located. Notice that a dip in the response occurs in the
interferer location and a peak occurs in the source location. Thus, this beam pattern is
highly desirable.
actually correspond to locations of reflections.
A more analytic error metric would be to compare the noise covariance matrices
that result from using MVDR alone and from using MVDR with the acoustic mod-
elling technique. Since the noise covariance matrices are all that differs in creation of
the beamformers for each of these techniques (see equation 2.3), it is clear that if the
noise covariance matrix is matched perfectly, then the acoustic modelling beamformer
will work just as well as the MVDR beamformer, which as described in section 2.3.2,
can create filters that can completely cancel out the interferer if only the interferer
is talking for a portion of the input signal. One problem with this approach is that
matching the noise covariance matrices is a non-linear problem. Since solving non-
linear equations can often be time consuming and more difficult than solving a linear
problem, we would like to find a way to linearize the problem.
One way to linearize this problem of matching covariance matrices, is to not try
and match the matrices themselves, but instead to try and match the vector whose
outer product with itself results in each of these covariance matrices. For the noise
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covariance matrix from MVDR, we use the eigenanalysis techniques described in
section 3.1.2 to come up with a single vector whose outer product with itself contains
most of the relevant information needed to create a beamformer that can effectively
cancel out the interferingp*gnal We then try to find the weighted combination of
image sources that best matches this eigenvector and try to minimize the difference
according to equation 3.1.2. I found that although matching the eigenvector perfectly
does not result in perfectly matching the covariance matrix, a small error using this
approach does indeed correspond to desirable results in the output signal (i.e. the
interferer is greatly attenuated).
Another important error criteria is signal-to-noise (SNR) ratio. By comparing
the increase in SNR in the target from the input signal to the output of the MVDR
beamformer and the acoustic modelling beamformer, we can see if the the acoustic
modelling beamformer is performing as well as the MVDR beamformer. Additionally,
we can compare the decrease in SNR in the interferer from the input signal to the
output of the MVDR beamformer and the acoustic modelling beamformer. Clearly,
we would like the SNR of the target to increase from the input to the output and the
SNR of the interferer to decrease from the input to the output.
3.2.4 Processing in the Frequency Domain Versus the Time
Domain
All the processing in this algorithm takes place in the frequency domain. The main
reason for processing in the frequency domain is that we can extract the eigenvec-
tors using the eigenalysis technique discussed in section 3.1.2 and try to match the
eigenvector instead of the entire noise covariance matrix, which as discussed earlier is
a non-linear problem. A problem with working in the frequency domain is that the
phase information of the eigenvectors is lost and we need to find the correct phase at
each iteration of the algorithm. Had the processing been done in the time domain,
the phase information would have been preserved, but the eigenanalysis techniques
could not have been used to approximate the noise covariance matrix.
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3.2.5 Beamforming
As described in section 3.1.2, a varying amount of identity matrix is added to each
frequency bin of the covariance matrix. This step is performed for a couple of reasons.
For one, in some instances, the values on the diagonal are so small we end up with a
singular matrix that has no inverse. Since, we need to take the inverse of the noise
covariance matrix when creating the beamformer (as shown in equation 2.3), it is
important that the covariance matrix be non-singular. Another reason for adding in
the identity matrix is that is smooths out the response at each frequency bin. Thus, it
allows for the algorithm to compensate for small errors in the noise covariance matrix.
One drawback of this approach is that if the covariance matrix estimate is perfect,
adding the identity matrix will make the frequency response slightly inaccurate.
3.2.6 Particle Filtering
A particle filter was used to track moving speakers in the environment. Although
other probabilistic filters, such as the Kalman filter and its many variations, could
have been used, a particle filter worked well for a couple of reasons. First, the particle
filter is very easy to implement. One needs to come up with just a state-space
model, apply a probabilistic weighting to each particle, resample, apply dynamics,
and iterate. Basically, finding the proper likelihood model for weighting the particles
and applying the correct dynamics are the important design considerations. The
flexibility of being able to choose the likelihood model and the dynamic model also
makes the particle filter a more attractive choice than other probabilistic filters.
Number of Particles
The number of particles to use in each iteration is dependent on a couple of factors.
If speed is a critical performance issue, using less particles will make the algorithm
run faster. However, if very accurate tracking is the most critical performance issue,
then the use of more particles will generally produce more accurate results. Thus,
it is important to find the balance between speed and accuracy when choosing the
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number of particles.
Likelihood Model
The likelihood model that is used to assign weights to each of the particles is depen-
dent on how well the signal subspace of the particles matches the signal subspace of
the observed data. If there is a very small error between these subspaces, one would
expect that particle to be given a larger weight. The normalizing factor, p, is used
to reflect how much error we are willing to tolerate. For instance, if there is a large
amount of noise in the system and we expect the error to be high, we would set p to
a larger value. Another consideration would be to set a different p for each frequency
of interest. Doing so may be advantageous because the error may vary widely over
different frequencies, and we can account for this by setting p to different values at
different frequencies.
Dynamic Model
An important design consideration for the dynamic model is the selecting the vari-
ances used for the random excitation forces F, G, and P, which are applied to the
parameters in each particle. The variance depends on the typical change in each
of the parameters from one timestep to the next. We choose a variance such that
the typical change is less than the square root of the variance. Thus, the variances,
2 c~2 ad
O, I -, and oJ, were chosen such that their square roots are larger than the typi-
cal change in the image source weights, the image source indices, and the relative
distances respectively.
Another design decision revolved around what probabilistic model to choose for
the random excitation forces. This decision depends mainly on how people move
around in the room. If people move around fairly slowly, a Gaussian model would
work well. On the other hand, if people tend to move quickly, an exponential model
may work better. These models shouldn't make much of a difference, however, if we
use enough particles and if our likelihood function does a good job at applying large
weights to the particles we are most interested in.
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Chapter 4
Results and Discussion
This chapter describes the experiments that were performed to evaluate the perfor-
mance of the system and the discusses the results. First a description of the experi-
mental setup is given, followed by a presentation of the results. Finally, an analysis
of the initialization and tracking results is given.
4.1 Experimental Setup
The experimental setup that I am using is depicted in Figure 4-1. The microphone
array consists of 16 microphones arranged in a linear configuration. The microphones
were placed in holes in blocks of wood as shown to ensure the linearity of the array.
Each microphone is spaced three inches apart from the next microphone. We use a
16 channel data acquisition card to record the audio signals detected at the micro-
phones. Since we only have 16 channels available for recording, we only use 15 of the
microphones depicted, and connect one of the channels to a reference microphone,
which is a close-talking, clip-on microphone.
The results shown in the following sections were performed on simulated data.
We used the signals detected by the reference microphone and applied filters to the
signals which add reverberant effects and appropriately delay the signals depending
on where they originate from.
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Figure 4-1: The linear microphone array configuration used to run all the experiments.
4.2 Initialization Results
I ran 150 trials of the initialization procedure using simulated target and interferer
signals in random locations. The filter shown in Figure 4-2 is an example of a rever-
berant filter that is applied to each channel of the interferer signal to simulate the
effects of reverberation. A similar filter is applied to each channel of the target signal
as well. Each of the peaks in the filter corresponds to a scaled and delayed copy of
the original signal that will arise after the filter is applied. Thus, the overall effect is
to create several reverberations in the signal.
The average signal-to-noise ratio (SNR) of the input of both the target and inter-
ferer signals was compared with the output of a delay-and-sum beamformer and the
output of our acoustic modelling technique. Looking at the SNR results in Table 4.2,
we find that the SNR of the target increased from the input signal to the outputs,
with a greater increase exhibited by the acoustic modelling technique. Additionally,
the SNR of the interferer decreased from the input to the outputs, with a greater
decrease exhibited by the acoustic modelling technique. These results show that the
beamformer resulting from the acoustic modelling technique performs better than a
delay-and-sum beamformer as it has a larger SNR for the signal that we are trying
to steer towards and a lower SNR for the signal we are trying to cancel.
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Full Reverberant Filter
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Figure 4-2: An example of the impulse response of a filter applied to one channel of the
interferer signal. It is evident that this signal will be highly reverberant, since each peak in
the filter corresponds to a delayed copy of the input signal.
Table
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4.1: Initialization Results: Average SNR (dB) over 150 Simulated Trials
Input Signal Delay-and-Sum Acoustic Modelling
Target -6.1385 0.0883 0.5972
Interferer -1.9593 -4.7950 -7.5039
..... . ..
Sample beam patterns for both the delay-and-sum beamformer and the beam-
former created with the acoustic modelling procedure are shown in Figure 4-3. The
acoustic modelling beamformer plot contains a distinct null in the direction of the
interferer. The delay-and-sum beamformer, on the other hand, does not contain this
distinct null. This is because the delay-and-sum beamformer depends only on the
source location and thus completely concentrates on trying to pass the source as
well as possible. We see that the delay-and-sum beamformer has nulled about half
the room and clearly does not have the same precision that the acoustic modelling
beamformer displays.
4.3 Tracking Results
In our scenario, the initialization technique described above is used to initialize a
model of each of two speakers, which are then tracked while they are simultaneously
talking. In the acoustic model that we used to synthesize our data, each speech signal
comes from three coherent point sources that move independently through the room.
This approximates an environment in which the array receives a direct path signal
and two strong reflections.
Over 50 simulated tracking trials, we tracked pairs of speakers and created an
MVDR beamformer toward one of the two at the end of their trajectories. We as-
sume that the location of the target speaker is known, and we use our acoustic model
of the interfering speaker to create the model "noise covariance matrix." Because
the speakers typically move a distance that is greater than a wavelength for the fre-
quencies of interest, the noise covariance matrix that was observed at the beginning
of the trajectory would be completely inappropriate for creating a beamformer when
the speaker is at the end of the trajectory. By using information across a range of
frequencies, however, we are able to track the changing acoustics of each source and
create an improved beamformer. Over the 50 trials, our acoustic model-based track-
ing allowed for the creation of beamformers that passed the target signal with an
average SNR improvement of 2.2794 decibels over a reference delay-and-sum beam-
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Figure 4-3: A sample beam pattern resulting from the acoustic modelling technique (top
plot) and from delay-and-sum beamforming (bottom plot) are shown. The green circle
corresponds to the source location and the black circle corresponds to the interferer location.
The acoustic modelling technique creates a much more well-defined null in the direction of
the interfering signal.
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Figure 4-4: A typical run from our tracking experiment consists of 3 coherent copies of
each speech source moving through a 9m x 9m. The blue tracks and red tracks represent
the trajectories of the sources associated with each speaker. The green circles represent
the locations of the microphones in the microphone array. There is a magenta star on the
location of the start of the direct path of the source trajectory and there is a magenta circle
on the location of the start of the direct path of the interferer trajectory.
former steered toward the target source. Figure 4-4 shows a typical scenario from our
experiments.
4.4 Analysis and Discussion
Various factors can affect the performance of both the initialization and tracking sub-
systems. A discussion of the results with regards to the factors that limit performance
follows.
4.4.1 Initialization
There are several aspects of the initialization procedure that could lead to very dif-
ferent results in the output. The location of the source and interferer, the amount of
reverberation in the signal, and characteristics in the speaker's voice all play a role
in the performance of the system.
The source and interferer locations are extremely important factors in the system's
performance. One problem with all beamformers is that if the source and interferer are
48
nterf ere r I ocato 1: [4.6784 2.6988 1.5]
14
12
10
58
6
1 0
0 1 2 3 4 5 6 7 8 9
Figure 4-5: A beam pattern for the situation where the source and interferer are too close
together for the beamformer to discern them. The black circle represents the interferer and
the green circle represents the source. It is clear that the interferer is not well cancelled in
this case.
very close to one another, we expect that the beamformer will have trouble achieving
source separation. This is because the system is trying to steer a null in the direction
of the interferer, while at the same time being constrained to pass the signal coming
from the direction of the source. Since the source and interferer positions are very
close to one another, this creates a problem for the beanformer. Figure 4-5 shows a
beam pattern for the case where the source and interferer are too close to one another.
As shown in the plot, the beamformer has tried to amplify the signal coming from
the source and since the interferer is located nearby, it also gets anplified. In such
a situation, even a low error does not guarantee good performance. The best that
the system can do is reproduce the eigenvector associated with the largest eigenvalue
of the covariance matrix. If this eigenvector does not do a good job of representing
the interfering signal, which is the case when the source and interferer are too close
together, then even if you are able to match the covariance matrix perfectly the output
will still not be very desirable. Thus, despite the error (according to equation 3.1.2)
being very low, the interfering signal will not be cancelled well in the output.
To study the effects on the output of various interferer locations in tire envi-
ronment, 150 trials were run with simulated data using a fixed source location and
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Figure 4-6: The figure above shows interferer locations where the performance of the
system is poor according to SNR values. The blue stars correspond to interferer locations
and the red diamond corresponds to the source location. The green circles represent the
microphone array. The black lines shown mark off the area where there would be a peak
in the response of a beamformer created with the acoustic modelling technique with the
shown source location. It is evident from this plot that most of the locations for which the
system's performance is poor are located in the direction of the source.
random interferer locations. Out of these 150 trials, there were 19 interferer loca-
tions that produced both a less than 3dB increase in the target and a less than 3dB
decrease in the interferer using the acoustic modelling technique. Figure 4-6 shows
these locations. As shown in the figure, the locations at which performance was poor
were mostly in the direction of the source, and the corresponding direction on the
other side of the array (since these two directions are indistinguishable to the linear
array as discussed in section 3.2.1). There are a few outliers, however the majority
of the poor locations are in the direction of the source.
It is important to note is that the true test of whether the system is performing well
or not depends mainly on how good the output sounds. There are instances in which
the error can be low and the system still performs poorly, as in Figure 4-5. Similarly,
there are times when the beam pattern looks as if it is not producing the desired result,
when in fact the output sounds very good. This is the case that is shown in Figure
4-7. In this plot, it seems as though the interfering signal is being passed through
without attenuation, since the plot does not show a null in the direction of the direct
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Figure 4-7: The beam pattern shown seems as though it is doing a poor job at cancelling the
interferer. On the contrary, the SNR. values claim that the interferer is being cancelled quite
effectively. It is possible that the null in the top half of the plot is working in conjunction
with the peak in the direction of the interferer to effectively cancel out the overall effect of
the direct path signal and its reflections. The interferer signal is represented by the black
circle and the source signal is represented by the green circle.
path of the interfering signal. However, the actual result of this trial showed that
the target in the acoustic modelling output had an SNR increase of approximately
11 (B over the target in the delay-and-sum output. Additionally, the interferer in the
acoustic modelling output had an SNR. decrease of approximately 16dB less than the
interferer in the delay-and-sum output. A possible explanation for the discrepancy in
the beam pattern is that there are several ways in which a signal and its reflections
can be cancelled. For instance suppose an interfering signal is composed of the direct
path and one reflection. We assume that the reflection is weaker than the direct path.
This interfering signal can be cancelled by either steering a null in the direction of
the direct path and in the direction of the reflection, or equivalently can be cancelled
by steering unity response in the direction of the direct path and then steering a
compensating negative amplitude response in the direction of the reflection. Thus,
we effectively sumi up a positive copy of the interferer and a negative copy of the
interferer, which should cancel each other out and create the desired effect in the
output.
To analyze the effects of varying amounts of reverberation in the signal, I applied a
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Reverberant Filter -3 Copies Created
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Figure 4-8: An example of a "short" filter applied to one channel of the interferer signal.
This filter only has three peaks in its response and thus will only produce three copies of
the original signal. The tail is flat and will not cause nearly as many reverberations in the
signal as the filter in Figure 4-2.
new set of "short" filters to the target and interferer signals. These short filters contain
only three copies of the original signals, thereby limiting the amount of reverberation
in the signal. The three reflections in the short filter correspond exactly to choosing
three image sources to model these reflections. An example of one of these short filters
is shown in Figure 4-8. The tail of the short filter is flat and therefore will not produce
several extra copies of the original signal. This is in contrast to the reverberant filter
shown in Figure 4-2, which has many oscillations in the tail and will thus produce
many copies of the original signal.
The difference in SNR values between the use of the fully reverberant filter and
the use of the short filter is summarized in Table 4.4.1. It is evident that the signals
generated with the short filter produce much better results than the signal generated
with the fully reverberant filter. This is expected because there are fewer copies of
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Table 4.2: Effects of Reverberation: Average SNR (dB) over 150 Simulated Trials
Input Signal Fully Reverberant Filter Short Filter
Target -6.1385 0.5972 1.7814
Interferer -1.9593 -7.5039 -12.2168
the original signal to deal with, and thus the noise covariance matrix is more easily
modelled with a sparse set of image sources. Hence, it is evident that a major factor
in the performance of the overall system is the amount of reverberation in the original
signals. The fewer copies of the original signals that the system has to deal with, the
better it will perform.
4.4.2 Tracking
The tracking results show that the acoustic modelling technique does indeed aid in the
tracking of room acoustics for a moving speaker. There is definitely an improvement
in SNR in both the target (an increase in SNR) and the interferer (a decrease in
SNR). However, some trajectories seemed to produce better results than others.
Out of the 50 simulated trials that I ran to evaluate the effectiveness of the tracking
subsystem, 18 of the trials produced unfavorable results. In these trials, the beam-
former created after using the acoustic modelling technique to track the changes in
the room acoustics produced a lower SNR for the source signal in the output than a
reference delay-and-sum beamformer applied to the final source location. Of these 18
trials, 5 produced results that were worse than the SNR of the source signal in the
input. These 5 locations corresponded to places where no type of beamforming with
a linear array would be effective. This is because the direct path of the source and
interferer signals were very close to each other in each of these trials, and thus the
system was unable to both amplify this direction and steer a null towards this direc-
tion. An example of such a scenario is shown in Figure 4-9. As shown in the figure,
the direct path of the source and interferer are located on opposite sides of the array.
However, due to the symmetry of the array, these locations are indistinguishable, as
discussed in section 3.2.1. Thus, proper source separation is much more difficult in
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Figure 4-9: An example of where the tracking procedure fails to produce a good beam-
formed result. The direct path of the source and interferer signals are on opposite sides of
the array. However, these locations are indistinguishable due to the symmetry of the array.
Thus, proper source separation is more difficult as discussed in section 3.2.1.
this scenario. It is possible, however, that if these trajectories were continued, that a
better result could be obtained. This is because the source and interferer could move
away from one another to locations where proper beamforming can occur. Since the
room acoustics are still being tracked, it is possible that at this new set of locations
proper source separation could occur.
Of the remaining 13 trajectories that produced unfavorable results, in three of the
scenarios delay-and-sum produced only marginally better results than the acoustic
modelling technique. Thus, it can be argued that acoustic modelling worked just as
well in these situations. In the remaining trials the source and interferer were very
close to the microphone array. This can cause problems because our model represents
the source and interferer as a combination of farfield anechoic sources.
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Chapter 5
Conclusion
Achieving good source separation from a mixed audio signal is highly desirable for
several reasons. For instance, if two people are speaking at once in a pervasive
computing environment and both would like to command the system at once, it is
important to be able to separate their commands from the mixed signal received at
the microphone array. The ability to achieve source separation in situations where
the speakers are not moving is a problem that has been explored quite heavily. A
more interesting problem is trying to find a way to achieve source separation when
the speakers are moving throughout the environment.
This thesis suggests a sparse representation for the room acoustics using a linear
combination of a set of coherent broadband sources to allow for tracking as the speaker
moves throughout the environment. Tracking the room acoustics is important because
the noise covariance matrix changes rapidly as the speaker moves from location to
location. The acoustic modelling technique described in this thesis allows for tracking
of the room acoustics.
The results presented show that the acoustic modelling technique provides an
improvement over delay-and-sum beamforming by several dB in the output SNR.
Additionally, after tracking the room acoustics over a period of time and applying
the beamformer based on the room acoustics signal received at the end of the speakers'
trajectories, the output's SNR is still an improvement over just using delay-and-sum
beamforming at the final source and interferer locations.
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5.1 Future Work
Future work on this project includes the possibility of adding some speech modelling
techniques to the system. The speech modelling techniques, which take advantage
of knowledge of what typical speech signals should look like and how they behave,
would allow for a more accurate representation of the noise covariance matrices. Ad-
ditionally, we would like to use this system in conjunction with a speech recognition
system, such as the SLS SUMMIT Speech Recognition system, to allow multiple users
to command a pervasive computing environment, such as the Intelligent Room at the
Artificial Intelligence Laboratory at the Massachusetts Institute of Technology.
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