In this work, we discuss epistemic uncertainty estimation obtained by Bayesian inference in diagnostic classifiers and show that the prediction uncertainty highly correlates with goodness of prediction. We train the ResNet-18 image classifier on a dataset of 84,484 optical coherence tomography scans showing four different retinal conditions. Dropout is added before every building block of ResNet, creating an approximation to a Bayesian classifier. Monte Carlo sampling is applied with dropout at test time for uncertainty estimation. In Monte Carlo experiments, multiple forward passes are performed to get a distribution of the class labels. The variance and the entropy of the distribution is used as metrics for uncertainty. Our results show strong correlation with ρ = 0.99 between prediction uncertainty and prediction error. Mean uncertainty of incorrectly diagnosed cases was significantly higher than mean uncertainty of correctly diagnosed cases. Modeling of the prediction uncertainty in computer-aided diagnosis with deep learning yields more reliable results and is therefore expected to increase patient safety. This will help to transfer such systems into clinical routine and to increase the acceptance of machine learning in diagnosis from the standpoint of physicians and patients.
Introduction
Computer-aided diagnosis (CAD) based on deep learning has been demonstrated to achieve a performance similar to that of human experts in classification tasks in medical imaging [2] . A recent study established a diagnostic classifier based on convo- prediction correlates with high prediction uncertainty. In this scan, the disease characteristics are only weakly present (white arrow), which makes the diagnosis challenging [9] .
lutional neural networks (CNN), which was trained on a large database of more than 84,000 retinal OCT images of four different disease states [9] . The performance in classifying retinal conditions was comparable to that of trained physicians. Equipped with deep neural networks, mobile assistance systems can extend the reaching of ophthalmologists in the field and increase access to medical care. However, common tools in deep learning do not provide uncertainty for predictions of disease conditions. When an ambiguous or unknown case is presented to a deep learning model, it lacks the ability to say "I don't know". Especially in medical imaging and CAD, measure of uncertainty therefore is needed for profound decision making.
The main contributions of the work are the integration of uncertainty estimation with Bayesian inference into diagnostic classifiers with an exemplary dataset of retinal OCT scans and extensive experiments regarding the effect of uncertainty estimation to classification accuracy. We show that the prediction uncertainty correlates with accuracy, thus enabling the identification of false predictions or unknown cases, which were not covered during training (see Fig. 1 ). This paper extends our previous work published at Medical Imaging with Deep Learning (MIDL) 2019 with formal background and more experiments [11] .
Related Work
This work is linked to classification of medical images for computer-aided diagnosis and uncertainty estimation for neu- ral networks. We will therefore revise relevant work related to these topics in the following. A demonstration of CAD for retinal OCT was shown by Kermany et al. [9] . Ophthalmologist-level detection was achieved with a classification accuracy of 96.6 % by finetuning the last layer of a CNN pre-trained for image classification. Using transfer learning was crucial for the training of a highly accurate model. A similar approach with a smaller dataset was reporting comparable results [6] . Instead of using a single CNN, Rasti et al. proposed a multi-scale CNN ensemble model of four individual networks to classify retinal OCT images into three classes [13] . In order to process 3D OCT volumes, the model analyzed the cross sections slice-by-slice and made a final diagnosis prediction per volume. With this approach, a precision rate of 98.9 % is reported using a total dataset of 193 OCT volumes.
Approaches for uncertainty estimation in deep learning try to place distributions over the parameters of a model. This results in Bayesian neural networks (BNN) and instead of finding a point estimate for the parameters, averaging over all possible parameters is done [4, 12] . BNNs provide the mathematical tool to model uncertainty, but are computationally intractable. Different approaches to approximate BNNs exist, that do not increase complexity or decrease the performance of the model [4, 8] . This idea has attracted attention in medical segmentation on MRI scans or endoscopic images [10, 14] . More recent approaches exploit model uncertainty for weaklysupervised anomaly detection in retinal OCT [15] .
Materials and Methods
Standard approaches of supervised learning for classification do not capture model uncertainty [4] . The predictive probabilities of a softmax classifier at a point estimateθ of the parameters of a machine learning model f θ usually result in unjustified high confidence [8] . Placing a distribution over the parameters in a Bayesian approach better accounts for classification uncertainty.
In Bayesian inference, there are two types of uncertainty that can be modeled [7] . Aleatoric uncertainty or statistical uncertainty covers noise and randomness happening during an experiment. In OCT imaging, this can be caused by sensor noise during scan acquisition. Epistemic uncertainty or model uncertainty is caused by uncertainty in the parameters of a machine learning model. This happens because an inadequate model does not take all aspects of the data into account or because the training data is too small and do not represent all effects. This work focuses on epistemic uncertainty in order to assign uncertainty to the prediction of a diagnostic classifier in CAD applied to retinal OCT.
Background: Epistemic Uncertainty in Bayesian Inference
. , x N } be a set of N training images, and = {y 1 , . . . , y N } a set of corresponding labels from medical experts. In Bayesian inference, a diagnostic classifier tries to find a function f θ : x → y which maps a test scan x to the most likely label predictionŷ with probability
In order to obtain prediction uncertainties in Bayesian inference, we are interested in the posterior distribution p(θ| , ) over the parameters θ of the network f , given the training set { , } [7] . Generally, the posterior distribution in Eq. (1) is computationally intractable, but can be approximated. Gal et al. [4] proposed a framework to approximate the posterior with q(θ) using a technique called Monte Carlo Dropout (MC dropout). Dropout randomly drops connections between layers of neural networks during training [16] . This results in sampling from different smaller subnetworks, over which we usually average during test time. Here, dropout is not only used at training time, but also at test time to obtain MC samples. The approximation q(θ) is defined as a Bernoulli distribution with probability p set to the dropout rate [3] . Training the network by optimizing the negative log-likelihood is equivalent to minimizing the Kullback-Leibler divergence KL {q(θ)‖p(θ| , )} [3] , thus yielding an approximate to the posterior predictive distribution
The integral in Eq. (2) is estimated by summing over MC samples drawn from θ ∼ q(θ). Sampling from q(θ) is done by performing dropout between every layer of the network f θ [4].
Experimental Setup
A ResNet-18 image classifier [5] 
is used as final prediction result. Note thatŷ i represents relative softmax probabilities and do not account for prediction uncertainty [8] . To obtain uncertainties from MC predictions for class c, variances σ 2 c = Var(ŷ c ) and normalized entropy [14] H In order to show that uncertainty correlates with goodness of prediction, Spearman's correlation coefficient ρ is used between U {S ,H} and the 1-Wasserstein distance [1]
between true one-hot encoded class probabilities P(y|x) and the mean of the MC samplesŷ = Q(y|x). W 1 is therefore interpreted as error of prediction.
Results and Discussion
All results in this section are reported for the test set. Fig. 2 shows the effect of variation of the dropout rate p to the uncertainty measures U {S ,H} . Correlation between U {S ,H} and the error of prediction W 1 is visualized in Fig. 3 . Spearmans's correlations result in ρ S = 0.99 for U S and ρ H = 0.6 for U H . Regardless of values for N and p, we can observe higher uncertainty for false classifications. The variation of the number of MC samples N has little effect on U S ,H . However, the relative differences of U H between true and false predictions do not to change considerably with increasing N. Therefore, N = 15 seems to be sufficient for robust uncertainty estimation. Variation of dropout rate p with fixed N = 50 increases overall uncertainty U S . Interestingly, the variation of U S decreases with increasing p. The opposite effect can be observed for U H , where an increase of p affects increasing variation.
Correlation analysis reveals, that there is strong correlation between uncertainty U S and the prediction error W 1 . For U H moderate correlation can be observed. These findings suggest, that U S is a robust measure for uncertainty and should be favored over U H . MC dropout for uncertainty estimation can usually be used in every image classifier with the additional cost of performing multiple forward passes, thus increasing computational load.
Conclusion
In this work, a Bayesian diagnostic classifier has been trained on OCT scans to estimate model uncertainty. The results have shown strong correlation between uncertainty and error of prediction. It has been shown in [11] that the extension to Bayesian inference does not affect the accuracy of the classifier itself. Consideration of model uncertainty in CAD with deep learning is expected to increase patient safety by producing more robust results by e.g identifying a weak prediction of diagnosis. This can help to transfer such systems into clinical routine and to increase the acceptance of physicians and patients for machine learning in diagnosis. In future work, the reason for the different behavior of U S and U H for increasing dropout rate will be investigated. Uncertainties can help to identify false predictions, yield more reliable results and further increase the accuracy.
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