In this paper we use the Bayesian network as a tool of explorative analysis: its theory guarantees that, given the structure and some assumptions, the Markov blanket of a variable is the minimal conditioning set through which the variable is independent from all the others. We use the Markov blanket of a target variable to extract the relevant features for constructing a decision tree (DT). Our proposal reduces the complexity of the DT so it has a simpler visualization and it can be more easily interpretable. On the other hand, it maintains a good classification performance.
Introduction
Most real world domains are complex systems in which the analysis must identify the aspects of the system and their main interactions; this is a difficult task that involves great investment of time, effort and expertise. There is a growing interest in knowledge discovery in database (KDD) which is the process of identification of knowledge from a database leading to specify intuitive and easily interpretable models (Mitchell 1997) . In this context, supervised machine learning (or, more specifically, classification) is an induction procedure typically presented with a set of training instances, where each instance (or case, example) is described by a vector of feature (or variable, attribute) values and a class label, or target. The task of the induction algorithm is to induce a classifier that will be useful in classifying future cases. The classifier is a mapping from the space of feature values to the set of class values. Several different representation formalisms are used to describe the extracted knowledge: in this paper we focus on the decision tree (DT for short) which is validated through good classification performances. DT induction has been extensively studied in the machine learning and statistics communities as a solution of classification tasks (Breiman et al. 1984; Quinlan 1986 Quinlan , 1993 . Some real domains give us a wealth of features and/or very large databases to use for learning, and often the tree produced by the induction algorithms are not comprehensible to users due to their size and complexity. Many tree simplification approaches have been proposed, which can be grouped in five categories (Breslow and Aha 1997). We focus on the methods of database restriction, by eliminating certain case features from consideration by the search process. Feature selection is an effective technique in dealing with dimensionality reduction; in classification it is used to find a good subset of relevant features such that the overall accuracy of classification is increased, or not significantly decreased, while the data size is reduced and the comprehensibility is improved.
There are a number of different approaches to feature subset selection which can be organized into three methods depending on how the feature selection search is combined in machine learning with the construction of the classification model: filter, wrapper and embedded. For a review on this topic we refer to Saeys et al. (2007) . The Bayesian networks (BN) (Pearl 1988; Cowell et al. 1999; Jensen 2001) will be used for the feature selection problem, by identifying the joint probability distribution of the features and the class and by selecting the minimal conditioning set through which the class is independent from the remaining variables. Afterwards, the DT induction algorithm is applied to the entire training set using only the relevant features discovered by the BN. We compare the results of this approach with those obtained by using different feature subset selection methods. We consider only discrete variables and all variables are observed.
The work is organized as follows: Section 2 introduces the BN and presents our proposal method for selecting the features used in the DT construction; Sect. 3 presents the databases and the learning algorithms to test the approach, Sect. 4 presents the experimental results and concludes with the discussion.
Bayesian networks
Let be X = {X 1 , . . . , X n } a set of random variables, P a joint probability distribution over X and G a direct acyclic graph (DAG). A Bayesian network, BN for short, B = (X, G, P) is a graph-based model of P that capture properties of conditional dependence and independence between variables of X, represented as nodes in G; all nodes correspond one-to-one to members of X. If there is an edge pointing from variable X i to variable X j , it is said that X i is a parent of X j and X j is a child of X i .
