Gene transcription is often controlled by multiple interacting signal pathways, but how these pathways impact gene expression is not fully understood. Here, we refine a mechanic model based on experiments in murine embryonic stem cells and analyze the influence of pathway-pathway cross-talk strength (CTS) on mRNA expression stability. We find that the CTS can tune this stability, depending on the manner of regulation. Furthermore, there is an optimal CTS such that the expression pattern is most stable but free energy consumption is at its highest; the CTS can induce stochastic focusing of the mRNA level but this is at the cost of energy. In both cases, there is a crosstalk-mediated trade-off, implying that entangled signal pathways can control both expression stability and energy dissipation.
Transcription is not only a pivotal step but also the most complex step of gene expression. Transcription begins with the binding of RNA polymerase, together with one or more general transcription factors (TF), to a specific DNA sequence referred to as a "promoter". Then, one strand of the DNA (or the template strand) is used as a template for RNA synthesis. As transcription proceeds, RNA polymerase traverses the template strand and uses base pairing complementarity with the DNA template to create a RNA copy. Another step is transcription termination. Bacteria use two different strategies for transcription termination: Rho-independent and -dependent terminations. In contrast, transcription termination in eukaryotes is less understood since it involves cleavage of the new transcript followed by template-independent addition of adenines at its new 3' end. The whole process (initiation, elongation, and termination) is referred to as transcription dynamics [1, 2] . In spite of this general description, transcription dynamics remains elusive, and in particular, the roles of TFs and their interactions in transcription are not fully understood.
Transcription of most genes in important physiological processes such as immunity, development, and stem cell renewal is frequently regulated by signaling pathways with cross-talk [3] [4] [5] [6] . First, as a fundamental fact, regulatory regions of DNA can elevate basal levels of transcription by increasing activity of the proximal promoter. This activity would involve the binding of cell-specific TFs that, as a consequence of DNA looping, interact each other and stabilize the general transcription machinery to direct the tissuespecific gene expression [1, 7] . In fact, the cellular response to a particular signal is not the consequence Abbreviations AM, amplitude modulation; CTS, cross-talk strength; DRB, D-rybofuranosylbenzimidazole; EM, enhancement model; ESCs, embryonic stem cell; FM, frequency modulation; GRO-seq, global run-on sequencing; IM, inhibition model; IMD, immune deficiency; KLD, Kullback-Leibler divergence; SF, stochastic focusing; TF, transcription factors.
of a single linear signaling pathway but reflects the integration of all possible signaling pathways that can occur at multiple levels in different ways [8, 9] . Second, a recent experiment showed [10] that tethering the Aridla RNA at each enhancer resulted in the increased binding of TF Yin-Yang 1 (YY1) to the targeted enhancer as measured by ChIP-quantitative polymerase chain reaction, indicating that the RNA tethered near regulatory elements in vivo can enhance the level of TF YY1 occupancy at these elements. Third, the activation of gene transcription is ultimately mediated through the binding of TFs at the DNA-binding sites in the gene promoter region. Since this region is often flanked by multiple DNA-binding sites recognizable to distinct TFs, the corresponding signaling pathways with cross-talk converge onto multiple TF/ DNA-binding patterns to incur distinct transcription dynamics [11] , which would make transcriptional regulation have different schemes. These facts or observations motivate us to study the transcription of a gene that is activated or inactivated stochastically by signaling pathways with cross-talk.
Experimental efforts to characterize the in vivo regulation of transcription focused primarily on measurements of TF dynamics and chromatin-modifying factors [12] . Such measurements have verified that mRNAs or proteins are generated in a manner of high activity followed by a long refractory period, that is, bursty expression. Classical two-state gene models can well interpret this phenomenon [12] [13] [14] [15] . However, cross-talking signaling pathways regulating gene expressions can lead to fluctuations in the burst synthesis rate and transition rates between promoter activity states, thus possibly violating the detailed balance in the original system of gene expression. From a viewpoint of thermodynamics, the breakdown of the detailed balance means that free energy is necessarily consumed [16] [17] [18] . Such energy dissipation can be characterized by the barrier height between the attracting basins of different states, which is defined as the difference between the local minimum and maximum of the potential landscape function [19] [20] [21] . Intuitively, a larger barrier height means that the corresponding state is more robust. Thus, the barrier height provides a good measurement of the global stability of the underlying system [22] . One interest of this paper is to investigate how the cross-talk between signaling pathways impacts the barrier height in a two-state model of stochastic transcription.
It is worth mentioning that stochastic focusing (SF) is an important kind of biological phenomenon and also an efficient mechanism by which signals are enlarged. SF means that homeostasis is achieved with a very small number of regulator molecules (in the order of 10). In previous studies on SF [17, 23, 24] , a fluctuated input signal was supposed as an amplitude-modulated one and the basic requirement for SF is that the input signal is rapidly fluctuated and the response signal function is nonlinear. For instance, as demonstrated in a simple enzymatic reaction scheme [23] , the fundamental condition for SF is that the magnitude of active enzyme fluctuations is significantly large compared to the mean number of active enzymes, but the total number of enzymes may be very low. In addition, the only regulatory way is that the input noisy signal acts directly on a decay rate [23, 24] . In this paper, we will address the question of whether two signaling pathways with crosstalk can induce the SF of gene product.
Motivated mainly by a recent experimental result on TF Yin-Yang 1 in murine embryonic stem cells [10] , we introduce a mechanic model of bursting transcription to address the above issues, where signaling pathways are distinguished as three regulation schemes: enhancement, neutrality, and inhibition. Different from previous studies on the common two-state model [25] [26] [27] [28] [29] [30] , however, our investigation focuses on the trade-off between expression stability/or SF and energy consumption. By model analysis, we show that the cross-talk between enhancement-type signaling pathways can make the mRNA expression more stable while the cross-talk between inhibition-type signaling pathways can make the expression more unstable, in contrast to the case of no regulation. The more important is that the former can induce SF of mRNA expression but dissipates more energy than the latter, there is an optimal cross-talk strength (defined as the probability that one signaling pathway competes for regulation, and denoted by CTS) such that the mRNA expression pattern is most stable but free energy consumption is at its highest, and there is a cross-talk-mediated trade-off between expression stability and energetic cost.
Methods

Hypotheses based on experimental facts
First, we simply review some experimental facts or results, which provide a biological support of the mathematical model to be studied in this paper. Using the global run-on sequencing (GRO-seq) to sequence nascent transcripts in murine embryonic stem cell (ESCs) in depth, Sigova et al. [10] verified that the TF Yin-Yang 1 (YY1) plays a pivotal role in normal development and can bind to RNA species in vitro. ChIP-seq analysis in ESCs revealed that the TF YY1 binds to both active enhancers and promoters with some preference to the latter. However, inhibiting transcription elongation with the reversible inhibitor Drybofuranosylbenzimidazole (DRB) can reduce RNA levels at promoters and enhancers without causing changes in the steady-state level of YY1, implying that the DRB has a profound effect on transcription at these sites. When transcription is allowed to resume after DRB removal, the levels of YY1 at promoters and enhancers increase, suggesting that the nascent RNAs produced in promoters and enhancers contribute to the YY1 binding to these elements. Sigova et al. [10] also experimentally verified that aside from reading the coding regions of genes, RNA polymerase can generate RNAs at promoter-proximal and -distal DNA elements, which in turn facilitate interactions between gene regulators and the regulatory elements they occupy, implying that transcription may be regulated by double signaling pathways that converge onto TFs and nascent RNAs.
Then, we map the TF YY1 and the nascent RNA regulations, based on the above experimental facts, into two simplified signaling pathways: the one for the TF YY1 and the other for the nascent RNA. Furthermore, we assume these two signal pathways interact with each other in a probabilistic manner and use a parameter denoted by q to quantitate this interaction. Note that q represents the probability that one pathway competes for regulation (referring to (Fig. 1A,C) ), and will be called as the cross-talk strength (CTS) throughout this paper.
Third, as is well known, the common on-off model refined from experimental evidence [13, 15] has been extensively used to model bursty expression of a gene, and in return, it has also well-interpreted some experimental phenomena [31, 32] . On the basis of this gene model, we further introduce the above-mentioned two signal pathways and assume that they regulate the transcription of the gene in two different manners: promoting and inhibiting. Thus, there are two possible kinds of gene models: enhancement model (EM) and inhibition model (IM), referring to 
Mathematical models
In order to better trace the time evolution of the probability of mRNA (denoted by X), we introduce two factorial probabilities: P 0 (n;t) and P 1 (n;t), which represent that X has n mRNAs at time t when the gene is at inactive (off) and active (on) states, respectively. Thus, P = P 0 + P 1 represents the total probability. Let k be the transcription rate from DNA to mRNA and d be the degradation rate of mRNA.
Consider the stochastic transitions of gene promoter, and denote by k on1 and k on2 the transition rates from off to on state for Fig. 1A and by k off1 and k off2 the transition rates from on to off states for Fig. 1C . Let Z be a random variable following a two-point distribution, denoted by Q(Z), that is, Z represents the event of randomly choosing either the TF YY1 pathway or the nascent RNA pathway. Note that according to experimental facts [10] , k on2 and k off2 are in general greater than k on1 and k off1 , respectively. Assume that the gene is expressed in a bursty manner with the burst size obeying a geometric distribution characterized by parameter b (representing the mean burst size, denoted by MBS). If the promoter leakage is neglected, then the chemical master equation corresponding to the reaction network schematized in Fig. 1A or Fig. 1C takes the united form
where I is the unit operator and E with the inverse E
À1
is the common step operator defined as Ef(m) = f (m + 1) for any function f; and r represents the burst number, a random variable that is assumed to follow . In (Eqn 1), k on = k on1 I(Z = 1) + k on2 I(Z = 2) for EM and k off = k off1 I(Z = 1) + k off2 I(Z = 2) for IM, where I(Á) is an indication function of signal pathway. According to the total probability formula, we know that the probability that the system has n mRNAs at time t is given by Pðn; tÞ ¼ P 0 ðn; tÞ þ P 1 ðn; tÞ ¼ X z ¼ 1;2 ðP 0 ðn; t j ZÞ þ P 1 ðn; t j ZÞÞ QðZÞ ð2Þ which holds simultaneously for EM and IM.
In order to reveal how signal pathways' cross-talk impacts the mRNA expression, we next construct an equivalent model of (Eqn 1), where by 'equivalent' we mean that the promoter activity is kept the same. For this, we first note that if Y 1 and Y 2 are random variables representing the off-state and on-state dwell times, respectively, then they follow the distributions
When q 6 ¼ 0 and q 6 ¼ 1, (Eqn 3) indicates that the off-time or on-time distribution is a weighted sum of two exponential distributions, implying that the corresponding process is non-Markovian due to the effect of the cross-talk. Then, the average durations for off and on states are given by
for EM, and
for IM. In both cases, denote
Thus, it is natural to construct the following gene model
Note that this model may be used to describe gene expression in Fig. 1B if k eff and k en are replaced with k off and k on . Model (6) has the following advantages: (a) keeping the on-state or off-state dwell time the same in three transcription cases [see Fig. 1 ]. However, the off-state or on-state dwell time follows an exponential distribution in NM, which is obviously different from that in EM or IM; (b) the mRNA distribution in EM or IM can be decomposed into the weighted sum of the distributions for two Markovian processes (Appendices S1-S3), implying that the cross-talk essentially represents the interaction between two Markovian processes.
Parameter values in numerical simulation are set according to experimental data in eukaryotic cells, and are listed in (Table 1 ). According to this table combined with the parameter relationships between the original model and the equivalent model (Eqns 1,6), we may set k off1 = 20.7 9 10
À4 and k on2 = 20 9 10 À4 .
Quantitating energy dissipation
From the viewpoint of thermodynamics, cross-talking signal pathways and bursty expression, each leading to fluctuations in the synthesis rate of mRNA, can break detailed balance, implying that free energy is dissipated. On the other hand, entropy production is precisely the amount of free energy dissipation [33, 34] . For a nondetailed balance system, the entropy production can be composed of two parts: the entropy production rate, which is always nonnegative, and the entropy flux rate from the system to the environment [35, 36] . If entropy production is equal to zero, then this means that the system is in the detailed balance and free energy dissipation is zero. Therefore, free energy dissipation depends upon the degree that the detailed balance is broken. More precisely, for each state i of a Markovian process, if the steady-state distribution is expressed as
where K B is a Boltzmann constant and T represents temperature, then the corresponding free energy is nothing but A i in the detailed balance [37] . In this way, the transition rate in a Markovian process can be analogous to the rate that a particle jumps from one energy level to another. This jump will necessarily dissipate free energy if there is a circulation flux. In order to calculate entropy production, we consider a general Markovian process with the state labeled by  and the transition probability from r to r 0 denoted by k(r, r 0 ).
Let P(r) be the steady-state probability in state r. Then, the entropy production (denoted by EP) for the underlying system is calculated by the following general formula In (Eqn 8), (c) n is the Pochhammer symbol defined as (c) n = Γ(c + n)/Γ(c). Appendices S1-S3. The above analytical result indicates that the steadystate mRNA distribution in EM or IM is a linear combination of two Gaussian hypergeometric functions. In particular, if q = 1, which corresponds to the common two-state gene model, then the resulting distribution given by (Eqn 8) reproduces the previous result in the case of no regulation [38, 39] .
After having obtained the analytical mRNA distribution, we can give the formula for calculating energetic cost, that is, where two factorial probabilities P 0 (n) and P 1 (n), which represent the probabilities of having n mRNA molecules at time t when the gene is, respectively, at off and on states, have been analytically given in the Appendices S1-S3. In principle, (Eqn 9) describes the energy dissipation of a Markovian process with a jump from one state to the other in the nondetailed balance.
If we define the potential landscape of the system as U = Àln P(n), where P(n) is the steady-state mRNA probability, then we can imagine that a particle that jumps from one local basin of attraction to the other on the potential landscape or vice versa must overcome barriers [21] . In this sense, the size of energy dissipation can represent the degree of the attractor stability, for example, the greater the energy dissipation is, the more stable is the attractor. Similarly, if we set q = 1 and k on = k en , k off = k eff , then (Eqn 9) can also measure the energy consumption in NM. In addition, we can similarly quantitate the energy consumption in IM according to the distribution for IM, given by (Eqn S8'). In fact, by keeping k on = k en but letting k off = k off1 I(Q = 1) + k off2 I(Q = 2), we can not only obtain the energy consumption in IM but also make the activity of promoter be the same in three gene models. Note that (Eqn 9) only describes how individual reaction rates affect energy dissipation quantitatively. Obtaining qualitative conclusions directly from this equation seems difficult and needs to resort to numerical calculation. In any case, (Eqn 9) implies that there is a close relationship between energy consumption and CTS or bursting kinetics.
Signal pathways' cross-talk in the enhancement model can increase mRNA expression stability
The stability of gene expression programs can be quantified by the noise level defined as the ratio of variance over the square of mean [40, 41] . Here, we analyze how CTS and MBS affect the mRNA noise. Before performing numerical simulation, we first give analytical expressions for the mRNA noise in three gene models: EM, IM, and NM, denoted by g EM , g NM , and g IM , respectively. The results are
where the birth-death noise is due to the birth-death of mRNA, whereas the promoter noise is due to stochastic switching between two promoter states, which is reshaped by CTS and MBS. Similar formulae (also called noise decomposition formulae) have been also derived in the case of no regulation [41, 42] . Although the promoter activity is kept the same in three gene model according to the definition of k en and k eff , the most significant difference between (Eqns 10-12) is in the different influences of MBS and CTS. Specifically, in g EM and g IM , the influence of CTS is linear, whereas that of MBS is nonlinear, but in g NM , the former is nonlinear, whereas the latter is linear. Figure 2 shows how CTS and MBS affect mRNA expression stability (in fact the mRNA noise). First, we observe from Fig. 2A to Fig. 2C , that the mRNA noise increases with CTS (see Fig. S1 for more details). This is because increasing the CTS, q can lead to a slower switching rate and slower switching can result in the greater expression noise, each case being a known fact [41] [42] [43] . Second, by comparing Fig. 2A with B, we can see that the magnitude of the mRNA noise increases faster in B than in A with increasing CTS but keeping the same MBS, indicating that the cross-talk can reduce the speed for amplification of the mRNA noise due to the slowdown of the switching rate. This also implies that the mRNA noise is negatively correlated with CTS for EM. In contrast, for IM, the change trend is opposite. This can be seen by comparing Fig. 2B with Fig. 2C . The opposite trend implies that the expression noise is positively correlated with the cross-talk signaling pathway in IM. Third, if the CTS is fixed, then the mRNA noise will change a little as the MBS increases, implying that the mRNA noise is more sensitive to the CTS than to the MBS. This would be due to the nonlinear effect of MBS on the mRNA noise. In order to show the effect of CTS more clearly, we next calculate the difference for the mRNA noise in three gene models, with the results shown in Fig. 2D and E. We observe from Fig. 2D , that if the MBS is fixed, then there is an optimal CTS in EM such that the effect that the cross-talk attenuates the mRNA noise is best. This indicates that cross-talking signaling pathways in EM can reduce noise or enforce the stability of gene expression programs. However, the cross-talking signaling pathways in IM can increase the expression noise (Fig. 2E) , and there is an optimal CTS in IM such that the effect is most obvious. Recall that there are two signaling pathways in our model, and k on1 , k off1 represent the transition rates regulated by the TF YY1, whereas k on2 , k off2 represent the transition rates regulated by nascent RNA. In addition, according to the experimental result of the TF YY1 in ESCs [10] , the nascent RNA indeed makes the gene expression more stable. Combined with these, the regulation scheme in EM would exist in the experiment of ESCs. Note that the optimal CTS is approximately 0.6 (referring to Fig. 2D ), which is in good coincidence with the experimental result of the TF YY1 in ESCs [10] . These results show how nascent RNA associates with the transcription factor YY1 and increases its ability to bind to the DNA, which in turn reinforces the regulatory elements
contributing to the stability of gene expression programs.
We point out that the EM essentially belongs to the frequency modulation (FM) strategy since it regulates the gene expression (refer to (Eqn 1)) by modulating the off-state dwell time, whereas the IM to the amplitude modulation (AM) strategy since it regulates the gene expression by changing the on-state dwell time [44] [45] [46] [47] [48] . The combination of the results in Fig. 2D and Fig. 2E indicates that FM is better than AM for gene expression stability. This would be because the signaling pathway can only detect the information of TF during an unbound (off) time interval. For eukaryotic cells, due to the asymmetry of transition rates, the average off-state dwell time is always longer than the average on-state dwell time [49] [50] [51] . This means that in contrast to AM, FM has more advantages because it can make the gene expression more stable, which is consistent with the previously reported results [45, 47, 52] .
A trade-off relationship between expression stability and energy cost
Here, we focus on analyzing the essential source of expression stability and understanding both the cost-benefit relationship of keeping stability and the regulated mechanism of EM. Owing to cross-talking signaling pathways and bursty expression, fluctuations in the mRNA synthesis rate can cause the system far from equilibrium. In order to obtain a global picture of expression stability, we consider the steady-state probability distribution given by (Eqn 8). Note that this equation also gives the analytical steady-state mRNA distribution in NM if q = 1 and k on = k en are set.
First, we consider the difference between steadystate probability distributions in EM and NM, which is a function of both the CTS characterizing signaling pathways' cross-talk and the MBS characterizing bursty expression. As done in previous studies [13, 53] , we use the Kullback-Leibler divergence (KLD) to quantitate this difference, that is, we define D KL ¼ P n P EM ðnÞ log PEMðnÞ PNMðnÞ , where P EM (n) and P NM (n) are the steady-state mRNA distributions in EM and NM, respectively. The numerical results are shown in Fig. 3 .
From Fig. 3A , we observe that the KLD is an upward convex function of CTS (q) for a fixed MBS (b), implying that there is an optimal CTS such that the KLD is largest. In particular, the difference between P EM (n) and P NM (n) vanishes at q = 0 or q = 1. This is not strange because in this case, EM is reduced to the classical two-state model. In contrast, in (Fig. 3B) , the KLD is approximately a monotonically increasing function of MBS for a fixed CTS. Figure 3C ,D demonstrates details of steady-state mRNA distributions, and verifies that theoretical results are in good accordance with numerical results for each of EM and NM. Note that the steady-state probability distributions in EM and NM have two local maximum values (corresponding to the two peaks): one at zero state and the other at a higher state, which are separated by an unstable state. From the viewpoint of dynamical system, stability can be explained as the ability that a moving particle stays at a stable state. For a steadystate system, the corresponding probability landscape can intuitively show the weight of each state, so it can be used to quantitate the global nature of the system. Defining U = Àln P(n), where P(n) is a steady-state probability distribution. Figure 4 shows two potential landscape functions for EM and NM and the difference between them.
From Fig. 4 , we observe that the landscape curve for EM is always below that for NM (comparing the red line with black line), indicating that the former system is more stable than the latter system for the same expression mRNA level. Furthermore, there are two basins of attraction on the potential landscape, which correspond to two peaks of probability distribution: the one at zero and the other at a higher expression state. Moreover, a saddle point separates them. The barrier height between attraction basins can be used to explore global stability and function of a system. In fact, for a NESS, if the detailed balance is broken, then this implies that there is a force that pushes a moving particle to overcome the barrier height [19, 21, 22] . Therefore, the barrier height can quantitate the attractor stability, for example, if the barrier height is higher, then the larger force is needed to push the particle to jump from one attraction basin to another. Note that the CTS and the MBS can change the force size by changing the degree of the broken detailed balance. This implies that energy consumption is needed. From the view of nonequilibrium, energy consumption is mainly used to do work and force the moving particle to jump from one attractor to another. If more energy is consumed, then this means that the attractor is more stable.
In order to show the intuitive relationship between energy consumption and barrier height, we plot Fig. 5 . From Fig. 5A and B, we observe that the change tendency of barrier height is almost the same in NM and (Table 1) .
EM. If the CTS q is fixed, the barrier height will increase with the increase in MBS b, but if b is fixed, the barrier height will decrease with the increase in the CTS. In addition, the decreased speed is faster in NM than in EM. Specifically, for NM, if q is approximately equal to 0.2, the barrier height will reach its stable value 0.15, but after q reaches almost 0.8, the same effect holds in EM. Recalling (Eqn 8), we know that the effect of CTS is linear in EM but nonlinear in NM. This confirms that in NM, the barrier height is negatively correlated with the nonlinearity of crosstalking. Correspondingly, this also clarifies that the mRNA noise is negatively correlated with the nonlinearity of cross-talking, referring to Fig. 2 . In turn, this implies that the expression stability is positively correlated with the barrier height. In order to compare changes in barrier height in EM and NM, we consider the difference between the barrier heights, defined as the barrier height in EM minus that in NM. The numerical result is shown in Fig. 5C . Obviously, if the MBS is fixed and the CTS takes values between 0.2 and 0.6, then this difference will be maximal. This implies that the stability of gene expression programs can be acquired by adjusting the CTS, that is, the nascent RNA can reinforce this stability by tuning the fraction bound of TFs. Therefore, the function of TFs is twofold: it not only enhances transcription but also maintains the stability of gene expression programs. Furthermore, we investigate the cost of energy required for maintaining expression stability. Consider energy consumptions in NM and EM, respectively. The numerical results are shown in Fig. 5A '-C'. In addition, we also consider energy consumptions in NM and IM, with the results shown in Fig. S2 . First, we observe from Fig. 5A' and B' that the change tendency of energy consumption in NM is almost the same as that in EM. Specifically, if the CTS is fixed, the energy consumption will significantly increase, which means that the bursty production needs to consume more energy. This result has been reported previously [54] . If the MBS is fixed, the energy consumption will be reduced with the CTS increase. However, we have known that increasing the CTS means that the state transition rate of promoter becomes slower. Thus, slower switching consumes less energy, which is an advantage of slowing switching. This may explain why the slowing switching dominates in eukaryotic gene expression [52] .
Then, by comparing Fig. 5A ',B' with A,B, we can see that although the energy consumption is reduced as the CTS increases, the barrier height is also reduced. The positive correlation between barrier height and expression stability means that the gene expression with slow switching rates is instable. Actually, from Fig. 2A and B, we can know that the noise indeed increases with the decrease in the transition rate. This instability would be a source of phenotypic diversity [52, 55] .
Third, by comparing Fig. 5C with C', we can know that if the CTS is between 0.2 and 0.6, then the MBS is greater than 10 (the horizontal white dotted line) and increasing; the difference between barrier heights becomes greater but the difference between energy consumptions becomes greater and reaches its maximal. Thus, although a larger barrier height means that the system is more stable with higher coherence, more energy is dissipated to maintain the stability of the system. This implies that there is a trade-off between energy consumption and expression stability for EM. However, if the MBS is less than 10, the difference between energy consumptions is negative (referring to the white dotted line in Fig. 5C') and the difference between barrier heights has no maximum. This means that for EM, the trade-off between energy consumption and expression stability is dependent of the MBS, and the system may be more stable. In fact, bursty expression dominates in eukaryotic cells [12, 56] , and would be a main source of cell phenotypic variability [55, 56] .
A trade-off relationship between stochastic focusing and energy cost Stochastic focusing (SF) in biological systems has been presented as a possible mechanism for sensitivity (Table 1) .
amplification: compared to the deterministic model of a biochemical network, the mean output of the stochastic counterpart can display increased sensitivity to the change in the input [17, 23, 24] . In the case that a small structural difference between a cognate and a noncognate substrate can be probed several times by an enzyme to obtain virtually infinite accuracy, the corresponding SF mechanism strictly depends on the extent to which the detailed balance is broken [17] . In this subsection, we will show that the cross-talking signaling pathways can induce SF without any extra conditions and the MBS can impact the magnitude of SF.
We first derive analytical expressions for mean outputs for three regulated models and then perform numerical simulation to show more intuitive results. If Eqn 8 is used, then the mean mRNAs can analytically be expressed as
where 〈n〉 EM , 〈n〉 NM and 〈n〉 IM represent the mean mRNAs in EM, NM, and IM, respectively. To see the relationship between Eqn 13a and Eqn 13b, we keep the transition rate from the on state to the off state the same, and rewrite them as
where x 1 = 1/k on1 , x 2 = 1/k on2 , and f(x) = (kb)/(1 + k off x). Note that both f 0 (x) < 0 and f″(x) > 0 always hold, implying that f(x) is a downward convex (Table 1) .
function, that is, qf(
x 2 ) for any q 6 ¼ 0 and q 6 ¼ 1. In other words, although the activity of promoter in both models is the same, the mean mRNA is strictly greater in EM than in NM. Similarly, we can obtain the relationship between the mean expressions in NM and IM, and show that the mean mRNA is also strictly greater in NM than in IM, referring to the Appendices S1-S3. Thus, we rigorously prove that the cross-talking signaling pathways can indeed induce SF for EM but suppress the mean expression for IM without any constraint. The numerical results also verify our theoretical analysis, referring to Fig. 6 . More related results are shown in Fig. S3 . First, we observe from Fig. 6A and B that the change tendency of the mean mRNA is almost the same in the three regulated models. Specifically, if the CTS is fixed, the mean mRNA will increase with the increase in the MBS; if the MBS is fixed, the mean mRNA will decrease with the increase in the CTS, which is caused by the decrease in the promoter activity since the transition rate becomes slower in this case. Note two known facts: the burst size increases the mean expression and reducing the promoter activity decreases the mean expression [46, 57] . Second, Fig. S2A ', B', we can see the same change tendency, implying that a higher mean mRNA needs more energy consumption. As we pointed out earlier, the energy consumption function is more sensitive to the MBS than to the CTS. On the other hand, we can see from Fig. 6A-C , that the mean mRNA is more affected by the MBS than the CTS. Thus, we conclude that the MBS is a main contributor of energy dissipation.
In order to show more elaborate effects of CTS and MBS, we plot Fig. 6D and E. From this diagram, we observe that except for two extreme situations q = 0 and q = 1, the difference function is always positive, implying that the mean mRNA is always strictly greater in EM than in NM and the mean is also always strictly greater in NM than in IM, or implying that cross-talking signaling pathways of enhancement type can indeed induce SF while cross-talking signaling pathways of inhibition type suppress the mean expression. These are consistent with theoretical predictions. By combining (Eqn 14a) and (14b), we know that the occurrence of the crosstalk-induced SF phenomenon is independent of details of gene expression. Therefore, it is possible (Table 1) .
that experimental biologists design an artificial signaling circuit to verify a SF phenomenon. From Fig. 6D , we also observe that except that the cross-talking signal pathways can induce SF, there is an optimal CTS (approximately 0.4) such that SF becomes most apparent after the MBS is greater than 10. If one compares Fig. 6D with Fig. 5C ', then it is found that the optimal SF almost corresponds to the maximal value of energy consumption difference, indicating that a more apparent SF needs to consume more energy. However, the case is approximately opposite in IM, that is, there is also an optimal CTS such that the effect of suppressing the mean expression is most apparent, but the inhibition effect is weaker than the enhancement effect, which can be obtained by comparing magnitudes in Fig. 6D and E, Fig. S3 shows more related results. All these imply that even if the activity of promoter is the same, the effect of enhancement on gene expression is more obvious than the inhibition effect, which would explain the universality of positive regulation.
Conclusion and Discussion
The biochemistry of cells is a complex process and determines the operation of biological circuits. The fact that TFs regulate gene transcription by binding to specific sequences in promoter-proximal and -distal DNA elements would complicate our understanding of intracellular processes. In fact, TFs can regulate gene expression in a positive or negative manner [1, 7, 24, 30] . Recently, using the technology of GRO-seq to sequence nascent transcripts in ESCs, Sigova et al. [10] confirmed that active promoter and enhancer elements are generally transcribed bidirectionally, which means that there are cross-talking signaling pathways that regulate gene transcription. Here, we have constructed a mechanic model of stochastic transcription with three regulation mechanisms to investigate how TF YY1 and nascent RNAs as well as their interaction affect gene expression, focusing on expression stability and energy dissipation. By model analysis, we have found that the cross-talking between TFs and nascent RNAs can enforce the expression stability in EM, with results agreeing with experimental observations, but can decrease the expression stability in IM; For EM, there is an optimal CTS such that mRNA expression is most stable, but more energy is consumed; there is a trade-off between expression stability and energy consumption. These results indicate that the enhancement regulation has more advantages than other regulations. In addition, we have also found that cross-talking signaling pathways of enhancement type can induce SF, independent of details of gene expression but at the cost of free energy, and the MBS can enhance SF, while the cross-talking signaling pathways of inhibition type can suppress the mean expression. Our findings not only uncover the biological functional of signaling pathways with cross-talk but also elucidate the roles of TFs and nascent RNAs in controlling stability of gene expression programs.
Our analysis and the obtained results are based on two cross-talking signaling pathways. However, the transcription of most genes in important physiological processes may be regulated by multiple signaling pathways with cross-talk [58] [59] [60] . For instance, in Drosophila and Caenorhabditis elegans, the epidermal growth factor receptor pathway and the Notch pathway can have either cooperative or antagonistic functions in development [6] . The cross-talk and the synergistic action of Toll and immune deficiency (IMD) pathways, which coregulate the antimicrobial peptide gene transcription in Drosophila and mosquitoes, tend to increase transcription noise, whereas sequential pathways tend to reduce this noise [5, 61] . Since our models are established based on chemical master equations, they are easily extended to cases of multiple cross-talking signaling pathways. In addition, our models can also be extended to the case of DNA methylation for which many questions have been unsolved, for example, except for a qualitative result that the interplay between TFs and DNA methylation can impact epigenetic inheritance [62, 63] , how TFs affect mosaic DNA methylation patterns and further epigenetic inheritance is unclear. In fact, there may be many DNA methylation mosaics that make the activity of promoter be at different levels [63] , and the regulation mechanism of cross-talking pathways may be used to reveal the complexity of DNA methylation. When more complex cases are considered, one can anticipate that most of the main, qualitative results obtained in this paper, for example, the results that cross-talking signaling pathways can both induce SF and tune stability of gene expression programs, still hold.
From a viewpoint of biology, gene expression must have needed to follow some design principles for optimal evolutionary fitness, implying that gene expression is locally and globally constrained [22, 64, 65] One constraint is in efficiency [64, 65] . We have shown that the mRNA number is significantly larger in the case of EM than in the cases of NM and IM, implying that the efficiency is higher in the former than in the latter two. This result partially reflects the fact that the slow promoter switching is a predominant mode of gene expression and in particular, it is a characteristic of eukaryote cells [52] . Another constraint is in stability [22, 64, 65] . By analyzing the mRNA expression noise and the barrier height in Fig. 2 and Fig. 5 , we have shown that the EM system is more stable than the NM or IM system. These would imply that cross-talking signaling pathways of enhancement type can enhance stability in cell progress. When the "efficiency" and the "stability" in the above sense are considered simultaneously, there would be a fitness potential landscape, which is worth further investigation.
Energy consumption is an important characteristic of a NESS system. We have shown that cross-talking signaling pathways of enhancement type can induce SF without extra conditions but more energy dissipation is needed; they can also stabilize gene expression programs but this is at the cost of energy. In both cases, there is a trade-off. These trade-off relationships, although found in simplified cases, would be helpful for us to conclude design principles in synthetic biology. In addition, since the amount of energy consumption corresponds to the barrier height of potential landscape (Fig. 4) and since the landscape function can provide a global and intuitive view of a system's stability, we reckon that the potential landscape of a NESS system with cross-talking signaling pathways would have a good perspective for understanding intracellular processes.
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