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Abstract
Delayed interactions are a common property of cou-
pled natural systems and therefore arise in a variety
of different applications. For instance, signals in
neural or laser networks propagate at finite speed
giving rise to delayed connections. Such systems
are often modeled by delay differential equations
with discrete delays. In realistic situations, these
delays are not identical on different connections.
We show that by a componentwise timeshift trans-
formation it is often possible to reduce the number
of different delays and simplify the models without
loss of information. We identify dynamic invariants
of this transformation, determine its capabilities to
reduce the number of delays and interpret these
findings in terms of the topology of the underlying
graph. In particular, we show that networks with
identical sums of delay times along the fundamen-
tal semicycles are dynamically equivalent and we
provide a normal form for these systems. We illus-
trate the theory using a network motif of coupled
Mackey-Glass systems with 8 different time delays,
which can be reduced to an equivalent motif with
three delays.
1 Introduction
Time delays play an important role in the real-
istic modeling of networks of dynamical systems.
For instance, in gene regulatory networks delayed
couplings arise due to the finite duration of bio-
chemical reaction chains [1–6], in population dy-
namics due to the processes of maturation and ges-
tation [7], and in laser networks they correspond
to the propagation time of light between interact-
ing lasers [8–11]. Similarly, in neuronal networks
delays occur due to the finite propagation times
of action potentials along the axons or to reaction
times at chemical synapses [12–17]. Depending on
the physiological properties of axons and synapses,
the delays of signals between different cells in the
network differ and in practice there are as many
different delays in the network as there are links
between single neurons. Such a diversity of delays
was shown to enable the design of robust pattern
generating systems [18, 19] and to play an impor-
tant role in neural processing of spatio-temporal
information [20]. On a mesoscopic level, networks
of neuronal populations responsible for motor con-
trol and human cognition involve transmission de-
lays depending on the locations of the populations
in the brain [21, 22]. Hence, to study such natu-
ral systems, one would need to study models in-
volving numerous different delays. Independently
of the physical origin, dynamics in networks of N
interacting systems can often be described by the
equations
x˙j(t) = fj (xj(t),x1 (t− τj1) , . . . ,xN (t− τjN )) ,
(1)
where xj(t) ∈ R
nj , 1 ≤ j ≤ N , denotes the state
of the node j and τjk ≥ 0 is the time delay, which
occurs due to the signal propagation time from a
node k to the node j. For instance, xj may be
considered as a variable describing the dynamics
of one neuron in the network and τjk as the time
which an action potential needs to travel along the
axon of neuron xk until it arrives at the synapse
connecting it to xj . Equation (1) includes the pos-
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sibility of an all-to-all coupling structure. However,
in many situations, the coupling is not global and
xj receives direct inputs from only relatively few
other nodes. Therefore, we consider the set Pj of
all nodes of the network, which are connected to
the node j and write system (1) in a more com-
pact, equivalent form
x˙j(t) = fj
(
xj(t), (xk (t− τjk))k∈Pj
)
. (2)
The only difference of the form of writing (2) from
the general form (1) is that is explicitly shows which
connections are present in the network. Through-
out what follows, we consider directed networks,
thus one may generally have τjk 6= τkj or even
k ∈ Pj while j /∈ Pk. Moreover, we assume that
the network is connected and hence, the number
L of links is at least N − 1. In fact, the obtained
results hold also for networks with multiple links
between the nodes, but we discuss only systems of
the form (2) in order to avoid complicated nota-
tions. For a network of N systems, up to N2 dif-
ferent time delays may occur in (2). This creates
immense challenges for the analysis of the system,
since every single delay may alter the properties
and dynamics significantly [23–29].
In this Letter we show how the number of differ-
ent delays can be reduced. It appears that any con-
nected network (2) possesses a characteristic num-
ber of delays which are essential for describing the
dynamics. This number of essential delays equals
the cycle space dimension C = L − (N − 1) of the
underlying graph and is usually smaller than the
number of distinct τjk. We show that the essential
delays correspond to the sums of the delay times
along fundamental semicycles (cycles in the under-
lying undirected graph) in the network. As we
explain below, networks which have the same lo-
cal dynamics and the same set of essential delays
can be considered as equivalent from the dynamical
point of view. Our results represent fundamental
theoretical insights which help to understand delay
coupled systems. For instance, they can be used to
simplify bifurcation analysis when varying one or
several delays or to speed up numerical simulations
of delay equations.
1.1 Reduction of delays in unidirec-
tional rings
As a simple illustrative example, let us consider a
ring of unidirectionally coupled systems
x˙j (t) = f (xj (t) ,xj+1 (t− τj)) , (3)
with inhomogeneous coupling delays τj , 1 ≤ j ≤
N , and periodic indices, i.e., xN+1 = x1. It is
known [30,31] that this system can be reduced to a
ring where all time delays are equal to τ = 1
N
∑
τj .
This can be done by a componentwise timeshift
transformation for each node
yj (t) = xj (t+ ηj) , 1 ≤ j ≤ N. (4)
Indeed, the transformed variables yj (t) fulfill
y˙j (t) = f
(
yj (t) ,yj+1 (t− τj + ηj − ηj+1)
)
. (5)
This means that the timeshift transformation (4)
formally allows to change the delays as τj 7→ τ˜j =
τj − ηj + ηj+1. If the shifts ηj are chosen appropri-
ately, all hitherto distinct delays become the same
while their sum along the ring, the roundtrip time
Nτ , is preserved. It is clear that both systems, (3)
and (5), possess the same steady states and there
is a one-to-one correspondence of periodic solutions
via (4). However, previous studies using this type
of transformation did not attempt to show in which
sense (2) and (5) are dynamical equivalent nor did
they explore how the method generalizes to more
complex networks. Our aim is to treat these ques-
tions and apply the timeshift transformation (4) to
reduce the number of different delays in networks
with arbitrary topology.
2 Reduction of delays in gen-
eral coupling structures
Applying the transformation (4) to a system of the
form (2), we obtain the new system
y˙j (t) = fj
(
yj (t) , (yk (t− τ˜jk))k∈Pj
)
(6)
with the modified delays τ˜jk = τjk+ηk−ηj . As for
the unidirectional ring (3), also in arbitrary net-
works the roundtrip times along closed paths re-
main unchanged by the componentwise timeshift
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transformation. In order to formulate this general
principle more precisely, we use two definitions. A
semicycle in a directed graph is a set c = {ℓ1, ..., ℓk}
of links ℓj , which constitute a cycle when neglect-
ing their directionality. For example, in the net-
work displayed in fig. 2 the links along the path
STN→GPe→STN constitute a semicycle, but also
those of GPe→STN→GPi←GPe. The roundtrip
time along a semicycle c is defined as
T (c) :=
∣∣∣
k∑
j=1
σjτ (ℓj)
∣∣∣, (7)
where τ (ℓj) is the time delay along the link ℓj
and σj is either +1 or −1 depending on the direc-
tion of the link ℓj with respect to an arbitrary but
fixed orientation of the semicycle. For example, the
roundtrip of the semicycle GPe
τ2→STN
τ3→GPi
τ4←GPe
in fig. 2 is T = |τ2+ τ3− τ4|. Note that the orienta-
tion can be chosen in two different ways, which cor-
responds to opposite signs of σj . However, the ob-
tained value for T (c) is independent of the choice of
orientation. Most importantly, the roundtrip time
stays invariant under the componentwise timeshift
transformation, i.e.,
T˜ (c) =
∣∣∣
k∑
j=1
σj τ˜ (ℓj)
∣∣∣ = T (c) , (8)
where τ˜ (ℓ) is the transformed delay on the link ℓ.
Denoting the source of ℓ by s(ℓ) and its target by
t(ℓ), we have τ˜ (ℓ) = τ(ℓ)+ηs(ℓ)−ηt(ℓ). On the other
hand, for any choice of delays τ˜ (ℓ) which preserves
the roundtrips, there exist corresponding timeshifts
ηj such that τ˜ (ℓ) = τ(ℓ) + ηs(ℓ) − ηt(ℓ). This equiv-
alence provides an intuitive way of looking for pos-
sible transformations in simple networks: One can
redistribute delays as long as the roundtrips stay
fixed.
2.1 Construction of a delay-free
spanning tree
In the following, we explain how to construct
timeshifts ηj such that the transformed network (6)
has a minimal number of delayed connections. Si-
multaneously with the timeshifts, we construct a
set S = {ℓ1, ..., ℓN−1} of N − 1 links, such that the
transformed delays τ˜(ℓ) are zero on all links from
V W
t (` )s(` ) `
Figure 1: Illustration of the partition of the net-
work into two sets V and W , which is induced by a
link ℓ contained in a spanning tree S (solid links).
Links which are not contained in the spanning tree
are indicated by dashed lines.
S and non-negative on all other links. In fact, the
set S is a spanning tree: a set of N − 1 links which
does not contain any semicycle. Each node of the
network occurs at least once as a target or source of
some link in S, and the addition of any link ℓ /∈ S
results in a set S′ = S∪{ℓ}, which contains exactly
one semicycle. This is the fundamental semicycle
corresponding to ℓ with respect to S. The trans-
formed delay τ˜ (ℓ) on the link ℓ equals the roundtrip
time of this fundamental semicycle. Consequently,
the number of delays in the transformed system can
be reduced to
C = L−N + 1, (9)
where L is the number of links in the network.
The resulting system, whose links are instantaneous
along S, may function as a normal form for the
class of equivalent systems which exhibit the same
roundtrips along their semicycles.
To construct the appropriate timeshifts and the
spanning tree S, we proceed iteratively. Firstly, we
select a spanning tree S0 = {ℓ
0
1, ..., ℓ
0
N−1} in the
following way: ℓ01 is chosen as a link with the min-
imal delay and successive elements ℓ0j are always
chosen to have minimal possible delay, such that
{ℓ01, ..., ℓ
0
j} remains cycle free. As a next step con-
sider the link ℓ ∈ S0 with minimal non-zero delay
τ(ℓ) > 0 (it equals ℓ01 if τ(ℓ
0
1) > 0). As depicted in
fig. 1, the link ℓ divides S0 in two connected parts:
one either being empty or containing at least one
link connecting to the source s(ℓ) of ℓ, the other be-
ing empty or connecting its target t(ℓ) with other
nodes. Correspondingly, the nodes are also divided
into two sets V andW with s(ℓ) ∈ V and t(ℓ) ∈ W .
An application of the timeshift transformation with
ηj = τ(ℓ) for all j ∈ W , and ηj = 0 for j ∈ V ,
yields τ˜ (ℓ) = τ(ℓ) + ηs(ℓ) − ηt(ℓ) = 0. All other
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delays on links in S0 remain unchanged because
for links which connect nodes from the same set
V or W there is no difference in the timeshifts
and therefore no change of delays. By construc-
tion of S0, any link ℓ
′ /∈ S0, which connects V and
W , must satisfy τ(ℓ′) ≥ τ(ℓ). Otherwise, ℓ′ had
been added to S0 instead of ℓ. Therefore, we have
τ˜ (ℓ′) = τ(ℓ′) + ηs(ℓ′) − ηt(ℓ′) ≥ τ(ℓ
′) − τ(ℓ) ≥ 0.
Hence, delays on links which are not contained in
S0 cannot become negative. A successive spanning
tree S1, which contains at least one more instanta-
neous link is obtained by keeping all instantaneous
links from S0 and then adding links in the same
manner as above. Proceeding in this fashion pro-
duces a completely instantaneous spanning tree S
in less than N steps.
After the above reduction, the number of differ-
ent delays is not larger than C = L−N + 1. Since
C is the minimal number of different delays which
can be achieved generically, we call it the essential
number of delays. Here, "generically" means that
the set of delays, which allow to reduce the number
of different delays to less than C, is a set of mea-
sure zero in the parameter space RL≥0. C has a well
known meaning for network graphs [32]: It is the
cycle space dimension which is defined as the max-
imal number of independent cycles. A set of cycles
is called independent if none of the cycles can be
obtained as a sum of the other cycles in the set.
Here, the sum of two cycles c1 and c2 is defined as
the symmetric difference c1△c2 = (c1∪c2)\(c1∩c2).
For instance, in the network given in fig. 3 the cycle
space dimension is C = 3.
2.2 A two-cycle neuronal network
Let us illustrate the main ideas of the reduction
with an examplary network structure which resem-
bles the connections between several areas in the
brain (see fig. 2): the subthalamic nucleus (STN),
the external segment (GPe), and the internal seg-
ment (GPi) of the globus pallidus [33, 34]. Addi-
tional external inputs from the thalamus and cortex
(ThCx) arrive at the STN. We denote the different
areas by x1 (STN), x2 (GPe), x3 (GPi), and x4
(ThCx). As general form of the equations which
may describe the corresponding dynamics, we as-
τ τ43
τ5
τ6
τ2
τ1
STN
ThCx
GPe
GPi
τ6
T1
T2
STN
ThCx
GPe
GPi
o
Figure 2: A small network with four nodes and
two cycles corresponding to eqs. (10) which resem-
ble the connectivity between several regions in the
brain [see main text]. The componentwise timeshift
transformation (4) leads from the original system
(left) to a system with a reduced number of delays
(right), where T1 = τ1 + τ2 and T2 = τ2 + τ3 − τ4.
sume
x˙1 (t) = f1 (x1 (t) ,x2 (t− τ2) ,x4 (t− τ5)) ,
x˙2 (t) = f2 (x2 (t) ,x1 (t− τ1)) ,
x˙3 (t) = f3 (x3 (t) ,x1 (t− τ3) ,x2 (t− τ4)) ,
x˙4 (t) = f4 (x4 (t) ,x4 (t− τ6)) ,
(10)
with connection delays τj > 0.
The transformation (4) leads to new delays
τ˜1 = τ1−η2+η1, τ˜2 = τ2−η1+η2, τ˜3 = τ3−η3+η1,
τ˜4 = τ4− η3+ η2, τ˜5 = τ5− η1+ η4, and τ˜6 = τ6.
The roundtrips T1 := τ1 + τ2 and T2 := τ2 + τ3− τ4
are invariant: they stay the same for the new de-
lays. In particular, this implies that a reduction
to one delay, which was possible for the ring, can-
not be achieved in general. There exist 6 formal
possibilities to reduce the four different delays τ1−4
of (10) to two by an appropriate choice of η1−3
[see Table 1]. However, some reductions should
be excluded because they lead to negative delays
in the resulting network. Such ”anticipating ar-
guments” create functional differential equations of
mixed type. We avoid this case because for these
equations the initial value problem is usually ill-
posed [35]. As a result of the reduction, an equiva-
lent system [fig. 2, right panel] contains only three
time delays: the self-feedback τ6 to the ThCx, the
short roundtrip delay T1 between STN and GPe,
and the roundtrip T2 along the STN → GPe →
GPi connection. The example illustrates also sev-
eral general principles. Firstly the delays of self-
couplings cannot be eliminated (e.g. τ˜6 = τ6). Fur-
ther, one may always choose η4 = η1−τ5, such that
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τ˜1 τ˜2 τ˜3 τ˜4 τ˜5 τ˜6
T1 0 0 −T2 0 τ6
T1 0 T2 0 0 τ6
0 T1 T2 − T1 0 0 τ6
0 T1 0 T1 − T2 0 τ6
T1/2 T1/2 T2 − T1/2 0 0 τ6
T1/2 T1/2 0 T1/2− T2 0 τ6
Table 1: Possible delay reductions in the network
[fig. 2, eqs. (10)] under the condition τ˜5 = 0. The
two roundtrips T1 = τ1 + τ2 and T2 = τ2 + τ3 − τ4
were used to parametrize the different combinations
for τ˜1−4. The spanning tree algorithm [see main
text] produces one of the first four possibilities de-
pending on the values of τ1−4.
τ˜5 = 0. That is, delays on leaves (nodes with only
one link to others) may be neglected.
Let us give a brief explanation of how the al-
gorithm works in the present example with delay
times τ1 = 1, τ2 = 2, τ3 = 3, τ4 = 4, and
τ5 = 5 For this choice we find that T1 = 3 and
T2 = 1. Let us denote the links by ℓ1−5 such
that τ(ℓj) = τj . The initial spanning tree is then
S0 = {ℓ1, ℓ3, ℓ5}. Note that, although τ2 < τ3, the
link ℓ2 cannot be added to S0 instead of ℓ3 because
this would result in a cycle {ℓ1, ℓ2}. Similarly, ℓ5
is added instead of ℓ4. In the next step, the sets
V = {x1,x3,x4} and W = {x2} are formed and
the delay τ1 is eliminated by a timeshift transforma-
tion with η1 = η3 = η4 = 0 and η2 = τ1 = 1. This
results in transformed delays τ˜1 = 0, τ˜2 = τ˜3 = 3,
and τ˜4 = τ˜5 = 5. The successive spanning tree
has to be chosen as before S1 = S0. The small-
est non-zero delay on S1 is now τ˜3 = 3 and corre-
spondingly we set V = {x1,x2,x4} andW = {x3}.
An application of the timeshift transformation with
η1 = η2 = η4 = 0 and η3 = 3 eliminates the de-
lay on ℓ3 and we obtain: ˜˜τ1 = ˜˜τ3 = 0, ˜˜τ2 = 3,
˜˜τ4 = 2, and ˜˜τ5 = 5. For the final step, we find
S2 = S0, V = {x4}, W = {x1−3} and, applying
the timeshift-transform with η4 = 0 and η1−3 = 5
gives the reduced delay distribution which is listed
in the fourth row of Table 1.
c1
c2
c3
Figure 3: A network of N = 6 systems with cy-
cle space dimension C = 3. A spanning tree
[black links], three fundamental links [grey links]
and three corresponding fundamental cycles [see
legend], are shown. The numbers refer to the index-
ing of the links which is used in the text. Accord-
ing to our results, any admissible dynamics in this
network involves at most three different interaction
delays.
3 Dynamical invariants
As mentioned above, it is possible to create nega-
tive delays τ˜jk by certain choices of the timeshifts
ηj . This would change the type of the problem
fundamentally. At least for this reason it is worth
considering to what extent the systems (2) and (6)
possibly differ in their dynamical behavior. For-
tunately, negative delays turn out to be the only
pathological case, as we show in the following.
More precisely, we show that characteristic expo-
nents of steady states and periodic solutions are the
same in both systems. This implies that the linear
stability of these solutions is the same [35]. Firstly,
we consider a steady state x∗ = (x∗1, . . . ,x
∗
N ) of
(2). It is as well a steady state of the transformed
system (6). For each characteristic exponent λ of
x
∗ in (2) there is a solution χ(t) = exp(λt)χ0 of
the linearized equation
χ˙j(t) = ∂1f
∗
j χj(t) +
∑
k∈Pj
∂k+1f
∗
j χk(t− τjk), (11)
where we introduce ∂1f
∗
j := ∂xj(t)f(x
∗) and
∂k+1f
∗
j := ∂xk(t−τjk)f(x
∗), 1 ≤ j ≤ N [35]. A
straightforward calculation shows that the func-
tion exp(λt)χ˜0 with χ˜0,j = exp(ληj)χ0,j is a so-
lution of the linearized equation for x∗ in (6).
Thus, λ is a characteristic exponent for the cor-
responding steady state in (6) as well. Further,
consider a periodic solution x∗(t) = x∗(t + p) of
(2) with period p > 0. According to the Flo-
quet theory for systems with time delays [35], a
5
characteristic (Lyapunov) exponent λ of x∗(t) cor-
responds to a solution χ(t) = exp(λt)q(t) of the
linearized equation (11) with time-periodic coeffi-
cients ∂1f
∗
j (t) = ∂xj(t)f(x
∗(t)) and ∂k+1f
∗
j (t) =
∂
xk(t−τjk)f(x
∗(t)), 1 ≤ j ≤ N , and a p-periodic
function q(t) = (q1(t), ..., qN (t)). A corresponding
solution χ˜(t) = exp(λt)q˜(t) of the variational equa-
tion of the transformed solution in (8) is obtained
with q˜j(t) = exp(ληj)qj(t+ ηj).
Using theoretical tools from the theory of semi-
dynamical systems, it is possible to show that a
strong equivalence between (2) and (6) holds [36].
In particular, there is a natural one-to-one cor-
respondence between invariant sets of the origi-
nal system (2) and of the transformed system (6).
Any invariant set of (6) consists of the timeshifted
trajectories of a corresponding set of (2) and vice
versa. Moreover, maximal Lyapunov exponents of
the corresponding sets coincide and they have the
same type of stability. The more abstract semidy-
namical systems approach can extend the results to
systems with more general types of local dynamics
as, for example, delay coupled partial differential
equations.
3.1 Motif of coupled Mackey-Glass
systems
The following example is intended to provide an
idea of possible applications and merits of the re-
sults presented in this article. Let us consider
a network motif of coupled Mackey-Glass sys-
tems [6, 9, 37, 38]
x˙j (t) = −γxj (t)+β
c
∑
xk(t− τjk)
1 + (c
∑
xk(t− τjk))
10 , (12)
where the summation is performed over all coupled
nodes k ∈ Pj . The coupling topology is shown
in fig. 3. The parameters are fixed to γ = 0.1,
c = 0.525, and β = 0.2. Although the total number
of different delays is 8, only three roundtrips T (cj),
j = 1, 2, 3, along the fundamental cycles indicated
in fig. 3 are important. Therefore, the system can
be reduced to an equivalent system with only three
essential delays T (c1) = τ5 + τ2 + τ1 + τ8, T (c2) =
τ7 + τ4 + τ3 + τ2 + τ1, and T (c3) = τ6 + τ4 + τ3 +
τ2 + τ1 + τ8.
Firstly, the delays in the network were set up
randomly in such a way that the roundtrips were
preserved with T (c1) = 5, T (c2) = 10, and
T (c3) = 7 [fig. 4(b)]. For each realization of de-
lays, the system was integrated numerically with
some randomly chosen initial conditions [see cap-
tion to fig. 4]. As a result of each integration, an
attractor was found: either a steady state or a pe-
riodic solution. The steady state was the same for
all choices of individual delays, while the periodic
solutions were connected by timeshift transforma-
tions of the form (4). All corresponding periodic
solutions exhibit the same componentwise supre-
mum norm |x| =
√∑N
j=1 supt |xj (t)|
2 [see inset
of fig. 4(b)], which is invariant under the transfor-
mation (4). Thus, we observe that the dynamical
features of the system do not change provided the
roundtrips T (cj) stay fixed, even though we have
chosen the individual delays randomly for each in-
tegration.
Now let us assume that one essential delay T (c1)
is a parameter in the system, and two others stay
fixed as T (c2) = 10 and T (c3) = 7. The bifur-
cation diagram with respect to T (c1) [fig. 4(a)]
was obtained using numerical continuation soft-
ware [39]. We observe that for T (c1) = 0 two stable
equilibria are attractors for the system. The lower
equilibrium looses stability in a supercritical Hopf
bifurcation (H) and the emergent periodic solution
undergoes a period doubling bifurcation (P1) which
connects to a reverse period doubling at (P2). The
winding of the main branch accompanied by pe-
riod doubling bridges and divergent periods indi-
cates the presence of a homoclinic saddle-focus [40].
A step further can be done by a two-parametric bi-
furcation diagram [fig. 4(c)], where two round-trips
T (c1) and T (c2) are changed. There, the Hopf bi-
furcation (H) was followed numerically in the region
0 ≤ T (c1) ≤ 500 and 0 ≤ T (c2) ≤ 500.
The role of the obtained bifurcation diagrams is
that they describe the dynamics of the system us-
ing the proper time delay parameters. For instance,
any combinations of individual delays τ1, . . . , τ8,
which preserve the same roundtrip T (c3) = 7,
would represent a point in a two dimensional bifur-
cation diagram in fig. 4(c). Therefore, the knowl-
edge of the proper parameters allowed to reduce
the number of effective parameters from 8 to 3. In
particular, such a reduction of the dimensionality
of the parameter space makes the thorough study
of the possible dynamical regimes in the considered
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system feasible.
4 Summary and discussion
We have presented a universal tool for the reduc-
tion of discrete interaction-delays in networks of dy-
namical systems. It allows to simplify the coupling
structure without any loss of information. We have
shown that the number of essential delays which
determine the dynamics equals the cycle space di-
mension of the network, and that systems whose
roundtrip times along the fundamental semicycles
coincide are dynamically equivalent. Even if the
roundtrip times are given, the distribution of the
delays which yields them is not unique. This pro-
vides the opportunity to choose a delay distribution
that is best suitable for the problem under consid-
eration. In some cases, as for instance for a unidi-
rectional ring of identical systems with inhomoge-
neous delays, the right choice of timeshifts allows
to uncover hidden symmetries and thereby to sim-
plify the analysis of the system considerably [31,41].
Conversely, the same transformation was applied to
design pattern generators [18,19] starting from the
system with homogeneous delays. Our results are
an important step towards the systematization and
classification of dynamics on networks with mul-
tiple delays. As a main consequence for general
coupling structures, the bifurcation analysis can be
simplified to a great extent as we have shown in
the example of coupled Mackey-Glass systems. The
benefits of the reduction seem to be the highest for
networks with sparse connectivity. Nevertheless,
in highly connected networks, reductions of delays
along selected links (e.g. the ones with highest con-
nection weight) or in separate motifs can be a use-
ful application. Furthermore, it seems a promising
endeavor to study the potential of the delay trans-
formation to speed up numerical procedures. We
have observed that the time it takes to integrate
numerically two equivalent systems may vary ex-
tremely depending on the distribution of the indi-
vidual delays. Finally, the results which were pre-
sented in this paper can be extended straightfor-
wardly to many other types of local dynamics like
time-discrete systems or evolution equations.
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Figure 4: Dynamical features of six-node network
motif from fig. 3 of Mackey-Glass systems (12).
(a): Bifurcation diagram for T (c1) ∈ [0, 23] and
fixed T (c2) = 10, T (c3) = 7. Black lines cor-
respond to stable solutions and gray to unstable.
Solid branches are equilibria, dashed are periodic
solutions. Bifurcations are denoted by ’H’ (Hopf),
’P[n]’ (period doubling), and ’F[n]’ (fold). The or-
dinate measures the norm |x| and the inset shows
the period along the main branch. Red crosses in-
dicate the observed solutions from chart (b). (b):
50 random realizations of single delays which keep
constant T (c1) = 5, T (c2) = 10, and T (c3) = 7.
Each dot corresponds to a realization of τj . Mean
and standard deviation are indicated by squares
and bars. For each choice of delays, constant initial
functions were drawn from a uniform distribution
on [0, 1.5]. The inset bars indicate the number of
observed solutions x (t), t ∈ [105, 1.1 × 105], with
the norm |x| in their base interval. Chart (c) shows
the trace and reappearances of the Hopf bifurca-
tions in the T (c1)-T (c2)-plane.
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