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Abstract
Let CnX = EZ=nZ=n X n denote the cyclic construction on the space X of order n = 2k . For
any k  2 we construct an endofunctor Cn on the category of unstable modules over the (mod 2)
Steenrod algebra, such that there is a natural isomorphism Cn(HX ) = H(CnX ). We also nd
explicit formulas for the cohomology of the diagonal map BCn  X ! CnX . Its linearity over
the Steenrod algebra is explained by relations similar to the Adem relations. All may be seen as
a generalization of the classical case k = 1. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 55$05; 55$10
1. Introduction
In this paper the coecient ring of the cohomology groups is F2 when no other
ring is presented in the notation. A denotes the mod two Steenrod algebra. We say that
a graded F2-vector space is of nite type if it is nite dimensional in each degree. We
let U denote the category of unstable A-modules of nite type and K the category of
unstable A-algebras of nite type. In order to simplify the notation in certain formulas
we put Sqq = 0 when q is a rational number which is not a non-negative integer.
The quadratic construction C2X on a space X is the C2-homotopy orbits of X  X .
It has played a very important role in Algebraic topology. Steenrod used it to dene
the squaring operations via the diagonal map 1 : BC2  X ! C2X (see [9]), and its
cohomology as an A-module is well known (see e.g. [6]). Actually, there is an endo-
functor C2 on U (which restricts to an endofunctor of K) and a natural isomorphism
HC2X ! C2HX . The functor C2 has a very nice pull-back description [3,4,7].
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The cyclic construction of order m= 2 k on X is the Cm-homotopy orbits of Xm. In
this paper we examine these for k  2 inspired by the above results for k = 1. We
nd formulas for the cohomology of the higher diagonal maps
k : BCm  X ! CmX
Functors Cm : U! U together with natural isomorphisms HCmX ! CmHX are also
dened. The diagonal extends to a natural morphism in U
k : Cm(K)! H(Cm)⊗ K
for K 2 ob(K), but there is not a nice pull-back description as in the k = 1 case. The
map k is given by polynomial expressions in the Steenrod squares. By analyzing its
A-linearity we nd relations between such expressions which are similar to the Adem
relations.
2. The cyclic construction
Let Cn denote the cyclic group on n elements with generator T and let X be a space.
Cn acts on the n-fold Cartesian product X n by cyclic permutation of the factors and
we can form the Borel bration
X n ! ECn Cn X n ! BCn:
Denition 2.1. The cyclic construction of order n on X is the space
CnX :=ECn Cn X n:
The cohomology of the cyclic construction can be computed using the following
theorem based on the ideas of Dold [2]. The essential part of the proof can be found
in [5].
Theorem 2.2. Let F be a eld and X a space with nitely generated homology
Hq(X ; F) in each degree q. There is a natural isomorphism
X : H(CnX ; F)! H(Cn;H(X ; F)⊗n)
which maps the cup-product of two classes in H(CnX ; F) to the group cohomology
product of their images in H(Cn;H(X ; F)⊗n).
The canonical projection map q : Cn(Xm) ! Cmn(X ) is a nite covering. Thus, we
have a transfer map
Tr : H(Cn(Xm))! H(CmnX ):
We call the map induced by q the restriction map and denote it by
Res= q : H(CmnX )! H(Cn(Xm)):
Under the isomorphism of Theorem 2.2 these two maps correspond to the transfer and
restriction in group cohomology by standard arguments:
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Proposition 2.3. There are commutative diagrams
and
where res and tr are the restriction and the transfer in group cohomology associated
with the inclusion CnCmn.
3. Group cohomology computations
We now focus on F2 coecients. Let k  1 be an integer and put m=2 k . Because of
the isomorphism in Theorem 2.2 we are interested in computing the group cohomology
H(Cm;M⊗m);
where M is a graded F2-vector space of nite type, e.g. M = HX . For this we use
the standard resolution (see e.g. [5]):
Denition 3.1. The standard resolution W! F2 is a free resolution of the trivial mod-
ule F2 in the category of F2[Cm]-modules. Further W is a F2[Cm]-coalgebra. Each
Wi; i  0, is F2[Cm]-free on one generator ei. Dierential d, augmentation , and
coproduct  are given by the formulas
de2i+1 = (1 + T )e2i ; de2i = Ne2i−1; (e0) = 1;
 (e2i+1) =
X
j+l=i
e2j ⊗ e2l+1 +
X
j+l=i
e2j+1 ⊗ Te2l;
 (e2i) =
X
j+l=i
e2j ⊗ e2l +
X
j+l=i−1
X
0r<s<m
T re2j+1 ⊗ T se2l+1;
where N = 1 + T +   + Tm−1 is the norm element in the group ring.
By this resolution we see that H(Cm;M⊗m) is the homology of the complex
0! M⊗m 1+T−!M⊗m N−!M⊗m 1+T−!   :
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We now introduce the notation which will be used in the rest of this paper. An invariant
element a 2 ker(1+T ) gives an element in the quotient H 2i(Cm;M⊗m) (possibly zero)
which we denote by e2i ⊗ a. An element b 2 kerN gives an element in the quotient
H 2i+1(Cm;M⊗m) which we denote by e2i+1 ⊗ b.
Pick a basis for Mq for every q, and let Bm(M) denote the corresponding product
basis for M⊗m. The cyclic group Cm acts on Bm(M) by cyclic permutation. For an
orbit  2 Bm(M)=Cm, we let V () denote the F2-span of the elements in the orbit, jj
the length of the orbit, s the sum of the elements in  and  a representative of .
Using the Cm stable splitting
M⊗m =
M
2Bm(M)=Cm
V ();
one easily veries the following result:
Proposition 3.2. There is a splitting
H(Cm;M⊗m) =
M
2Bm(M)=Cm
H(Cm;V ())
in which the summands are given as follows. For jj<m one has
H 2q(Cm;V ()) = Spanfe2q ⊗ sg;
H 2q+1(Cm;V ()) = Spanfe2q+1 ⊗ g:
For jj= m one has
H 0(Cm;V ()) = Spanfe0 ⊗ sg;
Hq(Cm;V ()) = 0; q  1:
For orbits  of length one, we shall refer to the elements e2i ⊗ s and e2i+1 ⊗  as
elements of highest symmetry.
We now give a description of the transfer and restriction maps:
tr kk−1 : H
(C2 k−1 ; (M ⊗M)⊗2
k−1
)! H(C2 k ;M⊗2
k
);
res k−1k : H
(C2 k ;M
⊗2 k )! H(C2 k−1 ; (M ⊗M)⊗2
k−1
):
The proofs are omitted since they are by standard arguments. We regard C2 k−1 as a
subgroup of C2 k with generator T 2 and corresponding norm element N 0 = 1 + T 2 +
  + T 2 k−2.
Proposition 3.3. The transfer map is given by
tr kk−1(e
2i ⊗ x) = e2i ⊗ (1 + T )x;
tr kk−1(e
2i+1 ⊗ y) = e2i+1 ⊗ y;
where x 2 ker(1 + T 2) and y 2 kerN 0=Im(1 + T 2).
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Corollary 3.4. The transfer map
trr+sr : H
(C2r ; (M⊗2
s
)⊗2
r
)! H(C2r+s ;M⊗2r+s)
is given by the following formulas when applied to highest symmetry elements:
trr+sr (e
2i ⊗ a⊗2r ) = e2i ⊗ (1 + T +   + T 2s−1)a⊗2r ;
trr+sr (e
2i+1 ⊗ a⊗2r ) = e2i+1 ⊗ a⊗2r ;
where a 2 B2s(M). Thus; all elements which are not of highest symmetry equals the
transfer applied to an element of highest symmetry.
Proposition 3.5. The restriction map is given by
resk−1k (e
2i ⊗ x) = e2i ⊗ x;
resk−1k (e
2i+1 ⊗ y) = e2i+1 ⊗ (1 + T )y;
where x 2 ker(1 + T ) and y 2 kerN=Im(1 + T ).
Corollary 3.6.
ker(resk−1k ) = Spanfe2i+1 ⊗ x⊗2
k j i  0; x 2 B1(M)g:
For later reference we give the transfer and restriction map in the simplest case:
Lemma 3.7. For k  2 we have
1. tr kk−1 : H
j(C2 k−1 )! Hj(C2 k ) is zero for j even and the identity for j odd.
2. resk−1k : H
j(C2 k )! Hj(C2 k−1 ) is zero for j odd and the identity for j even.
If K is an unitary F2-algebra H(Cm;K⊗m) also becomes an unitary F2-algebra. We
now describe this structure. The product is induced by the coproduct on the standard
resolution as follows. Let f : Wr ! K⊗m and g : Ws ! K⊗m be two cocycles and let
 be the composite
W
 !W ⊗W f⊗g! K⊗m ⊗ K⊗m !K⊗m:
Then [f1]  [f2] = []. The following table gives the relevant parts of  :
r s [ (er+s)]r; s 2 Wr ⊗Ws
2i 2j + 1 e2i ⊗ e2j+1
2i + 1 2j e2i+1 ⊗ Te2j
2i 2j e2i ⊗ e2j
2i + 1 2j + 1
X
0u<v<m T
ue2i+1 ⊗ Tve2j+1
From this table it is easy to nd the product of two given classes, e.g.
(e2i ⊗ x⊗m)(e2j ⊗ y⊗m) = e2(i+j) ⊗ (xy)⊗m:
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By the unit in K we have an injective algebra map
H(Cm)! H(Cm;K⊗m)
dening an H(Cm)-module structure. Recall that the algebra structure on H(Cm) is
given as follows:
H(C2 k ) =

(v)⊗ F2[u] when k  2;
F2[a] when k = 1;
where v and a have degree one and u has degree two. Because of this we often write
ui ⊗ s instead of e2i ⊗ s and vui ⊗  instead of e2i+1 ⊗ .
4. The action of the Steenrod algebra
Since the restriction map resk−1k is more informative when k  2 than when k = 1
we can determine most of the A-action on the cohomology of the cyclic construction
quite easily. To get the simplest notation, note that for any element x in an unstable
A-module M the element Sq i(x⊗m) is a Cm-invariant in M⊗m. Hence, we have the
corresponding classes uj ⊗ Sq i(x⊗m) in H(Cm;M⊗m).
We rst consider the Eilenberg{MacLane spaces K(F2; n) with corresponding fun-
damental classes n.
Theorem 4.1. Let i; j  0 and k  2. Then the following equation holds in
H(C2 k K(F2; n)) :
Sq 2i(uj ⊗ ⊗2 kn ) =
iX
t=0

2j + 2 k−1n− t
2i − 2t

ui+j−t ⊗ Sq2t(⊗2 kn ):
Proof. The A-action on the cohomology of the quadratic construction is known (see
e.g. [6, p. 40]). We prove this formula by induction on k. Mapping both sides one step
down by resk−1k one gets that the formula is right modulo some terms in the kernel
of resk−1k . But by Corollary 3.6 all elements in this kernel have odd degree, and the
degree of Sq2i(uj ⊗ ⊗2 kn ) is even. Thus there are no such terms.
Lemma 4.2. Let as above i; j  0 and k  2. Then there are numbers (n; k) 2 F2
for each n  1 such that the following equation holds:
Sq1(uj ⊗ ⊗2 kn ) = (n; k)vuj ⊗ ⊗2
k
n + j;01⊗ Sq1(⊗2
k
n ):
Proof. It is enough to prove this when j = 0 by the Cartan formula. By applying
resk−1k one gets by induction, that there are numbers (n; k); (n; k) 2 F2 such that
Sq1(1⊗ ⊗2 kn ) = (n; k)v⊗ ⊗2
k
n + (n; k)vu
2 k−1n ⊗ 1 + 1⊗ Sq1(⊗2 kn ):
By the trivial map from the Eilenberg{MacLane space to a point, one nds that
(n; k) = 0 for all n and k.
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Lemma 4.3. (n; k) = n for all n  1.
We shall prove this lemma later but assume that it holds for the rest of this paragraph.
Let M be an A-module and put m=2 k . We have an F2[Cm]-action and an A-action
on M⊗m
T : M⊗m ! M⊗m; Sq i : M⊗m ! M⊗m:
The obvious commutativity Sq i  T = T  Sq i implies that ker(1+ T ); ImN; kerN and
Im (1+T ) are sub A-modules of M⊗m. Further (1+T )N=0 so ImN  ker(1+T ) and
N (1+T )=0 so Im (1+T ) kerN . Thus, the following quotients are also A-modules:
ker(1 + T )
ImN
;
kerN
Im (1 + T )
:
In order to describe the Sq1-action on the cohomology of the cyclic constructions
we introduce the following:
Denition 4.4. Dene the linear map
Sk : ker(1 + T )! kerNIm (1 + T )
by its value on the basis B2 k (M):
Sk(s) =

2−k jjdeg( ) ; jj< 2 k ;
0; jj= 2 k :
Proposition 4.5. For each k  2 the Sk map is independent of the choice of basis.
Proof. Let l  k − 1 and x01; x001 ; x2; x3; : : : ; x2l 2 M be homogeneous elements with
jx01j= jx001 j. Assume that the string (x01 + x001 )⊗ x2⊗    ⊗ x2l cannot be broken into two
equal halfs. Then the following equation holds in kerN=Im(1 + T ):
j(x01 + x001 )⊗ x2 ⊗    ⊗ x2l j((x01 + x001 )⊗ x2 ⊗    ⊗ x2l)⊗2
k−l
= jx01 ⊗ x2 ⊗    ⊗ x2l j(x01 ⊗ x2 ⊗    ⊗ x2l)⊗2
k−l
+ jx001 ⊗ x2 ⊗    ⊗ x2l j(x001 ⊗ x2 ⊗    ⊗ x2l)⊗2
k−l
:
By this multilinearity it is easy to see that Sk is invariant under a change of basis in
one of the degrees by an elementary matrix. The result follows.
Note also that when one applies Sk to a homogeneous invariant, one only needs to
add the contributions from the shortest orbit(s) present in the invariant. The coecients
of the others are zero mod two.
By checking on a basis one easily veries the following two lemmas.
Lemma 4.6. Sk((1 + T )x) = Sk−1(x) 2 kerN=Im(1 + T ) for all x 2 ker (1 + T 2):
Lemma 4.7. (1 + T )Sk(x) = Sk−1(x) 2 kerN 0=Im(1 + T 2) for all x 2 ker (1 + T ):
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Theorem 4.8. Let M 2 ob(U) and k  2. The following denes an unstable A-action
on H(C2 k ;M⊗2
k
). For homogeneous elements x 2 ker (1+T ) and y 2 kerN=Im(1+T )
and i; j  0
Sq 2i(uj ⊗ x) =
X
t0

4j + jxj − 2t
4i − 4t

ui+j−t ⊗ Sq2tx; (1)
Sq 2i+1(uj ⊗ x) =
X
t0

4j + jxj − 2t
4i − 4t

vui+j−t ⊗ Sk(Sq2tx) + j;01⊗ Sq2i+1x; (2)
Sq 2i(vuj ⊗ y) =
X
t0

4j + jyj − 2t
4i − 4t

vui+j−t ⊗ Sq2ty; (3)
Sq 2i+1(vuj ⊗ y) = 0: (4)
We denote H(C2 k ;M⊗2
k
) equipped with this action by C2 kM . This denes a functor
C2 k : U! U. The action commutes with the transfer and restriction. Thus we have
natural maps
tr : C2 k−1 (M ⊗M)! C2 k (M);
res : C2 k (M)! C2 k−1 (M ⊗M):
Further the natural isomorphism of Theorem 2:2 is an isomorphism of unstable
A-algebras
X : H(C2 k X )! C2 k (HX )
for any space X with mod two homology of nite type.
Proof. The formulas clearly dene an action of the tensor algebra F2[Sq i j i 0] which
is natural in M . We rst check that this action commutes with the transfer and restric-
tion.
By Propositions 3.3 and 3.5 it is evident that the transfer tr kk−1 and restriction res
k−1
k
commutes with the action given in (1), (3) and(4). By (2) we nd that
Sq1(uj ⊗ x) = vuj ⊗ Sk(x) + j;01⊗ Sq1x:
Since the action of Sq 2i+1 in (2) clearly equals the action of Sq1  Sq2i it suces to
check that the transfer and restriction commutes with the action of Sq1. This easily
reduces to the equations of Lemmas 4.6 and 4.7.
The next step is to show that the action corresponds to the A-action on the cohomol-
ogy of the cyclic construction of order 2 k when M=HX for a space X with homology
of nite type. Transfer and restriction maps between the cohomology of cyclic con-
structions are A-linear maps. For the restriction this is obvious, and for the transfer
it follows since there exists a topological description of the transfer (involving spec-
tra). By Corollary 3.4 and induction we only need to show that the action is right for
the highest symmetry elements. But this is true by Theorem 4.1, Lemmas 4.2 and 4.3.
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Now it is not hard to see that the action respects the Adem relations. Put A(n) =
H(K(F2; n)) 2 ob(K) and let F(n) be the free unstable A-module on one generator
n in dimension n (see e.g. [8]). The U morphism F(n)! A(n) which sends n to n
is obviously injective. Hence we have an injection
H(C2 k ;F(n)
⊗2 k )! H(C2 k ;A(n)⊗2
k
):
Since the Adem relations holds on the right they also hold on the left. By Naturality
and induction on k the Adem relations hold in general. It is obvious that the action is
unstable.
5. The algebraic properties of certain operations on unstable algebras
In this section we dene some operations Qnk and  and prove certain algebraic
results about them. The operations occur in the description of the higher Steenrod
diagonal map, as we shall see in the next section. All the results here are used to
determine this diagonal map or to study its properties. Thus, the relevance of this
section will become clear later. K always denotes an unstable A-algebra.
Denition 5.1. For any A-module M we dene the operation
 : M ! M; x = Sqjxj−1x
(This operation is usually denoted by Sq1 by other authors.)
Proposition 5.2. The following relations hold in K :
(xy) = x 2y + y2x; (5)
Sq 2m(x) = (Sqmx); (6)
Sq 2m+1(x) = (m+ jxj)(Sqmx)2: (7)
Proof. By the Cartan formula we get (5) directly. To prove (6) we must show
Sq 2mSqjxj−1(x) = Sqjxj+m−1Sqm(x):
Both the sides of this equation are zero when m jxj and when m = jxj − 1, the
equation is obvious. Assume that m  jxj − 2. Then one can use the Adem relation on
the left-hand side
Sq 2mSqjxj−1(x) =
mX
j=0
 jxj − 2− j
2(m− j)

Sq2m+jxj−1−jSqj(x)
but because of the degree the only term in the sum dierent from zero is the one
corresponding to j = m and the result follows. The proof of (7) is similar.
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Deviation from linearity will play a central role. For a set map F :K ! K we dene
the deviation from linearity F :K  K ! K by
F(x; y):=F(x + y)− F(x)− F(y):
Note that for G(x) = l(x)F(x) where l is F2-linear we have
G(x; y) = (l(x) + l(y))F(x; y) + l(x)F(y) + l(y)F(x): (8)
Denition 5.3. Dene the operations k : K ! K for integers k  1 by
k(x):=x 2
k−2x:
Lemma 5.4. The following product formula holds:
k(xy) = x 2
k
k(y) + y2
k
k(x)
and the deviation of linearity is given by
k(x; y) = (xy)
X
r+s=2 k−1−2
x 2ry2s
=
k−1X
i=1
X
r+s=2 k−1−i−1
i(x 2r+1y2s+1);
where jxj= jyj. The sums should be read as zero when k = 1.
Proof. The product formula follows directly from (5). Let F(x):=x 2
k−2. By the bino-
mial formula we get
F(x; y) =
X
r+s=2 k−1−1
x 2ry2s − x 2 k−2 − y2 k−2 =
X
r+s=2 k−1−3
x 2r+2y2s+2
and using (8) this implies
k(x; y) = y2(x)
0
@ X
r+s=2 k−1−3
x 2r+2y2s + y2
k−4
1
A
+x 2(y)
0
@ X
r+s=2 k−1−3
x 2ry2s+2 + x 2
k−4
1
A :
By (5) this equals
(xy)
X
r+s=2 k−2
x 2ry2s
and the rst relation is proved. By (5) we see that (ab2) = (a)b4. It follows that
(x 2r+1y2s+1) = (xy)x4ry4s hence
i(x 2r+1y2s+1) = x 2(2
ir+2i−1−1)y2(2
is+2i−1−1)(xy):
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It remains to show that
X
r+s=2 k−1−2
x 2ry2s =
k−1X
i=1
X
r+s=2 k−1−i−1
x 2(2
ir+2i−1−1)y2(2
is+2i−1−1):
This follows since 2ir + 2i−1 − 1 + 2is+ 2i−1 − 1 = 2 k − 1− 2 and
k−1a
i=1
f2ir + 2i−1 − 1 j r = 0; 1; 2; 3; : : : ; 2 k−1−i − 1g= f0; 1; 2; 3; : : : ; 2 k−1 − 2g:
The last is easily seen by using the binary expansion of the numbers.
Denition 5.5. Dene operations Qnk : K ! K for integers k  0 by
Qn0(x) := Sq
n(x);
Qn1(x) :=
[n=2]X
j=0
Sqj(x)Sqn−j(x);
Q nk (x) :=
nX
j=0
Sqj(x 2
k−2)Qn−j1 (x); k  2;
and dene the total operations Qk : K ! K[t] by
Qk(x):=
X
n0
Qnk (x) t
n:
Proposition 5.6. The following recursion formula holds when k  1:
Qnk+1(x) =
nX
j=0
Sqj(x 2
k
)Qn−jk (x):
Proof. This is seen by using total operations. Write Sq for the total square. The
following equation gives the stated formula:
Qk+1(x) = Sq(x 2
k+1−2)Q1(x) = Sq(x 2
k
)Sq(x 2
k−2)Q1(x) = Sq(x 2
k
)Qk(x):
Theorem 5.7. For k  1 and n  0 odd we have
Qnk (xy) =
nX
j=0
(Sqj(x 2
k
)Qn−jk (y) + Sq
j(y2
k
)Qn−jk (x)):
Proof. We prove the formula by induction on k. We start by the initial case k = 1
which is the hardest. Applying (8) on the denition of Qn1 we nd
Qn1(v; w) = Sq
n(vw) (9)
for v and w of equal degrees. Let F(x; y) = Qn1(xy) and
G(x; y) =
nX
j=0
(Sqj(x 2)Qn−j1 (y) + Sq
j(y2)Qn−j1 (x)):
250 I. Ottosen / Journal of Pure and Applied Algebra 151 (2000) 239{272
We must show that F = G. By (9) we nd
1F(x1; x2; y) = Qn1(x1y; x2y) = Sq
n(x1x2y2)
when jx1j= jx2j and 2F(x; y1; y2)=Sqn(x 2y1y2) when jy1j= jy2j. By (8) and (9) the
corresponding equations for G becomes
1G(x1; x2; y) =
nX
j=0
Sqj(y2)Qn−j1 (x1; x2)
=
nX
j=0
Sqj(y2)Sqn−j(x1x2) = Sqn(x1x2y2)
and 2G(x; y1; y2)=Sqn(x 2y1y2). That is (F−G)=0; =1; 2 thus F−G is bilinear.
By denition F − G has the following form:
(F − G)(x; y) =
X
Sqai(x)Sqbi(x)Sqci(y)Sqdi(y)
and since this is bilinear the terms Sqai(x)Sqbi(x) and Sqci(y)Sqdi(y) are linear. But
the map f(x) = Sqa(x)Sqb(x) is linear if and only if a= b since
f(x; y) = Sqa(x)Sqb(y) + Sqa(y)Sqb(x):
Thus F − G = 0 since the degree n is odd. We have proved the initial case k = 1.
Dene the odd total Q-operations from K to K[t] by
Qk(x) =
1X
m=0
Q2m+1k (x) t
2m+1:
We have
Sq(x 2
k
) Qk(x) = Qk+1(x) (10)
for k  1 and we would like to prove
Qk(xy) = Sq(x
2 k ) Qk(y) + Sq(y
2 k ) Qk(x):
Assume that this holds for k. Then
Qk+1(xy) = Sq((xy)
2 k ) Qk(xy)
= Sq(x 2
k
)Sq(y2
k
)(Sq(x 2
k
) Qk(y) + Sq(y
2 k ) Qk(x))
= (Sq(x 2
k
))2Sq(y2
k
) Qk(y) + (Sq(y
2 k ))2Sq(x 2
k
) Qk(x)
= Sq(x 2
k+1
) Qk+1(y) + Sq(y
2 k+1) Qk+1(x)
and the formula holds for k + 1.
Corollary 5.8. Qnk (x
2) = 0 for all x 2 K and k  0 when n is odd.
Lemma 5.9. For n odd; jxj= jyj and for k  1 we have
Qnk (x; y) =
k−1X
i=0
X
r+s=2 k−1−i−1
Qni (x
2r+1y2s+1):
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Proof. We prove the formula by induction on k. The initial case k = 1 holds by (9).
Assume that the formula holds for k. Applying (8) on the denition of the Q-operation
we nd
Qnk+1(x; y) =
nX
j=0
[(Sqj(x 2
k
) + Sqj(y2
k
))Qn−jk (x; y)
+ Sqj(x 2
k
)Qn−jk (y) + Sq
j(y2
k
)Qn−jk (x)]:
By Theorem 5.7 this equals
Qnk+1(x; y) = Q
n
k (xy) +
nX
j=0
(Sqj(x 2
k
) + Sqj(y2
k
))Qn−jk (x; y);
where Qn−jk (x; y) is known by the induction hypothesis. By Theorem 5.7 and Corol-
lary 5.8 we nd
Qni (x
2 k−i+2r+1y2s+1) =
nX
j=0
Sqj(x 2
k
)Qn−ji (x
2r+1y2s+1):
We now have
Qnk+1(x; y)− Qnk (xy)
=
k−1X
i=0
X
r+s=2 k−i−1−1
(Qni (x
2 k−i+2r+1y2s+1) + Qni (y
2 k−i+2r+1x 2s+1))
=
k−1X
i=0
X
t+q=2 k−i−1
Qni (x
2t+1y2q+1):
Thus the desired formula for k + 1 holds.
We also need some results about how the operations act in the case where K is a
polynomial algebra in one-dimensional generators.
Lemma 5.10. When jxj= 1 and k  1 we have
1. Q 2i−1k (x) = x
2 k+2i−1 for 1  i  2 k−1 and zero otherwise.
2. Sq 2ik(x) = x 2
k+2i−1 for 0  i  2 k−1 − 1 and zero otherwise.
Proof. It is obvious that 1 holds when k =1. When k  2 it follows easily from (10)
by induction. Since (x) = x we have k(x) = x 2
k−1 and 2 follows.
Let s1 ;:::;n 2 F2[x1; : : : ; xn] denote the symmetric polynomial one obtains by sym-
metrizing the monomial x11 : : : x
n
n .
Lemma 5.11. Let k  0 and put m= 2 k . Assume that x1; : : : ; xn all have degree one
and put x = x1 : : : xn. Then the following holds:
(1) Sq 2ik+1(x) + Q 2i−1k+1 (x) = 0 for i 62 mZ.
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(2) Sq2rmk+1(x) = s4m;:::;4m;2m;:::;2m;2m−1(x1; : : : ; xn) where there are r times 4m and
n− r − 1 times 2m.
(3) Q2rm−1k+1 (x) = s4m;:::;4m;2m;:::;2m;4m−1(x1; : : : ; xn) where there are r − 1 times 4m and
n− r times 2m.
Proof. (1) This holds for n= 1 by Lemma 5.10. Assume that it holds for n− 1. Put
z = x1 : : : xn−1 and let i 62 mZ. By Lemma 5.4 and the Cartan formula we nd
Sq 2ik+1(zxn) =
2iX
j=0
(Sqj(z2m)Sq2i−jk+1(xn) + Sqj(x2mn )Sq
2i−jk+1(z));
and by Theorem 5.7 we have
Q 2i−1k+1 (zxn) =
2i−1X
j=0
(Sqj(z2m)Q 2i−1−jk+1 (xn) + Sq
j(x2mn )Q
2i−1−j
k+1 (z)):
In these sums only the terms corresponding to j2mZ contribute and for these j we
have Sq 2i−jk+1(y)+Q
2i−1−j
k+1 (y)=0 when y= z and when y= xn. The result follows.
(2) Since (x) = s2;2;:::;2;1 we have k+1(x) = s2m;2m;:::;2m;2m−1. From this we see that
Sq 2rmk+1(x) = s4m;:::;4m;2m;:::;2m;2m−1 with r times 4m.
(3) Let i denote the elementary symmetric polynomial s1;:::;1;0;:::;0 with i times 1.
When i>n we put i = 0. The Cartan formula implies
Sqt(x1 : : : xn) = tn:
Dene f2q; t :=s2q;:::;2q;2q−1;0;:::;0 with t times 2q. For k = 0 we must show
f2;r−1 =
r−1X
j=0
j2r−1−j (11)
since this gives the desired formula when we multiply both sides by 2n. We prove
(11) by taking partial derivatives. For a polynomial p in n − 1 variables we let (p)i
denote the polynomial in n variables dened by (p)i(x1; : : : ; xn) = p(x1; : : : ; x^i ; : : : ; xn).
Note that the following equation holds:
t = xi(t−1)i + (t)i : (12)
We have
@
@xi
f2;r−1 = (r−1)2i :
On the other hand, we have
@
@xi
r−1X
j=0
j2r−1−j =
r−1X
j=0
((j−1)i2r−1−j + j(2r−2−j)i):
Applying (12) to 2r−1−j and to j we see that this equals
r−1X
j=0
((j−1)i(2r−1−j)i + (j)i(2r−2−j)i) = (r−1)2i :
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Thus, the dierence of the two sides of (11) is a symmetric polynomial q with all
partial derivatives equal to zero. Since the degree of q is odd, q is zero by Euler’s
formulaX
i
xi
@q
@xi
= deg(q)q:
We have completed the k = 0 case.
Assume that the formula holds for k − 1. By the recursive formula (5:6) we nd
Q2rm−1k+1 (x) =
2r−1X
j=0
(Sqjx)mQ(2r−j)m−1k (x)
and by induction we must show
f2m; r−1 =
2r−1X
j=0
mj fm;2r−j−1:
Again we take partial derivatives. On the left-hand side we get
@
@xi
f2m; r−1 = x2m−2i (s2m;:::;2m;0;:::;0)i = x
2m−2
i (r−1)
2m
i :
On the right-hand side we get
@
@xi
2r−1X
j=0
mj fm;2r−1−j =
2r−1X
j=0
mj x
m−2
i (2r−1−j)
m
i
= x2m−2i
2r−1X
j=1
(j−1)mi (2r−1−j)
m
i + x
m−2
i
2r−1X
j=0
(j)mi (2r−1−j)
m
i :
Since the coecient to xm−2i in the last term is zero and the coecient to x
2m−2
i in the
rst term equals (r−1)2mi all partial derivatives agree. The result follows using Euler’s
formula.
6. The diagonal map
Let 0k : X ! X 2
k
; x 7! (x; : : : ; x) denote the diagonal map. It is a C2 k -equivariant
map hence it gives rise to a map k : BC2 k  X ! C2 k X . In this section we will
determine the induced map in cohomology
k : H
(C2 k X )! H(C2 k )⊗ H(X ): (13)
The situation is simplied by the following lemmas. Their proofs are omitted since
they are by standard arguments.
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Lemma 6.1. There is a commutative diagram
where  is given by multiplication.
Lemma 6.2. The following composite is zero:
H(EC2 k  X 2
k
)
Trk0!H(C2 k X )
k!H(C2 k )⊗ H(X ):
Lemma 6.3. The diagonal map k is H
(C2 k )-linear.
Lemma 6.4. There is a commutative diagram
In order to state our main theorem we split the classical Steenrod diagonal expression
in an odd and an even part, St1(x)=F1(x)+aG1(x), and introduce higher generalizations:
Denition 6.5. Let K 2 ob(K) and x 2 K . For k  1 we dene elements Fk(x) and
Gk(x) in H(C2 k )⊗ K by
F1(x) =
X
i0
a2i ⊗ Sqjxj−2ix;
G1(x) =
X
j0
a2j ⊗ Sqjxj−2j−1x;
Fk(x) =
jxjX
i=0
u2
k−2(jxj−i) ⊗ (Sq ix)2 k−1 ; k  2;
Gk(x) =
2 k−2jxjX
j=0
u2
k−2jxj−j ⊗ (Sq2j(k−1x) + Q2j−1k−1 (x)); k  2:
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As a consequence of Lemmas 5.4 and 5.9 we have the following result.
Lemma 6.6. The deviation from linearity of Gk is given by the equation
Gk(x; y) =
kX
i=1
X
r+s=2i−1−1
Gk−i(x 2r+1y2s+1);
where x and y are two elements of the same degree and k  2.
Theorem 6.7. Let K 2 ob(K) with multiplication  : K ⊗ K ! K . For each k  2
one can dene a natural H(C2 k )-linear U-morphism
k : C2 k (K)! H(C2 k )⊗ K
by the following two conditions:
 k(1⊗ x⊗2 k ) = Fk(x) + vGk(x).
 The diagram below commutes
The map dened by these conditions make the following diagram commutative:
Finally; it coincides with the diagonal k when K = H
X for any space X with
homology of nite type; i.e. the following diagram commutes:
H(C2 k X )
k−−−! H(C2 k )⊗ H(X )
X
??y 

C2 k (H
X )
k−−−! H(C2 k )⊗ H(X )
Proof. Put m= 2 k . We rst check that k is a well-dened map of H(Cm)-modules.
For two dierent elements x; y 2 K of equal degrees we let S be the set of strings in
x and y:
S(x; y) = fa1 ⊗    ⊗ am j ai 2 fx; yg; i = 1; : : : ; mg:
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Cm acts on S(x; y) by cyclic permutation. We get the following expansion:
(x + y)⊗m =
X
2S(x;y)=Cm
s2M⊗m;
where s denotes the sum of the elements in the orbit . We must show that the
following relation holds:
1⊗ (x + y)⊗m − 1⊗ x⊗m − 1⊗ y⊗m =
kX
i=1
i where i:=
X
jj=2i
s:
Thus we must prove the following equation:
Gk(x; y) =
kX
i=1
k(i): (14)
For this we need a formula for k(i). We prove the following
k(i) =
X
r+s=2i−1−1
vGk−i(x 2r+1y2s+1); i = 1; 2; : : : ; k − 1: (15)
Let  be an orbit of length 2i ; 1  i  k − 1 and let (a1 ⊗    ⊗ a2i)⊗2 k−i be a
representative of . The number of x’s in the representative is called the type of  and
denoted by t(). By denition of k we have
k(1⊗ s) = vGk−i(a1 ⊗    ⊗ a2i):
Thus, orbits of equal length and type are mapped to the same under k . Further
Gr(z2) = 0 for all r and z by Corollary 5.8 and the fact (z2) = 0 such that ele-
ments of even type are mapped to zero. The number of orbits with length 2i and type
2j + 1 equals
1
2i

2i
2j − 1

since any string a1 ⊗    ⊗ a2i where x is present an odd number of times cannot be
broken into two equal halfs. The 2-valuation of this number is zero since
1
2i

2i
2j + 1

=
(2i − 2)(2i − 4) : : : (2i − 2j)
2  4      2j ;
thus there is a odd number of these orbits and (15) follows. Now (14) follows by
Lemma 6.6.
The commutativity of the diagram with the restriction map is easy to verify. For
the highest symmetry elements it follow since Fk−1(x 2) = Fk(x). The other types of
elements are mapped to zero both ways around.
We now show that k corresponds to k via the isomorphism X . In order to
simplify the notation we write k instead of 

k  −1X . The proof is by induction on
k. Put Dk = k − k and assume that Di = 0 for i  k − 1. By Lemma 6.4 we know
that the part of Dk(1⊗ x⊗m) which sits in even degrees is zero. We also know that
Dk(1⊗ (x + y)⊗m − 1⊗ x⊗m − 1⊗ y⊗m) = 0
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by the transfer diagram. Thus, Dk(1⊗ x⊗m) is linear in x and it suces to show that
Dk(1 ⊗ z⊗m) = 0 where z = x1 : : : xn is the product of the one-dimensional generators
in H((RP1)n) = F2[x1; : : : ; xn].
We must compute k (1 ⊗ z⊗m). Since k is multiplicative it suces to nd
k (1 ⊗ x⊗m) where x is the one-dimensional generator of H(RP1) = F2[x]. Tak-
ing the degrees into account we see that there are constants i; k 2 F2 for 1  i  2 k−1
such that
k (1⊗ x⊗m) = Fk(x) +
2 k−1X
i=1
i; kvu2
k−1−i ⊗ x 2i−1:
Dene the maps f; g; h : (RP1)2 ! RP1 by f(x)=x1, g(x)=x2 and h(x)=x1+x2.
Then
k (1⊗ (x1 + x2)⊗m − 1⊗ x⊗m1 − 1⊗ x⊗m2 )
=(1⊗ h − 1⊗ f − 1⊗ g)  k (1⊗ x⊗m)
=
2 k−1X
i=1
i; kvu2
k−1−i ⊗ ((x1 + x2)2i−1 − x2i−11 − x2i−12 ):
By induction, this equals vGk(x1; x2) and by Lemma 5.10 we nd
Gk(x1; x2) = 1⊗ (x1 + x2)2 k−1 − x2
k−1
1 − x2
k−1
2
+ u2
k−2 ⊗ [(x1 + x2)2 k−1−1 − x2
k−1−1
1 − x2
k−1−1
2 ]:
Note that the expression (x1+x2)2i−1−x2i−11 −x2i−12 is nonzero for i  2. We conclude
that 2;2 = 1 and 2 k−1 ; k = 2 k ; k = 1 for k  3 and all other i; k with i  2 are zero.
The remaining constants 1; k are determined by the Sq1-action. When we apply the
diagonal to the formula in Lemma 4.2 we get the following:
k  Sq1(1⊗ x⊗2
k
) = v(1; k)Fk(x) = (1; k)(v⊗ x 2 k−2 + vu2 k−2 ⊗ x 2 k−1 ):
Since the diagonal is A-linear this equals
Sq1  k (1⊗ x⊗2
k
) = v⊗ x 2 k + (1 + k;2)vu2 k−2 ⊗ x 2 k−1 + 1; k vu2 k−1−1 ⊗ x 2
and we get 1;2 = 1 and 1; k = 0, for k  3. Combining this we have shown the
following formula for k  2:
k (1⊗ x⊗2
k
) = 1⊗ x 2 k + u2 k−2 ⊗ x 2 k−1 + v⊗ x 2 k−1 + vu2 k−1 ⊗ x 2 k−1−1:
By multiplicativity this implies
k (1⊗ z⊗2
k
) =
nY
j=1
(1⊗ x2 kj + um ⊗ x2
k−1
j )
+
nX
s=1
(vu2
k−2 ⊗ x2 k−1−1s + v⊗ x2
k−1
s )
Y
j 6=s
(1⊗ x2 kj + u2
k−2 ⊗ x2 k−1j ):
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The rst term clearly equals Fk(z) and the second term equals Gk(z) by Lemma 5.11.
Thus Dk(1⊗ z⊗m) = 0 and we have shown that k equals k  −1X .
Finally, we can prove that k is a morphism in U for a general K 2 ob(K). We
must show that it is A-linear. It is enough to check that we get zero when we evaluate
the commutators [k ; Sq i]; i  0 on highest symmetry classes. Let as before A(n) =
H(K(F2; n)). We know that k : Cm(A(n))! H(Cm)⊗ A(n) is A-linear since A(n)
is the cohomology of a space. For any x 2 Kn there is a morphism fx : A(n)! K in
K such that fx(n) = x. The result follows by naturality since Cm(fx)(e j ⊗ ⊗mn ) =
(e j ⊗ x⊗m).
Note that the product formulas in Lemmas 5.4 and 5:7 now follows from the fact
that k is a ring homomorphism:
k(1⊗ x⊗2 k )k(1⊗ y⊗2 k ) = k(1⊗ (xy)⊗2 k ):
Note also that one cannot describe C2 k (K) as a pull back of two maps constructed
from res and k . The pair (k ; res) is not injective in general. E.g. v⊗ ⊗2 kn , where n
is the exterior generator of H(Sn) = (n), is mapped to zero by the pair.
Having computed the diagonal map, we can now nally prove Lemma 4.3.
Proof of Lemma 4.3. Let m= 2 k where k  2. By Theorem 6.7 we have
Sq1k (1⊗ ⊗mn ) =
2 k−2nX
i=0
vu2
k−2n−i ⊗ (Sq2i+1(k−1n) + Sq1Q 2i−1k−1 (x)):
By the A-linearity of k and Lemma 4.2 this equals
k ((n; k)v⊗ ⊗mn + 1⊗ Sq1(⊗mn )) = (n; k)
nX
i=0
vu2
k−2(n−i) ⊗ (Sq in)2 k−1 :
Especially for i = 0 we get
Sq1(2
k−1−2
n n) = (n; k)
2 k−1
n :
By Lemma 5:2 we have Sq1(n) = n2n hence (n; k) = n.
I expect the following to be true, but have not checked it in detail:
Conjecture 6.8. The functor C2 k : U ! U restricts to a functor C2 k :K !K and
the map k is a morphism in K for all k  2.
7. An analysis of the A-linearity of the diagonal map
In this section we give a purely algebraic proof for the A-linearity of k . As one
might expect this involves proving Adem-like relations related to the Q-operations.
See Denition 7.3 and Theorem 7.8. The proof also involves a new description of the
Q-operations, Theorem 7.2, and a summation formula for mod two binomial coecient,
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Lemma 8.4, which is proved in the next section. Thus, the purpose of the rest of this
paper is to nd the algebraic reasons for the A-linearity.
By denition we only need to check the A-linearity on highest symmetry elements.
Proposition 7.1. The following equation holds for k  1:
Sq2i+1(kx) + Sq1Q 2i−1k (x) = jxjSq2i(x 2
k
)
hence k+1 commutes with Sq1.
Proof. By the denition of Qn1 we see that Sq
1Q 2i−11 (x)= i(Sq
ix)2 and by Lemma 5:2
we have Sq 2i+1(x) = (i + jxj)(Sq ix)2. Thus, the formula holds when k = 1. Assume
that it holds for k. Since k+1x= x 2
k
kx we nd the following by the Cartan formula:
Sq 2i+1(k+1x) =
iX
j=0
Sq2(i−j)(x 2
k
)Sq2j+1(kx)
and by Proposition 5.6 we have
Sq1Q 2i−1k+1 (x) =
iX
j=0
Sq2(i−j)(x 2
k
)Sq1Q2j−1k (x):
By these two equations and the induction hypothesis we nd
Sq 2i+1(k+1x) + Sq1Q 2i−1k+1 (x) =
iX
j=0
jxjSq2(i−j)(x 2 k )Sq2j(x 2 k ):
The result follows by the Cartan formula.
We will now prove that k commutes with Sq2s; s  0. First some notation.
Given a sequence =(1; : : : ; m) of nonnegative integers, we write l():=m for the
length of  and jj:=1 +   + m for the degree of . Put
A(m; i):=f j l() = m; jj= ig:
Cm acts on A(m; i) by cyclic permutation of the coordinates. Let A(m; i; r) be the set of
multi-indices in A(m; i) lying in an orbit of length r. We use the following notation for
the quotients: B(m; i; r):=A(m; i; r)=Cm and B(m; i):=A(m; i)=Cm. Finally for  2 A(m; i)
we dene
Sq⊗(x):=Sq
1 (x)⊗    ⊗ Sqm(x);
Sq(x):=Sq
1 (x) : : : Sqm(x):
The following description of the Qnk -operations is needed.
Theorem 7.2. For all integers k; n  0 the following equation holds:
Qnk (x) =
X
2B(2 k ;n)
Sq(x):
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Proof. Let Dnk (x) denote the right-hand side of the equation in the theorem. It is clear
that Dn0(x) = Q
n
0(x) and that D
n
1(x) = Q
n
1(x). Thus it is enough to show
Dnk (x) =
nX
j=0
Sqj(x 2
k−1
)Dn−jk−1(x):
For a multi-index  = (1; : : : ; n) we dene the type of  as t() = (i0; : : : ; ir) where
r=maxf1; : : : ; ng and il is the number of l’s in the string 1; : : : ; n. Remark that an
 with t() = (i0; : : : ; ir) has jj = 0  i0 + 1  i1 +    + rir and l() = i0 +    + ir .
Given a sequence of nonnegative integers (i0; : : : ; ir) with i0 +   + ir =2 k and 0  i0 +
1  i1 +   + rir = n. The number of multi-indices of type (i0; : : : ; ir) is
2 k
i0; : : : ; ir

=
2 k !
i0! : : : ir!
and the number of orbits of length 2l and type (i0; : : : ; ir) is
1
2l

2l
2−k+li0; : : : ; 2−k+lir

−

2l−1
2−k+l+1i0; : : : ; 2−k+l+1ir

;
where a multinomial coecient should be read as zero if the indices are not all non-
negative integers. The number of orbits of type (i0; : : : ; ir) is thus
(i0; : : : ; ir) =
kX
l=1
1
2l

2l
2−k+li0; : : : ; 2−k+lir

−

2l−1
2−k+l+1i0; : : : ; 2−k+l+1ir

:
We now have the formula
Dnk (x) =
X
(i0; : : : ; ir)(Sq0x)i0 : : : (Sqrx)ir ;
where the sum is over the tuples (i0; : : : ; ir) with i0 +   + ir = 2 k and 0  i0 + 1  i1 +
  + rir = n. We must show
rX
t=0
(i0; : : : ; it − 2 k−1; : : : ; ir)  (i0; : : : ; ir) mod 2:
We start by proving this in the case where there is an odd il. Since i1 +   + ir = 2 k
there is at least two odd il’s. Assume that this is i0 and i1. We have
(i0; : : : ; ir) =
2 k − 1
i0i1
(2 k − 2)!
(i0 − 1)!(i1 − 1)!i2! : : : ir! 

2 k − 2
i0 − 1; i1 − 1; i − 2; : : : ; ir

:
From the denition of the multinomial coecient one sees the following relation:
m
j0; : : : ; jr

=

m
j0

m− j0
j1

  

m− j0 −    − jr−1
jr

:
From this we see that the multinomial coecient modulo 2 can be determined as
follows. Write the binary expansion of the numbers j0; : : : ; jr under each other. If there
is more than one 1 in a column we get 0 otherwise we get 1. Using this and the fact
that i0+  +ir=2 k we see that (i0; : : : ; ir)=1 if and only if there are exactly two ones
in the column corresponding to 20 and one one in each of the columns corresponding
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to 21; 22; : : : ; 2 k−1. The result follows. The general case follows from the case above
if we can prove
(2j0; : : : ; 2jr)  (j0; : : : ; jr) mod 2:
This relation is easy to verify. Assume that j0 +   + jr = 2 k . We have
(2j0; : : : ; 2jr)− (j0; : : : ; jr) = 12 k+1

2 k+1
2j0; : : : ; 2jr

−

2 k
j0; : : : ; jr

2 Z:
Let 2 denote two valuation, i.e. 2(a) equals the number of times 2 divides a. Then
it is easy to see that
2

2l
s0; : : : ; sr

=
rX
l=0
#(sl)− 1;
where #(a) is the number of one’s in the binary expansion of a. We see that
2

2 k+1
2j0; : : : ; 2jr

= 2

2 k
j0; : : : ; jr

and the result follows.
Denition 7.3. Dene operations Sqa;bk : K ! K for integers k  0 by
Sqa;b0 (x):=Sq
aSqb(x);
Sqa;b1 (x):=Sq
aQb1(x) + Q
a
1(Sq
b=2x);
Sqa;bk (x):=
aX
r=0
bX
s=0
Sqr;s0 (x
2 k−2)Sqa−r;b−s1 (x); k  2
and dene a total operation
Sqk : K ! K[s; t]; Sqk(x):=
X
a;b0
Sqa;bk (x)t
asb:
Note that Sqk+1(x) = Sq0(x 2
k
)Sqk(x) for k  1 giving the recursive formula
Sqa;bk+1(x) =
aX
r=0
bX
s=0
Sqr;s0 (x
2 k )Sqa−r;b−sk (x):
The operations from Denition 7.3 enters via the following result.
Proposition 7.4. Let k  1 and j  0. When j is odd we have
k+1(1⊗ Sq2j(x⊗2 k+1)) =
X
i0
vu[j=2]+2
k−1jxj−i ⊗ Sq2i; jk (x)
and when j is even the following equation holds:
k+1(1⊗ Sq2j(x⊗2 k+1)) = Fk+1(Sq2−k j(x))
+
X
i0
vu[j=2]+2
k−1jxj−i ⊗ (Sq2iSq jk(x) + Sq2i−1; jk (x)):
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Proof. In order to apply k+1 we need to write the argument as a sum of transfers
applied to highest symmetry classes. We have
Sq 2j(x⊗2
k+1
) =
k+1X
l=0
X
2B(2 k+1 ;2j;2l)
(1 + T +   + T 2l−1)Sq⊗(x):
From this we get the desired expansion
1⊗ Sq 2j(x⊗2 k+1) =
k+1X
l=0
X
2B(2l;2l−k j;2l)
tr k+1k+1−l(1⊗ (Sq⊗(x))⊗2
k+1−l
): (16)
Assume that j is odd. Then this reduces to the terms l = k and l = k + 1 since
B(m; n; r) = ; when n is not an integer. If we apply k+1 to the l= k +1 term we get
zero and from the l= k term we get
k+1(1⊗ Sq2j(x⊗2 k+1)) =
X
i0
vu( j−1)=2+2
k−1jxj−i ⊗ Sq2i
0
@ X
2B(2 k ; j;2 k )
Sq(x)
1
A :
Since j is odd every orbit in B(2 k ; j) is of maximal length. By Theorem 7.2 we see
that the inner sum in the above equation equals Qjk(x) The result then follows from 1
in the lemma below.
Assume that j is even. From (16) we get
k+1(1⊗ Sq2j(x⊗2 k+1))− Fk+1(Sq2−k j(x))
=
X
i0
vuj=2+2
k−1jxj−i ⊗
kX
l=0
X
2B(2l;2l−k j;2l)
[Sq2ik−l(Sq(x)) + Q
2i−1
k−l (Sq

(x))];
where we have dened 0 to be zero. The result follows from (2) and (3) in the lemma
below.
Lemma 7.5. For k  1 we have
(1) Sq2n;2m+1k (x) = Sq
2nQ2m+1k (x).
(2) Sq 2m(kx) =
Pk−1
l=0
P
2B(2l;2l−k+1m;2l) k−l(Sq

(x)).
(3) Sq2n+1;2mk (x) =
Pk
l=0
P
2B(2l;2l−k+1m;2l)Q
2n+1
k−l (Sq

(x)).
Proof. (1) By denition of the Qnk -operations and the Cartan formula
Sq 2nQ2m+1k (x) =
2m+1X
r=0
2nX
t=0
SqtSqr(x 2
k−2)Sq2n−tQ2m+1−r1 (x):
Since the terms with r or t odd are zero and Sq 2iQ2j+11 (x) = Sq
2i;2j+1
1 (x) we are done.
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(2) From the product formulas for the k -operations we nd
k(x1 : : : xn) =
nX
i=1
k(xi)(x1 : : : x^i : : : xn)2
k
:
Using this we getX
2B(2l;2l−k+1m;2l)
k−l(Sq(x)) =
X
2A(2l;2l−k+1m;2l)
k−l(Sq1 (x))(Sq2 (x) : : : Sq2l (x))2
k−l
:
Inserting k−l(Sq1 (x)) = (Sq1 (x))2
k−l−2(Sq1 (x)) we see that this equalsX
2A(2 k−1 ;m;2l)
(Sq1x)(Sq2 (x) : : : Sq2 k−1 (x))2;
hence the right-hand side of (2) in this lemma equalsX
2A(2 k−1 ;m)
(Sq1x)(Sq2 (x) : : : Sq2 k−1 (x))2:
Since (Sqr(x)) = Sq2r((x)) and (Sqr(x))2 = Sq2r(x 2) we can rewrite this as Sq2m
(x 2
k−2x) by the Cartan formula.
(3) From the product formulas for the Qnk -operations we get
Qr(x1 : : : xs) =
sX
t=1
Sq((x1 : : : x^t : : : xs)2
r
) Qr(xt)
=
sX
t=1
Sq((x1 : : : x^t : : : xs)2
r
x2
r−2
t ) Q1(xt):
Using this we nd for l<kX
2B(2l;2l−k+1m;2l)
Qk−l(Sq

(x))
=
X
2A(2l;2l−k+1m;2l)
Q1(Sq
1x)Sq
0
@(Sq1x)2 k−l−2 2
lY
j=2
(Sqj x)2
k−l
1
A
=
X
2A(2 k−1 ;m;2l)
Q1(Sq
1x)Sq
0
@2 k−1Y
i=2
(Sqj x)2
1
A :
By this equation we nd the sum of all terms except the l=k term on the right-hand
side of (3):
k−1X
l=0
X
2B(2l;2l−k+1m;2l)
Q2n+1k−l (Sq

(x))
=
X
2A(2 k−1 ;m)
2n+1X
j=0
Q2n+1−j(Sq1x)Sqj
0
@2 k−1Y
i=2
(Sqi x)2
1
A
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=
mX
r=0
2n+1X
j=0
Sqj[(Sqr(x 2
k−1−1))2]Q2n+1−j1 (Sq
m−rx)
=
2mX
r=0
2n+1X
j=0
SqjSqr(x 2
k−2)Q2n+1−j1 (Sq
m−r=2x): (17)
The l=k term on the right-hand side of (3) can be rewritten using the fact Sq2n+1(y2)=
0 together with Theorem 7.2:X
2B(2 k ;2m;2 k )
Sq2n+1(Sq(x)) = Sq
2n+1Q2mk (x)
= Sq 2n+1
 
2mX
r=0
Sqr(x 2
k−2)Q2m−r1 (x)
!
=
2mX
r=0
2n+1X
j=0
SqjSqr(x 2
k−2)Sq2n+1−jQ2m−r1 (x): (18)
Since the sum of (17) and (18) equals Sq2n+1;mk (x) we are done.
Theorem 7.6. k+1 commutes with Sq2s for all s  0 and k  1.
Proof. It is enough to show that the commutator [k+1; Sq2s] evaluated on ub⊗ x⊗2 k+1
is zero for k  1 and b  0. Thus we must show
Sq2s  k+1(ub ⊗ x⊗2 k+1) =
sX
t=0

2c − t
2s− 2t

k+1(ub+s−t ⊗ Sq2t(x⊗2 k+1)); (19)
where c= b+2 k−1jxj. Dene degree-preserving maps pe; po : H(C2 k+1)! H(C2 k+1)
by letting pe be zero in odd degrees and the identity in even degrees and po zero in
even degrees and the identity in odd degrees. If we apply pe⊗1 on both sides of (19)
we get
Sq 2s(ubFk+1(x)) =
sX
t=0

2c − t
2s− 2t

Fk+1(Sq2
−k tx)
and this is straightforward to verify. Thus, it is enough to show that if we apply po⊗1
on both sides of Eq. (19) then the resulting equation is true. When we apply po ⊗ 1
to the left-hand side of (19) we get
Sq 2s
0
@ 2 k jxjX
j=0
vuc−j ⊗ (Sq2jk(x) + Q 2i−1k (x))
1
A
=
2 k jxjX
j=0
sX
i=0

c − j
s− i

vuc+s−i−j ⊗ (Sq2iSq2jk(x) + Sq2i;2j−1k (x))
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and when we apply po⊗1 to the right-hand side of (19) we get the following according
to Proposition 7.4:
sX
t=0

2c − t
2s− 2t
X
i0
vuc+s−i−[(t+1)=2]
⊗[(t + 1)(Sq2iSqtk(x) + Sq2i−1; tk (x)) + tSq2i; tk (x)]:
By collecting equal powers of u we see that this equalsX
r0
vuc+s−r ⊗
X
i+j=r

2c − 2j
2s− 4j

(Sq2iSq2jk(x) + Sq
2i−1;2j
k (x))
+

2c − 2t + 1
2s− 4j + 2

Sq2i;2j−1k (x)

:
Thus it is enough to show that the k -operation satisesX
i+j=r

c − j
s− 2j

+

c − j
s− i

Sq2iSq2jk(x) = 0 (20)
and the Sq;k -operation satisesX
i+j=r

c − j
s− 2j

Sq2i−1;2jk (x) +
X
i+j=r

c − j
s+ 1− 2j

+

c − j
s− i

Sq2i;2j−1k (x) = 0:
(21)
We can rewrite (20) by using the Adem relations when possible and Lemma 7.7 belowX
3jr

c − j
s− 2j

+

c − j
s− r + j

Sq2(r−j)Sq2jk(x)
=
X
r<3j3r

c − j
s− 2j

+

c − j
s− r + j


X
t0

2j − 1− 2t
2(r − j)− 4t

Sq2(r−t)Sq2tk(x):
Thus (20) holds if we can prove the following relation on binomial coecients for
3j  r: X
r<3k3r

c − k
s− 2k

+

c − k
s− r + k

k − 1− j
r − k − 2j

=

c − j
s− 2j

+

c − j
s− r + j

: (22)
The left-hand side of (21) equalsX
t0

2c − t
2s− 2t

+

2c − t
2s− 2r + 1 + t

Sq2r−1−t; tk (x):
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By Theorem 7.8 below this equals
X
2r−1<3t

2c − t
2s− 2t

+

2c − t
2s− 2r + 1 + t


X
l0

t − 1− l
2r − 1− t − 2l

Sq2r−1−l;lk (x)
+
X
2r−13l

2c − l
2s− 2l

+

2c − l
2s− 2r + 1 + l

Sq2r−1−l;lk (x):
If we put c0 =2c; s0 =2s and r0 =2r − 1 we see that (21) also holds if we can prove
(22). We prove (22) in Lemma 8.4 in the next section.
Lemma 7.7.
Sq2r+1Sq2s+1k(x) = 0:
Proof. For k = 1 the result follows from Lemma 5:2. Assume the formula holds for
some k  1. Since k+1x = x 2 k kx we have
Sq 2s+1k+1(x) =
sX
i=0
(Sq i(x 2
k−1
))2Sq2(s−i)+1k(x):
If we apply Sq 2r+1 to this we get zero.
Theorem 7.8. The operations Sqa;bk satisfy odd Adem relations; i.e. for a< 2b and
a+ b odd we have
Sqa;bk =
[a=2]X
j=0

b− 1− j
a− 2j

Sqa+b−j; jk :
Proof. The case k = 0 is the usual Adem relations for a + b odd. The case k = 1 is
proved as follows. We may view Sqa;b1 as an element in S
2(A)=A⊗A=(a⊗b−b⊗a).
There is a commutative diagram
(A)??y
A⊗A p−−−! S2(A)
1+tw
??y q??y
A⊗A −−−! 2(A)
where p and q are the quotient maps, (A) is the kernel of q; tw the twisting map,
i.e. tw(a⊗ b) = b⊗ a and  is the inclusion (x ^ y) = x ⊗ y + y ⊗ x. Recall that A
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is a Hopf algebra with diagonal map
 :A!A⊗A;  (Sqr) =
rX
i=0
Sq i ⊗ Sqr−i :
In A⊗A we have the element
Ca;b1 =  (Sq
a)
[b=2]X
j=0
Sqj ⊗ Sqb−j +
[a=2]X
t=0
SqtSqb=2 ⊗ Sqa−tSqb=2
satisfying p(Ca;b1 ) = Sq
a;b
1 . The following relations holds:
(1 + tw)(Ca;b1 ) =  (Sq
aSqb) + Sqa=2Sqb=2 ⊗ Sqa=2Sqb=2:
When b+ a is odd the last term is zero. Dening
Ra;b1 :=C
a;b
1 +
[a=2]X
j=0

b− 1− j
a− 2j

Ca+b−j; j1
for a< 2b and a + b odd we see that (1 + tw)(Ra;b1 ) = 0. Thus p(R
a;b
1 ) 2 (A). But
since a + b is odd p(Ra;b1 ) \ (A) = 0 and p(Ra;b1 ) = 0 proving the case k = 1. The
case k  2 follows form the lemma below.
Lemma 7.9. Let A = F2[ai; j j i; j  0] and B = F2[bi; j j i; j  0]. Let A be A modulo
the Adem relation and the relation ap;q = 0 for p or q odd. Let B be B modulo odd
Adem relations. Dene
ca;b =
X
k;l
ak;l ⊗ ba−k;b−l 2 A⊗ B:
Then ca;b 2 A⊗ B satisfy odd Adem relations.
Proof. Dene  :B! A⊗B by  (br;s)=Pk;l ak;l⊗br−k; s−l. We must show that there
is a map  making the following diagram commutative:
B
 −−−! A⊗ B??y ??y
B
 −−−! A⊗ B
Dually, we must show that there is a map  making the following diagram commuta-
tive:
B
  −−− A ⊗ Bx?? x??
B
  −−− A ⊗ B
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Dening  :A! A⊗A by (ai; j) =Pk;l ak;l⊗ ai−k; j−l we have a coproduct on A and
the following diagram commutes:
B
 −−−! A⊗ B
 
??y ⊗1??y
A⊗ B 1⊗ −−−! A⊗ A⊗ B
Thus   denes an A module structure on B. There is an isomorphism between A and
A(2):=F2[Sq iSqj] given by ap;q 7! Sqa=2Sqb=2. Dually we have an ring isomorphism of
A

with A(2). The dual algebra of the mod 2 Steenrod algebra is a polynomial algebra
A = F2[i j i  0] where deg(i) = 2i − 1. We nd that A(2) = F2[1; 2]. Thus, it
is enough to show that the image of 1 : B ! B is contained in B and that the
image of 2 : B ! B is contained in B. Dually, we must show that the composite
 :B
 !A⊗ B! A⊗ B! B;
where the last map is projection on the a2;0 coecient when  = 1 and on the a2;4
coecient when =2 factors through B for =1; 2. This holds for 1 since 1(br;s)=
br−2; s + br;s−2 and thus corresponds to   . We nd that 2(br;s) = br−4; s−2. Assume
that r + s is odd and r < 2s. We have
2
0
@br;s + [r=2]X
j=0

s− 1− j
r − 2j

br+s−j; j
1
A= br−4; s−2 + [r=2]X
j=0

s− 1− j
r − 2j

br+s−4−j; j−2:
Changing summation index t= j− 2 in the last sum we get the odd Adem relation for
br−4; s−2 and 2 also factors through B.
8. Binomial coecients modulo 2
In this section we prove the binomial coecient summation formula stated in
Lemma 8.4 which was needed in the proof of Theorem 7.6. The main ingredient
is a summation formula by Adem. We give a new proof of this formula.
For any real number z and any integer n the binomial coecient
( z
n

is dened by
 z
n

:=
8>><
>>:
z(z − 1) : : : (z − n+ 1)
n!
; n> 0;
1; n= 0;
0; n< 0:
The following properties holds. If m is a positive integer and n>m then
(m
n

=0. For
all real numbers z and any integer n the Pascal triangle equality holds z
n

+

z
n+ 1

=

z + 1
n+ 1

: (23)
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For z> 0 and any integer n−z
n

= (−1)n

z + n− 1
n

:
It follows that for any integers m and n we havem
n

= (−1)n
−m+ n− 1
n

: (24)
In the rest of this section binomial coecients are always taken modulo 2. The
following summation formula can be found in [1]. Here we give an easier proof.
Theorem 8.1. For a; b; c 2 Z the following formula holds:
cX
k=0

a− k
k

b+ k
c − k

=

a+ b+ 1
c

: (25)
Proof. If c< 0 the theorem is trivial. Assume that c  0. Eq. (25) is equivalent to
showing the following for integers a; b; c where c  0:X
n+m=c

2m+ a
m

2n+ b
n

=

2c + a+ b
c

: (26)
This is seen by using (24) on each of the three binomial coecients in the formula.
Dene for all integers a
fa(t):=
1X
m=0

2m+ a
m

tm 2 F2[[t]]:
Note that f0(t) = 1. We see that (26) is equivalent to
fa(t)fb(t) = fa+b(t);
i.e. we must show
fa(t) = (f1(t))a (27)
for all integers a. By (23) we get
fa(t) + fa+1(t) = tfa+2(t): (28)
Using the binary expansion m=
Pt
l=0 ml  2l; ml = 0; 1 we have
2m+ 1
m

=
mt
0
mt−1
mt

  

m1
m2

m0
m1

1
m0

thus

2m+1
m

= 1 if and only if m= 2s − 1 for some integer s  0. That is
f1(t) =
1X
s=0
t2
s−1
and from this f1(t) + t(f1(t))2 = 1. Now (27) follows for a  0 by induction. It is
true for a= 0; 1. Assume it is true for a and a+ 1 where a  0. Then
t(f1(t))a+2 = (f1(t))a(1 + f1(t)) = fa(t) + fa+1(t) = tfa+2(t):
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Finally, we prove that f−a(t)= (f1(t))−a for a  1 by induction. Assume it holds for
−a+ 1 and −a+ 2. Then
(f1(t))af−a(t) = (f1(t))a(tf−a+2(t) + f−a+1(t))
= (f1(t))a(t(f1(t))−a+2 + (f1(t))−a+1) = t(f1(t))2 + f1(t) = 1
and we are done.
For a> 0 and c  a− 1 we have
a−1X
k=0

b− k
k

k − a
c − k

=

b− c
a− 1

: (29)
This follows from (25) and (24) since
k − a
c − k

=

a+ c − 1− 2k
c − k

=

a+ c − 1− 2k
a− 1− k

=
−c + k − 1
a− 1− k

:
From (25) and (29) we get for b  c  a  0
cX
k=a

b− k
k

k − a
c − k

=

b− a+ 1
c

+

b− c
a− 1

: (30)
Lemma 8.2. For x  0 and y 2 Z the following relation holds:
xX
j=0

x − j
y + j
−1 + j
x − j

=

x
jyj

:
Proof. We rst assume that y  0. For x = 0 the relation is trivial and we assume
that x  1. In (30) we perform the substitution a = y + 1; b = c = x + y; k = y + j.
We obtain
xX
j=1

x − j
y + j

j − 1
x − j

=

x
x + y

+

0
y

= 0:
Next assume that y  0. By the substitution a=−y− 1; b= c= x+ y in (25) we get
x
−y

=

x
x + y

=
x+yX
k=0

x + y − k
k
−y − 1 + k
x + y − k

=
xX
j=0

x − j
y + j
−1− j
x − j

:
Lemma 8.3. For a  0 and b; c 2 Z the following holds:
aX
l=0

b+ a− l
c + a− 2l

+

b+ 2l
c + l

l− 1
a− l

= 0:
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Proof. Let f(a; b; c) denote the left-hand side. We have f(a; b; c)= 0 for c  −a and
f(a; b; c) + f(a; b; c + 1) = f(a; b + 1; c + 1). Because of this it is enough to show
f(a; 0; c) = 0 for all c. Using Lemma 8.2 we nd
aX
k=0

a− k
c + a− 2k

k − 1
a− k

=
aX
k=0

a− k
−c + k

k − 1
a− k

=

a
jcj

: (31)
Assume that c  0. We have
aX
k=0

2k
c + k

k − 1
a− k

=
aX
k=−c

2k
c + k

k − 1
a− k

=
aX
k=−c

c − k − 1
c + k

k − 1
a− k

:
By the substitution l= c + k and (25) this gives
aX
k=0

2k
c + k

k − 1
a− k

=

c − 1
a+ c

=

a
a+ c

=

a
−c

: (32)
Assume that c  0. Since
2k
c + k

=

2k
k − c

=
−c − k − 1
k − c

;
we have
aX
k=0

2k
c + k

k − 1
a− k

=
aX
k=c
−c − k − 1
−c + k

k − 1
a− k

=
a
c

; (33)
where we have used (32) to see the last equality. Combining (32) and (33) we get
for c any integer
aX
k=0

2k
c + k

k − 1
a− k

=

a
jcj

: (34)
From (31) and (34) we see that f(a; 0; c) = 0.
Lemma 8.4. For integers c; s; r; j with 3j  r we haveX
3k>r

c − k
s− 2k

+

c − k
s− r + k

k − 1− j
r − k − 2j

=

c − j
s− 2j

+

c − j
s− r + j

:
Proof. Let f(c; s; r; j) be the sum of the left- and the right-hand sides. We have
f(c; s; r; j) + f(c; s + 1; r; j) = f(c + 1; s + 1; r; j) and it is enough to show that
f(0; s; r; j) = 0. Since k > r=3  j we have k − 1 − j  0 and

k−1−j
r−k−2j

= 0 un-
less k − 1 − j  r − k − 2j. Using this and the fact that j  r=3 we see that we can
extend the summation to 1 + j  k <1. Using this and (24) we obtain
f(0; s; r; j) =
1X
k=j

s− 1− k
s− 2k

+

s− 1− r + 2k
s− r + k

k − 1− j
r − k − 2j

:
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By the substitution l= k − j; a= r− 3j  0; b= s− 1− r+2j; c= s− r+ j the result
follows from Lemma 8.3.
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