In this article, we prove that (−∆) s p u(x) is bounded in the unit ball B 1 ⊂ R n , where u(x) = (1 − |x| 2 ) s + . And we then introduce a Hopf's theorem for u ∈ C 1,1 loc ∩ L sp by subsolution and comparison principle method.
Introduction and main results
In order that the integral on the right hand is well defined, we require that
When p = 2, (−∆) s 2 becomes the fractional Laplacian operator, Caffarelli and Silvestre [1] introduced an extension method to cope with the nonlocality of the operator. Silvestre [9] , Ros-oton and Serra [8] discussed about the regularity of equations involving the fractional Laplacian operator. Chen, C.Li and Y.Li [3] , Chen, C.Li and Qi [5] introduced direct method of moving planes and moving spheres for the factional Laplacian operator.
When p = 2, (−∆) s p is no longer a linear operator. For p = 2, we know that (−∆) s u(x) = const for x ∈ B 1 , where u(x) = (1 − |x| 2 ) s + . This is proved by Getoor [7, Thoeorem 5.2] with Fourier transforms and hypergeometric functions. But for p > 2, Fourier transform does not work anymore due to the nonlinearity when p > 2, and we could not find out any hypergeometric function to exploit. So people even do not know whether (−∆) s p u(x) is bounded. In fact, in 1 dimension, we can claim (−∆) s p u(x) is not constant by numerical computation. In this article, we will prove that (−∆) s p u(x) is bounded, which plays a pivotal role in the proof of Hopf's theorem. To our knowledge, this is the first time to prove the boundedness of (−∆) s p u(x). Our proof is based on rigorous analysis on the singular term of (−∆) s p u(x), more precisely, we find the exact coefficient of the singular term and we prove the coefficient identically equals to 0. It is worth mentioning that the fact that (−∆) s p u(x) is bounded itself deserves certain attention. And Hopf's theorem plays a critical part in classical theories, so we believe our results will definitely promote the study of the Fractional p-Laplacian.
Chen and C.Li [2] proved a boundary estimate for (−∆) s p operator, which is a key part in the moving plane method. And the boundary estimate plays the role of Hopf's theorem to some degree. Del pezzo and Quaas [6] , Chen, C.Li and Qi [4] have proved some Hopf's theorem for u ∈ Ws, p(Ω). But the function space is Ws, p(Ω) is different with our function space C 1,1 loc ∩ L sp . We will give an example that there is a function belongs to C 1,1 loc ∩ L sp \ Ws, p. In this paper, we will prove a Hopf's theorem for u ∈ C 
where Ω is any bounded domain with a uniform interior ball condition (e.g. a domain of class C 1,1 ). Then there is a constant C = C(Ω, u) > 0, such that
This paper is organized as follows. Section 2 is devoted to show (−∆) s p u(x) is bounded for 1 dimension. Section 3 is intended to show boundedness of (−∆) s p u(x) operator for higher dimensions. Section 4 is contributed to prove Hopf's theorem 1.2 . The constant C may vary from line to line or even in the same line.
n = 1
In this section, we will prove that (−∆) s p u(x) is bounded in the ball B 1 , where u(x) = (1 − x 2 ) s + . Due to the symmetry, we only need to consider x ∈ (0, 1). Moreover, we only need to think about the case that x is close to 1. For some δ > 0 fixed, and x < 1 − δ, we will treat this case in Section 3 for all dimensions.
Step 1. Firstly we give a general estimate for (−∆) s p u(x) and x is close to 1. For simplicity, we omit the constant C n,s,p .
(−∆)
Where
So I 1 , I 2 , I 5 , I 6 are uniformly bounded. Then we only need to consider I 3 , I 4 .
where we used the substitution
Similarly, we deal with I 4 .
Step 2. The aim of this part is to simplify (1
To be precise, we will prove
and
Firstly, we cope with the term (1 − x) −s I ′ 3 .
(
This is because lim sup
Next we are going to prove there is a constant C > 0, such that
First we consider the difference,
And similarly,
Secondly, we estimate the term (1
Next we will prove
This is due to lim sup 
Now we claim that there is a positive constant C > 0, such that
Because x is close to 1, we have
where we used the estimate
And there is a positive constant C, such that
This is because when x is close to 1, we have
Step 3. We will prove the singular term is bounded uniformly. By the above simplification, the singular term of (−∆)
Furthermore, there is a constant C > 0,
Hence we only need to prove the following integration identity:
So we begin to prove the above identity. For any ǫ ∈ (0, 1) fixed, we have
We notice that
where we used the change of variable
Now we consider the three terms separately and let ǫ goes to 0.
Therefore we have completed the proof of the identity. And hence we have proved the boundedness of (−∆) s p u(x) for 1 dimension.
n ≥ 2
The purpose of this section is to prove that (−∆) s p u(x) is bounded in the ball B 1 for higher dimensions, where u(x) = (1 − |x| 2 ) s + . Step 1. Due to the symmetry, we assume x = (x, 0, . . . , 0) ∈ B 1 is close to (1, 0, . . . , 0), and y = (y 1 , y 2 , . . . , y n ) =: (y 1 ,ȳ). We omit the constant C n,s,p for simplicity.
dy.
Set z = (z 1 ,z), where
Now we start to estimate the coefficient term.
Step 2. In this part, we will prove lim ǫ→0 J 1 = 0. We omit the constant for simplicity.
Firstly, we give an estimate on J 12 ,
Secondly, we estimate J 11 by taylor expansion,
Moreover, we have 
Hence J 1 → 0 as ǫ → 0.
Step 3. We work on J 2 partly,
, then 
Step 4. In this step, we will figure out 1 + 1 ′ , Step 5. From now on, we will provide estimates item by item. In this part, we claim that 4 ′ , 5 ′ , 6 ′ are bounded when multiplied by (1 − x) −s for x close to 1, i.e. we can throw away the three terms.
Step 6. We assert that 3 can be replaced by
This is because
Step 7. We will prove that (I I I) can be replaced by
Firstly, we will prove that (I I I) can be substituted by 
Furthermore, (I I I) can be replaced by
This is due to
Step 8. In this part, we will simplify the form of (I) . We are going to prove that (I) can be replaced by
Firstly, we will prove that (I) can be reduced to 
On the one hand, 
−s 
And,
On the other hand, similarly, we have (1 + w 1 )
Moreover, we derive from the above arguments that (I) can be replaced by 
Furthermore, we conclude this step by the following estimate.
Step 9. We demonstrate that 2 can be dropped, i.e. (1 − x) −s 2 is bounded when x is close to 1.
For one thing,
For another thing,
Step 10. We will prove that (1 − x) −s 3 ′ is bounded when x is close to 1.
On the one hand,
On the other hand,
Step 11. This part is intended to prove that (1 − x) −s 2 ′ is bounded when x is close to 1.
(1 − 
We will estimate the two terms separately. (
And
In addition, 
Step 12. We plan to prove that (1 − x) −s (I I) is bounded for x close to 1.
(1 − x) −s 
Step 13. We finally prove that (IV) can be reduced to
Firstly, we prove that (IV) can be replaced by 
By considering the difference, 
We begin to evaluate the first two terms separately, 
The proof of the identity is located in Step 3 in Section 2.
Step 
Hence we have proved the boundedness of (−∆) s p u(x) for higher dimensions.
Hopf ′ s theorem
We first give an example of a function in C 
