Introduction
Thermal free convection in a horizontal layer of liquid is still an active field of research since the first experimental studies by H. Bénard a century ago. Driv-ing forces can originate from density or surface tension dependency on temperature, respectively responsible of buoyancy forces or surface tension gradients.
Theoretically, the mechanisms leading to hydrodynamic instabilities have been elucidated first by Rayleigh [33] for the buoyancy-driven flow (Rayleigh-Bénard convection), and by Pearson [31] for the surface-tension-driven flow (Bénard-Marangoni convection). Pearson showed that, for the most common pure liquids, the thermal instability threshold was driven by Marangoni effect for layer thicknesses approximately lower than 1 cm, and by buoyancy for higher thicknesses. Another instability mechanism due to surface deformation can also be present: it is known as the long-wave instability (Scriven and Sternling [41] , Reichenbach and Linde [34] , Goussis and Kelly [18] ). In liquid mixtures, density and surface tension can also depend on concentration. In that case, the above thermal instability mechanisms have also solutal counterparts. For a review of recent developments of Rayleigh-Bénard-Marangoni free convection see Bodenschatz et al. [5] , Schatz and Neitzel [39] , Colinet et al. [9] , Nepomnyashchy et al. [30] , Manneville [24] .
Free convection induced by evaporation has been studied for a long time, both experimentally and theoretically. In pure liquids or solutions, evaporation at the upper free surface generates a temperature gradient induced by cooling through vaporization latent heat. In the case of solutions, this evaporation also produces a concentration gradient due to difference of components volatility. Both gradients might cause four instability mechanisms at the origin of convective patterns: buoyancy via thermal effects (thermal Rayleigh-Bénard), buoyancy via solutal effects (solutal Rayleigh-Bénard), Marangoni via thermal effects (thermal Bénard-Marangoni) and Marangoni via solutal effects (solutal Bénard-Marangoni). Spangenberg and Rowland [44] used a schlieren technique to characterize the flow pattern driven by thermal buoyancy at the surface of an evaporating thick layer of pure water (10 cm). Berg et al. [4] found a great variety of patterns applying the same technique to several pure substances and solutions of different thicknesses. Certain patterns were induced by buoyancydriven-instability, and others by surface-tension-driven instability. In the latter case, these authors demonstrated the importance of surface contamination, very effective for aqueous systems. Indeed, thermal Marangoni convection can hardly be observed in water, because of the high sensitivity of water surface to contamination (Cammenga et al. [7] ). More recently, Toussaint et al. [46] and Bassou and Rharbi [2] performed experimental studies of free convection occuring during the drying of polymer solutions. Zhang and co-authors used shadowgraphs techniques to characterize the patterns observed during the drying of NaCl/water solutions (Zhang et al. [57] ) and ethanol/water solutions (Zhang et al. [58] ).
In these evaporative convection phenomena, which are generally of transient nature, the determination of conditions corresponding to the onset of free convection motivated a lot of works. Some authors performed a linear stability analysis of a one-dimensional steady basic state in a liquid/gas bilayer, when constant temperatures and/or concentrations were prescribed at the bottom and top boundaries (see for instance Merkt and Bestehorn [26] , Moussy et al. [29] , Machrafi et al. [23] ). When the basic state is unsteady as for most of the evaporation processes, various approaches were implemented. The frozen-time approach has been used by Vidal and Acrivos [53] to determine the time of thermal Bénard-Marangoni convection onset in a shallow layer of propyl alcohol. In this approach, one applies a classical normal mode stability analysis to the unsteady basic temperature profile frozen at each given time t. The amplification method, which fully takes into account the transient nature of the basic state, was used by Foster [16, 15] to determine the onset time of thermal Rayleigh-Bénard convection in a deep layer of water (10 cm). Good agreement was obtained with experiments for an amplification factor around 10-100. More recently, Doumenc et al. [12] used a non-normal method, which is also based on amplification ideas, to determine the stability conditions of the thermal Rayleigh-Bénard-Marangoni problem in drying polymer solutions. In the thermal problem, Touazi et al. [45] determined the stability threshold using direct nonlinear simulations, and found a good agreement with non-normal results. For the transient solutal problem, nonlinear simulations were also used by Trouette et al. [48] to pinpoint these thresholds in a configuration with a flat interface and variable viscosity. Serpetsi and Yiantsios [42] also studied the stability of the solutal problem, for a constant viscosity but a deformable interface, using the frozen state approach and nonlinear simulations.
For a given problem, such analysis helps to exhibit the mechanism producing the convection onset. This is particularly interesting for binary mixtures, where many such mechanisms can be potentially active. Pearson [31] extended his famous stability analysis of a pure liquid, to show that a 0.5 mm thick layer of 5 % of ether in liquid paraffin was unstable for the thermal and solutal surfacetension-driven problems, but stable for buoyancy. For the water/ethanol system, Machrafi et al. [23] took into account buoyancy and surface tension effects, of thermal and solutal origin, as well as Soret effect in their linear stability analysis.
They concluded that the stability threshold was driven by the solutal Bénard-Marangoni mechanism. In drying polymer solutions, de Gennes [10] used scaling arguments to estimate the critical thickness of the Bénard-Marangoni instability.
He concluded that the solutal critical thickness was much smaller than the thermal one, so the concentration effects should dominate the thermal effects.
However, drying experiments on polymer solutions performed by Toussaint et al. The present article focuses on the leading mechanisms and critical conditions for a specific type of evaporative convection: the one occuring in a plane layer geometry and induced by evaporation of a volatile solvent in which a non-volatile solute is diluted. Such a case is of particular interest for coating applications.
Indeed, drying of such mixtures (polymer solutions, colloidal suspensions,. . . ) leads to solid-like deposit on the substrate at the end of the process. In some cases, this deposit presents undesirable undulations (self-patterning). Although ruptures of a superficial glassy crust (de Gennes [11] ) or buckling of a glassy elastic skin (Huraux et al. [20] ) are proposed explanations for these undulations, free convection cells observed during drying are often invoked to understand the non uniform thickness of the final deposit (Sakurai et al. [38] , Weh [54] , Sakurai et al.
[37], Gorand et al. [17] , Bassou and Rharbi [2] , Minaȓík et al. [27] , Uchiyama et al. [50, 49] , Jun and Lee [21] ). For instance, Bassou and Rharbi [2] provides strong experimental evidences connecting solutal Bénard-Marangoni cells and deposit patterning. Apart from this latter work, the convection mechanism (thermal or solutal, surface-tension-or buoyancy-driven) is generally not specified, or it is not supported by clear-cut arguments.
In our previous studies, the thermal problem (Doumenc et al. [12] , Touazi et al. [45] ) and the solutal problem (Trouette et al. [48] ) have been studied independantly. The present work aims at discriminating which is the dominant mechanism for a given set of experimental parameters corresponding to configurations above the thermal and solutal thresholds. When the solutal and the thermal problems are both unstable, it is shown that a stability analysis cannot provide a complete answer. It is then necessary to study the nonlinear regime to decide which mechanism produces the highest velocity in the liquid layer. This article is organized as follows. In section 2, we briefly present the experimental configuration which have been considered to study this transient problem.
In section 3, models and dimensionless numbers characterizing the thermal or solutal problems are detailed. Section 4 describes the different methodologies used to derive the conditions leading to convection onset or stability thresholds.
In particular, the time and wavelength corresponding to the onset of convection are determined for given non-dimensional numbers. In section 5, comparisons of these results with experiments are presented. First the stability threshold is obtained for both the thermal and the solutal problems. Thereafter, we focus on cases where both thermal and solutal problems are unstable. Critical times, and wavelengths predicted by the thermal and the solutal models are compared with experimental data. In section 6, we focus on the quasi-steady regime in Bénard-Marangoni convection for which we propose a scaling analysis. This provides simple relations for the orders of magnitude of the thermal and solutal velocities in the nonlinear regime. Finally experimental results for the solutal case are compared with the above scaling.
Experimental Configuration
The typical behavior observed during the drying of a polymer solution is illustrated in figure C.1 for a 8 mm thick plane layer. First, a decrease of the evaporative solvent mass flux per unit area, Q m , is observed (0 ≤ t t 1 = 1500 s). The second stage (t 1 t t 2 = 4000 s) is characterized by a nearly constant evaporative flux (see Trouette et al. [48] for details). In the final regime (t 2 t), the evaporative flux decreases. First it slowly decreases then it rapidly falls down (t 3 = 26 000 s t).
This behavior can be accounted for by using a relationship between Q m and the saturated vapor pressure P V S of the volatile solvent above the interface.
Indeed let us restrict ourselves to the common situation in which evaporation is limited by vapor diffusion in an inert gas, usually air at atmospheric pressure (liquids in contact with their pure vapor can lead to very different behaviors, see for example Uguz and Narayanan [51, 52] ). In that case, the phenomenological law (see Guerrier et al. [19] )
applies where (c g S ) interf ace (resp. (c g S ) ∞ ) denotes the solvent vapor concentration in air at the interface (resp. far from the interface). (c g S ) ∞ is zero in our experiments and (c g S ) interf ace is given assuming local thermodynamic equilibrium. M S stands for the solvent molar mass, R the ideal gas constant. The mass transfer coefficient h m depends on the air velocity above the solution which is kept constant during all experiments. It is evaluated from measurements obtained from the evaporation kinetics of a pure toluene layer (Toussaint et al.
[46], Doumenc et al. [12] ).
The dependency of P V S on both temperature T and solvent concentration at the interface ϕ s explains the succession of several regimes for evaporation flux Q m . The decrease of Q m for 0 ≤ t t 1 is associated to a thermal transient regime in which the cooling induced by evaporation reduces the saturated vapor pressure. onset, we use two separate models: a thermal model and a solutal one. We therefore ignore thermal and solutal coupling effects. This assumption is consistent with our objective, which is the determination of the leading mechanism at short time, just after convection onset. A complete thermo-solutal model would be desirable for a more detailed analysis (like for instance prediction of 3D patterns), or to investigate longer times, when the thermal problem depends on concentration through the viscosity. In addition, Soret effect is supposed to be negligible (this assumption will be justified a posteriori by scaling arguments) and we disregard the long-wave instability. This latter mechanism may be pertinent in some experiments (see the numerical simulations by Yiantsios and Higgins [55, 56] for the thermal and solutal problems) but it has not been observed in the experiments presented in section 2. Since we focus on the beginning of the drying (a few minutes), the liquid height and viscosity variations can be neglected. This assumption has been used in the thermal model. In the solutal model, which has been developped in a previous work to simulate solutal convection over longer times (Trouette et al. [48] ), liquid height and viscosity variations are taken into account. For a detailed description of the validity domain of the thermal model, see Doumenc et al. [12] , Touazi et al. [45] . The assumptions and the validity domain of the solutal model can be found in Trouette et al. [48] .
Thermal model
The velocity field, v = v x e x + v z e z , is governed by the Navier-Stokes equations in the context of Boussinesq approximation: density ρ is taken to be the density at T = T ∞ except for the buoyancy term where one sets
with α th the thermal expansion coefficient. Surface tension σ(T ) is a linearly decreasing function of temperature T .
where γ th > 0. Finally, the fluid is characterized by a thermal diffusivity κ. At the upper surface z = d, the balance of tangential forces reads
and the conservation of energy flux is ensured through the phenomenological equation (for a derivation see Doumenc et al. [12] ) (5) where λ denotes the thermal conductivity of the liquid, h th the heat transfer coefficient between the gas and the liquid.
The governing equations are put in a dimensionless form using the constant layer 
denotes the steady temperature difference in the final steady state regime (t 1 t). The superscript * is used for dimensionless variables of the thermal model.
In Cartesian coordinate system, the equations for dimensionless velocity v * , dimensionless deviation from the hydrostatic pressure p * and dimensionless tem-
This system depends on five dimensionless parameters: Rayleigh, Marangoni, Biot, Prandtl numbers and an aspect ratio
The analysis is restricted to Prandtl number P r ≥ 1. This assumption is clearly valid for most of the liquids, if one excepts liquid metals. It means that the thermal diffusion time scale is always larger than the viscous diffusion time scale. In all the simulations, the aspect ratio is large (A = 20 for the thermal problem). It was checked that, when large enough, A does not affect our results.
Solutal model
In the solutal model, the temperature is assumed constant (T ≃ T ∞ ) and the fluid is a binary solution with a constant diffusion coefficient D. The system is characterized by the solvent volume fraction ϕ s (x, z, t) or the polymer volume fraction ϕ p (x, z, t) = 1 − ϕ s (x, z, t). During drying, these concentrations are inhomogeneous and unsteady up to the very end when the film is totally dry
The velocity field is governed by the Navier-Stokes equations. The difference between pure polymer and pure solvent densities being around 6% for PIB/toluene and 20% for PS/toluene, density ρ is assumed constant and equal to ρ i the density at the initial solvent volume fraction ϕ si , except for the buoyancy term where one sets
where ρ 0 denotes the density of the pure solvent and α sol > 0 the solutal expansion coefficient. The interface possesses a surface tension σ which is a linear function of ϕ s
with σ 0 the surface tension of the pure solvent and γ sol > 0. By contrast to the thermal model, this model was used previously to study solutal convection over time horizon t = t 2 , so it takes into account the variation of viscosity µ with respect to the the polymer volume fraction ϕ p . For the two polymer solutions (PIB/toluene and PS/toluene) used to compare models to experiments, viscosity varies over several orders of magnitude (see figure C.3). This dependency is
represented by an empirical law
with Y = log 10 (ϕ p ) and a i are fixed coefficients (for details see Appendix A).
We assume that the evaporative flux remains constant. As mentioned in 
The solvent and polymer mass conservation leads to two additional boundary conditions (see Trouette et al. [48] for a derivation) 
where ϕ si is the initial solvent volume fraction and ∆ϕ is based on the concentration gradient near the interface and the layer thickness
where ϕ si is the initial solvent volume fraction and P e int ≡ v ev d i /D is a Péclet number based on the interface velocity (Trouette et al. [48] ).
This scaling is customary when the evaporation flux is imposed at the boundary. The dimensionless equations for v + , p + and φ s then read
∂φ s ∂z + + 1 − P e int φ s = 0 at z
This problem depends on the initial solvent volume fraction ϕ si through the concentration-dependent viscosity µ/µ i (see Eq. (17)), on the Péclet number P e int , as well as on the Rayleigh, Marangoni, Schmidt dimensionless parameters and on the initial aspect ratio A
with α
. In all simulations, the aspect ratio is large (5 ≤ A ≤ 30 for the solutal problem). It was checked that, when large enough, A does not affect our results.
Convection Onset and Marginal Stability Determination Methods
The configurations studied are known to display a transition from a purely diffusive state to convective patterns. Since the undisturbed pure diffusive state is unsteady, determination of convection onset amounts at defining a time for convection onset and a corresponding wavenumber. In the subsection below, we present linear and nonlinear methods to determine when does the convection start for a given set of control parameters (14) or (29), and at which wavelength.
This leads also to the determination of the marginal stability curve for this unsteady problem.
Time and wavenumber corresponding to Convection Onset: Nonlinear Approach
This first method necessitates nonlinear two-dimensional simulations to be performed. For both thermal and solutal problems, they are based on finite volume schemes (see Touazi et al. [45] and Trouette et al. [48] for details). In order to take into consideration the moving upper surface in the solutal problem, this numerical method is based on moving grids (Trouette et al. [48] ). In both models, the initial velocity field is set to zero. For the thermal problem, the initial dimensionless temperature field θ(x * , z * , t * = 0) is a random perturbation added at each discretized spatial location. This random perturbation is of zero mean and uniformly distributed between −r * /2 and r * /2 [47, 8] . For the solutal problem, the initial dimensionless solvent volume fraction φ s (x + , z + , t + = 0) is also a similar random field of zero mean and uniformly distributed between −r + /2 and r + /2.
Let us denote by < q(z 0 , t) > the mean of quantity q(x, z 0 , t) spatially averaged over the horizontal plane z = z 0 . For the thermal problem, these simulations provide the difference < T (z = 0, t) > − < T 
Time and wavenumber corresponding to Convection Onset: Linear Approaches
Other methods which are used to determine convection onset are quite different being based on linear arguments. They are here presented only for the thermal problem with infinite aspect ratio. The linear theory accounts for the dy-
superposed near the purely diffusive basic state θ BS (z * , t * ) (which is simulated setting Ra th = M a th = 0). They are assumed of the form
where k * denotes the nondimensional wavenumber along the x * direction. The complex amplitude of the perturbations are governed by the linear system
In this linear framework, various alternatives are possible to evaluate the time of convection onset. First, one may use a frozen-time approximation which considers at each time t * the unsteady temperature basic profile θ BS (z * , t * ) and applies the classical normal mode stability method to this frozen state θ BS (z * , t * ). The first time for which the stability spectrum of all wavenumbers contains an eigenvalue with a zero real part, is defined as the onset time t * (f r) on .
This naturally leads to a critical wavenumber k * (f r) on as well.
Another linear approach explicitly takes into account the unsteady character of basic profile θ BS (z * , t * ). It is based on the non-normal method (for details see Doumenc et al. [12] ). For the non-autonomous system (31)-(36), the standard notion of growth rate based on eigenvalues is no more valid. One should resort to amplification gains as a function of time to characterize the flow stability. Given an initial disturbance profile, a time t * , and a wavenumber k * , one defines two different norms E V and E T for the perturbation amplitudes. The first norm is based on the kinetic energy of perturbations
where superscript # denotes complex conjugation. The integration is performed over the entire layer height and perturbations are obtained after integrating the above linear non-autonomous system (31)-(36) over the time period [0, t * ]. The second norm is based not on the velocity field but on the temperature field:
The amplification gain at time t * and for each wavenumber k * is then evalu- 
] over all possible initial perturbations profiles; and (b) to exhibit the optimal perturbation mode defined by its initial z * −profile, which actually reaches this upper bound (Schmid and Henningson [40] ).
Using the valueĜ(t * ; k * ), it is feasible to extend to unsteady flows the usual concepts of classical stability analysis. For instance,Ĝ(t * ; k * ) can be maximized over wavenumber k * providing a maximum amplification G max (t * ). This value is effectively reached for a specific wavenumber k * max (t * ) and for a specific initial perturbation structure in z * . These latter two quantities play the role of the most amplified wavenumber and of the most amplified mode for the standard analysis but at a given time t * . Let us now consider a threshold G thres . When the system is capable to reach such a value G thres , the basic flow is considered as unstable. The first time when G max (t * ) = G thres defines a new time t * (nn) on of convection onset (where superscript "nn" stands for non-normal) and an associated wavenumber k * (nn) on
).
Comparisons between approaches
By varying the threshold value G thres , the non-normal analysis provides an interval of times t * (nn) on shown in figure C.6 in the pure Marangoni case. Between Finally the frozen-time approach provides a value t * (f r) on which is always a lower bound for t * (nn) on or t * (nl)
on . Figure C. 7 indicates that the same comments apply for the critical wavenumber
, thus demonstrating that nonlinear and non-normal approaches for G thres 100, though of a different nature, give equivalent results.
Based on this remark, in most of the cases considered in this work, we will mainly use the nonlinear approach to determine the conditions of convection onset. Moreover direct numerical simulations also give a more complete description by providing velocity fields in the nonlinear regime and time evolution of the wavelengths.
Critical Control Parameters
For some sets of control parameters (M a th , Ra th , Bi, P r), the critical times
or t * (nl) on cannot be defined. For instance, this happens in the nonnormal mode approach when G max (t * ) always remains below G thres . In that case, convection is predicted not to occur and the system to be stable through the instability mechanism considered. Critical Rayleigh or Marangoni numbers can be then defined as the smallest Rayleigh or Marangoni numbers for which times of convection onset appear. In the control parameters space, a marginal stability curve such as Ra c th (Bi, M a th , P r) can also be computed, each point of the curve being associated to critical optimal time t * c = t * on (Ra c th , M a th , Bi, P r) and a critical wavenumber k * c = k * on (Ra c th , M a th , Bi, P r). The results of marginal stability curve has been extensively analyzed in previous studies. See Doumenc et al. [12] , Touazi et al. [45] for the critical conditions of the thermal problem, and Trouette et al. [48] for the solutal problem. Here it is introduced because of the comparison with experiments performed in section 5.1.
Comparisons of numerical predictions with results of PIB/toluene
experiments.
Comparisons of critical control parameters
Experimental data and previous numerical results for thermal and solutal models which provided stability thresholds are gathered in figure C. In the subsections below, we focus on configurations above the thermal and solutal stability thresholds.
Comparisons of t * on when thermal and solutal problems are both unstable
From figure C. 
Comparisons of wavelengths and velocities when thermal and solutal problems are both unstable
The wavelengths obtained by numerical simulation or experimental visualization are compared in figure C.9. For both test cases, the observed wavelengths are in very good agreement with the thermal model results while the solutal wavelengths are significantly lower. This is true near the onset but remains so in the later saturated regime.
The preponderance of the thermal mechanism for the two configurations is confirmed by the quantification of velocities (see figure C.10). Velocities induced by thermal effects predominate over the one of solutal origin: thermal velocities are an order of magnitude larger than solutal ones for test case 1, half a decade for test case 2. When the thermal convection is not active, velocities induced by solutal gradients exist but are too small to be detected by visualization used in the mentioned experiments (see section 6.2 for a more general argument). This explains the paradox mentioned in subsection 5.1. As a conclusion, the analysis of these two test cases clearly highlights the need for a complete characterization of convective regimes to determine the dominant mechanism. Beyond threshold estimation, the saturating amplitude of the instability is also an important parameter.
6. Quasi-steady regime in the Bénard Marangoni convection.
Previously, we have seen that estimating the velocity field in the quasisteady regime may be a way to determine which is the instability mechanism that predominates when both mechanisms are simultaneously unstable. Here we focus on the quasi-steady regime where it is possible to establish scaling laws for velocity field and thus to compare thermal to solutal contributions.
This generalization is performed for the Bénard-Marangoni problem taking into account both thermal and solutal effects but neglecting buoyancy (Ra th = Ra sol = 0). This is a relevant assumption for thin films encountered in coating applications.
Scaling laws and comparison with numerical simulations
Based on some simplifying assumptions, scaling laws are obtained by "solving" equations of thermal and solutal models in terms of order of magnitude.
All the equations below and in Appendix B must be hence understood as orders of magnitude only since these scalings do not give prefactors. Note that this approach is similar to the analysis of a transient free convection problem described in Bejan [3] , and has already been applied to the thermal Bénard-Marangoni problem in an evaporative liquid (Touazi et al. [45] ). In the following, the notation "x y" (resp. "x y") stands for "x ∼ y or x ≪ y" (resp. "x ∼ y or x ≫ y"). The main assumptions are as follows:
H1 Below the free surface, we assume the existence of a hydrodynamic, a thermal as well as a solutal boundary layer of respective thicknesses δ H , δ T and δ S .
H2 Time derivative terms are neglected (quasi-steady regime).
H3 Temperature (resp. solvent concentration) variations across a convective cell in the vertical and horizontal directions are of same order of magnitude. They are denoted by ∆θ (resp. ∆φ s ).
H4
The wavelength of convective structures scales with the layer thickness.
Hence the order of magnitude of the dimensionless characteristic length in the horizontal direction is one.
H5
The analysis is restricted to fluids characterized by a Prandtl number P r 1 (resp. Schmid number Sc 1).
H6 Even for solutal model, viscosity and layer thickness are assumed constant and equal to their initial values. This is valid since we focus on the beginning of drying.
Scaling analysis of the thermal problem and its validation by comparison with numerical simulations have been presented in a previous paper (see Touazi et al. [45] ). Scaling laws of the solutal configuration are derived in Appendix B. Table 3 
Comparison of thermal and solutal velocities
or in dimensional quantities: 
The above result has been derived for pure Marangoni configurations, i.e. neglecting buoyancy, and assuming that both thermal and solutal problems are unstable. In such a configuration, it leads to the following conclusion: when the thermal and solutal mechanisms are both involved, comparison of stability thresholds or critical times is not sufficient. It is also necessary to consider the velocities induced by the two phenomena. For dilute solutions (e.g. ϕ pi = 0.006 as in experimental test case 1), the thermal velocity is one order of magnitude higher than the solutal one, which is consistent with the result presented in figure C.10. The two velocities would reach the same order of magnitude for ϕ pi ≃ 0.2. Higher polymer volume fraction would induce very high viscosity (see figure C. 3), so we can conclude that, for the two polymer solutions under investigation, if thermal convection is present, it could hardly be dominated by solutal convection.
Comparison with PS/toluene experiments
The set of experiments performed by Bassou and Rharbi 
Conclusion
In this study, we present a detailed analysis of free convection occuring dur- Appendix A. Physical properties of PIB/toluene and PS/toluene solutions
Viscosity
To take into account the variation of the solution viscosity with solvent concentration, we use the empirical law interpolated from measurements (data from Gorand et al. [17] , Mark [25] for PIB/toluene, Bassou and Rharbi [2] for PS/toluene): 
Mutual diffusion coefficient
To the best of our knowledge, there is no available data in the literature for the mutual diffusion coefficient of PIB/toluene solutions at room temperature, for the concentration range covered by our experiments. Nevertheless, a rough estimate D ≃ 10 −10 m 2 s −1 can be obtained by extrapolating measurements performed in the concentrated regime by Doumenc et al. [13] .
On the contrary, the mutual diffusion in PS/toluene system has been widely characterized. Values in [32] for D, the two last references also provide S T ). The uncertainty range of D represents the scattering over the different sources. The differences between S T values from Zhang et al. [59] and Rauch and Kohler [32] are lower than the experimental uncertainty, which is around 10 −3 .
Other physical properties
Some properties of PIB/toluene and PS/toluene solutions are assumed to be equal to those of pure toluene (from Riddick et al. [35] , Monteil and Postel [28] )
Specific properties of the PIB/toluene solution are the following ones (cf. [46, 25] for details):
PIB molar mass: M w = 500 kg.mol 
the variation of solvent volume fraction and velocity can be found:
The transport equation (B.4) expresses the balance between the solvent supplied by convection along the x-axis, the solvent supplied by convection along the zaxis, and the diffusion in the liquid. These three terms are respectively of order Since we assume that Sc 1, this means that δ S δ H (for δ H ∼ 1, this is obviously true). Note as well that this implies that case 1' is not possible.
Due to the fact that φ s ≤ 0 and ∂ z φ s ≤ 0, the boundary condition (B.7)
expresses the balance between only two terms: These relations should be compatible with the assumptions which imposes
For the other cases, the method is similar. The synthesis of all the cases are presented in tables 3 and 4. The different domains are displayed in figure C.11.
Appendix C. Soret effect
Our objective is to show that Soret effect is negligible compared to the diffusion flux driven by the concentration gradient. We consider the configuration of 
Soret effect is negligible if the condition
The order of magnitude of j f is readily obtained using the scaling laws of B region in table   3 :
A higher bound of j s can be derived from the temperature gradient of the diffusive thermal state (indeed, solutal convection can only decrease the temperature gradient by mixing). For the configurations under consideration, Bi 1 and the dimensionless temperature gradient reads ∂θ ∂z * ∼ Bi (see the study of the thermal basic state by Doumenc et al. [12] ). We get:
The desired relation follows:
with Le ≡ κ/D the Lewis number, L the latent heat of vaporization and c the heat capacity. From Appendix A we get Le ∼ 10 3 and (S T Lc −1 ) ∼ 10. The two last terms are of order of 1, so the final result is:
This result clearly supports the assumption of negligible Soret effect. [17], Mark [25] for PIB/toluene, Bassou and Rharbi [2] for PS/toluene). given by the frozen-time approach ; t * (nn) on given by the non-normal approach with E T norm and different thresholds G thres ; t * (nl) on given by the nonlinear approach for different perturbation amplitudes (10 −7 ≤ r * ≤ 10 −2 for M a th = 2 × 10 4 , 10 −9 ≤ r * ≤ 10 −4 for M a th = 9 × 10 4 and M a th = 2.5 × 10 5 ). The other dimensionless parameters are such that Ra th = 0, Bi = 0.01. For non-normal and frozen-time methods, Prandtl number is set to P r = ∞, for the nonlinear approach, it is set to P r = 100. 
