Abstract. Proving deadlock freedom for distributed applications is complex. It becomes even harder if those applications dynamically adapt to face needs which were unexpected when the application was deployed or even started. We present a framework ensuring this key property by construction. Our framework includes a language called Adaptive Interaction-Oriented Choreography (AIOC) for programming adaptive distributed applications. Adaptation is enacted by rules, which can be defined and added while the application is running. One AIOC describes the behaviour and the interactions of multiple participants from a global viewpoint. Executable code for each participant is automatically generated from the AIOC. We prove correctness of code generation by defining labelled transition system semantics for both AIOCs and the code of the distributed participants, and proving a trace equivalence result. Deadlock freedom follows as a corollary.
Introduction
The aim of this paper is to answer the following question:
Is it possible to define a language for programming distributed adaptive applications that ensures deadlock freedom by construction?
Adaptation is a main feature of current distributed applications that should live for a long time in a continuously changing environment. From a conceptual point of view, the core of adaptation is a mechanism allowing to split an application into a context C and a part to be updated P . By replacing at run-time P with the adapted version Q, the application structure changes from C[P ] to C [Q] . Proving deadlock freedom, or other correctness properties, is difficult for distributed applications due to the interplay among the participants. Proving them for adaptive distributed applications is even harder since the structure of adaptive applications changes dynamically, making standard analysis techniques difficult to apply. These difficulties, together with the importance of deadlocks (according to [21] about one third of concurrency bugs in real applications are deadlocks), make our research question both challenging and significant.
Our work is the first that provides a positive answer to the research question above. We exhibit a core programming language that ensures deadlock freedom by construction. We follow the approach of choreography-driven design [7, 8, 18, 25] and, more precisely, we extend to adaptive systems the work presented in [18] , which uses choreographies to ensure deadlock freedom by construction. This extension is far from trivial since deadlock freedom results on choreographies rely on some well-formedness conditions that are not preserved by adaptation steps. Hence, taking inspiration from some of the ideas in [19] , we weakened these conditions in order to ensure that the adapted choreography is always well-formed.
Our core language for adaptive applications, called Adaptive IOC (AIOC for short), is based on Interaction-Oriented Choreographies (IOC) [18] . AIOCs describe applications from a global point of view, defining the expected interactions among the different participants. Adaptation is specified by defining scopes and adaptation rules. Scopes delimit a subterm of the AIOC that may be adapted. Adaptation rules provide new code to replace the one in a given scope. Our approach allows arbitrary changes of the set of rules while the application is running. In this way, new rules can be added to face unexpected challenges emerged at run-time. We give a first example of our approach with a toy Hello World scenario. This choreography has two participants: alice and blog. In this scenario, alice iteratively posts the message "Hello World" on a blog (Line 3) and the message is subsequently added to the content of the blog (Line 4). The code at Line 3 is enclosed in a scope construct, thus allowing for future adaptations of the communication protocol.
At Line 1, the annotation @blog means that the guard of the while (true) is evaluated by blog. Likewise, at Line 3, the annotation @blog means that blog computes the assignment of the variable blogContent. The term @blog in Line 2 instead indicates the participant that coordinates adaptation.
Assume that we want to have the contents of the blog signed by their authors, without stopping the execution of the blog. This policy can be introduced as an adaptation rule that redefines the communication protocol. The body of the rule (enclosed by the term do at Lines 2-5) specifies the new protocol for signed posts. Now, alice sends both her message (Line 3) and her signature (Line 4). The post of the blog results from their composition (Line 5). In this scenario, the rule is always applicable (its applicability condition, at Line 1, is set to true) and its application replaces the code of the scope at Lines 2-3. Note that both alice and the blog change their behaviours and updating them in a non-coordinated way may lead to deadlocks. If the rule is removed from the system, the previous behaviour is recovered.
Adaptive applications written in the AIOC language are deadlock free by construction. However, the AIOC language is not distributed and making it executable is far from trivial. The main challenge here is to guarantee that the behaviour of each participant respects the global behaviour specified at choreography level. This is a key aspect for deadlock freedom. For IOCs, this step is classically done [18] by resorting to a behaviour-preserving projection function generating a Process-Oriented Choreography (POC). Here, we extend the notion of projection to AIOCs, generating executable adaptive POCs (APOCs). The extension is not trivial. One has not only to define the projection on the constructs for adaptation, but to change its whole definition so to rely on weaker well-formedness conditions, preserved by adaptation steps. We proved that our projection function preserves the traces of the AIOC. Each step of the high-level AIOC program is matched by the running APOC under all possible sets of adaptation rules. Therefore, adapting the AIOC and then deriving the adapted APOC by projection is equivalent to deriving the APOC from the AIOC and then directly adapting the APOC. As a consequence, all the properties that hold for AIOCs, expressible in terms of traces, hold also for APOCs. Thus, since AIOCs are deadlock free by construction, also the distributed systems generated by projection are deadlock free. Likewise, other relevant correctness properties, e.g., termination, are easier to prove at AIOC level. Thus carrying these results to APOCs, exploiting trace equivalence, is convenient.
Summarizing, this paper provides the following contributions:
-the definition of a core AIOC language for distributed adaptive applications ( § 2); -the definition of a distributed APOC language ( § 3); -the definition of a behaviour-preserving projection function to derive APOCs from AIOCs ( § 3.1); -the proof that an APOC derived from an AIOC is compliant with the AIOC under all possible sets of adaptation rules, and it is thus deadlock free ( § 4).
We remark that we are interested only in fixing those technical aspects needed for proving deadlock freedom and we leave many other aspects of the adaptation process unspecified. In this way we allow for different instantiations of our proposal, taking inspiration from some of the approaches in the literature (see, e.g., the surveys [12, 20] ). Full proofs of the results are collected in Appendix. A prototype implementation, instantiating our abstract framework with concrete choices for the adaptation mechanisms, is available on the website [1] and described in [11] .
Adaptive Interaction-Oriented Choreography (AIOC)
This section defines the architectural model of the distributed adaptive applications we consider, and the syntax and semantics of the AIOC language to program them.
We consider applications composed by participants deployed on different localities. Each participant executes its own code, accesses its own local state, and interacts via synchronous message passing. 3 Adaptation is performed by an adaptation middleware that includes one or more, possibly distributed, adaptation servers, which are repositories of adaptation rules. The running application may interact with the adaptation middleware to look for applicable adaptation rules. The effect of an adaptation rule is to replace a scope with a new AIOC answering the adaptation need. Whether a rule is applicable to a given scope, and how to choose which rule to apply may depend on environmental information (e.g., date, workload), on the application state, and on properties of the scope describing the current implementation (e.g., performance, code version).
The main novelty of our language is to provide scopes and adaptation rules. Our languages rely on a set Roles, ranged over by r, s, . . . , to identify the participants in the choreography. We call them roles to highlight that they have a specific duty in the choreography, or localities, to highlight that they own their local resources. Roles exchange messages over channels, also called operations: public operations, ranged over by o, and private operations, ranged over by o * . We use o ? to range over both public and private operations. Public operations represent relevant communications inside the application, and we ensure that both the AIOC and the corresponding APOC perform the same public operations, in the same order. Vice versa, private communications are used when moving from the AIOC level to the APOC level, for synchronization purposes. We denote with Expr the set of expressions, ranged over by e. We deliberately do not give a formal definition of expressions and of their typing, since our results do not depend on it. We only require that expressions include at least values, belonging to a set Val ranged over by v, and variables, belonging to a set Var ranged over by x, y, . . . . We also assume a subset of expressions containing boolean expressions, ranged over by b.
The syntax of AIOC processes, ranged over by I, I ′ , . . ., is defined as follows:
Interaction o ? : r 1 (e) → r 2 (x) means that role r 1 sends a message on operation o ? to role r 2 (we require r 1 = r 2 ). The sent value is obtained by evaluating e in the local state of r 1 and it is then stored in variable x in r 2 . Processes I; I ′ and I|I ′ denote sequential and parallel composition. Assignment x@r = e evaluates expression e in the local state of r and assigns the resulting value to its local variable x. The empty process 1 defines an AIOC that can only terminate. 0 represents a terminated AIOC. It is needed for the definition of the operational semantics, and not intended to be used by the programmer. We call initial an AIOC process where 0 never occurs. Conditional if b@r {I} else {I ′ } and iteration while b@r {I} are guarded by the evaluation of boolean expression b in the local state of r. The construct scope @r {I} prop {∆} delimits a subterm I of the AIOC process that may be adapted in the future.
The designer needs to foresee whether a code subterm would need adaptation, to allow it to expose an interface towards the adaptation middleware, thus enabling adaptation. On the other hand, the designer does not need to know in advance under which conditions adaptation should be performed, nor the code that will answer the forthcoming adaptation need. While there are no general rules defining when a code subterm should be adaptable, a few typical cases are described below. An AIOC subterm dealing with business logic should normally be adaptable, since business rules frequently change. Also, an AIOC subterm critical for performance or security reasons should be adaptable, to enable future improvements of performances or security properties. In scope @r {I} prop {∆}, role r coordinates the adaptation procedure by interacting with the adaptation middleware to check whether adaptation is needed, and with the other roles involved in the scope to enact the adaptation procedure. Function ∆ describes the properties of the code in the current scope, to be used to decide whether the scope needs to be adapted. Our results completely abstract from the concrete form of ∆. In the examples, however, we represent it as a set of equalities name = value. Listing 1.1 gives a realistic example of AIOC process where a buyer orders a product from a seller, paying via a bank.
1 price_ok@buyer = false; continue@buyer = true; 2 while ( !price_ok and continue )@buyer { 3 b_prod@buyer = getInput(); 4 priceReq : buyer( b_prod ) → seller( s_prod ); 5 scope @seller { 6 s_price@seller = getPrice( s_prod ); The buyer starts the protocol by iteratively asking the price of some goods to the seller, until either the seller offer is fine (price ok), or the buyer is not interested any more in buying the product (not continue). These decisions are taken by interacting with the user at buyer via function getInput (abstracting away all the details related to user interaction). In particular, in Line 3, the buyer reads from the user the name of a product (s)he is interested in. The name is stored into the local variable b prod. Then, the buyer engages in Line 4 in a communication with the seller: (s)he sends the name of the product to the seller, which stores it in a local variable s prod. The seller computes the price of the product (Line 6), and sends it back to the buyer(Line 7), that stores it in a local variable b price. If the seller offer is fine, the seller sends to the bank the payment details. The buyer then authorizes the payment via operation pay. We omit the details related to the local execution of the payment at the bank. Since the payment may be critical for security purposes, the related communication is enclosed in a scope with property scope name = ''payment'', thus allowing, later on, the introduction of a more refined protocol. The scope also has a property security level with value 1, with the intended meaning that the scope currently provides only basic security. After the scope successfully terminates, the protocol ends with the bank acknowledging the payment to the seller and buyer in parallel. If the payment was not successful the failure is notified to the buyer only.
AIOC processes do not execute in isolation: they are equipped with a global state Σ, an environment E and a set of adaptation rules R (at this level of abstraction, we do not need to consider if they are distributed among different adaptation servers or not). A global state Σ is a map that defines the value v of each variable x in a given role r, namely Σ : Roles × Var → Val . The local state of role r is Σ r : Var → Val, and it verifies ∀x ∈ Var : Σ(r, x) = Σ r (x). Expressions are always evaluated by a given role r: we denote the evaluation of expression e in local state Σ r as The environment E specifies the execution context of the application. R denotes a set of adaptation rules defined as follows.
Definition 1 (Adaptation rules).
An adaptation rule is a term "on C do I", where C is a condition that specifies when the rule can be applied, and I is the AIOC process that will replace the scope in case the adaptation is performed.
We completely abstract from the form of C. In the examples we write it as a boolean predicate involving the state of the application, environment information, and properties of the scope.
Let us consider as an example the Buying scenario in Listing 1.1. The buyer authorizes the payment simply by invoking the operation pay, without any explicit authentication information. Suppose that the bank administration requires to increase the security of the application by introducing a challenge-response authentication. Such an adaptation need could be satisfied by the rule in Listing 1.2.
1 on { scope_name = "payment" and security_level < 2 } 2 do { 3 payment_ok@bank = true; 4 pay : buyer( payAuth( b_price ) ) → bank ( auth ); 5 chal@bank = generateChallenge(); 6 challange : bank( chal ) → buyer( c ); 7 response : buyer( solveChallenge( c ) ) → bank ( resp ); The rule is applicable only to payment scopes where the property that scope_name is equal to ''payment'' if the property security_level is less than 2. The AIOC in the rule causes the bank to receive the payment request (Line 3), encrypt a randomly generated information with a shared key as a challenge (function generateChallenge(), Line 5), and send it to the buyer (Line 6). The buyer computes the answer to the challenge, and then sends it to the bank (Line 7). If the response matches the challenge, the bank executes the payment, otherwise it sets the variable payment ok to false, thus causing the payment procedure to fail. Other examples of adaptation rules can be found in Appendix B or on the web site [1] . In order to prove our main result we require adaptation rules, as well as AIOCs, to satisfy a well-formedness syntactic condition called connectedness.
To formally define connectedness we introduce, in Table 1 , the auxiliary functions transI and transF, that given an AIOC process compute sets of pairs representing senders and receivers of possible initial and final interactions in its execution. We represent one such pair as r 1 → r 2 . Actions located at r are represented as r → r. For instance, given an interaction o ? : r 1 (e) → r 2 (x) both its transI and transF are {r 1 → r 2 }. For conditional, transI(if b@r {I} else {I ′ }) = {r → r} since the first action executed is the evaluation of the guard by role r. The set transF(if b@r {I} else {I ′ }) is normally transF(I)∪transF(I ′ ), since the execution terminates with an action from one of the branches. If instead the branches are empty then transF is {r → r}, representing guard evaluation.
We assume a function roles(I) that computes the roles of an AIOC process I defined as follows:
We also assume a function op that given an AIOC process returns the set of signatures of its interactions, where the signature of interaction o ? : r 1 (e) → r 2 (x) is o ? : r 1 → r 2 . It can be inductively defined as follows: 
Intuitively, connectedness for sequence ensures that the APOC network obtained by projecting a sequence I; I ′ executes first the actions in I, and then the ones in I ′ . Connectedness for parallel ensures that interactions with the same signature do not interfere: we require that two such interactions never occur in parallel AIOC processes.
Connectedness can be checked efficiently.
Theorem 1 (Connectedness-check complexity).
The connectedness of an AIOC process I can be checked in time O(n 2 log(n)), where n is the number of nodes in the abstract syntax tree of I.
The proof of the theorem is reported in Appendix C. We can now define AIOC systems, and their semantics.
Definition 3 (AIOC systems).
An AIOC system is a quadruple Σ, E, R, I , denoting an AIOC process I equipped with a global state Σ, an environment E, and a set of adaptation rules R. Table 2 , where symmetric rules for parallel composition have been omitted. Table 2 describe the behaviour of an AIOC system by induction on the structure of its AIOC process. We use µ to range over labels. Also, we use A as an abbreviation for Σ, E, R. Rule INTERACTION executes a communication from r 1 to r 2 on operation o ? , where r 1 sends to r 2 the value v of an expression e. The value v is then stored in x by r 2 . Rule ASSIGN evaluates the expression e in the local state Σ r , and stores the resulting value v in the local variable x in role r ([v/x, r] represents the substitution). Rule END terminates the execution of an empty process. Rule SEQUENCE executes a step in the first process of a sequential composition, while rule SEQ-END acknowledges the termination of the first process, starting the second one. Rule PAR-ALLEL allows a process in a parallel composition to compute, while rule PAR-END synchronizes the termination of two parallel processes. Rules IF-THEN and IF-ELSE evaluate the boolean guard of a conditional, selecting the then and the else branch, respectively. Rules WHILE-UNFOLD and WHILE-EXIT correspond respectively to the unfolding of a while when its condition is satisfied and to its termination otherwise. Rule EXT-UPDATE allows both the environment and the set of adaptation rules to change. This rule is always enabled, since its execution can happen at any time, and the application cannot forbid it. The rules ADAPT and NOADAPT deal with adaptation. The choice on whether a rule applies to the scope and on which rule has to be applied is abstracted by a function match. Function match takes as parameters the local state of the participant leading the adaptation, the environment, the properties of the scope, the set of rules, and the set of roles in the current scope body and returns either the adaptation rule on C do I ′ to be applied or a token no-adapt if no adaptation rule has to be applied. Our theory applies to each such function match, with the only requirements that the returned rule is initial and connected, and such that no role which was not in the scope occurs in its body I ′ . 4 The concrete definition of function match relies on the concrete representation of the environment E and the set of properties ∆, and on design decisions about, e.g., which rule to choose if many of them apply. Rule ADAPT models the application of the adaptation rule on C do I ′ to the scope scope @r {I} prop {∆} that, as a result, is replaced by the AIOC process I ′ . If function match returns no-adapt, rule NOADAPT removes the scope boundaries and starts the execution of the body of the scope.
Definition 4 (AIOC systems semantics). The semantics of AIOC systems is defined as the smallest labelled transition system (LTS) closed under the rules in

The rules in
We define AIOC traces, where all the performed actions are observed, and weak AIOC traces, where interactions on private operations and silent actions are not visible. 
Definition 5 (AIOC traces
Adaptive Process-Oriented Choreography (APOC)
This section describes the syntax and operational semantics of APOCs. APOCs include processes, ranged over by P , P ′ , . . ., describing the behaviour of participants. (P, Γ ) r denotes an APOC role named r, executing process P with a local state Γ . Networks, ranged over by N , N ′ , . . ., are parallel compositions of APOC roles with different names. APOC systems, ranged over by S, are APOC networks equipped with an environment E and a set of adaptation rules R, namely triples E, R, N .
Processes include input action o
? : x from r on a specific operation o ? (either public or private) of a message from role r to be stored in variable x, output action o
? : e to r of an expression e to be sent to role r, and higher-order output action o * : X to r of the higher-order argument X to be sent to role r. Here X may be either an APOC process P , which is the new code for a scope in r, or a token no, notifying that no adaptation is needed. P ; P ′ and P | P ′ denote the sequential and parallel composition of P and P ′ , respectively. Processes also feature assignment x = e of expression e to variable x, the process 1 that can only successfully terminate, and the terminated process 0. We also have conditionals if b {P } else {P ′ } and cycles while b {P }. Finally, we have two constructs for scopes. Scope n : scope @r {P } prop {∆} roles {S} may occur only inside role r, and acts as coordinator to perform (or not perform) adaptation. The shorter version n : scope @r {P } is used instead when the role is not the coordinator for this scope. In fact, only the coordinator needs to know the properties ∆ of the scope and the set S of involved roles. Note that scopes are prefixed by an index n: the distributed
when s = r : n : scope @r {π(I, s)} prop {∆} roles {roles(I)} when s ∈ roles(I) {r} : n : scope @r {π(I, s)} otherwise : 1 Table 3 . Process-projection function π.
execution of the corresponding AIOC constructs requires to coordinate different roles, and unique indexes are needed to avoid interference between different scopes in the same role.
Projection
Before defining the semantics of APOCs, we define the projection of an AIOC process onto APOC processes. Indeed, this is needed to define the semantics of adaptation at the APOC level. The projection exploits some auxiliary communications to coordinate the different roles, e.g., ensuring that in a conditional they all select the same branch.
To define these auxiliary communications and avoid interferences, it is convenient to annotate AIOC main constructs with unique indexes.
Definition 6 (Well-annotated AIOC). Annotated AIOC processes are obtained by indexing every interaction, assignment, scope, if and while constructs in an AIOC process
with a natural number n ∈ N. This results in the following grammar:
An AIOC process is well-annotated if all its indexes are distinct.
We now define the process-projection function that derives APOC processes from AIOC processes. Note that we can always annotate an AIOC process to make it well-annotated. Given an annotated AIOC process I and a role s, the projected APOC process π(I, s) is defined by structural induction on I in Table 3 . In most of the cases the projection is trivial. For instance, the projection of an interaction is an output on the sender role, an input on the receiver, and 1 on any other role. For a conditional n : if b@r {I} else {I ′ }, role r locally evaluates the condition and then sends its value to the other roles using auxiliary communications. Similarly, in a cycle n : while b@r {I} role r communicates the evaluation of the condition to the other roles. Also, after a cycle has terminated role r waits for the other roles to terminate, and then starts a new cycle. In both the conditional and the cycle, indexes are used to choose names for auxiliary operations: the choice is coherent among the different roles, and interference between different cycles or conditionals is avoided.
There is here a trade-off between efficiency and ease of programming that concerns how to ensure that all the roles are aware of the evolution of the computation. Indeed, this can be done in three ways: using auxiliary communications generated either by the projection (e.g., as for if and while constructs above) or by the semantics (as we will show for scopes), or restricting the class of allowed AIOCs (as done for sequential composition using connectedness for sequence). For instance, auxiliary communications for the if b@r {I} else {I ′ } construct are needed unless one requires that r ∈ {r 1 , r 2 } for each r 1 → r 2 ∈ transI(I) ∪ transI(I ′ ). Using auxiliary communications is possibly less efficient while stricter connectedness conditions leaves more burden on the shoulders of the programmer.
We now define the projection proj(I, Σ), based on the process-projection π, to derive an APOC network from an AIOC process I and a global state Σ. We denote with i∈I N i the parallel composition of networks N i for each i ∈ I.
Definition 7 (Projection).
The projection of an AIOC process I with global state Σ is the APOC network defined by proj(I, Σ) = s∈roles(I) (π(I, s), Σ s ) s
In Appendix A one can find the APOC processes obtained by projecting the AIOC for the Buying scenario on buyer, seller and bank. Tables 4 and 5 . Symmetric rules for parallel composition have been omitted. Table 4 presents the transitions of APOC roles . We use δ to range over labels and A as an abbreviation for E, R. Rule IN receives a value v on role r and assigns it to local variable x of r. Rules OUT and OUT-ADAPT execute output and higher-order output actions, respectively. The output evaluates expression e in the local state Γ . Rule ONE terminates an empty process. Rule ASSIGN executes an assignment ([v/x] represents the substitution of value v for variable x). Rules SEQUENCE and SEQ-END handle sequential composition. Rules PARALLEL and PAR-END handle the execution of parallel processes. Rules IF-THEN and IF-ELSE execute the then or the else branch in a conditional, respectively. Rules WHILE-UNFOLD and WHILE-EXIT model the unfolding or the termination of a cycle. The other rules deal with adaptation. Rule LEAD-ADAPT concerns the role r coordinating the adaptation of a scope. Role r uses function match to know whether adaptation is needed, and, if so, which adaptation rule to apply. It is important that the decision to adapt is taken by a unique role since evaluations of function match by different roles may lead to contrasting adaptation decisions if the set of rules or the environment change in between. When function match returns a rule on C do I, role r transforms the AIOC I into I ′ using function freshIndex(I, n). Function freshIndex(I, n) produces a copy I ′ of I where the indexes of scopes are fresh to avoid clashes with indexes in the target APOC. Moreover, it renames all the operations inside I by adding to them the index n. To this end we extend the set of operations without changing the semantics. For each operation o ? we define extended operations of the form n · o ? . This is done to avoid interference between the interactions from the rule and (parallel) interactions from the context. In case of adaptation, r generates the processes to be executed by the roles in S using the process-projection function π. The processes are sent via higherorder communications to the participants that have to execute them. Then, r starts its own updated code π(I ′ , r). Finally, auxiliary communications are used to synchronize the end of the execution of the adapted process (here denotes an unused variable to store the synchronization message ok). The auxiliary communications are needed to ensure that the update is performed in a coordinated way, i.e. the roles agree on when the scope starts and terminates, and on whether adaptation is performed or not.
APOC semantics Definition 8 (APOC systems semantics). The semantics of APOC systems is defined as the smallest LTS closed under the rules in
Rule LEAD-NOADAPT instead defines the behaviour of the coordinator role r when function match returns value no-adapt: in this case r sends a message containing a token no to each other involved role, notifying them that no adaptation has to be performed. End of scope synchronization is as above. Rules ADAPT and NOADAPT define the behaviour of adaptation scopes for the other roles. The scope waits for a message from the coordinator role. If the message content is no, the current body of the scope is executed. If it is a process P ′ , P ′ itself is executed instead of the scope. Table 5 defines the semantics of APOC systems. We use η to range over APOC systems labels. Rule LIFT and LIFT-ADAPT lift roles transitions to the system level. Rule SYNCH synchronizes an output with the corresponding input, producing an inter-action. Rule SYNCH-ADAPT is similar, but it deals with higher-order interactions. The labels of these transitions store the information on the occurred communication: label o ? : r 1 (v) → r 2 (x) denotes an interaction on operation o ? from role r 1 to role r 2 where the value v is sent by r 1 and then stored by r 2 in variable x. Label o ? : r 1 (X) → r 2 ( ) denotes a similar interaction, but concerning a higher-order value X. No receiver variable is specified, since the received value becomes part of the code of the receiving process. Rule EXT-PARALLEL allows a network inside a parallel composition to compute. Rule EXT-PAR-END synchronizes the termination of parallel networks. Finally, rule EXT-UPDATE allows the environment and the set of rules to change arbitrarily.
We can now define APOC traces. In Appendix B one can find a sample execution of the APOC obtained by projecting the AIOC for the Buying scenario.
Definition 9 (APOC traces). A (strong) trace of an APOC system
E 1 , R 1 , N 1 is a se- quence (finite or infinite) of labels η 1 , η 2 , . . . with η i ∈ {τ, o ? : r 1 (v) → r 2 (x), √ , C → I, no-adapt} such that there is a sequence of transitions E 1 , R 1 , N 1 η1 − → E 2 , R 2 , N 2 η2 − → . . . . A weak trace of an APOC system E 1 , R 1 , N 1 is
Correctness of the adaptation
In the previous sections we have presented AIOCs, APOCs, and described how to derive an APOC from a given AIOC. This section presents the main technical result of the paper, namely the correctness of the projection. Correctness here means that the weak traces of a connected AIOC coincide with the weak traces of the projected APOC.
Definition 10 (Trace equivalence).
An AIOC system Σ, E, R, I and an APOC system E, R, N are (weak) trace equivalent iff their sets of (weak) traces coincide.
Theorem 2 (Correctness).
For each initial, connected AIOC process I, each state Σ, each environment E, each set of rules R, the AIOC system Σ, E, R, I and the APOC system E, R, proj(I, Σ) are weak trace equivalent.
The proof of the theorem is reported in Appendix D. Trace-based properties of the AIOC are inherited by the APOC. Examples include deadlock-freedom and termination. Intuitively, internal traces are needed since labels E, R do not correspond to activities of the adaptive application and may be executed also after application termination.
Definition 11 (Deadlock-freedom and termination). An internal AIOC (resp. APOC) trace is obtained by removing transitions labeled E, R (for each
Note that the above definition of deadlock-freedom also captures lock-freedom as defined by [16] .
By construction initial AIOCs are deadlock-free. Hence:
For each initial, connected AIOC I, state Σ, set of adaptation rules R, and environment E, the APOC system E, R, proj(I, Σ) is deadlock-free.
Proof. The proof that Σ, E, R, I is deadlock free is by structural induction on I. The thesis follows by Theorem 2.
APOCs inherit termination from terminating AIOCs.
Corollary 2.
If the AIOC system Σ, E, R, I terminates and I is connected then the APOC system E, R, proj(I, Σ) terminates.
Proof. It follows from the fact that only a finite number of auxiliary actions are added when moving from AIOCs to APOCs.
Note that with arbitrary sets of rules no adaptive application may terminate. Hence, one has to restrict the allowed adaptation rules.
Related works and discussion
This paper presented an approach for rule-based adaptation of distributed applications. Its distinctive trait is that it guarantees deadlock freedom by construction for the running distributed application, even in presence of adaptation rules which were unknown when the application was started, and for any environment condition. More in general, the APOC is compliant with the AIOC description, and inherits its properties.
Adaptation is a hot topic, and indeed there is a plethora of approaches in the literature, see, e.g., the surveys [12, 20] . However, approaches based on formal methods are only emerging recently. See, e.g., [4] for a formalization of common adaptation concepts for interface automata. Since the use of formal methods to ensure relevant properties of systems, such as deadlock freedom, is a key feature of our approach, we concentrate below on approaches providing some form of formal guarantee. We also disregard approaches for deadlock freedom not related to adaptive systems.
The two approaches closest to ours we are aware of are in the area of multiparty session types [7] [8] [9] 14] , and deal with dynamic software updates [2] and with monitoring of self-adaptive systems [10] . The main difference between [2] and our approach is that [2] targets concurrent systems which are not distributed. Indeed, it relies on a check on the global state of the system to ensure that the update is safe. Such a check is impractical in our scenario, where the distributed participants evolve independently.
Furthermore, dynamic software updates are simply applied on demand, while here enactment of adaptation depends on the environment and on the state of the running application. Finally, the language in [2] is much more constrained than ours, e.g. requiring each pair of participants to interact on a dedicated pair of channels, and assuming that all the roles not involved in a choice behave the same in the two branches. The approach in [10] is very different from ours, too. In particular, there, all the possible behaviours are available since the very beginning, both at the level of types and of processes, and a fixed adaptation function is used to switch between them. This difference derives from the distinction between self-adaptive systems, as they discuss, and systems adapted via an external adaptation middleware, as it is the case for us.
Extensions of multiparty session types with error handling [5, 6] share with us the difficulties in coordinating the transition from the expected pattern to an alternative pattern, but in their case the error recovery pattern is known since the very beginning, thus considerably simplifying the analysis. Our work also has some analogy with [22] , which deals with compositionality inside multiparty session types. However, [22] only allows static parallel composition, while we replace a term inside an arbitrary context at run-time.
We briefly compare now with works that exploit choreographic descriptions for adaptation, but with very different aims. For instance, [15] defines rules for adapting the specification of the initial requirements for a choreography, thus keeping the requirements up-to-date in presence of run-time changes. Our approach is in the opposite direction: we are not interested in updating the system specification tracking system updates, but in programming and ensuring correctness of adaptation itself.
Other formal approaches to adaptation represent choreographies as annotated finite state automata. In [24] choreographies are used to propagate protocol changes to the other peers, while [26] presents a test to check whether a set of peers obtained from a choreography can be reconfigured to match a second one. Differently from ours, these works only provide change recommendations for adding and removing message sequences.
A different way to ensure good properties of adaptive systems is to use verification techniques. For instance, [28] uses modular model checking to verify properties specified in Linear Temporal Logic, extended with an "adapt-operator". The main advantage of our approach is that it does not require to know in advance all the possible adaptations and that it does not rely on computationally heavy verification techniques.
Among the approaches to adaptation that do not provide formal guarantees, the closest to ours is [17] , which proposes a rule-based adaptation in a style similar to ours. Indeed, [17] validates our architectural approach, where code terms to be adapted are syntactically delimited, and the running system interacts with an adaptation middleware using adaptation rules to replace those code terms at run-time. However, differently from ours, adaptive applications in [17] are not distributed. Furthermore, [17] does not provide guarantees on the (correct) behaviour of the adapted system and has no concept corresponding to our projection.
In the future, we would like to apply our techniques to inject deadlock freedom into existing approaches. This task is cumbersome, due to the huge number and heterogeneity of those approaches. Nevertheless, we already started it. In particular, in the website [1] , we begin to compare our approach with distributed [23] and dynamic [27] AspectOriented Programming (AOP) and with Context-Oriented Programming (COP) [13] . In general, we can deal with cross-cutting concerns like logging and authentication, typical of AOP, viewing pointcuts as empty scopes and advices as adaptation rules. Layers, typical of COP, can instead be defined by adaptation rules which can fire according to contextual conditions captured by the environment. This allows us to ensure deadlock freedom, which is not provided by AOP or COP. We are also planning to apply our techniques to multiparty session types [7] [8] [9] 14] . The main challenge would be to deal with multiple interleaved sessions. An initial analysis of the problem is in [3] . This section shows the projections of the AIOC process defined in Listing 1.1 on the bank, buyer, and seller roles respectively. To improve readability, we omitted some 1 processes that have no impact on the behaviour. 
B Running example of scope adaptation
This section shows an example of how adaption is performed. We consider an excerpt of the choreography of the Buying Scenario (Listing 1.1) simulating a single adaptation of the scope in Lines 5-8. To this end, we assume that the seller direction decides to stimulate business by defining the following rule that allows client in possession of a fidelity summer card to get a 10% discount on their summer purchases. When this rule triggers, the seller asks the card ID to the buyer. The buyer inputs the ID, stores it into the variable card id and sends this information to the seller. If the summer card ID is valid then the discount is applied, otherwise the standard price is computed. According to the applicability condition (Lines 1-2) this rule applies only to scopes having the property scope_name equal to "price-inquiry" and if offers is 0. Moreover, it applies only in the summer of 2014. This check is done by verifying that the environment variable date is between 06.21.2014 and 09. 21.2014 . Note that, as a notation, we prefix environment variables with E.
Let us consider both the AIOC and the APOC level, dropping some 1s to improve readability. Assume that the buyer has just sent the name of the product (s)he is interested to the seller (Line 4) and consider the following AIOC:
scope @seller { s_price@seller = getPrice( s_prod ); offer : seller( s_price ) ) → buyer( b_price ) } prop { offers = 0, scope_name = "price-inquiry" } At the AIOC level, if the applicability condition of the rule in Listing 1.6 holds, the scope price-inquiry is atomically substituted with the AIOC specified in the body of the rule. Then, the AIOC reduces to: At the APOC level, this operation is not done atomically, since the scope is distributed between two different participants, and the coordination protocol is explicitly represented.
To clarify this point, let us considering the APOC process P b below, obtained by projecting the AIOC of the adaptation rule in Listing 1.6 on the buyer role. First, the seller notifies the buyer that adaptation is needed, sending to him the new APOC fragment to execute. Then, the seller starts to execute its own adapted APOC. When the adapted APOC is terminated, (s)he waits for the notification of the termination of the APOC fragment executed by the buyer.
As far as the buyer is concerned, the APOC before adaptation is as follows.
1 : scope @seller { offer : s_price from seller } The scope construct in the buyer waits for the arrival of a message from the leader of adaptation. In case of adaptation, this message contains the APOC fragment to be executed. Once this message is received, the scope construct is replaced by the received APOC fragment, followed by the notification of termination to the seller.
Let us now consider the case where no rule is applicable. At the AIOC level, the scope construct simply disappears, and its body becomes enabled. s_price@seller = getPrice( s_prod ); offer : seller( s_price ) ) → buyer( b_price )
As before, at the APOC level this operation is not atomic. In particular, the APOC process of the seller becomes as follows. Here the seller notifies to the buyer that there is no need to adapt, and then proceeds with the normal execution. Then, as before, (s)he waits for the notification of the termination of the body of the scope from the buyer. Dually, the buyer waits for the arrival of the message. If the message states that no adaptation is needed, the scope construct is removed and its body executed. At the end, a notification of termination is sent to the coordinator of the adaptation:
offer : b_price from seller; o * 1 : ok to seller;
C Proof of Theorem 1
In order to prove the bound on the complexity of the connectedness check we use the lemma below, showing that the checks to verify the connectedness for sequence for a single sequence operator can be performed in linear time on the size of the sets generated by transI and transF.
Lemma 1. Given S, S
′ sets of multisets of two elements, checking if ∀s ∈ S . ∀s ′ ∈ S ′ . s ∩ s ′ = ∅ can be done in O(n) steps, where n is the maximum of |S| and |S ′ |.
Proof. W.l.o.g. we can assume that |S| ≤ |S ′ |. If |S| ≤ 9 then the check can be performed in O(n) by comparing all the elements in S with all the elements in S ′ . If |S| > 9 then at least 4 distinct elements appear in the multisets in S since the maximum number of multisets with cardinality 2 obtained by 3 distinct elements is 9. In this case the following cases cover all the possibilities:
-there exist distinct elements a, b, c, d s.t. {a, b}, {a, c}, and {a, d} belong to S. In this case for the check to succeed all the multisets in S ′ must contain a, otherwise the intersection of the multiset not containing a with one among the multisets {a, b}, {a, c}, and {a, d} is empty. Similarly, since |S ′ | > 9, for the check to succeed all the multisets in S must contain a. Hence, if {a, b}, {a, c}, and {a, d} belong to S then the check succeeds iff a belongs to all the multisets in S and in S ′ . -there exist distinct elements a, b, c, d s.t. {a, b} and {c, d} belong to S. In this case the check succeeds only if S ′ is a subset of {{a, c}, {a, d}, {b, c}, {b, d}}. Since |S ′ | > 9 the check can never succeed. -there exist distinct elements a, b, c s.t. {a, a} and {b, c} belong to S. In this case the check succeeds only if S ′ is a subset of {{a, b}, {a, c}}. Since |S ′ | > 9 the check can never succeed.
-there exist distinct elements a, b s.t. {a, a} and {b, b} belong to S. In this case the check succeeds only if S ′ is a subset of {{a, b}}. Since |S ′ | > 9 the check can never succeed.
Summarizing, if |S| > 9 the check can succeed iff all the multisets in S and in S ′ share a common element. The existence of such an element can be verified in time O(n).
Theorem 1 (Connectedness-check complexity).
Proof. To check the connectedness of I we first compute the values of the functions transI, transF, and op for each node of the abstract syntax tree (AST). We then check for each sequence operator whether connectedness for sequence holds and for each parallel operator whether connectedness for parallel holds.
The functions transI and transF associate to each node a set of pairs of roles. Assuming an implementation of the data set structure based on balanced trees (with pointers), transI and transF can be computed in constant time for interactions, assignments, 1, 0, and sequence constructs. For while and scope constructs computing transF(I ′ ) requires the creation of balanced trees having an element for every role of I ′ . Since the roles are O(n), transF(I ′ ) can be computed in O(n log(n)). For parallel and if constructs a union of sets is needed. The union costs O(n log(n)) since each set generated by transI and transF contains at maximum n elements.
The computation of op can be performed in O(1) except for the parallel, sequence, and if constructs, where the union of sets costs O(n log(n)). Since the AST contains n nodes, the computation of the sets generated by transI, transF, and op can be performed in O(n 2 log(n)). To check connectedness for sequence we have to verify that for each node I ′ ; I ′′ of the AST we have that ∀r 1 → r 2 ∈ transF(I ′ ), ∀s 1 → s 2 ∈ transI(I ′′ ) . {r 1 , r 2 } ∩ {s 1 , s 2 } = ∅. Since transF(I ′ ) and transI(I ′′ ) have O(n) elements, thanks to Lemma 1, checking if I ′ ; I ′′ is connected for sequence costs O(n). Since in the AST there are less than n sequence operators, checking the connectedness for sequence on the whole AST costs O(n 2 ). To check connectedness for parallel we have to verify that for each node I ′ I ′′ of the AST we have that op(I ′ ) ∩ op(I ′′ ) = ∅. Since op(I ′ ) and op(I ′′ ) have O(n) elements, checking if their intersection is empty costs O(n log(n)). Since in the AST there are less than n parallel operators, checking the connectedness for parallel on the whole AST costs O(n 2 log(n)). The complexity of checking the connectedness of the entire AST is therefore limited by the cost of computing functions transI, transF, and op, and of checking the connectedness for parallel. All these activities have a complexity of O(n 2 log(n)).
D Proof of Theorem 2
This section presents the proof of our main result, Theorem 2, including various auxiliary definitions and lemmas.
The proof strategy consists in defining a notion of bisimilarity (Definition 21) which implies weak trace equivalence (Lemma 9) and then providing a suitable bisimulation relating each well-annotated connected AIOC system with its projection. Such a relation is not trivial, since events which are atomic in the AIOC, e.g., the evaluation of the guard of a conditional (including removing the discarded branch), are no more atomic in the APOC. In the case of conditional, the AIOC transition is mimicked by a conditional performed by the role evaluating the guard, a set of auxiliary communications sending the value of the guard to the other roles, and local conditionals based on the received value. These mismatches are taken care by function upd (Definition 20). This function needs also to remove the auxiliary communications allowing to synchronize the termination of scopes, which have no counterpart after the AIOC scope has been consumed. However, one has to record their impact on the possible executions. Thus one defines an event structure for AIOC (Definition 13) and one for APOC (Definition 16) and shows that the two are related (Lemma 2).
In the main part, we defined annotated AIOCs (Definition 6). Here we also need to speak about their semantics. Indeed, annotated AIOCs trivially inherit the semantics of AIOCs, since indexes are just decorations, with no effect on the behaviour. The only tricky points are in rule INTERACTION, where the assignment inherits the index from the interaction, in rule WHILE-UNFOLD, where the body is copied together with its indexes, and in rule ADAPT, where one has to ensure that indexes of constructs from the adaptation rule body are never used elsewhere in the AIOC.
One may notice that due to while unfolding, uniqueness of indexes is not preserved by transitions. One can solve this problem by building global indexes on top of indexes. Uniqueness of global indexes is preserved by transitions. The same construction can be applied both at the AIOC level and at the APOC level.
Definition 12 (Global index). Given an annotated AIOC process I, or an annotated APOC network N (defined later on), for each annotated construct with index n we define its global index ξ as follows:
-if the construct is not in the body of a while then ξ = n; -if the innermost while construct that contains the considered construct has global index ξ ′ then the considered construct has global index ξ = ξ ′ : n.
Using global indexes we can now define event structures corresponding to the execution of AIOCs and APOCs. We start by defining AIOC events. Some events correspond to transitions of the AIOC, and we say that they are enabled when the corresponding transition is enabled, executed when the corresponding transition is executed. AIOC events are defined on annotated AIOCs. Remember that a non-annotated AIOC can always be annotated. Note that there are events corresponding to just one execution of the while. If unfolding is performed, new events are created.
Definition 13 (AIOC events
The relation below defines a causality relation among events based on the constraints given by the semantics on the execution of the corresponding transitions. 
Definition 14 (AIOC causality relation). Let us consider an annotated AIOC
′ then ↑ ξ ≤ AIOC ε ′ ≤ AIOC ↓ ξ .
Synchronization: For each interaction the sending event precedes the receiving event.
If: Let n : if b@r {I} else {I ′ } be a subterm of AIOC I, let ε ξ be the guard if-event in role r, then for every event ε in I and for every event ε ′ in I ′ we have ε ξ ≤ AIOC ε and ε ξ ≤ AIOC ε ′ . While: Let n : while b@r {I} be a subterm of AIOC I, let ε ξ be the guard whileevent in role r, then for every event ε in I ′ we have ε ξ ≤ AIOC ε.
We now define events and the corresponding causality relation also for APOCs. First, we need to define annotated APOCs.
Definition 15 (Annotated APOC).
In APOC networks, scopes are already annotated. Annotated APOC networks are obtained by adding indexes n ∈ N also to communication primitives, assignments, while, and if constructs, thus obtaining the following grammar:
n : scope @r {P } prop {∆} roles {S} | n : scope @r {P } X : : = no | P N : : = (P, Γ ) r | N N Note that one can easily extend the projection to a function from annotated AIOC processes to annotated APOC networks, requiring that all the APOC constructs obtained projecting an AIOC construct with index n have index n. For instance, the input and output constructs obtained by projecting an interaction with index n have both index n.
As for AIOCs, annotated APOCs trivially inherit the semantics of APOCs, since indexes are just decorations, with no effect on the behaviour. There are however a few tricky points. In particular, one has to clarify how indexes are managed when new constructs are introduced. In rule IN the assignment inherits the index from the input primitive. In rule WHILE-UNFOLD the body is copied together with its indexes. In rule LEAD-ADAPT, when applying rule on C do I, one has to annotate I with indexes never used elsewhere and distinct, and then generate the indexes for its projection as described above. Also, one has to assign to the auxiliary communications introduced by rules LEAD-ADAPT and LEAD-NOADAPT indexes never used elsewhere. Auxiliary communications introduced by rule ADAPT instead have to use the index of the corresponding communication introduced by rule LEAD-ADAPT (the index can be passed by extending the communication label). We can now define APOC events. As for AIOC events, APOC events correspond to transitions of the APOC. With a slight abuse of notation we write Events(P ) to denote events originated by constructs in process P , assuming the network N to be understood. We used the same notations for events of the AIOC and of the APOC. Indeed, the two kinds of events are strongly related (cfr. Lemma 2).
Definition 16 (APOC events). An annotated APOC network
We can now define the causality relation among APOC events. 
Definition 17 (APOC causality relation). Let us consider an annotated APOC network
′ } be a subterm of APOC network N with global index ξ, let ε ξ be the guard if-event in role r, then for every event ε in P and for every event ε ′ in P ′ we have ε ξ ≤ APOC ε and ε ξ ≤ APOC ε ′ . While: Let n : while b {P } be a subterm of APOC network N with global index ξ, let ε ξ be the guard while-event in role r, then for every event ε in P we have ε ξ ≤ APOC ε.
Lemma 2.
Given an AIOC process I, for each state Σ the APOC network proj(I, Σ) is such that:
Proof. 1. By definition of projection.
2. Let ε 1 ≤ AIOC ε 2 . We have a case analysis on the condition used to derive the dependency. Sequentiality: Consider I = I ′ ; I ′′ . If events are in the same role the implication follows from the sequentiality of the ≤ APOC . Let us show that there exists an event ε ′′ in an initial interaction of I ′′ such that either ε ′′ ≤ APOC ε 2 or ε ′′ ≤ APOC ε 2 . The proof is by induction on the structure of I
′′ . The only difficult case is sequential composition. Assume I ′′ = I 1 ; I 2 . If ε 2 ∈ Events(I 1 ) the thesis follows from inductive hypothesis. If ε 2 ∈ Events(I 2 ) then by induction there exists an event ε 3 in an initial interaction of I 2 such that ε 3 ≤ APOC ε 2 or ε 3 ≤ APOC ε 2 . By synchronization (Definition 17) we have that ε 3 ≤ APOC ε 2 or ε 3 ≤ APOC ε 2 . By connectedness for sequence we have that ε 3 or ε 3 are in the same role of an event ε 4 in I ′ . By sequentiality (Definition 17) we have that ε 4 ≤ APOC ε 3 or ε 4 ≤ APOC ε 3 . By synchronization we have that ε 4 ≤ APOC ε 3 or ε 4 ≤ APOC ε 3 . The thesis follows from the inductive hypothesis on ε 4 and by transitivity of ≤ APOC .
Let us also show that there exists a final event ε ′′′ ∈ Events(I ′ ) such that
The proof is by induction on the structure of I
′ . The only difficult case is sequential composition. Assume I ′ = I 1 ; I 2 . If ε 1 ∈ Events(I 2 ) the thesis follows from inductive hypothesis. If ε 1 ∈ Events(I 1 ) then the proof is similar to the one above, finding a final event in I 1 and applying sequentiality, synchronization, and transitivity. The thesis follows from the two results above again by sequentiality, synchronization, and transitivity. Scope: it means that either (1) ε 1 =↑ n and ε 2 is an event in the scope or (2) ε 1 =↑ n and ε 2 =↓ n , or (3) ε 1 is an event in the scope and ε 2 =↓ n . We consider the first case since the third one is analogous and the second one follows by transitivity. If ε 2 is in the coordinator then the thesis follows easily. Otherwise it follows thanks to the auxiliary synchronizations with a reasoning similar to the one for sequentiality. Synchronization: it means that ε 1 is a sending event and ε 2 is the corresponding receiving event, namely ε 1 = ε 2 . Thus, since ε 2 ≤ APOC ε 2 then ε 2 ≤ APOC ε 2 . If: it means that ε 1 is the evaluation of the guard and ε 2 is in one of the two branches. Thus, if ε 2 is in the coordinator then the thesis follows easily. Otherwise it follows thanks to the auxiliary synchronizations with a reasoning similar to the one for sequentiality. While: it means that ε 1 is the evaluation of the guard and ε 2 is in the body of the while. Thus, if ε 2 is in the coordinator then the thesis follows easily. Otherwise it follows thanks to the auxiliary synchronizations with a reasoning similar to the one for sequentiality.
We can now define a notion of conflict between (AIOC and APOC) events, relating events which are in different branches of the same conditional.
Definition 18 (Conflicting events).
Given an AIOC process I we say that two events ε, ε ′ ∈ Events(I) are conflicting if they belong to different branches of the same if construct, i.e. there exists a subprocess 
APOCs resulting from the projection of well-annotated connected AIOCs enjoy useful properties. Adaptation, conditional choice and iteration at the AIOC level happen in one step, while they correspond to many steps of the projected APOC. Also, scope execution introduces auxiliary communications which have no correspondence in the AIOC. Thus, we define the function upd that bridges this gap. More precisely, function upd is obtained as the composition of two functions, a function prop that completes the execution of AIOC actions which have already started, and a function sim that eliminates all the auxiliary closing communications. -replace a subterm 1; P by P or a subterm 1 | P by P .
Definition 19 (Well-annotated APOC). An annotated APOC network N is well-annotated for its causality relation
Definition 20 (upd function). Let N be an annotated APOC (we drop annotations if not relevant). The upd function is defined as the composition of a function prop and a function sim. Thus, upd(N ) = sim(prop(N )). Network prop(N ) is obtained from
The result below proves that in a well-annotated APOC only transitions corresponding to events minimal w.r.t. the causality relation ≤ APOC may be enabled. Proof. The proof is by contradiction. Suppose ε is enabled but not minimal, i.e. there exists ε ′ such that ε ′ ≤ APOC ε. If there is more than one such ε ′ consider the one such that the length of the derivation of ε ′ ≤ APOC ε is minimal. This derivation should have length one, and following Definition 17 it may result from one of the following cases:
-Sequentiality: ε ′ ≤ APOC ε means that ε ′ ∈ Events(P ′ ), ε ∈ Events(P ′′ ), and P ′ ; P ′′ is a subterm of N . Because of the semantics of sequential composition ε cannot be enabled.
-Scope: let n : scope @r {P } prop {∆} roles {S} or n : scope @r {P } be a subprocess of N with global index ξ. We have the following cases:
• ε ′ =↑ ξ and ε ∈ Events(P ), and this implies that ε cannot be enabled since if ε ′ is enabled then the rules ADAPT or NO-ADAPT for the evolution of the scope have not been applied yet;
• ε ′ =↑ ξ and ε =↓ ξ : this is trivial, since ↓ ξ is an auxiliary event and no transition corresponds to it; • ε ′ ∈ Events(P ) and ε =↓ ξ , but this is impossible since if ε ′ is enabled there is no event ε because the events ↑ ξ and ↓ ξ disappear as soon as the rule LEAD-ADAPT or LEAD-NOADAPT are performed.
-If: ε ≤ APOC ε ′ means that ε is the evaluation of the guard of the subterm n : if x n {P ′ } else {P ′′ } and ε ′ ∈ Events(P ′ ) ∪ Events(P ′′ ). Event ε ′ cannot be enabled because of the semantics of if.
-While: ε ≤ APOC ε ′ means that ε is the evaluation of the guard of the subterm n : while x n {P } and ε ′ ∈ Events(P ). Event ε ′ cannot be enabled because of the semantics of while.
The following result shows that if an interaction is performed then the two executed events are matching events. − −−−−−−−−− → A, N ′ can be generated only by the SYNCH rule. Then, we have that the two events are on the same operation and that r 2 is the target of the first event. Assume that they are not matching events. Then for the definition of wellannotated APOC they are either conflicting or in the causality relation. In the first case none of them can be enabled by Definition 17 since they are inside an if construct. In the second case thanks to Lemma 3, at least one of them cannot be enabled since it is not minimal. This is absurd, thus they have to be matching events.
We now prove that all the projections of connected well-annotated AIOCs are wellannotated APOCs. 
Note that the two events are in the same role, thus w.l.o.g. we can assume that there exist two processes P, P ′ such that [f ξ ] r ∈ Events(P ) and [f ξ ′ ] r ∈ Events(P ′ ) and that one among P ; P ′ , P |P ′ , and if b {P } else {P ′ } is a subprocess of N . Since I is connected for parallel, by Definition 2 and by definition of the projection function the second case can never happen. Similarly, since the events are nonconflicting by Definition 18 the third case can never happen. If P ; P ′ is a subprocess of N then by sequentiality (Definition 17) we have the thesis. C4 Similar to the previous case. C5 By definition of the projection function. C6 Trivial, since by definition of well-annotated AIOC it never happens that there are two events with the same index and different global indexes.
The next lemma shows that for every environment E and for every set of rules R the APOC N and upd(N ) have the same set of weak traces. Lemma 6. Let N be an APOC. The following properties hold: Proof. By structural induction on I.
if
The next lemma shows that if two matching events are enabled in the projection of an AIOC, then the corresponding interaction is enabled in the AIOC. Proof. If I is well-annotated and connected then the proof is by structural induction on I. The cases for 1, 0, scopes if and while constructs are trivial. For parallel composition just consider that since the two events have the same global index then they are from the same component, and the thesis follows by inductive hypothesis. Let us consider sequential composition. Suppose I = I ′ ; I ′′ . If n : o ? : r 1 (e) → r 2 (x) ∈ I ′ then the thesis follows by inductive hypothesis. Otherwise by inductive hypothesis n : o ? : r 1 (e) → r 2 (x) is enabled in I ′′ . Thus, r 1 → r 2 ∈ transI(I ′′ ). From connectedness for sequence ∀s 1 → s 2 ∈ transF(I ′ ) then {r 1 , r 2 } ∩ {s 1 , s 2 } = ∅. This is not possible since otherwise at least one of the events n : o
Lemma 8. Let
? : e to r 1 and n : o ? : x from r 2 would not be enabled. Thus, the only possibility is transF(I ′ ) = ∅. This implies that I ′ has a transition with label √ . Thus, n : o ? : r 1 (e) → r 2 (x) is enabled in I. If I is not well-annotated and connected, then note that the only reason why it may be not well-annotated is that some auxiliary interactions are missing. However, this may at most enable more interactions, thus the thesis follows.
Definition 21 (Weak System Bisimilarity). A weak system bisimulation is a relation R between AIOC systems and APOC systems such that if
′′′ , R ′′′ , τ } then one of the following two holds:
Weak system bisimilarity ∼ is the largest weak system bisimulation.
The following result states that weak system bisimilarity implies weak trace equivalence.
Lemma 9. Let Σ, E, R, I be an AIOC system and E ′ , R ′ , N an APOC system. If Σ, E, R, I ∼ E ′ , R ′ , N then the AIOC system Σ, E, R, I and the APOC system E ′ , R ′ , N are weak trace equivalent.
Proof. The proof is by coinduction. Take an AIOC trace µ 1 , µ 2 , . . . of the AIOC system. From bisimilarity, the APOC system has a transition with label η 1 matching µ 1 . After the transition, the AIOC system and the APOC system are again bisimilar. Thus the APOC system has a trace η 2 , . . . matching µ 2 , . . . . By composition the APOC system has a trace η 1 , η 2 , . . . as desired. The opposite direction is analogous.
We can now prove our main theorem that states that given a connected well-annotated AIOC process and a state Σ the APOC network obtained as its projection behaves as expected.
Theorem 2.
Proof. We prove that the relation R below is a weak system bisimulation.
where I is obtained from a well-annotated connected AIOC via 0 or more transitions and upd(N ) is a well-annotated APOC.
To ensure that proving that the relation above is a bisimulation implies our thesis, let us show that the pair ( Σ, E, R, I , E, R, proj(I, Σ) ) from the theorem statement belongs to R. Note that here I is well-annotated and connected, and for each such I we have upd(proj(I, Σ)) = proj(I, Σ). From Lemma 5 proj(I, Σ) is well annotated, thus upd(proj(I, Σ)) is well annotated.
Observe that prop is the identity on proj(I, Σ), thus from Lemma 2 we have that the conditions Events(I) ⊆ Events(prop(N )) and ∀ε 1 , ε 2 ∈ Events(I).
We now prove that R is a weak system bisimulation. From Lemma 9, this implies weak trace equivalence.
To prove that R is a weak system bisimulation it is enough to prove that for each ( Σ, E, R, I , E, R, N ) where N = proj(I, Σ) we have:
In fact, consider N with upd(N ) = proj(I, Σ). The case for labels Σ, R is trivial. 
The thesis follows since upd(N ′′′ ) = upd(N ′′ ). In case (B) the step is matched by the AIOC by staying idle, following the second option in the definition of weak system bisimilarity.
Thus, we have to prove the two conditions above. The proof is by structural induction on the AIOC I. All the subterms of a well-annotated connected AIOC are well-annotated and connected, thus the induction can be performed. We consider both challenges from the AIOC (→) and from the APOC (←). The case for label √ follows from Lemma 7. The case for labels Σ, R is trivial. Let us consider the other labels, namely o ? : r 1 (v) → r 2 (x), C → I, no-adapt, and τ . Note that no transition (at the AIOC or at the APOC level) with one of these labels can change the environment E or the set of rules R. Thus, in the following, we will not write them explicitly. Essentially, we will use AIOC processes and APOC networks instead of AIOC systems and APOC systems respectively. Note that APOC networks also include the state, while this is not the case for AIOC processes. For AIOC processes, we assume to associate to them the state Σ, and comment on its changes whenever needed.
Case 1, 0: trivial. Case n : x@r = e: the assignment changes the global state in the AIOC, and the local state of role r in the APOC in a corresponding way. Case n : o ? : r 1 (e) → r 2 (x): trivial unless the interaction has been created by an adaptation step. In this last case, note that the mismatch on the name of the operation, namely between n · o ? in the APOC and o ? in the AIOC, is solved thanks to the definition of weak system bisimilarity. which is exactly the projection of I; n : while b@r {I}.
As far as events are concerned, in prop(N ′ ) we have all the needed events since, in particular, we have already done the unfolding of the while in all the roles. Concerning the ordering, at the AIOC level, we have two kinds of causal dependencies: (1) events in the unfolded process precede the guard event; (2) the guard event precedes the events in the body. The first kind of causal dependency is matched at the APOC level thanks to the auxiliary synchronizations that close the unfolded body (which are not removed by prop) using synchronization and sequentiality. The second kind of causal dependency is matched thanks to the auxiliary synchronizations that start the following iteration using synchronization, sequentiality and while. The case when the condition evaluates to false is simpler. This is exactly the projection of the AIOC obtained after applying the rule ADAPT. The conditions on events are inherited. Observe that the closing event of the scope is replaced by events corresponding to the auxiliary interactions closing the scope. This allows us to preserve the causality dependencies also when the scope is inserted in a bigger context. The case of rule LEAD-NOADAPT is simpler. ← The only possible transition from the APOC is the one of the coordinator of the scope checking whether adaptation is needed. This reduces N to N ′ above and the thesis follows from the same reasoning.
