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Abstract
We study the differentiability of very weak solutions v ∈ L1(Ω) of (v,Lϕ)0 = (f,ϕ)0 for all ϕ ∈
C2(Ω) vanishing at the boundary whenever f is in L1(Ω, δ), with δ = dist(x, ∂Ω), and L∗ is a linear
second order elliptic operator with variable coefficients. We show that our results are optimal. We use sym-
metrization techniques to derive the regularity in Lorentz spaces or to consider the radial solution associated
to the increasing radial rearrangement function f˜ of f .
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1. Introduction
The origin of this paper starts with an originally unpublished manuscript by H. Brezis (per-
sonal communication of him to the first author [4]), later mostly in the paper by Brezis et al. [5]
(see also the mention made in [17]). In his note, when f is given in L1(Ω,dist(x, ∂Ω))
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weak solution v ∈ L1(Ω) of
GD(Ω) =
{− ∫
Ω
vϕ dx = ∫
Ω
fϕ dx, ∀ϕ ∈ V1(Ω),
with V1(Ω) = {ϕ ∈ C2(Ω), ϕ = 0 on ∂Ω},
and also that
|v|L1(Ω)  c|f |L1(Ω,dist(x,∂Ω)).
Therefore, the question of the integrability of the generalized derivative ∂iv = ∂v∂xi arises in a
natural way and was raised already in the note by H. Brezis.
To give some answer to the above question, we shall note δ(x) = dist(x, ∂Ω) and introduce
the following spaces
L1
(
Ω,δα
)= {f : Ω → R Lebesgue measurable: ∫
Ω
∣∣f (x)∣∣δ(x)α dx is finite},
0 α  1, L1
(
Ω,δ1
)= L1(Ω, δ), L1(Ω,δ0)= L1(Ω),
L1
(
Ω,δ|Ln δ|)
=
{
f : Ω → R Lebesgue measurable such that
∫
Ω
|f |(x)δ(x)∣∣Ln δ(x)∣∣dx < +∞}.
One has, for α ∈ [0,1[
L1
(
Ω,δα
)
 L1
(
Ω,δ|Ln δ|) L1(Ω, δ).
One of our results contains in particular the following statements:
(i) The very weak solution v ∈ W 1,q0 (Ω) for some q > 1 if and only if f ∈ L1(Ω, δα) for some
α ∈ [0,1[, for nonnegative f .
(ii) If f ∈ L1(Ω, δα), 0 α < 1 then |∇v| belongs to the Lorentz space L NN−1+α ,∞(Ω).
The above result contains the result given in [12] since Lp(Ω, δ)  L1(Ω, δ 1p ) for p > 1. We
also improve the result of Cabré and Martel [6], by showing that if f is only in L1(Ω, δ) then
the function v is in L
N
N−1 ,∞(Ω). Moreover, we can show that |∇v| ∈ Lq(Ω, δ) for some q > 1,
in particular v ∈ W 1,qloc (Ω).
As a matter of fact, all our results in the first four sections are valid when we replace the
Laplacian operator by a linear elliptic second order operator L with variable coefficients.
In Section 5, we consider the case of L∗ = − and Ω being the unit ball. Our aim is to study
if we may have the W 1,1-regularity whenever
f ∈ L1(Ω, δ)−L1(Ω,δ1−), L1(Ω,δ1−)= ⋃
0α<1
L1
(
Ω,δα
)
.
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(1) If f ∈ L1(Ω, δ|Ln δ|) then the very weak solution v ∈ L1(Ω) is in W 1,10 (Ω).
(2) If we consider f˜ the increasing radial rearrangement function (see its definition in Sec-
tion 2) of f ∈ L1(Ω, δ), f  0 then f˜ ∈ L1(Ω, δ). Moreover, the unique very weak solution
ω ∈ L1(Ω) of the generalized Dirichlet problem GD(Ω),
−
∫
Ω
ω(x)ϕ(x)dx =
∫
Ω
f˜ ϕ(x) dx, ∀ϕ ∈ V1(Ω),
is radial but decreasing belonging to W 1,10 (Ω). Moreover, there exists a constant c(Ω) > 0
|∇ω|L1(Ω)  c(Ω) · |f |L1(Ω,δ).
Under our assumptions on Ω ,
c(Ω) = 1
Nα
1+ 1
N
N
.
We shall restate the necessary and sufficient conditions to ensure that ω ∈ W 1,q (Ω) for q > 1
and we shall show that
ω ∈ W 1,q0 (Ω) if and only if
|Ω|∫
0
( |Ω|∫
σ
f∗(t) dt
)q
dσ is finite.
We also remark that the usual comparison technique based on the decreasing rearrangement f∗(t)
of f  0, is inefficient in the case where f ∈ L1(Ω, δ) \L1(Ω). Indeed, the function
U(x) = cN
|Ω|∫
αN |x|N
t
2
N
−2
t∫
0
f∗(σ ) dσ
is in L1(Ω) if and only if f ∈ L1(Ω). In any case the pointwise comparison v˜  U and the
comparison in mass (see, e.g. the results and references presented in Section 1.3 of [7]) are still
true (but they do not give any information on the integrability of v). We end the paper by giving
two applications of our differentiability results to two special data f which are in L1(Ω, δ) but
not in L1(Ω) nor in L1(Ω, δα), respectively. The application to the existence, uniqueness and
qualitative properties of the very weak solution of some associate semilinear problem will be the
object of a separate paper by the authors (Díaz and Rakotoson [8]).
2. Notation – preliminary results
We shall always consider Ω ⊂ RN, N  2, a bounded open set of class C2,1. For any mea-
surable set E ⊂ RN we shall denote by |E| its Lebesgue measure.
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Lu = −
N∑
i,j=1
∂i
(
aij (x)∂ju
)+ N∑
i=1
bi(x)∂iu+ c0(x)u
under the same assumptions as in [9], say aij ∈ C0,1(Ω), bi ∈ C0,1(Ω), c0 ∈ L∞(Ω), c0  0,
∀ξ = (ξ1, . . . , ξN) ∈ RN
∑
i,j
aij (x)ξiξj  α|ξ |2 for some α > 0, c0(x)− 12
N∑
i=1
∂ib
i(x) 0 a.e. in Ω.
We shall use the adjoint operator associated to L, that is
L∗ϕ = −
∑
i,j
∂j
(
aij (x)∂iϕ
)− N∑
i=1
∂i
(
biϕ
)+ c0(x)ϕ.
Remark 1. The case of unbounded term c0(x), blowing up on the boundary, will be considered in
a subsequent paper by the authors (Díaz and Rakotoson [8]) where in fact the general framework
will concern the case of semilinear equations.
We recall that:
– the decreasing rearrangement of a measurable function u is given by
u∗ : Ω∗ =
]
0, |Ω|[→ R, u∗(s) = inf{t ∈ R: |u > t | s},
u∗(0)= ess sup
Ω
u, u∗
(|Ω|)= ess inf
Ω
u;
– the decreasing radial rearrangement of the function u is defined, on the ball Ω˜ having the
same measure as Ω , by
u˜ : Ω˜ → R, u˜(x) = u∗
(
αN |x|N
);
– the increasing rearrangement of a measurable function u is given by
u∗ : Ω∗ → R, u∗(s) = u∗
(|Ω| − s), s ∈ ]0, |Ω|[;
– the increasing radial rearrangement of the function u is defined by
u˜ : Ω˜ → R, u˜(x) = u∗(αN |x|N ).
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q +∞
Lp,q(Ω) =
{
v : Ω → R measurable |v|qLp,q =
|Ω|∫
0
[
t
1
p |v|∗∗(t)
]q dt
t
< +∞
}
,
for q < +∞
Lp,∞(Ω) =
{
v : Ω → R measurable |v|Lp,∞ = sup
t|Ω|
t
1
p |v|∗∗(t) < +∞
}
,
χE is the characteristic function of a set E ⊂ Ω and |v|∗∗(t) = 1t
∫ t
0 |v|∗(s) ds for t ∈ Ω∗ =]0, |Ω|[.
We denote by ∂i = ∂∂xi , ∂ij = ∂
2
∂xi∂xj
. We define the following sets
W 1
(
Ω, | · |p,q
)= {v ∈ W 1,1(Ω): |∇v| ∈ Lp,q(Ω)}
and
W 2
(
Ω, | · |p,q
)= {v ∈ W 2,1(Ω): ∂ij v ∈ Lp,q(Ω) for (i, j) ∈ {1, . . . ,N}2}.
We shall denote by c various constants depending only on the data.
The notation ≈ stands for equivalence of nonnegative quantities, that is
Λ1 ≈ Λ2 ⇐⇒ ∃c1 > 0, c2 > 0 such that c1Λ2 Λ1  c2Λ2.
We first extend the Agmon–Douglis–Nirenberg theorem to Lorentz spaces.
Lemma 1. Consider L∗ the above linear operator. There exists a constant c(Ω,L∗) > 0 such
that ∀g ∈ LN,1(Ω) there exists a function ϕ ∈ W 2(Ω, | · |N,1)∩H 10 (Ω) satisfying
L∗ϕ = g,
and
|ϕ|H 1 + Max
i,j
|∂ijϕ|LN,1  c(Ω,L∗)|g|LN,1 .
Proof. For g ∈ L2(Ω), we know (see [9]) that there exists a unique function ϕ ∈ H 2(Ω) ∩
H 10 (Ω) such that L
∗ϕ = g. This defines a continuous linear operator A from L2(Ω) into H 2(Ω)
by setting Ag = ϕ. Let (i, j) ∈ {1, . . . ,N}2, x ∈ Ω , we define
Tij g(x) = ∂ijAg(x),
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ing to Agmon–Douglis–Nirenberg’s theorem [9], we derive from Marcinkiewicz’s interpolation
theorem (see [1]) that it maps continuously
LN,1(Ω) into LN,1(Ω): |Tij g|LN,1  c(Ω,L∗)|g|LN,1 .
This shows the lemma with the fact that
|∇Ag|L2  c|g|L2  c|g|LN,1(Ω). 
3. General result for f ∈L1(Ω,δ)
The following existence theorem follows the idea of H. Brezis [4] and the regularity improves
the one obtained in [6] for the case L = δ and in [17] for the case of a general operator L.
Theorem 1. Let f ∈ L1(Ω, δ) and N ′ = N
N−1 . Then there exists a unique function v ∈ LN
′,∞(Ω)
satisfying
(
DGL(Ω)
): ∫
Ω
vL∗ϕ dx =
∫
Ω
fϕ dx, ∀ϕ ∈ W 2(Ω, | · |N,1)∩H 10 (Ω).
Moreover, there exists a constant c(Ω,L) > 0 such that
|v|
LN
′,∞  c(Ω,L)|f |L1(Ω,δ). (1)
Proof. For k  1, we define the usual truncation
Tk(σ ) =
{
σ if |σ | k,
k sign(σ ) otherwise, σ ∈ R.
We set fk = Tk(f ) ∈ L1(Ω, δ) ∩ L∞(Ω) and fk → f in L1(Ω, δ). By standard result there
exists a unique function
vk ∈ W 2,p(Ω)∩H 10 (Ω), ∀p ∈ [1,+∞[: Lvk = fk.
Next we want to show that vk is a Cauchy sequence in LN
′,∞(Ω). For n  1, k  1, we set
vnk = vn − vk , f nk = fn − fk . Then Lvnk = f nk which implies that ∀ϕ ∈ H 2(Ω)∩H 10 (Ω)∫
Ω
vnkL∗ϕ dx =
∫
Ω
f nkϕ dx. (2)
For any E measurable in Ω , there exists a function ϕE ∈ W 2,p(Ω)∩H 10 (Ω) such that
L∗ϕE = χE sign
(
vnk
)
. (3)
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|∇ϕE |∞  c(Ω)
[
Max
i,j
|∂ijϕE |LN,1 + |ϕE |H 1
]
(4)
and using Lemma 1, we derive that
|∇ϕE |∞  c|χE |LN,1  c|E|
1
N . (5)
Since ∀x ∈ Ω , we have ∣∣∣∣ϕE(x)δ(x)
∣∣∣∣ c|∇ϕE |∞, (6)
and from relations (5) and (6), we get
|ϕE(x)|
δ(x)
 c|E| 1N , ∀x ∈ Ω. (7)
From relations (2) and (3), we derive∫
E
|vn − vk|dx =
∫
Ω
f nkϕE dx. (8)
From relations (7) and (8), we have∫
E
|vn − vk|dx  c|E| 1N
∫
Ω
|fn − fk|(x)δ(x) dx (9)
for all E measurable sets in Ω .
Using the Hardy–Littlewood inequality (see [14,1]), we have
sup
t|Ω|
[
t1−
1
N |vn − vk|∗∗(t)
]
 c|fn − fk|L1(Ω,δ). (10)
This shows the result.
Knowing that LN ′,∞ is the dual and associate space of LN,1 we pass to the limit in relation
that ∫
Ω
vkL
∗ψ dx =
∫
Ω
fkψ dx, ∀ψ ∈ W 2
(
Ω, | · |N,1
)∩H 10 (Ω) (11)
as k → +∞ to derive the result. 
Next, we want to show that the solution is in W 1,q (Ω, δ) for 2N2N−1 > q provided that c(x) =
0 = bi(x) and aij = aji .
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Then there exists a function ϕ1 ∈ W 2,p(Ω)∩H 10 (Ω) and λ1 > 0, ∀p ∈]1,+∞[ satisfying{
Lϕ1 = λ1ϕ1 in Ω,
ϕ1 = 0.
Moreover, there are two constants c1 > 0, c2 > 0 such that
c1δ(x) ϕ1(x) c2δ(x) ∀x ∈ Ω.
Proof. The proof of the existence is classical (see [15,5]). The estimate is a consequence of Hopf
lemma and can be proved as in the case L = − (see [12,2]). 
Theorem 2. Under the same assumptions as for Lemma 2, the unique generalized function v
given in Theorem 1 belongs to W 1,q (Ω, δ) for 1 q < 2N2N−1 .
Proof. Let us show that the sequence vk ∈ W 2,p(Ω) ∩ H 10 (Ω) ∀p ∈ [1,+∞[ solution of
Lvk = fk is a Cauchy sequence in W 1,q(Ω, δ).
For η > 0 (that we shall choose later), we consider
φη(σ ) =
σ∫
0
dt
(1 + t2) 1+η2
, σ ∈ R,
the function ψk = φη(vk)ϕ1, with ϕ1 the first eigenfunction associated to L. Then,
∑
i,j
∫
Ω
aij (x)∂ivk∂jψk dx =
∫
Ω
fkψk dx. (12)
Using the coercivity condition on aij , we have
α
∫
Ω
|∇vk|2
(1 + v2k )
1+η
2
ϕ1 dx +
∑
i,j
∫
Ω
aij (x)∂jϕ1∂i
( vk∫
0
φη(t) dt
)
dx 
∫
Ω
fkψk dx. (13)
We have
∑
i,j
∫
Ω
aij (x)∂jϕ1∂i
( vk∫
0
φη(t) dt
)
dx =
∫
Ω
[ vk∫
0
φη(t) dt
]
Lϕ1 dx
= λ1
∫
Ω
ϕ1
( vk∫
0
φη(t) dt
)
dx. (14)
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Ω
|∇vk|2
(1 + v2k )
1+η
2
δ(x) dx  c|φη|∞
[∫
Ω
ϕ1|vk|dx +
∫
Ω
fkϕ1 dx
]
 c(η)
∫
Ω
fk(x)δ(x) dx. (15)
We conclude as in [13] (see also [3] for another proof), using Hölder inequality, with q ∈
[1, 2N2N−1 [, we have∫
Ω
|∇vk|q(x)δ(x) dx  c|fk|
q
2
L1(Ω,δ)
(
1 +
∫
Ω
|vk|m(x)δ(x) dx
)1− q2
(16)
with m = (1+η)q2−q < NN−1 (choice of η).
Since
|vk|Lm(Ω,δ)  c|vk|LN ′,∞  c|fk|L1(Ω,δ),
we then have ∫
Ω
|∇vk|q(x)δ(x) dx  c|fk|
q
2
L1(Ω,δ)
(
1 + |f |L1(Ω,δ)
)1− q2 . (17)
By linearity of the equation
∣∣∇(vk − vn)∣∣Lq(Ω,δ)  c|fk − fn| q2L1(Ω,δ) → 0 as n, k → +∞.
We conclude that v ∈ W 1,q (Ω, δ). 
4. Necessary and sufficient conditions for the Lq(Ω)-integrability of gradient
In this section, we are investigating the integrability of the gradient on the whole set Ω for the
general operator L.
We start with the following theorem:
Theorem 3. Let v be the unique solution of (DGL(Ω)) given in Theorem 1.
If f ∈ L1(Ω, δα) for some α ∈ [0,1[, then
|∇v| ∈ L NN−1+α ,∞(Ω).
Moreover, there exists c(Ω,L) > 0
|∇v|
L
N
N−1+α ,∞
 c(Ω,L)|f |L1(Ω,δα).
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Lemma 3. For u ∈ L1loc(Ω), we consider a measurable vector field H(u) ∈ L∞(Ω)N .
For any function g ∈ Lp(Ω), 2 p < +∞ there exists a unique function ϕ ∈ W 1,p0 (Ω) such
that
B(ϕ,ψ)
.=
∑
i,j
∫
Ω
aij (x)∂iϕ∂jψ dx +
∫
Ω
∑
i
bi(x)ϕ∂iψ dx +
∫
Ω
c0ϕψ dx
=
∫
Ω
g(x)H(u) · ∇ψ dx, ∀ψ ∈ W 1,p′0 (Ω),
1
p
+ 1
p′
= 1.
Moreover, there exists a constant c = c(Ω,L,p) > 0 (independent of ϕ) such that
|ϕ|
W
1,p
0 (Ω)
 c
∣∣H(u)g∣∣
Lp(Ω)
. (18)
Proof. If p = 2 it is a consequence of Lax–Milgram theorem. We notice that
B(ϕ,ϕ) α|∇ϕ|2
L2 +
∫
Ω
[
c0 − 12
N∑
i=1
∂bi
∂xi
]
ϕ2 dx  α|∇ϕ|2
L2
for ϕ ∈ H 10 (Ω) and then
|∇ϕ|2
L2 + |ϕ|2L2  c
∣∣H(u)g∣∣2
L2(Ω). (19)
If p > 2, we apply Simader’s result to derive the regularity of the above unique function
ϕ ∈ W 1,p0 (Ω).
Moreover, there exists a constant γ (Ω,p,L) > 0:
|ϕ|W 1,p  γ
(∣∣H(u)g∣∣
Lp
+ |ϕ|Lp
)
. (20)
Since
|ϕ|L2  c
∣∣H(u)g∣∣
L2  c
∣∣H(u)g∣∣
Lp
, (21)
and
|ϕ|p  c|ϕ|θL2 |ϕ|1−θW 1,p0 for some θ ∈]0,1[, (22)
one derives via Young’s inequality, relations (20) to (22)
|ϕ|W 1,p  c
∣∣H(u)g∣∣
Lp
. 
We shall use a corollary of Lemma 3.
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r ∈ [1,+∞] if g ∈ Lp,r (Ω) then the unique solution ϕ of
B(ϕ,ψ) =
∫
Ω
gH(u)∇ψ dx, ∀ψ ∈ W 1,p′0 (Ω), (23)
belongs to W 1(Ω, | · |p,r ) and
|∇ϕ|Lp,r (Ω)  c
∣∣H(u)g∣∣
Lp,r (Ω)
. (24)
Moreover, for p N , for all x ∈ Ω
|ϕ(x)| cp
∣∣H(u)g∣∣
Lp,1 · δ(x)1−
N
p . (25)
Proof. To deduce the relation (24), we apply the Marcinkiewicz’s interpolation theorem (see [1])
with T g = |∇Ag|, where the map A is defined as A(g) = ϕ with ϕ the unique solution of (23).
T maps Lp(Ω) into Lp(Ω) continuously and then from Lp,r (Ω) into itself. Therefore, we
have relation (24) thanks to Lemma 3. While for relation (25), we use the Sobolev embedding
W 1(Ω, | · |p,1) ⊂> C0,β(Ω) with β = 1 − Np if p >N and W 1(Ω, | · |N,1) ⊂> C(Ω) ∩L∞(Ω)
if p = N (see [14]). We combine these results with relation (24) to derive the result. 
Proof of Theorem 3. We shall consider vk ∈ W 2,p(Ω)∩H 10 (Ω) ∀p ∈ [1,+∞[ satisfying
Lvk = fk = Tk(f ).
We want to show that (vk)k1 is a Cauchy sequence in W 1(Ω, | · |qα,∞) with qα = NN−1+α .
We introduce
H(vk) =
{ ∇vk|∇vk | if ∇vk = 0,
0 otherwise.
Then, for any E measurable ⊂ Ω , we have from Lemma 3 and its corollary a function ϕE ∈
W 1(Ω, | · |p,1) ∀p ∈ [2,+∞[ such that
B(ϕE,ψ)=
∫
E
H(vk) · ∇ψ dx ∀ψ ∈ W 1,p′(Ω)
(
1
p
+ 1
p′
= 1
)
.
Choosing ψ = vk , we have∫
E
|∇vk|dx = B(ϕE,vk)=
∫
Ω
ϕELvk dx =
∫
Ω
fkϕE dx. (26)
From relation (25), we know that∣∣ϕE(x)∣∣ c|χE |Lp,1 · δ(x)1−Np . (27)
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α = 1 − N
p
that is
1
p
= 1 − α
N
. (28)
Therefore, from relations (26) and (27) one has∫
E
|∇vk| c|χE |Lp,1 · |fk|L1(Ω,δα). (29)
Since |χE |L1,p  cp|E|
1
p , one has from relation (29)
sup
t|Ω|
[
t
1− 1
p |∇vk|∗∗(t)
]
 c|fk|L1(Ω,δα) with 1 −
1
p
= N − 1 + α
N
= 1
qα
. (30)
By linearity, relation (30) implies that (vk)k1 is a Cauchy sequence in W 1(Ω, | · |qα,∞). 
Now, we are able to prove
Theorem 4. Let v be the unique solution of the generalized Dirichlet problem (DGL(Ω)), f  0.
Then v ∈ W 1,q0 (Ω) for some q > 1 if and only if there exists α ∈ [0,1[ such that f ∈ L1(Ω, δα).
Proof. From Theorem 3, we know that
if f ∈ L1(Ω,δα) then v ∈ W 1(Ω, | · |qα,∞)⊂ W 1,q0 (Ω) for all 1 q < qα.
For the converse, we use that f  0.
If v ∈ W 1,q0 (Ω), q > 1 then we have for all ϕ ∈ C∞c (Ω)
−
∫
Ω
v∂i
(
aij (x) · ∂jϕ
)
dx =
∫
Ω
∂iv∂jϕaij dx. (31)
We deduce from the equation satisfied by v that ∀ϕ ∈ C∞c (Ω), ϕ  0∫
Ω
fϕ dx =
∑
i,j
∫
Ω
aij (x)∂iv∂jϕ dx +
∫
Ω
biv∂iϕ dx +
∫
Ω
c0vϕ dx = B(v,ϕ). (32)
Using a density argument and Fatou’s lemma, the relation (32) implies ∀ϕ ∈ W 1,q ′0 (Ω), ϕ  0,
1
q
+ 1
q ′ = 1 ∫
f ϕ dx  B(v,ϕ). (33)
Ω
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q
, we have
∫
Ω
δ(x)−q ′β dx < +∞, therefore the function
δα ∈ W 1,q ′0 (Ω) and
∫
Ω
∣∣∇δα∣∣q ′ dx  ∫
Ω
δ−βq ′(x) dx < +∞.
Choosing as a test function ϕ = δα in relation (32)
0
∫
Ω
f δα dx  c
[∫
Ω
|∇v|q dx +
∫
Ω
|v|q dx +
∫
Ω
|v|dx
]
(34)
which shows the result. 
Next, we want to analyze some specific case, namely when we “symmetrize” the equation.
Unfortunately, the usual trick consisting to compare v˜ (when f  0) with a radial decreasingfunction U associated to f˜ radial decreasing rearrangement of f , does not give any informationfor the integrability of v either its gradient (see Lemma 6). The following remark explains partly
this fact.
Remark 2. In general, when we consider the ball Ω˜ having the same measure |Ω| than Ω , then
the distance to the boundary δ(x) = δΩ˜(x) is given by{
δΩ˜ = α
− 1
N
N |Ω|
1
N − |x|,
x ∈ Ω˜.
Setting R = α−
1
N
N |Ω|
1
N , if f˜ ∈ L1(Ω˜, δΩ˜ ), f  0 then f ∈ L1(Ω). Indeed∫
Ω
f dy =
∫
Ω˜
f˜ (x) dx 
∫
{|x|R2 }
f˜ (x) dx +
∫
{R2 <|x|R}
f˜ (x) dx
 2
R
∫
Ω˜
f˜ (x)δΩ˜ (x) dx + f∗
(
αN
(
R
2
)N)
|Ω|
< +∞.
The situation is different with respect to the increasing symmetric rearrangement f˜ of f defined
through the scalar increasing rearrangement of f .
We shall use
Lemma 4. Assume that MaxΩ δ(x) = 1 and |Ω| = αN . Then
(i) δ∗(s) = 1 − s
1
N
1
N
, s ∈ [0, |Ω|], and up to a translation Ω is equal to the unit ball.
αN
820 J.I. Díaz, J.M. Rakotoson / Journal of Functional Analysis 257 (2009) 807–831(ii) ∀f ∈ L1(Ω, δ), f  0, one has
⎧⎪⎨⎪⎩
f∗ ∈ L1(Ω∗, σ ),∫
Ω∗
f∗(σ )σ dσ NαN
∫
Ω
f (x)δ(x) dx.
Proof. Following the proof given in [14], we have
δ∗(0)− s
1
N
α
1
N
N
 δ∗(s)
|Ω| 1N − s 1N
α
1
N
N
. (35)
Therefore, under the assumptions of the lemma, we have
δ∗(0) = 1 = |Ω|
1
N
α
1
N
N
,
which shows (i).
While for (ii) we apply the Hardy–Littlewood inequality to derive
∫
Ω
f˜ (x) δ˜(x) dx 
∫
Ω
f (x)δ(x) dx. (36)
But, one has
∫
Ω
f˜ (x) δ˜(x) dx =
∫
Ω
f∗
(|Ω| − αN |x|N ) · δ∗(αN |x|N )dx
= NαN
1∫
0
f∗
(
αN
(
1 − rN ))δ∗(αNrN )rN−1 dr (setting t = αNrN )
=
αN∫
0
f∗(αN − t)δ∗(t) dt
= 1
α
1
N
N
αN∫
0
f∗(αN − t) ·
(
α
1
N
N − t
1
N
)
dt
= 1
α
1
N
αN∫
f∗(αN − t) · (αN − t)
PN(t)
dt, (37)N 0
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PN(t) = αN − t
α
1
N
N − t
1
N
is a polynomial function increasing in t and
α
1− 1
N
N = PN(0) PN(t) PN(αN)= Nα
1− 1
N
N .
Thus from (36), we have
1
α
1
N
N
1
PN(αN)
αN∫
0
f∗(σ )σ dσ 
∫
Ω
f˜ (x) δ˜(x) dx. (38)
From (36) and (38) we get statement (ii). 
5. Some results on a ball: f is replaced by its increasing rearrangement ˜f
The aim of this section is to show that there are functions v whose data are in L1(Ω, δ) for
which we have only the regularity W 1,1(Ω).
Setting
L1
(
Ω,δ1
−)= ⋃
0α<1
L1
(
Ω,δα
)
,
a natural question concerns the global differentiability of v on the entire Ω when f ∈ L1(Ω, δ) \
L1(Ω, δ1
−
).
A partial answer can be given if Ω is a ball and when L = −. In this case, we have an
estimate of the gradient of the Green function given in [10]. We have
Proposition 1. Assume that L = −. If f ∈ L1(Ω, δ|Ln δ|) then the function v solution of
(DGL(Ω)) is in W 1,10 (Ω).
Moreover, there exists a constant c > 0:
|∇v|L1  c|f |L1(Ω,δ|Ln δ|).
Proof. The function vk ∈ W 2,p(Ω ∩H 10 (Ω), p ∈ [1,+∞[ solution of −vk = fk satisfies that
vk(x) =
∫
Ω
G(x,y)fk(y) dy,
where G is the Green function associated to the Dirichlet problem. According to [10], there exists
a constant c > 0 such that
|∇G|(x, y) c|x − y|1−N min
{
1,
δ(y)
}
. (39)|x − y|
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Ω
|∇vk|(x) dx 
∫
Ω
∣∣fk(y)∣∣[∫
Ω
|∇G|(x, y) dx
]
dy (40)
and by the estimates (39), we have∫
Ω
|∇G|(x, y) dx  c
∫
{x: |x−y|δ(y)}
|x − y|1−N dx + cδ(y)
∫
{x: |x−y|>δ(y)}
|x − y|−N dx. (41)
Thus ∫
Ω
|∇G|(x, y) dx  cδ(y)+ cδ(y)∣∣Ln δ(y)∣∣. (42)
From relations (40) and (42), we deduce∫
Ω
|∇vk|(x) dx  c
∫
Ω
∣∣f (y)∣∣δ(y)∣∣Ln δ(y)∣∣dy. (43)
This shows that (vk)k1 is a Cauchy sequence in W 1,10 (Ω).
Thus v ∈ W 1,10 (Ω). 
We recall the following result which can be obtained by some direct integrations (see for
instance [11,7]).
Lemma 5. Let f ∈ L1(Ω, δ), f  0 and let for n ∈ N, Tn(f ) = min(f,n) .= fn. Then the se-
quence (Un)n0 defined on Ω by
Un(x) = 1
N2α
2
N
N
αN∫
αN |x|N
[
σ−2(1−
1
N
)
σ∫
0
fn∗(t) dt
]
dσ,
is the unique solution of{−Un(x) = fn˜ (x) = fn∗(αN |x|N ), x ∈ Ω,
Un = 0 on ∂Ω,
Un ∈ W 1,q0 (Ω), ∀q < +∞.
Another lemma that shall explain the difference between the results when f ∈ L1(Ω) and
f ∈ L1(Ω, δ) is the following necessary and sufficient condition.
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limn→+∞ Un = U is in L1(Ω).
And in this case (i.e. f ∈ L1(Ω)), the function U is the unique solution of⎧⎨⎩
−U = f˜ in Ω,
U ∈ W 1,q0 (Ω), 1 q <
N
N − 1 .
Proof. We first note that fn∗ = Tn(f∗) = min(f∗, n), thus by Beppo–Levi monotone conver-
gence limn→+∞ Un(x) = U(x) exists in [0,+∞] for a.e. x, since
Un(x)Un+1(x) ∀x ∈ Ω.
The first part is well known since if f ∈ L1(Ω) then f˜ ∈ L1(Ω) and therefore, the unique
solution of the Dirichlet problem is U .
Conversely, assume that 0 
∫
Ω
U(x)dx < +∞, one has for all n  1, using integration by
parts ∫
Ω
U(x)dx 
∫
Ω
Un(x)dx
=
αN∫
0
s−1+
1
N
( s∫
0
fn∗(t) dt
)
ds
= N
αN∫
0
(
α
1
N
N − s
1
N
)
fn∗(s) ds. (44)
From relation (44), one has for 0 < ε 1N  α
1
N
N
2
ε∫
0
fn∗(s) ds 
2
Nα
1
N
N
|U |L1(Ω) (45)
and
αN∫
ε
fn∗(s) ds  fn∗(ε) · (αN − ε) f∗(ε)(αN − ε). (46)
We note that since f ∈ L1+(Ω, δ) then for all s ∈]0, |Ω|], 0 f∗(s) < +∞, in particular f∗(ε) <
+∞. Thus, for all n 0∫
fn(x) dx  f∗(ε)(αN − ε)+ 2
Nα
1
N
|U |L1(Ω).
Ω N
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Ω
f (x)dx  f∗(ε)(αN − ε)+ 2
Nα
1
N
N
|U |L1(Ω).  (47)
Next, we want to prove the following theorem.
Theorem 5. Let h ∈ L1(Ω, δ), h 0. Then, the unique solution ω ∈ L1(Ω) of{−ω(x)= h˜(x) = h∗(αN − αN |x|N ), in Ω,
ω(x) = 0, x ∈ ∂Ω,
in the very weak sense given above belongs to W 1,10 (Ω).
Moreover we have
|ω|L1(Ω) 
1
α
1+ 1
N
N N
∣∣h∗(σ )σ ∣∣L1(Ω∗)  1
α
1
N
N
|h|L1(Ω,δ),
|∇ω|L1(Ω) 
1
Nα
1
N
N
∣∣h∗(σ )σ ∣∣L1(Ω∗)  |h|L1(Ω,δ).
For this, we shall prove the following more general theorem which shows merely that for
radial solution ω, one has the W 1,1-regularity.
Theorem 6. Let f0 be a given nonnegative measurable function on the interval Ω∗ with σf0(σ ) ∈
L1(Ω∗).
Then, f ∈ L1(Ω, δΩ), with f (x) = f0(αN − αN |x|N), and the unique generalized function
ω ∈ L1(Ω) of −ω = f0(αN − αN |x|N) belongs to W 1,10 (Ω).
Moreover we have
|ω|L1(Ω) 
1
α
1+ 1
N
N N
∣∣f0(σ )σ ∣∣L1(Ω∗)  1
α
1
N
N
|f |L1(Ω,δ),
|∇ω|L1(Ω) 
1
Nα
1
N
N
∣∣f0(σ )σ ∣∣L1(Ω∗)  |f |L1(Ω,δ).
Proof. Consider for f  0, with f (x) = f0(αN − αN |x|N). We first remark, arguing as in
Lemma 4, that
∫
Ω
(1 − |x|)f (x) dx is equivalent to ∫ αN0 σf0(σ ) dσ and we have precisely
αN
∫
Ω
f (x)δ(x) dx 
αN∫
0
σf0(σ ) dσ NαN
∫
Ω
f (x)δ(x) dx.
Thus, under the condition on f0, one deduces that f ∈ L1(Ω, δ).
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ω(x)= 1
N2α
2
N
N
αN∫
αN |x|N
σ−2(1−
1
N
)
( σ∫
0
f0(αN − t) dt
)
dσ
is L1(Ω). Indeed, considering f0n = Tn(f0) and the function
ωn(x) =
αN∫
αN |x|N
σ−2(1−
1
N
)
( s∫
0
f0n(αN − t) dt
)
ds, x ∈ Ω,
one has by change of variables
∫
Ω
∣∣ωn(x)∣∣dx = αN∫
0
[ αN∫
s
σ−2(1−
1
N
)
( σ∫
0
f0n(αN − t) dt
)]
dσ
= N
αN∫
0
(
α
1
N
N − s
1
N
)
f0n(αN − s) ds
= N
αN∫
0
(αN − s)f0n(αN − s)
PN(s)
ds (48)
with PN(s) = αN−s
α
1
N
N −s
1
N
, s ∈ [0, αN [. Thus from (48), we deduce
∫
Ω
∣∣ωn(x)∣∣dx  N
PN(0)
αN∫
0
f0(σ )σ dσ. (49)
Letting n → +∞, in relation (49), we deduce from Fatou’s lemma
∫
Ω
∣∣ω(x)∣∣dx  1
Nα
1+ 1
N
N
αN∫
0
f0(σ )σ dσ.
The same analysis shows that for (j, n) ∈ N2, one has
∫
Ω
∣∣∇(ωn −ωj )(x)∣∣dx  α 1NN
αN∫
0
s−1+
1
N
∣∣∣∣∣
s∫
0
(f0n − f0j )(αN − t) dt
∣∣∣∣∣ds. (50)
From the latter, we derive
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Ω
∣∣∇(ωn −ωj )(x)∣∣dx  Nα 1NN
PN(0)
αN∫
0
(αN − s)|f0n − f0j |(αN − s) ds
Nα
2
N
−1
N
αN∫
0
σ
∣∣(f0n − f0j )∣∣(σ ) dσ.
By Lebesgue dominate theorem, we deduce that
lim
n→+∞
j→+∞
αN∫
0
σ
∣∣(f0n − f0j )∣∣(σ ) dσ = 0.
Thus ωn is a Cauchy sequence in W 1,10 (Ω). Therefore ω is W
1,1
0 (Ω) and so is ω.
Moreover, we have the identity
∫
Ω
∣∣∇ω(x)∣∣dx = NαN 1N αN∫
0
(αN − t)f0(αN − t)
PN(t)
dt. (51)
From the latter, we derive
|∇ω|L1(Ω)  c3N |f |L1(Ω,δ) with c3N =
1
NαN
. (52)
Since one has
−ωn = f0n
(
αN − αN |x|N
)
, ωn ∈ H 10 (Ω),
this implies that ω is a solution of DG(Ω). 
As a complement for Theorem 4, we can make precise the necessary and sufficient condition
for radial solution as in the above theorem. This will allow us to construct easily some examples
for the applications.
Lemma 7. Let q ∈ [1,N ′[. Then the function ω given in Theorem 6 is in W 1,q0 (Ω) if and only if
we have
αN∫
0
σf0(σ )
( αN∫
σ
f0(t) dt
)q−1
dσ =
αN∫
0
( αN∫
σ
f0(t) dt
)q
dσ is finite.
Proof. Assume first that f0 ∈ L∞(Ω∗). One has for any q ∈ [1,N ′[
∫ ∣∣∇ω(x)∣∣q dx = γN αN∫ s− qN ′
( s∫
f0(αN − t) dt
)q
dxΩ 0 0
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αN∫
0
(
αN
1− q
N ′ − s1− qN ′ )f0(αN − s)
( s∫
0
f0(αN − t) dt
)q−1
ds
= γ ′N
αN∫
0
[
αN
1− q
N ′ − (αN − σ)1−
q
N ′
σ
]
σf0(σ )
( αN∫
σ
f0(t) dt
)q−1
dσ.
One has two constants c1 > c0 > 0 such that ∀σ ∈ [0, αN ]
c0 
α
1− q
N ′
N − (αN − σ)1−
q
N ′
σ
 c1.
Indeed
α
1− q
N ′
N − (αN − σ)1−
q
N ′ = α1−
q
N ′
N
[
1 −
(
1 − σ
α N
)1− q
N ′
]
.
The last function is equivalent to
α
− q
N ′
N
(
1 − q
N ′
)
σ as σ → 0.
Therefore the quotient
α
1− q
N ′
N − (αN − σ)1−
q
N ′
σ
≈
σ→0 α
− q
N ′
N
(
1 − q
N ′
)
.
Thus, one has the equivalence
∫
Ω
∣∣∇ω(x)∣∣q dx ≈ αN∫
0
σf0(σ )
( αN∫
σ
f0(t) dt
)q−1
dσ.
Since f0(t), t ∈ L1(0, αN), then by integration by parts, the last integral is equal to
αN∫
0
( αN∫
σ
f0(t) dt
)q
dσ = I (f ).
We have shown that there are two constants k1N and k2N depending only on N and q such that
k1NI (f )
∫
|∇ω|q dx  k2NI (f ). (53)
Ω
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by Beppo–Levi monotone convergence
lim
n→+∞
∫
Ω
|∇ωn|q dx =
∫
Ω
|∇ω|q dx (54)
and
lim
n→+∞
αN∫
0
( αN∫
σ
f0n(t) dt
)q
dσ =
αN∫
0
( αN∫
σ
f0(t) dt
)q
dσ. (55)
These numbers might be infinite. Thus (53) is true for f ∈ L1(Ω, δ).
This gives the equivalence. 
We shall end this section by a few examples of applications of the above results.
Corollary 7.1. Let Ω be the unit ball of RN and q ∈ [1, N
N−1 [ for γ ∈ [1,2[, we consider
f (x) = 1
(1 − |x|N)γ .
Then
f ∈ L1(Ω, δ) and f /∈ L1(Ω).
Moreover
• if γ ∈ [1 + 1
q
,2[ then the function ω given in Theorem 5 is not in W 1,q0 (Ω);
• if γ ∈ [1,1 + 1
q
[ then the function ω ∈ W 1,q0 with q ∈ [1,min( 1γ−1 , NN−1 )[.
Proof. One has
f∗(σ )= βN
σγ
, σ ∈ [0, αN ].
The necessary and sufficient condition can be written as
I (γ ) =
αN∫
0
(
σ 1−γ − α1−γN
)q
dσ
is finite if and only if ω ∈ W 1,q0 (Ω). And
I (γ ) is finite if and only if
αN∫
σ (1−γ )q dσ is finite,0
J.I. Díaz, J.M. Rakotoson / Journal of Functional Analysis 257 (2009) 807–831 829and
αN∫
0
σ (1−γ )q dσ is finite if and only if γ < 1 + 1
q
. 
Corollary 7.2. Let g(σ ) = 4αN
σ |Ln σ4αN |γ
, with γ > 1 we set f (σ ) = −g′(σ ), σ ∈]0, αN [. Then
(1) g ∈ L1(]0, αN [) and g /∈ Lq(]0, αN [) for all q > 1.
(2) Setting h(x) = f (αn − αN |x|N), x ∈ Ω , h ∈ L1(Ω, δ|Ln δ|), but h is not in L1(Ω, δα), for
any α ∈ [0,1[.
(3) The generalized function ω ∈ L1(Ω) solution of −ω = h belongs to W 1,10 (Ω) but not to
W
1,q
0 (Ω) for q > 1.
Proof. (1) ∫ αN0 g(σ )qdσ ≈ ∫ +∞Ln 4 exp((q − 1)σ )σ−γ dσ from which we have the result.
(2) We set X(σ) = |Ln σ4αN | = Ln
4αN
σ
for σ ∈]0, αn], Y (σ ) = 1 − γX(σ) .
By a straightforward computation, we have
g′(σ )= −g(σ )
σ
Y (σ ).
Thus f (σ )= g(σ )
σ
Y (σ ) and for α ∈ [0,1] we have:
Jα =
∫
Ω
|h|(x)(1 − |x|)α dx = αN∫
0
σα|f |(σ ) dσ
PαN(α
− 1
N
N (αN − σ)
1
N )
,
with PαN(t) = ( 1−t
N
1−t αN)
α
, t ∈ [0,1].
Since inft∈[0,1] PαN(t) > 0, we deduce that
Jα ≈
αN∫
0
σα
∣∣f (σ )∣∣dσ ≈ αN∫
0
∣∣Y(σ )∣∣g(σ )σα−1 dσ.
Let us introduce σN = 4αN exp(−γ ), then
0 < Y(σ) 1 if σ ∈ [0, σN [ and Y(σ ) < 0 for σ > σN, Y (σN) = 0.
If α = 1 since Maxσ∈[0,αN ] |Y(σ )| is finite then
J1  c
αN∫
g(σ )dσ < +∞.0
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Jα  c
εαN∫
0
∣∣Y(σ )∣∣g(σ )σα−1 dσ,
with 0 < ε < 1, 0 < εαN < 12 inf(αN,σN). From the latter, we have
Jα  c
+∞∫
Ln 4
ε
exp
(
(1 − α)σ )σ−γ dσ = +∞.
To show that h ∈ L1(Ω, δ|Ln δ|), we start with the case γ  Ln 4 then f ′(σ )  0 for all σ ∈
]0, αN [, then f (σ )= f∗(σ ).
Since
∫
Ω
|h|(x)δ(x)∣∣Ln δ(x)∣∣dx  c αN∫
0
f (σ )σ dσ
= c
αN∫
0
f∗(σ )σ dσ  c
∫
Ω
f (x)δ(x) dx < +∞,
if γ > 2, we have (arguing as before):
∫
Ω
∣∣h(x)∣∣δ(x)∣∣Ln δ(x)∣∣dx
 c
∫
Ω
∣∣h(x)∣∣δ(x) dx + c αN∫
0
g(σ )d(σ )+ c
+∞∫
Ln 4
σ (1−γ ) dσ < +∞,
thus h ∈ L1(Ω, δ|Ln δ|).
(3) According to Theorem 6 or Proposition 1, we then have that the very weak solution
−ω = h, ω ∈ L1(Ω) is in W 1,10 (Ω). Since h /∈ L1(Ω, δα) then ω does not belong to W 1,q0 (Ω)
for all q > 1. 
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