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Résumé étendu
Le ltrage statistique est un problème d'estimation bayésienne dans des modèles dyna-
miques, en utilisant des observations délivrées séquentiellement. La quantité aléatoire
à estimer est appelée état, ou état ahé. La dynamique de l'état obéit à un proessus
de Markov. Les observations sont liées à l'état à haque instant par une fontion de
vraisemblane. Le problème du ltrage existe en temps ontinu et en temps disret.
Nous travaillons dans ette thèse exlusivement ave des modèles à temps disrets, qui
sont majoritairement utilisés dans les appliations que nous onsidérons.
Plus préisément, soit k ∈ N l'indie temporel disret. L'état ahé à l'instant k est
noté Xk et le proessus markovien {Xk}k≥0 est appelé proessus d'état. L'observation
délivrée à l'instant k est notée Yk et le proessus {Yk}k≥0 est appelé proessus d'obser-
vation. Le proessus joint {Xk, Yk}k≥0 est appelé modèle de Markov ahé, ou modèle
à espae d'état. Les modèles de Markov ahés sont utilisés pour modéliser des phé-
nomènes dynamiques aléatoires dans de domaines variés : aérospatial et défense [Hue
et al. (2002); Risti et al. (2004); Gustafsson (2010)℄, traitement de la parole [Juang and
Rabiner (1991)℄, ingénierie bio-médiale [Brokwell et al. (2004); Eddy (1996)℄, éono-
métrie [Chopin and Pelgrin (2004); Rossi and Gallo (2006)℄, pour ne iter que quelques
exemples.
Le ltrage onsiste à aluler à haque instant la loi a posteriori, 'est-à-dire la loi
onditionnelle de l'état ourant Xk sahant toutes les observations passées Y0, . . . , Yk,
µk(dx) = P[Xk ∈ dx|Y0, . . . , Yk],
également appelée ltre bayésien. Les algorithmes de ltrage (ou  ltres ) peuvent
être réursifs ou non, les premiers étant privilégiés ar généralement plus rapides. Un
ltre réursif traite les observations une par une (à l'instant k, le alul de µk ne
dépend que de Yk et de µk−1) plutt que de ré-utiliser à haque instant les observations
passées. A l'inverse, les méthodes de ltrage qui utilisent plusieurs observations à haque
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instant, dites globales, demandent plus de aluls (on peut toutefois limiter le nombre
d'observations traitées en ne onsidérant que elles délivrées à ertains instants bien
hoisis [Musso (1993); Musso and Oudjane (2005)℄).
Lorsque le modèle est linéaire et gaussien, la suite des ltres bayésiens est une suite
de lois gaussiennes dont l'espérane et la matrie de ovariane peuvent être alulées
exatement par le ltre de Kalman [Kalman (1960)℄, qui est don la méthode optimale
dans e as. Lorsque le modèle est non-linéaire en revanhe, il n'existe pas de méthode
permettant d'obtenir de manière générale le ltre bayésien exat. Des algorithmes d'ap-
proximation basés sur le ltrage de Kalman, omme le ltre de Kalman étendu ou le
ltre de Kalman non-parfumé [Arulampalam et al. (2002); Julier and Uhlmann (2004)℄,
donnent une approximation gaussienne biaisée du ltre bayésien. Ils peuvent donner de
bons résultats mais leur performane est dégradée lorsque le modèle s'éloigne trop du
as idéal linéaire gaussien.
Le ltrage partiulaire permet de aluler réursivement, de manière approhée, le
ltre bayésien dans des modèles non-linéaires et non-gaussiens. Les algorithmes de l-
trage partiulaire sont des méthodes de Monte Carlo séquentielles (sequential Monte
Carlo, SMC) basées sur le prinipe de l'éhantillonnage pondéré. Ils onsistent à appro-
her, à haque instant, la loi a posteriori µk par une probabilité, notée µ
N
k , qui s'exprime
omme une somme pondérée de N masses de Dira entrées en des points aléatoires de
l'espae d'état. Ces points sont appelés  partiules . µNk onverge, sous des hypothèses
faibles, vers µk lorsque le nombre de partiules N tend vers l'inni [Crisan and Douet
(2002); Del Moral (2004)℄. Ainsi, le ltrage partiulaire permet d'approher le ltre
bayésien arbitrairement près lorsque la puissane de alul disponible augmente, e qui
onstitue son intérêt prinipal.
L'inonvénient du ltrage partiulaire réside dans le fait qu'après un ertain temps,
on observe souvent que seules quelques partiules ont un poids non nul, et que le poids
de toutes les autres est numériquement évalué à zéro. Le ltrage est alors fortement
dégradé, ar seul un petit nombre de partiules partiipent à l'approximation de la loi
a posteriori. Ce phénomène est appelé  dégénéresene des poids . Il est lassique-
ment géré en ré-éhantillonnant les partiules selon leur poids, de manière à e que les
partiules assoiées à un poids important soient dupliquées et que elles assoiées à un
poids faible soient supprimées. Cette solution a été initialement proposée dans [Gordon
et al. (1993)℄.
Le phénomène de dégénéresene des poids est partiulièrement sévère lorsque que
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le modèle est très informatif, par exemple lorsque l'aléa sur la dynamique markovienne
est faible ou lorsque les observations sont préises [Oudjane and Musso (2000)℄. Nous
onsidérons dans ette thèse une méthode déterministe de alul intégral, la méthode
de Laplae, très utilisée en statistique bayésienne et qui, au ontraire, est d'autant plus
eae que le modèle est informatif. La méthode de Laplae est lassiquement utili-
sée pour approher des moments a posteriori dans des modèles statiques ('est-à-dire
lorsque l'état ahé n'est pas dynamique) [Tierney and Kadane (1986)℄. Sous des ondi-
tions de régularité et d'identiabilité du modèle, es approximations sont onvergentes
lorsque le nombre d'observations tend vers l'inni ou, de manière équivalente, lorsque
l'intensité du bruit d'observation tend vers zéro. Dans ette thèse, nous proposons d'as-
soier la méthode de Laplae au ltrage partiulaire dans le but d'améliorer la qualité
du ltrage, notamment dans le as paradoxalement diile où le modèle est informatif.
Méthode de Laplae
La méthode de Laplae est une méthode d'approximation d'intégrales multidimension-
nelles de la forme ∫
Rd
b(x)e−λh(x)dx, (1)
où λ est un paramètre réel tel que λ≫ 1. h est supposée admettre un minimum global
en xˆ, être régulière dans un voisinage de xˆ, de sorte que h′(xˆ) = 0 et det[h′′(xˆ)] > 0, et
vérier la ondition de oerivité suivante : pour tout δ > 0,
inf{h(x)− h(xˆ) : |x− xˆ| > δ} > 0.
La méthode de Laplae onsiste à onsidérer l'intégrale (1) omme l'intégrale de b
ontre une mesure gaussienne de petite variane d'ordre 1/λ. Pour e faire, on replae
h(x) dans l'intégrande par son développement de Taylor au seond ordre autour de xˆ,
h(x) ≈ h(xˆ) + 1
2
(x− xˆ)Th′′(xˆ)(x− xˆ).
L'intégrale (1) devient alors
∫
Rd
b(x)e−λh(x)dx ≈ e−λh(xˆ)
∫
Rd
b(x)e−
λ
2
(x−xˆ)T h′′(xˆ)(x−xˆ)dx.
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Lorsque λ est grand, l'intégrale de b ontre la densité gaussienne
(2π)−d/2 det [λh′′(xˆ)]
1/2
exp
(
−λ
2
(x− xˆ)Th′′(xˆ)(x− xˆ)
)
est prohe de b(xˆ). En eet, la norme de la matrie de ovariane [λh′′(xˆ)]−1 est petite,
e qui implique que la densité est onentrée autour de son maximum. On a alors
∫
Rd
b(x)e−
λ
2
(x−xˆ)T h′′(xˆ)(x−xˆ)dx ≈ (2π)d/2b(xˆ) det [λh′′(xˆ)]−1/2 ,
et on obtient don l'approximation de Laplae
∫
E
b(x)e−λh(x)dx ≈ (2π)d/2b(xˆ)e−λh(xˆ) det [λh′′(xˆ)]−1/2 .
Dans les problèmes d'estimation bayésienne, les intégrales à aluler sont souvent
de la forme ∫
Rd
b(x)e−λhλ(x)dx (2)
plutt que de la forme (1). Le minimum de hλ dépend alors de λ, on le note xˆλ.
La méthode de Laplae est également appliable mais néessite que l'hypothèse de
oerivité sur la fontion hλ soit uniforme en λ : pour tout δ > 0 et pour tout λ
susamment grand,
inf{hλ(x)− hλ(xˆλ) : |x− xˆλ| > δ} ≥ cδ
où cδ > 0 est indépendant de λ.
Dans les modèles bayésiens, le paramètre λ est généralement :
• la taille de l'éhantillon des observations,
• l'inverse de la variane du bruit d'observation.
La méthode de Laplae est présentée dans un ontexte général et appliable aux
problèmes d'estimation bayésienne au hapitre 1.
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Ehantillonnage pondéré et problématiques assoiées
L'éhantillonnage pondéré onsiste à approher des lois de la forme
µ ∝ gη, (3)
où η est une probabilité et g une fontion positive. Dans un ontexte bayésien, η est la
loi a priori, g la fontion de vraisemblane et µ la loi a posteriori. Un éhantillon de N
 partiules  indépendantes (ξ1, . . . , ξN) est simulé selon η puis pondéré selon g. On
obtient l'approximation partiulaire de µ,
µN =
N∑
i=1
wiδξi
où wi = g(ξ
i)
∑N
j=1 g(ξ
j)
et où δξi est la mesure de Dira entrée en ξ
i
.
Un indiateur de la qualité de l'éhantillonnage pondéré est
I =
∫
g(x)2η(dx)(∫
g(x)η(dx)
)2 . (4)
Cette quantité est liée à la divergene du χ2 entre la loi d'intérêt µ et la loi d'éhan-
tillonnage η, puisque χ2(µ, η) = I−1. Elle intervient dans la variane asymptotique des
poids d'importane et dans la dénition de la taille eetive de l'éhantillon (eetive
sample size). En appliquant la méthode de Laplae au numérateur et au dénominateur
de (4), dans un adre asymptotique et sous des hypothèses appropriées (orrespon-
dant essentiellement à l'identiabilité du modèle statistique assoié à (3)), on obtient
l'approximation
I ≈ det
[−(log g)′′(xˆ)
4π
]1/2
1
q(xˆ)
, (5)
où q est la densité de η et xˆ = argmaxx∈E{g(x)} (maximum de vraisemblane). On
quantie l'information apportée par les observations par la matrie symétrique et posi-
tive de taille d × d −(log g)′′(xˆ). L'approximation (5) permet don de voir que lorsque
ette information augmente (au sens où le déterminant de −(log g)′′(xˆ) augmente), la
performane de l'éhantillonnage pondéré diminue (sa onvergene est plus lente). Par
ailleurs, si le volume de l'ellipsoïde dans R
d
assoiée à la matrie −(log g)′′(xˆ) augmente
ave la dimension, alors la qualité de l'éhantillonnage pondéré se dégrade lorsque la
16
dimension augmente.
Cette disussion sur l'éhantillonnage pondéré dans des modèles informatifs et en
grande dimension est menée au hapitre 2.
Appliations de la méthode de Laplae en statistique
bayésienne
La méthode de Laplae est utilisée en statistique bayésienne pour aluler des mo-
ments a posteriori dans des modèles identiables, où l'état à estimer X est statique.
Le adre asymptotique lassique est lorsque la taille n de l'éhantillon d'observations
Y1:n = {Y1, . . . , Yn} tend vers l'inni. Tierney et al. (1989) obtiennent des formules d'ap-
proximation pour l'espérane et la variane a posteriori en dérivant l'approximation de
Laplae de la fontion génératrie des moments a 7→ E[eaTX |Y1:n] (ou transformée de
Laplae) et en l'évaluant en 0. Ces formules sont
E[X|Y1:n] ≈ xˆ− 1
2
J ′(xˆ)
J(xˆ)2
(6)
et
V[X|Y1:n] ≈ 1
J(xˆ)
+
J ′(xˆ)2
J(xˆ)4
− 1
2
J ′′(xˆ)
J(xˆ)3
. (7)
Nous les généralisons au as multidimensionel au hapitre 3.
Dans le as d'un modèle de Markov ahé, où l'état obéit à un proessus de Markov
{Xk}k≥0, la méthode de Laplae ne peut pas être paramétrée par le nombre d'observa-
tions. En eet, les moments a posteriori s'expriment omme une intégrale sur un espae
dont la dimension augmente ave le temps, don ave le nombre d'observations, et qui
ne peut par onséquent pas s'érire sous la forme (1) ou (2) ave λ = k. On peut alors
onsidérer un modèle d'observation de la forme
Yk = Hk(Xk) +
√
εσk(Xk)Wk,
où {Wk}k≥0 est un bruit blan gaussien, et on paramètre la méthode de Laplae par
l'inverse de la variane du bruit d'observation, i.e. λ = 1/ε. Au hapitre 4, nous étudions
une méthode d'approximation du ltre bayésien basée sur la méthode de Laplae, dans
le adre asymptotique ε → 0. Malheureusement, ette étude se fait au prix de l'hypo-
thèse que la fontion x 7→ 1
2σk(x)2
|Yk − Hk(x)|2 admette un minimum global unique à
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haque instant k, qui est irréaliste ar elle implique qu'à haque instant on dispose d'un
veteur d'observation dont la dimension est au moins égale à elle de l'état, e qui n'est
généralement pas le as.
On peut s'aranhir de ette hypothèse forte en onsidérant que le proessus d'état
a également une variane d'ordre ε, par exemple lorsque la dynamique est de la forme
Xk = Fk(Xk−1) +
√
εVk, (8)
où {Vk}k≥0 est un bruit blan gaussien. Au hapitre 5, nous proposons un algorithme
qui assoie le ltrage de Kalman étendu (pour la prédition) et la méthode de Laplae
(pour la mise à jour) lorsque le modèle d'état est de la forme (8). Cet algorithme,
baptisé Kalman Laplae lter (KLF), est relativement prohe du Laplae Gaussian
lter proposé par Koyama et al. (2010).
Assoiation de la méthode de Laplae et du ltrage
partiulaire
L'idée de ombiner la méthode de Laplae et le ltrage partiulaire est justiée par
le fait que la méthode de Laplae est eae dans le as où le modèle est informatif,
e qui est préisément un domaine où l'éhantillonnage pondéré (et don le ltrage
partiulaire) est mis en diulté.
Notre approhe onsiste à appliquer à la loi a priori une transformation ane, basée
sur les versions multidimensionnelles des formules (6) et (7), puis de prendre ette loi
transformée omme loi d'éhantillonnage. Plus préisément, si η est la loi a priori, la loi
d'éhantillonnage est
η′ = η ◦ T−1,
où la transformation ane T est dénie par
T (x) = Pˆ 1/2V[X ]−1/2(x− E[X ]) + mˆ, (9)
où X ∼ η et mˆ et Pˆ sont les versions multidimensionnelles des approximations (6)
et (7) respetivement. En pratique, il sut d'appliquer la transformation T sur les
partiules éhantillonnées selon η. Les partiules sont alors déplaées de sorte que la
moyenne et la matrie ovariane empiriques du nuage soient respetivement égales à
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mˆ et Pˆ . L'objetif est d'éhantillonner selon une loi prohe de la loi a posteriori (qui
est la loi d'éhantillonnage optimale), au sens où les deux premiers moments de la loi
d'éhantillonnage η′ sont des approximations de eux la loi a posteriori. Cette approhe
est exposée dans le as d'un modèle statique au hapitre 6 et testée par simulation sur
un exemple simple.
Dans le hapitre 7, nous adaptons l'idée d'appliquer la transformation (9) aux par-
tiules au as d'un modèle de Markov ahé (don ave un état dynamique). E[X ] et
V[X ] sont alors inonnues et doivent être remplaées par la moyenne et la matrie de
ovariane empiriques des partiules éhantillonnées. Nous proposons un nouveau ltre
partiulaire, le Laplae partile lter (LPF), où ette transformation est appliquée de
manière adaptative, lorsque la taille eetive de l'éhantillon est trop faible. Le LPF est
testé ave suès par simulation sur trois problèmes de ltrage non-linéaire au hapitre
8 : pistage par mesure d'angles, pistage d'un objet balistique pendant sa rentrée dans
l'atmosphère, déodage neuronal.
Contributions et perspetives
Les ontributions prinipales de ette thèse sont les suivantes :
• le LPF, un nouveau ltre partiulaire qui utilise la méthode de Laplae (hapitres
6, 7, 8) ;
• l'analyse de l'approximation du ltre bayésien uniquement ave la méthode de
Laplae, quand l'intensité du bruit d'observation tend vers zéro (hapitre 4).
Les autres ontributions de e travail sont :
• l'analyse de l'éhantillonnage pondéré dans des situations diiles (grande infor-
mation et grande dimension) (hapitre 2) ;
• la version multidimensionnelle des formules de Tierney et al. (1989) pour l'approxi-
mation de l'espérane et de la ovariane a posteriori (hapitre 3) ;
• le KLF, un algorithme basé sur le ltrage de Kalman et la méthode de Laplae
(hapitre 5) ;
• la omparaison expérimentale du KLF et du LPF dans le adre de trois appliations
en ingénierie : pistage par mesures d'azimut, pistage d'objet balistique en rentrée
atmosphérique, déodage neuronal (hapitre 8).
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Nous évoquons pour nir quelques pistes de reherhe ouvertes par ette thèse :
• l'étude asymptotique du KLF lorsque le paramètre ε tend vers zéro ;
• l'étude asymptotique du LPF lorsqueN →∞ et ε→ 0 (ε représentant par exemple
l'intensité du bruit d'observation et du bruit d'état) ;
• l'adaptation du LPF au as où le ltre bayésien est très multimodal, par exemple en
ajoutant à l'algorithme une étape de lustering pour identier les modes (omme
dans [Murangira et al. (2011)℄) et en appliquant la transformation basée sur la
méthode de Laplae loalement dans haque luster ;
• l'étude du LPF dans des modèles de grande dimension (par exemple des modèles
d'assimilation de données), le ltrage partiulaire lassique étant notoirement in-
eae dans e ontexte (voir par exemple [Snyder et al. (2008)℄) ;
• l'adaptation du LPF à des problèmes de lissage.
20
Ehantillonnage pondéré
Dans e hapitre, nous présentons suintement l'éhantillonnage pondéré, qui est la
méthode Monte Carlo sur laquelle est basée le ltrage partiulaire. Les résultats donnés
ii sont détaillés dans [Le Gland (2012)℄.
Cas basique
On herhe à aluler de manière approhée un paramètre inonnu θ déni par
θ = E[φ(X)], (10)
où X ∼ µ. On suppose la loi de X est onnue au sens où l'on sait simuler selon µ.
Les méthodes de Monte Carlo onsistent à approher la probabilité µ par une mesure
empirique µN obtenue par simulation aléatoire, puis à intégrer φ ontre µN pour obtenir
une approximation de θ,
θˆN =
∫
φµN ≈
∫
φµ = θ.
La méthode de Monte Carlo la plus simple onsiste à approher µ par une moyenne
de mesures de Dira entrées sur des réalisations de µ. Soit (ξ1, . . . , ξN) un éhantillon
i.i.d. de loi µ, appelé éhantillon de partiules, et soit µN la probabilité empirique
µN =
1
N
N∑
i=1
δξi
de sorte que µN ≈ µ. L'approximation Monte Carlo brute de θ est alors
θˆN =
1
N
N∑
i=1
φ(ξi).
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θˆN est non biaisé et sa variane est
V
[
θˆN
]
=
1
N
∫
(φ(x)− θ)2 µ(dx) = V[φ(X)]
N
.
L'éhantillonnage pondéré (importane sampling en anglais) est une méthode de
Monte Carlo qui onsiste à éhantillonner selon une loi µ˜ plutt que selon µ, dans le but
de réduire la variane de l'approximation. Cette méthode est basée sur la déomposition
µ(dx) =
dµ
dµ˜
(x)µ˜(dx).
La loi d'origine µ doit être absolument ontinue par rapport à la loi d'éhantillonnage µ˜
pour que la densité
dµ
dµ˜
de µ par rapport à µ˜ existe. µ˜ est appelée loi de proposition, loi
d'importane, ou loi d'éhantillonnage. Soit (ξ˜1, . . . , ξ˜N) un éhantillon i.i.d. de loi µ˜.
La probabilité empirique µN qui approhe µ est ii une moyenne pondérée de mesures
de Dira entrées sur les partiules ξ˜i,
µN =
1
N
N∑
i=1
dµ
dµ˜
(ξ˜i)δξi ≈ dµ
dµ˜
µ˜ = µ.
L'approximation de θ par éhantillonnage pondéré est alors
θ˜N =
1
N
N∑
i=1
dµ
dµ˜
(ξ˜i)φ(ξ˜i).
où les ξ˜i sont i.i.d. de loi µ˜. θ˜N est non biaisé et sa variane est
V
[
θ˜N
]
=
1
N
∫ (
φ(x)
dµ
dµ˜
(x)− θ
)2
µ˜(dx). (11)
L'approximation obtenue par éhantillonnage pondéré a une meilleure variane que elle
obtenue par éhantillonnage Monte Carlo brut si
V
[
θˆN
]
− V
[
θ˜N
]
=
1
N
∫ (
φ(x)2µ(dx)− φ(x)2
[
dµ
dµ˜
(x)
]2
µ˜(dx)
)
=
1
N
E
[
φ(X)2
(
1− dµ
dµ˜
(X)
)]
≥ 0,
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où l'espérane est prise par rapport à la loi µ. Cette ondition n'est en général pas
vériable en pratique.
La loi d'éhantillonnage optimale est
µ˜∗(dx) =
|φ(x)|µ(dx)∫ |φ(x)|µ(dx) ,
au sens où la variane l'approximation θ˜∗N orrespondante est minimale. Pour le justi-
er, notons que d'après (11) ette variane est
V
[
θ˜∗N
]
=
1
N
(∫
φ(x)2
[
dµ
dµ˜∗
(x)
]2
µ˜∗(dx)− θ2
)
=
1
N
(∫
|φ(x)|µ(dx)
∫
φ(x)2µ(dx)
|φ(x)| − θ
2
)
=
1
N
((∫
|φ(x)|µ(dx)
)2
− θ2
)
.
Il vient par onséquent
V
[
θ˜N
]
− V
[
θ˜∗N
]
=
1
N
(∫
|φ(x)|2
[
dµ
dµ˜
(x)
]2
µ˜(dx)−
(∫
|φ(x)|µ(dx)
)2)
≥ 1
N
((∫
|φ(x)|dµ
dµ˜
(x)µ(dx)
)2
−
(∫
|φ(x)|µ(dx)
)2)
= 0
d'après l'inégalité de Jensen. En pratique, µ˜∗ est en général inaessible ar son déno-
minateur est inonnu (θ =
∫
φµ étant inonnu, 'est a fortiori le as de
∫ |φ|µ).
Cas d'une loi non normalisée
Considérons maintenant un as plus général. On herhe à aluler le paramètre θ déni
par (10) lorsque la loi de X s'érit sous la forme
µ(dx) =
g(x)η(dx)∫
g(x)η(dx)
, (12)
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où η est une loi selon laquelle on sait simuler et g est une fontion réelle positive que
l'on sait évaluer en tout point.
Ce type de problème se renontre notamment en statistique bayésienne : lorsque η
est la loi a priori et g la fontion de vraisemblane, µ est la loi a posteriori d'après la
formule de Bayes. Des estimateurs bayésiens lassiques s'érivent alors sous la forme
θ = E[φ(X)] =
∫
φ(x)g(x)η(dx)∫
g(x)η(dx)
,
par exemple l'espérane a posteriori lorsque φ(x) = x, ou la probabilité de dépassement
d'un seuil c lorsque φ(x) = I|x|≥c.
Le problème spéique posé par la simulation selon une loi de la forme (12) est
que le dénominateur
∫
g(x)η(dx) est en général inonnu. Toutefois, l'éhantillonnage
pondéré est adapté à la simulation selon des lois non normalisées. Soit (ξ1, . . . , ξN) un
éhantillon i.i.d. de loi η. On peut approher µ par une probabilité empirique de la
forme
µN =
N∑
i=1
wiδξi, où w
i =
g(ξi)∑N
i=1 g(ξ
i)
,
de telle sorte que la somme des poids wi soit égale à 1 et don
∫
µN = 1. L'approximation
de θ orrespondante est
θˆN =
N∑
i=1
wiφ(ξi).
Cette approximation est biaisée en général. Cependant, son biais tend vers 0 lorsque la
taille N de l'éhantillon simulé tend vers l'inni.
Théorème 1. θˆN vérie
E
[∣∣∣θˆN − θ∣∣∣2] = O(N 1).
Démonstration. Soit h(x, y) =
(
x
y
− θ
)2
pour tout (x, y) ∈ R × R∗, de sorte que
E
[∣∣∣θˆN − θ∣∣∣2] = E [h(θˆN1 , θˆN2 )] où θˆN1 = 1N ∑Ni=1 g(ξi)φ(ξi) et θˆN2 = 1N ∑Ni=1 g(ξi).
h vérie
h′(x, y) =
(
2
y
(
x
y
− θ
)
−2x
y2
(
x
y
− θ
))
et
h′′(x, y) =
2
y2
(
1 −2x
y
+ θ
−2x
y
+ θ 3x
2
y2
− 2θ x
y
)
.
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Soient θ1 =
∫
φ(x)g(x)η(dx) et θ2 =
∫
g(x)η(dx), de sorte que θ = θ1/θ2. En dévelop-
pant h à l'ordre 2 autour du point (θ1, θ2), on obtient
h
(
θˆN1 , θˆ
N
2
)
=
1
2
[
(θˆN1 , θˆ
N
2 )− (θ1, θ2)
]
h′′
(
αN1 , α
N
2
) [
(θˆN1 , θˆ
N
2 )− (θ1, θ2)
]T
ar h(θ1, θ2) = 0 et h
′(θ1, θ2) = (0, 0), ave (α
N
1 , α
N
2 ) un point sur le segment formé par
les points (θ1, θ2) et (θˆ
N
1 , θˆ
N
2 ). Comme (θˆ
N
1 , θˆ
N
2 ) −→
N→∞
(θ1, θ2) p.s., (α
N
1 , α
N
2 ) −→
N→∞
(θ1, θ2)
p.s. De plus, h′′ est ontinue en (θ1, θ2), don h
′′
(
αN1 , α
N
2
) −→
N→∞
h′′(θ1, θ2) p.s. Par
onséquent, pour tout ε > 0,
∣∣h′′ (αN1 , αN2 )− h′′(θ1, θ2)∣∣ ≤ ε
p.s. pour tout N susamment grand. Comme h′′ (θ1, θ2) =
1
θ22
(
1 1
1 1
)
, on obtient
E
[
h
(
θˆN1 , θˆ
N
2
)]
≤ (1 + ε)/N(∫
g(x)η(dx)
)2
{∫
φ(x)2g(x)2η(dx)−
(∫
φ(x)g(x)η(dx)
)2
+
∫
g(x)2η(dx)−
(∫
g(x)η(dx)
)2
+2
(∫
φ(x)g(x)2η(dx)−
∫
φ(x)g(x)η(dx)
∫
g(x)η(dx)
)}
.
θˆN vérie le théorème entral limite suivant [Le Gland (2012)℄ :
Théorème 2. √
N
(
θˆN − θ
)
−→ N (0, V )
et
√
N
(
1
N
∑N
i=1 g(ξ
i)∫
g(x)η(dx)
− 1
)
−→ N (0, v)
lorsque N →∞, ave
V =
∫
(φ(x)− θ)2 g(x)2η(dx)(∫
g(x)η(dx)
)2 et v =
∫
g(x)2η(dx)(∫
g(x)η(dx)
)2 − 1.
La variane asymptotique v i-dessus est un indiateur de la performane de l'éhan-
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tillonnage pondéré pour la simulation selon (12). Elle est omprise entre 0 et 1 et vaut
0 lorsque la loi d'éhantillonnage η est égale à la loi d'intérêt µ. En eet, dans e as
tous les poids sont égaux à 1/N . De plus, v est égale à la divergene du χ2 entre µ et η.
Dénition 1. Soient π1 et π2 deux probabilités telles que π1 est absolument ontinue
par rapport à π2. On appelle divergene du χ
2
entre π1 et π2 la quantité
χ2(π1, π2) =
∫ (
dπ1
dπ2
(x)− 1
)2
π2(dx).
La taille eetive de l'éhantillon est un indiateur de la qualité de l'éhantillonnage
pondéré déni par
Neff =
1∑N
i=1(w
i)2
.
Neff vaut N lorsque toutes les partiules ont un poids égal à 1/N et 1 lorsqu'une
des partiules a un poids égal 1 et les N − 1 autres ont un poids nul [Kong (1992);
Arulampalam et al. (2002)℄. Neff est liée à v, ar
Neff
N
−→ 1
v + 1
=
(∫
g(x)η(dx)
)2∫
g(x)2η(dx)
lorsque N →∞.
Filtrage bayésien et approximation
partiulaire
On présente dans e hapitre les notions et les outils qui dénissent le ontexte de la
thèse : le ltrage bayésien et son approximation partiulaire. Les propriétés de onver-
gene en loi du ltrage partiulaire exposées ii, ainsi que d'autres résultats de onver-
gene, sont détaillés dans [Le Gland (2012)℄ ou [Del Moral (2004)℄.
Modèles de Markov ahé
Considérons deux proessus stohastiques en temps disret {Xk}k≥0 et {Yk}k≥0. {Xk}k≥0
est inobservé et est appelé proessus d'état. Les Xk sont à valeurs dans un espae E,
l'espae d'état. {Yk}k≥0 est appelé proessus d'observation et les Yk sont à valeurs dans
un espae F .
On suppose que le proessus d'état {Xk}k≥0 est une haîne de Markov de noyaux
de transition {Qk}k≥1, 'est-à-dire que, pour tout k ≥ 1,
P [Xk ∈ dx|X0:k−1] = P [Xk ∈ dx|Xk−1] = Qk(Xk−1, dx).
La loi de l'état initial X0 est notée Q0.
On suppose que le proessus des observations {Yk}k≥0 vérie l'hypothèse de anal
sans mémoire.
Canal sans mémoire.
• pour tout n ≥ 0 et pour tout k ∈ {0, . . . , n}, la loi onditionnelle de l'obser-
vation Yk sahant les états {X0, . . . , Xn} est égale à la loi onditionnelle de Yk
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sahant l'état ourant Xk, i.e.,
P [Yk ∈ dyk|X0:n] = P [Yk ∈ dyk|Xk] = gk(yk, Xk);
• pour tout k ≥ 0, les observations {Y0, . . . , Yk} sont indépendantes ondition-
nellement à {X0, . . . , Xk}, i.e.,
P [Y0:k ∈ dy0:k|X0:k] = P [Y0 ∈ dy0|X0:k]× · · · × P [Yk ∈ dyk|X0:k] .
On suppose de plus que la loi onditionnelle de Yk sahant Xk admet une densité
gk(yk, Xk) par rapport à une mesure dominante sur F . Dans la suite, on omettra la
dépendane de gk en yk en notant gk(yk, x) = gk(x). On appelle fontion de vraisem-
blane la fontion gk(x), qui mesure l'adéquation entre un état ahé quelonque x ∈ E
et l'observation Yk.
Sous es hypothèses, le proessus joint {Xk, Yk}k≥0 à valeurs dans E×F est appelé
modèle de Markov ahé, ou modèle à espae d'état.
Exemple 1 (Modèle linéaire gaussien). Soit E = Rd l'espae d'état et F = Rd
′
l'espae
des observations. L'état initial suit la loi X0 ∼ N (m0,Σ0). Le proessus d'état est déni
par le modèle
Xk = FkXk−1 + Vk
(k ≥ 1) où {Vk}k≥1 est une bruit blan gaussien, ave Vk ∼ N (0,Σk), et Fk est une
matrie de taille d× d. Le proessus des observations est déni par le modèle
Yk = HkXk +Wk
(k ≥ 1) où {Wk}k≥1 est une bruit blan gaussien, ave Wk ∼ N (0, Rk), et Hk est une
matrie de taille d× d′.
Exemple 2 (Modèle non-linéaire ave bruit de mesure additif gaussien). Le proessus
d'état est déni par le modèle
Xk = Fk(Xk−1, Vk)
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PSfrag replaements
Xk−1 Xk Xk+1
Yk−1 Yk Yk+1
Figure 1  Modèle de Markov ahé.
où {Vk}k≥1 est une bruit blan et Fk(·) une fontion mesurable quelonque. Le proessus
des observations est déni par le modèle
Yk = Hk(Xk) +Wk
où {Wk}k≥1 est une bruit blan et Hk(·) une fontion mesurable quelonque, appelée
fontion de mesure.
Exemple 3 (Modèle à volatilité stohastique). Le proessus d'état est
Xk − µ = φ(Xk−1 − µ) + σVk
à valeurs dans R, où (µ, φ, σ) ∈ R× R× R+, et le proessus des observations est
Yk = e
XkWk,
à valeurs dans R, ave {Vk}k≥1 et {Wk}k≥1 des bruits blans gaussiens entrés réduits.
Filtrage bayésien
Le ltrage bayésien est un problème d'estimation statistique dans les modèles de Markov
ahé. Il onsiste à aluler à haque instant la loi onditionnelle de l'état ahé Xk
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sahant les observations {Y0, . . . , Yk}. On note
µk(dx) = P [Xk ∈ dx|Y0:k]
ette loi, appelée ltre bayésien. La onnaissane a priori sur les états ahés est mo-
délisée par les noyaux markoviens {Qk}k≥1 et par la loi initiale Q0. L'adéquation entre
observation et état est modélisée par les fontions de vraisemblane {gk}k≥0. µk est la loi
a posteriori à l'instant k à partir de laquelle on peut obtenir des estimateurs bayésiens,
tels que l'espérane a posteriori
E [Xk|Y0:k] =
∫
E
xµk(dx),
la variane a posteriori
V [Xk|Y0:k] =
∫
E
x2µk(dx)−
(∫
E
xµk(dx)
)2
,
la probabilité a posteriori de dépassement d'un seuil
P [|Xk| ≥ c|Y0:k] =
∫
E
I{|x|≥c}µk(dx),
et.
Le ltre bayésien suit une relation de réurrene. En eet, en utilisant l'hypothèse
de anal sans mémoire et la formule de Bayes, on obtient
µk(dxk) ∝
∫
Ek
P [X0:k ∈ dx0:k, Y0:k = y0:k] (où l'intégrale est prise par rapport à dx0:k−1)
∝ gk(xk)
∫
E
Qk(xk−1, dxk)
(∫
Ek−1
Q0(dx0)
k−1∏
j=1
Qj(xj−1, dxj)
k−1∏
j=0
gj(xj)
)
∝ gk(xk)
∫
E
Qk(xk−1, dxk)
(∫
Ek−1
P [X0:k−1 ∈ dx0:k−1, Y0:k−1 = y0:k−1]
)
(où l'intégrale intérieure est prise par rapport à dx0:k−2)
∝ gk(xk)
∫
E
Qk(xk−1, dxk)µk−1(dxk−1).
Notons
µ−k (dx) = P [Xk ∈ dx|Y0:k−1]
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la loi onditionnelle de l'état ourant sahant les observations passées. Cette probabilité
est appelée préditeur. D'après la formule de ChapmanKolmogorov, on a
µ−k (dx
′) =
∫
E
Qk(x, dx
′)µk−1(dx), (13)
de sorte que
µk(dx) =
gk(x)µ
−
k (dx)∫
E
gk(x)µ
−
k (dx)
. (14)
(13) est appelée équation de prédition et (14) est appelée équation de mise à jour.
L'équation de mise à jour orrespond à la formule de Bayes, ave le préditeur jouant
le rle de loi a priori. (13) et (14) dénissent la relation de réurrene suivie par le ltre
bayésien. Cette relation est résumée par le shéma suivant :
µk−1 −→ µ−k = µk−1Qk −→ µk =
gkµ
−
k∫
E
gkµ
−
k
,
où on utilise la notation µk−1Qk(dx
′) =
∫
E
Qk(x, dx
′)µk−1(dx).
Les algorithmes de ltrage bayésien alulent, de façon généralement approhée, le
préditeur puis la loi a posteriori à haque instant.
Lorsque le modèle de Markov ahé est linéaire et gaussien, omme dans l'exemple 1,
on montre que le préditeur et le ltre bayésien sont des lois gaussiennes. L'espérane et
la matrie de ovariane de es lois sont alulées réursivement et de manière exate par
un algorithme déterministe, le ltre de Kalman [Kalman (1960)℄. Il existe des versions
approximatives du ltre de Kalman pour les modèles non-linéaires, le ltre de Kalman
étendu et le ltre de Kalman non-parfumé, basées sur des approximations linéaires et
gaussiennes du modèle. Ces méthodes peuvent donner de bons résultats, mais sont mises
en défaut lorsque le modèle est trop éloigné du as idéal linéaire gaussien.
Nous nous intéressons dans ette thèse au ltrage partiulaire. L'intérêt des mé-
thodes partiulaires est qu'elles permettent d'approher arbitrairement près le ltre
bayésien, au prix d'un ertain nombre (potentiellement très grand) de tirages Monte
Carlo. Le ltrage partiulaire est relativement simple à implémenter et donne des ap-
proximations onvergentes sous des hypothèses faibles [Del Moral (2004); Le Gland
(2012)℄.
32
Filtrage partiulaire
Le ltrage partiulaire est une méthode de Monte Carlo qui approhe le ltre bayésien
dans des modèles de Markov ahé non-linéaires. Il onsiste en une appliation séquen-
tielle de l'algorithme d'éhantillonnage pondéré, 'est pourquoi le ltrage partiulaire
fait partie des méthodes dites de Monte Carlo séquentielles. A haque instant, la loi a
posteriori est approhée par une somme pondérée de masses de Dira.
Ehantillonnage selon le noyau markovien
Supposons que l'on dispose à l'instant k − 1 d'une approximation partiulaire de la loi
a posteriori sous la forme
µNk−1 =
N∑
i=1
wik−1δξik−1 .
D'après l'équation de prédition (13), on obtient l'approximation partiulaire µ−Nk du
préditeur à l'instant k en appliquant le noyau de transition markovien Qk à µ
N
k−1,
'est-à-dire en alulant
µNk−1Qk. (15)
Puis, d'après l'équation de mise à jour (14), l'approximation partiulaire µNk de la loi a
posteriori est donnée par
gkµ
−N
k∫
E
gkµ
−N
k
. (16)
Dans les algorithmes de ltrage partiulaire, l'intégrale (15) est approhée par éhan-
tillonnageMonte Carlo. L'implémentation la plus basique est appelée algorithme d'éhan-
tillonnage pondéré séquentiel (sequential importane sampling).
Sequential importane sampling (SIS)
A l'instant k, un nouvel éhantillon de partiules (ξ1k, . . . , ξ
N
k ) est obtenu en propageant
indépendamment haque partiule de l'instant préédent à travers le noyau markovien.
On simule indépendamment
ξik ∼ Qk(ξik−1, dx)
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pour i = 1, . . . , N . L'approximation partiulaire du préditeur est alors
µ−Nk =
N∑
i=1
wik−1δξik .
On obtient ensuite l'approximation de la loi a posteriori selon (16),
µNk =
gkµ
−N
k∫
E
gkµ
−N
k
=
wik−1gk(ξ
i
k)δξik∑N
i=1w
i
k−1gk(ξ
i
k)
,
soit
µNk =
N∑
i=1
wikδξik , où w
i
k =
wik−1gk(ξ
i
k)∑N
i=1w
i
k−1gk(ξ
i
k)
.
L'algorithme SIS est résumé dans l'algorithme 1.
Algorithm 1 Sequential importane sampling.
• k = 0.
 Pour i = 1, . . . , N , simuler les partiules ξi0 ∼ Q0(dx).
 Pour i = 1, . . . , N , aluler les poids wi0 =
g0(ξi0)∑N
i=1 g0(ξ
i
0)
.
• k ≥ 1.
 Pour i = 1, . . . , N , simuler les partiules ξik ∼ Qk(ξik−1, dx).
 Pour i = 1, . . . , N , aluler les poids wik =
wik−1gk(ξ
i
k)∑N
i=1 w
i
k−1gk(ξ
i
k)
.
Notons Q0:k la loi jointe de la variable aléatoire X0:k à valeurs trajetorielles, i.e.
Q0:k(dx0:k) = Q0(dx0)Q1(x0, dx1) · · ·Qk(xk−1, dxk).
Notons g0:k la fontion de vraisemblane jointe, qui mesure l'adéquation entre une tra-
jetoire d'états ahés x0:k ∈ Ek+1 et les observations Y0:k. D'après l'hypothèse de anal
sans mémoire
g0:k(x0:k) = g0(x0) · · · gk(xk).
Considérons l'algorithme d'éhantillonnage pondéré lassique (non séquentiel) pour
lequel la loi d'éhantillonnage est Q0:k et la fontion de pondération est g0:k. On simule
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indépendamment des variables aléatoires à valeurs trajetorielles
ξi0:k ∼ Q0:k
pour i = 1, . . . , N , puis on assoie à haque ξi0:k le poids
wi0:k =
g0:k(ξ
i
0:k)∑N
i=1 g0:k(ξ
i
0:k)
=
g0:k−1(ξ
i
0:k−1)∑N
i=1 g0:k−1(ξ
i
0:k−1)
gk(ξ
i
k)∑N
i=1
g0:k−1(ξ
i
0:k−1)∑N
i=1 g0:k−1(ξ
i
0:k−1)
gk(ξ
i
k)
=
wi0:k−1gk(ξ
i
k)∑N
i=1w
i
0:k−1gk(ξ
i
k)
.
Par une réurrene triviale, on montre que pour tout i = 1, . . . , N , la dernière ompo-
sante temporelle de la v.a. ξi0:k est distribuée omme la partiule ξ
i
k et que w
i
0:k = w
i
k.
Par onséquent, l'algorithme SIS orrespond à un algorithme d'éhantillonnage pon-
déré d'approximation non-séquentielle dans un espae de variables aléatoires à valeurs
trajetorielles.
Soit θk = E [φ(Xk)|Y0:k] un estimateur bayésien. Son approximation délivrée par
l'algorithme SIS est
θN,SISk =
∫
E
φµNk =
N∑
i=1
wikφ(ξ
i
k).
Cette approximation vérie le théorème entral limite suivant, équivalent au théorème
2 du hapitre préédent :
Théorème 3. √
N
(
θN,SISk − θk
)
−→ N (0, V SISk )
et
√
N
(
1
N
∑N
i=1 g0:k(ξ
i
0:k)∫
Ek+1
g0:k(x0:k)Q0:k(dx0:k)
− 1
)
−→ N (0, vSISk )
lorsque N →∞, ave
V SISk =
∫
Ek+1
(φ(xk)− θk) g0:k(x0:k)2Q0:k(dx0:k)(∫
Ek+1
g0:k(x0:k)Q0:k(dx0:k)
)2 et vSISk =
∫
Ek+1
g0:k(x0:k)
2Q0:k(dx0:k)(∫
Ek+1
g0:k(x0:k)Q0:k(dx0:k)
)2−1.
On dénit la taille eetive de l'éhantillon (ESS) au temps k par
Neff =
1∑N
i=1(w
i
k)
2
.
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Elle quantie le nombre de partiules qui ont un poids non négligeable et qui partiipent
à l'approximation partiulaire µNk (voir hapitre préédent).
Le problème posé par l'algorithme SIS est qu'après un ertain nombre d'itérations,
on observe souvent que la plupart des partiules ont un poids très faible et seul un très
petit nombre de partiules ont un poids signiatif. Peu de partiules partiipent alors
de manière eetive à l'approximation de la loi a posteriori, e qui implique que N
e
est petit par rapport à N . Ce phénomène est appelé  dégénéresene des poids .
La méthode la plus lassique pour lutter ontre la dégénéresene des poids onsiste
à dupliquer les partiules de poids fort et supprimer elles de poids faibles. Avant l'étape
de prédition, de nouvelles partiules sont séletionnées par tirage ave remise dans l'an-
ienne population en fontion des poids. Chaque partiule a une probabilité d'être sé-
letionnée égale à son poids. L'algorithme dans lequel ette étape de ré-éhantillonnage
des partiules est eetuée à haque instant est appelé ltre boostrap et a été proposé
dans [Gordon et al. (1993)℄.
Bootstrap ltering
A l'instant k, un nouvel éhantillon de partiules (ξ′1k−1, . . . , ξ
′N
k−1) est séletionné parmi
(ξ1k−1, . . . , ξ
N
k−1) par tirage ave remise en fontion des poids (w
1
k−1, . . . , w
N
k−1). C'est-à-
dire qu'on simule selon
ξ′ik−1 ∼ w1k−1δξ1k−1 + · · ·+ wNk−1δξNk−1 ,
indépendamment pour i = 1, . . . , N , de telle sorte la loi a posteriori à l'instant k − 1
soit approhée par une approximation partiulaire non pondérée,
1
N
N∑
i=1
δξ′ik−1 ≈
N∑
i=1
wik−1δξik−1 = µ
N
k−1.
Ce nouvel éhantillon est ensuite propagé à travers le noyau markovien,
ξik ∼ Qk(ξ′ik−1, dx)
indépendamment pour i = 1, . . . , N . L'approximation partiulaire du préditeur est
alors
µ−Nk =
1
N
N∑
i=1
δξik−1 .
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L'approximation de la loi a posteriori est donnée par
µNk =
gkµ
−N
k∫
E
gkµ
−N
k
=
gk(ξ
i
k)δξik∑N
i=1 gk(ξ
i
k)
,
soit
µNk =
N∑
i=1
wikδξik , où w
i
k =
gk(ξ
i
k)∑N
i=1 gk(ξ
i
k)
.
On remarque qu'après l'étape de ré-éhantillonnage, les partiules séletionnées
(ξ′1k−1, . . . , ξ
′N
k−1) ont toutes le même poids, 1/N .
Le ltre bootstrap est résumé dans l'algorithme 2.
Algorithm 2 Bootstrap lter.
• k = 0.
 Pour i = 1, . . . , N , simuler les partiules ξi0 ∼ Q0(dx).
 Pour i = 1, . . . , N , aluler les poids wi0 =
g0(ξi0)∑N
i=1 g0(ξ
i
0)
.
• k ≥ 1.
 Pour i = 1, . . . , N , simuler ξ′ik−1 ∼ w1k−1δξ1k−1 + · · ·+ wNk−1δξNk−1 .
 Pour i = 1, . . . , N , simuler les partiules ξik ∼ Qk(ξ′ik−1, dx).
 Pour i = 1, . . . , N , aluler les poids wik =
gk(ξ
i
k)∑N
i=1 gk(ξ
i
k)
.
Soit θN,bootk =
∑N
i=1w
i
kφ(ξ
i
k) l'approximation partiulaire de l'estimateur bayésien θk
délivrée par le ltre bootstrap. θN,bootk vérie le TCL suivant [Chopin (2004); Del Moral
(2004); Le Gland (2012)℄ :
Théorème 4. √
N
(
θN,bootk − θk
)
−→ N (0, V bootk )
et
√
N
( ∏k
l=1
1
N
∑N
i=1 gl(ξ
i
l )∏k
l=1
∫
E
gl(xl)µ
−
l (dxl)
− 1
)
−→ N (0, vbootk )
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lorsque N →∞, ave
vbootk
=
k∑
l=0
∫
E
(
gl(xl)
∫
Ek−l
gl+1:k(xl+1:k)Ql+1(xl, dxl+1) · · ·Qk(xk−1, dxk)
)2
µ−l (dxl)(∫
E
(
gl(xl)
∫
Ek−l
gl+1:k(xl+1:k)Ql+1(xl, dxl+1) · · ·Qk(xk−1, dxk)
)
µ−l (dxl)
)2 − 1
et
V bootk
=
k∑
l=0
∫
E
(
gl(xl)
∫
Ek−l
(φ(xk)− θk)gl+1:k(xl+1:k)Ql+1(xl, dxl+1) · · ·Qk(xk−1, dxk)
)2
µ−l (dxl)(∫
E
(
gj(xj)
∫
E
gj+1:k(xj+1:k)Qj+1(xj , dxj+1) · · ·Qk(xk−1, dxk)
)
µ−l (dxl)
)2 ,
ave la onvention Q0(x−1, dx0) = Q0(dx0).
Remarque 1. Soit Dk =
∫
Ek+1
g0:k(x0:k)Q0:k(dx0:k). Dk est le produit des onstantes de
normalisation des lois a posteriori µ1, . . . , µk, 'est-à-dire le dénominateur du rapport
dans le deuxième résultat de onvergene i-dessus. En eet,
Dk =
∫
E
gk(xk)
∫
E
Qk(xk−1, dxk)
∫
Ek−1
g0:k−1(x0:k−1)Q0:k−1(dx0:k−1)∫
Ek
g0:k−1(x0:k−1)Q0:k−1(dx0:k−1)
Dk−1
(où, dans le rapport d'intégrales, elle au numérateur est prise par rapport à dx0:k−2)
=
∫
E
gk(xk)
∫
E
Qk(xk−1, dxk)µk−1(dxk−1)Dk−1
=
∫
E
gk(xk)µ
−
k (dxk)Dk−1,
de sorte que Dk =
∏k
l=1
∫
E
gl(xl)µ
−
l (dxl), ave la onvention µ
−
0 (dx0) = Q0(dx0).
Bien que le faible intérêt pratique de l'algorithme SIS soit très largement admis,
il n'existe pas aujourd'hui d'argument théorique permettant de déterminer, pour un
modèle donné, si il vaut mieux utiliser l'algorithme SIS ou le ltre bootstrap. Etant
données une séquene de noyaux markoviens {Qk}k≥0 et de fontions de vraisemblane
{gk}k≥0, il n'y a pas de moyen simple de omparer les varianes asymptotiques vSISk et
vbootk , ou V
SIS
k et V
boot
k , des erreurs d'approximation des deux algorithmes.
En pratique, ré-éhantillonner la population de partiules à haque instant n'est pas
néessaire et on fait généralement le ompromis de ré-éhantillonner à ertains instants
seulement. Par exemple, on ré-éhantillonne lorsque la taille eetive de l'éhantillon
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tombe sous un ertain seuil xé par l'utilisateur, 'est-à-dire si
N
e
< N
th
où N
th
= αN ave α ∈ (0, 1).
Changement de loi d'éhantillonnage
Comme dans l'algorithme d'éhantillonnage pondéré non séquentiel (voir hapitre pré-
édent), les partiules peuvent être éhantillonnées selon une loi diérente de elle na-
turellement présente dans le modèle, 'est-à-dire ii selon un noyau markovien diérent
de elui du proessus d'état. Pour ela, il faut que e nouveau noyau Mk domine Qk à
tout instant k, an que la densité dQk(x,·)
dMk(x,·)
existe et que les partiules propagées selon
Mk puissent être orretement pondérées.
Lorsque les partiules sont propagées selon le noyau du proessus d'état, l'approxi-
mation µ−Nk du préditeur est une représentation partiulaire de la mesure
µNk−1Qk =
N∑
i=1
wik−1Qk(ξ
i
k−1, dx)
qui s'érit sous la forme µ−Nk =
∑N
i=1w
i
k−1δξik , ave ξ
i
k ∼ Qk(ξik−1, dx) pour tout i ∈
{1, . . . , N}. (En as de ré-éhantillonnage, on remplae les poids wik−1 par 1/N et les
partiules ξik−1 par les partiules ré-éhantillonnées ξ
′i
k−1.) Lorsque les partiules sont
propagées selon un noyau Mk diérent de Qk, l'approximation partiulaire de µ
−N
k est
basée sur la déomposition Qk(x, dx
′) = dQk(x,·)
dMk(x,·)
(x′)Mk(x, dx
′) qui donne
µNk−1Qk(dx) =
N∑
i=1
wik−1
dQk(ξ
i
k−1, ·)
dMk(ξik−1, ·)
(x)Mk(ξ
i
k−1, dx).
L'approximation du préditeur est alors
µ−Nk =
N∑
i=1
wik−1
dQk(ξ
i
k−1, ·)
dMk(ξik−1, ·)
(ξik)δξik ,
ave ξik ∼Mk(ξik−1, dx) pour tout i ∈ {1, . . . , N}.
La loi d'éhantillonnage optimale est Mk(x, dx
′) = µk(dx
′), qui est évidemment in-
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onnue. La taille est eetive de l'éhantillon est alors maximale et la variane asymp-
totique des poids de l'algorithme SIS est nulle : à haque instant, N
e
= N et vSISk = 0.
On onlut ette setion en présentant l'algorithme de ltrage partiulaire générique
(algorithme 3), où les partiules sont ré-éhantillonnées selon le ritère de la taille
eetive de l'éhantillon et où la loi d'éhantillonnage n'est pas néessairement le noyau
markovien [Arulampalam et al. (2002); Cappé et al. (2007); Douet et al. (2000)℄.
Algorithm 3 Filtre partiulaire générique.
• k = 0.
 Pour i = 1, . . . , N , simuler les partiules ξi0 ∼M0(dx).
 Pour i = 1, . . . , N , aluler les poids wi0 =
g0(ξi0)
dQ0
dM0
(ξi0)
∑N
i=1 g0(ξ
i
0)
dQ0
dM0
(ξi0)
.
• k ≥ 1.
 If N
e
≥ N
th
.
∗ Pour i = 1, . . . , N , simuler les partiules ξik ∼ Mk(ξik−1, dx).
∗ Pour i = 1, . . . , N , aluler les poids wik =
wik−1gk(ξ
i
k)
dQk(ξ
i
k−1,·)
dMk(ξ
i
k−1
,·)
(ξik)
∑N
i=1 w
i
k−1gk(ξ
i
k)
dQk(ξ
i
k−1
,·)
dMk(ξ
i
k−1
,·)
(ξik)
.
 If N
e
< N
th
.
∗ Pour i = 1, . . . , N , simuler ξ′ik−1 ∼ w1k−1δξ1k−1 + · · ·+ wNk−1δξNk−1 .
∗ Pour i = 1, . . . , N , simuler les partiules ξik ∼ Mk(ξik−1, dx).
∗ Pour i = 1, . . . , N , aluler les poids wik =
gk(ξ
i
k)
dQk(ξ
i
k−1,·)
dMk(ξ
i
k−1
,·)
(ξik)
∑N
i=1 gk(ξ
i
k)
dQk(ξ
i
k−1
,·)
dMk(ξ
i
k−1
,·)
(ξik)
.
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Introdution
Nonlinear statistial ltering is a Bayesian estimation problem in dynamial models,
using sequentially delivered observations. The random parameter to estimate is dy-
nami; it is alled state, or hidden state. Its dynamis obeys to a Markov proess. The
observations are linked to the state thanks to a likelihood funtion. The ltering prob-
lem exists in ontinuous time or disrete time. We work on this dissertation uniquely
with disrete time models, whih are mainly used in the appliations we onsider.
Let k ∈ N be the disrete time index. The hidden state at time k is denoted Xk and
the Markov proess {Xk}k≥0 is alled state proess, or state dynamis. At time k, the
urrent observation is denoted Yk and the proess {Yk}k≥0 is alled observation proess.
The joint proess {Xk, Yk}k≥0 is alled hidden Markov model, or statespae model.
Hidden Markov models are used in numerous elds: aerospae and defene [Hue et al.
(2002); Risti et al. (2004); Gustafsson (2010)℄, speeh reognition [Juang and Rabiner
(1991)℄, biomedial engineering [Eddy (1996); Brokwell et al. (2004)℄, eonometris
[Chopin and Pelgrin (2004); Rossi and Gallo (2006)℄, to quote only a few examples.
Filtering onsists in omputing at eah time step the onditional distribution of the
urrent stateXk w.r.t. all the past observations Y0, . . . , Yk, i.e. the posterior distribution,
µk(dx) = P[Xk ∈ dx|Y0, . . . , Yk]
The sequene of onditional probability µk is alled the Bayesian lter. The ltering
algorithms (alled "lters") an be reursive or non-reursive, the former being more
popular sine they are generally faster. A reursive lter proesses the observations
one by one rather that re-using at eah time step the past observations. On the other
hand, the ltering algorithms that proess several observations at eah time step require
more omputations (however, one an alleviate the amount of proessed observations by
onsidering uniquely the observations delivered at wellhosen times [Musso (1993)℄).
When the model is linear and Gaussian, the sequene of Bayesian lters is a sequene
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of Gaussian distributions whose expetation and ovariane an be omputed exatly
thanks to the Kalman lter [Kalman (1960)℄, whih is therefore the optimal method in
this ase. When the model is nonlinear, there is no suh a method providing the exat
Bayesian lter. Approximation algorithms based on Kalman ltering, as the extended
Kalman lter or the unsented Kalman lter [Arulampalam et al. (2002); Julier and
Uhlmann (2004)℄, give a biased Gaussian approximation of the Bayesian lter.
Partile ltering allows to ompute reursively and approximately the Bayesian lter
in nonlinear non-Gaussian models. Partile ltering algorithms are sequential Monte
Carlo (SMC) methods based on the importane sampling priniple. At eah time step,
the posterior µk is approximated by a weighted sum of N Dira measures, denoted µ
N
k ,
entered at random points in the state spae. These points are alled "partiles". µNk
onverges, under weak assumptions, to µk as N tends to innity [Crisan and Douet
(2002); Del Moral (2004)℄. Thus, partile ltering an provide more and more aurate
approximations of the Bayesian lter as the omputational power inreases, whih is
its most interesting feature.
A ommon drawbak of partile ltering is that, after some time, only a few partiles
have a nonzero weight and the other have a weight that is numerially evaluated at
zero. Filtering is then severely impoverished, sine only a few partiles partiipate
to the posterior approximation. This phenomenon is alled "weight degeneray". It
is lassially handled by resampling the partiles aording to their weight, so that
partiles with a large weight are dupliated and those with a small weight are deleted.
This solution has initially been proposed in [Gordon et al. (1993)℄.
Weight degeneray is partiularly severe when the model is very informative, when
the state proess noise or the observation noise is small, e.g. [Oudjane and Musso
(2000)℄. We work in this thesis with a deterministi Bayesian method, the Laplae
method, that is eient when the model is informative, unlike partile ltering. The
Laplae method is lassially used to approximate posterior moments in stati mod-
els (i.e., when the hidden state is not dynami) [Tierney and Kadane (1986)℄. Under
regularity and identiability assumptions, these approximations are onsistent as the
observation sample size tends to innity or, equivalently, as the observation noise in-
tensity tends to zero. In this thesis, we propose to assoiate the Laplae method and
partile ltering in order to improve ltering, espeially in the diult ase where the
model is highly informative.
Several authors have assoiated Monte Carlo sampling and the Laplae method
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for Bayesian estimation; some examples are: [Kuk (1999)℄, [Guihenneu-Jouyaux and
Rousseau (2005)℄, [Jungbaker and Koopman (2007)℄ et [Kleppe and Skaug (2012)℄.
These artiles, however, do not deal with partile ltering.
In part I, we present the main notions and tools we use in the thesis. The Laplae
method, whih will be used throughout this dissertation, is proven in hapter 1 in the
most general ase. In hapter 2, we study the behaviour of importane sampling in the
diult situations where the model is highly informative or highly dimensional.
Part II deals with the appliation of the Laplae method to stati or dynami
Bayesian estimation problems. In hapter 3, we present the estimation of posterior
moments in stati models by Laplae approximations, that are onsistent as the num-
ber of observations tends to innity. In hapter 4, we onsider a statespae model with
small observation noise and we propose a reursive lter where the integral omputa-
tions involved in the Bayesian lter reursion are performed with the Laplae method.
Under the unrealisti assumption that the likelihood admits an unique maximum at
eah time step, we study the onsisteny of this algorithm and the propagation of the
approximation error over time. We overome this strong assumption in hapter 5 by
onsidering that the state dynamis noise is small as well (at the same order). We
dene an algorithm, the Kalman Laplae lter (KLF), assoiating Kalman ltering and
the Laplae method in this ontext.
Part III deals with the assoiation of the Laplae method and partile ltering. In
hapter 6, we onsider a nonlinear Bayesian estimation problem to be solved by impor-
tane sampling. We propose a transformation of the sampling distribution based on
Laplae approximation formulas, whih is observed to improve estimation on a simple
example. From this, we propose in hapter 7 a reursive lter, the Laplae partile
lter (LPF), that ombines the Laplae method and partile ltering. We also detail
means to alleviate the omputations required by Laplae approximations. In hapter
8, the LPF and the KLF are tested by simulation on three nonlinear ltering problems:
bearingsonly target traking, ballisti target traking during atmospheri reentry, neu-
ral deoding.
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Notations & Aronyms
w.r.t. with respet to
MLE maximum likelihood estimator
MAP maximum a posteriori
SIR sequential importane resampling
RPF regularized partile lter
LPF Laplae partile lter
KLF Kalman Laplae lter
E state spae
d state spae dimension
n observation sample size
k disrete time index
X state
Y observation
µ(dx) posterior
p(x) posterior density
µ−(dx) preditor
p−(x) preditor density
η(dx) prior
q(x) prior density
g(x) likelihood funtion
ℓ(x) ontrast funtion
ϕm,Q Gaussian measure with expetation m and ovariane matrix Q
Br(a) open ball with enter a and radius r
a1:n {a1, . . . , an}
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Part I
Preliminaries
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Chapter 1
The Laplae method: general
presentation
In this rst hapter, we provide detailed and general proofs of the Laplae method,
whih is extensively used throughout the thesis. These proofs are adapted from [Kass
et al. (1990)℄, where the Laplae method is established in the unidimensional ase.
We rst expose the basi priniple of the method in setion 1.1. Then, we provide
proofs for the multidimensional Laplae method in setion 1.2.
1.1 Priniple
The Laplae method is an approximationmethod to ompute multidimensional integrals
in the form of ∫
Rd
b(x)e−λh(x)dx, (1.1)
where λ is a large real positive parameter. Suppose that h admits a unique global
minimum at xˆ and that h is regular in a neighbourhood of xˆ. Then, h′(xˆ) = 0 and
det[h′′(xˆ)] > 0.
The Laplae method onsiders integral (1.1) as the integral of b w.r.t. a Gaussian
measure with small variane of order 1/λ. To do so, one replaes h(x) in the integrand
by its seond-order Taylor expansion at xˆ,
h(x) ≈ h(xˆ) + 1
2
(x− xˆ)Th′′(xˆ)(x− xˆ),
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thus yielding
∫
Rd
b(x)e−λh(x)dx ≈ e−λh(xˆ)
∫
Rd
b(x)e−
λ
2
(x−xˆ)T h′′(xˆ)(x−xˆ)dx.
When λ is large, the integral of b w.r.t. the Gaussian density
(2π)−d/2 det [λh′′(xˆ)]
1/2
exp
(
−λ
2
(x− xˆ)Th′′(xˆ)(x− xˆ)
)
is lose to b(xˆ), sine the norm of the ovariane matrix [λh′′(xˆ)]−1 is small, so that the
density is onentrated around its maximum. Then,
∫
Rd
b(x)e−
λ
2
(x−xˆ)T h′′(xˆ)(x−xˆ)dx ≈ (2π)d/2b(xˆ) det [λh′′(xˆ)]−1/2 ,
so that one obtains the approximation
∫
Rd
b(x)e−λh(x)dx ≈ (2π)d/2b(xˆ)e−λh(xˆ) det [λh′′(xˆ)]−1/2 ,
alled the Laplae approximation.
1.2 The Laplae method
1.2.1 Dierential alulus tools
Let E be an open subset of Rd. If E ′ is a vetor spae, we denote by L(E,E ′) the set
of linear mappings dened over E and taking values in E ′. Let f : E → R be a k times
ontinuously dierentiable funtion, with k > 1.
Suppose that the derivative of order k − 1 of f at x0 ∈ E is a (k − 1)-linear form
f (k−1)(x0) : E → R. Consider the mapping
f (k−1) : E → Lk−1(E,R)
x 7→ f (k−1)(x).
Then, the (rst-order) derivative of f (k−1) at x0 is a linear mapping f
(k)(x0) : E →
Lk−1(E,R), i.e. f (k)(x0) ∈ L(E,Lk−1(E,R)). Hene, f (k)(x0) an be identied with an
element of Lk(E,R), i.e. a k-linear form.
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Thus, the derivative of order k of f at x0 is a k-linear form dened by
f (k)(x0) : E
k → R
(e1, . . . , ek) 7→ f (k)(x0) · (e1, . . . , ek).
(The appliation of f (k)(x0) to (e1, . . . , ek) ∈ Ek is denoted by the dot produt.) For
all xed (e2, . . . , ek) ∈ Ek−1, the linear form
E → R
e1 7→ f (k)(x0) · (e1, . . . , ek)
mathes with the derivative of x 7→ f (k−1)(x) · (e2, . . . , ek) at x0. For k = 1, f ′(x) is
naturally the linear form dened by
f ′(x) : E → R
e 7→ f ′(x) · e.
See the hapter 8 of [Dieudonné (1960)℄ for more details.
To avoid to introdue additional notations, f ′(x) (resp. f ′′(x)) indierently denotes
in this hapter a linear (resp. bilinear) form as dened above, as well as a 1×d Jaobian
matrix (resp. d × d Hessian matrix); the ontext will make expliit what objet is
onsidered. Besides, we use the notation e(k) = (e, . . . , e) ∈ Ek for all e ∈ E.
Lastly, we dene the norm ‖ · ‖ of f (k)(x) by
‖f (k)(x)‖ = sup
|u|=1
{|f (k)(x) · u(k)|}.
1.2.2 Statement of the general Laplae method
We now state two general theorems to be applied in Bayesian estimation problems
in dierent ontexts in the following hapters. Theorem 1.2.2 will be used in stati
models, when the observation sample size is large (hapter 3), whereas theorem 1.2.1
will be used in dynami statespae models, when the observation noise intensity is
small (hapter 4). In partiular, we provide in theorem 1.2.1 an expliit upper bound
for the approximation error, whih will be useful in a ltering ontext to study the
propagation of the approximation error over time. Theorem 1.2.2 is proven by Kass,
Tierney and Kadane in [Kass et al. (1990)℄ when d = 1. The proofs in setion 1.2.3
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below are adapted from their artile and valid when d ≥ 2.
Consider the integral ∫
E
b(x)e−λhλ(x)dx
where E is a open subset of Rd and λ > 0 a real-valued parameter. For all a ∈ Rd and
r > 0, the open ball entered at a and with radius r is denoted Br(a).
Theorem 1.2.1. Suppose that there exist λ0 > 0, ∆ > 0, m > 0, p > 0, K > 0, M > 0
and M ′ > 0 suh that, for all λ ≥ λ0:
(i)
∫
E
|b(x)| e−λ0hλ(x)dx ≤ Kλp;
(ii) there exists xˆλ suh that, for all δ ∈ (0,∆), there exists cδ > 0 independent of λ
suh that
inf
x/∈Bδ(xˆλ)
{hλ(x)− hλ(xˆλ)} ≥ cδ;
(iii) hλ is four times ontinuously dierentiable over B∆(xˆλ) and, for all x ∈ B∆(xˆλ)
and j ∈ {0, . . . , 4}, ‖h(j)λ (x)‖ ≤M ;
(iv) det [h′′λ(xˆλ)] ≥ m;
(v) b is twie ontinuously dierentiable over B∆(xˆλ) and, for all x ∈ B∆(xˆλ) and
j ∈ {0, 1, 2}, ‖b(j)(x)‖ ≤M ′.
Then, there exist positive onstants C0, C, C
′
and C ′′ suh that
∣∣∣∣∣
∫
E
b(x)e−λhλ(x)dx
(2π)d/2 det [λh′′λ(xˆλ)]
−1/2 e−λhλ(xˆλ)
− b(xˆλ)
∣∣∣∣∣
≤ C0λd/2e−λcδ
∫
E
|b(x)| e−λ0hλ(x)dx+ λ−1
(
C|b(xˆλ)|+ C ′‖b′(xˆλ)‖+ C ′′ sup
x∈Bδ(xˆλ)
‖b′′(x)‖
)
for all λ ≥ λ0 and for all δ ∈ (0,∆) verifying δ3 + δ
2
12
< m
Md
. In partiular,
∫
E
b(x)e−λhλ(x)dx = (2π)d/2 det [λh′′λ(xˆλ)]
−1/2
e−λhλ(xˆλ)
{
b(xˆλ) +O(λ
−1)
}
when λ→∞.
The purpose of the next result is to obtain a seond-order expansion, under addi-
tional regularity assumptions.
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Theorem 1.2.2. Suppose that there exist λ0 > 0, ∆ > 0, m > 0, p > 0, K > 0, M > 0
and M ′ > 0 suh that, for all λ ≥ λ0:
(i)
∫
E
|b(x)| e−λ0hλ(x)dx ≤ Kλp;
(ii) there exists xˆλ suh that, for all δ ∈ (0,∆), there exists cδ > 0 independent of λ
suh that
inf
x/∈Bδ(xˆλ)
{hλ(x)− hλ(xˆλ)} ≥ cδ;
(iii) hλ is six times ontinuously dierentiable over B∆(xˆλ) and, for all x ∈ B∆(xˆλ) and
j ∈ {0, . . . , 6}, ‖h(j)λ (x)‖ ≤M ;
(iv) det [h′′λ(xˆλ)] ≥ m;
(v) b is four times ontinuously dierentiable over B∆(xˆλ) and, for all x ∈ B∆(xˆλ) and
j ∈ {0, . . . , 4}, ‖b(j)(x)‖ ≤M ′.
Then,
∫
E
b(x)e−λhλ(x)dx
= (2π)d/2 det [λh′′λ(xˆλ)]
−1/2
e−λhλ(xˆλ)
×
{
b(xˆλ) + λ
−1
(
1
2
E[b′′(xˆλ) ·X(2)]− 1
6
E[(b′(xˆλ) ·X)(h′′′λ (xˆλ) ·X(3))]
+
1
72
b(xˆλ)E[(h
′′′
λ (xˆλ) ·X(3))2]−
1
24
b(xˆλ)E[h
(4)
λ (xˆλ) ·X(4)]
)
+O(λ−2)
}
,
where X ∼ N (0, h′′λ(xˆλ)−1).
For theorems 1.2.2 and 1.2.2 above, the following remarks an be made.
Remark 1.2.3. The oerivity ondition (ii) implies that xˆλ is the unique global mini-
mum of hλ when λ ≥ λ0.
Remark 1.2.4. Condition (i) is veried as soon as
∫
E
|b(x)|dx <∞, sine
∫
E
|b(x)| e−λ0hλ(x)dx = e−λ0hλ(xˆλ)
∫
E
|b(x)| e−λ0(hλ(x)−hλ(xˆλ))dx ≤ eλ0M
∫
E
|b(x)| dx
when λ ≥ λ0.
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Remark 1.2.5. Let σ[h′′λ(xˆλ)] be the spetrum of the d × d symmetri positive ma-
trix h′′λ(xˆλ). We have that inf |u|=1{uTh′′λ(xˆλ)u} = min σ[h′′λ(xˆλ)], so that uTh′′λ(xˆλ)u ≥
min σ[h′′λ(xˆλ)]|u|2. Besides, for all ν ∈ σ[h′′λ(xˆλ)], ν ≤ sup|u|=1{uTh′′λ(xˆλ)u} = ‖h′′λ(xˆλ)‖ ≤
M . Thus, m ≤ det[h′′λ(xˆλ)] ≤ min σ[h′′λ(xˆλ)]Md−1, whih implies min σ[h′′λ(xˆλ)] ≥ mMd−1 .
Hene,
uTh′′λ(xˆλ)u ≥
m
Md−1
|u|2.
This inequality will be useful in the proofs in the next setion.
Example 1.2.6 (Euler's gamma funtion). Consider the real gamma funtion dened
by
Γ(λ) =
∫ ∞
0
xλ−1e−xdx,
for all λ > 0. Let us apply theorem 1.2.1 to ompute the integral Γ(λ), letting b(x) = 1
and hλ(x) = −λ−1λ log x+ xλ for all x ∈ R∗+. We obtain Stirling's approximation formula
Γ(λ) =
√
2π
λ
(
λ
e
)λ
{1 +O(λ−1)},
whih is very preise (see gure 1.1).
1.2.3 Proofs of theorems 1.2.1 and 1.2.2
Proof of theorem 1.2.1. Let λ ≥ λ0 and δ ∈ (0,∆). The integral of interest an be
deomposed as
Iλ =
∫
E−Bδ(xˆλ)
b(x)e−λhλ(x)dx+
∫
Bδ(xˆλ)
b(x)e−λhλ(x)dx. (1.2)
Consider the rst term of (1.2). For all x ∈ E − Bδ(xˆλ),
−λhλ(x) = −λhλ(x) + λ0hλ(x)− λ0hλ(x)
= −(λ− λ0)(hλ(x)− hλ(xˆλ))− (λ− λ0)hλ(xˆλ)− λ0hλ(x),
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Figure 1.1: Euler's gamma funtion (blak line) and Stirling's approximation obtained
thanks to the Laplae method (blue line).
so that∣∣∣∣
∫
E−Bδ(xˆλ)
b(x)e−λhλ(x)dx
∣∣∣∣ ≤ exp
(
−(λ− λ0) inf
x/∈Bδ(xˆλ)
{hλ(x)− hλ(xˆλ)}
)
e−(λ−λ0)hλ(xˆλ)
×
∫
E−Bδ(xˆλ)
|b(x)|e−λ0hλ(x)dx
≤ e−(λ−λ0)cδe−λhλ(xˆλ)eλ0hλ(xˆλ)
∫
E−Bδ(xˆλ)
|b(x)|e−λ0hλ(x)dx.
Therefore, we obtain
∣∣∣∣∣
∫
E−Bδ(xˆλ)
b(x)e−λhλ(x)dx
(2π)d/2 det[λh′′λ(xˆλ)]
−1/2e−λhλ(xˆλ)
∣∣∣∣∣ (1.3)
≤ (2π)−d/2 det[λh′′λ(xˆλ)]1/2e−(λ−λ0)cδeλ0M
∫
E
|b(x)|e−λ0hλ(x)dx
≤ (2π)−d/2
√
MKλd/2+pe−(λ−λ0)cδeλ0M
= o
(
λ−1
)
. (1.4)
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Consider now the seond term of (1.2). Let x ∈ Bδ(xˆλ). The rstorder Taylor
expansion of b and the thirdorder Taylor expansion of λhλ at xˆλ, with integral form
of the remainder, are respetively [Dieudonné (1960)℄
b(x) = b(xˆλ) + b
′(xˆλ) · (x− xˆλ) +
∫ 1
0
b′′(xˆλ + θ(x− xˆλ)) · (x− xˆλ)(2)(1− θ)dθ
and
λhλ(x) = λhλ(xˆλ) +
λ
2
h′′λ(xˆλ) · (x− xˆλ)(2) +
λ
6
h′′′λ (xˆλ) · (x− xˆλ)(3)
+
λ
6
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · (x− xˆλ)(4)(1− θ)3dθ,
beause h′λ(xˆλ) = 0. Let u = λ
1/2(x − xˆλ), so that x ∈ Bδ(xˆλ) implies u ∈ Bλ1/2δ(0).
Then,
∫
Bδ(xˆλ)
b(x)e−λhλ(x)dx
= λ−1/2e−λhλ(xˆλ)
∫
B
λ1/2δ
(0)
exp
(
−1
2
h′′λ(xˆλ) · u(2) +Rλ(u)
)
×
(
b(xˆλ) + λ
−1/2b′(xˆλ) · u+ λ−1
∫ 1
0
b′′(xˆλ + θ(x− xˆλ)) · u(2)(1− θ)dθ
)
du,
where Rλ(u) = −λ−1/26 h′′′λ (xˆλ) · u(3) − λ
−1
6
∫ 1
0
h
(4)
λ (xˆλ + θ(x − xˆλ)) · u(4)(1 − θ)3dθ. The
Taylor expansion of exp at 0 to the order 2 yields
expRλ(u) = 1 +Rλ(u) +
1
2
Rλ(u)
2 +
1
6
(expSλ(u))Rλ(u)
3
where Sλ(u) is suh that |Sλ(u)| ≤ |Rλ(u)|. Let v = u|u| , so that |v| = 1. Using the fat
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that |u| ≤ λ1/2δ, we have that
|Sλ(u)|
≤
∣∣∣∣−
(
λ−1/2
6
h′′′λ (xˆλ) · v(3)|u|+
λ−1
6
|u|2
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · v(4)(1− θ)3dθ
)
|u|2
∣∣∣∣
≤
(
δ‖h′′′λ (xˆλ)‖
6
+
δ2
24
sup
x∈Bδ(xˆλ)
{
‖h(4)λ (x)‖
})
|u|2
≤
(
δM
6
+
δ2M
24
)
|u|2,
and that
|Rλ(u)|3 ≤
(
λ−1/2
6
‖h′′′λ (xˆλ)‖|u|3 +
λ−1
24
sup
x∈Bδ(xˆλ)
{
‖h(4)λ (x)‖
}
|u|4
)3
≤ λ−3/2|u|9
(
M
6
+
λ−1/2
24
M |u|
)3
≤ λ−3/2|u|9
(
M
6
+
δM
24
)3
.
Hene, using the inequality h′′λ(xˆλ) · u(2) ≥ mMd−1 |u|2 (see remark 1.2.5), we have∣∣∣∣∣
∫
B
λ1/2δ
(0)
(
b(xˆλ) + λ
−1/2b′(xˆλ) · v|u|+ λ−1|u|2
∫ 1
0
b′′(xˆλ + θ(x− xˆλ)) · v(2)(1− θ)dθ
)
× exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
(expSλ(u))Rλ(u)
3du
∣∣∣∣∣
≤
∫
B
λ1/2δ
(0)
(
|b(xˆλ)|+ λ−1/2‖b′(xˆλ)‖|u|+ λ
−1
2
sup
x∈Bδ(xˆλ)
{‖b′′(x)‖} |u|2
)
× exp
(
−1
2
(
m
Md−1
− δM
3
− δ
2M
12
)
|u|2
)(
λ−3/2|u|9
(
M
6
+
δM
24
)3)
≤ c|b(xˆλ)|λ−3/2 + c′‖b′(xˆλ)‖λ−2 + c′′ sup
x∈Bδ(xˆλ)
{‖b′′(x)‖} λ−5/2 (1.5)
where c, c′ and c′′ do not depend on λ. We an always hoose δ ∈ (0,∆) suh that
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δ
3
+ δ
2
12
< m
Md
so that the integral above is nite for all λ. Therefore,
∫
Bδ(xˆλ)
b(x)e−λhλ(x)dx
= λ−1/2e−λhλ(xˆλ)
{∫
B
λ1/2δ
(0)
exp
(
−1
2
h′′λ(xˆλ) · u(2)
)(
1 +Rλ(u) +
1
2
Rλ(u)
2
)
×
(
b(xˆλ) + λ
−1/2b′(xˆλ) · u+ λ−1
∫ 1
0
b′′(xˆλ + θ(x− xˆλ)) · u(2)(1− θ)dθ
)
du+O
(
λ−3/2
)}
,
where
1 +Rλ(u) +
1
2
Rλ(u)
2
= 1− λ
−1/2
6
h′′′λ (xˆλ) · u(3) −
λ−1
6
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · u(4)(1− θ)3dθ
+
1
2
(
−λ
−1/2
6
h′′′λ (xˆλ) · u(3) −
λ−1
6
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · u(4)(1− θ)3dθ
)2
= 1− λ
−1/2
6
h′′′λ (xˆλ) · u(3)
+ λ−1
(
1
72
(h′′′λ (xˆλ) · u(3))2 −
1
6
|u|4
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · v(4)(1− θ)3dθ
)
+
λ−3/2
36
(
h′′′λ (xˆλ) · u(3)
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · v(4)(1− θ)3dθ|u|4
)
+
λ−2
72
(∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · v(4)(1− θ)3dθ
)2
|u|8.
We an deompose the remaining integral of interest as
∫
B
λ1/2δ
(0)
(
b(xˆλ) + λ
−1/2b′(xˆλ) · u+ λ−1
∫ 1
0
b′′(xˆλ + θ(x− xˆλ)) · u(2)(1− θ)dθ
)
× exp
(
−1
2
h′′λ(xˆλ) · u(2)
)(
1 +Rλ(u) +
1
2
Rλ(u)
2
)
du
= Iλ,0 + λ
−1/2Iλ,1 + λ
−1Iλ,2 + λ
−3/2Iλ,3 + λ
−2Iλ,4 + λ
−5/2Iλ,4 + λ
−3Iλ,6, (1.6)
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where the Iλ,j 's are uniquely dened. Then, (1.5) and (1.6) yield∣∣∣∣∣
∫
Bδ(xˆλ)
b(x)e−λhλ(x)dx
(2π)d/2 det[h′′λ(xˆλ)]
−1/2e−λhλ(xˆλ)
− b(xˆλ)
∣∣∣∣∣
≤ ∣∣(2π)d/2 det[h′′λ(xˆλ)]−1/2Iλ,0 − b(xˆλ)∣∣ + (2π)d/2 det[h′′λ(xˆλ)]−1/2
{
λ−1/2 |Iλ,1|+ λ−1 |Iλ,2|
+λ−3/2 |Iλ,3|+ λ−2 |Iλ,4|+ λ−3/2 |Iλ,5|+ λ−3 |Iλ,6|
}
+
√
M
2π
(
c|b(xˆλ)|λ−3/2 + c′‖b′(xˆλ)‖λ−2 + c′′ sup
x∈Bδ(xˆλ)
{‖b′′(x)‖} λ−5/2
)
.
First of all, we have that
Iλ,0 = b(xˆλ)
∫
Bδ(xˆλ)
exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du,
so that
∣∣(2π)−d/2 det[h′′λ(xˆλ)]1/2Iλ,0 − b(xˆλ)∣∣
=
∣∣∣∣b(xˆλ)(2π)−d/2 det[h′′λ(xˆλ)]1/2
∫
Bδ(xˆλ)
exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du− b(xˆλ)
∣∣∣∣
= |b(xˆλ)|P
[|X| ≥ λ1/2δ] ,
where X ∼ N (0, h′′λ(xˆλ)−1). BienayméThebyhev's inequality then yields
∣∣(2π)−d/2 det[h′′λ(xˆλ)]1/2Iλ,0 − b(xˆλ)∣∣ ≤ |b(xˆλ)| det[h′′λ(xˆλ)]−1/2λδ2 .
Besides,
Iλ,1 =
∫
Bδ(xˆλ)
{
− 1
6
b(xˆλ)h
′′′
λ (xˆλ) · u(3) + b′(xˆλ) · u
}
exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du = 0,
60 Chapter 1. The Laplae method: general presentation
beause it is the integral of an odd funtion over a ball entered at the origin. Moreover,
Iλ,2
=
∫
Bδ(xˆλ)
{
1
72
b(xˆλ)(h
′′′
λ (xˆλ) · u(3))2 −
1
6
b(xˆλ)|u|4
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · v(4)(1− θ)3dθ
−1
6
(b′(xˆλ) · u)(h′′′λ (xˆλ) · u(3)) +
(∫ 1
0
b′′(xˆλ + θ(x− xˆλ)) · v(2)(1− θ)dθ
)
u2
}
× exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du,
so that
∣∣(2π)−d/2 det[h′′λ(xˆλ)]1/2Iλ,2∣∣
≤ (2π)−d/2 det[h′′λ(xˆλ)]1/2
{
1
72
|b(xˆλ)|(h′′′λ (xˆλ) · v(3))2
∫
Bδ(xˆλ)
|u|6 exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
+
1
6
|b(xˆλ)|
∣∣∣∣
∫ 1
0
h
(4)
λ (xˆλ + θ(x− xˆλ)) · v(4)(1− θ)3dθ
∣∣∣∣
∫
Bδ(xˆλ)
|u|4 exp
(
−1
2
h′′λ(xˆλ)u
2
)
du
+
1
6
(b′(xˆλ) · v)(h′′′λ (xˆλ) · v(3))
∫
Bδ(xˆλ)
|u|4 exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
+
∣∣∣∣
∫ 1
0
b′′(xˆλ + θ(x− xˆλ)) · v(2)(1− θ)dθ
∣∣∣∣
∫
Bδ(xˆλ)
|u|2 exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
}
≤ 1
2
sup
x∈Bδ(xˆλ)
{‖b′′(x)‖}m2 + 1
6
(
‖b′(xˆλ)‖‖h′′′λ (xˆλ)‖+
1
4
|b(xˆλ)| sup
x∈Bδ(xˆλ)
{
‖h(4)λ (x)‖
})
m4
+
1
72
|b(xˆλ)|‖h′′′λ (xˆλ)‖2m6
where mj = E[|X|j], with X ∼ N (0, h′′λ(xˆλ)−1), for j ∈ {2, 4, 6}. Lastly, after some
similar derivations, it an be shown that there exist positive onstant numbers cj, c
′
j,
c′′j , for j ∈ {3, 4, 5, 6}, suh that
|Iλ,j| ≤ cj |b(xˆλ)|+ c′j‖b′(xˆλ)‖+ c′′j sup
x∈Bδ(xˆλ)
{‖b′′(x)‖} .
1.2. The Laplae method 61
Thus, we have
∣∣∣∣∣
∫
Bδ(xˆλ)
b(x)e−λhλ(x)dx
(2π)d/2 det[h′′λ(xˆλ)]
−1/2e−λhλ(xˆλ)
− b(xˆλ)
∣∣∣∣∣
≤ λ−1
{
|b(xˆλ)| det[h′′λ(xˆλ)]−1/2
δ2
+
1
2
sup
x∈Bδ(xˆλ)
{‖b′′(x)‖}m2
+
1
6
(
‖b′(xˆλ)‖‖h′′′λ (xˆλ)‖+
1
4
|b(xˆλ)| sup
x∈Bδ(xˆλ)
{
‖h(4)λ (x)‖
})
m4
+
1
72
|b(xˆλ)|‖h′′′λ (xˆλ)‖2m6 + λ−1/2
(
c|b(xˆλ)|+ c′‖b′(xˆλ)‖+ c′′ sup
x∈Bδ(xˆλ)
{‖b′′(x)‖}
)}
= O
(
λ−1
)
(1.7)
where c, c′, c′′ are positive onstants. Finally, regrouping (1.4) and (1.7) we obtain
∣∣∣∣ Iλ(2π)d/2 det[h′′λ(xˆλ)]−1/2e−λhλ(xˆλ) − b(xˆλ)
∣∣∣∣
≤
∣∣∣∣∣
∫
E−Bδ(xˆλ)
b(x)e−λhλ(x)dx
(2π)d/2 det[h′′λ(xˆλ)]
−1/2e−λhλ(xˆλ)
∣∣∣∣∣ +
∣∣∣∣∣
∫
Bδ(xˆλ)
b(x)e−λhλ(x)dx
(2π)d/2 det[h′′λ(xˆλ)]
−1/2e−λhλ(xˆλ)
− b(xˆλ)
∣∣∣∣∣
= O
(
λ−1
)
.
Proof of theorem 1.2.2. Proeeding as in the proof of theorem 1.2.1, we have that
∣∣∣∣∣
∫
E−Bδ(xˆλ)
b(x)e−λhλ(x)dx
(2π)d/2 det[λh′′λ(xˆλ)]
−1/2e−λhλ(xˆλ)
∣∣∣∣∣ = O(λ−k)
for all k ∈ N.
Let us onsider the other part of the integral. Let x ∈ Bδ(xˆλ), u = λ1/2(x− xˆλ) (so
that u ∈ Bλ1/2δ(0)) and v = u|u| (so that |v| = 1). By expanding b at xˆλ to the order 3
and hλ at xˆλ to the order 5, we obtain
b(x) = b(xˆλ)+λ
−1/2b′(xˆλ)·u+λ
−1
2
b′′(xˆλ)·u(2)+λ
−3/2
2
|u|3
∫ 1
0
b′′′(xˆλ+θ(x−xˆλ))·v(3)(1−θ)2dθ
(1.8)
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and
λhλ(x) = λhλ(xˆλ) +
1
2
h′′λ(xˆλ) · u(2) +
λ−1/2
6
h′′′λ (xˆλ) · u(3) +
λ−1
24
h
(4)
λ (xˆλ) · u(4)
+
λ−3/2
120
h
(5)
λ (xˆλ) · u(5) +
λ−2
120
|u|6
∫ 1
0
h
(6)
λ (xˆλ + θ(x− xˆλ)) · v(6)(1− θ)5dθ
= λhλ(xˆλ) +
1
2
h′′λ(xˆλ) · u(2) −Rλ(u),
where
Rλ(u) = −λ
−1/2
6
h′′′λ (xˆλ) · u(3) −
λ−1
24
h
(4)
λ (xˆλ) · u(4) −
λ−3/2
120
h
(5)
λ (xˆλ) · u(5)
−λ
−2
120
|u|6
∫ 1
0
h
(6)
λ (xˆλ − θ(x− xˆλ)) · v(6)(1− θ)5dθ
= −λ
−1/2
6
h′′′λ (xˆλ) · v(3)|u|3 −
λ−1
24
h
(4)
λ (xˆλ) · v(4)|u|4 −
λ−3/2
120
h
(5)
λ (xˆλ) · v(5)|u|5
−λ
−2
120
|u|6
∫ 1
0
h
(6)
λ (xˆλ − θ(x− xˆλ)) · v(6)(1− θ)5dθ.
The Taylor expansion of exp at 0 to the order 4 yields
expRλ(u) = 1 +Rλ(u) +
1
2
Rλ(u)
2 +
1
6
Rλ(u)
3 +
1
24
(expSλ(u))Rλ(u)
4
where |Sλ(u)| ≤ |Rλ(u)|. We have that
|Sλ(u)| ≤
(
δM
6
+
δ2M
24
+
δ3M
120
+
δ4M
720
)
|u|2
and that
Rλ(u)
4 ≤ λ−2|u|12
(
M
6
+
δM
24
+
δ2M
120
+
δ3M
720
)4
.
Let us onsider the integral of the expansion of b (1.8) times (expSλ(u))Rλ(u)
4
w.r.t.
the measure λ−1/2e−λhλ(xˆλ) exp
(−1
2
h′′λ(xˆλ) · u(2)
)
over the domain {u ∈ Bλ1/2δ(0)}. It
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an be bounded by
λ−2
(
M
6
+
δM
24
+
δ2M
120
+
δ3M
720
)4
×
∫
B
λ1/2δ
(0)
(
|b(xˆλ)|+ λ−1/2‖b′(xˆλ)‖|u|+ λ
−1
2
‖b′′(xˆλ)‖|u|2 + λ
−3/2
2
sup
x∈Bδ(xˆλ)
{‖b′′′(x)‖} |u|3
)
×|u|12 exp
(
−1
2
(
m− δM
3
− δ
2M
12
− δ
3M
60
− δ
4M
360
)
|u|2
)
du,
whih is of order O(λ−2) provided δ is small enough suh that δ
3
+ δ
2
12
+ δ
3
60
+ δ
4
360
< m
Md
(using the inequality in remark 1.2.5). Moreover, we have that
1 +Rλ(u) +
1
2
Rλ(u)
2 +
1
6
Rλ(u)
3
= 1− λ
−1/2
6
h′′′λ (xˆλ) · u(3) + λ−1
(
1
72
(h′′′λ (xˆλ) · u(3))2 −
1
24
h
(4)
λ (xˆλ) · u(4)
)
+λ−3/2
(
1
144
(h′′′λ (xˆλ) · u(3))(h(4)λ (xˆλ) · u(4))−
1
120
h
(5)
λ (xˆλ) · u(5) −
1
1296
(h′′′λ (xˆλ) · u(3))3
)
+
12∑
j=4
λ−j/2Tλ,j(u), (1.9)
where the Tλ,j(u)'s are polynomials is |u| whose oeients an be bounded by onstants
independent of λ. Hene,
∫
Bδ(xˆλ)
b(x)e−λhλ(x)dx is the integral of (1.8) times (1.9) w.r.t.
the measure λ−1/2e−λhλ(xˆλ) exp
(−1
2
h′′λ(xˆλ) · u(2)
)
over the domain {u ∈ Bλ1/2δ(0)}, plus
the remainder
λ−1/2e−λhλ(xˆλ)
∫
B
λ1/2δ
(0)
(expSλ(u))Rλ(u)
4 exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
whih is of order O(λ−2). By developing the produt of (1.8) times (1.9) and regrouping
the terms by powers of λ−1/2, it an be written
∑15
j=0 λ
−j/2Pλ,j(u) where Pλ,0(u) ≡ 1,
Pλ,1(u) = b
′(xˆλ) · u+ b(xˆλ)h′′′λ (xˆλ) · u(3),
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Pλ,2(u) =
1
72
b(xˆλ)(h
′′′
λ (xˆλ) · u(3))2 −
1
24
b(xˆλ)h
(4)
λ (xˆλ) · u(4) −
1
6
(b′(xˆλ) · u)(h′′′λ (xˆλ) · u(3))
+
1
2
b′′(xˆλ) · u(2)
and
Pλ,3(u)
=
1
144
(h′′′λ (xˆλ) · u(3))(h(4)λ (xˆλ) · u(4))−
1
120
h
(5)
λ (xˆλ) · u(5) −
1
1296
(h′′′λ (xˆλ) · u(3))3
+ (b′(xˆλ) · u)
(
1
72
(h′′′λ (xˆλ) · u(3))2 −
1
24
h
(4)
λ (xˆλ) · u(4)
)
+
1
12
(b′′(xˆλ) · u(2))(h′′′λ (xˆλ) · u(3))
+
1
2
|u|3
∫ 1
0
b′′′(xˆλ + θ(x− xˆλ)) · v(3)(1− θ)2dθ.
We have that ∫
B
λ1/2δ
(0)
Pλ,1(u) exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
= 0
and ∫
B
λ1/2δ
(0)
Pλ,3(u) exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
= 0
beause the integrand is an odd funtion and the integral is taken over a ball entered
at the origin. Regarding Pλ,2(u), we have the deomposition
∫
B
λ1/2δ
(0)
Pλ,2(u) exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
=
∫
Rd
Pλ,2(u) exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du−
∫
B
λ1/2δ
(0)c
Pλ,2(u) exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
where the seond integral an be bounded by a linear ombination of integrals of the
form
∫
B
λ1/2δ
(0)c
|u|2p exp (−1
2
h′′λ(xˆλ) · u(2)
)
du with p ∈ N. Let σminλ > 0 be the smallest
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eigenvalue of h′′λ(xˆλ), so that h
′′
λ(xˆλ) · u(2) ≥ σminλ |u|2. Let z = |u|2.∫
B
λ1/2δ
(0)c
|u|2p exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
≤
∫
B
λ1/2δ
(0)c
|u|2p exp
(
−1
2
σminλ |u|2
)
du
=
∫
Ω
∫ r=∞
r=λ1/2δ
r2p+1 exp
(
−1
2
σminλ r
2
)
drdΩ
= A
∫ ∞
λδ2
sp exp
(
−1
2
σminλ s
)
ds
where Ω is the solid angle in Rd, A is a onstant independent of λ, and s = |r|2. A
straightforward reursion shows that the last integral above is of order O(λ−k) for any
k > 0. Thus,
λ−1/2
∫
B
λ1/2δ
(0)
Pλ,2(u) exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
= λ−1/2
∫
Rd
(
1
72
b(xˆλ)(h
′′′
λ (xˆλ) · u(3))2 −
1
24
b(xˆλ)h
(4)
λ (xˆλ) · u(4)
−1
6
(b′(xˆλ) · u)(h′′′λ (xˆλ) · u(3)) +
1
2
b′′(xˆλ) · u(2)
)
exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du+O(λ−2)
= (2π)d/2 det[λh′′λ(xˆλ)]
−1/2
(
1
2
E[b′′(xˆλ) ·X(2)]− 1
6
E[(b′(xˆλ) ·X)(h′′′λ (xˆλ) ·X(3))]
+
1
72
b(xˆλ)E[(h
′′′
λ (xˆλ) ·X(3))2]−
1
24
b(xˆλ)E[h
(4)
λ (xˆλ) ·X(4)]
)
+ O(λ−2),
where X ∼ N (0, h′′λ(xˆλ)−1). This integral is of order O(1) as λ→∞. Finally, we have
that
12∑
j=4
λ−j/2
∫
B
λ1/2δ
(0)
Pλ,j(u) exp
(
−1
2
h′′λ(xˆλ) · u(2)
)
du
is of order O(λ−2), whih onludes the proof.
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Chapter 2
Issues in importane sampling for
Bayesian estimation
We propose in this hapter an analysis of the degradation of importane sampling
when used in highly informative or high dimensional nonlinear Bayesian models. Our
analysis is based on using the Laplae method to ompute a quantity desribing the
quality of importane sampling. Therefore, we must dene the expansion parameter of
the Laplae method and build an asymptoti set-up that allows to apply it.
Setion 2.1 is devoted to the denition of the model. In setion 2.2, we present
the importane sampling algorithm and its appliation to Bayesian estimation. We
disuss the issues of high information and high dimensionality in setions 2.3 and 2.4
respetively.
2.1 Bayesian model set-up
Let X be the hidden state of a system taking values in an open subset E of Rd. X
is distributed aording to a prior distribution η with density q with respet to the
Lebesgue measure. (Throughout the thesis, densities will be dened w.r.t. the Lebesgue
measure.)
2.1.1 Asymptotis
The hidden state is observed through a nonlinear observation funtion orrupted by an
additive Gaussian white noise. We onsider in this hapter two types of observation
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models, assoiated with two types of asymptoti regime.
(a) Large observation sample size asymptotis:
Yi = Hi(X) +Wi, i ∈ {1, . . . , n} (n large),
where (Y1, . . . , Yn) is a sample of observations and (Wi, . . . ,Wn) is a Gaussian
white noise. Hene, the likelihood funtion is
gn(x) ∝ exp
(
−1
2
n∑
i=1
|Yi −Hi(x)|2
)
up to a multipliative onstant.
(b) Small observation noise asymptotis:
Y = H(X) +
√
εW, ε > 0 (ε small),
where Y is an observation vetor and W is a Gaussian white noise. Hene, the
likelihood funtion is
gε(x) ∝ exp
(
− 1
2ε
|Y −H(x)|2
)
up to a multipliative onstant.
2.1.2 Assumptions for the Laplae method
These two asymptoti regimes are ompatible with the Laplae method, when the
expansion parameter λ is set to λ = n in ase (a) and λ = 1/ε in ase (b).
We thus dene the likelihood funtion parametrized by λ by gλ(x) = gn(x) in ase
(a) and gλ(x) = g
ε(x) in ase (b). Let ℓλ(x) = − 1λ log gλ(x) be the ontrast funtion
and
xˆλ = argmax
x∈E
{gλ(x)}.
be the maximum likelihood estimator (MLE).
To apply the Laplae method, we suppose throughout the hapter that the following
assumptions are veried.
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There exist ∆ > 0, m > 0, M > 0, M ′ > 0 and λ0 > 0 suh that, for all λ > λ0:
• the MLE xˆλ exists and is suh that, for all δ ∈ (0,∆), there exists cδ > 0
independent of λ suh that infx/∈Bδ(xˆλ){ℓλ(x)− ℓλ(xˆλ)} ≥ cδ;
• ℓλ is four-times ontinuously dierentiable over B∆(xˆλ) and, for all x ∈ B∆(xˆλ)
and j ∈ {0, . . . , 4}, ‖ℓ(j)λ (x)‖ ≤M ;
• det [ℓ′′λ(xˆλ)] ≥ m;
• q is twie ontinuously dierentiable over B∆(xˆλ) and, for all x ∈ B∆(xˆλ) and
j ∈ {0, 1, 2}, ‖q(j)(x)‖ ≤M ′.
These onditions are alled Laplaeregularity assumptions in [Kass et al. (1990)℄
(see hapter 3). They essentially require that:
• the MLE exists and the posterior beomes more onentrated around it as λ→∞
(this will be shown it hapter 3) (identiability ondition);
• the onstrat funtion ℓλ remains smooth around the MAP as λ → ∞ (loal
regularity ondition).
Let µλ be the posterior distribution and pλ its density. The Bayes formula yields
pλ(x) =
gλ(x)q(x)∫
E
gλ(x)q(x)dx
. (2.1)
2.2 Importane sampling for Bayesian estimation
Let φ be a funtion integrable w.r.t. the posterior and let the onditional moment
θ = E[φ(X)|Y ]
be a Bayesian estimator. θ desribes the state of the system given the available obser-
vations and we aim at omputing it.
Given the nonlinear nature of the model, importane sampling is a suitable tehnique
to approximate θ. The simplest way to apply it is to take the prior η as a sampling
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distribution and the likelihood gλ as a weighting funtion. The orresponding algorithm
is algorithm 4 [Rubinstein (1981)℄.
Algorithm 4 Importane sampling with prior sampling.
• For i = 1, . . . , N , sample ξi ∼ η.
• For i = 1, . . . , N , ompute wi = gλ(ξi)∑N
i=1 gλ(ξ
i)
.
• Compute θN =∑Ni=1wiφ(ξi).
The importane sampling algorithm delivers an approximation θN of the Bayesian
estimator θ in the form of a so-alled "partile" approximation
θN =
N∑
i=1
wiφ(ξi).
This approximation is onsistent (in the mean squared error sense, e.g.) at the rate
O(N−1) [Crisan and Douet (2002)℄. θN is equal to the integral of φ w.r.t. to the
empirial measure
µN =
N∑
i=1
wiδξi,
whih is an approximation of the true posterior µλ. Thus, importane sampling onsists
in approximating the posterior distribution by a weighted sum of Dira masses entered
at the partiles.
A feature of importane sampling is that, in ertain diult situations, a very few
partiles get a positive weight whereas most of the partiles get a weight that is numer-
ially evaluated to 0. In this ontext, a very few partiles eetively partiipate to the
approximation of θ and most of the omputational power is wasted. This phenomenon
is alled weight degeneray and it is an important issue in importane sampling and
partile ltering [Douet et al. (2000); Arulampalam et al. (2002)℄.
The quality of importane sampling for a given model, i.e. the severity of weight
degeneray, an be quantied by the χ2divergene between the targeted distribution µλ
and the sampling distribution η. The χ2divergene between two probability measures
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ν and ν ′, suh that ν is absolutely ontinuous w.r.t. ν ′, is dened as
χ2(ν, ν ′) =
∫
E
(
dν
dν ′
(x)− 1
)2
ν ′(dx) =
∫
E
dν
dν ′
(x)2ν ′(dx)− 1
(see for example [Keziou (2003)℄). As a divergene between probability measures, the
χ2divergene is nonnegative. Besides, χ2(ν, ν ′) = 0 implies ν = ν ′. From (2.1), the χ2
divergene χ2(µλ, η) between the sampling distribution (the prior) and the distribution
of interest (the posterior) is well dened beause the latter is absolutely ontinuous
w.r.t. the former, and the derivative
dµλ
dη
is equal to
gλ∫
E gλη
. χ2(µλ, η) = 0 means that
the prior exatly mathes the posterior, whih is never true in pratie.
The entral limit theorem on the importane weights involves the divergene χ2(µλ, η).
Indeed, we have that
√
N
(
1
N
∑N
i=1 gλ(ξ
i)∫
E
gλ(x)η(dx)
− 1
)
−→ N (0, χ2(µλ, η))
in distribution as N → ∞, thanks to a straightforward appliation of the lassial
entral limit theorem [Le Gland (2012)℄. This means that the more χ2(µλ, η) is large,
the more the variability of the weights is large, asymptotially in the number of partiles.
Moreover, χ2(µλ, η) is involved in the denition of the eetive sample size (ESS).
The ESS is a riterion introdued by [Kong (1992)℄ whih quanties the number of
partiles that are signiantly weighted. It is dened here by
Neff =
1∑N
i=1(w
i)2
,
and it veries
Neff
N
−→
(∫
E
gλ(x)η(dx)
)2∫
E
gλ(x)2η(dx)
=
1
χ2(µλ, η) + 1
as N →∞. Neff = N and χ2(µλ, η) = 0 when η = µλ, i.e. when the prior mathes the
posterior.
Thus, we onsider χ2(µλ, η) as a measure of weight degeneray. In the sequel, we
analyze its behaviour in situations that are known to be diult in importane sampling.
72 Chapter 2. Issues in importane sampling for Bayesian estimation
2.3 High information
A typial situation where importane sampling fails, i.e. weight degeneray is severe, is
when the model is very informative. This phenomenon might seem rather paradoxial:
one ould expet that a preise model improves Monte Carlo approximation. However,
what atually happens in this ase is that the likelihood funtion is peaked around
its maximum and takes signiantly nonzero values only in a small area of the state
spae. Yet the partiles are sampled from the prior distribution, without taking the
observations into aount. Consequently, the probability that a partile lies in an area
where the likelihood takes signiant values an be very small. Most of the partiles
are then numerially weighted at zero and weight degeneray ours.
We propose here a more formal illustration of this phenomenon. On the one hand,
as λ → ∞, the model beomes more informative (in the Fisher sense, e.g.). On the
other hand, the χ2divergene between µλ and η beomes larger as λ→∞ (hene the
asymptoti variane of the weights goes to innity and the ESS goes to 0).
The observed information matrix of the state x ∈ E depends on the observation
sample (unlike the Fisher information matrix) and is dened as
Jλ(x) = −(log gλ)′′(x)− (log q)′′(x) = λℓ′′λ(x)− (log q)′′(x)
(see for example [Efron and Hinkley (1978)℄). From the assumptions in setion 2.1.2, we
have that det [ℓ′′λ(xˆλ)] ≥ m and |q(xˆλ)| ≤ M when λ > λ0. Hene, the norm of Jλ(xˆλ),
the observed information evaluated at the MAP xˆλ, inreases at speed λ as λ→∞.
Moreover, the χ2divergene between µλ and η is
χ2(µλ, η) = Iλ − 1
where
Iλ =
∫
E
gλ(x)
2q(x)dx(∫
E
gλ(x)q(x)dx
)2 .
Applying the Laplae method (theorem 1.2.1) to the numerator and the denominator
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of Iλ yields∫
E
gλ(x)
2q(x)dx(∫
E
gλ(x)q(x)dx
)2 = (2π)d/2 det [−2(log gλ)′′(xˆλ)]−1/2(2π)d det [−(log gλ)′′(xˆλ)]−1 ·
q(xˆλ) +O(λ
−1)
{q(xˆλ) +O(λ−1)}2
= (4π)−d/2 det [λℓ′′λ(xˆλ)]
1/2 ·
{
1
q(xˆλ)
+O(λ−1)
}
=
(
λ
4π
)d/2
det [ℓ′′λ(xˆλ)]
1/2 ·
{
1
q(xˆλ)
+O(λ−1)
}
.
Hene, χ2(µλ, η) inreases at speed λ
d/2
, i.e. N
e
/N dereases at speed λ−d/2, when
λ → ∞. (Reall that λ is equivalently interpreted as the observation sample size n or
as the inverse of the observation noise variane 1/ε.)
2.4 High dimension
The problem of the poor behaviour of importane sampling, hene partile ltering,
when the state dimension is large has been addressed by many authors. Some exam-
ples are: [Daum et al. (2003)℄, [Bengtsson et al. (2003)℄, [Chorin and Krause (2004)℄,
[Berliner and Wikle (2007)℄, [Bengtsson et al. (2008)℄, [Bikel et al. (2008)℄, [Snyder
et al. (2008)℄, [van Leeuwen (2009)℄, [Bui Quang et al. (2010)℄, [Beskos et al. (2011)℄.
In partiular, it raises high interest in the eld of data assimilation in geosienes.
The analysis we lead in this hapter is based on the Laplae method applied on a
quantity that desribes the quality of importane sampling. However, the remainder
O(λ−1) in the derivations above depends on the state spae dimension d, that is it should
be written Od(λ
−1). Unfortunately, in [Shun and MCullagh (1995)℄, the authors argue
that the Laplae method annot be trusted when the dimension of the integral inreases
at the same rate as the expansion parameter λ. This means that Od(λ
−1) might inrease
in absolute value when d→∞. Despite that, Shun and MCullagh also argue that the
Laplae method is reliable when d and λ inrease at rates suh that d = o(λ1/3).
In this setion, we study the asymptoti behaviour of Iλ as d → ∞ based on its
approximation by the Laplae method. Thus, we suppose that λ goes to ∞ suiently
fast so that this approximation remains valid. We also suppose that q(xˆλ), the prior
density evaluated at the MAP, is bounded uniformly in d.
We have that
Iλ ∼ det
[−(log gλ)′′(xˆλ)
4π
]1/2
1
q(xˆλ)
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when λ → ∞ (note that here ∼ denotes asymptoti equivalene rather than equality
in distribution). Hene, the behaviour of the approximation of Iλ as d → ∞ is de-
termined by the volume of the ellipsoid assoiated with the symmetri positive matrix
−(log gλ)′′(xˆλ). This volume somehow quanties the amount of information brought by
the data. Thus, if the amount of information oming from the observation, quantied
by −(log gλ)′′(xˆλ), inreases when d → ∞, then Iλ inreases as well. In partiular,
letting σ [ℓ′′λ(xˆλ)] be the spetrum of the symmetri positive d × d matrix ℓ′′λ(xˆλ), we
have that
det
[−(log gλ)′′(xˆλ)
4π
]1/2
1
q(xˆλ)
≥
(
λmin {σ [ℓ′′λ(xˆλ)]}
4π
)d/2
1
q(xˆλ)
≥
(
dmin {σ [ℓ′′λ(xˆλ)]}
4π
)d/2
1
q(xˆλ)
,
so that the approximation of Iλ inreases when d→∞ as soon as
dα
min {σ [ℓ′′λ(xˆλ)]}
= O(1)
where α > −1. This is a suient ondition whih implies that χ2(µλ, η) inreases at
speed
(
d1+α
4π
)d/2
, i.e. N
e
/N dereases at speed
(
d1+α
4π
)−d/2
, as d → ∞. This ondition
is fullled when min {σ [ℓ′′λ(xˆλ)]} is bounded from below uniformly in d, e.g.
Conlusion
We have proposed in this hapter an asymptoti framework to study the behaviour of
importane sampling for Bayesian inferene in diult situations. From our analysis, we
an onlude that importane sampling approximation is often poor in high dimensional
or high informationmodels. Our derivations are based on the Laplae method. They are
valid under assumptions that an essentially be interpreted as identiability onditions,
and when the observation sample size is large or the observation noise intensity is small.
Taking the observation into aount in the sampling distribution, rather than sam-
pling from the prior, allows to improve importane sampling in these situations (espe-
ially in the high information ase). We propose in this thesis a way to do so in partile
ltering algorithms (see hapters 6 and 7).
Part II
The Laplae method in Bayesian
statistis
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Chapter 3
The Laplae method in stati models
with large observation sample size
In Bayesian statistis, the Laplae method is used to ompute expetations of nonlinear
funtions w.r.t. the posterior distribution [Tierney and Kadane (1986); Tierney et al.
(1989)℄ or marginal posterior densities [Tierney and Kadane (1986)℄. The asymptoti
regime in whih it yields onsistent approximations is lassially the observation sample
size asymptotis [Kass et al. (1988)℄. That is, the number of observations n plays the
role of the parameter λ in theorems 1.2.1 and 1.2.2 in hapter 1.
In setion 3.1, we dene the Laplaeregularity assumption and give some properties
of the model implied by this assumption (whih are somehow identiability properties).
In setion 3.2, we provide the approximation formulas established by Tierney, Kass
and Kadane under the Laplaeregularity assumption [Tierney et al. (1989); Kass et al.
(1990, 1991)℄. In partiular, we generalize to the multidimensional ase their approxi-
mation formulas for the posterior expetation and variane.
In this hapter, we use the dierential alulus priniples presented in setion 1.2.1
of hapter 1.
3.1 Model set-up, Laplaeregularity
Let Y1:n := {Y1, . . . , Yn} be a sequene of observations and X be the (stati) hidden
state of interest taking values in an open subset E of Rd. The likelihood funtion gn is
the funtion that assoiates to x the density of the onditional probability of Y1:n given
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X = x,
x ∈ E 7−→ gn(x, Y1:n) ∈ R+.
Let q be the prior density of X . Let µn be the posterior, i.e. the onditional proba-
bility of X given Y1:n, and pn its density,
pn(x, Y1:n) =
gn(x, Y1:n)q(x)∫
E
gn(x, Y1:n)q(x)dx
aording to Bayes' rule. To alleviate notation, we do not denote the dependeny of gn
and pn on the observations sequene in the sequel. The dependeny of any quantity on
Y1:n will be denoted by the subsript n.
The ontrast funtion is dened as
ℓn(x) = −1
n
log gn(x).
Kass, Tierney and Kadane [Kass et al. (1990)℄ introdue the Laplaeregularity
assumptions, to haraterize the Bayesian models on whih the Laplae method an be
applied. A sequene of ontrast funtions {ℓn}n≥1 is said to be (n0,∆, m,M)Laplae
regular, or simply Laplaeregular, if it veries the following assumption.
Assumption Ln: Laplaeregularity. There exist n0 > 0, ∆ > 0, m > 0 and
M > 0 suh that, for all n ≥ n0:
• there exists x˜n suh that, for all δ ∈ (0,∆), there exists cδ > 0 independent of
n suh that infx/∈Bδ(x˜n){ℓn(x)− ℓn(x˜n)} ≥ cδ;
• ℓn is sixtimes ontinuously dierentiable over B∆(x˜n) and for all x ∈ B∆(x˜n),
for all j ∈ {0, . . . , 6}, |ℓ(j)n (x)| ≤ M ;
• det [ℓ′′n(x˜n)] ≥ m.
This orresponds to the onditions (ii), (iii) and (iv) of theorem 1.2.2.
Under the Laplaeregularity assumptions, the maximum likelihood estimator (MLE)
x˜n = argmin
x∈E
{ℓn(x)} = argmax
x∈E
{gn(x)}
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exists and is unique for all n ≥ n0. The maximum a posteriori estimator (MAP) is
dened by
xˆn = argmax
x∈E
{pn(x)} = argmax
x∈E
{gn(x)q(x)}.
Proposition 3.1.1. Suppose that {ℓn}n≥0 is (n0,∆, m,M)Laplaeregular. Suppose
that log q is ontinuously dierentiable over B∆(x˜n) for all n ≥ n0. Suppose that
|(log q)(x)| ≤ M and ‖(log q)′(x)‖ ≤ M for all x ∈ B∆(x˜n). Then, the MAP exists
for all n ≥ n0 and
|xˆn − x˜n| = O(n−1)
as n→∞.
Proof. Let hn(x) = ℓn(x)− 1n log q(x) and let x ∈ B∆(x˜n). Then,
hn(x) ≥ ℓn(x˜n)− 1
n
M
so that hn admits a minimum in the ball B∆(x˜n) at, say, xˆn. Besides,
0 ≤ ℓn(xˆn)− ℓn(x˜n)
≤ ℓn(xˆn)− hn(xˆn) + hn(x˜n)− ℓn(x˜n)
=
1
n
(log q(xˆn)− log q(x˜n))
≤ 2M
n
.
Let δ ∈ (0,∆). Beause of Laplaeregularity, there exists cδ suh that |x − x˜n| ≥ δ
implies ℓn(x) − ℓn(x˜n) ≥ cδ. Thanks to the above inequality, we an always hoose n
large enough so that ℓn(xˆn)− ℓn(x˜n) ≤ cδ, whih implies |xˆn − x˜n| ≤ δ. This holds for
any δ > 0, hene we obtain |xˆn − x˜n| −→
n→∞
0.
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From the denition of xˆn and x˜n, for all u ∈ E we have that
0 = h′n(xˆn) · u
= ℓ′n(xˆn) · u−
1
n
(log q)′(xˆn) · u
=
(
ℓ′n(x˜n) + ℓ
′′
n(x˜n) · (xˆn − x˜n) +
∫ 1
0
ℓ′′′n (x˜n + θ(xˆn − x˜n)) · (xˆn − x˜n)(2)(1− θ)dθ
)
· u
−1
n
(log q)′(xˆn) · u
= ℓ′′n(x˜n) · (xˆn − x˜n, u) +
∫ 1
0
ℓ′′′n (x˜n + θ(xˆn − x˜n)) · (xˆn − x˜n, xˆn − x˜n, u)(1− θ)dθ
−1
n
(log q)′(xˆn) · u.
In partiular, for u = xˆn − x˜n,
0 ≤ ℓ′′n(x˜n) · (xˆn − x˜n)(2) ≤
1
2
sup
|x−x˜n|≤|xˆn−x˜n|
{‖ℓ′′′n (x)‖}|xˆn − x˜n|3 +
M
n
|xˆn − x˜n|.
Besides, ℓ′′n(x˜n) · (xˆn − x˜n)(2) ≥ mMd−1 |xˆn − x˜n|2 aording to remark 1.2.5 in hapter
1, and |xˆn − x˜n| ≤ ∆ when n is suiently large so that sup|x−x˜n|≤|xˆn−x˜n|{‖ℓ′′′n (x)‖} ≤
supx∈B∆(x˜n){‖ℓ′′′n (x)‖} ≤ M . Then,
m
Md−1
|xˆn − x˜n| ≤ M
2
|xˆn − x˜n|2 + M
n
,
so that
m
Md−1
|xˆn − x˜n|
(
1− M
d
2m
|xˆn − x˜n|
)
≤ M
n
for all suiently large n. Hene, |xˆn − x˜n| = O(n−1).
Proposition 3.1.2. Suppose that {ℓn}n≥0 is Laplaeregular, that
∫
E
gn(x)q(x)dx <∞
for all suiently large n, and that lim infn→∞
∫
Br(x˜n)
q(x)dx > 0 for all r > 0. Then,
for all bounded ontinuous funtion φ,
∣∣∣∣
∫
E
φ(x)µn(dx)−
∫
E
φ(x)δx˜n(dx)
∣∣∣∣ −→ 0
as n→∞.
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Proof. Let δ > 0. We have that
µn(Bδ(x˜n)c) =
∫
Bδ(x˜n)c
gn(x)q(x)dx∫
E
gn(x)q(x)dx
. (3.1)
We an bound from above the numerator of (3.1) as
∫
Bδ(x˜n)c
gn(x)q(x)dx = gn(x˜n)
∫
Bδ(x˜n)c
exp (−n(ℓn(x)− ℓn(x˜n))) q(x)dx
≤ gn(x˜n)e−ncδ
∫
Bδ(x˜n)c
q(x)dx,
for some cδ > 0 whose existene is insured by the Laplaeregularity of {ℓn}n≥0. Let
now Aδ,n be the subset of E dened by
Aδ,n =
{
x ∈ E : ℓn(x)− ℓn(x˜n) ≤ cδ
2
}
.
The denominator of (3.1) an be bounded from below as
∫
E
gn(x)q(x)dx ≥
∫
Aδ,n
gn(x)q(x)dx
= gn(x˜n)
∫
Aδ,n
exp (−n(ℓn(x)− ℓn(x˜n))) q(x)dx
≥ gn(x˜n)e−
ncδ
2
∫
Aδ,n
q(x)dx.
Consequently, we have
µn(Bδ(x˜n)c) ≤ e−
ncδ
2
∫
Bδ(x˜n)c
q(x)dx∫
Aδ,n
q(x)dx
.
Besides, for all x ∈ E,
0 ≤ ℓn(x)− ℓn(x˜n) =
∫ 1
0
ℓ′′n(x˜n + θ(x− x˜n)) · (x− x˜n)(2)(1− θ)dθ ≤
M
2
|x− x˜n|2,
so that |x− x˜n| ≤
√
cδ
M
implies ℓn(x)− ℓn(x˜n) ≤ cδ2 . Hene B√ cδ
M
(x˜n) ⊂ Aδ,n and thus∫
Aδ,n
q(x)dx ≥ ∫
B√ cδ
M
(x˜n)
q(x)dx. Sine lim infn→∞
∫
B√ cδ
M
(x˜n)
q(x)dx > 0, we have that
µn(Bδ(x˜n)c) −→
n→∞
0 for all δ > 0, whih yields the result.
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3.2 Approximation of moments
In order to derive approximation formulas for posterior moments, we make the following
assumption so that theorem 1.2.2 is appliable.
Assumption L
′
n. There exist n0 > 0, ∆ > 0, m > 0, p > 0, K > 0 and M > 0
suh that, for all n ≥ n0:
• {ℓn}n≥0 is (n0,∆, m,M)Laplaeregular;
• for all n ≥ n0,
∫
E
(gn(x)q(x))
n0/ndx ≤ Knp;
• for all n ≥ n0, log q ∈ C6(B∆(x˜n)) and (log q)(j) is bounded over B∆(x˜n)
uniformly in n for all j ∈ {0, . . . , 6};
• supx∈E{q(x)} <∞.
The seond item in assumption L
′
n above orresponds to ondition (i) in theorem
1.2.2. It is veried in partiular when q is a Gaussian density. Indeed, in this ase we
have that ∫
E
(gn(x)q(x))
n0/ndx =
∫
E
e−n0ℓn(x)q(x)n0/ndx
= e−n0ℓn(x˜n)
∫
E
e−n0(ℓn(x)−ℓn(x˜n))q(x)n0/ndx
≤ en0M
∫
E
q(x)n0/ndx
≤ en0M
(
n
n0
)d/2
when n ≥ n0. Weaker onditions on q an also be derived from lemma 7 in [Holmström
and Klemelä (1992)℄.
Firstly, we establish in the lemma below that a sequene of Laplaeregular funtions
remains Laplaeregular when it is perturbed by a smooth funtion of order 1/n.
Lemma 3.2.1. Let {fn : E → R}n≥1 be a Laplaeregular olletion of funtions
admitting minima at {xn}n≥1. Let k : E 7→ R suh that k ∈ C6(B∆(xn)). Suppose that
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infx∈E{k(x)} > −∞ and ‖k(j)(x)‖ ≤ M for all x ∈ B∆(xn) and j ∈ {0, . . . , 6}. Let
hn(x) = fn(x) +
1
n
k(x). Then, {hn}n≥0 is Laplaeregular.
Proof. Let x∗n = argminx∈E{hn(x)}. Proeeding as in the proof of proposition 3.1.1,
we have that x∗n exists as soon as n is large enough and |x∗n − xn| = O(n−1). In
partiular, this implies that k and hn and their derivatives are bounded uniformly in n
in a neighbourhood of x∗n.
The Laplaeregularity of {fn}n≥0 implies that
fn(x
∗
n) = fn(xn) +
∫ 1
0
f ′n(xn + θ(x
∗
n − xn)) · (x∗n − xn)(1− θ)dθ ≤ fn(xn) +M |x∗n − xn|,
so that |fn(x∗n)− fn(xn)| −→
n→∞
0.
Let x /∈ Bδ(x∗n). Then, |x−xn| ≥ |x−x∗n| − |x∗n−xn| ≥ δ−|x∗n−xn| ≥ δ2 = δ′ when
n is large enough. Therefore, there exists cδ′ suh that fn(x)− fn(xn) ≥ cδ′ . Thus,
hn(x)− hn(x∗n) ≥ (hn(x)− fn(x)) + (fn(x)− fn(xn)) + (fn(xn)− fn(x∗n))
−(hn(x∗n)− fn(x∗n))
≥ 1
n
inf
x∈E
{k(x)} + cδ′ + (fn(xn)− fn(x∗n))−
1
n
k(x∗n)
≥ cδ′
2
when n is large enough.
Besides, for all u ∈ Rd,
h′′n(x
∗
n) · u(2) = f ′′n(x∗n) · u(2) +
1
n
k′′(x∗n) · u(2)
= f ′′n(x
n) · u(2) +
∫ 1
0
f ′′′n (xn + θ(x
∗
n − xn)) · (x∗n − xn, u, u)(1− θ)dθ
+
1
n
k′′(x∗n) · u(2).
The Laplaeregularity of fn and the assumptions on k imply that h
′′
n(x
∗
n)·u(2)−f ′′n(x∗n)·
u(2) = O(n−1), so that det[h′′n(x
∗
n)] is bounded away from 0 uniformly in n. Hene, we
have veried that {hn}n≥1 is Laplaeregular.
We now derive approximation formulas for the onditional expetation of a positive
funtion given the observations. The theorem below is established in [Tierney and
Kadane (1986)℄.
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Theorem 3.2.2 (Fully exponential Laplae approximation). Suppose that assumption
L
′
n is veried. Let φ ∈ L1(µn) be a positive funtion suh that the funtion x 7→ φ(x)q(x)
is bounded over E. Suppose that logφ ∈ C6(B∆(x˜n)) and (log φ)(j)(x) is bounded over
B∆(x˜n) uniformly in n for all j ∈ {0, . . . , 6}. Suppose that
∫
E
(φ(x)gn(x)q(x))
n0/n dx ≤
Kφnp for some p > 0 and Kφ > 0 when n ≥ n0. Then,
E [φ(X)|Y1:n] = det [Jn(xˆn)]
1/2 e−nh
φ
n(xˆ
φ
n)
det
[
Jφn (xˆ
φ
n)
]1/2
e−nhn(xˆn)
{
1 +O(n−2)
}
where
hn(x) = −1
n
(log gn(x) + log q(x)) , h
φ
n(x) = −
1
n
(logφ(x) + log gn(x) + log q(x)) ,
xˆn = argmin
x∈E
{hn(x)}, xˆφn = argmin
x∈E
{hφn(x)},
Jn(x) = nh
′′
n(x) and J
φ
n (x) = n(h
φ
n)
′′(x).
The approximation in theorem 3.2.2 is alled fully exponential Laplae approximation
of E [φ(X)|Y1:n]. It is obtained by applying the Laplae method (theorem 1.2.2) to the
numerator and the denominator of the ratio of integrals dening E [φ(X)|Y1:n]. The
proof below is a detailed version of the one available in the appendix of [Tierney and
Kadane (1986)℄. A proof an also be found in [Shervish (1995)℄.
Proof. Thanks to lemma 3.2.1, we have that hn and h
φ
n are Laplaeregular. All the
onditions of theorem 1.2.2 are fullled, so that we get
E [φ(X)|Y1:n] =
∫
E
φ(x)gn(x)q(x)dx∫
E
gn(x)q(x)dx
=
det [Jn(xˆn)]
1/2 e−nh
φ
n(xˆ
φ
n)
det
[
Jφn (xˆ
φ
n)
]1/2
e−nhn(xˆn)
× 1 + n
−1Aφn +O(n
−2)
1 + n−1An +O(n−2)
=
det [Jn(xˆn)]
1/2 e−nh
φ
n(xˆ
φ
n)
det
[
Jφn (xˆ
φ
n)
]1/2
e−nhn(xˆn)
× {1 + n−1(Aφn −An) +O(n−2)}
where
An = − 1
24
E
[
h(4)n (xˆn) ·X(4)
]
+
1
72
E
[
(h′′′n (xˆn) ·X(3))2
]
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and
Aφn = −
1
24
E
[
(hφn)
(4)(xˆn) · (Xφ)(4)
]
+
1
72
E
[
((hφn)
′′′(xˆn) · (Xφ)(3))2
]
,
with X ∼ N (0, h′′n(xˆn)−1) and Xφ ∼ N (0, (hφn)′′(xˆφn)−1) respetively.
Let j ∈ {1, . . . , 4} and let u ∈ E. Then,
(hφn)
(j)(xˆφn) · u(j) − h(j)n (xˆn) · u(j)
= −1
n
(
(log φ)(j)(xˆφn) + (log q)
(j)(xˆφn)− (log q)(j)(xˆn)
) · u(j) + ℓ(j)n (xˆn) · u(j) − ℓ(j)n (xˆφn) · u(j).
With arguments similar than in the proof of proposition 3.1.1, we have that |xˆφn− xˆn| =
O(n−1). In partiular, when n is large enough, xˆφn and xˆn lie in B∆(x˜n). Then,
ℓ(j)n (xˆ
φ
n) · u(j) =
(
ℓ(j)n (xˆn) + ℓ
(j+1)
n (xˆn) · (xˆφn − xˆn)
) · u(j) +O(|xˆφn − xˆn|2)
beause Laplaeregularity implies that ‖ℓ(j+2)n (x)‖ is bounded uniformly in n over
B∆(x˜n). Hene,
(hφn)
(j)(xˆφn) · u(j) − h(j)n (xˆn) · u(j) = ℓ(j+1)n (xˆn) · (xˆφn − xˆn, u, . . . , u) +O(n−1).
Sine ‖ℓ(j+1)n (xˆn)‖ = O(1), then (hφn)(j)(xˆφn)·u(j)−h(j)n (xˆn)·u(j) = O(n−1). Consequently,
there exist e0n, e
1
n, e
2
n and e
3
n of order O(1), suh that
det[(hφn)
′′(xˆφn)]
1/2 = det[h′′n(xˆ
φ
n)]
1/2 + e0nn
−1,
(hφn)
(4)(xˆn) · u(4) = h(4)n (xˆn) · u(4) + e1nn−1
and
exp
(
−1
2
(hφn)
′′(xˆφn) · u(2)
)
= exp
(
−1
2
h′′n(xˆ
φ
n) · u(2) + e2nn−1
)
= exp
(
−1
2
h′′n(xˆ
φ
n) · u(2)
)
(1 + e3nn
−1).
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Therefore,
E
[
(hφn)
(4)(xˆn) · (Xφ)(4)
]
=
det[(hφn)
′′(xˆφn)]
1/2
(2π)d/2
∫
E
(hφn)
(4)(xˆn) · u(4) exp
(
−1
2
(hφn)
′′(xˆφn) · u(2)
)
du
=
det[h′′n(xˆ
φ
n)]
1/2 + e0n
(2π)d/2
∫
E
(h(4)n (xˆn) · u(4) + e1nn−1) exp
(
−1
2
h′′n(xˆ
φ
n) · u(2)
)
(1 + e3nn
−1)du
=
det[h′′n(xˆ
φ
n)]
1/2
(2π)d/2
∫
E
h(4)n (xˆn) · u(4) exp
(
−1
2
h′′n(xˆ
φ
n) · u(2)
)
du+O(n−1).
Similarly, we have that E
[
((hφn)
′′′(xˆn) · (Xφ)(3))2
] − E [(h′′′n (xˆn) ·X(3))2] = O(n−1), so
that we obtain Aφn − An = O(n−1).
Let Mn be the moment generating funtion (mgf) assoiating with the posterior µn.
It is dened on R
d
by
a 7−→Mn(a) = E[eaTX |Y1:n]
and it veries, when it exists, E[X|Y1:n] = M ′n(0)T and V[X|Y1:n] = M ′′n(0)−M ′n(0)TM ′n(0).
Tierney, Kass and Kadane propose in [Tierney et al. (1989)℄ to approximate the
posterior expetation and variane by dierentiating the fully exponential Laplae ap-
proximation of the mgf and evaluate it at 0. Let Mˆn be the fully exponential Laplae
approximation of the mgf, i.e.
a 7−→ Mˆn(a) = e
aT xˆangn(xˆ
a
n)q(xˆ
a
n)
gn(xˆn)q(xˆn)
(
det[Jn(xˆn)]
det[Jn(xˆan)]
)1/2
where xˆan = argmax
x∈E
{eaT xgn(x)q(x)} for all a ∈ Rd. Thus, the Laplae approximations
of the posterior expetation and ovariane matrix are respetively
mˆn = Mˆ
′
n(0)
T
and
Pˆn = Mˆ
′′
n(0)− Mˆ ′n(0)TMˆ ′n(0).
Note that Mˆ ′n(0) is a 1 × d Jaobian matrix and Mˆ ′′n(0 is a d × d Hessian matrix, so
that mˆn is a d-dimensional olumn vetor and Pˆn is a d × d matrix. The proposition
below insures that these approximations exist under assumption L
′
n. Reall that the
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observed information matrix at x ∈ E, when it exists, is dened by
Jn(x) = −(log gn)′′(x)− (log q)(x) = −(log pn)′′(x).
Proposition 3.2.3. Suppose that assumption L
′
n is veried. Then, Mˆn is twie on-
tinuously dierentiable in a neighbourhood of 0 with
Mˆ ′n(0) · u = xˆTnu−
1
2
tr[Jn(xˆn)
−1 · (J ′n(xˆn) · (Jn(xˆn)−1u))]
for all u ∈ Rd.
Proof. Let ϕn : a 7→ argmax
x∈E
{eaT xpn(x)} dened over Rd, so that
Mˆn(a) =
ea
Tϕn(a)pn(ϕn(a))
pn(xˆn)
(
det[Jn(xˆn)]
det[Jn(ϕn(a))]
)1/2
.
Let fn : (a, x) 7→ aT + (log pn)′(x) dened over Rd × E, so that fn(a, ϕn(a)) = 0 and
∂2fn
∂x2
(a, x = ϕn(a)) = (log pn)
′′(xˆn) > 0. Aording to the impliit funtion theorem,
ϕn has the same order of regularity as fn in a neighbourhood of 0. In partiular,
it implies that Mˆn is twie ontinuously dierentiable in a neighbourhood of 0. Be-
sides, the rst-order derivative of ϕn is ϕ
′
n(a) = −
[
∂fn
∂x
(a, ϕn(a))
]−1 ∂fn
∂a
(a, ϕn(a)) =
−(log pn)′′(xˆan)−1 = Jn(ϕn(a))−1 (here, ∂fn∂x (a, ϕn(a)) is a d× d Jaobian matrix). Thus,
(det ◦Jn ◦ ϕn)′(a) · u = det[Jn(ϕn(a))] tr[Jn(ϕn(a))−1 · (J ′n(ϕn(a)) · (Jn(ϕn(a))−1 · u))],
where, for all v ∈ Rd, J ′n(ϕn(a)) · v =
[(
∂2 log pn
∂xi∂xj
)′
(a) · v
]
i,j
is a d× d matrix. Hene,
Mˆ ′n(a) · u
=
pn(xˆn)
det[Jn(xˆn)]1/2
(
− det[Jn(ϕn(a))]
1/2 tr[Jn(ϕn(a))
−1 · (J ′n(ϕn(a)) · (Jn(ϕn(a))−1 · u))]
2eaTϕn(a)pn(ϕn(a))
+
det[Jn(ϕn(a))]
1/2((ϕn(a)
T + aTϕ′n(a))e
aTϕn(a)pn(ϕn(a)) + e
aTϕn(a)p′n(ϕn(a))ϕ
′
n(a)) · u
e2aTϕn(a)pn(ϕn(a))2
)
.
We obtain the result by evaluating the above expression at a = 0.
88 Chapter 3. The Laplae method in stati models with large sample size
Let
en(a) = n
2
(
Mn(a)
Mˆn(a)
− 1
)
.
From proposition 3.2.3, en is twie ontinuously dierentiable in a neighbourhood of
the origin. The next theorem establishes the onsisteny of approximations mˆn and Pˆn
and the speed of onvergene as n→∞, under the ad ho assumption that e′n and e′′n
are bounded uniformly in n in a neighbourhood of 0.
Theorem 3.2.4. Suppose that assumption L
′
n is veried. Suppose that the MLE x˜n
do not diverge, i.e. |x˜n| is bounded uniformly in n. Suppose that e′n(a) and e′′n(a) are
of order O(1) as n → ∞ for all a in a neighbourhood of the origin. Suppose that∫
E
(
ea
T xgn(x)q(x)
)n0/n
dx ≤ Kanp for some p > 0 and Ka > 0 when n ≥ n0 and for
all a ∈ Rd. Then,
E[X|Y1:n] = mˆn +O(n−2)
and
V[X|Y1:n] = Pˆn +O(n−2).
Note that
∫
E
(
ea
T xgn(x)q(x)
)n0/n
dx < ∞ insures that the mgf exists, by letting
n = n0.
Proof. We have that
Mn(a) = Mˆn(a)(1 + en(a)n
−2).
The fat that |x˜n| is bounded uniformly in n insures that the funtion x 7→ aTx is
bounded uniformly in n in a neighbourhood of x˜n, whih is required to apply theorem
3.2.2. From theorem 3.2.2, en(a) is of order O(1) as n→∞ for all a ∈ Rd. Taking the
logarithm and dierentiating on both sides of (3.2) yields
M ′n(a)
Mn(a)
=
Mˆ ′n(a)
Mˆn(a)
+
e′n(a)n
−2
1 + en(a)n−2
.
Evaluating at a = 0 then gives
E[X|Y1:n] = mˆn +O(n−2)
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beause Mn(0) = Mˆn(0) = 1. Dierentiating one again yields
M ′′n(a)Mn(a)−M ′n(a)2
Mn(a)2
=
Mˆ ′′n(a)Mˆn(a)− Mˆ ′n(a)2
Mˆn(a)2
+
e′′n(a)(1 + en(a)n
−2)− e′n(a)e′n(a)n−2
(1 + en(a)n−2)2
n−2,
so that we obtain
V[X|Y1:n] = Pˆn +O(n−2)
after evaluation at a = 0.
Theorems 3.2.2 and 3.2.4 above state that the onvergene of the Laplae approxi-
mations to the true posterior moments is of order O(n−2). On the other hand, the on-
vergene of the MAP to the MLE is only of order O(n−1) (proposition 3.1.1). Hene,
when the model is suiently regular, the Laplae method provides approximations
onverging muh faster than the more lassial MAP estimator. This illustrates the
power of the Laplae method as an estimation tehnique in Bayesian statistis.
The theorem below provides ready to use multidimensional formulas for the Laplae
approximations mˆn and Pˆn.
Theorem 3.2.5 (Multidimensional Laplae approximations for posterior moments).
Suppose that log pn admits a maximum at xˆn and is four-times ontinuously dieren-
tiable in a neighbourhood of xˆn. Using the matrix alulus rules dened in [Fakler
(2005)℄ and [Magnus (2010)℄, we have that
mˆn = xˆn − 1
2
Jn(xˆn)
−1J ′n(xˆn)
T vec[Jn(xˆn)
−1] (3.2)
and
Pˆn = Jn(xˆn)
−1 +
1
2
Jn(xˆn)
−1J ′n(xˆn)
T (Jn(xˆn)
−1 ⊗ Jn(xˆn)−1)J ′n(xˆn)Jn(xˆn)−1
+
1
2
(Id ⊗ vec(Jn(xˆn)−1)TJ ′n(xˆn))(J ′n(xˆn)−1 ⊗ Jn(xˆn)−1)J ′n(xˆn)Jn(xˆn)−1
− 1
2
Jn(xˆn)
−1(Id ⊗ vec(Jn(xˆn)−1)T )J ′′n(xˆn)J(xˆn)−1. (3.3)
In theorem 3.2.5 above, ⊗ denotes the Kroneker produt and vec denotes a matrix
operator that vetorizes a matrix by staking its olumns. Thus, when M is a d × d
matrix, vecM is a d2-dimensional olumn vetor. Under the matrix alulus rules we
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use, that an be found in [Fakler (2005); Magnus (2010)℄, J ′n(x) is a Jaobian matrix
dened by
J ′n(x) =
d vec Jn
dx
=
[
d(vec Jn)i
dxj
]
i∈{1,...,d2},j∈{1,...,d}
,
hene it is a d2 × d matrix. Consequently, J ′′n(x) is a Jaobian matrix as well, dened
by
J ′′n(x) =
d vec J ′n
dx
,
and its dimensions are d3 × d.
The proof of theorem 3.2.5 is provided in setion 3.3.
Remark 3.2.6. When the state dimension is d = 1, the formulas in theorem 3.2.5
beome
mˆn = xˆn − 1
2
J ′n(xˆn)
Jn(xˆn)2
(3.4)
and
Pˆn =
1
Jn(xˆn)
+
J ′n(xˆn)
2
Jn(xˆn)4
− 1
2
J ′′n(xˆn)
Jn(xˆn)3
. (3.5)
Remark 3.2.7. Other approximations have been proposed in the literature for the rst
two posterior moments (mean and ovariane matrix), see for instane Theorem 5.1b
in [Ghosh (1994)℄ or [Johnson (1970)℄. These other approximations have been obtained
with a dierent approah, based on the seond-order, not fully exponential, Laplae
approximation restated in our theorem 1.2.2. In partiular, in these other approxima-
tions, oeients are evaluated at the MLE whereas in our theorem 3.2.5 oeients
are evaluated at the MAP. This may be seen as a possible advantage of our proposed
approximations, sine in a few appliations, inluding the target traking problems on-
sidered in hapter 8, the MLE is not uniquely dened whereas the MAP is uniquely
dened
Example 3.2.8 (Gamma distribution). In Bayesian statistis, the gamma distribution
is often used as a onjugate prior (for the inferene on rate parameters, e.g). When
the likelihood model is Poisson, exponential, log-normal, Pareto, gamma, or inverse
gamma, then a gamma prior model yields a gamma posterior [Fink (1997)℄.
The density of the gamma distribution Γ(α, β) is dened on R+ by
f(x) =
βα
Γ(α)
xα−1e−βx,
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with α > 0 and β > 0. When α > 1, its mode exists and is xˆ = α−1
β
. The observed
information at x ∈ R∗+ is J(x) = −(log f)′′(x) = α−1x2 . Then, J(xˆ) = β
2
α−1
, J ′(xˆ) =
− 2β3
(α−1)2
and J ′′(xˆ) = 6β
4
(α−1)3
. The Laplae approximations (3.4) and (3.5) respetively
give α/β and α/β2, whih are the exat values of the expetation and the variane of
the gamma distribution [Bui Quang et al. (2012)℄.
Hene, the Laplae approximations are exat when the posterior is gamma, for α > 1
and β > 0, even for n = 1. Notie that a gamma density an present various shapes
and be seriously asymmetri, as show in gure 3.1.
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Figure 3.1: Density of the gamma distribution Γ(α, β). Blue: α = 1.1, β = 0.5; red:
α = 2, β = 0.5; green: α = 3, β = 1.
3.3 Proof of theorem 3.2.5
Proof of theorem 3.2.5. We have that
(Mˆn)
′(a) =
∂Mˆn
∂xˆan
dxˆan
da
+
∂Mˆn
∂a
.
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Sine xˆan = xˆn when a = 0,
Mˆ ′n(0)
T =
∂Mˆn
∂xˆan
(xˆan = xˆn)
dxˆan
da
(a = 0) +
∂Mˆn
∂a
(a = 0)
First of all,
∂Mˆn
∂a
= Mˆn(a)(xˆ
a
n)
T ,
so that
∂Mˆn
∂a
(a = 0) = xˆTn .
Besides,
∂Mˆn
∂xˆan
=
det[J(xˆn)]
1/2
pn(xˆn)
∂
∂xˆan
(
ea
T xˆanpn(xˆ
a
n)
det[J(xˆan)]
1/2
)
,
with
∂
∂xˆan
(
ea
T xˆanpn(xˆ
a
n)
det[J(xˆan)]
1/2
)
=
aT ea
T xˆanpn(xˆ
a
n) + e
aT xˆanp′n(xˆ
a
n)
det[J(xˆan)]
1/2
+ ea
T xˆanpn(xˆ
a
n)
d
dxˆan
(
1
det[J(xˆan)]
1/2
)
=
aT ea
T xˆanpn(xˆ
a
n) + e
aT xˆanp′n(xˆ
a
n)
det[J(xˆan)]
1/2
− 1
2
ea
T xˆanpn(xˆ
a
n)
det[J(xˆan)]
1/2
vec(J(xˆan)
−1)TJ ′(xˆan)
so that,
∂Mˆn
∂xˆan
(xˆan = xˆn) = −
1
2
vec(J(xˆn)
−1)TJ ′(xˆn).
Moreover, the denition of xˆan implies that
ϕ(a) := a+ (log pn)
′(xˆan) = 0
for all a ∈ Rd, so that
ϕ′(a) =
∂ϕ
∂x
(xˆan(a))
dxˆan
da
+
∂ϕ
∂a
= −J(xˆan)
dxˆan
da
+ Id = 0,
whih gives
dxˆan
da
= J(xˆan)
−1.
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Finally,
mˆn = xˆn − 1
2
J(xˆn)
−1J ′(xˆn)
T vec(J(xˆn)
−1).
Let us derive now the seond derivative of Mˆn We have that
(Mˆn)
′′(a) =
d
da
(
∂Mˆn
∂xˆan
dxˆan
da
)
+
d
da
(
∂Mˆn
∂a
)
=
[
dxˆan
da
]T
d
da
(
∂Mˆn
∂xˆan
)
+
(
Id ⊗ ∂Mˆn
∂xˆan
)
d2xˆan
da2
+
d
da
(
∂Mˆn
∂a
)
,
where
d
da
(
∂Mˆn
∂xˆan
)
=
∂2Mˆn
∂(xˆan)
2
dxˆan
da
+
∂2Mˆn
∂a∂xˆan
and
d
da
(
∂Mˆn
∂a
)
=
∂2Mˆn
∂xˆan∂a
dxˆan
da
+
∂2Mˆn
∂a2
,
so that
(Mˆn)
′′(a) =
[
dxˆan
da
]T
∂2Mˆn
∂(xˆan)
2
dxˆan
da
+
(
Id ⊗ ∂Mˆn
∂xˆan
)
d2xˆan
da2
+
[
dxˆan
da
]T
∂2Mˆn
∂a∂xˆan
+
∂2Mˆn
∂xˆan∂a
dxˆan
da
+
∂2Mˆn
∂a2
. (3.6)
Let us alulate the terms of (3.6) and evaluate them at a = 0.
The rst term
[
dxˆan
da
]T
∂2Mˆn
∂(xˆan)
2
dxˆan
da
∂2Mˆn
∂(xˆan)
2
=
det[Jn(xˆn)]
1/2
pn(xˆn)
∂2
∂(xˆan)
2
(
ea
T xˆanp(xˆan)
det[Jn(xˆan)]
1/2
)
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with
∂2
∂(xˆan)
2
(
ea
T xˆanpn(xˆ
a
n)
det[Jn(xˆan)]
1/2
)
=
aaT ea
T xˆanpn(xˆ
a
n) + 2ae
aT xˆanp′n(xˆ
a
n) + e
aT xˆanp′′n(xˆ
a
n)
det[Jn(xˆan)]
1/2
−a
T ea
T xˆanpn(xˆ
a
n) + e
aT xˆanp′n(xˆ
a
n)
det[Jn(xˆan)]
1/2
vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
−1
2
ea
T xˆanpn(xˆ
a
n)
d
dxˆan
(
vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
det[Jn(xˆan)]
1/2
)
where
d
dxˆan
(
vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
det[Jn(xˆan)]
1/2
)
= −1
2
1
det[Jn(xˆan)]
1/2
J ′n(xˆ
a
n)
T vec(Jn(xˆ
a
n)
−1) vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
+
(
Id ⊗ 1
det[Jn(xˆan)]
1/2
)
d
dxˆan
(
vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
)
,
d
dxˆan
(
vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
)
= J ′n(xˆ
a
n)
T (J−1n )
′(xˆan) +
(
Id ⊗ vec(Jn(xˆan)−1)T
)
J ′′n(xˆ
a
n),
and
(J−1n )
′(xˆan) = −(Jn(xˆan)−1 ⊗ Jn(xˆan)−1)J ′n(xˆan),
so that
d
dxˆan
(
vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
det[Jn(xˆan)]
1/2
)
= −1
2
1
det[Jn(xˆan)]
1/2
J ′n(xˆ
a
n)
T vec(Jn(xˆ
a
n)
−1) vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
−
(
Id ⊗ 1
det[Jn(xˆan)]
1/2
)
J ′n(xˆ
a
n)
T (Jn(xˆ
a
n)
−1 ⊗ Jn(xˆan)−1)J ′n(xˆan)
+
(
Id ⊗ 1
det[Jn(xˆan)]
1/2
)(
Id ⊗ vec(Jn(xˆan)−1)T
)
J ′′n(xˆ
a
n).
Notiing that
Jn(xˆn) = −(log pn)′′(xˆn) = −p
′′
n(xˆn)
pn(xˆn)
,
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we get after evaluation at a = 0
dxˆan
da
(a = 0)
∂2Mˆn
∂(xˆan)
2
(xˆan = xˆn)
dxˆn
da
(a = 0)
= −Jn(xˆn)−1 + 1
4
Jn(xˆn)
−1J ′n(xˆn)
T vec(Jn(xˆn)
−1) vec(Jn(xˆn)
−1)TJ ′n(xˆn)Jn(xˆn)
−1
+
1
2
Jn(xˆn)
−1J ′n(xˆn)
T (Jn(xˆn)
−1 ⊗ Jn(xˆn)−1)J ′n(xˆn)Jn(xˆn)−1
−1
2
Jn(xˆn)
−1
(
Id ⊗ vec(Jn(xˆn)−1)T
)
J ′′n(xˆn)Jn(xˆn)
−1.
The seond term
(
Id ⊗ ∂Mˆn∂xˆan
)
d2xˆan
da2
d2xˆan
da2
=
d
da
(
Jn(xˆ
a
n(a))
−1
)
=
dJ−1n
dJn
(Jn(xˆ
a
n))J
′
n(xˆ
a
n)
dxˆan
da
= −(Jn(xˆan)−1 ⊗ Jn(xˆan)−1)J ′n(xˆan)J−1n (xˆan),
so that(
Id ⊗ ∂Mˆn
∂xˆan
(xˆan = xˆn)
)
d2xˆan
da2
(a = 0)
= 1
2
(
Id ⊗ vec(Jn(xˆn)−1)TJ ′n(xˆn)
)
(Jn(xˆn)
−1 ⊗ Jn(xˆn)−1)J ′n(xˆn)J−1n (xˆn).
The third term
[
dxˆan
da
]T
∂2Mˆn
∂a∂xˆan
+ ∂
2Mˆn
∂xˆan∂a
dxˆan
da
∂2Mˆn
∂xˆan∂a
= xˆan
∂Mˆn
∂xˆan
+ Mˆn(xˆ
a
n)Id
=
det[Jn(xˆn)]
1/2
pn(xˆn)
(
(xˆana
T + Id)e
aT xˆanpn(xˆ
a
n) + xˆ
a
ne
aT xˆanp′n(xˆ
a
n)
det[Jn(xˆan)]
1/2
−1
2
xˆane
aT xˆanpn(xˆ
a
n)
det[Jn(xˆan)]
1/2
vec(Jn(xˆ
a
n)
−1)TJ ′n(xˆ
a
n)
)
so that
∂2Mˆn
∂xˆan∂a
(a = 0, xˆan = xˆn) = Id −
1
2
xˆn vec(Jn(xˆn)
−1)TJ ′n(xˆn).
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Thus,
[
dxˆan
da
(a = 0)
]T
∂2Mˆn
∂a∂xˆan
(a = 0, xˆan = xˆn) +
∂2Mˆn
∂xˆan∂a
(a = 0, xˆan = xˆn)
dxˆan
da
(a = 0)
= 2Jn(xˆn)
−1 − 1
2
(
Jn(xˆn)
−1J ′n(xˆn)
T vec(Jn(xˆn)
−1)xˆTn + xˆn vec(Jn(xˆn)
−1)TJ ′n(xˆn)Jn(xˆn)
−1
)
.
The fourth term
∂2Mˆn
∂a2
∂2Mˆn
∂a2
= xˆan(xˆ
a
n)
TMˆn(a)
whih evaluated at a = 0 gives
∂2Mˆn
∂a2
(a = 0) = xˆnxˆ
T
n .
Finally,
Pˆn = (Mˆn)
′′(0)− mˆnmˆTn
= Jn(xˆn)
−1 +
1
2
Jn(xˆn)
−1J ′n(xˆn)
T (Jn(xˆn)
−1 ⊗ Jn(xˆn)−1)J ′n(xˆn)Jn(xˆn)−1
+
1
2
(
Id ⊗ vec(Jn(xˆn)−1)TJ ′n(xˆn)
)
(Jn(xˆn)
−1 ⊗ Jn(xˆn)−1)J ′n(xˆn)Jn(xˆn)−1
−1
2
Jn(xˆn)
−1
(
Id ⊗ vec(Jn(xˆn)−1)T
)
J ′′n(xˆn)Jn(xˆn)
−1.
Conlusion
We have presented in this hapter the appliation of the Laplae method in Bayesian
statistis, to approximate posterior moments when the hidden state is stati. Under
regularity and identiability assumptions, the approximations are onsistent as the
observation sample size n goes to innity. These assumptions essentially require that
the posterior tends to a Dira measure entered at the MLE as n→∞.
In partiular, we have derived multidimensional approximation formulas for the pos-
terior expetation and ovariane matrix (theorem 3.2.5). These formulas have been
established by Tierney, Kass and Kadane in [Tierney et al. (1989)℄ in the unidimen-
sional ase. Their multidimensional version is useful in pratie when working with
array programming languages, suh as MATLAB or R. Indeed, formulas using matrix
3.3. Proof of theorem 3.2.5 97
operators are more onvenient than omponent-wise formulas in these languages. The
latter requires the use of for-loops whereas the former an be more onisely oded (see
the onlusion of hapter 7).
In the next hapters, we apply the Laplae the method in a dynami framework,
i.e. in the ase where the state obeys to a Markov proess.
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Chapter 4
The Laplae method in dynami
models with small observation noise
We propose in this hapter a reursive ltering algorithm for statespae nonlinear
models based on the Laplae method. The integrals involved in the predition and
update steps are omputed thanks to the Laplae method. This lter provides at eah
time step an approximation of the posterior density. As for asymptotis, we onsider
that the observation noise intensity goes to zero. Thanks to a strong assumption on the
likelihood model, we show the onsisteny of the approximated density and we study
the stability of the approximation error over time. This assumption, whih is generally
not fullled in pratie, is that likelihood funtion assoiated to eah observation Yk
admits an unique global maximum when the observation noise is small enough.
We present the model we onsider and derive some properties in setion 4.1. The
algorithm we study is dened in setion 4.2. It allows to approximate the density of
Bayesian lter as well as the posterior expetation and ovariane matrix at eah time
step. We study the onsisteny of the approximations in setion 4.3 and the propagation
of the approximation error over time in setion 4.4.
4.1 Model set-up
Let {Xk, Yk}k≥0 be a statespae model. The state spae is an open subset E of Rd,
the state proess {Xk}k≥0 is a Markov proess whose transition kernel admits a density,
denoted qk, so that
P[Xk ∈ dx′|Xk−1 = x] = qk(x, x′)dx′
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for k ≥ 1. The initial distribution of the Markov proess is q0(x)dx. The observations
take values in R
d
and the observation model is
Yk = Hk(Xk) +
√
εσk(Xk)Wk
for k ≥ 0, with {Wk}k≥0 a Gaussian standardized white noise, ε a small positive pa-
rameter and σk : R
d → R∗+ a positive funtion. The likelihood funtion is
gεk(x) = |2πεσk(x)2|−d/2 exp
(
− 1
2εσk(x)2
|Yk −Hk(x)|2
)
,
whih is proportional to the onditional density of Yk w.r.t. Xk. We dene the ontrast
funtion as
ℓεk(x) =
1
2σk(x)2
|Yk −Hk(x)|2 + dε logσk(x) = −ε log gεk(x) + constant.
Note that when σk(x) does not depend on x, the ontrast funtion ℓ
ε
k(x) does not depend
on ε.
Let µε−k be the preditor, i.e. the onditional distribution of Xk given Y0:k−1. Let
µεk be the posterior, i.e. the onditional distribution of Xk given Y0:k. The densities of
the preditor and the posterior are respetively denoted pε−k and p
ε
k. The sequene of
preditors and posteriors obeys to the following reursive relation:
pε−k (x
′) =
∫
qk(x, x
′)pεk−1(x)dx (4.1)
and
pεk(x
′) =
gεk(x
′)pε−k (x
′)∫
gεk(x
′)pε−k (x
′)dx′
, (4.2)
with the initial ondition pε0(x) =
gε0(x)q0(x)∫
gε0(x)q0(x)dx
. We use the onvention q0(x, x
′) =
q0(x
′) = pε−0 (x
′) in the sequel of the hapter. Let mεk = E[Xk|Y0:k] and P εk = V[Xk|Y0:k]
respetively denote the posterior expetation and ovariane at time k.
We dene below the oerivity onditionC that will be used throughout the hapter.
Condition C. Let f : E → R. f is said to satisfy ondition C when there exists
x∗ suh that:
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• f is ontinuous at x∗;
• for all δ > 0, there exists cδ > 0 suh that for all x ∈ E, |x − x∗| ≥ δ implies
f(x)− f(x∗) ≥ cδ.
Condition C implies that f admits an unique global minimum at x∗. The lemma
below investigates the situation when the funtion f is orrupted by a perturbation of
order ε.
Lemma 4.1.1. Let f : E → R be a funtion admitting a minimum at x∗ and satisfying
ondition C. Let g : E → R be a bounded funtion and {gε : E → R}ε>0 be a olletion
of funtions ontinuous at x∗, suh that infx∈E{gε(x)} ≥ m > −∞ for all ε > 0 and
suh that gε(x) −→ g(x) as ε → 0 for all x ∈ E. Let f ε(x) = f(x) + εgε(x). Then,
there exists a olletion {xε∗}ε>0 suh that xε∗ −→ x∗ as ε→ 0 and f ε is ontinuous at
xε∗.
If additionally, gε(xε∗) −→ g(x∗) as ε→ 0, then for all suiently small ε and for
all δ > 0, there exists cδ > 0 independent of ε suh that:
for all x ∈ E, |x− xε∗| ≥ δ implies f ε(x)− f ε(xε∗) ≥ cδ;
i.e., f ε satises ondition C uniformly in ε.
In partiular, lemma 4.1.1 implies that xε∗ = argminx∈E{f ε(x)} when ε is suiently
small.
Proof. Let δ > 0. Beause of ondition C, there exists cδ > 0 suh that |x − x∗| ≥ δ
implies f(x)− f(x∗) ≥ cδ. Let xε∗ ∈ E suh that f ε(xε∗) ≤ f ε(x∗). Then,
0 ≤ f(xε∗)− f(x∗)
≤ f(xε∗) + f ε(x∗)− f ε(xε∗)− f(x∗)
= ε(gε(x∗)− gε(xε∗))
≤ ε(gε(x∗)− g(x∗)) + ε(g(x∗)− inf
x∈E
{gε(x)}).
Sine gε onverges pointwise to g and infx∈E{gε(x)} ≥ m, the right-hand side above
onverges to zero as ε → 0. Thus, we an always hoose ε small enough so that
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f(xε∗)− f(x∗) ≤ cδ, whih implies |xε∗ − x∗| ≤ δ. This holds for any δ > 0, hene we
obtain |xε∗ − x∗| −→
ε→0
0. Sine f ε is ontinuous at x∗, f ε is also ontinuous at xε∗.
Suppose now that gε(xε∗) −→
ε→0
g(x∗) and let x /∈ Bδ(xε∗). Then, |x − x∗| ≥ |x −
xε∗|− |xε∗−x∗| ≥ δ−|xε∗−x∗| ≥ δ
2
= δ′ when ε is small enough, sine |xε∗−x∗| −→
ε→0
0.
Therefore, there exists cδ′ suh that f(x)− f(x∗) ≥ cδ′ . Thus,
f ε(x)− f ε(xε∗) = f ε(x)− f(x) + f(x)− f(x∗) + f(x∗)− f ε(xε∗)
≥ εgε(x) + cδ′ + f(x∗)− f(xε∗)− εgε(xε∗)
≥ cδ′
2
where the last inequality holds when ε is small enough beause gε(x) ≥ m and εgε(xε∗) −→
ε→0
0. Hene, f ε satises onditions C uniformly in ε.
We now make the following assumption on the model.
Assumption L
ε
. For all k ≥ 0:
• sup(x,x′)∈E2{qk(x, x′)} <∞;
• σ+k := supx∈E{σk(x)} <∞ and σ−k := infx∈E{σk(x)} > 0;
• the funtion x 7→ 1
2σk(x)2
|Yk − Hk(x)|2 admits a minimum at x∗k and satises
ondition C;
• q0(·) > 0 in a neighbourhood of x∗0 and qk(x∗k−1, ·) > 0 for all k ≥ 1;
• for all x′ ∈ E, the funtion x 7→ qk(x, x′) is ontinuous;
• for all Borel subset B ⊂ E, the funtion x 7→ ∫
B
qk(x, x
′)dx′ is ontinuous.
The restritive assumption on the likelihood funtion whih has been announed is
the third bullet of assumption L
ε
.
The maximum likelihood estimator (MLE) is
xε∗k = argmax
x∈E
{gεk(x)} = argmin
x∈E
{ℓεk(x)} .
Sine ℓεk(x) =
1
2σk(x)2
|Yk−Hk(x)|2+dε log σk(x) and infx∈E{log σk(x)} = log σ−k > −∞,
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assumption L
ε
and lemma 4.1.1 imply that xε∗k exists and veries |xε∗k − x∗k| −→ 0 as
ε→ 0.
Proposition 4.1.2. If assumption L
ε
is veried, then
• for all k ≥ 1 and for all x ∈ E, pε−k (x) −→ qk(x∗k−1, x) as ε→ 0,
• for all k ≥ 0 and for all bounded ontinuous funtion φ, ∫
E
φ(x)µεk(dx) −→ φ(x∗k)
as ε→ 0, i.e. µεk =⇒ δx∗k as ε→ 0.
Proof. Let k ≥ 1 and suppose that µεk−1 =⇒ δx∗k−1 . Then, for all x′ ∈ E,
pε−k (x
′) =
∫
E
qk(x, x
′)µεk−1(dx) −→
ε→0
∫
E
qk(x, x
′)δx∗k−1(dx) = qk(x
∗
k−1, x
′).
Let δ > 0. We have that
µεk(Bδ(x∗k)c) =
∫
Bδ(x
∗
k)
c g
ε
k(x)p
ε−
k (x)dx∫
E
gεk(x)p
ε−
k (x)dx
.
We an bound from above the numerator of this ratio as∫
Bδ(x
∗
k)
c
gεk(x)p
ε−
k (x)dx
= gεk(x
∗
k)
∫
Bδ(x
∗
k)
c
exp
(
−1
ε
(
1
2σk(x)
|Yk −Hk(x)|2 − 1
2σk(x∗k)
|Yk −Hk(x∗k)|2
))
× exp
(
d log
σk(x
∗
k)
σk(x)
)
pε−k (x)dx
≤ gεk(x∗k) exp
(
−cδ
ε
+ d log
σk(x
∗
k)
σ−k
)∫
Bδ(x
∗
k)
c
pε−k (x)dx,
for some cδ > 0, where the inequality holds beause of assumption L
ε
. Let now Aδ be
the subset of E dened as
Aδ =
{
x ∈ E : 1
2σk(x)2
|Yk −Hk(x)|2 − 1
2σk(x∗k)
2
|Yk −Hk(x∗k)|2 ≤
cδ
2
}
.
Aδ ontains a nonempty open set, hene it has positive Lebesgue measure. The denom-
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inator an be bounded from below as∫
E
gεk(x
′)pε−k (x
′)dx′
≥
∫
Aδ
gεk(x
′)pε−k (x
′)dx′
= gεk(x
∗
k)
∫
Aδ
exp
(
−1
ε
(
1
2σk(x)
|Yk −Hk(x)|2 − 1
2σk(x
∗
k)
|Yk −Hk(x∗k)|2
))
× exp
(
d log
σk(x
∗
k)
σk(x)
)
pε−k (x)dx
≥ gεk(x∗k) exp
(
− cδ
2ε
+ d log
σk(x
∗
k)
σ+k
)∫
Aδ
pε−k (x)dx.
Therefore, we have that
µεk(Bδ(x∗k)c) ≤ exp
(
− cδ
2ε
+ d log
σ+k
σ−k
) ∫
Bδ(x
∗
k)
c p
ε−
k (x)dx∫
Aδ
pε−k (x)dx
.
Besides, for all B ⊂ E, we have that
∫
B
pε−k (x)dx =
∫
B
∫
E
qk(x, x
′)µεk−1(dx)dx
′ =
∫
E
v(x)µεk−1(dx),
where v : x 7→ ∫
B
qk(x, x
′)dx′ is ontinuous and bounded. Hene,
∫
E
v(x)µεk−1(x)dx −→
ε→0
∫
E
v(x)δx∗k−1(dx) = v(x
∗
k−1) =
∫
B
qk(x
∗
k−1, x
′)dx′.
Taking B = Bδ(x∗k)c in the numerator and B = Aδ in the denominator yields∫
Bδ(x
∗
k)
c p
ε−
k (x)dx∫
Aδ
pε−k (x)dx
−→
ε→0
∫
Bδ(x
∗
k)
c qk(x
∗
k−1, x)dx∫
Aδ
qk(x
∗
k−1, x)dx
,
where the limit is nite beause
∫
Aδ
qk(x
∗
k, x)dx > 0. Thus, for all δ > 0,
µεk(Bδ(x∗k)c) −→
ε→0
0.
This implies that µεk =⇒
ε→0
δx∗k .
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Using the same arguments, we have that
µε0(Bδ(x∗0)c) ≤ exp
(
− cδ
2ε
+ d log
σ+0
σ−0
) ∫
Bδ(x
∗
0)
c q0(x)dx∫
Aδ
q0(x)dx
.
Hene, the reursion is initialized.
The maximum a posteriori (MAP) is
xεk = argmax
x∈E
{pεk(x)} = argmin
x∈E
{
ℓεk(x)− ε log pε−k (x)
}
.
It follows from (4.1) that log pε−k is bounded from above by log sup(x,x′)∈E2{qk(x, x′)},
whih is nite under assumption L
ε
(rst bullet). Besides, proposition 4.1.2 and assump-
tion L
ε
(fourth bullet) insure that log pε−k (x) −→ε→0 log qk(x
∗
k−1, x) for all x ∈ E. Then,
lemma 4.1.1 implies that xε∗k exists when ε is small enough and veries |xεk − x∗k| −→ε→0 0,
so that |xεk − xε∗k | −→
ε→0
0, i.e. the dierene between the MLE and the MAP vanishes as
ε→ 0.
The observed information matrix of the state x ∈ E is dened, when it exists, as
Jεk(x) = −(log gεk)′′(x)− (log pε−k )′′(x).
4.2 Algorithm
In this setion, we heuristially derive a reursive ltering algorithm where the predi-
tion and the update step are performed thanks to the Laplae method.
4.2.1 Approximation of densities
Suppose we have an approximation pˆεk−1 of the posterior density at time k − 1. Then,
aording to (4.1), an approximation of the preditor density at time k must verify
pˆε−k (x
′) ≈
∫
E
qk(x, x
′)pˆεk−1(x)dx. (4.3)
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The above integral being analytially unknown in general, let us apply the Laplae
method on it. It yields
∫
qk(x, x
′)pˆεk−1(x)dx ≈ (2π)d/2 det[−(log pˆεk−1)′′(xˆεk−1)]−1/2qk(xˆεk−1, x′)pˆεk−1(xˆεk−1)
where xˆεk−1 = argmaxx∈E{pˆεk−1} ≈ xεk−1. The approximation of the preditor density
should integrate to 1. Hene, we get after normalization
pˆε−k (x
′) = qk(xˆ
ε
k−1, x
′), (4.4)
whih is an atual density. We will see below that this normalization omes naturally
beause (2π)d/2 det[−(log pˆεk−1)′′(xˆεk−1)]−1/2pˆεk−1(xˆεk) = 1.
Aording to Bayes' formula (4.2), an approximation of the posterior density must
then verify
pˆεk(x
′) ≈ gk(x
′)pˆε−k (x
′)∫
E
gk(x′)pˆ
ε−
k (x
′)dx′
. (4.5)
The normalizing onstant is generally unknown. Applying one again the Laplae
method on the denominator of (4.5) and using the approximation of the preditor
density (4.4) yields
pˆεk(x
′) = (2π)−d/2 det
[
−(log gk)′′(xˆεk)−
∂2 log qk
∂x′2
(xˆεk−1, x
′ = xˆεk)
]1/2 gk(x′)qk(xˆεk−1, x′)
gk(xˆ
ε
k)qk(xˆ
ε
k−1, xˆ
ε
k)
,
where xˆεk = argmaxx∈E{gk(x′)qk(xˆεk−1, x′)} = argmaxx∈E{pˆεk(x′)} ≈ xεk. This approxi-
mation of the posterior density is then reursively dened and relies on the omputation
of the approximated MAP xˆεk at eah time step.
These derivations provide an approximation of the information matrix in the form
of
Jˆεk = −(log gk)′′ − (log pˆε−k )′′ = −(log gk)′′ − (log qk)′′(xˆεk−1, ·). (4.6)
Hene pˆεk an be written as
pˆεk(x
′) = (2π)−d/2 det[Jˆεk(xˆ
ε
k)]
1/2 g
ε
k(x
′)qk(xˆ
ε
k−1, x
′)
gεk(xˆ
ε
k)qk(xˆ
ε
k−1, xˆ
ε
k)
. (4.7)
Note that (2π)d/2 det[Jˆεk(xˆ
ε
k)]
−1/2pˆεk(xˆ
ε
k) = 1, so that, by reursion, the normalization
that allows to obtain (4.4) is valid.
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4.2.2 Approximation of moments
Approximations (4.4) and (4.7) are pointwise approximations of the posterior and the
preditor densities that an be reursively omputed. However, one is often interested
in moments rather than in pointwise expressions of densities.
The posterior expetation and ovariane matrix an be expressed as
∫
x′pˆεk(x
′)dx′ and
∫
x′x′T pˆεk(x
′)dx′.
When these integrals are diult to ompute, we an use the fully exponential Laplae
approximations for the posterior expetation and variane, whih are respetively (when
d = 1):
E[Xk|Y0:k] ≈ xεk −
1
2
(Jεk)
′(xεk)
Jεk(x
ε
k)
2
and
V[Xk|Y0:k] ≈ Jk(xεk)−1 +
(Jεk)
′(xεk)
2
Jεk(x
ε
k)
4
− 1
2
(Jεk)
′′(xεk)
Jεk(x
ε
k)
3
,
replaing Jεk by Jˆ
ε
k and evaluating at xˆ
ε
k in plae of x
ε
k. The multidimensional versions
of these approximations are provided in theorem 3.2.5 in hapter 3, mutatis mutandis.
Besides, the predited expetation and ovariane matrix an be expressed as
∫
x′pˆε−k (x
′)dx′ and
∫
x′x′T pˆε−k (x
′)dx′.
They annot be omputed with the Laplae method, sine pˆε−k (x
′) = qk(xˆ
ε
k−1, x
′) does
not fulll the onditions needed to apply it. However, it is often the ase that the density
qk of the Markov kernel is known suiently well so that its moments are known (when
the state noise is additive and Gaussian, e.g.).
The algorithm we have desribed is summarized in algorithm 5. Note that the om-
putation of the approximated posterior density pˆεk is not neessary in the reursion. Only
the approximated MAP is reursively omputed as xˆεk = argmax
x∈E
{gεk(x)qk(xˆεk−1, x)}.
4.3 Consisteny of the approximations
We show in this setion the onsisteny of the approximated posterior density pˆεk as the
observation noise intensity ε goes to zero under assumption Lε′ below. These results are
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Algorithm 5
• k = 0.
 Compute xˆε0 = argmax
x∈E
{gε0(x)qε0(x)}.
 Compute Jˆε0(xˆ
ε
0) = −(log gε0)′′(xˆε0)− (log q0)′′(xˆε0).
 Compute pˆε0(x) = (2π)
−d/2 det
[
Jˆε0(xˆ
ε
0)
]1/2 gε0(x)q0(x)
gε0(xˆ
ε
0)q0(xˆ
ε
0)
.
 Compute mˆε0 and Pˆ
ε
0 .
• k ≥ 1.
 Compute pˆε−k (x) = qk(xˆ
ε
k−1, x).
 Compute xˆεk = argmax
x∈E
{gεk(x)pˆε−k (x)}.
 Compute Jˆεk(xˆ
ε
k) = −(log gεk)′′(xˆεk)− (log pˆε−k )′′(xˆεk).
 Compute pˆεk(x) = (2π)
−d/2 det
[
Jˆεk(xˆ
ε
k)
]1/2 gεk(x)pˆε−k (x)
gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)
.
 Compute mˆεk and Pˆ
ε
k .
essentially an appliation of the Laplae method, with 1/ε as an asymptoti parameter.
Assumption L
ε′
. There exists ε0 > 0 and there exist sequenes of positive num-
bers {∆k}k≥0, {mk}k≥0, {pk}k≥0, {Kk}k≥0, {Mk}k≥0 and {M ′k}k≥0, suh that the
following onditions hold for all ε ≤ ε0 and for all k ≥ 0:
• for all x ∈ B∆k−1(xε∗k−1),
∫
E
(gεk(x
′)qk(x, x
′))ε/ε0 dx ≤ Kkε−pk ;
• ℓεk ∈ C4(B∆k(xε∗k )) and log qk(x, ·) ∈ C4(B∆k(xε∗k )) for all x ∈ B∆k−1(xε∗k−1);
• det [(ℓεk)′′(xε∗k )] ≥ mk;
• for all j ∈ {0, . . . , 4} and for all x′ ∈ B∆k(xε∗k ), ‖(ℓεk)(j)k (x′)‖ ≤ Mk and∥∥∥∥∂j log qk∂x′j (x, x′)
∥∥∥∥ ≤Mk for all x ∈ B∆k−1(xε∗k−1);
• for all x′ ∈ E, log qk(·, x′) ∈ C2(B∆k−1(xε∗k−1));
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• for all x′ ∈ E, for all j ∈ {0, 1, 2} and for all x ∈ B∆k−1(xε∗k−1),∥∥∥∥∂j log qk∂xj (x, x′)
∥∥∥∥ ≤M ′k.
The norm ‖ · ‖ is dened in setion 1.2.1. Assumption Lε′ is needed to insure that
the olletion of ontrast funtions {ℓεk}ε>0 is Laplaeregular in the sense dened in
hapter 3.
As in hapter 3, the rst bullet of assumption L
ε′
is veried, for example, when
the Markov kernel is Gaussian, i.e. when the state model is in the form of Xk =
Fk(Xk−1) + Vk where {Vk}k≥0 is a Gaussian white noise.
For all k ≥ 0 and for all x ∈ E, let
hεk(x) = −ε
(
log gεk(x) + log pˆ
ε−
k (x)
)
= ℓεk(x)− ε log qk(xˆεk−1, x) + onstant
so that xˆεk = argminx′∈E{hεk(x)} and Jˆεk(x) = 1ε (hεk)′′(x).
Proposition 4.3.1. If assumption L
ε
is veried, then |xˆεk − xεk| −→ 0 as ε→ 0 for all
k ≥ 0.
Proof. Let k ≥ 1 and suppose that |xˆεk−1 − xεk−1| −→
ε→0
0. Sine |xεk−1 − x∗k−1| −→
ε→0
0,
then |xˆεk−1 − x∗k−1| −→ε→0 0, so that log qk(xˆ
ε
k−1, ·) onverges pointwise to log qk(x∗k−1, ·).
Aording to assumption L
ε
, sup(x,x′)∈E2{log qk(x, x′)} < ∞. Hene, applying lemma
4.1.1 to
hεk(x) =
1
2σk(x)2
|Yk −Hk(x)|2 − ε(log qk(xˆεk−1, x)− d log σk(x)) + onstant
yields |xˆεk − x∗k| −→
ε→0
0. Sine |xεk − x∗k| −→
ε→0
0, then |xˆεk − xεk| −→
ε→0
0. The reursion is
initialized with the same arguments.
Proposition 4.3.2. If assumptions L
ε
and L
ε′
are veried, then
∫
E
qk(x, x
′)pˆεk−1(x)dx = pˆ
ε−
k (x
′) + εrε−k (x
′)
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for all k ≥ 1, where
|rε−k (x′)| ≤ α0kε−d/2e−
ck
ε
∫
E
qk(x, x
′)e
− 1
ε0
hεk−1(x)dx+ αkqk(xˆ
ε
k−1, x
′) + α′k
∥∥∥∥∂qk∂x (x = xˆεk−1, x′)
∥∥∥∥
+α′′k
∥∥∥∥∂2qk∂x2 (x = xˆεk−1, x′)
∥∥∥∥
< ∞
for all suiently small ε, with α0k, αk, α
′
k and α
′′
k positive onstants.
Proof. Let k ≥ 0 and onsider the integral
∫
E
qk+1(x, x
′)pˆεk(x)dx ∝
∫
E
qk+1(x, x
′)e−
1
ε
hεk(x)dx.
One has just to hek that the integrand veries the onditions (i)(v) needed to apply
the Laplae method (theorem 1.2.1), using the assumptions on the model.
Let ∆′k > 0 suh that ∆
′
k ≤ ∆k. Sine |xˆεk − xεk| −→
ε→0
0 (proposition 4.3.1) and
|xεk − xε∗k | −→
ε→0
0, we have that |xˆεk − xε∗k | −→
ε→0
0 so that B∆′k(xˆεk) ⊂ B∆k(xε∗k ) whenever ε
is small enough. This is also true at time k − 1, i.e. B∆′k−1(xˆεk−1) ⊂ B∆k−1(xε∗k−1), with
∆′k−1 ≤ ∆k−1.
Using assumption L
ε′
, we have that
∫
E
qk+1(x, x
′)e−
1
ε
hεk(x)dx =
∫
E
(
gεk(x)qk(xˆ
ε
k−1, x)
)ε/ε0 qk+1(x, x′)dx
≤ sup
(x,x′)∈E2
{qk+1(x, x′)}Kkε−pk
beause xˆεk−1 ∈ B∆′k−1(xˆεk−1) ⊂ B∆k−1(xε∗k−1) when ε is small enough. (Condition (i).)
log qk(xˆ
ε
k−1, ·) onverges pointwise to log qk(x∗k−1, ·), log qk(·, ·) is bounded from above
w.r.t. its two arguments (assumption L
ε
), and log qk(xˆ
ε
k−1, xˆ
ε
k) −→
ε→0
log qk(x
∗
k−1, x
∗
k) be-
ause log qk(·, ·) is ontinuous w.r.t. its two arguments in a neighbourhood of (xε∗k−1, xε∗k )
(assumption L
ε′
). Hene, lemma 4.1.1 implies that hεk satises ondition C uniformly
in ε for all suiently small ε. (Conditions (ii).)
Then, sine
ℓεk(·)− ε log qk(x, ·) ∈ C4(B∆k(xε∗k )) ⊂ C4(B∆′k(xˆεk))
for all x ∈ B∆k−1(xε∗k−1), this also holds for all x ∈ B∆′k−1(xˆεk−1) and therefore hεk ∈
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C4(B∆′k(xˆεk)). With the same argument, we have that, for j ∈ {0, . . . , 4}, (hεk)(j) is
bounded over B∆′k(xˆεk) uniformly in ε. (Condition (iii).)
Besides, sine C2(B∆′k−1(xˆεk−1)) ⊂ C2(B∆k−1(xε∗k−1)), we have have that, for all
x′ ∈ E, log qk(·, x′) ∈ C2(B∆′k−1(xˆεk−1)) and ∂
j log qk
∂xj
(·, x′) is bounded over B∆′k−1(xˆεk−1)
uniformly in ε for all j ∈ {0, 1, 2}. (Conditions (v).)
Lastly, there exists m′k > 0 suh that
(hεk)
′′(xˆεk) = (ℓ
ε
k)
′′(xˆεk)− ε
∂2 log qk
∂x2
(xˆεk−1, x = xˆ
ε
k) ≥ m′kId
beause |xˆεk − xε∗k | −→
ε→0
0, det [(ℓεk)
′′(xε∗k )] > mk, and
∂2 log qk
∂x2
(·, x′) is bounded over
B∆′k−1(xˆεk−1) uniformly in ε. (Condition (iv).)
Proposition 4.3.3. If assumptions L
ε
and L
ε′
are veried, then
∫
E
gεk(x
′)pˆε−k (x
′)dx′ = (2π)d/2 det[Jˆk(xˆ
ε
k)]
−1/2gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)(1 + εr
ε
k)
for all k ≥ 1, where
|rεk| ≤ βk
for all suiently small ε, with βk a positive onstant.
Proof. Here, the integral of interest is
∫
E
gεk(x
′)pˆε−k (x
′)dx′ =
∫
E
e−
1
ε
hεk(x
′)dx′.
It has been shown in the proof of proposition 4.3.2 that the integrand veries the
onditions needed to apply the Laplae method.
4.4 Propagation of the approximation error
In this setion, we study the propagation of the approximation error over time, under
the additional assumption L
ε′′
below onerning the Markov kernel density qk.
Assumption L
ε′′
.
• For all k ≥ 0, sup(x,x′)∈E2
{
∂qk
∂x′
(x, x′)
}
<∞ and sup(x,x′)∈E2
{
∂2qk
∂x′2
(x, x′)
}
<∞;
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• for all k ≥ 0 and for all x′ ∈ E, the funtions x 7→ ∂qk
∂x′
(x, x′) and x 7→ ∂2qk
∂x′2
(x, x′)
are ontinuous;
• for all k ≥ 0 and for all j ∈ {0, 1, 2}, the funtion x′ 7→ ∂jqk
∂x′j
(x, x′) is ontinuous
at x′ = x∗k uniformly (w.r.t. x) on any ompat; i.e., for all ν > 0 and all
ompat subset K ⊂ E, there exists δν,K suh that |x′ − x∗k| ≤ δν,K implies
supx∈K
{∥∥∥∂jqk∂x′j (x, x′)− ∂jqk∂x′j (x, x∗k)∥∥∥} ≤ ν.
Let µˆεk denote the approximation of the posterior µ
ε
k, i.e. the probability measure
having density pˆεk. Let ‖ · ‖TV be the total variation norm of probability measures.
Theorem 4.4.1. Suppose that assumptions L
ε
, L
ε′
and L
ε′′
are veried. Then
‖µˆεk − µεk‖TV ≤ εAk
for all k ≥ 0, where Ak is a positive onstant. For all k > 1, Ak veries
Ak ≤ 2
sup(x,x′)∈E2{qk(x, x′)}
qk(x∗k−1, x
∗
k)
Ak−1 +Bk + s
ε
k
where Bk > 0 is independent of ε and s
ε
k −→ 0 as ε→ 0.
Theorem 4.4.1 states in partiular that, for any bounded funtion φ,
∣∣∣∣
∫
E
φ(x′)pˆεk(x
′)dx′ −
∫
E
φ(x′)pεk(x
′)dx′
∣∣∣∣ = O(ε).
Before proving it, we establish three useful results below.
Lemma 4.4.2. Suppose that assumptions L
ε
and L
ε′′
are veried. Then,
pε−k (x
ε
k) −→ qk(x∗k−1, x∗k),
(pε−k )
′(xεk) −→
∂qk
∂x′
(x∗k−1, x
∗
k),
and
(pε−k )
′′(xεk) −→
∂2qk
∂x′2
(x∗k−1, x
∗
k)
as ε→ 0 for all k ≥ 0.
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Proof. Let k ≥ 1 (the ase k = 0 is straightforward beause pε−0 = q0) and let j ∈
{0, 1, 2}. It follows from assumption Lε′′ (rst bullet) that the funtion pε−k is twie
dierentiable, with jth derivative given by
(pε−k )
(j)(x′) =
∫
E
∂jqk
∂x′j
(x, x′)µεk−1(dx).
Thus,
(pε−k )
(j)(xεk)−
∂jqk
∂x′j
(x∗k−1, x
∗
k) =
∫
E
(
∂jqk
∂x′j
(x, xεk)−
∂jqk
∂x′j
(x, x∗k)
)
µεk−1(dx)
+
(∫
E
∂jqk
∂x′j
(x, x∗k)µ
ε
k−1(dx)−
∂jqk
∂x′j
(x∗k−1, x
∗
k)
)
where the seond term tends to 0 as ε → 0 beause µεk−1 =⇒
ε→0
δ∗k−1 (proposition 4.1.2)
and the funtion x 7→ ∫
E
∂jqk
∂x′j
(x, x∗k) is ontinuous and bounded (assumption L
ε
for
j = 0, or assumption Lε′′ for j = 1 or 2).
Let η > 0. µεk−1 =⇒
ε→0
δ∗k−1 implies that there exists a ompat Kη independent of ε
suh that µεk−1(K
c
η) ≤ η when ε is suiently small (tightness property).
The rst term of the sum above an be bounded as∥∥∥∥
∫
E
(
∂jqk
∂x′j
(x, xεk)−
∂jqk
∂x′j
(x, x∗k)
)
µεk−1(dx)
∥∥∥∥
≤
∫
Kη
∥∥∥∥∂jqk∂x′j (x, xεk)− ∂
jqk
∂x′j
(x, x∗k)
∥∥∥∥µεk−1(dx) +
∫
Kcη
(
∂jqk
∂x′j
(x, xεk) +
∂jqk
∂x′j
(x, x∗k)
)
µεk−1(dx)
≤ sup
x∈Kη
{∥∥∥∥∂jqk∂x′j (x, xεk)− ∂
jqk
∂x′j
(x, x∗k)
∥∥∥∥
}
+ 2 sup
(x,x′)∈E2
{∥∥∥∥∂jqk∂x′j (x, x′)
∥∥∥∥
}
η.
The rst term of the upper bound tends to 0 as ε→ 0. The seond term an be made
arbitrarily small sine η > 0 is arbitrary, whih allows to onlude.
Proposition 4.4.3 below, whih is similar to proposition 3.1.1 in hapter 3, establishes
that the dierene between the MLE and the MAP vanishes at rate ε when ε→ 0.
Proposition 4.4.3. Suppose that assumptions L
ε
, L
ε′
and L
ε′′
are veried. Then
|xεk − xε∗k | = O(ε)
as ε→ 0.
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Proof. Reall xεk = argmaxx∈E{pεk(x)}. Thus, for all u ∈ E, we have that
0 = −ε(log pεk)′(xεk) · u
= (ℓεk)
′(xεk) · u− ε(log pε−k )′(xεk) · u
= (ℓεk)
′(xε∗k ) · u+ (ℓεk)′′(xε∗k ) · (xεk − xε∗k , u)
+
(∫ 1
0
(ℓεk)
′′′(xε∗k + θ(x
ε
k − xε∗k )) · (xεk − xε∗k )(2)(1− θ)dθ
)
· u− ε(log pε−k )′(xεk) · u
= (ℓεk)
′′(xε∗k ) · (xεk − xε∗k , u) +
∫ 1
0
(ℓεk)
′′′(xε∗k + θ(x
ε
k − xε∗k )) · ((xεk − xε∗k )(2), u)(1− θ)dθ
−ε(log pε−k )′(xεk) · u.
In partiular, for u = xεk − xε∗k ,
0 ≤ (ℓεk)′′(xε∗k ) · (xεk − xε∗k )(2)
≤ 1
2
sup
|x−xε∗k |≤|x
ε
k−x
ε∗
k |
{‖(ℓεk)′′′(x)‖}|xεk − xε∗k |3 + ε‖(log pε−k )′(xεk)‖|xεk − xε∗k |.
Besides, (ℓεk)
′′(xε∗k ) · (xεk − xε∗k )(2) ≥ mkMd−1k |x
ε
k − xε∗k |2 (see remark 1.2.5 in hapter 1) and
sup|x−xε∗k |≤|xεk−xε∗k |{‖(ℓεk)′′′(x)‖} ≤ supx∈B∆k (xε∗k ){‖(ℓ
ε
k)
′′′(x)‖} ≤Mk. Then,
mk
Md−1k
|xεk − xε∗k | ≤
Mk
2
|xεk − xε∗k |2 + ε‖(log pε−k )′(xεk)‖,
so that
mk
Md−1k
|xεk − xε∗k |
(
1− M
d
k
2mk
|xεk − xε∗k |
)
≤ ε‖(log pε−k )′(xεk)‖
for all suiently small ε. Lastly,
(log pε−k )
′(xεk) =
∂qk
∂x′
(xεk−1, x
ε
k)
qk(x
ε
k−1, x
ε
k)
−→
ε→0
∂qk
∂x′
(x∗k, x
∗
k−1)
qk(x
∗
k−1, x
∗
k)
aording to lemma 4.4.2. Hene, |xεk − xε∗k | = O(ε).
Lemma 4.4.4. Suppose that assumptions L
ε
, L
ε′
and L
ε′′
are veried. Then, for any
ompat K ⊂ E,
sup
x∈K
{∣∣∣∣
∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
− qk(x, x
∗
k)
qk(x∗k−1, x
∗
k)
∣∣∣∣
}
−→ 0
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as ε→ 0 for all k ≥ 0. Besides, for all k ≥ 0,
lim
ε→0
sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
}
≤ sup(x,x′)∈E2{qk(x, x
′)}
qk(x∗k−1, x
∗
k)
.
Proof. The Laplae method (theorem 1.2.1) yields
∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
=
(
det[(ℓεk)
′′(xεk)− ε(log pε−k )′′(xεk)]
det[(ℓεk)
′′(xε∗k )]
)1/2
gεk(x
ε∗
k )
gεk(x
ε
k)p
ε−
k (x
ε
k)
×qk(x, x
ε∗
k ) + εR
ε
k(x)
1 + εrεk
,
where rεk = O(1) and R
ε
k(x) = O(1) for all x ∈ E as ε→ 0.
First of all,
gεk(x
ε∗
k )
gεk(x
ε
k)
= exp
(
1
ε
(ℓεk(x
ε
k)− ℓεk(xε∗k ))
)
and
ℓεk(x
ε
k) = ℓ
ε
k(x
ε∗
k ) +
1
2
∫ 1
0
(ℓεk)
′′(xε∗k + θ(x
ε
k − xε∗k )) · (xεk − xε∗k )(2)(1− θ)dθ
so that
0 ≤ ℓεk(xεk)− ℓεk(xε∗k ) ≤
1
4
Mk|xεk − xε∗k |2
when ε is suiently small. Aording to proposition 4.4.3, |xεk − xε∗k |2 = O(ε2), hene
1
ε
(ℓεk(x
ε
k)− ℓεk(xε∗k )) = O(ε), whih implies that g
ε
k(x
ε∗
k )
gεk(x
ε
k)
−→
ε→0
1. Thanks to assumption Lε′′
(third bullet) and to lemma 4.4.2,
sup
x∈K
{∣∣∣∣ gεk(xε∗k )qk(x, xε∗k )gεk(xεk)pε−k (xεk)(1 + εrεk) −
qk(x, x
∗
k)
qk(x
∗
k−1, x
∗
k)
∣∣∣∣
}
≤ sup
x∈K
{∣∣∣∣ gεk(xε∗k )qk(x, xε∗k )gεk(xεk)pε−k (xεk)(1 + εrεk) −
qk(x, x
ε∗
k )
pε−k (x
ε
k)(1 + εr
ε
k)
∣∣∣∣
}
+ sup
x∈K
{∣∣∣∣ qk(x, xε∗k )pε−k (xεk)(1 + εrεk) −
qk(x, x
∗
k)
qk(x∗k−1, x
∗
k)
∣∣∣∣
}
≤ supx∈K{qk(x, x
ε∗
k )}
pε−k (x
ε
k)(1 + εr
ε
k)
∣∣∣∣1− gεk(xε∗k )gεk(xεk)
∣∣∣∣ + sup
x∈K
{∣∣∣∣ qk(x, xε∗k )pε−k (xεk)(1 + εrεk) −
qk(x, x
∗
k)
qk(x
∗
k−1, x
∗
k)
∣∣∣∣
}
−→
ε→0
0.
for any ompat K ⊂ E. (Notie that pε−k (x) > 0 for all x ∈ E when ε is small enough
beause qk(x
∗
k−1, x) > 0 for all x ∈ E.)
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Then, Rεk(x) an be bounded as
|Rεk(x)| ≤ α0
∫
E
qk(x, x
′)e
− 1
ε0
hεk(x
′)
dx′ + α|qk(x, xε∗k )|+ α′
∥∥∥∥∂qk∂x′ (x, x′ = xε∗k )
∥∥∥∥
+α′′ sup
x′∈E
∥∥∥∥∂2qk∂x′2 (x, x′)
∥∥∥∥
for all x ∈ E aording to theorem 1.2.1. Jensen's inequality yields
∫
E
qk(x, x
′)e
− 1
ε0
hεk(x
′)
dx′ =
∫
E
gεk(x
′)ε/ε0qk(x, x
′)dx′ ≤
(∫
E
gεk(x
′)qk(x, x
′)dx′
)ε/ε0
,
and∫
E
gεk(x
′)qk(x, x
′)dx′ = [2πεσk(x)
2]−d/2
∫
E
exp
(
− 1
2εσk(x′)2
|Yk −Hk(x′)|2
)
qk(x, x
′)dx′
≤ [2πε(σ−k )2]−d/2
so that
(∫
E
gεk(x
′)qk(x, x
′)dx′
)ε/ε0
≤ exp
(
− dε
2ε0
log(2πε(σ−k )
2)
)
−→
ε→0
0.
Thus, Rεk(x) is bounded uniformly in x ∈ E.
Besides, it follows from lemma 4.4.2 that
(log pε−k )
′′(xεk) =
(pε−k )
′′(xεk)
pε−k (x
ε
k)
− (p
ε−
k )
′(xεk)
T (pε−k )
′(xεk)
pε−k (x
ε
k)
2
−→
ε→0
1
qk(x
∗
k−1, x
∗
k)
∂2qk
∂x′2
(x∗k−1, x
∗
k) +
1
qk(x
∗
k−1, x
∗
k)
2
∂qk
∂x′
(x∗k−1, x
∗
k)
T ∂qk
∂x′
(x∗k−1, x
∗
k)
so that ε‖(log pε−k )′′(xεk)‖ −→ε→0 0, whih implies that∣∣∣∣∣
(
det[(ℓεk)
′′(xεk)− ε(log pε−k )′′(xεk)]
det[(ℓεk)
′′(xε∗k )]
)1/2
−
(
det[(ℓεk)
′′(xεk)]
det[(ℓεk)
′′(xε∗k )]
)1/2∣∣∣∣∣ −→ε→0 0.
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Let u ∈ Rd suh that |u| = 1. Then,
(ℓεk)
′′(xεk) · u(2) = (ℓεk)′′(xε∗k ) · u(2) +
∫ 1
0
(ℓεk)
′′′(xε∗k + θ(x
ε
k − xε∗k )) · (xεk − xε∗k , u, u)(1− θ)dθ
≤ (ℓεk)′′(xε∗k ) · u(2) +Mk|xεk − xε∗k |,
whih implies that
(
det[(ℓεk)
′′(xεk)]
det[(ℓεk)
′′(xε∗k )]
)1/2
−→
ε→0
1, sine |xεk − xε∗k | −→
ε→0
0. Therefore,
(
det[(ℓεk)
′′(xεk)− ε(log pε−k )′′(xεk)]
det[(ℓεk)
′′(xε∗k )]
)1/2
−→
ε→0
1,
whih onludes the proof of the rst part of the lemma.
Lastly,
sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
}
≤
(
det[(ℓεk)
′′(xεk)− ε(log pε−k )′′(xεk)]
det[(ℓεk)
′′(xε∗k )]
)1/2
gεk(x
ε∗
k )
gεk(x
ε
k)p
ε−
k (x
ε
k)
×sup(x,x′)∈E2{qk(x, x
′)}+ ε supx∈E{|Rεk(x)|}
1 + εrεk
−→
ε→0
sup(x,x′)∈E2{qk(x, x′)}
qk(x
∗
k−1, x
∗
k)
,
whih proves the seond part of the lemma.
Proof of theorem 4.4.1. Let k ≥ 1. Suppose that at time k − 1, pˆεk−1 an be written as
pˆεk−1(x) = p
ε
k−1(x) + εa
ε
k−1(x),
where
∫
E
|aεk−1(x)|dx ≤ Ak−1 <∞ for all suiently small ε.
Aording to proposition 4.3.2,
∫
E
qk(x, x
′)pˆεk−1(x)dx = qk(xˆ
ε
k−1, x
′) + εrε−k (x
′)
where
|rε−k (x′)| ≤ α0kε−d/2e−
ck
ε
∫
E
qk(x, x
′)e
− 1
ε0
hεk−1(x)dx+ αkqk(xˆ
ε
k−1, x
′)
+α′k
∥∥∥∥∂qk∂x (x = xˆεk−1, x′)
∥∥∥∥+ α′′k
∥∥∥∥∂2qk∂x2 (x = xˆεk−1, x′)
∥∥∥∥
< ∞
118 Chapter 4. The Laplae method in dynami models with small observation noise
for all suiently small ε. Therefore,
∫
E
qk(x, x
′)pεk−1(x)dx+ ε
∫
E
aεk−1(x)qk(x, x
′)dx = qk(xˆ
ε
k−1, x
′) + εrε−k (x
′),
so that
pˆε−k (x
′) = pε−k (x
′) + εaε−k (x
′) (4.8)
where aε−k (x
′) =
∫
E
aεk−1(x)qk(x, x
′)dx− rε−k (x′). For all x′ ∈ E, we have that
∣∣aε−k (x′)∣∣ ≤
∣∣∣∣
∫
E
aεk−1(x)qk(x, x
′)dx
∣∣∣∣ + ∣∣rε−k (x′)∣∣
≤
∫
E
|aεk−1(x)|qk(x, x′)dx+ α0kε−d/2e−
ck
ε
∫
E
qk(x, x
′)e
− 1
ε0
hεk−1(x)dx
+αk
∣∣qk(xˆεk−1, x′)∣∣+ α′k
∥∥∥∥∂qk∂x (x = xˆεk−1, x′)
∥∥∥∥+ α′′k
∥∥∥∥∂2qk∂x2 (x = xˆεk−1, x′)
∥∥∥∥ .
Then, aording to proposition 4.3.3,
∫
E
gεk(x
′)pˆε−k (x
′)dx′ = (2π)d/2 det[Jˆk(xˆ
ε
k)]
−1/2gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)(1 + εr
ε
k)
where |rεk| ≤ βk for all suiently small ε. Let lεk =
∫
E
gεk(x
′)pε−k (x
′)dx′. Then, from
(4.8),
∫
E
gεk(x
′)
(
pε−k (x
′) + εaε−k (x
′)
)
dx′ = (2π)d/2 det[Jˆk(xˆ
ε
k)]
−1/2gk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)(1 + εr
ε
k),
so that
(2π)d/2 det[Jˆk(xˆ
ε
k)]
−1/2gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k) =
lεk + εb
ε
k
1 + εrεk
, (4.9)
where bεk =
∫
E
gεk(x
′)aε−k (x
′)dx′.
Then,
pˆεk(x
′) = (2π)d/2 det[Jˆk(xˆ
ε
k)]
−1/2 g
ε
k(x
′)pˆε−k (x
′)
gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)
(4.10)
yields
pˆεk(x
′) =
gεk(x
′)
(
pε−k (x
′) + εaε−k (x
′)
)
lεk + εb
ε
k
(1 + εrεk) .
We get
pˆεk(x
′) = pεk(x
′) + εaεk(x
′)
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where
εaεk(x
′) = pˆεk(x
′)− g
ε
k(x
′)pε−k (x
′)∫
gεk(x
′)pε−k (x
′)dx′
=
(
gεk(x
′)pε−k (x
′) + εaε−k (x
′)gεk(x
′)
)
(1 + εrεk)
lεk + εb
ε
k
− g
ε
k(x
′)pε−k (x
′) (lεk + εb
ε
k)
lεk (l
ε
k + εb
ε
k)
=
gεk(x
′)pε−k (x
′) + εrεkg
ε
k(x
′)pε−k (x
′) + εaε−k (x
′)gεk(x
′) + ε2rεka
ε−
k (x
′)gεk(x
′)
lεk + εb
ε
k
−g
ε
k(x
′)pε−k (x
′) + εbεkp
ε
k(x
′)
lεk + εb
ε
k
= ε
aε−k (x
′)gεk(x
′) + rεkg
ε
k(x
′)pε−k (x
′)− bεkpεk(x′) + εrεkaε−k (x′)gεk(x′)
lεk + εb
ε
k
.
The triangular inequality yields
∫
E
|aεk(x′)|dx′ ≤
∫
E
|aε−k (x′)|gεk(x′)dx′ + |bεk|+ |rεk|
(
lεk + ε
∫
E
|aε−k (x′)|gεk(x′)dx′
)
|lεk + εbεk|
≤
(
2
∫
E
|aε−k (x′)|gεk(x′)dx′
lεk
+ βk
(
1 + ε
∫
E
|aε−k (x′)|gεk(x′)dx′
lεk
))
×
(
1− ε
∫
E
|aε−k (x′)|gεk(x′)dx′
lεk
)−1
, (4.11)
where the seond inequality holds beause |bεk| ≤
∫
E
|aε−k (x′)|gεk(x′)dx′. We have∫
E
|aε−k (x′)|gεk(x′)dx′
≤
∫
E
∫
E
|aεk−1(x)|gεk(x′)qk(x, x′)dxdx′ +
∫
E
|rε−k (x′)|gεk(x′)dx′
≤
∫
E
∫
E
|aεk−1(x)|gεk(x′)qk(x, x′)dxdx′ + α0kε−d/2e−
ck
ε
∫
E
∫
E
gεk(x
′)qk(x, x
′)e
− 1
ε0
hεk−1(x)dxdx′
+αk
∫
E
qk(xˆ
ε
k−1, x
′)gεk(x
′)dx′ + α′k
∫
E
∥∥∥∥∂qk∂x (x = xˆεk−1, x′)
∥∥∥∥ gεk(x′)dx′
+α′′k
∫
E
∥∥∥∥∂2qk∂x2 (x = xˆεk−1, x′)
∥∥∥∥ gεk(x′)dx′.
Notie that∥∥∥∥∂qk∂x (x = xˆεk−1, x′)
∥∥∥∥ =
∥∥∥∥∂ log qk∂x (x = xˆεk−1, x′)
∥∥∥∥ qk(xˆεk−1, x′) ≤ M ′kqk(xˆεk−1, x′),
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∥∥∥∥∂2qk∂x2 (x = xˆεk−1, x′)
∥∥∥∥
=
(∥∥∥∥∂2 log qk∂x2 (x = xˆεk−1, x′)
∥∥∥∥+
∥∥∥∥
(
∂ log qk
∂x
(x = xˆεk−1, x
′)
)∥∥∥∥
2
)
qk(xˆ
ε
k−1, x
′)
≤ (M ′k +M ′2k )qk(xˆεk−1, x′),
and∫
E
∫
E
gεk(x
′)qk(x, x
′)e
− 1
ε0
hεk−1(x)dxdx′ ≤ sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′
}∫
E
e
− 1
ε0
hεk−1(x)dx
≤ sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′
}
Kk−1ε
−pk−1
when ε is suiently small, where the last inequality follows from assumption Lε′ (rst
bullet).
Thus, for all suiently small ε > 0,
∫
E
|aε−k (x′)|gεk(x′)dx′
≤
∫
E
|aεk−1(x)|
(∫
E
gεk(x
′)qk(x, x
′)dx′
)
dx
+α0k sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′
}
ε−(d/2+pk−1)Kk−1e
−
ck
ε
+
(
αk + α
′
kM
′
k + α
′′
k(M
′
k +M
′2
k )
) ∫
E
gεk(x
′)qk(xˆ
ε
k−1, x
′)dx′,
so that ∫
E
|aε−k (x′)|gεk(x′)dx′
lεk
≤ sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
}∫
E
|aεk−1(x)|dx
+α0k sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
}
Kk−1ε
−(d/2+pk−1)e−
ck
ε
+
(
αk + α
′
kM
′
k + α
′′
k(M
′
k +M
′2
k )
) ∫
E
gεk(x
′)qk(xˆ
ε
k−1, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
.
Sine xˆεk−1 −→
ε→0
x∗k−1, xˆ
ε
k−1 belongs to a ompat subset K ⊂ E when ε is small enough.
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Then,
∣∣∣∣
∫
E
gεk(x
′)qk(xˆ
ε
k−1, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
− 1
∣∣∣∣
≤
∣∣∣∣
∫
E
gεk(x
′)qk(xˆ
ε
k−1, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
− qk(xˆ
ε
k−1, x
∗
k)
qk(x∗k−1, x
∗
k)
∣∣∣∣+
∣∣∣∣qk(xˆεk−1, x∗k)qk(x∗k−1, x∗k) − 1
∣∣∣∣
≤ sup
x∈K
{∣∣∣∣
∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
− qk(x, x
∗
k)
qk(x∗k−1, x
∗
k)
∣∣∣∣
}
+
|qk(xˆεk−1, x∗k)− qk(xˆ∗k−1, x∗k)|
qk(x∗k−1, x
∗
k)
,
so that ∫
E
gεk(x
′)qk(xˆ
ε
k−1, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
−→
ε→0
1
thanks to lemma 4.4.4 and to the ontinuity of the funtion x 7→ qk(x, x∗k) (assumption
L
ε
). Besides, lemma 4.4.4 also insures that
lim
ε→0
sup
x∈E
{∫
E
gεk(x
′)qk(x, x
′)dx′∫
E
gεk(x
′)pε−k (x
′)dx′
}
≤ sup(x,x′)∈E2{qk(x, x
′)}
qk(x∗k−1, x
∗
k)
.
Hene, for any onstant ν > 0,
∫
E
|aε−k (x′)|gεk(x′)dx′
lεk
≤ sup(x,x′)∈E2{qk(x, x
′)}
qk(x
∗
k−1, x
∗
k)
Ak−1 + αk + α
′
kM
′
k + α
′′
k(M
′
k +M
′2
k ) + ν
for all suiently small ε. Finally, from (4.11) and the above inequality, for any η > 0,
we have
∫
E
|aεk(x′)|dx′ ≤ 2
(
sup(x,x′)∈E2{qk(x, x′)}
qk(x∗k−1, x
∗
k)
Ak−1 + αk + α
′
kM
′
k + α
′′
k(M
′
k +M
′2
k )
)
+βk+η
when ε is small enough.
At time k = 0, we simply have pˆε0(x) = p
ε
0(x)(1+εr
ε
0), so that pˆ
ε
0(x) = p
ε
0(x)+εa
ε
0(x),
with aε0(x) = r
ε
0p
ε
0(x). Then,
∫
E
|aε0(x)|dx = |rε0| ≤ β0 and the reursion is initialized.
Conlusion
We propose in this hapter a reursive ltering algorithm for nonlinear models, ex-
lusively based on the Laplae method. We are able to study the onsisteny of the
approximated posterior density and the propagation of the approximation error over
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time, under the restritive assumption that, any time k, the likelihood funtion gεk ad-
mits an unique global maximum when the observation noise intensity ε is small enough.
This assumption is often not fullled in pratie. For example, in bearingsonly target
traking, the likelihood at time k attains its maximum over a linear subspae of the
state spae (the target state being its position and veloity), when both the target and
the observer obey to a retilinear uniform motion [Joannides and Le Gland (2002)℄.
The bearingsonly traking problem is addressed in hapter 8.
In the next hapter, we propose a way to overome the restritive assumption on the
likelihood, whih onsists in onsidering that the state dynamis noise is of the same
order ε as the observation noise.
Chapter 5
The Laplae method and Kalman
ltering in dynami models with small
dynamis noise
In hapter 4, we have proposed a Bayesian ltering algorithm based uniquely on the
Laplae method. The Laplae method is used to ompute the integrals involved in the
predition step and in the update step. In order to study the asymptoti behaviour
of this lter, we have onsidered a small noise observation model with the likelihood
admitting an unique global maximum at eah time step.
To overome this unrealisti assumption on the likelihood, one an onsider that the
state dynamis model noise is of the same order as the observation noise, whih is the
hoie we do in this hapter. For suh models, we propose a novel ltering algorithm,
where the predition step is done like in the extended Kalman lter and the update
step is performed thanks to the Laplae method. This algorithm is lose but dierent
from the Laplae Gaussian lter proposed by Koyama et al. (2010) and it is named the
Kalman Laplae lter (KLF).
The small noise model we onsider is dened in setion 5.1, the KLF is presented in
setion 5.2 and the Laplae Gaussian lter of Koyama et al. is presented in setion 5.3.
5.1 Model set-up
Let ε > 0 be a (small) parameter. We onsider the statespae model dened by the
state proess {Xk}k≥0 and the observation proess {Yk}k≥0. The hidden state dynamis
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is
Xk = Fk(Xk−1) +
√
εVk (5.1)
in R
d
, where {Vk}k≥1 is a Gaussian white noise suh that Vk ∼ N (0,Σk), with invertible
matrix Σk. The Markov kernel is
P[Xk ∈ dx′|Xk−1 = x] = Qεk(x, dx′)
and its density is
qεk(x, x
′) = |(2πε)d det Σk|−1/2 exp
(
− 1
2ε
(x′ − Fk(x))TΣ−1k (x′ − Fk(x))
)
,
with the initial ondition X0 ∼ Q0. The observation model is dened by the sequene
of likelihood funtions {gεk : Rd → R+}k≥0, parametrized by ε. ε is typially the
observation noise intensity, as in hapter 4.
At time k, let µεk and µ
ε−
k be respetively the posterior and the preditor, p
ε
k(x) and
pε−k (x) their densities.
In the next setion, we heuristially derive a ltering algorithm based on Kalman
ltering and on the Laplae method. We suppose that the quantities involved in this
algorithm exist, namely the maximum a posteriori (MAP) and the observed information
matrix evaluated at the MAP.
5.2 The Kalman Laplae lter
Let k ≥ 1 and pˆεk−1(x) be a pointwise approximation of the posterior density at time
k − 1. We aim at deriving pˆεk(x).
We rst justify why it is very hard to use the Laplae method for the predition
step in this set-up, so that we proeed like in the extended Kalman lter instead.
The preditor density must verify
pˆε−k (x
′) ≈
∫
E
qεk(x, x
′)pˆεk−1(x)dx. (5.2)
Here, the small parameter ε intervenes in both the Markov kernel density and the
posterior density at previous time k−1. This is dierent from equation (4.3) in hapter
4, where the Markov kernel does not depend on ε. Therefore, applying the Laplae
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method on integral (5.2) yields
pˆε−k (x
′) = (2π)d/2 det
[
−∂
2 log qεk
∂x2
(xˆε−k (x
′), x′)− (log pˆεk−1)′′(xˆε−k (x′))
]−1/2
×qεk(xˆε−k (x′), x′)pˆεk−1(xˆε−k (x′))
where xˆε−k (x
′) = argmax
x∈E
{qεk(x, x′)pˆεk−1(x)}, whih is a muh more ompliated expres-
sion than (4.4) in hapter 4. Then, from Bayes' rule, the approximated posterior density
veries
pˆεk(x
′) ≈ g
ε
k(x
′)pˆε−k (x
′)∫
E
gεk(x
′)pˆε−k (x
′)dx′
. (5.3)
Applying one again the Laplae method to ompute the denominator of (5.3) yields
∫
E
gεk(x
′)pˆε−k (x
′)dx′ ≈ (2π)d/2 det [−(log gεk)′′(xˆεk)− (log pˆε−k )′′(xˆε−k )]−1/2 gεk(xˆεk)pˆε−k (xˆεk)
(5.4)
where xˆεk = argmax
x′∈E
{gεk(x′)pˆε−k (x′)}. The dependeny of xˆε−k (x′) in x′ makes that maxi-
mization and dierentiation are diult to perform, so that there is no simple expression
for xˆεk and (log pˆ
ε−
k )
′′(xˆε−k ). It is onsequently hard to ompute (5.4).
These diulties are overome when omputing integral (5.2) like in the extended
Kalman lter. Let ϕm,Q denote the Gaussian measure with expetation m and ovari-
ane matrix Q and let
xˆεk−1 = argmax
x∈E
{pˆεk−1(x)}
and
Jˆεk−1(x) = −(log pˆεk−1)′′(x).
Suppose that the posterior at time k − 1 is approximately Gaussian, with expetation
mˆεk−1 and ovariane matrix Pˆ
ε
k−1. Then, the integral (5.2) is approximately equal to∫
E
exp
(
− 1
2ε
(x′ − Fk(x))TΣ−1k (x′ − Fk(x))−
1
2
(x− mˆεk−1)T
[
Pˆ εk−1
]−1
(x− mˆεk−1)
)
dx
up to a normalizing onstant. Therefore, we dene
µˆε−k = ϕmˆε−k ,Pˆ
ε−
k
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where
mˆε−k = Fk(mˆ
ε
k−1)
and
Pˆ ε−k = F
′
k(mˆ
ε
k−1)Pˆ
ε
k−1F
′
k(mˆ
ε
k−1)
T + εΣk
as the approximation of the preditor. This is idential to the predition step in the ex-
tended Kalman lter algorithm (see [Arulampalam et al. (2002)℄, e.g.). To approximate
the posterior density, we now use the Laplae method to ompute the denominator of
(5.3). It yields
∫
E
gεk(x
′)µˆε−k (dx
′) ≈ (2π)d/2 det
[
Jˆεk(xˆ
ε
k)
]−1/2
gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)
where
xˆεk = argmax
x∈E
{gεk(x)pˆε−k (x)}
and
Jˆεk(x) = −(log gεk)′′(x) +
[
Pˆ ε−k
]−1
.
Hene, we dene
pˆεk(x
′) = (2π)−d/2 det
[
Jˆεk(xˆ
ε
k)
]1/2 gεk(x′)pˆε−k (x′)
gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)
as the approximation of the posterior density.
With this approah, it is suient to require that gεkpˆ
ε−
k has an unique global max-
imum, whih is less restritive than assuming that this is the ase for gεk only, as in
hapter 4. Indeed, it is very likely that the produt of the likelihood gεk times the Gaus-
sian prior density pˆε−k admits an unique global maximum, even though g
ε
k is multimodal.
Using the multidimensional Laplae approximations (3.2) and (3.3) of hapter 3, we
let
mˆεk = xˆ
ε
k −
1
2
Jˆεk(xˆ
ε
k)
−1(Jˆεk)
′(xˆεk)
T vec
[
Jˆεk(xˆ
ε
k)
−1
]
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and
Pˆ εk = Jˆ
ε
k(xˆ
ε
k)
−1 +
1
2
Jˆεk(xˆ
ε
k)
−1(Jˆεk)
′(xˆεk)
T (Jˆεk(xˆ
ε
k)
−1 ⊗ Jˆεk(xˆεk)−1)(Jˆεk)′(xˆεk)Jˆ(xˆεk)−1
+
1
2
(Id ⊗ vec(Jˆεk(xˆεk)−1)T (Jˆεk)′(xˆεk))(Jˆεk(xˆεk)−1 ⊗ Jˆεk(xˆεk)−1)(Jˆεk)′(xˆεk)Jˆεk(xˆεk)−1
− 1
2
Jˆεk(xˆ
ε
k)
−1(Id ⊗ vec(Jˆεk(xˆεk)−1)T )(Jˆεk)′′(xˆεk)Jˆ(xˆεk)−1.
The above omputations an then be re-iterated.
The Kalman Laplae lter (KLF) is summarized in algorithm 6. Like in algorithm 5
in hapter 4, the omputation of the approximated posterior density pˆεk is not neessary
in the reursion. However, the MAP and the posterior moments (xˆεk, mˆ
ε
k and Pˆ
ε
k ) are
reursively omputed.
Algorithm 6 Kalman Laplae lter.
• k = 0.
 Compute xˆε0 = argmax
x∈E
{gε0(x)qε0(x)}.
 Compute Jˆε0(xˆ
ε
0) = −(log gε0)′′(xˆε0)− (log qε0)′′(xˆε0).
 Compute pˆε0(x) = (2π)
−d/2 det
[
Jˆε0(xˆ
ε
0)
]1/2 gε0(x)qε0(x)
gε0(xˆ
ε
0)q
ε
0(xˆ
ε
0)
.
 Compute mˆε0 and Pˆ
ε
0 .
• k ≥ 1.
 Compute mˆε−k = Fk(mˆ
ε
k−1) and Pˆ
ε−
k = F
′
k(mˆ
ε
k−1)Pˆ
ε
k−1F
′
k(mˆ
ε
k−1)
T + εΣk.
 Compute pˆε−k (x) ∝ exp
(
−1
2
(x− mˆε−k )T
[
Pˆ ε−k
]−1
(x− mˆε−k )
)
.
 Compute xˆεk = argmax
x∈E
{gεk(x)pˆε−k (x)}.
 Compute Jˆεk(xˆ
ε
k) = −(log gεk)′′(xˆεk) +
[
Pˆ ε−k
]−1
.
 Compute pˆεk(x) = (2π)
−d/2 det
[
Jˆεk(xˆ
ε
k)
]1/2 gεk(x)pˆε−k (x)
gεk(xˆ
ε
k)pˆ
ε−
k (xˆ
ε
k)
.
 Compute mˆεk and Pˆ
ε
k .
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5.3 The Laplae Gaussian lter
The Laplae Gaussian lter (LGF) is a nonlinear ltering algorithm that has been
proposed in [Koyama et al. (2010)℄. As the KLF, the LGF is based on the Laplae
method and on Gaussian approximation. It is presented in algorithm 7 below.
In the LGF, the posterior expetation is approximated thanks to the fully expo-
nential Laplae approximation, see theorem 3.2.2 in hapter 3. Sine this method is
appliable to ompute the expetation of positive funtions only, Koyama et al. follow
an idea introdued in [Tierney et al. (1989)℄, whih onsists in adding a large onstant
to the funtion to integrate and then subtrat this onstant from the approximation
of the integral. That is, to approximate eah omponent E[Xk,i|Y0:k] (i ∈ {1, . . . , d})
of the olumn vetor E[Xk|Y0:k], they proeed as follows: they ompute the fully expo-
nential Laplae approximation of the expetation E[Xk,i + c|Y0:k] =
∫
E(xi+c)g
ε
k(x)p
ε−
k (x)dx∫
E g
ε
k(x)p
ε−
k (x)dx
,
where c > 0 is a large positive onstant and xi is the ith omponent of x ∈ Rd, and
then subtrat c from this approximation. The onstant c must be large enough so that
Xk,i+c > 0 with a (posterior) probability lose to one. The d omponents of the olumn
vetor E[Xk|Y0:k] are approximated in the same manner.
More preisely, let pˆεk(x) = g
ε
k(x)pˆ
ε−
k (x) and pˆ
ε,c
k,i(x) = (xi + c)g
ε
k(x)pˆ
ε−
k (x). Let
xˆεk = argmax
x∈E
{pˆεk(x)} and xˆε,ck,i = argmax
x∈E
{pˆε,ck,i(x)}. Then,
mˆεk,i =
pˆε,ck,i(xˆ
ε,c
k,i)
pˆεk(xˆ
ε
k)
(
det[−(log pˆεk)′′(xˆεk)]
det[−(log pˆε,ck,i)′′(xˆε,ck,i)]
)1/2
− c (5.5)
and the approximation of the posterior expetation is mˆεk =
(
mˆεk,1 · · · mˆεk,d
)T
.
Moreover, the approximation of the posterior ovariane matrix is
Pˆ εk = −(log pˆεk)′′(xˆεk)−1 (5.6)
in the LGF.
Lastly, the integral (5.7) dening the preditor approximation in the LGF is om-
puted thanks to numerial approximation or to some asymptoti expansion (see [Koyama
et al. (2010)℄ and its appendix for further details).
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Algorithm 7 Laplae Gaussian lter.
• k = 0.
 Compute mˆε0 and Pˆ
ε
0 .
• k ≥ 1.
 Compute
pˆε−k (x
′)
= |(2π)d det Pˆ εk−1|−1/2
×
∫
E
qεk(x, x
′) exp
(
−1
2
(x− mˆεk−1)T
[
Pˆ εk−1
]−1
(x− mˆεk−1)
)
dx. (5.7)
 Compute mˆεk and Pˆ
ε
k thanks to formulas (5.5) and (5.6).
Conlusion
We propose in this hapter a reursive ltering algorithm, the Kalman Laplae lter
(KLF), where the predition step is performed as in the extended Kalman lter and
the update step is done thanks to the Laplae method.
The KLF is lose to the LGF proposed in [Koyama et al. (2010)℄. The main dier-
enes are that, unlike the LGF, the KLF provides a pointwise non-Gaussian approxima-
tion of the posterior density and that the posterior expetation and ovariane matrix
are omputed in a dierent manner.
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Part III
Partile approximation and the
Laplae method in ltering algorithms
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Chapter 6
Importane sampling and the Laplae
method in stati models
Several authors have assoiated the Laplae method and Monte Carlo sampling for
Bayesian estimation. In importane sampling, authors propose to design a Gaussian
sampling distribution with the same mode and the same urvature around the mode
as the distribution of interest [Pinheiro and Bates (1995); Kuk (1999); Strasser (2002);
Jungbaker and Koopman (2007); Kleppe and Skaug (2012)℄. That is, if p(x) is the
density of the target distribution, the Gaussian distribution N (xˆ,−[(log p)′′(xˆ)]−1),
where xˆ = argmax{p(x)}, is hosen as a sampling distribution. This strategy is alled
Laplae importane sampling in [Kuk (1999)℄ and [Kleppe and Skaug (2012)℄. The
Laplae method has also been applied in Gibbs sampling in [Guihenneu-Jouyaux and
Rousseau (2005)℄, in order to speed up omputation.
The strategy we propose in this thesis onsists in applying a deterministi ane
transformation on the prior, this transformation being based on the Laplae method.
The oeients of the transformation are the multidimensional Laplae approximations
of the posterior expetation and ovariane matrix. The transformed distribution is
taken as a sampling distribution in importane sampling. Simulation results show that
the estimation is improved when sampling from this transformed distribution rather
than from the prior.
The priniple of our strategy is presented in setion 6.1. We apply it on a simple
triangulation problem in setion 6.2.
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6.1 Importane sampling based on the Laplae method
Consider a Bayesian model dened by the likelihood funtion g and the prior η, with
density q on E ⊂ Rd. Aording to Bayes' rule, the posterior is then
µ(dx) =
g(x)η(dx)∫
E
g(x)η(dx)
.
We denote its density p.
The Bayesian estimators we aim at omputing are the posterior expetation
m =
∫
E
xµ(dx)
and the posterior ovariane matrix
P =
∫
E
xxTµ(dx)−mmT .
Importane sampling approximations of m and P are lassially obtained by sam-
pling from the prior and weighting aording to the likelihood, i.e.
mN =
N∑
i=1
wiξi (6.1)
and
PN =
N∑
i=1
wiξi(ξi)T −mN(mN )T (6.2)
where (ξ1, . . . , ξN) is an i.i.d. partiles sample from η and wi = g(ξ
i)
∑N
i=1 g(ξ
i)
for all i ∈
{1, . . . , N}.
Let
xˆ = argmax
x∈E
{p(x)} = argmax
x∈E
{g(x)q(x)}
be the maximum a posteriori (MAP) and
J(x) = −(log p)′′(x) = −(log g)′′(x)− (log q)′′(x)
be the observed information matrix.
It is assumed in the sequel that we an ompute the Laplae approximations of
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m and P . That is, the MAP xˆ exists and the posterior density is suiently regular
around the MAP. From hapter 3, these Laplae approximations are respetively
mˆ = xˆ− 1
2
Jˆ−1(Jˆ ′)T vec[Jˆ−1] (6.3)
and
Pˆ = Jˆ−1 +
1
2
Jˆ−1(Jˆ ′)T (Jˆ−1 ⊗ Jˆ−1)Jˆ ′Jˆ−1 + 1
2
(Id ⊗ vec(Jˆ−1)T Jˆ ′)(Jˆ ′−1 ⊗ Jˆ−1)Jˆ ′Jˆ−1
− 1
2
Jˆ−1(Id ⊗ vec(Jˆ−1)T )Jˆ ′′Jˆ−1, (6.4)
where Jˆ = J(xˆ), Jˆ ′ = J ′(xˆ) and Jˆ ′′ = J ′′(xˆ)
We propose to design a new sampling distribution η′ using these approximations. η′
is dierent from the prior and takes into aount the likelihood. It is obtained by shifting
and saling the prior so that its expetation and ovariane math the approximations
given by the Laplae approximations (6.3) and (6.4).
More preisely, let mq =
∫
xη(dx) and Q =
∫
xxT η(dx) − mqmTq the expetation
and ovariane of the prior. Then, we dene
T (x) = Pˆ 1/2Q−1/2(x−mq) + mˆ (6.5)
as an ane transformation on R
d
whose oeients are based on the Laplae approxi-
mations (6.3) and (6.4). The sampling distribution we propose to use is
η′ = η ◦ T−1, (6.6)
so that its density is
q′(x) = q
(
T−1(x)
) ∣∣det [(T−1)′(x)]∣∣
= q
(
Q1/2Pˆ−1/2(x− mˆ) +mq
)
detQ1/2 det Pˆ−1/2,
sine T−1(x) = Q1/2Pˆ−1/2(x− mˆ) +mq.
Our goal is to improve the quality of the approximation of m and P when sampling
from η′ instead of η. We expet the partiles sampled from η′ to be more eiently
weighted sine η′ depends on the likelihood model, i.e. on the observations. In that
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ase, the importane sampling approximations of m and P are respetively
mˆN =
N∑
i=1
w′iξ′i (6.7)
and
PˆN =
N∑
i=1
w′iξ′i(ξ′i)T − mˆN(mˆN )T (6.8)
where (ξ′1, . . . , ξ′N) is an i.i.d. partiles sample from η′ (6.6) and w′i = g(ξ
′i)q(ξ′i)/q′(ξ′i)
∑N
i=1 g(ξ
′i)q(ξ′i)/q′(ξ′i)
for all i ∈ {1, . . . , N}.
6.2 Example: triangulation
To illustrate the eieny of the method we propose, we onsider in this setion the
same triangulation problem as in [Bui Quang et al. (2012)℄.
Let X =
(
X1 X2
)T
be the position of an objet in the Cartesian plane. n sensors
observe the azimuth of the target. Eah sensor is loated at
(
sn,1 sn,2
)T
, for k ∈
{1, . . . , n}. The n angular observations are delivered aording to the model
Yk = arctan
X2 − sk,2
X1 − sk,1 +Wk
for k ∈ {1, . . . , n} where Wk is a Gaussian white noise, Wk ∼ N (0, σ2). Hene, the
likelihood funtion is
g(x) = |
√
2πσ|−n exp
(
− 1
2σ2
n∑
k=0
(
Yk − arctan x2 − sk,2
x1 − sk,1
))
where x =
(
x1 x2
)T
. X follows the prior distribution η, whih is set to a Gaussian
distribution with expetation mq and ovariane matrix Q. We aim at estimating the
position of the objet given the observations. Notie that, as soon as n ≥ 2 and the
sensors are loated at dierent positions (s1,1 6= s2,1 or s1,2 6= s2,2), the posterior is
unimodal so that the MAP an be omputed. Besides, the model is suiently regular
so that the Laplae formulas are omputable as well.
We approximate the Bayesian estimators m = E[X|Y1:n] and P = V[X|Y1:n] thanks
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to several methods, yielding dierent approximations:
• mN and PN : importane sampling approximations (6.1) and (6.2) with η as the
sampling distribution;
• mˆ and Pˆ : Laplae approximations (6.3) and (6.4);
• mˆN and PˆN : importane sampling approximations (6.7) and (6.8) with η′ = η◦T−1
(6.6) as the sampling distribution, where T is the transformation (6.5) based on
the Laplae approximations;
• mˆN0 and PˆN0 : importane sampling approximations where the sampling distribution
is N (xˆ, J(xˆ)−1). This orresponds to the Laplae importane sampling tehnique
of [Kuk (1999)℄ and [Kleppe and Skaug (2012)℄. Sine the prior is Gaussian in this
setion, this is equivalent to apply transformation T when replaing mˆ and Pˆ by
xˆ and J(xˆ)−1 in (6.5).
To quantify the quality of the approximations, we use the lassial root mean squared
error (RMSE) riterion. For any approximation m˜ of m, it is dened by
RMSE(m˜) = E
[
(m˜−m)T (m˜−m)]1/2 ,
and for any approximation P˜ of P , we use
RMSE(P˜ ) = E
[
‖P˜ − P‖2F
]1/2
,
where ‖·‖F is the Frobenius matrix norm. In both ases, the expetation is taken w.r.t.
the distribution of the observations Y1:n, and w.r.t. the sampling distribution when the
approximation is obtained by importane sampling (i.e., η or η′).
The simulation parameters are set as follows. The number of sensors is n = 2 with
positions s1 =
(
0 0
)T
and s2 =
(
0 50
)T
(the units are, say, meters). The standard
deviation of the observation noise is σ = 0.0524 (radians, i.e. 3◦). The expetation and
ovariane matrix of the prior are respetively mq =
(
2000 3000
)T
and Q = 10002I2.
Note that, to ompute the RMSEs, one needs the exat values m and P of the
posterior expetation and ovariane matrix. Sine they are unknown in this nonlinear
example (whih is why we use approximation methods), we ompute them aurately
using importane sampling with a very large number of partiles (N = 106).
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Figure 6.1: RMSE of the approximations of posterior expetation m. Blak line: mN ,
blue line mˆN , pink line: mˆN0 , green line: mˆ, red line: xˆ.
Figure 6.1 shows the quality of the dierent approximations of m when the number
of partiles N inreases. The Laplae approximation mˆ (whih does not depend on N)
is very aurate. When N inreases, the RMSE of the importane sampling approxi-
mations mN , mˆN0 and mˆ
N
goes to 0. The RMSE of mˆN , based on transformation T ,
onverges faster to 0 than the RMSEs of mN and mˆN0 .
We also show the RMSE of the MAP xˆ on gure 6.1. The MAP is required to
ompute the Laplae approximations mˆ (6.3) and Pˆ (6.4). One an see that the dif-
ferene between the MAP and the posterior expetation is large. This illustrates the
asymmetry of the posterior density and the importane of the seond term in formula
(6.3). Indeed, this term takes into aount the asymmetry of p at the MAP through
J ′(xˆ) = −(log p)′′′(xˆ), whih involves third-order derivatives of the model. This asym-
metry may explain why mˆN is a better approximation than mˆN0 , sine the former
depends on J ′(xˆ) and J ′′(xˆ) through mˆ and Pˆ , unlike the latter.
In gure 6.2, the RMSEs of the approximations of P are plotted. One again, it
an be seen that the Laplae approximation Pˆ is very aurate, and that importane
sampling based on the Laplae method yields a better approximation than importane
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Figure 6.2: RMSE of the approximations of posterior ovariane matrix P . Blak line:
PN , blue line PˆN , pink line: PˆN0 , green line: Pˆ .
sampling based on the prior.
Figure 6.3 shows the prior density q, the density of the shifted and saled density
q′ and the posterior density p. It is lear that the appliation of the transformation T
makes the sampling distribution loser to the posterior distribution.
Conlusion
We propose in this hapter a novel way to use the Laplae method within an importane
sampling sheme. We design a sampling distribution, taking into aount the likelihood,
by shifting and saling the prior so that its expetation and ovariane matrix math
the orresponding Laplae approximations. This tehnique is dierent than the way
the Laplae method and importane sampling have previously been assoiated in the
literature.
Sine the Laplae formulas are very aurate, one ould argue that there is no point
to use importane sampling. Although this may be true in the simple triangulation
example we onsider in this hapter, it is not hard to build a model where the Laplae
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approximations alone give poor results (a multimodal model, e.g.). Besides, importane
sampling approximation always outperforms deterministi Laplae approximation when
the number of partiles is large enough, for a xed number of observations. The former is
onsistent as the number of partiles tends to innity, whereas the latter is onsistent as
the number of observations tends to innity but biased when the number of observation
is xed.
In the next hapter, we adapt the idea introdued in this hapter to a dynami
model framework and we propose a novel partile lter whih ombines importane
sampling and the Laplae method. In partiular, the omputation of the MAP and
of the observed information matrix and its derivatives, whih is diult in a ltering
framework, will be disussed.
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(a) Prior density q.
(b) Transformed density q′.
() Posterior density p (unnormalized).
Figure 6.3: Tranformation of the prior density.
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Chapter 7
Partile ltering and the Laplae
method in dynami models
The Laplae method has been used in statespae models in [Strasser (2002)℄, [Jung-
baker and Koopman (2007)℄ and [Kleppe and Skaug (2012)℄ for the estimation of stati
parameters. In [Kleppe and Skaug (2012)℄, it is assoiated to sequential importane
sampling, yielding the so-alled Laplae aelerated sequential importane sampling
(LASIS) algorithm. In these artiles, the distribution of interest is approximated by a
Gaussian distribution with the same mode and the same urvature around the mode,
whih is alled its Laplae approximation and taken as a sampling distribution.
In this hapter, we assoiate sequential Monte Carlo and the Laplae methods for
nonlinear Bayesian ltering. The idea of shifting and saling the prior thanks to the
multidimensional Laplae approximations of posterior moments, introdued in hapter
6, is applied in a dynami and reursive framework. We propose a novel partile ltering
algorithm based on this idea: the Laplae partile lter (LPF).
We dene the model set-up (nonlinear state-spae models) in setion 7.1. The las-
sial partile lters against whih the LPF will be benhmarked in hapter 8  namely,
the sequential importane resampling (SIR) algorithm and the regularized partile lter
(RPF)  are presented in setion 7.2. Setion 7.3 is devoted to the presentation of the
LPF.
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7.1 Model set-up
We onsider a statespae model where the state proess is nonlinear with additive
Gaussian noise and the observation model is nonlinear.
The state spae is an open subset E of Rd. The state proess is the Markov proess
{Xk}k≥0 dened by the nonlinear dynamis
Xk = Fk(Xk−1) + Vk,
for k ≥ 1, where {Vk}k≥1 is a Gaussian white noise, Vk ∼ N (0,Σk) with invertible
matrix Σk. The initial state distribution is X0 ∼ Q0. The Markov kernel is denoted
Qk(x, dx
′) and its density qk(x, x
′).
The observation proess is {Yk}k≥0 and the likelihood funtion assoiated to the
observation Yk is denoted gk.
For all k ≥ 0, we denote µk the onditional distribution of Xk given Y0:k (the
posterior) and pk its density and we denote µ
−
k the onditional distribution of Xk given
Y0:k−1 (the preditor) and p
−
k its density (with the notation onvention Y0:−1 = Y0).
7.2 Standard partile ltering and regularized parti-
le ltering
For all k ≥ 0, let µNk denote the partile approximation of the posterior and µ−Nk the
partile approximation of the preditor.
7.2.1 Standard partile ltering
The most standard partile lter is algorithm 8. The partiles are sampled from the
Markov kernel Qk and resampled at random times aording to the eetive sample size
(ESS) riterion. We refer to this algorithm as the sequential importane resampling
(SIR) algorithm, following the terminology of [Arulampalam et al. (2002)℄.
The approximation µNk of the posterior is
µNk =
N∑
i=1
wikδξik (7.1)
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Algorithm 8 Standard partile lter (SIR).
• k = 0.
 For i = 1, . . . , N , sample ξi0 ∼ Q0.
 For i = 1, . . . , N , ompute the weight
wi0 ∝ g0(ξi0).
• k ≥ 1.
⊲ If N
e
≥ N
th
.
∗ For i = 1, . . . , N , sample ξik ∼ Qk(ξik−1, dx).
∗ For i = 1, . . . , N , ompute the weight
wik ∝ wik−1gk(ξik).
⊲ If N
e
< N
th
.
∗ For i = 1, . . . , N , sample ji ∼
∑N
i=1w
i
k−1δ{i}.
∗ For i = 1, . . . , N , sample ξik ∼ Qk(ξjik−1, dx).
∗ For i = 1, . . . , N , ompute the weight
wik ∝ gk(ξik).
and the approximation µ−Nk of the preditor is
µ−Nk =
N∑
i=1
wik−1δξik .
Besides, sine the Markov kernel admits a density, the preditor admits a density
as well, denoted p−k (x). The preditor density an be approximated using the weighted
partiles, onsistently as N →∞, by
p−Nk (x) =
N∑
i=1
wik−1qk(ξ
i
k−1, x).
The posterior also admits a density pk(x) whih, however, annot be straightforwardly
approximated. A way to do so is to use kernel regularization.
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7.2.2 Regularized partile ltering
The use of kernel regularization in partile ltering has been proposed in [Musso and
Oudjane (1998); Le Gland et al. (1998); Oudjane and Musso (2000); Musso et al. (2001)℄.
LetK be a symmetri density and h a real positive parameter, alled the bandwidth.
A kernel is a funtion Kh suh that Kh(x) =
1
hd
K
(
x
h
)
. The kernel regularization of
the posterior approximation µNk (7.1) is in the form of a nite mixture of shifted and
resaled densities,
pN,hk (x) =
N∑
i=1
wikKh(x− ξik). (7.2)
In the regularized partile lter (RPF, algorithm 9 at the end of the hapter), regular-
ization is performed after resampling by adding an independent noise to eah resampled
partile. The distribution of the regularized partiles admits the density (7.2), whih
onsistently approximates the posterior density pk(x) as N → ∞ and h → 0. See
[Musso et al. (2001)℄ for further details, in partiular how to eiently hoose h, whih
depends on the state spae dimension d and the number of partiles N .
An important feature of regularization is to improve partile approximation in the
ase of a small noise model. The performane of standard partile ltering (SIR) is often
poor when the state dynamis noise or the observation noise are small [Oudjane and
Musso (2000)℄. In this ase, bringing additional randomness to the partile population,
thanks to an artiial algorithm noise, allows to ope with the lak of model noise and
improves the performane of the algorithm. This improvement will be illustrated on
simulations in hapter 8.
7.3 Laplae partile ltering
Let
Jk(x) = −(log pk)′′(x) = −(log gk)′′(x)− (log p−k )′′(x)
be the observed information matrix of the state x ∈ E and
JNk (x) = −(log gk)′′(x)− (log p−Nk )′′(x)
7.3. Laplae partile ltering 147
Algorithm 9 Regularized partile lter.
• k = 0.
 For i = 1, . . . , N , sample ξi0 ∼ Q0.
 For i = 1, . . . , N , ompute the weight
wi0 ∝ g0(ξi0).
• k ≥ 1.
⊲ If N
e
≥ N
th
.
∗ For i = 1, . . . , N , sample ξik ∼ Qk(ξik−1, dx).
∗ For i = 1, . . . , N , ompute the weight
wik ∝ wik−1gk(ξik).
⊲ If N
e
< N
th
.
∗ For i = 1, . . . , N , sample ji ∼
∑N
i=1w
i
k−1δ{i}.
∗ For i = 1, . . . , N , sample ξ′ik ∼ Qk(ξjik−1, dx).
∗ Compute SNk = 1N
∑N
i=1 ξ
′i
k (ξ
′i
k )
T − 1
N2
(∑N
i=1 ξ
′i
k
)(∑N
i=1 ξ
′i
k
)
the empirial
ovariane matrix of (ξ′1k , . . . , ξ
′N
k ).
∗ For i = 1, . . . , N , sample Z i ∼ K(x)dx.
∗ For i = 1, . . . , N , ompute ξik = ξ′ik + h
[
SNk
]1/2
Z i.
∗ For i = 1, . . . , N , ompute the weight
wik ∝ gk(ξik).
its partile approximation. Let
xˆk = argmax
x∈E
{gk(x)p−k (x)}
be the MAP and
xˆNk = argmax
x∈E
{gk(x)p−Nk (x)}
its partile approximation.
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7.3.1 Laplae approximations of the posterior moments
Thanks to the approximated density of the preditor p−Nk (x) and to the likelihood
funtion gk(x), one an ompute the MAP xˆ
N
k , the observed information matrix J
N
k (x)
and the derivatives of JNk . Hene, the quantities involved in the Laplae formulas for
approximating the posterior expetation and ovariane are available, so that these
formulas are omputable.
From the derivations in hapter 3, let
mˆNk = xˆ
N
k −
1
2
(JˆNk )
−1(JˆNk )
′T vec[(JˆNk )
−1]
≈ E[Xk|Y0:k] (7.3)
and
PˆNk = (Jˆ
N
k )
−1 +
1
2
(JˆNk )
−1(JˆNk )
′T ((JˆNk )
−1 ⊗ (JˆNk )−1)(JˆNk )′(JˆNk )−1
+
1
2
(Id ⊗ vec[(JˆNk )−1]T (JˆNk )′)((JˆNk )′−1 ⊗ (JˆNk )′−1)(JˆNk )′(JˆNk )−1
− 1
2
(JˆNk )
−1(Id ⊗ vec[(JˆNk )−1]T )(JˆNk )′′(JˆNk )−1
≈ V[Xk|Y0:k], (7.4)
where JˆNk = J
N
k (xˆ
N
k ), (Jˆ
N
k )
′ = (JNk )
′(xˆNk ) and (Jˆ
N
k )
′′ = (JNk )
′′(xˆNk ), respetively be the
Laplae approximations of the posterior expetation and ovariane. The uppersript N
denotes the dependeny of these approximations on the partiles, through the partile
approximation p−Nk (x) of the preditor density.
7.3.2 Sampling partiles aording to the Laplae approxima-
tions
At time k, let (ξ−1k , . . . , ξ
−N
k ) be the partiles sampled from the preditor approximation
µ−Nk (with the onvention µ
−
0 = Q0).
Following the idea introdued in hapter 6, we apply on these partiles an ane
transformation based on the Laplae approximations mˆNk (7.3) and Pˆ
N
k (7.4). The aim
of this transformation is to reloate the partiles (ξ−1k , . . . , ξ
−N
k ) so that their empirial
mean and ovariane matrix math mˆNk and Pˆ
N
k . The transformation to be applied on
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eah ξ−ik is thus
TNk (x) =
[
PˆNk
]1/2 [
S¯−Nk
]−1/2
(x− ξ¯−Nk ) + mˆNk , (7.5)
where ξ¯−Nk =
1
N
∑N
i=1 ξ
−i
k and S¯
−N
k =
1
N
∑N
i=1(ξ
−i
k − ξ¯−Nk )(ξ−ik − ξ¯−Nk )T are the empirial
mean and ovariane matrix of (ξ−1k , . . . , ξ
−N
k ). Thus, the transformed partile sample(
TNk (ξ
−1
k ), . . . , T
N
k (ξ
−N
k )
)
admit the Laplae approximations mˆk and Pˆk as its rst and
seond-order empirial moments.
In other words, we sample partiles from the distribution
µ′−Nk = µ
−N
k ◦ (TNk )−1
instead of sampling from µ−Nk . This new sampling distribution takes into aount
the observation Yk through the Laplae approximations involved in the oeients of
transformation TNk . Note that µ
′−N
k admits a density, whih we denote p
′−N
k (x),
p′−Nk (x) = p
−N
k
(
(TNk )
−1(x)
) ∣∣∣det [((TNk )−1)′ (x)]∣∣∣
= p−Nk
([
S¯−Nk
]1/2 [
PˆNk
]−1/2
(x− mˆNk ) + ξ¯−Nk
)
det
[
S¯−Nk
]1/2
det
[
PˆNk
]−1/2
∝ p−Nk
([
S¯−Nk
]1/2 [
PˆNk
]−1/2
(x− mˆNk ) + ξ¯−Nk
)
.
To perform nonlinear ltering using sequential Monte Carlo and the Laplae meth-
ods, the transformation TNk (7.5) is embedded in a partile ltering algorithm. We
apply TNk in an adaptive way: when the ESS Neff is below the threshold Nth, the
Laplae formulas are omputed and TNk is applied just after resampling. This strategy
is implemented in algorithm 10.
7.3.3 Computational issues
MAP omputation. The Laplae formulas used in transformation TNk involve the
MAP, xˆNk = argmax
x∈E
{gk(x)p−Nk }, whih an be diult to ompute, espeially when the
state spae dimension is large.
However, in Bayesian ltering it is often the ase that the likelihood gk depends
on the state vetor x only through a subvetor xo. The subvetor xo is said to be
observable, whereas the remaining subvetor xn is said to be nonobservable. Let x =
150 Chapter 7. Partile ltering and the Laplae method in dynami models
(xo, xn) ∈ E ⊂ Rd suh that gk(x) = gk(xo). Notie that
max
x∈E
{gk(x)p−Nk (x)} = maxxo,xn {gk(x
o)p−Nk (x
o, xn)}
= max
xo
{gk(xo)max
xn
{p−Nk (xo, xn)}}
= max
xo
{gk(xo)p−Nk (xo, xˆn(xo))}
where xˆn(xo) = argmax
xn
{p−Nk (xo, xn)} for any xo. Therefore, the partile approximation
of the MAP an be expressed as
xˆNk = argmax
x∈E
{gk(x)p−Nk (x)} = (xˆo, xˆn(xˆo)) (7.6)
where xˆo = argmax
xo
{gk(xo)p−Nk (xo, xˆn(xo))}. If xˆn(xo) an be omputed analytially,
one an simplify optimization by maximizing gk(x
o)p−Nk (x
o, xˆn(xo)) over the subspae
{xo : (xo, xn) ∈ E} of the state spae orresponding to the observable part of the state.
Computation of the information matrix and its derivatives. Laplae approxi-
mations also involve the observed information matrix and its derivatives. JNk , (J
N
k )
′
and
(JNk )
′′
need to be evaluated only at the MAP. Thus, one the MAP is available, JNk (xˆ
N
k ),
(JNk )
′′(xˆNk ) and (J
N
k )
′′(xˆNk ) an be omputed by numerial dierentiation around xˆ
N
k (see
the supplementary material of [Koyama et al. (2010)℄).
Computation of the preditor density. The weighting step
wik ∝
gk(ξ
i
k)p
−N
k (ξ
i
k)
p−Nk ((T
N
k )
−1(ξik))
=
gk(ξ
i
k)p
−N
k (ξ
i
k)
p−Nk (ξ
−i
k )
is diult to perform in pratie beause of the form of the approximated preditor
density involved at the numerator,
p−Nk (x) =
N∑
i=1
wik−1qk(ξ
i
k−1, x) ∝
N∑
i=1
wik−1 exp
(
−1
2
(x− Fk(ξik−1))TΣ−1k (x− Fk(ξik−1))
)
.
(7.7)
This density is a mixture of Gaussian densities that may be onentrated around their
maxima, if the ovariane Σk of the state dynamis noise is small, e.g. In that ase, it
is likely that, one transformation TNk has been applied, many partiles ξ
i
k lie between
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the modes Fk(ξ
i
k−1) of mixture (7.7). Then, p
−N
k (ξ
i
k) ≈ 0, so that wik ≈ 0. A way to
ope with this phenomenon is to use kernel regularization to smooth (7.7), whih then
beomes
p−N,hk (x) =
1
N
N∑
i=1
wik−1Kh(x− ξ−ik ),
where ξ−1k , . . . , ξ
−N
k are the partiles after resampling. The weights are then omputed
as
wik ∝
gk(ξ
i
k)p
−N,h
k (ξ
i
k)
p−N,hk (ξ
−i
k )
. (7.8)
The kernel approximation of the preditor is onsistent asN →∞ and h→ 0. However,
kernel regularization requires to tune the bandwidth parameter h, whih depends on d
and N , and demands a lot of omputational power.
7.3.4 Gaussian approximation of the preditor
We now propose a drasti way to simplify the omputations involved in the Laplae
approximations and the weighting step, whih will be demonstrated pratially eient
in the numerial experiments in hapter 8.
The simpliation relies on the Gaussian approximation of the preditor. Let µ˜−Nk =
ϕm−Nk ,P
−N
k
be a Gaussian distribution approximating µ−Nk , with expetation m
−N
k and
ovariane matrix P−Nk , and let p˜
−N
k be its density.
From equation (7.6), using p˜−Nk instead of p
−N
k , the MAP is omputed as
xˆNk = argmax
x∈E
{gk(x)p˜−Nk (x)} = (xˆo, xˆn(xˆo)),
where xˆn(xo) = argmax
xn
{p˜−Nk (xo, xn)}. In this ase, xˆn(xo) is the onditional expetation
∫
E
xnp˜−Nk (x
o, xn)dxn∫
E
p˜−Nk (x
o, xn)dxn
,
whih an be omputed exatly sine p˜−Nk is a Gaussian density (see remark 7.3.1 below).
Remark 7.3.1. Suppose that the expetation and the ovariane matrix of the Gaussian
approximation of the preditor are respetively in the form of m−Nk =
(
m−N,ok m
−N,n
k
)T
and P−Nk =
(
P−N,ok P
−N,on
k
P−N,nok P
−N,n
k
)
, where the uppersript o denotes the observable part and
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the uppersript n denotes the nonobservable part. Then, straightforward alulations
yield xˆn(xo) = m−N,nk + P
−N,no
k
[
P−N,ok
]−1
(xo −m−N,ok ). Thus, the remaining optimiza-
tion problem is maxxo{gk(xo)p˜−Nk (xo, xˆn(xo))}, whih is a lower dimension problem.
Moreover, the Gaussian approximation of the preditor allows to ompute more
easily the observed information matrix and its derivatives. Indeed, (log p˜−Nk )
′′(x) =[
P−Nk
]−1
for all x ∈ E, so that (log p˜−Nk )′′′(x) and (log p˜−Nk )(4)(x) (whih are involved in
(JNk )
′(x) and (JNk )
′′(x)) are zero. Therefore, the diulty is redued to the omputation
of (log g˜k)
′′(xˆNk ), (log g˜k)
′′′(xˆNk ) and (log g˜k)
(4)(xˆNk ). On the other hand, when working
with the onsistent density approximation p−Nk (x) =
∑N
i=1w
i
k−1qk(ξ
i
k−1, x) rather than
with the Gaussian approximation p˜−Nk , one must ompute
(log p−Nk )
′′(x)
= − 1(∑N
i=1w
i
k−1qk(ξ
i
k−1, x)
)2
(
N∑
i=1
wik−1
∂qk
∂x
(ξik−1, x)
)T ( N∑
i=1
wik−1
∂qk
∂x
(ξik−1, x)
)
+
1∑N
i=1w
i
k−1qk(ξ
i
k−1, x)
N∑
i=1
wik−1
∂2qk
∂x2
(ξik−1, x)
and its higher order derivatives, whih is umbersome.
Lastly, the Gaussian approximation an be used to ompute the importane weight
as
wik ∝
gk(ξ
i
k)p˜
−N
k (ξ
i
k)
p˜−Nk (ξ
−i
k )
,
whih is simpler than using kernel regularization as in (7.8).
However, the prie to pay when approximating the preditor by a Gaussian is the
loss of onsisteny of the approximation as N →∞ (if one uses p−Nk (x)) or N →∞ and
h → 0 (if one uses p−N,hk (x)). In pratie, this drawbak is often not prohibitive, as it
will be illustrated in the simulation experiments in hapter 8. The appliability of this
approximation is restrained to models where the preditor density has a pronouned
main mode, that is the preditor is rather onentrated around its maximum value.
We detail now two methods to obtain p˜−Nk (x), i.e. to ompute its expetation m
−N
k
and its ovariane P−Nk . The rst one is to use the partiles propagated through the
Markov kernel and to ompute empirial moments. Let ξ′−ik ∼ Qk(ξik−1, dx) for i ∈
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{1, . . . , N}. Then,
m−Nk =
N∑
i=1
wik−1ξ
′−i
k (7.9)
and
P−Nk =
N∑
i=1
wik−1(ξ
′i−
k −m−Nk )(ξ′i−k −m−Nk )T (7.10)
are respetively onsistent approximations of the true expetation and ovariane of
µ−k . Another way to obtain these moments is
m−Nk = Fk(m˜
N
k−1) (7.11)
and
P−Nk = F
′
k(m˜
N
k−1)P˜
N
k−1F
′
k(m˜
N
k−1)
T + Σk, (7.12)
like in the extended Kalman lter, where m˜Nk−1 and P˜
N
k−1 are some approximations
of the posterior expetation and ovariane at time k − 1. m˜Nk−1 and P˜Nk−1 an be
Laplae approximations (m˜Nk−1 = mˆ
N
k−1 and P˜
N
k−1 = Pˆ
N
k−1) or partile approximations
(m˜Nk−1 =
∑N
i=1w
i
k−1ξ
i
k−1 and P˜
N
k−1 =
∑N
i=1w
i
k−1(ξ
i
k−1 − m˜Nk−1)(ξik−1 − m˜Nk−1)T ). Unlike
the rst method, the seond method does not provide onsistent approximations of the
moments of µ−k . (Note that m
−N
k and P
−N
k an also be omputed using the unsented
transformation, like in the unsented Kalman lter [Julier and Uhlmann (2004)℄.)
Finally, the sought Gaussian density, to be used in the Laplae approximations, is
p˜−Nk (x) = |(2π)d detP−Nk |−1/2 exp
(
−1
2
(x−m−Nk )T
[
P−Nk
]−1
(x−m−Nk )
)
.
The algorithm embedding Laplae approximations with a Gaussian approximation
of the preditor is algorithm 11. It is alled the Laplae partile lter (LPF).
Conlusion
In this hapter, we propose a novel partile ltering algorithm, alled the Laplae par-
tile lter (LPF), whih assoiates sequential Monte Carlo sampling and the Laplae
method. The priniple of this algorithm is to apply a transformation on the partiles
when the ESS is too small, this transformation being based on the Laplae approxima-
tions for the posterior expetation and ovariane matrix. The objetive is to reloate
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the partiles so that their distribution is loser to the optimal posterior distribution, in
order to improve weighting and thus avoid weight degeneray.
This approah is a way to design a new sampling distribution that mathes the
posterior (approximate) expetation and ovariane. However, it is sometimes not ne-
essary that a good sampling distribution must have its rst- and seond-order moments
lose to those of the distribution of interest. For example, a sampling distribution with
heavier tails than the posterior an be preferred, in whih ase Student's t-distribution
is a good andidate [Evans and Swartz (1995)℄. That is, if mˆNk and Pˆ
N
k are the Laplae
approximations at time k, then the partiles an be sampled as
ξ−ik = mˆ
N
k +
[
PˆNk
]1/2
Ti, (7.13)
for i ∈ {1, . . . , N}, where Ti ∼ tdf (tdf being Student's t-distribution in Rd with df
degrees of freedom).
Formulas (7.3) and (7.4) look long and ompliated, but what is atually ompliated
is:
• the omputation of the MAP,
• the evaluation of the observed information matrix and its derivatives at the MAP.
However, omputing the MAP an be drastially simplied thanks to the Gaussian
approximation of the preditor (see remark 7.3.1). Besides, when the likelihood model
is known well enough so that the derivation of (log gk)
′′(x), (log gk)
′′′(x) and (log gk)
(4)(x)
an be done oine, the (online) evaluation of the observed information matrix and its
derivatives at the MAP is straightforward. Then, if the values of xˆk, J
N
k (xˆk), (J
N
k )
′(xˆk),
(JNk )
′′(xˆk) and (J
N
k )
−1(xˆk) are respetively ontained in the variables
map; J; dJ; d2J; Jinv;
then the Laplae approximations mˆNk and Pˆ
N
k are omputed in MATLAB as:
expetation_laplae = map - 0.5*inv(J)*dJ'*invJ(:);
ovariane_laplae = invJ + .5*invJ*dJ'*kron(invJ,invJ)*dJ*invJ...
+ .5*kron(eye(d),invJ(:)'*dJ)*kron(invJ,invJ)*dJ*invJ...
- .5*invJ*kron(eye(d),invJ(:)')*d2J*invJ;
whih orresponds to formulas (7.3) and (7.4). The LPF is applied on pratial nonlin-
ear ltering problems in the next hapter.
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Algorithm 10
• k = 0.
 For i = 1, . . . , N , sample ξ−i0 ∼ Q0.
 Compute xˆ0 = argmax
x∈E
{g0(x)q0(x)}.
 Compute J0(xˆ0) = −(log g0)′′(xˆ0)− (log q0)′′(xˆ0), (J0)′(xˆ0) and (J0)′′(xˆ0).
 Compute mˆ0 and Pˆ0 aording to (7.3) and (7.4).
 For i = 1, . . . , N , ompute ξi0 = T0(ξ
−i
0 ) aording to (7.5).
 For i = 1, . . . , N , ompute the weight
wi0 ∝
g0(ξ
i
0)q0(ξ
i
0)
q0(ξ
−i
0 )
.
• k ≥ 1.
 If N
e
≥ N
th
.
∗ For i = 1, . . . , N , sample ξik ∼ Qk(ξik−1, dx).
∗ For i = 1, . . . , N , ompute the weight
wik ∝ wik−1gk(ξik).
 If N
e
< N
th
.
∗ For i = 1, . . . , N , sample ji ∼
∑N
i=1w
i
k−1δ{i}.
∗ For i = 1, . . . , N , sample ξi−k ∼ Qk(ξjik−1, dx).
∗ Compute xˆNk = argmax
x∈E
{gk(x)p−Nk (x)}.
∗ Compute JNk (xˆNk ) = −(log gk)′′(xˆNk ) − (log p−Nk )′′(xˆNk ), (JNk )′(xˆNk ) and
(JNk )
′′(xˆNk ).
∗ Compute mˆNk and PˆNk aording to (7.3) and (7.4).
∗ For i = 1, . . . , N , ompute ξik = TNk (ξ−ik ) aording to (7.5).
∗ For i = 1, . . . , N , ompute the weight
wik ∝
gk(ξ
i
k)p
−N
k (ξ
i
k)
p−Nk (ξ
−i
k )
.
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Algorithm 11 Laplae partile lter.
• k = 0.
 For i = 1, . . . , N , sample ξ−i0 ∼ Q0.
 Compute xˆ0 = argmax
x∈E
{g0(x)q0(x)}.
 Compute J0(xˆ0) = −(log g0)′′(xˆ0)− (log q0)′′(xˆ0), (J0)′(xˆ0) and (J0)′′(xˆ0).
 Compute mˆ0 and Pˆ0 aording to (7.3) and (7.4).
 For i = 1, . . . , N , ompute ξi0 = T0(ξ
−i
0 ) aording to (7.5).
 For i = 1, . . . , N , ompute the weight
wi0 ∝
g0(ξ
i
0)q0(ξ
i
0)
q0(ξ
−i
0 )
.
• k ≥ 1.
⊲ If N
e
≥ N
th
.
∗ For i = 1, . . . , N , sample ξik ∼ Qk(ξik−1, dx).
∗ For i = 1, . . . , N , ompute the weight
wik ∝ wik−1gk(ξik).
⊲ If N
e
< N
th
.
∗ Compute m−Nk and P−Nk aording to (7.9) and (7.10) (or (7.11) and
(7.12)).
∗ For i = 1, . . . , N , sample ξ−ik ∼ N (m−Nk , P−Nk ).
∗ Compute xˆNk = argmax
x∈E
{gk(x)p˜−Nk (x)}, where p˜−Nk is the density of the
distribution N (m−Nk , P−Nk ).
∗ Compute JNk (xˆNk ) = −(log gk)′′(xˆNk ) − (log p˜−Nk )′′(xˆNk ), (JNk )′(xˆNk ) and
(JNk )
′′(xˆNk ).
∗ Compute mˆNk and PˆNk aording to (7.3) and (7.4).
∗ For i = 1, . . . , N , ompute ξik = TNk (ξ−ik ) aording to (7.5).
∗ For i = 1, . . . , N , ompute the weight
wik ∝
gk(ξ
i
k)p˜
−N
k (ξ
i
k)
p˜−Nk (ξ
−i
k )
.
Chapter 8
Simulation experiments
We apply in this hapter the algorithms proposed in the thesis and ompare them to
existing algorithms. The Laplae partile lter (hapter 7) and the Kalman Laplae
lter (hapter 5) are used on three real-life Bayesian ltering problems: bearingsonly
target traking, ballisti target traking, neural deoding. We proess simulated obser-
vations rather than real observations. Although less realisti, this allows us to make the
model parameters vary and to study the performane of the algorithms depending on
these parameters. We partiularly fous on diult situations where the model noise
is small (see hapter 2).
We have not tuned the simulation parameters to optimize the performane of the
algorithms. The ESS threshold under whih the partiles are resampled was set at
N
th
= 2/3N in all the partile lters. As mentioned in hapter 7, the omputation of
the MAP and of the observed information matrix and its derivatives are the triky part
of the LPF. In the simulations in this hapter, optimization to ompute the MAP has
been performed w.r.t. to the observable state vetor, whih has lower dimension than
the whole state vetor (see remark 7.3.1 in hapter 7), using the "fminsearh" MATLAB
funtion. The observable state vetor orresponds to the target position in the bearings
only target traking and the ballisti target traking appliations. Besides, details
regarding the dierentiation of the log-likelihood, in order to ompute the observed
information matrix and its derivatives, are provided in appendix A.
We desribe in setion 8.1 how we assess the performane of the algorithms, in
terms of auray and robustness to divergene. The simulation experiments and their
results for bearingsonly target traking, ballisti target traking and neural deoding
are respetively presented in setions 8.2, 8.3 and 8.4.
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8.1 Performane evaluation in Bayesian ltering
We desribe in this setion how to assess the performane of ltering algorithms in
simulation experiments.
8.1.1 Simulation set-up
As we onsider exlusively simulated problems, it is possible to run the ltering algo-
rithm as many times as we want. Let n be the number of disretetime steps of the
statespae model and let R be the number of times we run the algorithm.
To eah run r ∈ {0, . . . , R} orresponds a "true" state sequene Xtrue,r0:n . The initial
true state of eah sequene is sampled from the initial state prior distribution,
Xtrue,r0 ∼ Q0(dx)
independently for r ∈ {0, . . . , R}. Xtrue,r0 is then deterministially propagated aording
to a noisefree state dyamis in the form of Xk = Fk(Xk−1), for k ∈ {1, . . . , n}. Q0(dx)
is hosen suh that it has a high level of unertainty (its variane is large); thus the
initial true states Xtrue,10 , . . . , X
true,R
0 are very dierent among themselves and so are the
true state sequenes Xtrue,10:n , . . . , X
true,R
0:n .
From the R true state sequenes, R observation sequenes are independently simu-
lated thanks to the likelihood model,
Y r0:n ∼
n∏
k=0
P[Yk ∈ dyk|Xtrue,rk ],
for r ∈ {1, . . . , R}. Using eah of the R observation sequenes, a sequene of estimators
of the hidden state is omputed thanks to the ltering algorithm. Let
{
Xˆrk(Y
r
1:k)
}
0≤k≤n
be the rth output of the algorithm, where the observations Y r0:n are proessed. In
ltering, the estimator Xˆrk(Y
r
1:k) depends only on the past observations Y
r
1:k.
After R runs of the algorithm, we end up with R realizations of trajetories of the
state estimator proess. Indiators of statistial performane an be omputed thanks
to these multiple realizations. In all the simulation experiments of this hapter, the
8.1. Performane evaluation in Bayesian ltering 159
number of runs is set to R = 500.
8.1.2 Auray
We drop momentarily the time index. We dene the mean squared error (MSE) between
the hidden state X and an estimator Xˆ(Y ) as
MSE(Xˆ(Y )) = E
[∣∣∣Xˆ(Y )−X∣∣∣2] .
(Notie that this denition is dierent than the one used in hapter 6.) It an be
deomposed as
E
[∣∣∣Xˆ(Y )−X∣∣∣2] = E [∣∣∣Xˆ(Y )− E[X|Y ]∣∣∣2]+ E [|E[X|Y ]−X|2] , (8.1)
where the rst term is the error due to the algorithm whih provides Xˆ(Y ), and the
seond term is intrinsi to the model (see gure 8.1). From deomposition (8.1), it an
be seen that the estimator Xˆ(Y ) = E[X|Y ] minimizes the algorithm error. In general,
the posterior expetation E[X|Y ] is unknown.
PSfrag replaements
X
E[X|Y ]
Xˆ(Y )
σ(Y )
Figure 8.1: deomposition of the statistial error. σ(Y ) denotes the σeld generated
by observation Y .
Under tehnial onditions whih are satised in most ases, its MSE is bounded
from below by the posterior Cramér-Rao bound. Let p(x|Y ) be the posterior density,
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whih is supposed to be suiently regular w.r.t. the state variable x. The posterior
Cramér-Rao bound is the inverse of the Fisher information matrix,
E
[∣∣∣Xˆ(Y )−X∣∣∣2] ≥ J−1 (8.2)
where the Fisher information matrix is
J = −E [(log p)′′(X|Y )] .
See [Van Trees (2001)℄ for the derivation of the posterior Cramér-Rao bound.
Thus, if the Fisher information matrix exists, from (8.1) and (8.2) we have that
MSE(Xˆ(Y )) = E
[∣∣∣Xˆ(Y )−X∣∣∣2] ≥ E [|E[X|Y ]−X|2] ≥ J−1
for any estimator Xˆ(Y ), where the seond inequality holds sine E[X|Y ] is an unbiased
estimator of X .
Let us re-introdue the time index k. The MSE of the estimator Xˆk(Y1:k) of Xk is
an expetation w.r.t. to the joint distribution of (Xk, Y1:k). In pratie, it is diult to
integrate w.r.t. this distribution so that the true MSE is generally not omputable. In
this hapter, to assess the auray of the estimators, we will approximate it as
MSE(Xˆk(Y1:k)) = E
[∣∣∣Xˆk(Y1:k)−Xk∣∣∣2
]
≈ 1
R
R∑
i=1
∣∣∣Xˆrk(Y r1:k)−Xtrue,rk ∣∣∣2
(reall R is the number of runs).
Note that, in statespae models, the Fisher informationmatix Jk = −E [(log pk)′′(Xk|Y1:k)]
an be omputed reursively using the algorithm proposed in [Tihavsk y et al. (1998)℄.
8.1.3 Robustness to divergene
In nonlinear ltering, it is a ruial issue to avoid divergene [Gustafsson (2010)℄. We
dene here the riterion that is used in this hapter to deide whether or not a run of
the ltering algorithm is divergent.
Our divergene riterion is based on a Gaussian approximation of the posterior
at nal time n. In eah algorithm we onsider, the hidden state is estimated by an
approximation of the posterior expetation, i.e. Xˆrn(Y
r
0:n) ≈ E[Xn|Y0:n]. Eah algorithm
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also delivers an approximation of the posterior ovariane matrix, denoted Pˆ rn(Y
r
0:n),
i.e. Pˆ rn(Y
r
0:n) ≈ V[Xn|Y0:n]. We say that the rth run of the algorithm is divergent
if its nal output is suh that the nal true state X true,rn does not belong to the 99%
ondene ellipsoid assoiated with the Gaussian distribution with expetation Xˆrn(Y
r
0:n)
and ovariane Pˆ rn(Y
r
0:n). That is, if
(
Xˆrn(Y0:n)−X true,rn
)T [
Pˆ rn(Y
r
0:n)
]−1 (
Xˆrn(Y0:n)−X true,rn
)
> χ2d,0.99,
where χ2d,0.99 is the 0.99order quantile of the χ
2
distribution with d degrees of freedom
(d being the state dimension), then the rth run is said to be divergent.
In a nutshell, a run is divergent when the nal true state lies on the tail of the
Gaussian approximation of the posterior delivered by the algorithm.
8.2 Bearingsonly target traking
We rst onsider the problem of traking an objet in the plane with angleonly obser-
vations [Risti et al. (2001); Risti and Arulampalam (2003); Musso et al. (2011)℄. Here,
we are interested in the ase where the observations are delivered by a maneuvering
sensor.
8.2.1 Model
A target in the Cartesian plane moves aording to a retilinear uniform motion. A
moving sensor measures the azimuth of the target w.r.t. a referene diretion. The
sensor must maneuver to insure the observability of the target over time [Le Cadre and
Jauret (1997)℄.
The observations {Yk}k≥0 are delivered every∆ seonds. At time k∆, we denote sk =(
sk,1 sk,2
)T
the sensor position,
(
Xk,1 Xk,2
)T
the target position and
(
X˙k,1 X˙k,2
)T
the target veloity. The state vetor at time k∆ is thenXk =
(
Xk,1 X˙k,1 Xk,2 X˙k,2
)T
and the observation model is
Yk = arctan
Xk,2 − sk,2
Xk,1 − sk,1 +Wk
where {Wk}k≥0 is a Gaussian white noise with Wk ∼ N (0, σ2).
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The initial state of the target is modeled a priori by a Gaussian distribution with
expetation m0 and ovariane matrix Σ0.
PSfrag replaements
Yk
sensor
target
Figure 8.2: Bearingsonly observation.
The state dynamis is a Markov proess,
Xk = FXk−1 + Vk,
where {Vk}k≥0 is a Gaussian white noise, with Vk ∼ N (0,Σk), and where
F =


1 ∆ 0 0
0 1 0 0
0 0 1 ∆
0 0 0 1

 .
For k ≥ 1, the state noise ovariane matrix is
Σk = s


∆3
3
∆2
2
0 0
∆2
2
∆ 0 0
0 0 ∆
3
3
∆2
2
0 0 ∆
2
2
∆

 . (8.3)
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8.2.2 Simulation parameters
We onsider two simulation senarii, orresponding to dierent trajetories of the sensor
and the target. In senario 1, the state dynamis is noisefree and the sensor maneuvers
ontinuously. In senario 2, there is a state dynamis noise and the sensor maneuvers
abruptly. These senarii are shown on gure 8.3.
Senario 1. The expetation of the initial target position is
(
4000 4000
)T
(in me-
ters) and its initial veloity is
(
7/
√
2 7/
√
2
)T
(in meters per seond). The initial
sensor position is
(
0 0
)T
and its initial ourse is π/4 radians. The sensor moves at
speed 15m/s (like the target) and its ourse rotates at speed −π/600 radians per seond.
In this senario, we suppose that the state dynamis is noisefree, i.e. s = 0 in (8.3).
A noisefree state dynamis is hallenging in partile ltering. Indeed, the generally
hosen sampling distribution is the distribution of the state proess noise, like in the
SIR algorithm (algorithm 8, see hapter 7). When only X0 is random and the dynamis
is noisefree, the partiles are sampled initially one aording to Q0(dx) and then are
deterministially propagated. This situation may lead to severe weight degeneray. The
use of kernel regularization is mandatory in this ase, as it will be demonstrated in the
experimental results below. The lak of model noise must be balaned by an artiial
algorithm noise.
Senario 2. The expetation of initial target position is
(
4000 4000
)T
and its initial
veloity is
(
7 0
)T
. The initial sensor position is
(
0 0
)T
. Its veloity is
(
7 0
)T
during the rst half of the simulation. At time step ⌊n/2⌋ (reall n denote the number
of time iterations), the sensor makes a 2π/3 radians rotation and pursues its ourse at
onstant veloity
(
−7/2 7√3/2
)T
. The state dynamis noise ovariane (8.3) is suh
that s = 0.1 m2/s3.
In both senarii, the period between two observations is ∆ = 1 s. The number of
time iterations is n = 121, so that the duration of the senario is 120 s. The initial
state ovariane matrix is Σ0 = diag(1000
2, 22, 10002, 22) (in m2, (m/s)2, m2, (m/s)2).
The observation noise standard deviation σ is set at dierent values, from σ = 0.01◦ to
1◦.
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Figure 8.3: senario 1 (left) and senario 2 (right); red line: target, blue line: sensor.
8.2.3 Results
The KLF appears to be totally inadequate for the bearingsonly traking problem, sine
it always diverges in our simulations.
We then ompare the three other algorithms: the SIR algorithm, the RPF and
the LPF. Non-divergene rates are omputed for senario 1 (table 8.1) and senario 2
(table 8.2), for dierent values of the observation noise standard deviation σ and of the
number of partiles N . We an rst notie that the SIR algorithm behaves extremely
poorly in senario 1, whih is due to the lak of state dynamis noise. The RPF is more
robust to divergene than the SIR algorithm in the two senarii, but its performane
is degraded when σ is small. The LPF appears to be the best algorithm as it almost
never diverges, regardless of σ, even with a small number of partiles.
When we further redue the number of partiles, the LPF remains very robust to
divergene. For σ = 0.1◦, the non-divergene rate of the LPF is 86% when N = 300 and
44% when N = 100 for senario 1, and 97% when N = 300 and 76% when N = 100 for
senario 2. Comparatively, the non-divergene rate of the RPF is 1% when N = 300
and 0% when N = 100 for senario 1, and 22% when N = 300 and 4% when N = 100
for senario 2.
The evolution in time of the RMSE of the estimated position and speed are shown
for senario 1 (gure 8.4) and senario 2 (gure 8.5), for the RPF and the LPF, with
σ = 0.1◦ and N = 3000 and using non-divergent runs. Both algorithms exhibit a similar
auray in senario 1. (Notie that, due to the large amount of divergene of the RPF
in senario 1, one omputes the RMSE of a biased estimator when onsidering only
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SIR RPF LPF SIR RPF LPF
0.01◦ 00 00 97 00 01 98
0.05◦ 00 05 96 00 29 98
0.1◦ 00 17 96 00 52 98
0.5◦ 00 67 97 04 88 98
1◦ 05 81 97 35 94 97
σ N = 1000 N = 3000
Table 8.1: non-divergene rates (in perentage) for senario 1 (without state noise).
SIR RPF LPF SIR RPF LPF
0.01◦ 4 12 99 5 29 100
0.05◦ 7 42 100 15 73 100
0.1◦ 12 58 100 33 83 100
0.5◦ 49 89 99 78 96 100
1◦ 69 93 100 89 98 99
σ N = 1000 N = 3000
Table 8.2: non-divergene rates (in perentage) for senario 2 (with state noise).
non-divergent runs. This explains why the RMSE of the RPF an be slightly below
the posterior Cramér-Rao bound.) In senario 2, the LPF is notieably better than the
RPF, espeially for the estimation of the speed.
The average resampling rate over time is plotted in gure 8.6 for the RPF and the
LPF and for σ = 0.1◦ and N = 3000. One an observe that it dereases over time,
as the target beomes more and more observable [Le Cadre and Jauret (1997)℄. The
resampling rate of the LPF is slightly below that of the RPF.
Conerning the omputational time, a non-divergent run of the LPF requires ap-
proximately 1.8 times more time than a non-divergent run of the RPF.
8.3 Ballisti target traking during atmospheri reen-
try
The seond problem we onsider is to trak a ballisti objet falling into the atmosphere,
along a vertial line. This is the same problem as in [Risti et al. (2003)℄, whih is
hallenging due to the nonlinear nature of the objet dynamis in this ontext.
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Figure 8.4: RMSE of the estimated position (left) and speed (right) in senario 1 for
σ = 0.1◦ and N = 3000 (non-divergent runs); blak line: RPF, blue line: LPF, red
dashed line: posterior Cramér-Rao bound.
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Figure 8.5: RMSE of the estimated position (left) and speed (right) in senario 2 for
σ = 0.1◦ and N = 3000 (non-divergent runs); blak line: RPF, blue line: LPF, red
dashed line: posterior Cramér-Rao bound.
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Figure 8.6: resampling rate over time for σ = 0.1◦ and N = 3000 (non-divergent runs);
left: senario 1 (without state noise), right: senario 2 (with state noise); blak line:
RPF, blue line: LPF.
8.3.1 Model
At time t, let ht be the altitude of the objet, vt its veloity and βt its ballisti oeient.
βt depends on the objet mass, shape and ross-setional area at time t. The main
fores that at on a ballisti objet falling into the atmosphere are weight and drag.
We suppose the other fores are negletible. Newton's seond law then yields
v˙t = −ρ(ht)gv
2
t
2βt
+ g
where ρ(ht) is the air density at altitude ht and g = 9.81m/s
2
is the weight aeleration.
ρ is dened by ρ(ht) = c1e
−c2ht
, where c1 = 1.227 and c2 = 1.093 ·10−4 when ht < 9144,
and c1 = 1.754 and c2 = 1.49 · 10−4 when ht ≥ 9144 [Farina et al. (2002)℄. The ballisti
oeient is supposed to be onstant, i.e.
β˙t = 0,
whih is generally the ase for objets with a high super-soni speed [Farina et al.
(2002); Suwantong et al. (2012)℄.
Let Xt =
(
ht vt βt
)T
be the state vetor at time t, taking values in R∗+ × R ×
R
∗
+. A sensor measures the altitude of the objet every ∆ seonds. The disretetime
observation model is
Yk = HXk +Wk
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for k ≥ 0, where
H =
(
1 0 0
)
and {Wk}k≥0 is a Gaussian white noise with Wk ∼ N (0, σ2).
After disretization, the state dynamis is
Xk = Fk(Xk−1) + Vk
for k ≥ 1, where
Fk(Xk−1) = FdynXk−1 −
(
0 ∆ 0
)(ρ(X1,k−1)gX22,k−1
2X3,k−1
− g
)
,
with
Fdyn =


1 −∆ 0
0 1 0
0 0 1

 .
Xj,k, for j ∈ {1, 2, 3}, denotes the jth omponent of the state vetor Xk. The state noise
proess {Vk}k≥0 takes into aount the model imperfetions, suh that unaounted
fores ating on the objet or small variations of the ballisti oeient. It is a Gaussian
white noise, Vk ∼ N (0,Σk) where
Σk =


s∆
3
3
s∆
2
2
0
s∆
2
2
s∆ 0
0 0 sβ∆


when k ≥ 1. The joint distribution of the initial altitude X1,0 and veloity X2,0 is a
Gaussian with expetation m0 and 2 × 2 ovariane matrix Σ0. The initial ballisti
oeient is independent from X1,0 and X2,0 and obeys to a beta distribution saled
on the support [β−, β+], with parameters λ1, λ2. This distribution has the density
f(β0) =
Γ(λ1 + λ2)
(β+ − β−)Γ(λ1)Γ(λ2)
(
β0 − β−
β+ − β−
)λ1−1(
1− β0 − β
−
β+ − β−
)λ2−1
,
where Γ is Euler's gamma funtion. This hoie of initial distribution on the ballisti
oeient is made in [Risti et al. (2003)℄ sine it is suitable for modeling the initial
prior knowledge on the target.
This simple ballisti target traking senario is outlined in gure 8.7.
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Figure 8.7: Ballisti objet traking senario.
8.3.2 Simulation parameters
The period between two observations is ∆ = 0.1 s and the duration of the objet fall is
20 s, so that the number of disrete time iterations is n = 201. The observation noise
standard deviation is set at dierent values, from σ = 10 m to σ = 200 m.
The expetation of the initial altitude and veloity is m0 =
(
6.1 · 104 3 · 103
)T
(in
m and m/s) and their ovariane matrix is Q0 = diag(10
4, 5 · 102) (in m2 and (m/s)2).
The parameters of the initial ballisti oeient prior distribution are β− = 10000,
β+ = 63000 (in kg/(ms2))(whih denes the range of admissible values for β0), and
λ1 = λ2 = 1.1.
The parameters of the state noise ovariane matrix are set at s = sβ = 5 m
2
/s
3
.
8.3.3 Results
The ompared algorithm are the extended Kalman lter (EKF), the SIR algorithm, the
RPF and the LPF. Note that the EKF is idential to the KLF for the model onsidered
in this setion, sine the observation funtion is linear.
Non-divergene rates are shown in table 8.3, for dierent values of σ and N . The
SIR algorithm is totally unadapted to this traking problem sine it diverges for every
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Figure 8.8: evolution in time of the altitude (in m, left) and speed (in m/s, right) of
the falling objet.
run. The performane of RPF degrades as σ beomes small. On the other hand, the
EKF diverges less than the RPF when σ is small and more when σ is large. The LPF
is the most robust to divergene for all the values of σ.
The LPF is also very robust to divergene when the number of partiles is very
small in this appliation. For σ = 100 m, the non-divergene rate of the LPF is 96%
when N = 300 and 78% when N = 100. On the other hand, the non-divergene rate of
the RPF is 9% when N = 300 and 0% when N = 100.
SIR RPF LPF SIR RPF LPF EKF
10 m 00 01 100 00 11 100 89
20 m 00 06 100 00 24 100 81
100 m 00 40 97 00 75 98 50
200 m 00 59 97 00 84 96 42
σ N = 1000 N = 3000
Table 8.3: non-divergene rates (in perentage).
The RMSE of the estimated position and speed are plotted in gure 8.9 and the
RMSE of the ballisti oeient is plotted in gure 8.10, for σ = 100 m and N = 3000,
using non-divergent runs. The EKF, the RPF and the LPF have approximately the
same auray when they do not diverge.
Figure 8.11 shows the resampling rate over time for the RPF and the LPF, for
σ = 100 m and N = 3000 . The resampling rate of the LPF is a little lower than that
of the RPF at the beginning of the senario.
The RPF and the LPF are omputationally as fast as eah other for non-divergent
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Figure 8.9: RMSE of the estimated position (left) and speed (right) for σ = 100 m and
N = 3000 (non-divergent runs); blak line: RPF, blue line: LPF, green line: EKF, red
dashed line: posterior Cramér-Rao bound.
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Figure 8.10: RMSE of the estimated ballisti oeient for σ = 100 m and N = 3000
(non-divergent runs); blak line: RPF, blue line: LPF, green line: EKF, red dashed
line: posterior Cramér-Rao bound.
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Figure 8.11: resampling rate over time for σ = 100 m and N = 3000 (non-divergent
runs); blak line: RPF, blue line: LPF.
runs in this appliation. The EKF is approximately 48 times faster than both of them
when N = 3000.
8.4 Neural deoding
We onsider a third simulation experiment whih diers from lassial target traking.
In this setion, the observation model is not in the form of a nonlinear funtion of
the hidden state orrupted by an additive Gaussian noise (i.e., Yk = Hk(Xk) +Wk) as
previously. The problem we are interested in here is alled neural deoding and omes
from neurosienes. It onsists in extrating information from the brain ativity, whih
is measured by the eletrial ativity of a set of neurons, thanks to statistial signal
proessing methods. In the reent years, neural deoding has thus been addressed as
a nonlinear Bayesian ltering problem [Gao et al. (2002); Brokwell et al. (2004); Wu
et al. (2006); Brokwell et al. (2007); Koyama et al. (2010)℄.
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8.4.1 Model
The statespae model we onsider here is similar to that in [Brokwell et al. (2007)℄
and [Koyama et al. (2010)℄.
The eletrial ativity of a set of neurons from an animal (e.g., a monkey) is reorded.
The observation of one neuron's eletrial ativity onsists in a ount of spikes, eah
spike being a fast hange of voltage. The hidden state desribes the motion of the
animal (e.g., the hand motion) while its neural ativity is monitored. Here, it is the
3-dimensional Cartesian position and orresponding veloity of the animal's hand in
some referene oordinates system, so that the state spae dimension is d = 6.
The number of neurons monitored is M . The disretetime observation proess
is {Yk}k≥0 with Yk = (Y1,k, . . . , YM,k), Yj,k being the ount of spikes red by neuron
j ∈ {1, . . . ,M} in the short time interval [k∆, (k + 1)∆]. Thus, Yk takes values in NM .
The distribution of Yj,k is Poisson with intensity λj(Xk)∆,
Yj,k ∼ P(λj(Xk)∆),
Xk denoting the hidden state at time k. The ativity of eah neuron is supposed to be
independent. The likelihood funtion assoiated with observation Yk is then
gk(x) =
M∏
j=1
gj,k(x),
where
gj,k(x) = e
−λj(x)∆
(λj(x)∆)
Yj,k
Yj,k!
is the likelihood assoiated with observation Yj,k from neuron j. The relation between
the intensity parameter of the Poisson observation model and the hidden state is
λj(x) = exp
(
αj + β
T
j x
)
for all x ∈ Rd, where αi ∈ R and βi ∈ Rd.
The state vetor is
Xk =
(
X1,k X˙1,k X2,k X˙2,k X3,k X˙3,k
)T
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where
(
X1,k X2,k X3,k
)T
is the hand position vetor at time k∆ and
(
X˙1,k X˙2,k X˙3,k
)T
is the average hand veloity during the time bin [k∆, (k + 1)∆]. The state proess is
modeled as a linear Markov hain,
Xk = FXk−1 + Vk
where {Vk}k≥0 is a Gaussian white noise, Vk ∼ N (0,Σk). The state transition matrix
is
F =


1 ∆ 0 0 0 0
0 1 0 0 0 0
0 0 1 ∆ 0 0
0 0 0 1 0 0
0 0 0 0 1 ∆
0 0 0 0 0 1


and the state noise ovariane matrix is
Σk = s


∆3
3
∆2
2
0 0 0 0
∆2
2
∆ 0 0 0 0
0 0 ∆
3
3
∆2
2
0 0
0 0 ∆
2
2
∆ 0 0
0 0 0 0 ∆
3
3
∆2
2
0 0 0 0 ∆
2
2
∆


for k ≥ 1. The initial state distribution is Gaussian with expetation m0 and ovariane
Σ0.
8.4.2 Simulation parameters
The duration of the time bins is ∆ = 30 · 10−3 s and the duration of the experiment is
1.5 s, so that the number of disrete time steps is n = 51.
The number of monitored neurons is M = 100. The likelihood parameters do not
have a lear "physial sense" in this appliation, unlike in lassial target traking. The
αj's and βj's (j ∈ {1, . . . ,M}) are somehow features of the M monitored neurons. In
[Brokwell et al. (2007)℄, the likelihood parameters are learned thanks to a MCMC
algorithm that is run before ltering. Here, we do not perform this learning step. We
rather randomly draw the parameters αj and βj one, before the 500 runs of the senario,
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Figure 8.12: RMSE of the estimated position (left) and speed (right) (non-divergent
runs); blak line: RPF, blue line: LPF, green line: KLF, red dashed line: posterior
Cramér-Rao bound.
like in the simulation study in [Koyama et al. (2010)℄: the αj's are independently
sampled from the distribution N (2.5, 1) and the βj 's are independently sampled from
the uniform distribution on the unit sphere in R
6
.
The parameter in the state noise ovariane matrix is s = 0.052/∆ ≃ 0.0833 m2/s3.
The parameters of the initial state distribution are m0 = 0 and Σ0 = Id.
8.4.3 Results
We ompare the SIR algorithm, the RPF, the LPF and the KLF. The number of
partiles is set to N = 3000 (reall that the KLF does not involve partiles).
The non-divergene rates of the SIR algorithm, the RPF, the LPF and the KLF are
respetively: 10%, 95%, 83% and 96%. The RPF and the KLF are thus more robust
to divergene than the LPF for this model. The SIR algorithm is not adapted.
The RMSE of the estimated position and speed are plotted in gure 8.12. The
better algorithm in terms of RMSE is the KLF. The LPF is more aurate than the
RPF.
We have observed that initializing the LPF as a RPF allows to improve its robustness
to divergene in this appliation. We set it as follows: from k = 0 to 9 (i.e., for 0.3
s), the algorithm is a lassial RPF, then at k = 10 the algorithm swithes to a LPF
and it remains in this regime till the end of the senario at time k = n = 51. The
non-divergene rate of the LPF with this initialization inreases to 94%. Its RMSE is
shown in gure 8.13 where it is alled the delayed-LPF.
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Figure 8.13: RMSE of the estimated position (left) and speed (right) (non-divergent
runs); blak line: RPF, blue line: delayed-LPF, green line: KLF, red dashed line:
posterior Cramér-Rao bound.
The resampling rate for the RPF and the LPF is plotted in gure 8.14. The resam-
pling rate of the LPF is approximately half that of the RPF in this appliation.
The omputational times of the LPF and the KLF are respetively approximately 5.5
times and 12 times that of the RPF for non-divergent runs. Note that, in this problem,
the optimization step for the omputation of the MAP in the LPF and the KLF is
performed over the whole (6-dimensional) state spae. Indeed, the likelihood funtion
depends here on the whole state vetor, so that maximization annot be performed over
a lower dimension subspae (see remark 7.3.1 in hapter 7). Also note that, in the KLF,
the omputation of the MAP is performed at eah time step, whereas it is performed
only when N
e
< N in the LPF. This explains why the KLF is slower than the LPF
although it does not involve partiles.
Conlusion
The simulation experiments in this hapter have demonstrated the potential of the LPF
and the KLF. The lassial SIR algorithm is ineetive in the three ltering problems
we have onsidered.
In the bearingsonly target traking (setion 8.2) and the ballisti target traking
(setion 8.3) appliations, the LPF is muh more robust to divergene than the RPF.
In the neural deoding appliation (setion 8.4), the LPF is less robust to divergene
than the RPF, but its robustness an be improved thanks to a dierent initialization.
Regarding auray, the LPF error attains the Cramér-Rao lower bound. The good
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Figure 8.14: resampling rate over time; blak line: RPF, blue line: LPF.
performane of the LPF is partiularly pronouned in small noise models, whih are
generally diult to handle in partile ltering, but it is not restrited to them.
The KLF is not adapted to the bearingsonly target traking problem and it is
equivalent to the EKF in the ballisti target traking appliation (beause the obser-
vation model is linear and Gaussian). It is however extremely eient in the neural
deoding problem, both in terms of robustness to divergene and auray, although it
is slower than partile lters.
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Conlusion
Nonlinear ltering is a Bayesian state estimation problem in statespae models, also
known as hidden Markov models. When the model is nonlinear, approximation methods
must be used in order to ompute at eah time step the onditional distribution of the
hidden state given the past observations (i.e., the posterior).
Partile ltering is a sequential Monte Carlo method that reursively approximates
the Bayesian lter as a sequene of weighted sum of Dira measures. The approximation
is onsistent as the number of partiles inreases, whih makes it a popular ltering al-
gorithm. However, partile ltering algorithms suer in pratie from some drawbaks.
In ertain situations, the phenomenon of weight degeneray is observed, whih auses
the impoverishment of the partile approximation. This phenomenon typially ours
when the model is highly informative (when the state dynamis noise or the observation
noise are small, e.g.) or highly dimensional.
The Laplae method is an approximation tehnique for multidimensional integral
whih is widely used for nonlinear Bayesian estimation in stati models. When the
model is identiable, it yields onsistent approximations (at a fast rate) when the
observation sample size inreases or the observation noise intensity dereases, i.e. when
the information brought by the likelihood model inreases. Thus, the Laplae method is
aurate preisely in a situation where partile approximation is poor. It is onsequently
a natural idea to ombine both tehniques.
The main ontributions of this work are the following.
• The use of the Laplae method within partile ltering. The resulting
algorithm, alled the Laplae partile lter (LPF), is tested in pratie on traking
problems and is demonstrated to be eient, partiularly when the system noise
is small (hapters 6, 7, 8).
• The study of an approximation method of the Bayesian lter based
on the Laplae method only (without partiles). The propagation of the
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approximation error over time is analyzed when the observation noise intensity
tends to zero. This study was led under a strong assumption on the likelihood
model that allows to apply the Laplae method at the predition step and the
update step (hapter 4).
The other ontributions of the thesis are the following.
• The analysis of the behaviour of importane sampling in diult sit-
uations (high information or high dimensional model). This analysis is
done in an asymptoti framework that allows to apply the Laplae method. The
Laplae method is used to ompute the asymptoti variane of the importane
weights, whih desribes the quality of importane sampling for a given model
(hapter 2).
• The derivation of multidimensional Laplae approximations formulas
for the posterior expetation and ovariane matrix. These formulas were
derived in the one-dimensional ase by Tierney et al. (1989), we provide their
multidimensional versions (whih are used in pratie in the LPF) using matrix
alulus (hapter 3).
• A reursive nonlinear lter based on the extended Kalman lter and the
Laplae method. The predition step is performed like in the extended Kalman
lter and the update step is done thanks to the Laplae method. This algorithm
is alled the Kalman Laplae lter (KLF) (hapter 5).
• The omparative experimental analysis of the KLF and the LPF in the
ontext of engineering appliations. The three problems we have onsidered
are: bearingsonly target traking, ballisti target traking during atmospheri
reentry, neural deoding (hapter 8).
To end this dissertation, we state below some perspetives to extend and generalize
our work.
• The analysis of the onsisteny of the KLF and of the propagation of
its approximation error over time. The asymptoti framework is when the
state dynamis noise and the observation noise tends to zero (at the same speed),
so that the noise intensity ε is taken as the expansion parameter in the Laplae
method.
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• The asymptoti study of the LPF. It would be interesting to derive error
bounds for the approximated Bayesian lter as N →∞ (whih improves partiles
approximation) and ε→ 0 (whih degrades partiles approximation and improves
Laplae approximation).
• The adaptation of the LPF to models where the posterior is highly
multimodal. This may be done by adding a lustering step to the algorithm (like
in [Murangira et al. (2011)℄, e.g.) and apply the Laplae method into eah luster.
• Investigate if the LPF is eient in high dimensional models. These mod-
els typially arise in data assimilation and partile lters are notoriously ineient
in this appliation (see [Snyder et al. (2008)℄, e.g.).
• The adaptation of the LPF to smoothing problems.
182 Conlusion
Appendix A
Dierentiation of the log-likelihood
In this appendix, we provide the derivatives of the log-likelihood whih are needed to
ompute Laplae approximations. Dierentiation is made thanks to the matrix alulus
rules presented in [Magnus (2010)℄ and [Fakler (2005)℄.
A.1 Bearingsonly target traking
In the bearingsonly target traking appliation, the likelihood funtion is in the form
of
g(x) = |2πσ2|−1/2 exp
(
− 1
2σ2
|Y −H(x)|2
)
,
where the nonlinear observation funtion is
H(x) = arctan
x2
x1
and x =
(
x1 x˙1 x2 x˙2
)T
∈ E is the state vetor.
The rst, seond and third-order derivatives of h are respetively
H ′(x) =
1
x21 + x
2
2
(
−x2 0 x1 0
)
,
H ′′(x) =
1
(x21 + x
2
2)
2


2x1x2 0 x
2
2 − x21 0
0 0 0 0
x22 − x21 0 −2x1x2 0
0 0 0 0

 ,
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and
H ′′′(x) =
2
(x21 + x
2
2)
3


−3x21x2 + x32 0 x31 − 3x1x22 0
0 0 0 0
x31 − 3x1x22 0 3x21x2 − x32 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
x31 − 3x1x22 0 3x21x2 − x32 0
0 0 0 0
3x21x2 − x32 0 −x31 + 3x1x22 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


.
Besides, the seond and third-order derivatives of the log-likelihood are respetively
(log g)′′(x) =
1
σ2
(y −H(x))H ′′(x)− 1
σ2
H ′(x)TH ′(x),
and
(log g)′′′(x) =
1
σ2
(− vec[H ′′(x)]H ′(x) + (y −H(x))⊗H ′′′(x))
− 1
σ2
(
(H ′(x)T ⊗ Id)H ′′(x) + (Id ⊗H ′(x)T )H ′′(x)
)
.
(log g)(4)(x) (whih is a 64×6 matrix) has been omputed by numerial dierentiation.
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A.2 Ballisti target traking during atmospheri reen-
try
In the reentry target traking appliation, the observation funtion is linear and the
likelihood funtion is in the form of
g(x) = |2πσ2|−1/2 exp
(
− 1
2σ2
|Y −Hx|2
)
,
where
H =
(
1 0 0
)
.
The Hessian of the log-likelihood is
(log g)′′(x) = − 1
σ2
HTH.
The third and fourth-order derivatives are zero,
(log g)′′′(x) = 0
and
(log g)(4)(x) = 0.
A.3 Neural deoding
In the neural deoding appliation, the likelihood funtion is in the form of
g(x) =
M∏
j=1
gj(x),
where
gj(x) = e
−λj(x)∆
(λj(x)∆)
Yj
Yj !
and
λj(x) = e
αj+βTj x.
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The log-likelihood and its derivatives veries
(log g)(l) =
M∑
j=1
(log gj)
(l)
for all l ≥ 0. The seond, third and fourth-order derivatives are respetively
(log gj)
′′(x) = −∆eαj+βTj xβjβTj ,
(log gj)
′′′(x) = −∆eαj+βTj x vec[βjβTj ]βTj ,
and
(log gj)
(4)(x) = −∆eαj+βTj x vec [vec[βjβTj ]βTj ] βTj .
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Abstract: The thesis deals with the contribution of the Laplace method to the approximation
of the Bayesian ﬁlter in hidden Markov models with continuous statespace, i.e. in a sequential
framework, with target tracking as the main application domain. Originally, the Laplace method is
an asymptotic method used to compute integrals, i.e. in a static framework, valid in theory as soon
as the function to be integrated exhibits an increasingly dominating maximum point, which brings
the essential contribution to the integral. The two main contributions of the thesis are the following.
Firstly, we have combined the Laplace method and particle ﬁlters: indeed, it is well-known that
sequential Monte Carlo methods based on importance sampling are ineﬃcient when the weighting
function (here, the likelihood function) is too much spatially localized, e.g. when the variance of the
observation noise is too small, whereas this is precisely the situation where the Laplace method is
eﬃcient and theoretically justiﬁed, hence the natural idea of combining the two approaches. We
thus propose an algorithm associating the Laplace method and particle ﬁltering, called the Laplace
particle ﬁlter. Secondly, we have analyzed the approximation of the Bayesian ﬁlter based on the
Laplace method only (i.e. without any generation of random samples): the objective has been to
control the propagation of the approximation error from one time step to the next time step, in an
appropriate asymptotic framework, e.g. when the variance of the observation noise goes to zero, or
when the variances of the model noise and of the observation noise jointly go (with the same rate)
to zero, or more generally when the information contained in the system goes to inﬁnity, with an
interpretation in terms of identiﬁability.
Keywords: Bayesian statistics, ﬁltering, Monte Carlo method, asymptotic expansions, stochas-
tic approximation, tracking.
Résumé : La thèse porte sur l'apport de la méthode de Laplace pour l'approximation du ﬁltre
bayésien dans des modèles de Markov cachés généraux, c'est-à-dire dans un cadre séquentiel, avec
comme domaine d'application privilégié la poursuite de cibles mobiles. A la base, la méthode de La-
place est une méthode asymptotique pour le calcul d'intégrales, c'est-à-dire dans un cadre statique,
valide en théorie dès que la fonction à intégrer présente un maximum de plus en plus signiﬁcatif,
lequel apporte la contribution essentielle au résultat. En pratique, cette méthode donne des résul-
tats souvent très précis même en dehors de ce cadre de validité théorique. Les deux contributions
principales de la thèse sont les suivantes. Premièrement, nous avons utilisé la méthode de Laplace en
complément du ﬁltrage particulaire : on sait en eﬀet que les méthodes de Monte Carlo séquentielles
basées sur l'échantillonnage pondéré sont mises en diﬃculté quand la fonction de pondération (ici la
fonction de vraisemblance) est trop localisée, par exemple quand la variance du bruit d'observation
est trop faible, or c'est précisément là le domaine où la méthode de Laplace est eﬃcace et justiﬁée
théoriquement, d'où l'idée naturelle de combiner les deux points de vue. Nous proposons ainsi un
algorithme associant la méthode de Laplace et le ﬁltrage particulaire, appelé le Laplace particle
ﬁlter. Deuxièmement, nous avons analysé l'approximation du ﬁltre bayésien grâce à la méthode de
Laplace seulement (c'est-à-dire sans génération d'échantillons aléatoires) : il s'agit ici de contrôler
la propagation de l'erreur d'approximation d'un pas de temps au pas de temps suivant, dans un
cadre asymptotique approprié, par exemple quand le bruit d'observation tend vers zéro, ou quand le
bruit d'état et le bruit d'observation tendent conjointement (et à la même vitesse) vers zéro, ou plus
généralement quand l'information contenue dans le système tend vers l'inﬁni, avec une interprétation
en terme d'identiﬁabilité.
Mots-clés : statistique bayésienne, ﬁltrage, méthode de Monte Carlo, développements asymp-
totiques, approximation stochastique, trajectographie.
