This article illustrates the use of the Encyclopedia of DNA Elements (ENCODE) resource to generate or refine hypotheses from genomic data on disease and other phenotypic traits. First, the goals and history of ENCODE and related epigenomics projects are reviewed. Second, the rationale for ENCODE and the major data types used by ENCODE are briefly described, as are some standard heuristics for their interpretation. Third, the use of the ENCODE resource is examined. Standard use cases for ENCODE, accessing the ENCODE resource, and accessing data from related projects are discussed. Although the focus of this article is the use of ENCODE data, some of the same approaches can be used with data from other projects.
IHEC, the International Human Epigenome Consortium, is an international project. The IHEC goal is to coordinate production of 1000 human epigenome maps for cellular states relevant to health and disease. Complete epigenomes include at least mRNA-seq, DNAme/WGBS, and six histone modifications. IHEC projects generally include samples from healthy people and targeted diseases. IHEC projects include BLUEPRINT (European Union), CEEHRC Epigenomic Platform Program (Canada), CREST (Japan), and DEEP (Germany). In addition, REMC (Roadmap Epigenomics) is a member of IHEC, and ENCODE is an associate member of IHEC. ENCODE, REMC, and IHEC are coordinating metadata and ontologies to improve the interoperability of the data from the projects.
GTEx, the Genotype-Tissue Expression project, is funded by the Common Fund of the NIH (U.S.). The goal of GTEx is study human gene expression across individuals, and across multiple tissues. Most samples have RNA-seq and genotype. Having completed a feasibility pilot phase, GTEx has recently entered into a production phase.
URLs for descriptions of these projects and data distribution are included (Box 2).
RATIONALE FOR ENCODE
ENCODE directly addresses a need identified during the human genome project. The goal of the human genome project was to obtain a complete human genome sequence, and make that sequence available as a public resource. One of the first efforts to make practical use of this sequence was the GENCODE project (an ENCODE component, the Encyclopedia of genes and gene variants). GENCODE has produced a widely used annotation for protein-coding genes (Harrow et al. 2012 ). Twenty-one annotated versions of the human genome have been developed with both protein and nonprotein coding genes now available to the scientific community (Harrow et al. 2012) . The GENCODE v21 human annotations indicate there are 19,881 protein-coding genes and 25,411 noncoding genes. The genetic code, while very powerful, is only useful for interpreting protein-coding regions ( 1.2% of the human genome). However, the genome also contains regulatory regions, and as we do not have a similarly powerful regulatory code to call on, it is beyond our grasp today to even identify all of the functional (or nonfunctional) regions of the genome by sequence alone, let alone to determine when, where, and how they act. Regulatory regions often appear to control distal genes, which are not necessarily the nearest gene, and often function in particular cell fates or cell states. Moreover, a particular regulatory region can apparently control more than one gene. ENCODE is one effort to fill this gap in our knowledge using unbiased experimentation.
Another area in which ENCODE is playing a role in assisting the scientific community is in the area of helping to investigate the genetic components of human disease and traits. Genetic variants that are statistically associated with traits of interest are identified using genome-wide association studies (GWAS), exome sequencing, and whole genome sequencing. These powerful studies generate testable hypotheses that can be explored in subsequent studies. The ultimate goal of these lines of experimentation is often to identify better predictions of disease risk, better diagnostics, and better therapeutics.
Unfortunately, statistical association studies have limitations that are fundamental, and well known. First, a variant associated with a trait or disease is not necessarily the causal variant, in part because of linkage disequilibrium and in part because most studies do not interrogate the whole genome. Second, the gene that is affected by a variant can be difficult to identify, as regulation can occur at large distances, and target multiple genes. Third, the cell fate(s) and cell state(s) affected by germline variants can be difficult to surmise. This information is important given that both complex and Mendelian disorders can involve multiple cell types. Finally, it is often not straightforward to determine how causal variants alter cells and organisms, as one must consider changes in transcription, splicing, RNA stability, translation, and protein function, among others. It is important to note that >90% of GWAS findings lie outside of protein coding regions , and >80% of the findings for signatures of recent adaptive evolution lie outside of protein-coding regions (Jones et al. 2012; Fraser 2013 ; Grossman associations to functional connections (Hardison 2012; Hardison and Taylor 2012; Ward and Kellis 2012c; Edwards et al. 2013 ). This information is especially powerful with noncoding variants , which is fortunate because most GWAS findings are noncoding, and we lack a regulatory code with predictive power similar to the genetic code.
ENCODE DATA TYPES
The major ENCODE approach to identifying candidate functional elements is to use biochemical assays that are capable of surveying the entire genome. Because functional elements may be cell-typespecific, these biochemical assays are performed in many cell types, to identify the largest and most diverse fraction of the functional elements that is practically achievable. In addition, ENCODE is, to a more limited extent, using the approach of comparative sequence analysis to identify and characterize candidate functional elements. These two fundamentally different approaches have different strengths and weaknesses; the same can be said of genetic approaches. As was the case before ENCODE, the findings from these different approaches do not always agree, so resolving these differences continues to be an active area of research (Nardone et al. 2004; Borneman et al. 2007; Odom et al. 2007; Noonan and McCallion 2010; Schmidt et al. 2010; Biggin 2011; Fisher et al. 2012; MacArthur et al. 2012) .
Conceptually, ENCODE is attempting to identify genes, transcribed regions, and transcripts, as well as regulatory regions in DNA and RNA (Fig. 1) . The biochemical assays used by ENCODE have been widely used by other scientists. Indeed many of the underlying assays, such as DNase I hypersensitivity site (DHS) mapping (Wu 1980; Gross and Garrard 1988) , and chromatin immunoprecipitation (ChIP) (Gilmour and Lis 1984; Solomon et al. 1988; Ren et al. 2000; Iyer et al. 2001; Litt et al. 2001; Johnson and Bresnick 2002) were initially developed by individual laboratories and later were adapted to genomewide assays. Many of these assays have long been used in the study of gene regulation (Gross and Garrard 1988; Johnson and Bresnick 2002; Weinmann and Farnham 2002; Nardone et al. 2004; Li et al. 2006; Ozsolak et al. 2008; Visel et al. 2009; Creyghton et al. 2010; Rada-Iglesias et al. 2011 methods are used and refined, the new knowledge results in new interpretations of findings from these assays; however, the conceptual interpretation remains quite stable, as findings accumulate from many independent laboratories over many years (reviewed in Rivera and Ren 2013) . RNA data are used to identify both protein-coding genes, and also noncoding genes such as miRNAs and lncRNAs (reviewed in Djebali et al. 2012) . The prevalence of nonpolyadenylated poly (A)− RNA is increasingly recognized as potential functional elements based on recent studies, including ENCODE (Kapranov et al. 2007; Tilgner et al. 2012; Livyatan et al. 2013) . Transcriptional start sites can be identified using assays such as CAGE and RAMPAGE, specifically designed for this purpose (Shiraki et al. 2003; Batut et al. 2013) . Active enhancers can sometimes be identified by the production of poly(A)− RNAs known as eRNA that are on average shorter than most protein coding and noncoding transcripts. In addition, transcribed regions can be assembled into previously annotated and unannotated candidate transcripts (Harrow et al. 2012) .
DNase hypersensitivity has long been used to identify candidate regulatory elements (Weintraub and Groudine 1976; Gross and Garrard 1988; Fraser et al. 1993; Bell et al. 2011b; Thurman et al. 2012) . Binding of regulatory proteins often perturbs chromatin structure, leading to DNase hypersensitivity (Pazin et al. 1994 (Pazin et al. , 1996 Henikoff and Shilatifard 2011) . A recent genome-wide survey revealed that expression quantitative trait loci (eQTLs) are frequently associated with genotype-dependent changes in DNase (dsQTLs, DNase I sensitivity quantitative trait loci), suggesting DHSs are frequently regulatory regions (Degner et al. 2012) . Regulatory regions identified by DHSs include enhancers and promoters, as well as locus control regions and silencers (Fraser et al. 1993; Diaz et al. 1994; Sawada et al. 1994; Siu et al. 1994; Festenstein et al. 1996) . Recent studies have found DHS to be useful for annotating GWAS findings (Consortium 2012; Maurano et al. 2012; Pickrell 2013) . Cell types clustered by DHS fall into biologically meaningful groups by developmental lineage and age, reflecting the information contained in DHS signatures (Stergachis et al. 2013) .
Histone modifications (acetylation and methylation) have long been considered as surrogate marks for gene activity (Allfrey et al. 1964; Allis et al. 2007) , and have been studied by chromatin fractionation, staining of chromosomes, and ChIP (Levinger and Varshavsky 1980; Hebbes et al. 1988; Lin et al. 1989; Turner 1989; Hebbes et al. 1994 ). Many histone modifications and histone variants are known, and a number have relatively well-accepted correlations with gene expression (e.g., Campos and Reinberg 2009; Ernst and Kellis 2010; Huff et al. 2010; Bell et al. 2011b; Ernst et al. 2011; Suganuma and Workman 2011; Consortium 2012) . For example, promoters are enriched for H3K4me3, while enhancers are enriched for H3K4me1 (Heintzman et al. 2007 ). Active enhancers and promoters are often enriched for H3K27ac (Creyghton et al. 2010; Rada-Iglesias et al. 2011) . Repressed regions of the genome are enriched for H3K27me3 and H3K9me3; the latter is found in constitutive heterochromatin, while the former is found in regions repressed during development by the polycomb system. Transcribed regions are enriched for H3K36me3 and H3K79me3; near the first intron, there appears to be a transition from H3K79 to H3K36 (Huff et al. 2010; Consortium 2012) . Combinations of histone marks have been used to identify enhancers, promoters, and transcribed regions (Heintzman et al. 2007 (Heintzman et al. , 2009 Ernst and Kellis 2010; Ernst et al. 2011; Consortium 2012) . Global analysis of histone modifications over many cell types confirms correlation with gene expression (Consortium 2012) .
Transcription factor binding has been used for some time to identify candidate regulatory elements (Johnson and Bresnick 2002; Weinmann and Farnham 2002; Gerstein et al. 2012; Maston et al. 2012; Wang et al. 2012; Yip et al. 2012) . ENCODE determines transcription factor binding regions using ChIP, DNase footprinting, and DNA sequence analysis, and has also analyzed the networks formed by these transcription factor binding sites (Gerstein et al. 2012; Neph et al. 2012a Neph et al. , 2012b Wang et al. 2012; Yip et al. 2012; Kheradpour and Kellis 2013) . ENCODE has grouped measurements of over 100 factors, including sequence-specific transcription factors, RNA polymerase subunits, general transcription factors, and chromatin remodeling enzymes, within this data type. Global analysis of transcription factor binding is highly correlated with gene expression, and GWAS findings are enriched in binding sites, confirming the importance of the identification of transcription factor binding sites (Consortium 2012) . DNA methylation at promoters and enhancers is inversely correlated with gene expression, while DNA methylation at gene bodies is correlated with gene expression (Varley et al. 2013 ). DNA methylation is inversely correlated with open chromatin, transcription factor binding, and histone modifications found in active chromatin (Bell et al. 2011a; Stadler et al. 2011) . Overlap in variants that alter DNA methylation and variants that alter gene expression has been detected, and variation in DNA methylation has been found to possess a strong genetic component (Bell et al. 2011a ). Cell types clustered by DNA methylation fall into biologically meaningful groups, revealing lineage and cancer signatures, reflecting the information contained in DNA methylation (Varley et al. 2013) .
To date, ENCODE has not focused on characterizing long-range interactions of regulatory regions. However, ENCODE has collected limited amounts of both 5C and ChIA-PET data, and plans to continue to do so Sanyal et al. 2012) . Both data types identify interactions between regulatory elements, which are candidate functional interactions. 5C identifies DNA-DNA interactions, while ChIA-PET identifies DNA-DNA associations bound by a protein of interest. To date, the primary utility of this data has been to validate predictions of enhancer-promoter linkage, to predict the genes that are targets of regulatory elements. This work appears to validate the approach, in that there is good correlation between gene expression, enhancer-promoter interaction, and production of eRNA. This work also finds that the majority of looping interactions are not to the most proximal gene (Sanyal et al. 2012) .
A variety of candidate functional elements can be identified by sequence conservation, including protein-coding and noncoding genes, as well as regulatory regions (e.g., Nardone et al. 2004 ). Sequence comparison has revealed evidence of selection for 3%-15% of the human genome; most of this DNA does not appear to code for protein (reviewed in Ponting and Hardison 2011) . The ENCODE estimate of constraint (3%-10%) is consistent with estimates by others (3%-15%) (Ponting and Hardison 2011; Ward and Kellis 2012a) . ENCODE estimates of the amount of human regulatory DNA (5%-20%, from DNase footprints to DHS + TF-ChIP) (Consortium 2012) agrees well with estimates of constraint. ENCODE has also compared biochemical and sequence-comparison based approaches to identification of functional elements (Birney et al. 2007; Consortium 2012) .
USE CASES FOR THE ENCODE RESOURCE
ENCODE data have been be used to suggest or refine hypotheses about the role of genetic variation in phenotypic variation (including disease). Publications by consortium members (https://www. encodeproject.org/search/?type=publication&published_by=ENCODE), as well as by researchers outside of ENCODE (https://www.encodeproject.org/search/?type=publication&published_by= community) illustrate a number of approaches for using the ENCODE resource in the study of human disease, basic biology (including gene regulation), and methods development. This section will present some common use cases for ENCODE data. Although the focus here is on interpreting genetic variation data, essentially the same approaches can be used with the ENCODE resource or with data from other projects, with appropriate modification, to interpret epigenomic and gene regulation data (Rakyan et al. 2011; Ng et al. 2012) . Such approaches could allow investigators to use genomic methods to study environmental and stochastic processes, in addition to genetic processes.
Use Case: Prediction of Causal Variants
Genetic association studies identify statistical association between a trait of interest and a genetic variant (referred to here as the "tag variant"). While it is possible the tag variant causes the phenotypic change of interest, for at least two fundamentally different reasons it is also possible that another variant (referred to here as the "causal variant") is responsible. First, this can happen when multiple variants are correlated through linkage disequilibrium; the significance of the association can be similar enough for these variants to make it difficult to distinguish them. Second, the functional variant may not even have been tested in the study; GWAS arrays interrogate a subset of the known common variants, and exome sequencing covers a limited fraction of the genome. It is also possible for a tag variant in a protein-coding region to mark a causal variant in a regulatory region (Herdewyn et al. 2012 ). While there is no one best approach to identify the causal variant, epigenomic and transcriptomic data can be used to refine hypotheses .
One approach is to use semiautomated tools to analyze ENCODE data. RegulomeDB and HaploReg (Ward and Kellis 2012b) mine the data in ENCODE, as well as other resources, and return information on candidate functional variants. RegulomeDB accepts SNP IDs, single nucleotides, and chromosomal regions as inputs (Fig. 2) . RegulomeDB provides a score for each variant queried, with lower scores indicating more supporting evidence; for example, eQTLs score in the range 1a-1f, strong evidence of binding without an eQTL scores 2a-2c, continuing out to 6, followed by a score of no evidence. Users can click on the provided hyperlinks to examine the underlying evidence (which includes TF-ChIP signals, DNase peaks, DNase footprints, and predicted DNA sequence motifs for TFs) or to a genome browser view of the region. RegulomeDB also functions as a database, presenting a list of traits and conditions as hyperlinks, which can be selected to display associated variants, the publications that identified them, scores for variants within LD of the query, and links to RegulomeDB annotations. HaploReg accepts SNP IDs, chromosomal regions, or published GWAS studies as inputs, and also a user-configurable definition of linkage disequilibrium (Fig. 3) . HaploReg returns all variants within the query (as well as variants within LD), and indicates what evidence (if any) supports a functional role for each variant. While HaploReg was originally designed to mine ENCODE data, it now also mines data from the NIH Common Fund project Roadmap Epigenomic Mapping Centers (REMC). As RegulomeDB and HaploReg use somewhat different approaches, it is probably beneficial to use both for hypothesis generation.
Another approach is to manually inspect the region of interest to determine what transcriptomic and epigenomic annotations are present. Starting from the ENCODE portal annotations at https:// www.encodeproject.org/data/annotations, one can view ENCODE annotations (see https://www. FIGURE 2. Annotating potential regulatory variants using RegulomeDB. RegulomeDB accepts a variety of inputs, including SNP IDs and genomic coordinates (red arrow 1). RegulomeDB returns a score for each feature in the input region (red arrow 2); scores range from 1 (strongest evidence for regulatory potential) to 6 and no data (weakest evidence). Clicking on the score reveals the details of the evidence; the data types, cell fate/cell state, and the source of the data. For example, the indicated row (red arrow 3) displays an ENCODE DHS in lymphoid cells. Clicking on the browser link next to the score provides a graphical visualization of the evidence; for example, ENCODE transcription factor binding is present (red arrow 4).
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encodeproject.org/encyclopedia/visualize) of distal DHS and H3K27ac sites (which can be considered as candidate enhancers), and proximal sites (which are candidate promoters or enhancers). The ENCODE portal offers browsing of ENCODE data based on assay types and biological samples, via faceted browsing, to find data to visualize and download (Fig. 4) . Starting from the UCSC browser (https://genome.ucsc.edu/encode/), the region of interest can be viewed along with ENCODE tracks. For example, one can start with a display of transcribed regions, H3K4me1 (an enhancer mark), H3K4me3 (a promoter mark), H3K27ac (a mark for active promoters and enhancers), DNase (an active chromatin mark frequently found at regulatory regions) and transcription factor ChIP data (frequently found at regulatory regions), as recently described (Mortlock and Pregizer 2012) . Using the sessions feature of the UCSC browser (Meyer et al. 2013) , users can save their favorite configuration(s) to load them for future use, or to share with colleagues (instructions at http://www.genome. gov/Pages/Research/ENCODE/2012_09_18_ENCODE_Sessions.pdf). One can also use this approach to examine particular tracks of interest, such as comparing B cells, T helper subsets, and macrophages. One strength of manual visualization is the user can simultaneously visualize annotations from multiple projects, such as ENCODE, REMC, and IHEC, by loading the desired track hubs (instructions at http://www.genome.gov/Pages/Research/ENCODE/2012_09_18_ENCODE_Sessions.pdf).
Use Case: Prediction of Target Genes
Even if one could be certain they had identified a functional variant, the gene that is affected by the variant may not be immediately obvious, for at least two fundamentally different reasons. First, it has been known for some time that regulatory regions can regulate distal genes, multiple genes, and the 1 2 FIGURE 3. Annotating potential regulatory variants using HaploReg. HaploReg accepts SNP IDs and genomic coordinates as inputs (red arrow 1). HaploReg returns evidence for regulatory protein binding (mouse over to see the protein names), chromatin structure (mouse over to see the cell types with DNase hypersensitivity), the chromatin state of the region, and putative transcription factor binding motifs that are altered by the variant (row marked by red arrow 2). SNPs in LD with the query are also reported in the rows above and below.
target gene(s) is not necessarily the nearest transcription start site (TSS) (Forrester et al. 1987; Fraser et al. 1993; Bedell et al. 1995; Mohrs et al. 2001; Lee et al. 2003) . Moreover, distal regulatory regions are known to contribute to human phenotypes and disease, including traits segregating in Mendelian fashion (Lettice et al. 2002; Loots et al. 2005; Kleinjan and Lettice 2008; Noonan and McCallion 2010) . Data from ENCODE add support to the ideas that distal regulatory regions, and regulatory regions that target multiple genes, may not be rare . If this is not taken into account, one might identify the incorrect target for developing therapeutics, or for pathway analysis (Lettice et al. 2002; Kleinjan and Lettice 2008; Noonan and McCallion 2010; Davison et al. 2012; Maurano et al. 2012) . Second, the target gene could be a nonprotein coding RNA, and the annotation of these regions is still being developed. Currently, there are no high-throughput methods to determine the functional connectivity between enhancers and promoters; this is typically done through intensive study of single loci. However, ENCODE has produced DHS maps from over 100 samples, and many DHS are celltype-specific. The Regulatory Elements Database (Sheffield et al. 2013 ) is an Internet-based tool (http://dnase.genome.duke.edu) that can be used to predict the target gene for DHSs of interest, or to predict the DHSs that regulate a gene of interest (Fig. 5) . The predictions are based on correlations between the cell specificity of gene expression and the cell specificity of DHSs, which are candidate regulatory regions. As both positive and negative correlations are reported, this tool may also predict the linkage between genes and silencers, the repressive version of enhancers. In an earlier effort, the correlation between the cell specificity of distal DHS and the cell specificity of promoter DHS (a surrogate of gene expression) was tabulated . Supplementary Table 7 from Thurman et al. (2012) can be used to predict the linkage between genes and regulatory regions. Using one-line Unix commands, this table can be sorted by DHS start coordinate (sort -k 5,5 -k 6,6n path/ filename > path/newfilename) or by the name of linked genes (sort -k 4,4 path/filename > path/newfilename). As these two resources can identify different linkages, likely because of the difference in approach, it is useful to use both for hypothesis generation. An important feature of both of these tools is they integrate data from large numbers of cell types to provide specificity. ENCODE RNA data can also be used in predicting target genes. One can identify the transcribed regions (protein coding and noncoding) near a variant of interest, and determine the cell types they are expressed in Hu et al. (2011) . If the relevant cell type(s) are known, it may be possible to refine the list of candidate genes.
Use Case: Prediction of the Cell Fate/Cell State where Elements (and Variants) Alter Function Identification of a tag variant, causal variant, or target gene does not always reveal the pathological cell type, for at least three fundamentally different reasons. First, some diseases, such as cardiovascular disease, are known to involve and affect multiple cell types. Genetic association findings in such diseases cannot always be immediately assigned to the relevant cell type(s). Second, the defect may not be intrinsic to the cell type that displays obvious pathology, and may not initially be recognized as relevant to the trait or disease. For example, a rare human immunodeficiency appears to be caused by the same genetic defect found in nude mice (Frank et al. 1999) . In the mouse model, it is well known that the immunodeficiency is intrinsic to the epithelial cells that form the niche for developing T cells, rather than the affected lymphocytes (Nehls et al. 1996) . A third potential confounder is that frequently disease etiology is incompletely known; for example, it was not always appreciated that Type 1 Diabetes and Crohns Disease were autoimmune disorders.
The previously described tools for identifying causal variants (HaploReg, and RegulomeDB) and linkage between regulatory elements and genes (Regulatory Elements Database) report the cell type where the evidence for active regulatory elements was found. This information can be used to generate hypotheses about the cell type affected by the genetic variants. This information is even more powerful when one starts with a trait or disease with substantial information on the relevant cell types. In this case, one may be attempting to distinguish between very different cell types (e.g., neurons, muscle, or lymphocytes) in which case ENCODE annotations in a cell type related to one of the disease-relevant cell types may be sufficient to predict the cell type where the causal variant functions. Predicting genes associated with a regulatory element using the Regulatory Elements Database. An intuitive interface facilitates identification of known DNaseI-hypersensitive sites (DHS) within a genomic region of interest, prediction of the target gene for DHS of interest, and prediction of the DHS that regulates a gene of interest, as well as other tasks (red arrow 1). After finding a DHS within a coordinate range (red arrow 2), one can see this DHS is positively correlated with the IL13 gene, predicting this region activates IL13 (red arrow 3). The DHS profile across cell types reveal this element is active in Th2 cells, and inactive in most of the other cell types (red arrow 4), suggesting variants in this region could be important in a particular type of T cell.
Manual inspection of ENCODE tracks at a locus of interest also reports information about the cell type. ENCODE composite tracks, which combine data from multiple cell types, can be expanded to reveal the contributions from individual cell types. One can select individual tracks from particular cell types, either to broadly examine the signal over widely different cell types, or closely related cell types.
RNA data from ENCODE can be used to predict affected cell types. One can examine the cell specificity of expression for genes (protein coding and noncoding) in the vicinity of a variant of interest (Hu et al. 2011) . One can also determine the expression patterns of genes that are predicted to be linked to a variant of interest. Finally, if the variant is a candidate regulatory element, one can determine whether cell-type-specific eRNAs are produced by the locus.
A more rigorous way to predict cell type is to calculate enrichment of variants (associated with a trait or disease of interest) in regulatory elements, by cell type. Enrichment of variants within DHSs and histone modifications sites from ENCODE and the Roadmap Epigenomics projects have been used to predict known and plausible cell types in test cases Pickrell 2013; Trynka et al. 2013 ). This approach can also be used to increase the number of testable variants associated with a trait or disorder, moving beyond statistical thresholds to biological thresholds. One can initially apply a statistical threshold to identify relevant variants, then determine enrichment by cell type, next relax the threshold as far as possible without losing the predicted cell specificity, and then test this larger list of variants . This approach could be especially useful in settings where the capacity to test variants substantially exceeds the number of predicted variants.
SUMMARY
Development of the ENCODE resource is an ongoing effort, informed by community feedback, and the ever-changing landscape of genomics technology. Clearly a broader and deeper sampling of cell fate/cell state space is an important need. During the current phase of the project, ENCODE plans to examine more cell types, with an emphasis on explants and primary cells, and an emphasis on increasing the number of samples with many ENCODE assays. Users have found value in both explants and purified cells (though not always the same users), so ENCODE will likely produce data on both sides of this compromise between better-defined samples and more-physiologic samples. However, the cell fate/cell state space is enormous. The difficulty of identifying functional connections between regulatory regions and genes, which was recognized before ENCODE, has become more apparent with the wealth of new data from a variety of sources. ENCODE is continuing data collection on physical interactions between candidate regulatory elements, as a high-throughput surrogate measurement of functional interactions. ENCODE plans to characterize at least 500 transcription factors, a significant increase over the current total of 100; again, considering there are in the order of 2000 transcription factors, and they appear to bind different motif instances in different cell states and fates, the space is enormous. Given the growing recognition of the importance of regulation at the RNA level, ENCODE is expanding measurements of RNA binding proteins from pilot scale to production scale, with a goal of characterizing about 200 RNA binding proteins. These efforts will consider proteins that bind mRNA, and regulatory proteins that likely use noncoding RNA as an adapter to bind to targets. ENCODE is working with our partners in other epigenomics projects to increase the utility of the data from all the projects. We are working together to coordinate metadata and ontologies, for example, in an attempt to make it easier to use the data from different projects in the same way, or to bring together data from different projects. Finally, ENCODE has relaxed the data use policy for external users. As soon as ENCODE data are publicly released, they may be used in publications and presentations. Previously there had been a moratorium on the global use of newly released data sets (for either 9 mo or the first consortium publication). However, this created some confusion over what data were subject to what restrictions; we have eliminated this moratorium to simplify this aspect of using ENCODE data. We continue to ask that users cite ENCODE, as would be the case for any other scientific source used.
