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ABSTRACT
We study N=2 nonlinear two dimensional sigma models with boundaries and
their massive generalizations (the Landau-Ginzburg models). These models are
defined over either Ka¨hler or bihermitian target space manifolds. We determine
the most general local N=2 superconformal boundary conditions (D-branes) for
these sigma models. In the Ka¨hler case we reproduce the known results in a
systematic fashion including interesting results concerning the coisotropic A-type
branes. We further analyse the N=2 superconformal boundary conditions for
sigma models defined over a bihermitian manifold with torsion. We interpret
the boundary conditions in terms of different types of submanifolds of the target
space. We point out how the open sigma models correspond to new types of
target space geometry. For the massive Landau-Ginzburg models (both Ka¨hler
and bihermitian) we discuss an important class of supersymmetric boundary
conditions which admits a nice geometrical interpretation.
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1 Introduction
The superconformal boundary conditions that arise from the two-dimensional non-linear
sigma model are relevant for the description of D-brane in a semiclassical approximation.
Thus the superconformal boundary conditions of sigma model are of manifest interest for
string theory.
In the present paper we undertake a study of local N=2 superconformal boundary con-
ditions for the general (2,2) non-linear sigma model. There are two different types of (2,2)
non-liner sigma model depending on the presence or not of a torsion H = dB. In the torsion
free case the (2,2) sigma model has to be defined over a Ka¨hler manifold [1]. The require-
ment of conformal invariance (i.e., Ricci flatness) restricts these manifolds to be Calabi-Yau
manifolds which play a prominent role in string compactification. Starting with the work
of [2], N=2 superconformal boundary conditions for Ka¨hler sigma models have been exten-
sively discussed in the literature. However it is instructive to return to the problem and
rederive the known results in a systematic fashion. Indeed we find new properties of the
N=2 superconformal boundary conditions for the Ka¨hler sigma model. We believe that our
treatment of the Ka¨hler sigma model is exhaustive with our framework and given our general
assumptions.
In the torsionful case the (2,2) sigma model has to be defined over a bihermitian manifold
with special properties [3]. This type of manifold can be thought of as a special kind of
modified Calabi-Yau manifold [4] and may play an important role for string compactifications
in the presence of non-zero NS-NS three form field stregth (e.g., the N=2 WZW models).
We do not know of any previous study of the N=2 superconformal boundary conditions for
the sigma model over a bihermitian manifold and present a detailed analysis of this case.
There are massive generalizations of N=2 non-linear sigma models (the Landau-Ginzburg
models) which are (manifestly) not conformally invariant. However they admit a wide class
of supersymmetric boundary conditions which are similar to the D-brane conditions for the
conformal sigma model. Hence it is appropriate to discuss the Landau-Ginzburg models in
the present context (For N=1 boundary conditions are discussed in [6]). By analysing N=2
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Landau-Ginzburg models we clarify certain points concerning previous results [5] and also
to extend the analysis to the bihermitian Landau-Ginzburg models.
Before going into the detailed discussion of the problem let us briefly examine the notion
of a boundary condition which respect some symmetries (e.g., supersymmetry). This is a
much more subtle question than usually appreciated.
We identify three different routes for finding boundary conditions: By
* requiring the boundary conditions to be consistient with the symmetry algebra, e.g.
for (on-shell/off-shell) supersymmetry
F (X,ψ) = 0 → δsusyF (X,ψ) = 0
* imposing appropriate boundary conditions on conserved currents in order to have the
conserved charges in the presence of boundaries, e.g. for N=1 superconformal symmetry
T++ − T−− = 0 G+ − ηG− = 0
* requiring that the boundary terms of the appropriate variations of the action are zero
(e.g., the general field variation and the supersymmetric variation)
δS = 0, δsusyS = 0
It is important to realize that there are clear distictions between these three alternatives.
The first algebraic requirement is extremely useful since it relies entirely on the representation
theory of a given symmetry. For instance, as we will see in the case of supersymmetry there
are properties of the boundary conditions which are found using only off-shell supersymmetry.
Therefore these properties do not depend on the details of the model. However one cannot
hope to get all dynamics out of the algebra and thus in this respect the algebraic requirements
are not complete.
On the other hand the conditions involving currents are dynamical requirements which
depend only on the bulk properties of the theory. The currents are defined only on-shell and
thus the boundary conditions for the currents make sense only on-shell.
From a technical point of view the action is, perhaps, the simplest way to derive boundary
conditions. But using an action is difficult in a generic situation since we have to more or
less guess which boundary terms to include. An example of this difficulty is the N=1 sigma
model with non-zero B-field [7]. Starting from the standard N = 1 superfield action one
would not find boundary conditions which respect supersymmetry on the boundary. One
would then have to add boundary B-field terms by hand. Once one has found boundary
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conditions using one of the other approaches, however, one may add boundary terms to the
action so as to reproduce them. Because of these issues there are contradictory statements
about boundary conditions for the N=1 sigma model with B-field in the literature (see, for
example, [8]).
Consequently these approaches have their own advantages and disadvantages. Neverthe-
less these three approaches (or combinations of them) may produce a reliable answer. In
this article we adopt the following logic. We always start from the analysis of the algebraic
requirements on the general ansatz for boundary conditions on the physical fermions and
subsequently study the boundary conditions for currents. As a final step in the analysis
we find an action from which the boundary conditions can be derived. To avoid confusion
we discriminate between the bulk action (without boundary terms) and the boundary ac-
tion (with boundary terms). For the bulk action we are only ineterested in properties up
to boundary terms. Thus the bulk action is used to find the equations of motion, on-shell
supersymmetry transformations and conserved currents. For the derivation of the boundary
conditions from an action we use the boundary action.
The article is organised as follows. In Section 2 we review the boundary conditions which
arise from the requirement of N=1 superconformal invariance. We sketch the main results
from [9] and [10]. Following this introductory section, in Section 3 we treat the N=2 sigma
model on a Ka¨hler manifold. This model has been extensively discussed in the literature
because of its relevance to the description on D-branes on Calabi-Yau manifolds. We rederive
the known results in a systematic fashion and find new results. We emphasize the differences
between the present analysis and the previous studies of this type of boundary conditions.
One of the interesting results we discuss is the full description of A-type branes with a
B-field, as coisotropic submanifolds with f -structures on them. In the following Section 4
we study the N=2 superconformal boundary conditions for the bihermitian sigma model.
From a technical point of view this problem is harder than the Ka¨hler case partially due to
the absence of a special system of coordinates such as the canonical complex coordinates in
the Ka¨hler case. However we derive the general results and give a partial interpretation of
them in geometrical terms. It seems that a geometrical interpretation of these formal results
requires a better mathematical insight into the problem than we have at present. Section 5
deals with the massive generalization of the models discussed in the previous sections. We are
mainly concerned with the behaviour of the prepotential for certain supersymmetric solutions
that admit a nice geometrical interpretation. Finally, in Section 6 we give a summary of the
paper with a discussion of the open problems and the relation of our result to previous results
in the literature. There are rather detailed Appendixes on N=1 and N=2 supersymmetry
which establish our conventions and also point out some subtleties in the N=2 formalism
in the presence of boundaries. In three last Appendices some geometrical background is
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presented.
2 N=1 review
In this section we review results on N=1 superconformal boundary conditions for non-linear
sigma models. This will allow us to introduce the notation and some relevant concepts. We
closely follow ref’s [9] and [10].
The starting point is a general N = 1 sigma model given by the bulk action
S =
∫
d2σ d2θ D+Φ
µD−Φ
ν(gµν(Φ) +Bµν(Φ)) ≡
∫
d2σ d2θ D+Φ
µD−Φ
νEµν(Φ) (2.1)
where Eµν ≡ gµν + Bµν and we use a N=1 superfield formalism (see Appendix A for con-
ventions). The model is defined over a Riemannian manifold of dimension d with gµν being
the Riemannian metric3 and Bµν , a general antisymmetric field. The theory is classically
conformally invariant and thus there is no dimensionful parameter in the classical theory.
With the assignment d[σ] = 1 and d[∂] = −1, the canonical dimensions of the fields are
d[X ] = 0, d[ψ] = 1/2. A general ansatz4 for the fermionic boundary conditions has the
following form
ψµ− = R
µ(ψ+, X) = R
µ
ν(X)ψ
ν
+ +R
µ
νρσ(X)ψ
ν
+ψ
ρ
+ψ
σ
+ + .... (2.2)
However, from dimensional analysis it may be seen that in the classical theory there are no
higher fermion terms. Even for the most general ansatz where we allow R to depend on
derivatives of the fields the only possible local dimension −1/2 term is the first term on the
right hand side of (2.2). Other terms which are allowed by dimensional analysis have the
form ψk(∂)−1/2(k−1) and are thus nonlocal. In the quantum theory a mass scale is typically
generated and thus higher fermion terms are allowed. It is easy to see that the problem may
then be solved order by order in the fermions.
Since we are interested in the classical boundary conditions we start from the following
fermionic boundary conditions
ψµ− = ηR
µ
ν(X)ψ
ν
+. (2.3)
which are the most general local fermionic boundary conditions in the classical theory. For
the properties of R we introduce a terminology which generalizes the well-known concepts
3Hereafter,by “Riemannian”, we shall mean “Riemannian or pseudo Riemannian”.
4We need to assume differentiability to be able to do calculations. Thus within this classical approach
we have to exclude such brane configurations where this property is lost (e.g., a brane ending on a brane).
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for D-branes in flat space-time. At a given point X , by going to special system of coordinates
R can always be brought to the form
R =

 Rmn 0
0 −δij

 . (2.4)
Thus we may introduce a projector Q at this point (Q2 = Q)
Q =

 0 0
0 δij

 . (2.5)
It follows that R, must satsify, in covariant language,
RQ = QR = −Q, Q2 = Q. (2.6)
A maximal projector Q with the property (2.6) will be called a Dirichlet projector, (justified
below). If the rank of such a Q is d− (p+1) we say that R corresponds to a Dp-brane. The
projector which is complementary to Q is π = I−Q. We refer to π as a Neumann projector.
The following properties of Q, π and R will be useful
π2 = π, Q2 = Q, r2 = I, Pπ = πP = P, PQ = QP = 0 (2.7)
where r ≡ π − Q and 2P ≡ I + R. In the absence of a B-field5, the relation R2 = 1 holds
and this case corresponds to parity invariant boundary conditions.
We consider boundary conditions from the most general point of view, the off-shell su-
persymmetry transformations of the scalar mupliplet. Applying the off-shell supersymmetry
transformations (A.5) to the ansatz (2.3) we obtain
∂=X
µ −Rµν∂++X
ν − 2iηP µνF
ν
+− + 2iP
σ
ρR
µ
ν,σψ
ρ
+ψ
ν
+ = 0 (2.8)
where ǫ− = ηǫ+ with η2 = 1 in (A.5). Contracting with Q we get
Qµν∂0X
ν + 2iP ργP
ν
σQ
µ
ν,ρψ
σ
+ψ
γ
+ = 0. (2.9)
To understand this relation better let us jump ahead a bit and discuss the special case when
Qµν∂0X
ν = 0 (or equivalently πµν∂0X
ν = ∂0X
µ). Thus in (2.9) the two-fermion term should
vanish by itself implying that
P µνP
ρ
σQ
λ
[µ,ρ] = 0. (2.10)
Because πP = Pπ = P we can rewrite the condition (2.10) in a completly equivalent form
as follows
πµνπ
ρ
σQ
λ
[µ,ρ] = 0 (2.11)
5By B-field we shall mean the sum of the actual NS B-filed and the U(1) field strength.
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which is the integrability condition for π. Due to this condition the Dp-brane can be inter-
preted as a maximal integral submanifold and ∂0X
µ as living in the tangent space of this
submanifold, as was pointed out in [9].
It is important to realize that the above argument is independent of the details of the
model (e.g., on-shell realization of supersymmetry transformation), as it is based only on
the form of the ansatz (2.3) and the off-shell supersymmetry transformations for the scalar
multiplet. Therefore this geometrical interpretation is still valid, e.g., for the massive sigma
model (the Landau-Ginzburg model). However for the Landau-Ginzburg model the argument
for the uniqueness of the ansatz (2.3) breaks down due to the presence of a dimensionful
parameter.
Returning to the N=1 conformal sigma model (2.1), the on-shell supersymmetry trans-
formation together with ansatz (2.3) fixes the boundary conditions to be of the following
form 

ψµ− = ηR
µ
νψ
ν
+
∂=X
µ −Rµν∂++X
ν + 2i(P σγ∇σR
µ
ν + P
µ
ρg
ρδHδσγR
σ
ν)ψ
γ
+ψ
ν
+ = 0.
(2.12)
Now we sketch the main steps in the derivation of the general N=1 superconformal bound-
ary conditions [10]. These will be relevant to what follows in that the requirement of N=1
superconformal invariance is part of the N=2 superconformal invariance. The components
of the supercurrent and the stress tensor that we need may be taken to have the following
expressions
G+ = ψ
µ
+∂++X
νgµν −
i
3
ψµ+ψ
ν
+ψ
ρ
+Hµνρ, (2.13)
G− = ψ
µ
−∂=X
νgµν +
i
3
ψµ−ψ
ν
−ψ
ρ
−Hµνρ, (2.14)
T++ = ∂++X
µ∂++X
νgµν + iψ
µ
+∇
(+)
+ ψ
ν
+gµν , (2.15)
T−− = ∂=X
µ∂=X
νgµν + iψ
µ
−∇
(−)
− ψ
ν
−gµν , (2.16)
where the covariant derivatives acting on the worldsheet fermions are defined by
∇(+)± ψ
ν
+ = ∂+
=
ψν+ + Γ
+ν
ρσ∂+
=
Xρψσ+, ∇
(−)
± ψ
ν
− = ∂+
=
ψν− + Γ
−ν
ρσ∂+
=
Xρψσ−. (2.17)
To ensure N=1 superconformal invariance we have to impose the following conditions on the
above currents on the boundary
T++ − T−− = 0, G+ − ηG− = 0. (2.18)
Classically these conditions make sense only on-shell since the conserved currents are defined
modulo the equations of motion. Thus we should make use of the field equations in our
analysis. Using the fermionic equations of motion,
gµν(ψ
µ
+∇
(+)
− ψ
ν
+ − ψ
µ
−∇
(−)
+ ψ
ν
−) = 0, (2.19)
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we substitute the fermionic ansatz in the conformal condition and get
0 = T++ − T−− = 2iψ
σ
+∂0ψ
λ
+ [gσλ −R
µ
σgµνR
ν
λ] +
+ 2∂0X
δπρδ
[
gρν(∂++X
ν − ∂=X
ν)− 2Bρνπ
ν
λ∂0X
λ+
+ i
(
RµγΓµρνR
ν
σ − Γγρσ − R
µ
σgµνR
ν
γ,ρ+
+ Hσργ +R
µ
σHµρνR
ν
γ
)
ψσ+ψ
γ
+
]
, (2.20)
where we assume that the string is confined to some of the directions (i.e., that there is a
projector Q, Q2 = Q such that Qµν∂0X
ν = 0 or πµν∂0X
ν = ∂0X
µ, π ≡ I −Q). In (2.20) we
introduce an antisymmetric tensor Bµν which a priori has nothing to do with H . The term
which contains B vanishes identically in this expression and represents the ambiguity in the
right hand side. We further stress that we do not assume any relation between Q and R (a
condition RQ = QR = −Q will arise from the supersymmetry requirements below). From
the condition (2.20) we get the conformal boundary conditions


ψµ− − ηR
µ
νψ
ν
+ = 0,
πρδEνρπ
ν
λ∂++X
λ − πρδEρνπ
ν
λ∂=X
λ − iπρδ(R
µ
σgµν∇ρR
ν
γ −Hσργ − R
µ
σHµρνR
ν
γ)ψ
σ
+ψ
γ
+ = 0,
Qµλ(∂=X
λ + ∂++X
λ) = 0,
(2.21)
together with the condition
RµσgµνR
ν
ρ = gσρ. (2.22)
Substituting these relations into the second condition in (2.18), G+ − ηG− = 0, we find the
relations 

QµνR
ν
ρ = R
µ
νQ
ν
ρ = −Q
µ
ρ
πρδEνρπ
ν
γ = π
ρ
δEρνπ
ν
λR
λ
γ
πµγπ
ρ
φ∇[ρQ
δ
µ] = 0
πµτπ
ν
σπ
ρ
γHµνρ =
1
2
πµτπ
ν
σπ
ρ
γ(∇µB
D
νρ +∇νB
D
ρµ +∇ρB
D
µν)
(2.23)
where BD ≡ πtBπ +QtBQ. (Alternatively in the last line of (2.23) BD may be replaced by
Bπ ≡ πtBπ.) If H = dB then the last property in (2.23) would be trivially satisfied because
of the integrability of π (the next to last condition). Using the properties (2.22) and (2.23)
we see that the result is compatible with the supersymmetry algebra (i.e., we may rewrite
the bosonic conditions in (2.21) in the form they have in (2.12)). In what follows we shall
sometimes need
Rµν = r
µ
ν − 2g
µλBπλρP
ρ
ν , (2.24)
which follows from (2.23).
All the above results can be derived differently, starting from an appropriate action which
we now describe.
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If we look for parity invariant boundary conditions (i.e., R2 = I) we must start from an
action without explicit boundary terms
S =
∫
d2ξd2θ D+Φ
µD−Φ
νgµν(Φ). (2.25)
Requiring that the boundary field equations are satified as well as invariance under supersym-
metry, including the boundary, we reproduce the N=1 superconformal boundary conditions.
In the general case with non-zero B we have to use the following action with explicit
boundary terms,
S =
∫
d2ξd2θ D+Φ
µD−Φ
νEµν(Φ)−
i
2
∫
d2ξ ∂=(Bµνψ
µ
+ψ
ν
+ +Bµνψ
µ
−ψ
ν
−). (2.26)
In contrast to the current analysis we do not have to assume that H = dB here since this is
so by construction. For details of the derivation see [9] and [10].
The literature does not agree on the presence of the two-fermion terms in the bosonic
boundary conditions. Therefore we would like to elaborate on this point. In the previous
discussion we have outlined the proof that there is a one to one correspondence between the
classical N=1 superconformal boundary conditions of the sigma model and submanifolds with
a B-field (the π-integrable r and the B-term in (2.24)). If we relax the requirements of N=1
superconformal invariance to conformal invariance only, or to supersymmetric invariance
only, the correspondence would no-longer be one to one. For example, if we adopt the
boundary conditions ψ− = ηRψ+ and ∂=X = R∂++X , then the supersymmetry current
conditions in (2.18) are satisfied (with H = 0)
G+ − ηG− = ψ
µ
+gµν∂++X
ν − ηψµ−gµν∂=X
ν = 0 (2.27)
provided that RtgR = g. To interpret these boundary conditions as representing submani-
folds of the target manifold, however, we have to add the inegrability conditions by hand.
Further, unless extra requirement are imposed on R these solutions are not conformally
invariant (i.e., T++ − T−− 6= 0). The extra requirements derived in this manner are much
stronger than those previously discussed. Hence we see how different requiremens on the
boundary conditions lead to the different results and interpretations. This partially explains
the disagreement in the literature.
However if we look at the N=1 superconformal boundary conditions (2.12) (together with
the properties (2.22) and (2.23)) the two fermion terms are there in the general solution. It
still makes sense, of course to ask under which circumstances the two-fermion term is absent
in the boundary conditions. There is a simple theorem, for the parity invariant boundary
conditions, which shows that the two-fermion term is absent in the bosonic boundary condi-
tion if and only if the submanifold is totally geodesic (for the details we refer to the Appendix
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C). If the two-fermion term vanishes then the following property holds on the boundary
δXµgµν∂1X
ν = 0. (2.28)
Thus we see that the property (2.28) for the parity invariant N=1 superconformal bound-
ary conditions is equivalent to the statement that the corresponding submanifold is totally
geodesic. In fact the property of being totally geodesic has a very simple physical interpreta-
tion; once a geodesic starts along the submanifold it cannot escape the submanifold since the
second fundamental form is identically zero. Therefore, classically, particles cannot escape
from the D-brane in this case.
3 N=2 sigma models on Ka¨hler manifolds
We start our analysis from the relatively well studied example of an N=2 sigma model with
action
S =
∫
d2σ d2θ D+Φ
µD−Φ
νgµν(Φ). (3.1)
This action is written using N=1 superfield notation and is thus manifestly N=1 super-
symmetric. For irreducible even dimensional manifolds the action (3.1) has an additional
(nonmanifest) supersymmetry if and only if the manifold is Ka¨hler [1]. The extra supersym-
metry transformation is
δ2Φ
µ = ǫα2DαΦ
ν Jµν(Φ) (3.2)
where Jµν is the covariantly constant complex structure of the manifold. The metric gµν
should be Hermitian with respect to this complex structure. The action (3.1) can be rewritten
in a manifestly N=2 supersymmetric form as
S =
∫
d2σ d2θ d2θ¯ K(Φ, Φ¯) (3.3)
where the superfields are now complex and K is a Ka¨hler potential for the Hermitian metric.
The boundary conditions for this model were first considered in [2]. Here we reproduce
some of their results from a different point of view and complement them by new ones.
3.1 The N=2 algebra
A lot of information about the N=2 supersymmetric boundary conditions can be deduced
by purely algebraic considerations. In components the manifest on-shell6 supersymmetry
6The auxiliary (F-)field is integrated out.
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transformations are 

δ1X
µ = −(ǫ+1 ψ
µ
+ + ǫ
−
1 ψ
µ
−)
δ1ψ
µ
+ = −iǫ
+
1 ∂++X
µ + ǫ−1 Γ
µ
νρψ
ρ
−ψ
ν
+
δ1ψ
µ
− = −iǫ
−
1 ∂=X
µ − ǫ+1 Γ
µ
νρψ
ρ
−ψ
ν
+
(3.4)
and the nonmanifest tranformations (3.2) are


δ2X
µ = (ǫ+2 ψ
ν
+ + ǫ
−
2 ψ
ν
−)J
µ
ν
δ2ψ
µ
+ = −iǫ
+
2 ∂++X
νJµν − ǫ
−
2 J
µ
σΓ
σ
νρψ
ρ
−ψ
ν
+ − ǫ
+
2 J
µ
ν,ρψ
ρ
+ψ
ν
+ − ǫ
−
2 J
µ
ν,ρψ
ρ
+ψ
ν
−
δ2ψ
µ
− = −iǫ
−
2 ∂=X
νJµν + ǫ
+
2 J
µ
σΓ
σ
νρψ
ρ
−ψ
ν
+ − ǫ
+
2 J
µ
ν,ρψ
ρ
−ψ
ν
+ − ǫ
−
2 J
µ
ν,ρψ
ρ
−ψ
ν
−
(3.5)
A supersymmetry transformation of the fermionic boundary conditions
ψµ− = η1R
µ
ν(X)ψ
ν
+ (3.6)
yields
δiψ
µ
− = η1R
µ
ν,ρδiX
ρψν+ + η1R
µ
νδiψ
ν
+, i = 1, 2. (3.7)
This is the corresponding bosonic boundary conditions.
The first supersymmetry variation (3.4) applied to (3.6) yields the expression discussed
in the previous section
∂=X
µ − Rµν∂++X
ν + 2iP ργ∇ρR
µ
νψ
γ
+ψ
ν
+ = 0 (3.8)
where ǫ−1 = η1ǫ
+
1 (η
2
1 = 1) and 2P
µ
ν = δ
µ
ν + R
µ
ν . The second supersymmetry variation (3.5)
yields
∂=X
µ + (η1η2)J
µ
σR
σ
νJ
ν
γ∂++X
γ + i
[
(η1η2)J
µ
σ∇ρR
σ
νJ
ρ
γ + J
µ
σ∇ρR
σ
νJ
ρ
λR
λ
γ
]
ψγ+ψ
ν
+ = 0 (3.9)
where we used that ǫ+2 = η2ǫ
−
2 and the fact that ∇ρJ
µ
ν = 0.
Equations (3.8) and (3.9) should be equivalent. Comparing the X-part we get the fol-
lowing condition
JµγR
γ
νJ
ν
σ = −(η1η2)R
µ
σ (3.10)
or equivalently
JµγR
γ
ν = (η1η2)R
µ
γJ
γ
ν . (3.11)
Using (2.22), i.e. that RµρgµνR
ν
σ = gρσ, this equation can be equivalently rewritten as follows
RµρJµνR
ν
σ = (η1η2)Jρσ. (3.12)
The case η1η2 = 1 corresponds to the so called B-type conditions and η1η2 = −1 to the
A-type conditions, as defined in [2].
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Using (3.10) we rewrite the equation (3.9) as follows
∂=X
µ −Rµν∂++X
ν + 2i(η1η2)J
µ
λJ
ρ
γP
σ
ρ∇σR
λ
νψ
γ
+ψ
ν
+ = 0. (3.13)
Comparing the two-fermion terms in (3.8) and (3.13) we obtain
(
P ργ∇ρR
µ
ν − (η1η2)J
µ
λJ
ρ
γP
σ
ρ∇σR
λ
ν
)
ψγ+ψ
ν
+ = 0. (3.14)
Using (3.11) and the antisymmetry of the fermions, (3.14) may be rewritten as
P ρ[γ|∇ρR
µ
|ν] − J
ρ
[γ|P
σ
ρ∇σR
µ
λJ
λ
|ν] = 0 (3.15)
Finally, introducing the projectors Ω± = 1/2(I ± iJ) the condition (3.15) takes the form
Ωρ±[γ|P
σ
ρ∇σR
µ
λΩ
λ
±|ν] = 0. (3.16)
This condition does not imply that the two-fermion term vanishes. However it requires two-
fermion term to have a form which is compatible with the U(1) R-symmetry (see discussion
in subsection 3.2).
So far, except in (3.12), we have used the N=2 supersymmetry algebra only. As the
next step we combine the N=2 algebraic results (3.10) and (3.15) with the N=1 current
analysis. Indeed, as will be shown later, this gives us the full information about the N=2
superconformal boundary conditions.
3.1.1 B-type
We first consider the B-type conditions and combine the algebraic requirements (3.10) and
(3.14) for η1η2 = 1 with the results from the Section 2. On matrix form, the condition (3.11)
reads
JR = RJ. (3.17)
Using the Neumann and Dirichlet projectors and their properties (2.7), it follows from (3.17)
that
QJπ = πJQ = 0, πJ = Jπ, QJ = JQ. (3.18)
These expressions are completly equivalent to the statement that J = rJr. From (3.18) it
may be shown that R corresponds to a D-brane with odd p (i.e., the world-volume of the
brane is even dimensional). From equation (2.24) it follows that
J(πtBπ)J = (πtBπ). (3.19)
The conditions (3.14) are automatically satisfied due to the integrability and the property
(2.22).
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It is useful to rewrite the boundary conditions in the canonical complex coordinates for
the complex structure such that J ij = iδ
i
j, J
i¯
j¯ = −iδ
i¯
j¯ and J
i
j¯ = J
i¯
j = 0. The condition
(3.19) implies that Bπij = B
π
i¯j¯ = 0, where the fields are complexified in the standard fashion.
In these coordinates (3.10) implies
Rij¯ = R
i¯
j = 0, ∇ρR
i
j¯ = ∇ρR
i¯
j = 0. (3.20)
The conditions that follow from (3.14) take the form
P sl∇sR
i
j = P
s
j∇sR
i
l, P
s¯
l¯∇s¯R
i¯
j¯ = P
s¯
j¯∇s¯R
j¯
l¯
. (3.21)
Using the relations (2.24) and (3.19) it may be seen that (3.21) is equivalent to the following
expressions
πslπ
i
j∇sQ
j
k = 0, π
s¯
l¯π
i¯
j¯∇s¯Q
j¯
k¯
= 0 (3.22)
In complex coordinates the integrability conditions for π (the third property in (2.23)) read
πj[kπ
l
p]∇lQ
i
j = 0, π
j
kπ
l¯
p¯∇l¯Q
i
j = 0,
πj¯
[k¯
π l¯p¯]∇l¯Q
i¯
j¯ = 0, π
s
kπ
j¯
l¯
∇sQi¯j¯ = 0
(3.23)
and thus πij , π
i¯
j¯ are independently integrable. Using (2.22) we see that (3.22) follows from
(3.23). Indeed the condition (3.22) is weaker than inegrability of π.
Summarizing the above, in complex cordinates we have two sets of d/2 fermionic and d/2
bosonic boundary conditions. One set is


ψi− = η1R
i
jψ
j
+
∂=X
i −Rij∂++X
j + 4iP k¯l¯P
i
j∇k¯Q
j
sψ
s
+ψ¯
l¯
+ = 0
(3.24)
and the other set is obtained by interchanging the bared and unbared indices.
Geometrical aspects of the above results will be discussed in subsection 3.4.
3.1.2 A-type
We now turn to the A-type boundary conditions. In this case the condition (3.11) has the
form
JR = −RJ (3.25)
We begin with the case without B-field (i.e., R2 = 1). Using the properties (2.7) and (3.25)
it may be seen that
QJQ = 0, πJπ = 0 rJr = −J. (3.26)
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From (3.26) it follows that rank of Q is d/2 and so rank(π) = rank(Q). For this case the
conditions (3.14) is completly equivalent to inegrability of π: Using the inegrability of π we
may show that (3.14) is indeed true. Conversely, contracting (3.14) with P γφ and P
ν
ǫ and
using the property (3.26) we recover the inegrability of π (for this case π = P ). Moreover
for this case of so called middle-dimensional branes we cannot introduce a B-field.
Next we consider the boundary conditions with a B-field. Now (3.25) together with (2.7)
and (2.24) imply
QJQ = 0, QJBπ = 0 (3.27)
where Bπ is the field along the brane. In this case at the point we can always bring R to
the following block diagonal form
Rµν =


Kαβ 0 0
0 δnm 0
0 0 −δij

 (3.28)
where (ij) are the Dirichlet directions, (αβ) are the Neumann directions along which Bπ is
non zero and (nm) are the remaining Neumann directions. In (3.28) (I ±K)αβ is invertible
in the (αβ)-subspace, i.e. rank(K) = rank(Bπ). Combining (3.27) and (3.28) with the
property
RµρJµνR
ν
λ = −Jρλ (3.29)
we find the following form for Jµν
Jµν =


Jαβ 0 0
0 0 Jin
0 −Jin 0

 . (3.30)
Since Jµν is a non-degenerate antisymmetric matrix we must have
1
2
(rank(π)− rank(K) + rank(Q)) = rank(Q) (3.31)
or alternatively
rank(π) = 1
2
(d+ rank(Bπ)) . (3.32)
By definition rank(π) is the dimension of the world-volume of the brane. Thus we find that
the dimensionality of the A-type D-brane crucially depends on the rank of the U(1) field
strength of the brane. Because rank(πtJπ) = rank(Bπ) the pull-back of Jµν to the brane is
degenerate unless we deal with space-filling brane. However there is a non-trivial relation
between the geometry of the brane and the allowed B-field. Let us look at the details of this
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relationship for the case of space-filling branes (rank(Bπ) = d). For a space-filling brane the
R-matrix can be written as follows
R =
1
I + Bˆ
(I − Bˆ) (3.33)
where Bˆ = g−1B and Bˆ is invertible. Comparing (3.33) with (3.25) we arrive at the relation
JBˆJBˆ = −I (3.34)
which in its turn implies that J˜µν ≡ J
µλBλν is an almost complex stucture. The corresponding
Nijenhuis tensor for J˜ is
N µνρ(J˜) = J˜
γ
ν∇[γJ˜
µ
ρ] − J˜
γ
ρ∇[γJ˜
µ
ν] = J
µλ∇λJνρ = 0, (3.35)
where we used that J is covariantly constant and dB = 0. Thus the new almost complex
structure J˜ is integrable. Using the definition of J˜ one finds
J˜µλJµρJ˜
ρ
σ = −Jλσ, (3.36)
i.e. the Ka¨hler form Jµν is a (2,0)+(0,2) form with respect to the new complex structure J˜ .
Since the Ka¨hler form Jµν is nondegenerate we need the dimension ofM to be multiple of 4.
These are all requirements which follow from the superconformal invariance for the A-type
space-filling brane.
The above structure is realized in some well-known situations. For example, assuming
that J˜ is compatible with the metric (i.e., J˜ tgJ˜ = g) the relation (3.36) implies that {J˜ , J} =
0. Thus there is one extra almost complex structure Bˆ, (Bˆ2 = −I). This situation may be
realized for 4k-dimesional manifolds, e.g. for hyperKa¨hler manifolds. In this case the three
complex structures (J, J˜, Bˆ) can be shown to satisfy the standard SU(2) algebra.
In the non extreme cases (0 < rank(Bπ) < d) the pull back of Jµν is degenerate on the
brane. However due to the property (3.27) the complex structures J restricted to the tangent
vectors satisfies the following equation
(Jπ)3 + Jπ = 0 (3.37)
where Jπ ≡ πJπ. Equation (3.37) is the generalization of the equation J2 = −I to the
degenerate matrices. Analysing the structure of R in this case we further find that Bˆπ ≡
πg−1Bπ satisfies the condition
(BˆπJπ)3 + BˆπJπ = 0 (3.38)
The kernels of Bπµν and of the pull back of Jµν coincide by construction. Thus, as in the
discussion of (3.36), we see that rank(Bπ) is a multiple of 4. We comment more on the
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geometrical interpretation these solution in subsection 3.4. When Bπ is of maximal rank,
equation (3.38) is equivalent to (3.34).
As in the B-type case, it is useful to rewrite boundary conditions in the canonical complex
coordinates. The relation (3.10) now implies
Rij = R
i¯
j¯ = 0, ∇ρR
i
j = ∇ρR
i¯
j¯ = 0, (3.39)
and the integrability conditions for π become
∇[s¯R
i
j¯] = 0, R
l
[s¯|∇lR
i
|j¯] = 0, ∇[sR
i¯
j] = 0, R
l¯
[s|∇l¯R
i¯
|j] = 0, (3.40)
In complex cordinates the fermionic and bosonic boundary conditions thus read


ψi− = η1R
i
j¯ψ¯
j¯
+
∂=X
i −Rij¯∂++X¯
j¯ + i(∇sRij¯ +R
l¯
s∇l¯R
i
j¯)ψ
s
+ψ¯
j¯
+ = 0
(3.41)
and the other set of boundary conditions is again obtained by interchanging the bared and
unbared indices.
Geometrical aspects of these results are discussed in subsection 3.4.
3.2 Currents
Next we would like to rederive all the previous results in an alternative way: by imposing
the boundary conditions on the appropriate currents.
We want to retain the classical N=2 superconformal invariance in the presence of bound-
aries. Therefore the appropriate objects to study are the currents that correspond to su-
pertranslations in (2,2) superspace. However it is instructive to look at the corresponding
currents in the N=1 formalism. This has the advantage that we are not confined to the use
of complex coordinates. The currents are
T−++ = D+Φ
µ∂++Φ
νgµν , T
+
= = D−Φ
µ∂=Φ
νgµν (3.42)
J+ = D+Φ
µD+Φ
νJµν , J− = D−Φ
µD−Φ
νJµν . (3.43)
Using that the manifold is Ka¨hler together with the equations of motion we derive the
following conservation laws
D+T
+
= = 0, D−T
−
++ = 0, D−J+ = 0, D+J− = 0. (3.44)
The relevant components of the currents are
T++ = −iD+T
−
++| = ∂++X
µ∂++X
νgµν + iψ
µ
+∇−ψ
ν
+gµν , (3.45)
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T−− = −iD−T
+
= | = ∂=X
µ∂=X
νgµν + iψ
µ
−∇−ψ
ν
−gµν (3.46)
G1+ = T
−
++| = ψ
µ
+∂++X
νgµν , G
1
− = T
+
= | = ψ
µ
−∂=X
νgµν (3.47)
G2+ = −
i
2
D+J+| = ψ
µ
+∂++X
νJµν , G
2
− = −
i
2
D−J−| = ψ
µ
−∂=X
νJµν (3.48)
J+ = J+| = ψ
µ
+ψ
ν
+Jµν , J− = J−| = ψ
µ
−ψ
ν
−Jµν (3.49)
In components the conservation laws acquire the following form
∂
+
=
T∓∓ = 0, ∂
+
=
J∓ = 0, ∂
+
=
Ga∓ = 0, a = 1, 2. (3.50)
To ensure N=2 superconformal symmetry on the boundary we need to impose the fol-
lowing boundary conditions on the currents
T++ − T−− = 0, G
1
+ − η1G
1
− = 0, G
2
+ − η2G
2
− = 0, J+ − (η1η2)J− = 0. (3.51)
In Section 2 we have solved the first two conditions. Substituting the solutions (2.12) (where
H = 0) into the last two conditions in (3.51) gives
Jµν = (η1η2)R
ρ
µJρσR
σ
ν . (3.52)
Hence the current analysis coincides exactly with the previous results (cf.(3.12))
The conserved currents J± generate two R-rotations which act trivially on the bosonic
fields but non-trivially on the fermions. Because of the boundary condition J+−(η1η2)J− = 0
only one combination of these R-rotations survives as a symmetry in the presence of a
boundary. Thus for the B-type we have the following R-symmetry


ψµ+ → cosα ψ
µ
+ + sinα J
µ
νψ
ν
+
ψµ− → cosα ψ
µ
− + sinα J
µ
νψ
ν
−
(3.53)
and for the A-type 

ψµ+ → cosα ψ
µ
+ + sinα J
µ
νψ
ν
+
ψµ− → cosα ψ
µ
− − sinα J
µ
νψ
ν
−
. (3.54)
In complex coordinates these rotations take the familar form: ψi± → e
iαψi± for the B-type
and ψi± → e
±iαψi± for the A-type. The boundary conditions (3.24) and (3.41) are invariant
under these rotations respectively.
When using complex coordinates it is sometimes convenient to use a complexified version
of the currents Ga± (a = 1, 2):
G± =
1
2
(G1± + iG
2
±) = ψ
i
±∂+
=
X¯ j¯gij¯, G¯± =
1
2
(G1± − iG
2
±) = ψ¯
i¯
±∂+
=
Xjgi¯j (3.55)
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Thus for the B-type case, the complex supercurrent boundary conditions have the form
G+ − ηG− = 0, G¯+ − ηG¯− = 0 (3.56)
Making a R-rotation ψi± → e
±iβψi± (which is not a symmetry of the model!) we arrive at
the generalized B-type boundary conditions
G+ − ηe
−2iβG− = 0, G¯+ − ηe
2iβG¯− = 0 (3.57)
(η can be absorbed into the phase if one wishes.) Thus these B-type conditions for the
currents are solved by the conditions


ψi− − e
−2iβRijψ
j
+ = 0
∂=X
i −Rij∂++X
j + 4iP k¯l¯P
i
j∇k¯Q
j
sψ
s
+ψ¯
l¯
+ = 0
(3.58)
where the bosonic boundary condition is related to the fermionic one through the N=2
supersymmetry transformations (B.7) with ǫ¯+ = e2iβ ǫ¯−. Although this argument follows the
same lines as in [5], it should be noted is that the argument is applicable only after the form
of the two-fermion terms in the bosonic boundary condition has been established.
The same argument can be applied to the A-type boundary conditions. The complex
version of the boundary conditions for the supercurrent has the form
G+ − e
−2iβG¯− = 0, G¯+ − e
2iβG− = 0, (3.59)
and is solved by


ψi− − e
−2iβRij¯ψ¯
j¯
+ = 0
∂=X
i −Rij¯∂++X¯
j¯ + i(∇sRij¯ +R
l¯
s∇l¯R
i
j¯)ψ
s
+ψ¯
j¯
+ = 0
(3.60)
where the bosonic boundary condition is related to the fermionic one through the N=2
supersymmetry transofrmations (B.7) with ǫ+ = e2iβ ǫ¯−.
Thus we have established that the conditions (3.58) and (3.60) are the most general local
solutions of the problem, in the two cases (within our framework and given our assumptions).
3.3 Actions
We now briefly review the derivation of the N=2 superconformal boundary conditions start-
ing from an action. There are essentially no new results in this subsection. However hope-
fully the present discussion will clarify some technical points related to the derivation of the
supersymmetric boundary conditions from the action.
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We start from the action
S =
∫
d2σ
[
∂++X
µ∂=X
νEµν + iψ
µ
+∇−ψ
ν
+gµν + iψ
µ
−∇+ψ
ν
−gµν +
1
2
ψµ+ψ
λ
+ψ
ρ
−ψ
ν
−Rρνµλ
]
, (3.61)
where Eµν = gµν +Bµν and it assumed that dB = 0. The action (3.61) is the action (2.26)
written in components with the auxilary field integrated out. The boundary term in the
field variation of S is given by
δS = i
∫
dτ
[
(δψµ+ψ
ν
+ − δψ
µ
−ψ
ν
−)gµν + δX
µ(i∂++X
νEνµ − i∂=X
νEµν + (ψ
ν
−ψ
ρ
− − ψ
ν
+ψ
ρ
+)Γνµρ)
]
,
(3.62)
and the supersymmetry variation of S is given by
δ1S = ǫ
−
1
∫
dτ
[
gµν(∂++X
µψν− − η1∂=X
µψν+) + 2∂0X
µ(ψν− + η1ψ
ν
+)Bµν
]
(3.63)
with ǫ+1 = η1ǫ
1
−. Starting from the general fermionic ansatz (2.3) wee look for boundary
conditions which set both varions (3.62) and (3.63) to zero. These were found in [9] and [10].
As discussed above, if the manifold is Ka¨hler the action admits an extra supersymmetry.
The variation of the action (3.61) under this extra supersymmetry is given by
δ2S = ǫ
−
2
∫
dτ
[
Jνµ(∂++X
µψν− − η2∂=X
µψν+) + 2∂0X
µ(ψλ− + η2ψ
λ
+)J
ν
λBµν
]
(3.64)
with ǫ+2 = η2ǫ
−
2 . Requiring the variation (3.64) to vanish we find exactly the same conditions
(3.52) as in the previous section.
It is convenient to use complex coordinates. We may do this starting from the action
(3.61) and rewriting it in complex form. However we must be extra careful if we start from
the N=2 action
S =
∫
d2σ d2θ d2θ¯ K(Φ, Φ¯) (3.65)
and reduce it to the component action in the presence of a boundary. The subtlety lies in
the fermionic measure. Using (B.1) and (B.8) from Appendix B along with the chirality
conditions on Φ, we obtain the following expression for (3.65) reduced to N=1
S = −
1
2
∫
d2σ d2θ
(
Kij¯D[−Φ
iD+]Φ¯
j¯ −D+D−K
)
(3.66)
where Kij¯ ≡ ∂i∂¯j¯K. Comparing (3.66) to the standard N=1 action we find an additional
boundary term, D+D−K. This term is also responsible for the fact that the Ka¨hler gauge
symmetry corresponding to the transformation
K(Φ, Φ¯) → K(Φ, Φ¯) + h(Φ) + h¯(Φ¯) (3.67)
is broken in the presence of the boundaries according to
∫
d2σ d2θ d2θ¯
[
K(Φ, Φ¯) + h(Φ) + h¯(Φ¯)
]
=
∫
d2σ d2θ d2θ¯ K(Φ, Φ¯)+
1
4
∫
dτ (h,i∂1X
i+h¯,¯i∂1X¯
i¯).
(3.68)
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This is very much in analogy to the gauge symmetry for the antisymmetric 2-form gauge
field B. The gauge symmetry B → B + dΛ is also broken by the boundary terms. However
that symmetry can be restored by requiring an additional tranformation of a U(1) gauge
field such that it compensates for the boundary terms. Looking at (3.68) it seems reasonable
to assume that the boundary terms in (3.68) are canceled by appropriate transformations of
the scalars transverse to the brane which couple to ∂1X
µ on the boundary.
3.4 Geometric ineterpretation of the boundary conditions
In this subsection we summarize our results from this section and translate them into state-
ments about the geometry.
We have derived the most general local N=2 superconformal boundary conditions in the
classical theory. The N = 1 superconformal boundary conditions correspond to maximal
integral submanifolds. The extra supersymmetry leads to further restrictions on the sub-
manifolds of the Ka¨hler target manifold, M. The B-type boundary condition corresponds
to a Ka¨hler submanifold, D, which is invariant under the action of J
JTX(D) ⊂ TX(D), JNX(D) ⊂ NX(D) (3.69)
where TX(D) is the tangent space of D at the point X and NX(D) is the normal space
at X . The property (3.69) follows automatically from (3.18). In fact J induces a complex
structure on the submanifold which is integrable and covaraintly constant with respect to
the induced connection. Thus the group of the tangent bundle of D can be reduced to U(k)
where dim(D) = 2k. The B-type D-brane may have holomorphic (antiholomorphic) gauge
fields on it.
The A-type boundary conditions correspond to the case when the symplectic (Ka¨hler)
structure resticted to the normal space is zero
J |NX(D) = 0, rank(J |TX(D)) ≤ dim(TX(D)). (3.70)
Thus A-type branes correspond to coisotropic manifolds with dimension
dim(D) =
1
2
(d+ rank(J |TX(D))) (3.71)
where d = dim(M) and rank(J |TX(D)) = rank(B
π) which should be muptiple of 4. Bπ is
the field strength of the U(1) field on the brane. The case of zero Bπ (i.e., J |TX(D) = 0)
would correspond to a Lagrangian submanifold allowing only flat gauge fields. The opposite
case of maximal rank of Bπ correspond to the space-filling brane which can be realized for
d = 4k. To have an A-type space-filling brane there must be extra geometrical structure on
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the manifold M. In the generic situation there is an extra complex structure J˜ with the
property (3.36). This situation is realized in, e.g., hyperKa¨hler geometry.
In the generic situation 0 < rank(J |TX(D)) < dim(TX(D)) we have the following decom-
position of the tangent space of a D-brane
TX(D) = JNX(D)⊕ Tˆ (D), JTX(D) = NX(D)⊕ Tˆ (D). (3.72)
We see that the space Tˆ (D) is invariant under the action of J , that is J Tˆ (D) = Tˆ (D).
JNX(D) is the kernel of Jµν restricted to TX(D) (it is also the kernel of Bπ) and therefore
this space is integrable. In the mathematical literature (see, e.g. [12]) submanifolds of this
type are sometimes called generic CR submanifolds. The complex structures J restricted to
the tangent vectors of D gives rise to an f-stucture7 on the submanifold, see equation (3.37).
In fact, in this case the brane submanifold has two different f-structures, Jπ and BˆπJπ
with properties (3.37) and (3.38). These f-srtuctures restricted to Tˆ (D) become invertible.
The presence of the f -structure allows the reduction of the tangent bundle group of D
to U(2r) × O(d/2 − 2r) where 4r = rank(Jπ). Previously similar observations about the
non-Lagrangian A-type branes have been made in [11].
Let us point out a pecularity related to the derivation of the A-type boundary conditions
without B-field. A careful look at the previous derivation reveals an essential difference
between A- and B-types. Starting from the parity invariant ansatz (3.6) with R2 = I and
using the N=2 algebra only would give us two results for the A-type (i.e., η1η2 = −1);
RJR = −J, P µ[ρP
ν
σ]∇µQ
λ
ν = 0 (3.73)
where we recall that 2P = I+R and 2Q = I−R. (The derivation is found in subsection 3.1.)
For a geometrical interpretation, (3.73) is sufficient. The second relation says that we deal
with a submanifold and the first realtion says that J maps tangent vectors to normal vectors
and vice versa
JTX(D) ⊂ NX(D), JNX(D) ⊂ TX(D). (3.74)
Thus we have a Lagrangian submanifold. Note that this is a purely algebraic result. However,
to uncover the proper geometrical interpretation for the B-type we have to use the current
conditions (3.51). The condition (3.15) is too week to imply inegrability of π and thus we
do not obtain a geometrical interpretation from the N=2 algebra alone. This important
difference between the A- and B-types is seen in the full analysis only.
Further if we want to satisfy property (2.28) for the N=2 superconformal boundary
conditions we find totally geodesic Ka¨hler and Lagrangian submanifolds respectively. Unlike
in the N=1 case, this theorem would now hold even in the presence of gauge fields for the
B-type boundary conditions.
7For the definitions and the basic properties we refer to the Appendix C
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4 N=2 sigma model on bihermitian manifolds
We now consider the N=1 superfield bulk action for the real scalar superfields Φµ
S =
∫
d2σ d2θ D+Φ
µD−Φ
ν(gµν(Φ) +Bµν(Φ)), (4.1)
where we assume that H ≡ dB 6= 0. This action is manifestly supersymmetric under one
supersymmetry because of its N=1 superfield form. Further (4.1) admits an additional
nonmanifest supersymmetry of the form
δ2Φ
µ = ǫ+2 D+Φ
νJµ+ν(Φ) + ǫ
−
2 D−Φ
νJµ−ν(Φ) (4.2)
where D±ǫ
∓
2 = 0 and J
µ
±ν are the two complex structures [3]. The metric gµν has to be
Hermitian with respect to both complex structure (hence the name “bihermitian”). Each
of these complex structures is covariantly constant, with respect to different connections
however,
∇(±)ρ J
µ
±ν ≡ J
µ
±ν,ρ + Γ
±µ
ρσJ
σ
±ν − Γ
±σ
ρνJ
µ
±σ = 0, (4.3)
where we defined the two affine connections
Γ±µρν = Γ
µ
ρν ± g
µσHσρν . (4.4)
A few more formulae are useful. The inegrability of J± together with (4.3) lead to the
following relation
Hδνλ = J
σ
±δJ
ρ
±νHσρλ + J
σ
±λJ
ρ
±δHσρν + J
σ
±νJ
ρ
±λHσρδ. (4.5)
As another consequence of the constancy of the complex structures we may express the
torsion H in terms of the complex stuctures J±, [3]
Hµνρ = −J
λ
+µJ
σ
+νJ
γ
+ρ(dJ+)λσγ = J
λ
−µJ
σ
−νJ
γ
−ρ(dJ−)λσγ (4.6)
where
(dJ±)λσγ =
1
2
(∇λJ±σγ +∇σJ±γλ +∇γJ±λσ). (4.7)
The supersymmetry algebra is the usual one. As long as the two complex structures com-
mute, the supersymmetry algebra closes off-shell and the model can be formulated in (2, 2)
superspace. Commuting complex structures ([J−, J+] = 0) is equivalent to the existence of
a hermitian locally Riemannian product manifold [12] since then Π = J−J+ is an integrable
almost product structure. In this case, which is very special from the geometrical point of
view, the action (4.1) may be rewritten in a manifestly N=2 supersymmetric form as
S =
∫
d2σ d2θ d2θ¯ K(Φ, Φ¯,Λ, Λ¯) (4.8)
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where Φ and Λ are chiral and twisted chiral multiplets respectively. In the case of noncom-
muting complex structures the supersymmetry algebra closes only on-shell, hence the algebra
is model dependent and a manifest supersymmetric formulation will require introduction of
additional auxiliary fields. The construction of a manifest off-shell supersymetric version of
this model has been investigated in [13]-[17].
The main examples of this type of the geometry are given by WZW models. It is also
known that any even dimensional group allows for a N = 2 super Kac-Moody symmetry
[18], [19]. However for the WZW models the metric is never Ka¨hler and H 6= 0. On these
even dimensional group manifolds we find the geometry discussed above realized.
In what follows we derive formal results for the general case of a (2,2) sigma model
with torsion. However due to lack of proper understanding of the underlying geometry it
is difficult to interpret these results in geometrical terms except for special cases, e.g. for
commuting complex structures.
4.1 The N=2 algebra
As in the Ka¨hler case a lot of information can be obtained from algebraic considerations. In
components the manifest on-shell supersymmetry transformations are


δ1X
µ = −(ǫ+1 ψ
µ
+ + ǫ
−
1 ψ
µ
−)
δ1ψ
µ
+ = −iǫ
+
1 ∂++X
µ + ǫ−1 Γ
−µ
νρψ
ρ
−ψ
ν
+
δ1ψ
µ
− = −iǫ
−
1 ∂=X
µ − ǫ+1 Γ
−µ
νρψ
ρ
−ψ
ν
+
(4.9)
and the nonmanifest supersymmetry transformations (4.2) are


δ2X
µ = ǫ+2 ψ
ν
+J
µ
+ν + ǫ
−
2 ψ
ν
−J
µ
−ν
δ2ψ
µ
+ = −iǫ
+
2 ∂++X
νJµ+ν − ǫ
−
2 J
µ
−σΓ
−σ
νρψ
ρ
−ψ
ν
+ + ǫ
+
2 J
µ
+ν,ρψ
ν
+ψ
ρ
+ + ǫ
−
2 J
µ
−ν,ρψ
ν
−ψ
ρ
+
δ2ψ
µ
− = −iǫ
−
2 ∂=X
νJµ−ν + ǫ
+
2 J
µ
+σΓ
−σ
νρψ
ρ
−ψ
ν
+ + ǫ
+
2 J
µ
+ν,ρψ
ν
+ψ
ρ
− + ǫ
−
2 J
µ
−ν,ρψ
ν
−ψ
ρ
−
(4.10)
As before, we start from the fermionic ansatz (3.6) and apply both supersymmetry transfor-
mations, (4.9) and (4.10). The result of the first transformation is
∂=X
µ − Rµν∂++X
ν + 2i(P σγ∇σR
µ
ν + P
µ
ρg
ρδHδσγR
σ
ν)ψ
γ
+ψ
ν
+ = 0 (4.11)
where ǫ+1 = η1ǫ
−
1 . The second supersymmetry gives
∂=X
µ + (η1η2)J
µ
−λR
λ
σJ
σ
+ν∂++X
ν + i
[
(η1η2)J
µ
−λ∇
(−)
ρ R
λ
νJ
ρ
+γ+
+(η1η2)J
µ
−λR
λ
σJ
σ
+ρH
ρ
νγ + J
µ
−λ∇
(+)
ρ R
λ
νJ
ρ
−σR
σ
γ −H
µ
ρσR
σ
γR
ρ
ν
]
ψγ+ψ
ν
+ = 0 (4.12)
where ǫ+2 = η2ǫ
−
2 and we have used the property (4.3).
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The boundary conditions (4.11) and (4.12) should be equivalent. Starting from the X-
part we get the condition
(η1η2)J
µ
−λR
λ
σJ
σ
+ν = −R
µ
ν (4.13)
or equivalently
Jµ−νR
ν
λ = (η1η2)R
µ
νJ
ν
+λ. (4.14)
Using RµσgµνR
ν
ρ = gσρ we rewrite (4.14) as
RµσJ−µνR
ν
ρ = (η1η2)J+σρ. (4.15)
In analogy with the Ka¨hler case we might call the case η1η2 = 1 a B-type and η1η2 = −1 an
A-type condition. Using the property (4.14) the equation (4.12) is rewritten as
∂=X
µ − Rµν∂++X
ν + i
[
(η1η2)J
µ
−λ∇
(−)
ρ R
λ
νJ
ρ
+γ+
+(η1η2)J
µ
−λ∇
(+)
ρ R
λ
νR
ρ
σJ
σ
+γ −R
µ
λH
λ
νγ −H
µ
ρσR
σ
γR
ρ
ν
]
ψγ+ψ
ν
+ = 0. (4.16)
Using (4.5) we further rewrite (4.16) as
∂=X
µ − Rµν∂++X
ν + 2iJσ+γJ
λ
+ν
(
P ρσ∇ρR
µ
λ + P
µ
φH
φ
ρσR
ρ
λ
)
ψγ+ψ
ν
+ = 0. (4.17)
Comparing the two-fermion terms of (4.11) and (4.17) we get
P σ[γ|∇σR
µ
|ν] + P
µ
ρH
ρ
σ[γR
σ
ν] − J
σ
+[γJ
λ
+ν]
(
P ρσ∇ρR
µ
λ + P
µ
φH
φ
ρσR
ρ
λ
)
= 0. (4.18)
Using the projectors Ω+± = 1/2(I ± iJ+) we rewrite the above condition as
Ω+σ±[γΩ
+λ
±ν]
(
P ρσ∇ρR
µ
λ + P
µ
φH
φ
ρσR
ρ
λ
)
= 0. (4.19)
This condition is very similar to the corresponding condition for the Ka¨hler case, (3.16). As
before the condition (4.19) does not imply that the two-fermion term vanishes. However it
requires the two-fermion term to have a form which is compatible with an appropriate U(1)
R-symmetry.
4.2 Currents
Alternatively we derive the superconformal boundary conditions by imposing conditions on
the conserved currents. In the form we need them, the currents are
T−++ = D+Φ
µ∂++Φ
νgµν −
i
3
D+Φ
µD+Φ
νD+Φ
ρHµνρ, (4.20)
T+= = D−Φ
µ∂=Φ
νgµν +
i
3
D−Φ
µD−Φ
νD−Φ
ρHµνρ, (4.21)
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J+ = D+Φ
µD+Φ
νJ+µν , (4.22)
J− = D−Φ
µD−Φ
νJ−µν . (4.23)
T−++ and T
+
= correspond to N=1 supercurrent and they were derived for the general case
of the N=1 sigma model, e.g. in the Appendix of [9]. The currents J+ and J− generate
the additional supersymmetry transformation (4.2). Using the equations of motion and the
properties (4.3) together with the fact the∇(±)ρ gµν = 0 we find that the currents (4.20)-(4.23)
are indeed conserved
D+T
+
= = 0, D−T
−
++ = 0, D−J+ = 0, D+J− = 0. (4.24)
The components of the currents (4.20)-(4.23) are related to the (2,2) currents (T±±, G
1
±, G
2
±,
J±) as follows
T++ = −iD+T
−
++| = ∂++X
µ∂++X
νgµν + iψ
µ
+∇
(+)
+ ψ
ν
+gµν , (4.25)
T−− = −iD−T
+
= | = ∂=X
µ∂=X
νgµν + iψ
µ
−∇
(−)
− ψ
ν
−gµν , (4.26)
G1+ = T
−
++| = ψ
µ
+∂++X
νgµν −
i
3
ψµ+ψ
ν
+ψ
ρ
+Hµνρ, (4.27)
G1− = T
+
= | = ψ
µ
−∂=X
νgµν +
i
3
ψµ−ψ
ν
−ψ
ρ
−Hµνρ, (4.28)
G2+ =
i
2
D+J+| = ψ
µ
+∂++X
νJ+µν +
i
3
ψµ+ψ
ν
+ψ
ρ
+J
λ
+µJ
σ
+νJ
γ
+ρHλσγ (4.29)
G2− =
i
2
D−J−| = ψ
µ
−∂=X
νJ−µν −
i
3
ψµ−ψ
ν
−ψ
ρ
−J
λ
−µJ
σ
−νJ
γ
−ρHλσγ (4.30)
J+ = J+| = ψ
µ
+ψ
ν
+J+µν , J− = J−| = ψ
µ
−ψ
ν
−J−µν (4.31)
where the covariant derivatives acting on the worldsheet fermions are defined by
∇(+)± ψ
ν
+ = ∂+
=
ψν+ + Γ
+ν
ρσ∂+
=
Xρψσ+, ∇
(−)
± ψ
ν
− = ∂+
=
ψν− + Γ
−ν
ρσ∂+
=
Xρψσ−. (4.32)
To ensure N=2 superconformal symmetry on the boundary we impose the following
conditions on the currents (4.25)–(4.31),
T++ − T−− = 0, G
1
+ − η1G
1
− = 0, G
2
+ − η2G
2
− = 0, J+ − (η1η2)J− = 0. (4.33)
The two first conditions were solved completly in [10]. Using these results it is straightforward
to find the content of the remaining two conditions. In total, the conditions from [10] has to
be supplemented by the single condition
RρµJ−ρσR
σ
ν = (η1η2)J+µν , (4.34)
which agrees with the algebraic results from subsection 4.1.
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The conserved currents J± generate two R-rotations which act trivially on the bosonic
fields but non-trivially on the fermions. Because of the boundary condition J+−(η1η2)J− = 0
only one combination of these R-rotations survives as a symmetry in the presence of a
boundary. Thus for (η1η2) = 1 we have the following R-symmetry

ψµ+ → cosα ψ
µ
+ + sinα J
µ
+νψ
ν
+
ψµ− → cosα ψ
µ
− + sinα J
µ
−νψ
ν
−
(4.35)
and for (η1η2) = −1 

ψµ+ → cosα ψ
µ
+ + sinα J
µ
+νψ
ν
+
ψµ− → cosα ψ
µ
− − sinα J
µ
−νψ
ν
−
(4.36)
Unlike the Ka¨hler case these rotations do not simplify in complex form. We can choose the
complex coordiates with respect to J+ and then the rotations of ψ+ will takes the simple
form: ψµ+ → e
iαψµ+. However in these coordinates the rotations of ψ
µ
− do not have a nice
form except in the special case of commuting complex structures. Using the properties (4.14)
and (4.19) it is easily checked that the form of the boundary conditions (3.6) and (4.11) is
invariant under a combination of the respective U(1) rotations.
We face the same problem as above if we try to complexify the supersymmetry currents
Gi±, i = 1, 2. We cannot complexify G
i
+ and G
i
− at the same time unless the complex
structures commute. However we may repeat the same manipulations as for the Ka¨hler case
in subsection 3.2. As an example, we take (η1η2) = 1. Making a R-rotation (4.36) (which is
not a symmetry of the model!) we arrive at the generalized (η1η2) = 1 boundary conditions
 G1+
G2+

 = η

 cos 2α − sin 2α
sin 2α cos 2α



 G1−
G2−

 (4.37)
where we used the property (4.5). Similar manipulations may be done for the generalized
(η1η2) = −1 boundary conditions.
4.3 Action
We derive the N=2 superconformal boundary conditions starting from the appropriate action
as in [10]. Here we sketch the main steps in the derivation of the full set of boundary
conditions from the action: The correct action has the form
S =
∫
d2ξd2θ D+Φ
µD−Φ
νEµν(Φ)−
i
2
∫
d2ξ ∂=(Bµνψ
µ
+ψ
ν
+ +Bµνψ
µ
−ψ
ν
−). (4.38)
or in component
S =
∫
d2ξ
[
∂++X
µ∂=X
νEµν + iψ
µ
+∇
(+)
− ψ
ν
+gµν + iψ
µ
−∇
(−)
+ ψ
ν
−gµν +
1
2
ψλ+ψ
σ
+ψ
ρ
−ψ
γ
−R
−
ργλσ
]
(4.39)
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where we have integrated out the auxilary field. In (4.39) the curvature is defined as follows
R±µσρλ = Γ
±µ
λσ,ρ − Γ
±µ
ρσ,λ + Γ
±µ
ργΓ
±γ
λσ − Γ
±µ
λγΓ
±γ
ρσ (4.40)
with Γ± given by (4.4) and ∇(±)∓ by (4.32). We will show that the result coincides with the
conditions obtained from the currents in subsection 4.2, and hence that the above action is
indeed the correct one.
The general field variation of (4.39) is
δS = i
∫
dτ
[
(δψµ+ψ
ν
+ − δψ
µ
−ψ
ν
−)gµν+
+δXµ(i∂++X
νEνµ − i∂=X
νEµν + Γ
−
νµρψ
ν
−ψ
ρ
− − Γ
+
νµρψ
ν
+ψ
ρ
+)
]
. (4.41)
The variation of (4.39) under the manifest supersymmetry (4.9) is
δs1S = ǫ
−
1
∫
dτ
[
∂++X
µψν−Eµν − η1ψ
µ
+∂=X
νEµν + η1∂++X
µψν+Bµν + ∂=X
µψν−Bµν−
−
i
3
η1Hµνρψ
ρ
+ψ
µ
+ψ
ν
+ −
i
3
Hµνρψ
ρ
−ψ
µ
−ψ
ν
−
]
. (4.42)
The variation of (4.39) under the nonmanifest supersymmetry (4.10) is
δs2S = ǫ
−
2
∫
dτ
[
η2∂=X
µψρ+J
ν
+ρEνµ − ∂++X
µψρ−J
ν
−ρEµν − η2∂++X
µψρ+J
ν
+ρBµν−
− ∂=X
µψρ−J
ν
−ρBµν + iJ
λ
−µHλνρψ
µ
−ψ
ν
−ψ
ρ
− + iη2J
λ
+µHλνρψ
µ
+ψ
ν
+ψ
ρ
+
]
. (4.43)
Starting from the fermionic ansatz (3.6) we have to find boundary conditions that set the
three variations (4.41), (4.42) and (4.43) to zero. Using the results of [10] we only need to
deal with the last variation, (4.43). After straightforward calculations we find that the N=1
conditions have to be supplemented by the single condition (4.34). Thus the action (4.39)
reproduces the boundary conditions derived from the currents.
For commuting complex structures there is an off-shell N=2 represenation of the model
in terms of chiral and twisted chiral superfields. The action is given by (4.8) and there is a
gauge symmetry for the generalized Ka¨hler potential
K(Φ, Φ¯,Λ, Λ¯) → K(Φ, Φ¯,Λ, Λ¯) + h(Φ) + h¯(Φ¯) + g(Λ) + g¯(Λ¯). (4.44)
In complete analogy with the Ka¨hler case this gauge symmetry is broken by the boundary
terms.
4.4 Geometry
In the previous subsection we analysed the formal aspects of the N=2 superconformal bound-
ary conditions for the bihermitian case and found the most general local N=2 superconformal
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boundary conditions. Following the Ka¨hler case we would like to find a geometrical interpre-
tation of these boundary conditions in terms of special types of submanifolds. Unfortunately
now we cannot use the results from symplecic geometry which we used in the analysis of
the Ka¨hler case. For a N=2 sigma models with torsion the target manifold is a bihermitian
manifold with the additional property (4.6). As far as we are aware there is no clear geomet-
rical interpretation of the non-linear condition (4.6) which relates two complex structures.
Therefore we cannot give a full interpretation of the most general solution of the model in
simple geometrical terms. Nevertheless we present some partial results on the geometry of
these boundary conditions.
In contrast to the Ka¨hler case the corresponding submanifold cannot be invariant (anti-
invariant) with respecet to one of the complex structures. To illustrate this point, let us
assume that a submanifold is J−-invaraint (i.e., [R, J−] = 0). We then have the following
(η1η2)RJ+ = J−R = RJ−, → R(J− − (η1η2)J+) = 0. (4.45)
Since by the definition R is nondegenerate we run into the contradiction that J+ = ±J−.
Thus R cannot carry purely holomorphic (antiholomorphic) indices with respect to one of
the complex structures (J+, e.g).
The next property which is very special for the present model is the relation between the
torsion, H and the boundary condition, R. As we have discussed there is a non trivial relation
(4.5) between H and J± which follows from the inegrability of J± and the covariant constancy
of J± with respect to the affine connections with torsion. In the complex coordinates for
J+ (J−) the condition (4.5) have a simple form: Hijk = 0 and Hi¯j¯k¯ = 0. Combining the
property (4.14) with (4.5) we obtain a condition which involves R


HRδνλ = J
σ
+δJ
ρ
+νH
R
σρλ + J
σ
+λJ
ρ
+δH
R
σρν + J
σ
+νJ
ρ
+λH
R
σρδ
HδνλR = J
δ
−σJ
ν
−ρH
σρλ
R + J
λ
−σJ
δ
−ρH
σρν
R + J
ν
−σJ
λ
−ρH
σρδ
R
(4.46)
with the following notation
HRδνλ ≡ R
µ
δR
ρ
νR
σ
λHµρσ, H
δνλ
R ≡ R
δ
µR
ν
ρR
λ
σH
µρσ. (4.47)
In canonical coordinates for J+ the property (4.46) has the relatively simple form
RµiR
ρ
jR
σ
kHµρσ = 0, R
µ
i¯R
ρ
j¯R
σ
k¯Hµρσ = 0 (4.48)
where i, j, k (¯i, j¯, k¯) are holomorphic indices and µ = (i, i¯). Since R can neither commute
nor anticommute with J+ the relation (4.48) is a nontrivial restriction on possible R’s.
Another common property of these branes is that
Q(J+ − (η1η2)J−)Q = 0 (4.49)
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which follows from (4.14) and the property RQ = QR = −Q. In geometrical terms the
property (4.49) says that a linear combination of two forms J±µν is zero when restriced to
the normal space
(J+µν − (η1η2)J−µν)|NX(D) = 0. (4.50)
Next we look at the special subclass of the boundary conditions with the property that
R2 = I. In this case it is convenient to introduce two (1,1) tensors
Lµν ≡ J
µ
+ν + J
µ
−ν , M
µ
ν ≡ J
µ
+ν − J
µ
−ν (4.51)
which may be degenerate in a generic situation. Using these tensors we rewrite the condition
(4.14) as
RµρL
ρ
σR
σ
ν = (η1η2)L
µ
ν , R
µ
ρM
ρ
σR
σ
ν = −(η1η2)M
µ
ν . (4.52)
Alternatively since the metric is hermitian with respect to both complex structures there
exist two corresponding two forms Mµν and Lµν . In terms of these antisymmetric tensors
the condition (4.52) is rewritten as
RµρLµνR
ν
σ = (η1η2)Lρσ, R
µ
ρMµνR
ν
σ = −(η1η2)Mρσ. (4.53)
We first consider the case when (η1η2) = 1. The relation (4.52) takes the form
[R,L] = 0, {R,M} = 0. (4.54)
In full analogy with the analysis from the Section 3 we find that the resulting submanifold
D is an invariant submanifold with respect to L and anti-invariant with respect to M , i.e.
LTX(D) ⊂ TX(D), LNX(D) ⊂ NX(D), (4.55)
MTX(D) ⊂ NX(D), MNX(D) ⊂ TX(D). (4.56)
For the case (η1η2) = −1 the role of L and M is interchanged. Thus the resulting manifold
is L-anti-invariant and M-invariant.
Alternatively we may construct other (1,1)-tensors, for example the commutator and
anticommutator of the complex structures. In this case the condition (4.14) together with
R2 = I implies
[J−, J+]R = −R[J−, J+], {J−, J+}R = R{J−, J+}. (4.57)
Thus the submanifold is anti-invariant with respect to [J−, J+] and invariant with respect to
{J+, J−} (unless one of them are zero).
If L and M are non degenerate, then ker[J+, J−] = ∅, where
ker[J+, J−] = ker(J+ − J−)⊕ ker(J+ + J−). (4.58)
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In this case the backgound manifold has to be 4k dimensional [17]. It is easy to see that
when the antisymmetric tensors Lµν and Mµν are non degenerate the conditions (4.53) do
not have a solution such that R2 = I. In the next subsection we will analyse the opposite
case when [J+, J−] = 0 and, as we will see, there are many solutions which satisfy R
2 = I.
Therefore we conclude that ker[J+, J−] “controls” the solutions with R
2 = I (i.e., without
B-field).
It is difficult to describe the most general case exhaustively. Using L andM , the condition
(4.14) for the case (η1η2) = 1 can be rewritten as
[R,L] = T, {R,M} = T (4.59)
where T is an auxilary object. For the case (η1η2) = −1 L and M would be interchanged in
(4.59). The fact that J± are complex structures implies that
{L,M} = 0, L2 +M2 = −2I. (4.60)
If we consider the space-filling brane then R is a globally defined (1, 1) tensor satisfying the
algebra (4.59) and (4.60). The existence of this algebra on the target manifold should have
non trivial consequences. However, we are not familiar with this type of the structures in
the mathematical literature.
4.4.1 Locally product manifolds
In this subsection we consider the special case of commuting comlex structures,
[J+, J−]
µ
ν ≡ J
µ
+ρJ
ρ
−ν − J
µ
−ρJ
ρ
+ν = 0. (4.61)
Then the tensor
Πµν ≡ J
µ
+ρJ
ρ
−ν , (4.62)
satisfies
ΠµρΠ
ρ
ν = δ
µ
ν . (4.63)
A tensor satsifying above requirement is known as an almost product structure [12]. As
a result of the inegrability of J± the almost product structure Π is also integrable. An
inegrable (1, 1) tensor with the property (4.63) gives rise to a local product structure. Using
the property (4.6) we see that the submanifolds projected out by
Π± =
1
2
(I ±Π) (4.64)
are Ka¨hler. Thus the geometry locally looks like a product of two Ka¨hler manifolds,
M1 × M2. However the geometry is not a locally decomposable Riemannian manifold,
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i.e. the metric onM1 depends on the coordinates ofM2 and vice versa. An example where
this situation is realized is the group manifold, SU(2)×U(1). However, in this example the
local product structure Π is not the obvious one.
If we consider solutions with the property R2 = I then, as result of (4.14), we get
[Π, R] = 0. (4.65)
Thus in this case the submanifold corresponding to a D-brane is Π-invariant, i.e.
ΠTX(D) ⊂ TX(D), ΠNX(D) ⊂ NX(D). (4.66)
Therefore Π induces a local product structure on the brane, D. R is decomposable in the
following form
R = Π+RΠ+ +Π−RΠ− ≡ R
+ +R−. (4.67)
Using the above decomposition the problem can be completly separated into two independent
problems for the Ka¨hler geometry


R+J+ + (η1η2)R
+J+ = 0
R−J+ − (η1η2)R−J+ = 0
(4.68)
where the first equation is understood onM1 and the second onM2. Thus for the the case
(η1η2) = 1 we have
{R+, J+} = 0, [R
−, J+] = 0 (4.69)
and the resulting brane is a local product of a Lagrangian submanifold ofM1 and a Ka¨hler
submanifold of M2 with respect to J+. When (η1η2) = −1 the situation is interchanged,
i.e. the resulting brane is local product of a Lagrangian submanifold of M2 and a Ka¨hler
submanifold of M1 with respect to J+. Thus unlike the case with ker[J+, J−] = ∅ there are
a lot of solutions with the property R2 = I.
Next if we look for more general solutions with R2 6= I then we still construct them in the
same fashion assuming the property (4.65). However there are solutions whith R2 6= I which
do not obey the condition (4.65) and thus they cannot be thought of as local products of
Ka¨hler branes. In the general situation we solve the problem explicitly in special coordinates.
Coordinates exist in which Π and J± take block diagonal forms
Πµν =


−δnm 0 0 0
0 −δn¯m¯ 0 0
0 0 δij 0
0 0 0 δ i¯j¯


, (4.70)
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Jµ−ν =


iδnm 0 0 0
0 −iδn¯m¯ 0 0
0 0 iδij 0
0 0 0 −iδ i¯j¯


, Jµ+µ =


−iδnm 0 0 0
0 iδn¯m¯ 0 0
0 0 iδij 0
0 0 0 −iδ i¯j¯


. (4.71)
Thus the condition (4.14) with (η1η2) = 1 can be solved for R as follows
Rµν =


0 Rnm¯ R
n
j 0
Rm¯n 0 0 R
m¯
j¯
0 Rim¯ R
i
j 0
Ri¯n 0 0 R
i¯
j¯


. (4.72)
We see that R does not have a block diagonal form and in the general situation the property
(4.65) is not true. There are other condition which restricts R further. For example, the
condition which involve the metric RtgR = g. The metric g is bihermitian with respect to
both complex structure and has the special form
gµν =


0 gnm¯ 0 0
gnm¯ 0 0 0
0 0 0 gij¯
0 0 gij¯ 0


. (4.73)
However the condition involving the metric does not restrict R to be block diagonal in the
Π-coordinates. Other properties of the branes would depend on the specific properties of
the model. A similar analysis can be done for the case (η1η2) = −1.
5 N=2 Landau-Ginzburg models
In this section we consider the special subclass of boundary conditions for the massive gen-
eralization of the N=2 sigma models, so called N=2 Landau-Ginzburg models.
The N=1 Landau-Ginzburg model is given by the bulk action
S =
∫
d2σ d2θ [D+Φ
µD−Φ
ν(gµν(Φ) +Bµν(Φ)) +W (Φ)] . (5.1)
Generically the classical model is not conformally invariant because of the presence of the
potential W . However it shares some interesting properties with the sigma model.
Boundary conditions for the N=1 Landau-Ginzburg model in a trivial background are
discussed in [6]. In particular a boundary potential is found to be necessary for supersym-
metry. In this section we discuss the N=2 version of the Landau-Ginzburg model. The bulk
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action is manifestly N=1 supersymmetric. Depending on whether the field strength for B is
zero or nonzero, the nonmanifest supersymmetry has either the form (3.2) or the form (4.2).
Therefore the last term in (5.1) should be supersymmetric by itself.
We first analyse the Ka¨hler case. The variation of the last term in (5.1) with respect to
the nonmanifest supersymmetry (3.2) is
δ
∫
d2σ d2θ W (Φ) =
∫
d2σ d2θ W,µJ
µ
νǫ
α
2DαΦ
ν . (5.2)
We require the integrand to be a total derivative and thus find
Jµν∂µW = ∂νW˜ (5.3)
where W˜ is an arbitrary function. This condition is a higher dimensional analog of the
Cauchy-Riemann equations and thus W and W˜ can be thought of as the real and imagi-
nary parts of a holomorphic function, W = W + iW˜ . Equation (5.3) implies the following
integrability conditions
∂[ρ(J
µ
ν]∂µW ) = 0. (5.4)
In two dimensions this condition is the requirement that the real part of holomorphic function
should be harmonic. The bosonic potential can be written either in terms of W (the real
part) or in terms of W˜ (the imaginary part)
V (X) =
1
4
∂µW∂νWg
µν =
1
4
∂µW˜∂νW˜g
µν (5.5)
When the taget space manifold is Ka¨hler and W satisfies (5.4) the action can be rewritten
in a manifestly N=2 supersymmetric form
S =
∫
d2σ d2θ d2θ¯ K(Φ, Φ¯) +
∫
d2σ d2θ W(Φ) +
∫
d2σ d2θ¯ W¯(Φ¯) (5.6)
where W is the holomorphic prepotential defined above.
If dB 6= 0, the taget manifold should be bihermitian and the nonmanifest supersymmetry
is given by (4.2). As in the Ka¨hler case we require the potential term to be supersymmetric
by itself. Following the previous line of argument, we take the supersymmetry variation of
the potential term to be a total derivative and as result we get two conditions
Jµ+ν∂µW = ∂νW˜+, J
µ
−ν∂µW = ∂νW˜− (5.7)
where W˜+ and W˜− are arbitrary functions. Equations (5.7) imply integrability conditions
for W ;
∂[ρ(J
µ
+ν]∂µW ) = 0, ∂[ρ(J
µ
−ν]∂µW ) = 0. (5.8)
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Therefore we may form two complex functions, W+ = W + iW˜+ and W− = W + iW˜−
which are both holomorphic but with respect to different complex structures. If the two
complex structures commute we may use a manifest N=2 formalism with chiral (antichiral)
and twisted chiral (antichiral) supersfields.
In what follows we will consider a special class of boundary conditions for N=2 Landau-
Ginzburg models which admits a nice geometrical interpretation. For the Ka¨hler case the
N=2 boundary conditions were studied in [5] and [20] (for earlier study see [21]). We will
reproduce some of the results of [5] (but in a different fashion) and we will comment on them.
We do not know of a study of N=2 boundary conditions for the bihermitian Landau-Ginzburg
model.
5.1 Ka¨hler Landau-Ginzburg model
We would like to look at a special subclass of N=2 supersymmetric boundary conditions
for the Ka¨hler Landau-Ginzburg model. The on-shell supersymmetry transformations have
an extra term related to the potential compared with the sigma model. In components the
manifest on-shell supersymmetry transformation are


δ1X
µ = −(ǫ+1 ψ
µ
+ + ǫ
−
1 ψ
µ
−)
δ1ψ
µ
+ = −iǫ
+
1 ∂++X
µ + ǫ−1 Γ
µ
νρψ
ρ
−ψ
ν
+ +
1
2
ǫ−1 g
µνW,ν
δ1ψ
µ
− = −iǫ
−
1 ∂=X
µ − ǫ+1 Γ
µ
νρψ
ρ
−ψ
ν
+ −
1
2
ǫ+1 g
µνW,ν
(5.9)
and the nonmanifest ones are


δ2X
µ = (ǫ+2 ψ
ν
+ + ǫ
−
2 ψ
ν
−)J
µ
ν
δ2ψ
µ
+ = −iǫ
+
2 ∂++X
νJµν − ǫ
−
2 J
µ
σΓ
σ
νρψ
ρ
−ψ
ν
+ − ǫ
+
2 J
µ
ν,ρψ
ρ
+ψ
ν
+ − ǫ
−
2 J
µ
ν,ρψ
ρ
+ψ
ν
− −
1
2
ǫ−2 J
µ
νg
νρW,ρ
δ2ψ
µ
− = −iǫ
−
2 ∂=X
νJµν + ǫ
+
2 J
µ
σΓ
σ
νρψ
ρ
−ψ
ν
+ − ǫ
+
2 J
µ
ν,ρψ
ρ
−ψ
ν
+ − ǫ
−
2 J
µ
ν,ρψ
ρ
−ψ
ν
− +
1
2
ǫ+2 J
µ
νg
νρW,ρ
(5.10)
As before start from the fermion ansatz
ψµ− = η1R
µ
νψ
ν
+. (5.11)
However unlike the classical sigma model for Landau-Ginzburg model we cannot argue that
this ansatz is the unique local ansatz for the fermions since there is a dimensionful coupling.
In fact, the characteristic property of (5.11) is that it is a local ansatz which does not contain
a dimensionful parameter. We will study only this type of boundary conditions.
The first supersymmetry transformation (5.9) applied to (5.11) yields
∂=X
µ − Rµν∂++X
ν + 2iP ργ∇ρR
µ
νψ
γ
+ψ
ν
+ − iη1P
µ
νg
νρW,ρ = 0 (5.12)
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This is then the bosonic N=1 boundary condition. An important point is that the condition
(5.12) still has a geometrical inerpretation in terms of submanifolds since the last term in
(5.12) does not affect the derivation of the inegrability conditions (2.11).
From the second supersymmetry variation of (5.11) we get
∂=X
µ + (η1η2)J
µ
σR
σ
νJ
ν
γ∂++X
γ + i
[
(η1η2)J
µ
σ∇ρR
σ
νJ
ρ
γ+
+Jµσ∇ρR
σ
νJ
ρ
λR
λ
γ
]
ψγ+ψ
ν
+ + iη2P
µ
νg
νρW,ρ = 0 (5.13)
The boundary conditions (5.12) and (5.13) should be equivalent. Previously we have dis-
cussed the corresponding boundary conditions for the Ka¨hler sigma model. Now for the
Landau-Gizburg model the only difference is the last term in (5.12) and (5.13). Therefore all
previous results from the sigma model analysis apply here as well, including the geometrical
interpretation. The only new ingredient is that N=2 supersymmetry requires the following
property of the potential on the boundary
(η1 + η2)P
µ
νg
νρW,ρ = 0. (5.14)
When η1 = η2 (i.e., η1η2 = 1) this does not vanish identically. This corresponds to the
B-type condition. Using the B-type property that PJ = JP we see that the holomorphic
prepotential W is constant along the B-type submanifold since
P µνg
νρW,ρ = 0, P
µ
νg
νρW˜,ρ = 0. (5.15)
This result completly agrees with [5].
However for the A-type boundary condition the requirement (5.14) is automatically sat-
isfied. Thus the last term in the bosonic boundary conditions (5.12) is allowed for the A-type
supersymmetry. To understand the meaning of this term we ask about the dynamical nature
of these boundary conditions. Using the properties (2.23) we rewrite the bosonic boundary
conditions in an equivalent form which may be derived from the following action
S = Sbulk +
∫
dτVb(X), (Vb,µ + iη1W,µ)|TX(D) = 0 (5.16)
where Sbulk is the sigma model action (3.61). Thus (as in the N=1 case [6]) there is a
boundary potential Vb which is given by the real part (or the imaginary part, depending on
the conventions) of the bulk prepotentialW. We stress that this result is valid for all A-type
branes (i.e., even with a B-field).
There is interesting subclass of the above boundary conditions. We can require that the
bosonic boundary condition does not contain a dimensionful parameter. Thus the boundary
potential should be constant along the brane, i.e.
πνµW,ν = 0. (5.17)
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We conclude that the real (or imaginary) part of the prepotential is constant along brane,
Re(W,µ)|TX(D) = 0. (5.18)
This result agrees completly with [5] (modulo the conventions related to the supersymmetry
transformations). However, the derivation persented here is somewhat different.
We stress that we do not discuss the general problem of the introduction of a boundary
potential for the sigma model. In the absence of the bulk potential the introduction of a
supersymmetric boundary potential would require non-locality (i.e., the auxilary fields) on
the boundary, see for example [22] and [23]. In the our case this non-locality is avoided by
the presence of the bulk potential in the on-shell supersymmetry transformations.
5.2 Bihermitian Landau-Ginzburg model
We can repeat a similar analysis for the boundary conditions of the bihermitian Landau-
Ginzburg model. However we face the same problem as for the bihermitian sigma model,
namely a lack of geometrical understanding of the whole background and consequently of
the allowed branes on it. Nevertheless below we go through the formal analysis and for the
case of commuting structure we interpret the result.
The manifets on-shell supersymmetry transformations are


δ1X
µ = −(ǫ+1 ψ
µ
+ + ǫ
−
1 ψ
µ
−)
δ1ψ
µ
+ = −iǫ
+
1 ∂++X
µ + ǫ−1 Γ
−µ
νρψ
ρ
−ψ
ν
+ +
1
2
ǫ−1 g
µνW,ν
δ1ψ
µ
− = −iǫ
−
1 ∂=X
µ − ǫ+1 Γ
−µ
νρψ
ρ
−ψ
ν
+ −
1
2
ǫ+1 g
µνW,ν
(5.19)
and the nonmanifest supersymmetry transformations (4.2) are


δ2X
µ = ǫ+2 ψ
ν
+J
µ
+ν + ǫ
−
2 ψ
ν
−J
µ
−ν
δ2ψ
µ
+ = −iǫ
+
2 ∂++X
νJµ+ν − ǫ
−
2 J
µ
−σΓ
−σ
νρψ
ρ
−ψ
ν
+ + ǫ
+
2 J
µ
+ν,ρψ
ν
+ψ
ρ
+ + ǫ
−
2 J
µ
−ν,ρψ
ν
−ψ
ρ
+ −
1
2
ǫ−2 J
µ
−σg
σλW,λ
δ2ψ
µ
− = −iǫ
−
2 ∂=X
νJµ−ν + ǫ
+
2 J
µ
+σΓ
−σ
νρψ
ρ
−ψ
ν
+ + ǫ
+
2 J
µ
+ν,ρψ
ν
+ψ
ρ
− + ǫ
−
2 J
µ
−ν,ρψ
ν
−ψ
ρ
− +
1
2
ǫ+2 J
µ
+σg
σλW,λ
(5.20)
With the analysis in the previous subsection in mind we derive the special bosonic boundary
conditions. Starting from the fermionic ansatz (5.11) and acting with the first supersymme-
try we find
∂=X
µ −Rµν∂++X
ν + 2i(P σγ∇σR
µ
ν + P
µ
ρg
ρδHδσγR
σ
ν)ψ
γ
+ψ
ν
+ − iη1P
µ
νg
νρW,ρ = 0 (5.21)
where ǫ+1 = η1ǫ
−
1 . The second supersymmetry gives
∂=X
µ + (η1η2)J
µ
−λR
λ
σJ
σ
+ν∂++X
ν + ...−
i
2
(η2J
µ
−λJ
λ
+σ + η1J
µ
−γR
γ
λJ
λ
−σ)g
σρW,ρ = 0 (5.22)
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where the dots stand for the same two fermion term as in equation (4.12). The boundary
conditions (5.21) and (5.22) should be equivalent. Previously we have analyzed the X-part
and two-fermion term for the corresponding N=2 sigma model. This analysis extends to
the present case of the Landau-Ginzburg model. The only new ingradient is that the N=2
supersymmetry requires the following property of the potential on the boundary
(δµσ +R
µ
σ − (η1η2)J
µ
−λJ
λ
+σ − (η1η2)R
µ
γJ
γ
+λJ
λ
−σ)g
σρW,ρ = 0 (5.23)
This condition can be understood as a requirement for a brane, R, with a given potential,W .
Following the previous subsection, on the boundary W would be interpreted as a boundary
potential. If we restrict ourselves to the case R2 = I the condition (5.23) can be rewritten
in the form
(Jµ−γ + (η1η2)J
µ
+γ)P
γ
λg
λρW,ρ = 0. (5.24)
where we have used the property (4.14). We conclude that for branes with R2 = I the
structure of ker[J+, J−] (see equation (4.58)) defines the possible restriction on the potential.
For the case of commuting complex structures the interpretation of the above conditions
is clear. The condition (5.23) may be rewritten in the form
(P µσ − (η1η2)P
µ
λΠ
λ
σ)g
σρW,ρ = 0 (5.25)
where Π is the product structure from subsection 4.4.1. For the case of (η1η2) = 1 boundary
conditions we get
P µλΠ
λ
−σg
σρW,ρ = 0 (5.26)
and for the case (η1η2) = −1
P µλΠ
λ
+σg
σρW,ρ = 0. (5.27)
For the composite branes (i.e., [Π, R] = 0) the conditions (5.26) and (5.27) say that one has
to have a constant W along the B-part of the brane. Thus it agrees completely with the
discussion of the Ka¨hler case. However the relations (5.26) and (5.27) remain true even for
the case of non-decomposeable branes.
In analogy with the Ka¨hler case we can consider the situation when the bosonic boundary
condition does not contain a dimensionful parameter.
6 Discussion
We have presented a detailed analysis of the local superconformal boundary conditions for
N=2 sigma models. Our analysis represents the most general case in the sense described in
38
the introduction. Namely, there are various different conditions for boundary symmetries
that we use, closure of the algebra, gluing of the currents etc., and our results ensure that
they are all satisfied. Our starting point was the general local classical condition on the
fermions, (2.3).
For the Ka¨hler case we reproduce results in a systematic fashion and present an analysis
of non-Lagrangian A-branes. Recently non-Lagrangian A-branes have also been discussed in
[11].
We stress that in the most general local boundary conditions, the bosonic condition has
a two fermion term unless the brane is totally geodesic. Since there appears to be some
confusion about these issues in the literuture we thought it instructive to go through the
details of the general derivation of the boundary conditions for the Ka¨hler sigma model.
Another type of N=2 sigma model has a bihermitian target space with extra properties.
This models necessarily involves torsion (a non zero field strength for the NS-NS two form).
For bihermitian sigma models we give the full analysis of the local superconformal boundary
conditions. Also we discuss the geometrical interpretation of these boundary conditions.
As a natural supplement to the sigma model discussion we consider their massive general-
ization, the Landau-Ginzburg model. We describe a special subclass of boundary conditions
of the Landau-Ginzburg model for which we have a nice geometrical interpretation as sub-
manifolds.
The main motiovation for our investigation comes from string theory. However since our
analysis lies entirely in the realm of classical field theory and we have tried to maintain
a certain level of mathematical rigour, the present results may be useful for mathematical
physics as well. Further, from a string theory point of view the sigma model arise as gauge
fixed version of the open string action. Correspondingly a complete analysis should also
take the BRST symmetry for the gauge fixed worldsheet diffeomorphisms into account. For
certain boundary conditions and trivial background this is done for N=1 in [6], but there
are still open problems in this context.
One inetersting aspects of our analysis is that the consistent open string sigma models
(i.e., the sigma model with boundaries) may require a new geometry on the target space.
If we consider freely moving strings (i.e., the space-filling brane) we have to introduce a
globally defined (1, 1) tensor field Rµν which encodes the boundary conditions for a sigma
model at hand. Requiring certain symmetries of the model to be preserved in the presence
of the boundary amounts to conditions on Rµν and therefore possible to new geometry. For
example, the A-type Ka¨hler sigma model (i.e., the sigma model with the A-type boundary
conditions) would require an extra complex structure, J˜ with the property (3.36). In the
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bihermitian case freely moving strings lead to the structure (4.59) and (4.60) which we do
not know how to interpret at the moment. We think it worthwhile to persue this topic
further.
Many open problems remain in the subject. One of them is the search for a better
geometrical understanding of the bihermitian geometry which admits N=2 sigma models
with torsion. Such an understanding will shed light on the branes which this geometry
admits. Another topic would be a detailed analysis (in the spirit of the present work) of
the semiclassical branes on Calabi-Yau manifolds. Although there are many things which
are known about these (see, e.g., [24] and [25]), we feel that a rigorous semiclassical analysis
would be useful. We hope to come back to these problems elsewhere.
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A (1,1) supersymmetry
In this and next appendices we present N=1 and N=2 supersymmetries. In our conventions
we closely follow [26].
We deal with the real (Majorana) two-component spinors ψα = (ψ+, ψ−). Spinor indices
are raised and lowered by the second-rank antisymmetric symbol Cαβ , which defines the
spinor inner product:
Cαβ = −Cβα = −C
αβ , C+− = i, ψα = ψ
βCβα, ψ
α = Cαβψβ. (A.1)
Throughout the paper we use (++,=) as worldsheet indices, and (+,−) as two-dimensional
spinor indices. We also use superspace conventions where the pair of spinor coordinates
of the two-dimensional superspace are labelled θ±, and the covariant derivatives D± and
supersymmetry generators Q± satisfy
D2+ = i∂++, D
2
− = i∂= {D+, D−} = 0
Q± = iD± + 2θ
±∂
+
=
(A.2)
where ∂
+
=
= ∂0 ± ∂1. In terms of the covariant derivatives, a supersymmetry transformation
of a superfield Φ is then given by
δΦ ≡ i(ε+Q+ + ε
−Q−)Φ
40
= −(ε+D+ + ε
−D−)Φ + 2i(ε
+θ+∂++ + ε
−θ−∂=)Φ. (A.3)
The components of a superfield Φ are defined via projections as follows,
Φ| ≡ X, D±Φ| ≡ ψ±, D+D−Φ| ≡ F+−, (A.4)
where a vertical bar denotes “the θ = 0 part of ”. Thus, in components, the (1, 1) super-
symmetry transformations are given by


δXµ = −ǫ+ψµ+ − ǫ
−ψµ−
δψµ+ = −iǫ
+∂++X
µ + ǫ−F µ+−
δψµ− = −iǫ
−∂=X
µ − ǫ+F µ+−
δF µ+− = −iǫ
+∂++ψ
µ
− + iǫ
−∂−ψ
µ
+
(A.5)
The N=1 spinorial mesure in terms of covariant derivatives is
∫
d2θ L = D+D−L|. (A.6)
B (2,2) supersymmetry
For N=2 supersymmetry the situation is considerably more involved. Using N=1 formalism
we define complex spinor derivatives
Dα ≡
1
2
(D1α + iD
2
α), D¯α =
1
2
(D1α − iD
2
α) (B.1)
with the algebra
{D+, D¯+} = i∂++, {D−, D¯−} = i∂=
{Dα, Dβ} = 0, {D¯α, D¯β} = 0.
(B.2)
We also complexify the spinor coordinates. Thus the covariant derivatives have the following
explicit form
D± = ∂± +
i
2
θ¯±∂
+
=
, D¯± = ∂¯± +
i
2
θ±∂
+
=
(B.3)
In terms of the covariant derivatives, the supersymmetry transformations are
Qα = iDα + θ
β∂αβ , Q¯α = iD¯α + θ¯
β∂αβ (B.4)
The supersymmetry transformation of a superfield Φ is then defined by
δΦ = i(ǫαQα + ǫ¯
αQ¯α)Φ (B.5)
A chiral superfield (D¯±Φ = 0) has components defined via projections as follows
Φ| ≡ X, D±Φ| ≡ ψ±, D+D−Φ| ≡ F+−, (B.6)
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In components the (2, 2) supersymmetry transformations for the chiral multiplet are given
by 

δX i = −ǫ+ψi+ − ǫ
−ψi−
δψi+ = −iǫ¯
+∂++X
i + ǫ−F i+−
δψi− = −iǫ¯
−∂=X
i − ǫ+F i+−
δF i+− = −iǫ¯
+∂++ψ
i
− + iǫ¯
−∂−ψ
i
+
(B.7)
The N=2 spinorial mesure in terms of covariant derivatives is
∫
d2θ d2θ¯ L =
(
D+D−D¯+D¯− +
i
2
D+D¯+∂= +
i
2
D−D¯−∂++ +
1
4
∂++∂=
)
L| (B.8)
where the last three terms are purely boundary and thus usually dropped. The supersym-
metry variation of a general action is
δS = i
∫
d2σ d2θ d2θ¯(ǫαQα + ǫ¯
αQ¯α)L =
= i
∫
d2σ
(
ǫαDα + ǫ¯
αD¯α
)(
D+D−D¯+D¯− +
i
2
D+D¯+∂= +
i
2
D−D¯−∂++ +
1
4
∂++∂=
)
L| (B.9)
where again we have kept all boundary terms.
C Submanifolds
In this appendix we summarise the relevant mathematical details on submanifolds of Rie-
mannian manifolds. In our use of terminology we closely follow [12].
We first give the definition of a distribution on a manifold (or neighbourhood) M. A
distribution π of dimension (p + 1) on M is an assignment to each point X ∈ M of a
(p+ 1)-dimensional subspace πX of the tangent space TX(M). The assignment can be done
in different ways, for instance by means of an appropriate projection operator. π is called
differentiable if every point X has a neighbourhood U and (p+1) differentiable vector fields,
which form a basis of πY at every Y ∈ U . π is called involutive if for any two vector fields
vi, vj ∈ πX their Lie bracket {vi, vj} ∈ πX for all X ∈M.
A connected submanifold D of M is called an integral manifold of π if f∗(TX(D)) = πX
for all X ∈ D, where f is the embedding of D intoM. If there is no other integral manifold
of π which contains D, then D is called a maximal integral manifold of π.
Frobenius theorem: Let π be an involutive distribution on a manifold M. Then
through every point X ∈ M, there passes a unique maximal integral manifold D(X) of π.
Any other integral manifold through X is an open submanifold of D(X).
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Now we can defined the distribution by means of the projectors. Let Qµν(X) be a differ-
entiable distribution8 which assigns to a point X in the d-dimensional spacetime manifold
M a (d− p− 1)-dimensional subspace9 of the tangent space TX(M). This subspace consists
of all vectors vµ(X) ∈ TX(M) such that
Qµν(X)v
ν(X) = vµ(X). (C.1)
The complementary distribution is defined as πµν = δ
µ
ν − Q
µ
ν , and assigns to X a (p + 1)-
dimensional space that consists of vectors vµ(X) ∈ TX(M) such that
πµν(X)v
ν(X) = vµ(X). (C.2)
Now we ask when the vector fields defined by (C.2) form a submanifold. The Lie bracket of
two vector fields v and w in π-space is
{v, w}ν = πνσ{v, w}
σ + vρwσπµσπ
λ
ρQ
ν
[λ,µ]. (C.3)
If the last term vanishes πµσπ
λ
ρQ
ν
[λ,µ] = 0 (i.e., if π
µ
ν is integrable), then the distribution π
µ
ν is
involutive, and due to the Frobenius theorem there is a unique maximal integral submanifold
corresponding to πµν .
If the manifold M is Riemannian, then various structures may be induced on the sub-
manifold D. For instance, D is automatically Riemannian. If one defines the Levi-Civita
connection ∇v ≡ vµ∇µ on M, and takes two vector fields v and w in the tangent space
T (D) of D, then the covariant derivative ∇vw can be decomposed as
∇vw = ∇ˆvw + B(v, w), (C.4)
where ∇ˆvw is the tangential component (i.e., it is in T (D)) and B(v, w) is the normal
component. One can show that ∇ˆv can serve as the induced connection on the submanifold
D. B is called the second fundamental form of D. Sometimes it is useful to introduce the
associated second fundamental form, A, which is defined as follows. Taking z to be a normal
vector field on D and v a tangent vector field on D we write
∇vz = −Azv +Dvz (C.5)
where −Azv and Dvz are, respectively, the tangential and the normal components of ∇vz.
Using the metric g on M one can prove the following simple identity,
g(B(v, w), z) = g(Azv, w). (C.6)
8We need to assume differentiability to be able to do the calculations.
9We take rank(Q) = d− p− 1 in order to match the D-brane terminology.
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Eqs. (C.4) and (C.5) are called the Gauss formula and the Weingarten formula, respectively.
A submanifold D is said to be totally geodesic if its second fundamental form vanishes
identically, that is, B = 0 or equivalently A = 0.
Now we can rewrite the above definitions in terms of the projectors. Take two vector
fields v, w in the π-space. Denoting by ∇ the connection on M, we may write
vµ∇µw
ν = πνρv
µ∇µw
ρ +Qνρv
µ∇µw
ρ, (C.7)
where we decomposed the derivative into its tangential (to the π-space) and normal parts by
using δµν = π
µ
ν +Q
µ
ν . The tangential component is the induced connection, and the normal
component is the second fundamental form (C.4). The latter may be rewritten, using that
πµνv
ν = vµ and πµνw
ν = wµ, as
vδwσ Bλδσ ≡ −v
δwσ πµδπ
ν
σ∇µQ
λ
ν . (C.8)
Note that Bλδσ is symmetric in the indices δ and σ, as a second fundamental form must be,
because πµν is integrable.
Performing the same decomposition for the derivative of a vector field u in the Q-space,
we have
vµ∇µu
ν = πνρv
µ∇µu
ρ +Qνρv
µ∇µu
ρ, (C.9)
where Qµνu
ν = uµ and v is in the π-space, πµνv
ν = vµ. The associated second fundamental
form is then defined as the tangential part, which we can rewrite as
vδuσAλσδ ≡ −v
δuσ πµδπ
λ
ν∇µQ
ν
σ. (C.10)
Thus the manifold is totally geodesic if and only if one of the equivalent properties holds
πµδπ
λ
ν∇µQ
ν
σ = 0 or π
µ
δπ
ν
σ∇µQ
λ
ν = 0 (C.11)
If on a manifold M there is (1, 1) non-null tensor field, L then one can consider the
invariant submanifolds under the action of L, i.e.
LTX(D) ⊂ TX(D), LNX(D) ⊂ NX(D) (C.12)
and anti-invariant submanifolds under the action L, i.e.
LTX(D) ⊂ NX(D), LNX(D) ⊂ TX(D) (C.13)
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D Symplectic Geometry
A manifold is called symplectic if there exists a nondegenerate closed two-form ω. This
two-form is a symplectic form. In order to classify the submanifold of a symplectic manifold
one has to classify the subspaces of the symplectic linear space.
Let W be a k-dimensional subspace of the 2n-dimensional symplectic space (V, ω). Then
k = dim(W ) and 2l = rank(ω|W ) remain unchanged under any symplectic morphism from
Sp(V ). Therefore these two integers, k and 2l, classify the subspaces of V and they are
the only two independent symplectic invariants for subspaces. The most important cases of
subspaces of a symplectic space (V, ω) are the following.
* A subspace W ⊂ V with ω|W non-degenerate is called a symplectic subspace.
* A subspace W ⊂ V with ω|W = 0 is called an isotropic subspace.
* A subspace W ⊂ V with W⊥ isotropic is called coisotropic.
* A subspace W ⊂ V which is both isotropic and coisotropic is called a Lagrangian subspace.
In the above definitions W⊥ is the ω-orthogonal space
W⊥ ≡ {v ∈ V ;ω(v, w) = 0, ∀w ∈ W}
Alternatively, one can give the follwing definitions for a subspace W ⊂ V with k = dim(W )
W isotropic ⇔ W ⊂W⊥ → k ≤ n
W coisotropic ⇔ W ⊃ W⊥ → k ≥ n
W Lagrange ⇔ W =W⊥ → k = n
When this classification is applied to the tangent space T (D) of a submanifold D of a
symplectic manifoldM we have the classification of submanifolds of a symplectic manifold.
For a general introduction to symplectic geometry the reader can consult, for example,
the following book [27].
E f-structures
A structure on an d-dimensional manifold M given by a non-null tensor field f satisfying
f 3 + f = 0 (E.1)
is called an f -structure (due to Yano). Then the rank of f is constant. If d = rank(f), then
an f -structure gives an almost complex structure (i.e., f 2 = −I) of the manifold M. If M
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is orientable and d − 1 = rank(f), then an f -structure gives an almost contact structure of
the manifold M. An f -stucture is called integrable if the Nijenhuis tensor of f is zero.
Theorem: A necesary and sufficient condition for a d-dimensional manifoldM to admit
an f -structure f is that the rank of f is even, rank(f) = 2m, and that the group of the
tangent bundle of M be reduced to the group U(m)× O(d− 2m).
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