Introduction {#s1}
============

Memories are believed to be stored in synapses, encoded as changes in synaptic strength ([@bib26]; [@bib50]; [@bib11]). Long-term potentiation (LTP), an activity-dependent change in synaptic strength, is considered to be the primary post-synaptic memory mechanism ([@bib6]; [@bib36]). Various behavioral experiments strongly suggest a critical role for CaMKII in induction of LTP ([@bib35]; [@bib22]). In the CA1 region of the hippocampus, blocking CaMKII activity blocks the induction of LTP ([@bib9]). After LTP induction, several other pathways including protein synthesis ([@bib1]), clustering of receptors ([@bib44]), receptor translocation ([@bib25]) and PKM-$\zeta$ activation ([@bib43]), have been suggested as mechanisms for long-term maintenance of synaptic state. Recent evidence from behavioral assays suggests that CaMKII may also be involved in long-term maintenance of memory ([@bib42]; but see [@bib9]).

Any putative molecular mechanism involved in long-term maintenance of memory must be able to maintain its state despite the potent resetting mechanisms of chemical noise and protein turnover. In the small volume of the synapse (∼0.02 µm^3 ^\[[@bib2]\]), the number of molecules involved in biochemical processes range from single digits to a few hundred, thereby increasing the effect of chemical noise. John Lisman proposed that a kinase and its phosphatase could form a bistable molecular switch able to maintain its state for a very long time despite turnover ([@bib33]). It has been shown by various mathematical models that CaMKII and its phosphatase protein phosphatase 1 (PP1) may form a bistable switch ([@bib54]) which can retain its state for years despite stochastic chemical noise and protein turnover ([@bib37]; [@bib25]). Although there is experimental evidence that CaMKII/PP1 is bistable in in vitro settings ([@bib8]; [@bib51]), experimental evidence for in vivo bistability is lacking. In spine cytosol, CaMKII has been shown not to act like a bistable switch but rather a leaky integrator of calcium activity ([@bib9]). However, CaMKII may be bistable in special micro-environments such as the 'core' PSD where it attaches to the NMDA receptor ([@bib13]; [@bib40]).

From a computational perspective, the CaMKII/PP1 bistable system is an attractive candidate for memory storage ([@bib31]). Bistability provides a plausible solution to the problem of state maintenance. Previous modeling work has shown that the CaMKII/PP1 system may form a very stable switch despite protein turnover and stochastic noise in the small volume of the synapse. The stability increases exponentially with the number of holoenzymes ([@bib37]). It is important to note that this model exhibits bistable behavior only in a narrow range of PP1 concentrations in the PSD. This strict restriction may be met because phosphorylated CaMKII is protected from phosphatases in PSD except PP1 ([@bib47]), which is tightly regulated in the PSD ([@bib7]).

CaMKII has another remarkable property which was hypothesized by Lisman ([@bib34]) but discovered only recently, namely, subunit exchange. In this process, two CaMKII holoenzymes can exchange active subunits leading to spread of CaMKII activation ([@bib49]).

In this paper, we adapt the Miller and Zhabotinksy (MZ) model ([@bib37]) to include subunit exchange and diffusion, and quantify the effects of subunit exchange on the properties of the CaMKII-PP1 system in two adjacent neuronal micro-environments: PSD and spine cytosol.

In the PSD, PP1 is tightly regulated and CaMKII is protected from other phosphatases. But in the spine cytosol, CaMKII is accessible to other phosphatases along with PP1. We examined how state switching lifetimes in the PSD are affected by subunit exchange in different contexts of PP1 levels, turnover, and clustering of CaMKII. In the spine cytosol, we show how the integration of calcium stimuli generates two time-courses of CaMKII activity as a result of subunit exchange ([@bib9]).

Results {#s2}
=======

Model validation {#s2-1}
----------------

The basic computational units in our model are individual CaMKII subunits, and the CaMKII ring consisting of six or seven CaMKII subunits. We treat the CaMKII ring as a proxy for the CaMKII holoenzyme, which consists of two such rings stacked over each other ([@bib53]; [@bib27]; [@bib10]). We define Active CaMKII as a holoenzyme (ring of six or seven subunits) in which at least two subunits are phosphorylated at Thr^286^. In our model, CaMKII exists in 15 possible states compared to two in the MZ model (see Materials and methods). This leads to many more reactions than the MZ model. We also replaced the Michaelis-Menten approximation in the MZ model by equivalent mass-action kinetics (e.g. [Equation 2](#equ2){ref-type="disp-formula"}). Since analytical comparison of the two models was not possible, we first compared numerical results from our model without diffusion and without subunit exchange with the MZ model ([Figure 1](#fig1){ref-type="fig"}).

![Model description and validation.\
(**A**) CaMKII/PP1 pathway described in System Biology Graphical Notation (SBGN) -- Process Description (PD) Language ([@bib32]). (**B**) (above) Major chemical reactions in the CaMKII/PP1 pathway. (below) Subunit exchange between two CaMKII holoenzymes. Blue and red balls represent phosphorylated and un-phosphorylated subunits respectively. (**C**) Basal Ca^2+^ profile in spine and PSD. Basal Ca^2+^ level is 80 nM with fluctuations every 2 s, lasting for 2 s. These fluctuations (represented by symbol $\epsilon$) are sampled from a uniform distribution with median of 120 nM and range of 40 nM (see Materials and methods). (**D**) Without diffusion and subunit exchange, CaMKII in our model is bistable. Two trajectories of CaMKII activity (fraction of total CaMKII holoenzymes with at least two subunits phosphorylated) are shown for different system sizes N~CaMKII ~= 15 (top) and N~CaMKII ~= 35 (bottom). (**E**) Switch stability (measured as average residence time in the stable states) increases exponentially with system size N~CaMKII~. Turnover rate $v_{t} = 30\, h^{- 1}$. Panels C, D, and E show key properties of our model that are very similar to those of the MZ model. Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure1> ([@bib45]).](elife-41412-fig1){#fig1}

Our model exhibited all the key properties of the MZ model: (1) In the PSD, under basal calcium (Ca^2+^) stimulus conditions, CaMKII/PP1 formed a bistable switch ([Figure 1C,D](#fig1){ref-type="fig"}), (2) The stability of the switch increased exponentially with system size ([Figure 1E](#fig1){ref-type="fig"}), (3) Increased number of PP1 molecules (N~PP1~) shut off the switch ([Figure 2](#fig2){ref-type="fig"}), and (4) Bistability was robust to slow turnover of CaMKII ([Figure 3](#fig3){ref-type="fig"}).

![Subunit exchange improves the switch's tolerance of PP1 by acting as a compensatory mechanism for the dephosphorylation of CaMKII by PP1.\
(**A**) Two representative bistable trajectories (N~CaMKII ~= 12) are shown with subunit exchange (+SE, blue) and without subunit exchange (-SE, red) respectively (D~sub~ = 0.1 µm^2 ^s^−1^, and D~PP1~ = 0.5 µm^2 ^s^−1^ for both blue (+SE) and red (-SE); and N~PP1~ = 168 for blue (+SE) and 72 for red (-SE), respectively). (**B**) Blue and red solid lines represent the fraction of total time spend by the switch in the ON state with and without subunit exchange, respectively. The lines are fitted with the function $a/\left( {1 + e^{k{({x - x_{0}})}}} \right)$. Dotted red and blue lines show the fraction of time that the switch spends in intermediate states ($x_{a}y_{n - a}$, 2 \< a \< n-2) with and without subunit exchange, respectively. Due to subunit exchange, the switch tolerated a larger amount of PP1 ($x_{0}$ value 6.35 vs 13.46 that is a change of 7.11$\times N_{CaMKII}$N~CaMKII~). The range of PP1 for which switch remained bistable saw a moderate change ($k$, 1.32 vs. 2.3). The fraction of time spent in intermediate states (dashed lines) is much smaller when subunit exchange is enabled (blue dashed line), that is the switching time is shorter. (**C**) Due to subunit exchange, relaxation time becomes independent of N~PP1~ (blue vs red). Shaded area represents standard deviation. Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure2> ([@bib45]).](elife-41412-fig2){#fig2}

![Subunit exchange improves switch tolerance of higher rates of protein turnover.\
(**A,B**) Three sample trajectories are shown for a switch of size N~CaMKII~ = 10 without subunit exchange (-SE, red) and with it (+SE, blue). We consider three different turnover rates of 1 per 30 h, 1 per 3 h, and 1 per 0.5 h. As turnover is increased, the state stability of the ON state of the switch decreases. (C, left) Normalized residence time of the ON state vs. turnover rate for two switches of size 6 and 12. Without subunit exchange, switch stability decreases steeply with turnover rate (red); however, when subunit exchange is enabled, switch stability is not affected by turnover rates as high as 1 h^-1^ (blue). (C, right) In the bistable regime (solid lines), the number of switching events increases monotonically with turnover rate. Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure3> ([@bib45]).](elife-41412-fig3){#fig3}

Thus, our baseline model exhibited all the key properties that had previously been predicted for the bistable CaMKII switch. However, subunit exchange and diffusion introduced several interesting additional properties, which we examine below.

Subunit exchange increases the tolerance of the CaMKII switch to PP1 and to turnover {#s2-2}
------------------------------------------------------------------------------------

We first analyzed the switch sensitivity to PP1. In our model as well in the MZ model, the number of PP1 molecules (N~PP1~) has an upper limit for the switch to exhibit bistability. This constraint arises because PP1 must saturate in the ON state of the switch, that is the maximal enzymatic turnover of PP1 must be smaller than the rate of activation of CaMKII subunits. However, unlike the MZ model where the addition of one extra PP1 molecule changed the residence time of the ON state by roughly 90% ([Figure 2C](#fig2){ref-type="fig"} in [@bib37]), we did not find the residence time of the ON state to be this sensitive to PP1. In our model, on average it required half the number of holoenzymes (i.e. 0.5× N~CaMKII~) extra PP1 molecules to cause a similar 90% change in the residence time of the ON state. This number is roughly equal to the maximum number of CaMKII subunits (released from CaMKII holoenzymes during subunit exchange [Equation 3](#equ3){ref-type="disp-formula"}) that can exist at any given time in our model. We conjecture that this reduced sensitivity to PP1 is due to the fact that PP1 participates in many more reactions in our model.

We found that a system consisting of N~CaMKII~ = 12 holoenzymes remained bistable for N~PP1~ = 3× to 8× N~CaMKII~ without subunit exchange, and for N~PP1~ = 12× to 16× N~CaMKII~ with subunit exchange for D~sub~ = 0.1, and D~PP1~ = 0.5 µm^2 ^s^−1^ ([Figure 2B](#fig2){ref-type="fig"}). Thus, subunit exchange shifted the middle of the bistable range to higher values of PP1. The width of the range of PP1 over which bistability was present saw a moderate increase in the presence of subunit exchange (blue and red sigmoidal fit in [Figure 2B](#fig2){ref-type="fig"}). A similar trend was observed for other values of D~PP1~ and D~sub~ (data not shown).

In the presence of subunit exchange, the ON state of the switch has a tighter distribution (blue vs. red histogram, [Figure 2A](#fig2){ref-type="fig"}), that is, there are fewer holoenzymes that are completely de-phosphorylated by PP1. We interpret this as follows: In the presence of subunit exchange, any subunit in a holoenzyme de-phosphorylated by the PP1 is likely to be rapidly re-phosphorylated. This is because, when the switch is in ON state, most diffusing subunits present in the PSD are in the phosphorylated state. Hence, in addition to auto-phosphorylation, the exchange reactions ([Equation 3](#equ3){ref-type="disp-formula"}) turn unphosphorylated holoenzymes to phosphorylated holoenzymes with a significant rate. Taken together, subunit exchange acts as a compensatory mechanism for dephosphorylation by PP1 in the ON state of the switch.

Subunit exchange also had a strong effect on time spent by the switch in transition from one stable state to another (relaxation time). When subunit exchange was enabled, the relaxation time was reduced (red vs. blue dashed line in [Figure 2B](#fig2){ref-type="fig"}) and also became independent of N~PP1~. As mentioned previously, due to subunit exchange, the ON state has a tighter distribution (blue vs. red histogram in [Figure 2A](#fig2){ref-type="fig"}). This means that there were fewer ineffective transitions from the ON to the OFF state. As expected, the standard deviation of the relaxation time was also greatly reduced in the presence of subunit exchange (red and blue curve, [Figure 2C](#fig2){ref-type="fig"}). Thus, subunit exchange makes the switch's ON state less noisy and more robust to dephosphorylation by PP1.

Parallel results were obtained for the effect of subunit exchange on CaMKII switch robustness in the context of protein turnover. Turnover acts at a constant rate to replace any active CaMKII holoenzyme with an inactive holoenzyme ([Equation 6](#equ6){ref-type="disp-formula"}), thus decreasing the stability of the ON state. Without subunit exchange, switch stability as measured by residence time of the ON state decreased exponentially with increasing turnover rate. With subunit exchange, however, residence time of the ON state remained roughly constant upto a $\sim$10 fold increase in turnover ([Figure 3B](#fig3){ref-type="fig"}), after which subunit exchange could not phosphorylate all the inactive holoenzymes produced by turnover. At this point, the switch started to show a similar steep decay of stability as was seen without subunit exchange. As expected, turnover increased the number of switching events in the regime of bistability in both cases.

Thus, subunit exchange broadens the zone of bistability of the switch, both with respect to the range of N~PP1~, and the turnover rate over which the switch remains bistable. It also reduces fluctuations in the ON state of the switch.

Subunit exchange facilitates the spread of CaMKII activity {#s2-3}
----------------------------------------------------------

As suggested in [@bib49], we found that subunit exchange facilitated the spread of CaMKII activation ([Figure 4](#fig4){ref-type="fig"}). When subunits were allowed to diffuse, an active subunit could be picked by a neighboring inactive CaMKII holoenzyme, making it partially phosphorylated. This process overcomes the first slow step of CaMKII phosphorylation ([Equation 1](#equ1){ref-type="disp-formula"}), especially when subunit exchange makes many phosphorylated subunits available, thereby facilitating the spread of activation.

![Subunit exchange facilitates the spread of kinase activity ([@bib49]).\
(**A**) 18 CaMKII holoenzymes were simulated in a cylindrical arena of volume 0.0275 µm^3^, discretized into 18 voxels, each separated by 30 nm. Red and blue balls represent unphosphorylated and phosphorylated subunits, respectively. (**B**) Activation profile of CaMKII at mean basal calcium level of 80 nM+$\epsilon$ ($\epsilon$ is fluctuation in basal Ca^2+^ levels [Figure 1A](#fig1){ref-type="fig"}) for various values of D~sub ~with N~PP1~ = 15× N~CaMKII~. For this value of N~PP1~, we see moderate or no mean activity of CaMKII for various values of D~sub~ for basal Ca^2+^ = 80 nM + $\epsilon$. This serves as the baseline for comparisons. (**C**) At a slightly higher level of basal Ca^2+^ (120 nM+$\epsilon$), subunit exchange has a stronger effect on CaMKII activation. When subunits were modeled with zero or very small diffusion coefficients (D~sub~ = 0 and D~sub~ = 10^-8^ µm^2 ^s^−1^), the effect of subunit exchange was smaller than when subunits were tested with moderate-to-high diffusion coefficients (D~sub~ = 0.001 and 0.1 µm^2 ^s^−1^), (**D**) Quantification of the effect of subunit exchange (shown in B and C) as measured by the time taken by CaMKII to rise from 10% to 90% of its maximum value (rise time) in hours vs D~sub~ and basal Ca^2+^ levels. The effect of subunit exchange is greater (i.e. shorter rise times) at higher calcium levels for all values of D~sub~. Rise time is also shorter for larger D~sub~ for all values of \[Ca^2+^\]. Error bars represents standard deviation (n = 40 trajectories). (**E**) The time to onset of CaMKII activity is independent of D~sub~ and depends only on \[Ca^2+^\]. The time to onset of activity is measured as the time taken by inactive CaMKII to rise from 0 to 10% of its maximum value. Average time for the onset of activity decreased with increasing basal \[Ca^2+^\] levels but remained independent of D~sub~ suggesting that subunit exchange does not play a significant role at the beginning of activation of CaMKII by Ca^2+^. Error bar represents standard deviation (n = 40 trajectories). D~PP1~ = 0.5 µm^2 ^s^−1^ for all simulations. Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure4> ([@bib45]).](elife-41412-fig4){#fig4}

We simulated N~CaMKII~ = 18 inactive holoenzymes in a cylindrical arena with a volume of 0.0275 µm^3^ and a length of 540 nm representing the PSD. The cylinder was divided into 18 voxels (one holoenzyme in each voxel). Each voxel was separated by 30 nm, which is the average nearest-neighbour distance for CaMKII holoenzymes ([@bib20]). Each voxel was considered to be a well-mixed environment that is diffusion was instantaneous within the voxel. Between voxels, diffusion was implemented as cross-voxel jump reactions (see Materials and methods). We did not try 2D/3D diffusion because of its simulation complexity and because it would be expected to be qualitatively similar ([@bib18]).

We fixed the diffusion coefficient of PP1 (D~PP1~) to quantify the effect of varying the diffusion coefficient of subunits (D~sub~) and basal calcium levels. We used N~PP1~ = 0.5 µm^2 ^s^−1^ which is the observed value of the diffusion coefficient of Ras, a similar sized protein ([@bib24]). We ran simulations for 4 h at basal calcium concentration \[Ca^2+^\] = 80 nM+$\epsilon$ (where $\epsilon$ is the fluctuation in basal calcium levels, see [Figure 1C](#fig1){ref-type="fig"}), and without subunit exchange (i.e. D~sub~ = 0). We set N~PP1~ = 15× N~CaMKII~ to make sure the system showed no significant CaMKII activity ([Figure 4B](#fig4){ref-type="fig"}, red curve). This served as the baseline to quantify the effect of subunit exchange. When we enabled subunit exchange by setting D~sub~ to a non-zero value, CaMKII activity rose to a maximum within 4 h even for a low value of D~sub~ = 0.001 µm^2 ^s^−1^ ([Figure 4C](#fig4){ref-type="fig"}, black curve).

The first step of CaMKII phosphorylation ([Equation 1](#equ1){ref-type="disp-formula"}) is slow since it requires binding of two calcium/calmodulin complex (Ca^2+^/CaM) simultaneously (at basal \[Ca^2+^\] = 80 nM+$\epsilon$ , $v_{1}$ = 1.27 × 10^-5 ^s^-1^). However, subunit exchange can also phosphorylate a subunit in a holoenzyme by adding an available phosphorylated subunit to it ([Equation 3](#equ3){ref-type="disp-formula"}). Note that a D~sub~ value as low as 0.001 µm^2 ^s^−1^ is good enough for subunit exchange to be effective. With this value of D~sub~, it takes roughly 0.9 s for the subunit to reach another holoenzyme which is, on average, 30 nm away. Under these conditions, the rate of picking up available active subunits (given in [Equation 3](#equ3){ref-type="disp-formula"}) is faster than $v_{1}$. Expectedly, for larger D~sub~ values (e.g., 0.001 and 0.1 µm^2 ^s^−1^), subunit exchange becomes more effective (compare red and blue with the rest in [Figure 4D](#fig4){ref-type="fig"}).

As expected, at higher basal Ca^2+^ levels (120 nM), the system showed higher CaMKII activity for all values of D~sub~ ([Figure 4D](#fig4){ref-type="fig"}). Increasing D~sub~ increased the effect of subunit exchange, as measured by the decreased rise time of CaMKII activity from 10% to 90% ([Figure 4D](#fig4){ref-type="fig"}). However, the time of onset of CaMKII activation as measured by rise time from 0% to 10% was dependent only on basal Ca^2+ ^levels but not on D~sub~ ([Figure 4E](#fig4){ref-type="fig"}).

Thus, subunit exchange facilitates the spread of kinase activity following CaMKII activation but does not affect the onset of CaMKII activation.

Subunit exchange synchronizes switching activity of clustered CaMKII {#s2-4}
--------------------------------------------------------------------

Next, we probed the effect of subunit exchange between spatially separated CaMKII clusters. We considered N~CaMKII~ holoenzymes organized into three clusters of size N~CaMKII~/3, each separated by a distance d. This configuration corresponds to cases where receptors and CaMKII holoenzymes are clustered at the synapse.

When there is no subunit exchange across voxels (D~sub~ = 0), these switches are expected to switch independently like multiple coins flipped together, resulting in a binomial distribution of activity. The clustered system had three relatively stable bistable systems (long residence time, [Figure 1E](#fig1){ref-type="fig"}). As expected, without subunit exchange, activity in this system had a binomial distribution ([Figure 5B](#fig5){ref-type="fig"}, red plot).

![In the PSD, subunit exchange synchronizes activity of CaMKII clusters.\
(**A**) Three clusters, each of size 6 (i.e., N~CaMKII~ = 6) separated by distance $d$ were simulated in a cylindrical arena of volume 0.0275 µm^3^ discretized into three voxels. CaMKII subunits are shown as red (unphosphorylated) and blue (phosphorylated) balls. (**B**) (left) Without subunit exchange, all three switches flipped independently with a low residence time, resulting in a binomial distribution of states (Bar chart on right, in red). (right) With subunit exchange, all switches synchronized their activity that is they acted as a single bistable switch with a longer residence time. (**C**) Strength of synchronization ($k_{s}$) vs. diffusion constant D~sub~ for a system consisting of three switches each separated from each other by a distance of 30 nm. Variable $k_{s} = {1 - t_{i}}$ where $t_{i}$ is the fraction of total time spent by the switches in the intermediate states x~a~y~n-a~; 1 \< a \< n. Synchronization is strong if k~s~ \> 0.4. (**D**) 2-D plot of $k_{s}$ vs. D~sub~ and $d$. The effect of synchronization $k_{s}$ due to subunit exchange is strong (red region) and robust to changes in D~sub~, and effective for inter-cluster distance ($d$) as large as 100 nm. D~PP1~ = 0.5 µm^2 ^s^−1^ for all simulations. Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure5> ([@bib45]).](elife-41412-fig5){#fig5}

Then we allowed PP1 and CaMKII subunits to undergo linear diffusion. We set D~PP1~ = $0.5$ µm^2 ^s^−1^ as before and varied D~sub~ to quantify effect of subunit exchange. Subunit exchange led to synchronization of switching activity. The population of clustered CaMKII acted as a single bistable switch ([Figure 5B](#fig5){ref-type="fig"}, blue plot). This effect was strong and robust to variation in D~sub~. Even for a very small value of D~sub~ = 0.01 µm^2 ^s^−1^, we observed strong synchronization ([Figure 5D](#fig5){ref-type="fig"}). The synchronization disappeared completely for D~sub~ less than 0.0001 µm^2 ^s^−1^, and for $d$ greater than 100 nm ([Figure 5D](#fig5){ref-type="fig"}).

Thus, for most physiologically plausible values of diffusion coefficient D~sub~, subunit exchange causes synchronization of switching activity of clustered CaMKII.

Subunit exchange may account for the observed dual decay rate of CaMKII phosphorylation {#s2-5}
---------------------------------------------------------------------------------------

Finally, we asked if subunit exchange might account for the complex time-course of CaMKII dynamics in spine as observed in recent experiments ([@bib9]). We designed a simulation to replicate an experiment where CaMKII was inhibited by a genetically encoded photoactivable inhibitory peptide after activating CaMKII by glutamate uncaging ([@bib38]). In the spine, CaMKII is more accessible to phosphatases than in the PSD, where our previous calculations had been located. To model the increased availability of phosphatases, we increased the concentration of PP1 by an order of magnitude, and increased the volume of the compartment to match the volume of a typical spine head that is 0.02 µm^3 ^([@bib2]). We found that CaMKII acted as a leaky integrator of the calcium activity with a typical exponential decay dynamics ([Figure 6A](#fig6){ref-type="fig"}). We then enabled the diffusion of CaMKII subunits (D~sub~ = 1 µm^2 ^s^−1^) and PP1 (D~PP1~ = 0.5 µm^2 ^s^−1^). These conditions decreased the rate of dephosphorylation roughly by a factor of 5 (41.65 s vs. 200.82 s) ([Figure 6B](#fig6){ref-type="fig"}).

![In the PP1-rich spine cytosol, CaMKII acts as a leaky integrator of Ca^2+^ activity.\
The clustered CaMKII population decays more slowly than the non-clustered population, due to subunit exchange. Thus, a mixed population of clustered and non-clustered CaMKII can explain observed two time-constants of CaMKII decay ([@bib9]). (**A**) Trajectories of CaMKII activity (fraction of all CaMKII which are active) when a strong periodic Ca^2+^ pulse of 3 s duration was applied to the system after every 1000 s ($\downarrow$). After the pulse, Ca^2+^ levels were brought down to 80 nM. Three trajectories are shown: without subunit exchange (red), with subunit exchange (blue), and a weighed sum of red and blue (74% red +24% blue as estimated in \[[@bib9]\]). (**B**) Average decay dynamics after the onset of strong Ca^2+^ pulse ($\downarrow$). When there was no subunit exchange, CaMKII decayed with a time- course of approximately 41.65 s (red and dashed yellow \[fit\]). When subunit exchange was enabled, CaMKII decay had a slower time-constant of 200.82 s (blue and dashed blue \[fit\]). (**C**) Average dynamics of the mixed population (black). This was fit to a double exponential that is ${ae^{- {t/\tau_{1}}}} + {{({1 - a})}e^{- {t/\tau_{2}}}}$ for $a = 0.74$ (dashed red). For a given $a = 0.74$ (estimated in \[[@bib9]\]), our estimate of time-constants (8.4 s, 86.2 s) matched well with experimentally estimated time-constants (6.4 s ± 0.7, 92.6 s ± 50.7). Shaded areas are the standard deviation. Number of voxels Nv = 10, D~sub~ = 1 µm^2 ^s^−1^, D~PP1~ = 0.5 µm^2 ^s^−1^. Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure6> ([@bib45]).](elife-41412-fig6){#fig6}

We expected that subunit exchange should have a strong effect on the time-course of decay of activity of clustered CaMKII in spine cytosol (e.g. CaMKII bound to actin) because the proximity of holoenzymes would lead to rapid exchange. Thus, if there are populations of clustered as well as non-clustered CaMKII in the spine, we expected that they would exhibit long and short time-courses of activity decay, respectively. Therefore a mixed population of clustered and non-clustered CaMKII should decay with two time-constants. Our simulations supported this prediction.

In [@bib9], the decay kinetics of CaMKII were obtained by curve fitting of experimental data. It was given by a double-exponential function: ${F{(t)}} = {{P_{fast}e^{- {t/\tau_{fast}}}} + {P_{slow}e^{- {t/\tau_{slow}}}}}$ where $P_{fast} = 0.74$, $P_{slow} = 0.26$, $\tau_{fast} = 6.4 \pm 0.7\, s$, $\tau_{slow} = 92.6 \pm 50.7\, s$ ([Figure 6C](#fig6){ref-type="fig"}, magenta). We used their estimate of $P_{fast}$ and $P_{slow}$ to construct a mixed population of slow and fast decaying CaMKII ([Figure 6A](#fig6){ref-type="fig"}, black), and simulated the decay kinetics of CaMKII for this system. We fit the resulting decay curve with a double-exponential function ([Figure 6C](#fig6){ref-type="fig"}, dashed red). The time-constants obtained (8.4 s, 86.2 s) matched well with experimentally estimated time-constants of (6.4 s ± 0.7, 92.6 s ± 50.7).

Thus, we suggest that subunit exchange may be a mechanism that leads to CaMKII$\alpha$ activity decaying with two time-courses in spine cytosol.

Discussion {#s3}
==========

Here, we have shown that subunit exchange strongly affects the properties of the CaMKII/PP1 pathway, both in its role as a bistable switch in the PSD and as a leaky integrator of Ca^2+^ activity in spine cytosol. In the PSD, where the model was tuned to elicit bistable dynamics from clustered CaMKII, subunit exchange improved the stability of the CaMKII/PP1 switch by synchronizing the kinase activity across the PSD ([Figure 6](#fig6){ref-type="fig"}). It also improved active CaMKII tolerance of PP1, and of turnover rate ([Figure 2](#fig2){ref-type="fig"} and [Figure 3](#fig3){ref-type="fig"}). In the case where CaMKII was uniformly distributed in PSD, subunit exchange facilitated more rapid activation of CaMKII ([Figure 4B--D](#fig4){ref-type="fig"}) ([@bib49]). These simulation results predict that a CaMKII mutant lacking subunit exchange would be deficient in switch stability and slower to be activated by Ca^2+^, thereby resulting in degraded memory retention and deficient learning in memory-related behavioral experiments, respectively.

In the spine head, subunit exchange facilitated integration by prolonging the decay time-course of kinase activity ([Figure 6](#fig6){ref-type="fig"}). The fact that CaMKII dynamics changed from an integrator to bistable switch as we moved from spine cytosol (a phosphatase rich environment) to the PSD (where PP1 is tightly controlled) suggests an interesting sub-compartmentalization of functions in these microdomains. Furthermore, we observed that the clustering of CaMKII had important implications for its sustained activity.

Subunit exchange is unlikely to have any impact on neighbouring spines. The mean escape time of a single CaMKII subunit from a typical spine is between 8 s to 33 s ([@bib28]). Any phosphorylated subunit is almost certain to be de-phosphorylated by PP1 during this time. We therefore predict that the effects of synchronization are local to each PSD, where PP1 is known to be tightly controlled. Subunit exchange loses its potency in the phosphatase rich region of the bulk spine head or dendrite. We therefore consider it unlikely that CaMKII subunit exchange plays any role in intra-spine information exchange such as synaptic tagging.

CaMKII is non-uniformly distributed in the PSD where it is mostly concentrated in a small region of 16 nm to 36 nm below the synaptic cleft ([@bib40]). In the PSD, CaMKII may exist in large clusters given that the PSD is rich in CaMKII binding partners. Our study predicts that subunit exchange may lead to synchronization when CaMKII is clustered, or more rapid activation by Ca^2+^ when it is uniformly distributed. Given that CaMKII can form clusters with N-methyl-D-asparate (NMDA) receptors, it would be interesting to study the mixed case where some CaMKII is clustered and the rest is uniformly distributed. This would require a detailed 3D simulation and is beyond the scope of this study.

Finally, we suggest that the existence of diverse time-scales of CaMKII activity -- bistable and highly stable synchronized bistable in PSD, slow and fast decaying leaky integrator in spine head ([Table 1](#table1){ref-type="table"}) -- has important theoretical implications. A very plastic synapse is good at registering activity dependent changes (learning) but poor at retaining old memories. On the other hand, a rigid synapse is good at retaining old memories but is not efficient at learning. A theoretical meta-model which sought to strike a balance between these two competing demands requires that a diversity of timescales must exist at the synapse ([@bib3]) for optimum performance. In this model, complex synapses with state variables with diverse time-scales are shown to form a memory network in which storage capacity scales linearly with the number of synapses, and memory decay follows $1/\sqrt{t}$ --- a power-law supported by psychological studies ([@bib52]). This model requires the memory trace to be first stored in a fast variable and then progressively and efficiently transferred to slower variables. Our study suggests a concrete mechanism for such a process. Here, the Ca^2+^ concentration in the PSD can be mapped to the fastest variable. The CaMKII integrator in the cytosol could represent the second slower variable to which the trace is transferred from Ca^2+^. Further, the state information is transferred to the third slower CaMKII bistable switch. The dynamics of CaMKII in the PSD forms an even slower bistable variable for longer retention of the memory trace. It is possible that memory is transferred from here to even slower variables, such as sustained receptor insertion ([@bib25]), PKM-$\zeta$ activation ([@bib43]), or local protein synthesis ([@bib1]).

10.7554/eLife.41412.010

###### Diverse timescales of activity shown by CaMKII

  Type                                                               Location        Timescale             Ref/Notes
  ------------------------------------------------------------------ --------------- --------------------- ---------------------
  Leaky integrator                                                   Spine cytosol   \~10 s                [@bib9], This paper
  Leaky integrator decaying slowly due to subunit exchange           Spine cytosol   \~100 s               This paper, [@bib9]
  Small bistable (Size 4 to 10)                                      PSD             Few hours to days     This paper
  Large bistable (Size 12 to 20)                                     PSD             Few weeks to months   This paper
  Synchronized population of bistables coupled by subunit exchange   PSD             Years                 This paper

Materials and methods {#s4}
=====================

We extended Miller and Zhabotinksy (MZ model; [@bib37]) to incorporate *subunit exchange* and diffusion. We assume that vertical dimers are inserted and released together ([@bib5]). We also assume that both subunits of a vertical dimer phosphorylate and de-phosphorylate together. Under this assumption, we can treat the CaMKII ring as the proxy for the CaMKII holoenzyme and the subunit as the proxy for the CaMKII dimer. Without this assumption, the simulation cost of the increased complexity would be very significant.

In our model, a CaMKII ring with $n$ subunits (*n* = 6 or 7) can exist in 15 different states enumerated as $x_{a}y_{n - a}$ for $0 \leq a \leq n$ where $x$ and $y$ represent un-phosphorylated and phosphorylated subunits respectively. We ignore all rotational permutations and kinetically unlikely cases where there are discontiguous phosphorylated subunits in the ring. We assumed that the phosphorylation of neighbouring subunit proceeds clockwise.

Ca^2+^ background activity ($\epsilon$) {#s4-1}
---------------------------------------

We assumed the resting Ca^2+^ level in spine to be 80 nM ([@bib4]). In the MZ model, Miller *et al.* assumed that Ca^2+^ entry through NMDA receptors can be approximated by a Poisson train with an average rate of 0.5 Hz. Since, on average, $\sim$0.5 NMDA receptors open ([@bib39]) upon pre-synaptic stimulation, we reduced the frequency of NMDA opening events to 0.25 Hz. We used a periodic pulse with a time-period of 4 s and duty cycle of 50%. To model NMDA activity in the 2 s long ON period of our 4 s long periodic pulse, we sampled from a uniform distribution with median of 120 nM (50% change, on average) and range of 40 nM ([Figure 1C](#fig1){ref-type="fig"}). This distribution is informed by [Figure 2B,C](#fig2){ref-type="fig"} from ([@bib39]).

We did not consider decay dynamics of Ca^2+^ influx through the NMDA channel since the timescale of decay (roughly 100 ms) is much shorter than our simulation runtimes of days, and including this detail would have made the simulations very slow. The effect of ignoring decay dynamics are expected to be negligible given that the time-scale of CaMKII activation is much larger than the time course of Ca^2+^ decay dynamics. Furthermore, we did not consider contributions to background Ca^2+^ fluctuations by other channels. This background activity is represented by $\epsilon$ in the figures and text.

Phosphorylation and dephosphorylation of CaMKII ring {#s4-2}
----------------------------------------------------

The activation of CaMKII in our study follows the same dynamics as in the MZ model ([Equation 1](#equ1){ref-type="disp-formula"}). In our paper, by phosphorylation/activation of a CaMKII subunit or a holoenzyme, we mean phosphorylation at Thr^286^. The first step in CaMKII activation requires simultaneous binding of two (Ca^2+^/CaM) to the two adjacent subunits of CaMKII. Once a subunit is phosphorylated, it catalyzes phosphorylation of its neighbour (*auto-phosphorylation*) which requires binding of only one (Ca^2+^/CaM). Therefore, further phosphorylation proceeds at much faster rate. The phosphorylation of CaMKII is given by [Equation 1](#equ1){ref-type="disp-formula"} ([@bib8]; [@bib37]).$$\begin{matrix}
{x_{a}y_{n - a}\overset{v_{1}}{\rightarrow}x_{a - 1}y_{n - a + 1}\overset{v_{2}}{\rightarrow}x_{a - 2}y_{n - a + 2}} \\
{v_{1} = k_{1}\left\lbrack \frac{H^{3}}{1 + H^{3}} \right\rbrack^{2},\, v_{2} = k_{1}\frac{H^{3}}{1 + H^{3}},\,\text{where}\; H = \frac{Ca^{2 +}}{K_{H1}}} \\
\end{matrix}$$where $n$ = 6 or 7 for $1 \leq a \leq n;\, k_{1} = 1.5\, s^{- 1}$ ([@bib23]), and $k_{H1} = 0.7\,{µM}$ ([@bib12]; [@bib37]). At resting Ca^2+^ concentration of 100 nM, $v_{1} = 1.27 \times 10^{- 5}\, s^{- 1}$ and $v_{2} = 4.36 \times 10^{- 3}\, s^{- 1}$ (i.e., ${v_{2}/v_{1}} \approx 343$). The rate constant $v_{1}$ above defines the initial rate of phosphorylation. Furthermore, addition of phosphorylated subunits can happen through subunit exchange ([Equation 3](#equ3){ref-type="disp-formula"}). We treat these as independent variables. The phosphorylation rates $v_{1}$ and $v_{2}$ are relatively well constrained by the experimental literature. The subunit exchange rates were estimated (Materials and methods) to be in the range of 1 s^-1^.

Once fully phosphorylated, CaMKII moves to the PSD where it binds to the NMDA receptor. Upon binding, it is no longer accessible other phosphatases except PP1.

The dephosphorylation of the CaMKII ring, and the subunit are given by [Equation 2](#equ2){ref-type="disp-formula"}.$$\begin{matrix}
{PP1 + x_{a}y_{n - a}\underset{k^{-}}{\overset{k^{+}}{\rightleftharpoons}}PP1.x_{a}y_{n - a}\overset{k_{2}}{\rightarrow}PP1 + x_{a + 1}y_{n - a - 1}} \\
{PP1 + x\underset{k^{-}}{\overset{k^{+}}{\rightleftharpoons}}PP1.x\overset{k_{2}}{\rightarrow}PP1 + y} \\
\end{matrix}$$where $n$ = 6 or 7, and $1 \leq a \leq n$. Following ([@bib37]), we also assumed $k^{-} = 0$. This gave us $k^{+} = \frac{k_{2}}{k_{M}}$ = 1/µM/s. We could not find any experimental estimate of $k_{M}$ in recent literature, therefore we used the same value of $k_{M}$ as in the MZ model ([@bib37]).

Subunit exchange {#s4-3}
----------------

Since CaMKII ring consists of either 6 or 7 subunits in our model, any ring with six subunits cannot lose a subunit, and a ring with seven subunits cannot gain a subunit. The reactions which result in either gain or loss of a subunit are given by [Equation 3](#equ3){ref-type="disp-formula"} where $0 \leq a \leq 6\,\text{or}\, 7$.$$\begin{matrix}
{x_{a}y_{7 - a} + x\underset{k_{x}^{-}}{\overset{k_{x}^{+}}{\rightleftharpoons}}x_{a + 1}y_{6 - a}} \\
{x_{a}y_{6 - a} + y\underset{k_{y}^{-}}{\overset{k_{y}^{+}}{\rightleftharpoons}}x_{a}y_{7 - a}} \\
\end{matrix}$$

We were not able to find values for $k_{x}^{+}$, $k_{x}^{-}$, $k_{y}^{+}$, and $k_{y}^{-}$ in the literature. We used the data in [@bib49] to estimate the possible timescale of subunit exchange rate. ([@bib5]) speculate that upon activation, the hub of the holoenzyme becomes less stable and more likely to open up and lose a subunit that is an active holoenzyme loses subunits at a faster rate. Therefore, we maintained the following ratio $k_{x}^{-} \approx 10\, k_{x}^{+}\, N_{CaMKII}$ and $k_{y}^{-} \approx 10\, k_{y}^{+}N_{\text{CaMKII}}$ in all simulations where $N_{\text{CaMKII}}$ is the number of holoenzymes in the system.

### Estimation of subunit exchange rate {#s4-3-1}

To estimate reaction rates of [Equation 3](#equ3){ref-type="disp-formula"}, we modeled the \'single molecule assay' used in [@bib49]. In this assay, two distinct populations of CaMKII labelled by either green or red fluorophores were mixed together. The holoenzymes were not free to move but they could release subunits which could move freely. A green holoenzyme may pick up a red subunit and vice versa thereby giving rise to a mixed colored population. The readout from this assay is the 'colocalization' which is the fraction of total holoenzymes containing subunits of both colors.

In our model of this assay, a CaMKII holoenzyme is represented by $R_{a}G_{n - a}$ where $R$ and $G$ represent a red and a green subunit in the holoenzyme respectively, and n = 6 or 7. The green population consists of holoenzymes with only green subunits (i.e., $R_{0}G_{6}$ and $R_{0}G_{7}$) and the red population has holoenzymes with all red subunits (i.e., $R_{6}G_{0}$ or $R_{7}G_{0}$). We assume that each color population has equal number of dodecameric (n = 6 $\times$ 2) and tetradecameric (n = 7 $\times$ 2) holoenzymes. Upon mixing red and green populations, the following reactions take place.$$\begin{matrix}
{R_{a}G_{b}\underset{r_{g}}{\overset{r_{l}}{\rightleftharpoons}}R_{a - 1}G_{b} + R\quad{for\, all}\; a\, > \, 0,\, b\, \geq \, 0\;\text{s.t.}\, a + b = 6} \\
{R_{a}G_{b}\underset{r_{g}}{\overset{r_{l}}{\rightleftharpoons}}R_{a}G_{b - 1} + G\quad{for\, all}\; a\, \geq \, 0,\, b\, > \, 0\;\text{s.t.}\, a + b = 7} \\
\end{matrix}$$

The value of colocalization is equal to the percentage of all holoenzymes containing at least one red and one green subunit that is $\frac{\sum_{{a \geq 1},{b \geq 1}}{\lbrack{R_{a}G_{b}}\rbrack}}{\sum_{{a \geq 0},{b \geq 0}}{\lbrack{R_{a}G_{b}}\rbrack}}$. The dynamics of colocalization was fit by $100{({1 - e^{- {t/\tau}}})}$. We first computed $\tau$ for experimental data when \[CaMKII\] = 8 µM ([Figure 7A](#fig7){ref-type="fig"}). This served as the baseline for further analysis.

![Estimation of subunit exchange rate by fitting experimental data to a model of a single molecule assay ([@bib49]).\
(**A**) Colocalization dynamics as reported in [@bib49] (all data scraped from figures) at CaMKII = 8 µM (blue dots). Solid blue line shows a best fit $100{({1 - e^{- {t/\tau}}})}$ with $\tau$=62.7 min. (**B**) Phase plot of $\tau$ of colocalization trajectories generated for various values of $r_{g}$ and $r_{l}$ ([Equation 4](#equ4){ref-type="disp-formula"}). Black dots show values of $r_{g}$ and $r_{l}$ for which $\tau$ = 62.7 ± 20% (S.E.M.). Red $\oplus$ marks show the values of rate constants ([Equation 3](#equ3){ref-type="disp-formula"}) used in this study at various volumes and N~CaMKII~. (**C**) For the fixed values of $r_{g}$ and $r_{l}$, three trajectories are shown at different CaMKII concentrations. As seen in the experimental data, the rate of colocalization increases with increasing CaMKII concentration. (**D**) For typical values of exchange rates used in this paper, we plotted simulation results (solid lines) with experimental values (dots) and their best exponential fit (dashed lines). The ${d\tau}/{d\left\lbrack \text{CaMKII} \right\rbrack}$ was −10.06 min/µM (data) and −18.54 min/µM (simulation). Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure7> ([@bib45]).](elife-41412-fig7){#fig7}

Next, we explored the space of $r_{l}$ and $r_{g}$ for which the time constant $\tau$ of colocalization dynamics matched well with the baseline case (i.e. $\tau$ for these trajectories were $\tau$~\[CaMKII\]~ = 8 ± 20% ([Figure 7B](#fig7){ref-type="fig"}, black dots). From these values, we chose a combination of $r_{g}$ and $r_{l}$ which best explained the concentration-dependent changes in the rate of colocalization ([Figure 7D](#fig7){ref-type="fig"}). When compared with the data from [@bib49]), the time scale of colocalization and the concentration-dependent decrease in the rate of colocalization matched reasonably well for $r_{l}$ and $r_{g}$ that is, $\tau$ = 49.1 min (data) vs $\tau$ = 21.0 min (simulation) when \[CaMKII\] = 8 µM and $\tau$ = 119.0 min (data) vs $\tau$ = 150.0 min (simulation) when \[CaMKII\] = 1 µM, and, $\frac{d\tau}{d\text{[CaMKII]}}$ = -10.06 min/µM (data) vs $\frac{d\tau}{d\text{[CaMKII]}}$ = -18.05 min/µM (simulation) ([Figure 7D](#fig7){ref-type="fig"}). Note that we do not model the effect of diffusion, labelling efficiency, and experimental errors in the readout mechanism. Our values of $k_{x}^{+},k_{y}^{+},k_{x}^{-},k_{y}^{-}$ used in [Equation 3](#equ3){ref-type="disp-formula"} are close to estimated values of $r_{g}$ and $r_{l}$ (red cross vs. black dots in [Figure 7B](#fig7){ref-type="fig"}). Note that $r_{g}$ and $r_{l}$ are proxies for $k_{x}^{+},k_{y}^{+}$ and $k_{x}^{-},k_{y}^{-}$ respectively.

Thus, we are confident that rate parameters used in [Equation 3](#equ3){ref-type="disp-formula"} in our model are likely to be within the physiologically relevant range.

PP1 deactivation {#s4-4}
----------------

In the PSD, PP1 is the primary -- and perhaps only -- phosphatase known to dephosphorylate CaMKII ([@bib48]). We followed the MZ model for [Equation 5](#equ5){ref-type="disp-formula"} where inhibitor-1 (I1) inactivates PP1. Phosphorylated inhibitor-1 (I1P) renders PP1 inactive by forming I1P-PP1 complex (I1P.PP1).$$\begin{matrix}
{PP1 + I1P\underset{k_{4}}{\overset{k_{3}}{\rightleftharpoons}}I1P.PP1} \\
{I1P = I1\frac{v_{PKA}}{v_{CaN}}\frac{1 + \left( \frac{Ca}{k_{H2}} \right)^{3}}{\left( \frac{Ca}{k_{H2}} \right)^{3}}} \\
\end{matrix}$$where k~3~ = 100 /µM/s, k~4~ = 0.1 s^-1^ ([@bib15]), and $v_{PKA}/v_{CaN}$ = 1 ([@bib37]).

Turnover {#s4-5}
--------

The turnover of CaMKII is a continuous process given by [Equation 6](#equ6){ref-type="disp-formula"} with rate $v_{t} = {30h^{- 1}}$ ([@bib14]).$$\begin{matrix}
{x_{a}y_{6 - a}\overset{v_{t}}{\rightarrow}x_{6}y_{0}\;\text{for}\; 6 \geq a \geq 1} \\
{x_{a}y_{7 - a}\overset{v_{t}}{\rightarrow}x_{7}y_{0}\;\text{for}\; 7 \geq a \geq 1} \\
\end{matrix}$$

Diffusion and simulation method {#s4-6}
-------------------------------

Diffusion is implemented as a cross voxel jump reaction. Diffusion of a species X with diffusion-coefficient $D_{X}$ between voxel A and B separated by distance $h$ is modelled as a reaction $X_{A}\underset{k}{\overset{k}{\rightleftharpoons}}X_{B}$ where $k = {D_{X}/h^{2}}$, and ${\lbrack X_{A}\rbrack} = {\lbrack X_{B}\rbrack} = {{\lbrack X\rbrack}/2}$ ([@bib16]). Based on our own numerical results ([Appendix 1---figure 2](#app1fig2){ref-type="fig"}) and other studies ([@bib30]; [@bib17]), we are confident that $h \geq {10h_{crit}}$ where $h_{crit} = \frac{k^{+}}{D_{PP1} + D_{sub}}$ is a good value. We have h~crit~ ≤ 3.2 nm whenever D~PP1~ + D~sub~ ≥ 0.5 µm^2^ s^−1^. For all simulations presented in main text, we maintained $h \geq h_{crit}$. For a few illustrative examples where $h$ is smaller than $h_{crit}$, see [Figure 4---figure supplement 1D,E](#fig4s1){ref-type="fig"}.

All simulations were performed using the stochastic solver based on the Gillespie method, in the MOOSE simulator (<https://moose.ncbs.res.in>, version 3.1.4; [@bib41]). This model is available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018> (copy archived at <https://github.com/elifesciences-publications/SinghAndBhalla_CaMKII_SubunitExchange_2018>). The table of parameters is in SI ([Table 2](#table2){ref-type="table"}).

Method validation {#s4-7}
-----------------

To validate our implementation of diffusion, we compared trajectories of two systems: one in a single well-mixed cylinder with parameters tuned to elicit bistable behavior (henceforth, we call it the reference bistable), and a spatial system implemented as a discretized cylinder as described above. We expect the later to converge to reference bistable system when the diffusion constants become large such that the molecules are effectively well-mixed.

We put six CaMKII holoenzymes in a cylinder of length 180 nm discretized into six voxels, separated by a distance of 30 nm. The long-term behavior of discretized system was most sensitive to D~PP1~ ([Figure 8B](#fig8){ref-type="fig"}) and almost independent of D~sub~ ([Figure 8A](#fig8){ref-type="fig"}). The discretized system converges to reference bistable for D~PP1~ ≥ 0.5µm^2^s^-1 ^([Figure 8C](#fig8){ref-type="fig"}).

![Method validation.\
NCaMKII = 6 holoenzymes as described in [Figure 4](#fig4){ref-type="fig"} were simulated in a cylindrical arena divided into six voxels separated by 30 nm. Basal Ca^2+^ was set to 100 nM+$\epsilon$. (**A**, above) For a typical value of D~PP1 ~= 0.5 µm^2 ^s^−1^ used in our model, varying D~sub~ did not result in loss of bistability of CaMKII activity. The distribution of state occupancy is shown for the case of D~sub~ = 0.1 µm^2 ^s^−1^ in bar chart on the right. (A, below) Reference well-mixed system for comparison. Six holoenzyme were simulated in a single well-mixed cylinder of same length and volume, and with same parameter values as above. The distribution of state occupancy is shown on the right. (**B**) Cumulative histograms of CaMKII activity for various values of D~PP1~ and D~sub~ (unit µm^2 ^s^−1^). The red and blue lines represent spatially discretized and well-mixed reference system (shown in A, black) respectively. The spatially discretized system (red) converges to the well-mixed system (blue) for higher D~PP1~ values. For fixed value of D~PP1~, changing D~sub~ has little or no effect on convergence. For a typical value of D~PP1~ = 0.5 µm^2 ^s^−1^ , the system shows reasonable convergence (second row, also see **A**). (**C**) Quantification of convergence to well-mixed case. We used Kullback-Leibler divergence (relative entropy) to quantify the similarity between the state occupancy histograms (e.g. as in panel **A**) for the spatially extended case, and the reference well-mixed system, respectively. Identical histograms will have zero Kullback-Leibler divergence. The phase plot shows Kullback-Leibler divergence between the histograms for the spatially extended system and the reference bistable system. Black dots represent bistable configurations with at least four transitions observed in a simulation of the spatially discretized system, lasting 20 days. Thus, the spatially extended, discretized system converged to the behavior of the reference bistable system. Source data are available at <https://github.com/dilawar/SinghAndBhalla_CaMKII_SubunitExchange_2018/tree/master/PaperFigures/elifeFigure8> ([@bib45]).](elife-41412-fig8){#fig8}

Table of parameters {#s4-8}
-------------------

[Table 2](#table2){ref-type="table"} summarizes the parameters of our model.

10.7554/eLife.41412.014

###### Table of parameters used in model.

  -------------------------------------------------------------------------------------------------------------------------------
  Symbol        Parameter                                                   Value                     Reference/Notes
  ------------- ----------------------------------------------------------- ------------------------- ---------------------------
  V~spine~      Volume of Spine                                             1 to 5×10^-20^ m^3^       ([@bib2])

  V~PSD~        Volume of PSD (Thickness $100{nm}$. Surface area 0.05µm2)   1 to 5×10^-21^ m^3^       [@bib19]; [@bib2]

  N~CaMKII~     Total CaMKII holoenzymes in PSD/Spine                       100 ± 18                  [@bib19]

  N~PP1~        Total PP1 in PSD\                                           4 to 20× N~CaMKII~\       This paper\
                Total PP1 in Spine                                          10 to 100× N~CaMKII~      This paper

  I1            Concentration of free I1                                    10 µM                     [@bib37]

  V~CaN~        Activity of calcineurin divided by its                      1                         [@bib37]

  V~CaM~        Activity of PKA divided by its Michaelis constant           1 s^-1^                   [@bib37]

  KM            The Michaelis constant of PP1                               10 µM                     0.4 to 20 µM ([@bib54])

  K~H1~         Hill constant of CaMKII (Ca^2+^ ) activation)\              0.7 µM                    ([@bib12])
                                                                                                      

  n~H1~         Hill constant of CaMKII (Ca^2+^ ) activation)               3                         ([@bib46])

  K~H2~         Hill constant of CaMKII (Ca^2+^ ) activation)               0.3 µM                    ([@bib46])

  n~H2~         Hill constant of CaMKII (Ca^2+^ ) activation)               3                         ([@bib46])

  k1            The catalytic constant of autophospho-rylation              1.5 s^-1^                 ([@bib23])

  k2            The catalytic constant of autophospho-rylation              1 s^-1^                   ([@bib8]; [@bib29])

  k3            The association rate constant of PP1.I1P complex            100 µM^-1^s^-1^           ([@bib15]; [@bib37])

  k4            The dissociation rate constant of PP1.I1P complex           0.1 s^-1^                 ([@bib15]; [@bib37])

  $k_{x}^{+}$   The rate of adding unphosphorylated subunit x               1 s^-1^ per N~CaMKII~     This paper

  $k_{y}^{+}$   The rate of adding phosphorylated sub- unit y               1 s^-1^ per N~CaMKII~     This paper

  $k_{x}^{-}$   The rate of losing unphosphorylated subunit x               0.1 s^-1^                 This paper

  $k_{y}^{-}$   The rate of losing phosphorylated sub- unit y               0.1 s^-1^                 This paper

  vt            Turnover rate of CaMKII                                     30 h^-1^                  ([@bib14]; [@bib37])

  D~PP1~        Diffusion coefficient of PP1                                0.5 µm^2 ^s^−1^           This paper and ([@bib24])

  D~sub~        Diffusion coefficient of CaMKII subunits                    10^-5^ -- 10µm^2 ^s^−1^   This paper
  -------------------------------------------------------------------------------------------------------------------------------
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Stochastic diffusion using cross-voxel reactions {#s7}
================================================

To implement diffusion of a molecule in a linear arena of volume $V$, we constructed a cylindrical compartment of volumne $V$ with length $L$ and radius $r$. The cylinder was divided into $n$ well-mixed voxels of length $h$ ($h = {L/n}$) i.e., within a voxel, diffusion was instantaneous.

Diffusion across these voxels was implemented as cross-voxel reactions in which a molecule jumps to its neighbouring voxels with a rate constant $k$ which is a function of diffusion coefficient $D$ and length of voxel $h$. The accuracy of this method increases as $h$ decreases and converges to the analytical solution for $\lim_{h\rightarrow 0}$. The cost of simulation increases as $h$ decreases.

For example, assume that molecule A with diffusion coefficient of $D_{A}$ is put into a cylinder. We divide the entire cylindrical volume into $n$ voxels. We uniformly distribute all molecules of A into these $n$ voxels. Any molecule from voxel $i$ (labelled $A_{i}$) can only jump to the neighbouring voxel $i + 1$ or $i - 1$ with rate $k_{D}^{A}$. This process is described by the following chemical reactions ([Equation 7](#equ7){ref-type="disp-formula"}).$$\ldots A_{i - 1}\underset{k_{D}^{A}}{\overset{k_{D}^{A}}{\rightleftharpoons}}A_{i}\underset{k_{D}^{A}}{\overset{k_{D}^{A}}{\rightleftharpoons}}A_{i + 1}\ldots$$

Stochastic diffusion with bimolecular reaction {#s8}
==============================================

Consider a cylindrical arena with a simple bimolecular reaction $\left. {A + B}\rightarrow\phi \right.$. Both A and B diffuse while $\phi$ does not. In our model, this reaction resembles dephosphorylation of subunit or CaMKII holoenzyme by PP1 . If we divide the cylinder into $n$ voxels labelled 1, 2, $\ldots$, $n$, then we have the following resultant chemical system.$$\begin{matrix}
{A_{1} + B_{1}\overset{k}{\rightarrow}\phi_{1}} \\
{A_{2} + B_{2}\overset{k}{\rightarrow}\phi_{2}} \\
 \vdots \\
{A_{n} + B_{n}\overset{k}{\rightarrow}\phi_{n}} \\
{A_{1}\underset{k_{D}^{A}}{\overset{k_{D}^{A}}{\rightleftharpoons}}A_{2},\, A_{2}\underset{k_{D}^{A}}{\overset{k_{D}^{A}}{\rightleftharpoons}}A_{3},\,\ldots,\, A_{n - 1}\underset{k_{D}^{A}}{\overset{k_{D}^{A}}{\rightleftharpoons}}A_{n}} \\
{B_{1}\underset{k_{D}^{B}}{\overset{k_{D}^{B}}{\rightleftharpoons}}B_{2},\, B_{2}\underset{k_{D}^{B}}{\overset{k_{D}^{B}}{\rightleftharpoons}}B_{3},\,\ldots,\, B_{n - 1}\underset{k_{D}^{B}}{\overset{k_{D}^{B}}{\rightleftharpoons}}B_{n}} \\
\end{matrix}$$where $k_{D}^{A} = \frac{D_{A}}{h^{2}}$ and $k_{D}^{B} = \frac{D_{B}}{h^{2}}$ and ${\lbrack A_{1}\rbrack} = {\lbrack A_{2}\rbrack} = \ldots = {\lbrack A_{n}\rbrack} = {\lbrack A\rbrack}$, ${\lbrack B_{1}\rbrack} = {\lbrack B_{2}\rbrack} = \ldots = {\lbrack B_{n}\rbrack} = {\lbrack B\rbrack}$ and where $\lbrack X\rbrack$ is the concentration of X.

![Summary of the stochastic reaction diffusion method employed.](elife-41412-app1-fig1){#app1fig1}

For a bimolecular system described by [Equation 8](#equ8){ref-type="disp-formula"} when solved using the Gillespie algorithm, as $h$ decreases, the accuracy of the solution first increases and subsequently starts decreasing. This is because with decreasing $h$, the diffusion component becomes more precise but we start losing reaction events ([@bib21]). Analytical methods suggests a lower bound on $h$, namely $h \gg \frac{k}{D_{A} + D_{B}}$ below which errors in the solution are large ([@bib30]). A numerical study ([@bib17]) suggests that $h \geq {10\frac{k}{D_{A} + D_{B}}}$ is a good value which keeps errors less than 1% in the distributions of trajectory.

Here, we simulate the system and estimate relative errors for various values of diffusion coefficient ([Appendix 1---figure 2](#app1fig2){ref-type="fig"}).

![Error estimate for the bimolecular reaction $A + B\overset{k}{\rightarrow}\phi$ where $k = 1 \times 10^{3}{m^{3}mol^{- 1}s^{- 1}}$.\
The values of parameters used in this system are similar to the reaction [Equation 2](#equ2){ref-type="disp-formula"} in main text. 4 molecules of A and B each were simulated in a cylindrical arena of length $L = 500\,{nm}$ and radius $r = 20\,{nm}$. This arena was divided into $n$ equal subvolumes, each of length $h = L/n$. Diffusion of A and B was implemented as described [Equation 8](#equ8){ref-type="disp-formula"} in where $D_{A} = D_{B} = D$. (**A--E**) Average of 20 trajectories of A vs. time for different combinations of $n$ and $D$. Error bars are standard-deviation. For fixed values of $n$ and non-zero values of $D$, the kinetics are indistinguishable from each other (panels A, B and C). This suggests that the results described in [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"} are numerically correct. For fixed values of $D$, however, changing $n$ has a large impact on the dynamics of A (panels D,E) especially when there is less than 1 molecule in each voxel (compare plots where n = 1,4 vs n = 8,16). In all simulations presented here, we maintained at least one diffusing molecule in every voxel. (**F**) Time for A to reach zero ($t_{0}$) vs. $D$ and $n$.](elife-41412-app1-fig2){#app1fig2}
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Subunit exchange enhances information retention by CaMKII in dendritic spines\" for consideration by *eLife*. Your article has been reviewed by Gary Westbrook as the Senior Editor, a Reviewing Editor, and two reviewers. The reviewers have opted to remain anonymous. The reviewers have discussed the reviews with one another and the Senior Editor has drafted this decision to help you prepare a revised submission.

Summary:

The main goal of the work is to assess the impact on the stability of CaMKII phosphorylation states (a proposed switch for memory storage) of CaMKII subunit exchange, both between holoenzymes within the postsynaptic density (PSD) and of such exchange between the PSD and the spine itself. The question is a relevant one on an important topic and the simulations appear to be carried out with due care using a reasonable model of the biochemical pathways involved.

Essential revisions:

1\) In many places the results are demonstrated by simulation, but little intuition is provided as to why these results occur. For example, any differences in behavior of prior models should be explained in terms of a causal link between which parameters are altered, or which additional reactions are in place, and how they impact the prior models. Some of the results (increased stability) are to be expected, as exchange between holoenzymes allows the majority to rescue the state of any individual that has by chance fluctuated away from the preferred state. Such intuition should be stated clearly.

2\) One important, specific criticism is on the discussion of a dual decay rate of the CaMKII activation. Lack of fit to a single exponential does not provide evidence for a dual decay rate process, by which I think you mean a good fit to a double exponential. If you wish to make a positive statement about the type of decay process (rather than the currently justified negative statement-lack of fit to a single exponential) please fit with other functions and show the dual exponential is significantly better than other choices, using a criterion like AIC. Furthermore, in the Discussion section, you relate your non-exponential finding to a fractional power-law decay. However, I believe that both the dual-exponential and the fractional power-law functions decay more rapidly at short time-scales and more slowly at long time-scales than a single exponential. Yet your \"best fit\" exponential shows the error to be in the opposite direction. I think these discussions about power-laws and/or dual decay should be removed or reframed, unless a clear good fit to one of these other functions can be demonstrated.

3\) The impact statement is not quite accurate. The authors have not shown, as far as I can see, that subunit exchange generates diverse timescales of information storage (and to be honest, it is unclear what \"diverse timescales of information storage\" really means). First, the decay of activity may not be a dual exponential, and second, it is unclear that subunit exchange is essential to produce the types of decay observed, given the large number of parameters in the system.

4\) There were questions regarding the activation state of CaMKII and how some of the authors\' parameters are defined. The most surprising result was that there is somehow an increase in \"active\" CaMKII (which one infers to mean Thr^286^ phosphorylated CaMKII) immediately in the presence of subunit exchange. When previously described, subunit exchange enhanced CaMKII activation at later times but did not affect early time points. To fully understand this, it is necessary for the authors to clearly define the following: (1) What is \'active\' CaMKII, (2) what is the rate they are using for CaMKII activation (again assuming this to mean rate of Thr^286^phosphorylation) (3) What is the relationship between this initial rate of phosphorylation and subunit exchange. Some of this information is in the manuscript, but I think it needs to be more explicitly stated.

5\) Figure 1C, where did these values/frequencies arise from?

6\) Why was there no CaMKII activity in the absence of exchange (subsection "Subunit exchange facilitates the spread of CaMKII activity")? Initial CaMKII activation should not be so affected by subunit exchange as this is actually faster than exchange itself.

7\) The data in Figure 4B and 4C -\> what is the explanation for the discrepancy in the affect on activity at 2 subunit exchange rates between 4B and 4C? (i.e. there is a large effect at 80 nM ca but zero effect at 120 nM ca).

8\) Comments on the model: The assumption that both subunits within a vertical dimer are phosphorylated and dephosphorylated together is a large assumption -- meaning that there is no direct evidence for this. I think this is OK to do, but it should be stated in the text as well.

9\) Phosphorylation of CaMKII is mentioned many times, but it\'s never specified that it is Thr^286^phosphorylation. This should be made clear.

10\) It is true that the rate of exchange in the cell is not known (subsection "Subunit exchange"). However, from in vitro experiments in Stratton et al., 2014; at \~4 μM CaMKII subunit concentration, the half-life of exchange is roughly 15 minutes. The rate was shown to increase at higher concentrations of CaMKII -- so one could potentially extrapolate to the concentrations in the neuron (estimated to be roughly 100 μM in the spine).

11\) Are newly synthesized holoenzymes considered in the model?

10.7554/eLife.41412.021

Author response

> Essential revisions:
>
> 1\) In many places the results are demonstrated by simulation, but little intuition is provided as to why these results occur. For example, any differences in behavior of prior models should be explained in terms of a causal link between which parameters are altered, or which additional reactions are in place, and how they impact the prior models. Some of the results (increased stability) are to be expected, as exchange between holoenzymes allows the majority to rescue the state of any individual that has by chance fluctuated away from the preferred state. Such intuition should be stated clearly.

We have added context in many sections to provide some intuition behind the observations and claims being made, especially in the Results section related to the effect of the subunit exchange on the tolerance of PP1 and turnover.

Most results in this manuscript are due to subunit exchange. Since this is the first study to model subunit exchange in the context of CaMKII's role in plasticity, no comparison could be made with previous models. However, we have expanded subsection"Model Validation", to compare MZ model with our model (when subunit exchange and diffusion were disabled).

> 2\) One important, specific criticism is on the discussion of a dual decay rate of the CaMKII activation. Lack of fit to a single exponential does not provide evidence for a dual decay rate process, by which I think you mean a good fit to a double exponential. If you wish to make a positive statement about the type of decay process (rather than the currently justified negative statement-lack of fit to a single exponential) please fit with other functions and show the dual exponential is significantly better than other choices, using a criterion like AIC. Furthermore, in the Discussion section, you relate your non-exponential finding to a fractional power-law decay. However, I believe that both the dual-exponential and the fractional power-law functions decay more rapidly at short time-scales and more slowly at long time-scales than a single exponential. Yet your \"best fit\" exponential shows the error to be in the opposite direction. I think these discussions about power-laws and/or dual decay should be removed or reframed, unless a clear good fit to one of these other functions can be demonstrated.

We apologize for the confusion caused by lack of details in the figure and text. We have expanded the relevant text and the figure caption to fix this. The key point, as we indicate in the text, is that there are both experimental and theoretical grounds for expecting that the process should be a double exponential. We therefore use this knowledge of the chemical system as a starting point and ask if our simulations are able to replicate these prior observations. From the revised text:

Subsection "Subunit exchange may account for the observed dual decay rate of CaMKII phosphorylation": "Thus, if there are populations of clustered as well as non-clustered CaMKII in the spine, we expected that they would exhibit long and short time-courses activity decay, respectively. Therefore, a mixed population of clustered and non-clustered CaMKII should decay with two time-constants. Our simulations supported this prediction.

In Chang et al., (2017), the decay kinetics of CaMKII were obtained by curve fitting of experimental data... We used their estimate of P~fast~ and P~slow~ to construct a mixed population of slow and fast decaying CaMKII (Figure 6A, black), and simulated the decay kinetics of CaMKII for this system. We fit the resulting decay curve with a double-exponential function (Figure 6C, dashed red). The time-constants obtained (8.4 s, 86.2 s) matched well with experimentally estimated time-constants of (6.4 s ± 0.7, 92.6 s ± 50.7)."

Additionally, we have increased the number of stochastic simulation replicates (N=250 now, v/s 80 before) for better statistics. We have also increased the inter-stimulus gap to 1000 sec to better estimate the statistics of tail data. With these changes we have better resolution on the decay curves and can show that the exponential fit is accurate (see Figure 6B).

To summarise, the assertion of 'dual-decay rate due to subunit exchange' holds if in the spine cytosol there are two populations: (1) a population of clustered CaMKII in cytosol decaying slowly because subunit-exchange is effective over the small distances between holoenzymes; and (2) a fast-decaying population which is not clustered and therefore lacks subunit exchange.

> 3\) The impact statement is not quite accurate. The authors have not shown, as far as I can see, that subunit exchange generates diverse timescales of information storage (and to be honest, it is unclear what \"diverse timescales of information storage\" really means). First, the decay of activity may not be a dual exponential, and second, it is unclear that subunit exchange is essential to produce the types of decay observed, given the large number of parameters in the system.

By diverse timescales, we meant the substantially different time-scales (separated by an order of magnitude or more) that emerge from CaMKII dynamics in the presence of subunit exchange. To make this explicit we have collected the time-scales from our study (in some cases corroborated by experiment) into Table 1 which we refer to in the Discussion section.

> 4\) There were questions regarding the activation state of CaMKII and how some of the authors\' parameters are defined. The most surprising result was that there is somehow an increase in \"active\" CaMKII (which one infers to mean Thr^286^ phosphorylated CaMKII) immediately in the presence of subunit exchange. When previously described, subunit exchange enhanced CaMKII activation at later times but did not affect early time points. To fully understand this, it is necessary for the authors to clearly define the following: (1) What is \'active\' CaMKII, (2) what is the rate they are using for CaMKII activation (again assuming this to mean rate of Thr^286^phosphorylation) (3) What is the relationship between this initial rate of phosphorylation and subunit exchange. Some of this information is in the manuscript, but I think it needs to be more explicitly stated.

We have now indicated in the main text that by phosphorylation/activation we mean Thr^286^phosphorylation. We have also indicated values of parameters in the main text along with appropriate references/justifications. Additionally, we have also included typical values of parameters at resting Ca^++^ concentration of 100 nM.

Thank you for these suggestions to improve clarity. We have addressed each of these points:

1\) What is \'active\' CaMKII?

Subsection "Model validation": "We define Active CaMKII as a holoenzyme (ring of 6 or 7 subunits) in which at least 2 subunits are phosphorylated at Thr^286^."

2\) What is the rate they are using for CaMKII activation (again assuming this to mean rate of Thr^286^phosphorylation)?

The rates are described by Equation 1. We have added following information in the main text, "k~1~ = 1.5 s^−1^ (Hanson et al., 1994), and k~H1~ = 0.7 μM (de Koninck and Schulman, 1998; Miller et al., 2005). At resting Ca^2+^ concentration of 100 nM, v~1~ = 1.27e-5 s^−1^ and v~2~ = 4.36e−3 s^-1^ (i.e., v~2~/v~1~ ≈ 343).

3\) What is the relationship between this initial rate of phosphorylation and subunit exchange?

We now explicitly compare these rates in subsection "Phosphorylation and dephosphorylation of CaMKII ring":

"The rate constant v~1~ above defines the initial rate of phosphorylation. Furthermore, addition of phosphorylated subunits can happen through subunit exchange (equation 3). We treat these as independent variables. The phosphorylation rates v~1~ and v~2~ are relatively well constrained by the experimental literature and are in the range of 1.25e^-5^/s and 4.36e^-3^/s respectively at basal calcium. The subunit exchange rates were estimated (Materials and methods) to be in the range of 1/s.

> 5\) Figure 1C, where did these values/frequencies arise from?

The statistics of background calcium activity from "The Number of Glutamate Receptors Opened by Synaptic Stimulation in Single Hippocampal Spines", \[Nimchinsky et al., 2014\]; in particular Figure 6 (adjusted to our spine volume). We assumed a uniform distribution (light blue histogram in A and B from the reference).

We have added subsection "Ca^2+^ background activity (*ϵ*)":

"We assumed the resting Ca 2+ level in spine to be 80 nM (Berridge, 1998). \[...\] This distribution is informed by Figure 2B,C from (Nimchinsky et al., 2004)."

We also refer to it in the legend of Figure 1C. We have also fixed a technical error in the description of the Ca^2+^ stimulus.

> 6\) Why was there no CaMKII activity in the absence of exchange (subsection "Subunit exchange facilitates the spread of CaMKII activity")? Initial CaMKII activation should not be so affected by subunit exchange as this is actually faster than exchange itself.

The reason for nearly zero CaMKII activity in the absence of exchange in Figure 4A is that the number of PP1 (N~PP1~) was chosen (from Figure 4D) so that there is no significant activity in the absence of subunit exchange at basal calcium level of 80nM+background noise. This was done since we wanted to quantify the effect of subunit exchange; this case acted as a baseline. We have explicitly indicated this in both figure caption and main text.

> 7\) The data in Figure 4B and 4C -\> what is the explanation for the discrepancy in the affect on activity at 2 subunit exchange rates between 4B and 4C? (i.e. there is a large effect at 80 nM ca but zero effect at 120 nM ca).

We assume that by "there is a large effect at 80 nM ca but zero effect at 120 nM ca" the reviewers meant the difference between red (D~sub~=1e^-8^) and blue (D~sub~=0) trajectories. We have added a more complete explanation in the Results section:

Subsection "Subunit exchange facilitates the spread of CaMKII activity": "We ran simulations for 4 hours at basal calcium concentration \[Ca^2+^\]=80 nM+ε (where ε is the fluctuation in basal calcium levels, see Figure 1C), and without subunit exchange (i.e., D~sub~=0). We set NPP1 =15×N~CaMKII~ to make sure the system showed no significant CaMKII activity (Figure 4B, red curve). This served as the baseline to quantify the effect of subunit exchange. When we enabled subunit exchange by setting D~sub~ to a non-zero value, CaMKII activity rose to a maximum within 4 h even for a low value of D~sub~ =0.001 μm^2^/s (Figure 4C, black curves)."

Subsection "Subunit exchange facilitates the spread of CaMKII activity": "The first step of CaMKII phosphorylation (Equation 1) is slow since it requires binding of two calcium/calmodulin complex (Ca^2+^/CaM) simultaneously (at basal \[Ca^2+^\] = 80 nM+ε, v1 = 1.27 × 10^−5^ s^−1^). However, subunit exchange can also phosphorylate a subunit in a holoenzyme by adding an available phosphorylated subunit to it (Equation 3). Note that a D~sub~ value as low as 0.001 μm^2^ s^−1^ is good enough for subunit exchange to be effective. With this value of D~sub~, it takes roughly 0.9 s for the subunit to reach another holoenzyme which is, on average, 30 nm away. Under these conditions the rate of picking up available active subunits (given in Equation 3) is faster than v~1~. Expectedly, for larger D~sub~ values (e.g., 0.001 and 0.1 μm^2^ s^−1^), subunit exchange becomes more effective (compare red and blue with the rest in Figure 4D)."

> 8\) Comments on the model: The assumption that both subunits within a vertical dimer are phosphorylated and dephosphorylated together is a large assumption -- meaning that there is no direct evidence for this. I think this is OK to do, but it should be stated in the text as well.

Yes. There is no direct evidence that this happens. However, this assumption helps us in treating the CaMKII rings as the proxy for holoenzyme. Without it, the complexity of model will increase 6-7 fold as there would be many more CaMKII states to be considered. This would have entailed a very significant simulation cost.

We state this assumption explicitly in subsection "Model validation":

"We treat the CaMKII ring as a proxy for the CaMKII holoenzyme, which consists of two such rings stacked over each other".

And in the Materials and methods section:

"We assume that vertical dimers are inserted and released together (Bhattacharyya et al., 2016). We also assume that both subunits of a vertical dimer phosphorylate and de-phosphorylate together. Under this assumption, we can treat the CaMKII ring as the proxy for the CaMKII holoenzyme and the subunit as the proxy for the CaMKII dimer. Without this assumption, the simulation cost of the increased complexity would be very significant."

> 9\) Phosphorylation of CaMKII is mentioned many times, but it\'s never specified that it is Thr^286^phosphorylation. This should be made clear.

We have made it clear now. We mention the site (Thr^286^) in each section whenever phosphorylation of CaMKII is mentioned for the first time.

*10) It is true that the rate of exchange in the cell is not known (subsection "Subunit exchange"). However, from* in vitro *experiments in Stratton et al., 2014; at \~4 μM CaMKII subunit concentration, the half-life of exchange is roughly 15 minutes. The rate was shown to increase at higher concentrations of CaMKII -- so one could potentially extrapolate to the concentrations in the neuron (estimated to be roughly 100 μM in the spine).*

Thank you for this suggestion. We had overlooked this data. We have now incorporated an explicit model of this experiment into the analysis:

Subsection "Estimation of subunit exchange rate": "Estimation of subunit exchange rate. To estimate reaction rates of Equation 3, we modeled the "single molecule assay" used in Stratton et al., (2014) \[...\] within the physiologically relevant range."

Fortunately, the values of subunit exchange rate which explains colocalization data "well" is close to the values which we have used in our simulations. A new figure is added to the manuscript (Figure 7) which summarises these results.

> 11\) Are newly synthesized holoenzymes considered in the model?

Yes. Newly synthesised molecules (i.e. dodecamer or teradocamer with no subunit phosphorylated) replace any old molecules at a constant rate (v~t~). The equation 5 (v~t~=turnover rate) in the Materials and methods section models it, and Figure 3 summarises the result.
