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Resumen
En el presente trabajo consideramos el problema OVO (order value optimiza-
tion), en el cual dadas m funciones continuas f1, ..., fm, definidas en un dominio
Ω ∈ Rn y un entero p ∈ {1, ...,m}, la funcion de orden p, con p ≤ m, esta´ dada
por f(x) = fip(x)(x), para toda x ∈ Ω, donde ip(x) es una funcio´n ı´ndice que
satisface fi1(x)(x) ≤ fi2(x)(x) ≤ ... ≤ fip(x)(x) ≤ ... ≤ fim(x)(x). El problema que
abordamos consiste entonces en minimizar f con x ∈ Ω por medio de un algo-
ritmo gene´tico que por su naturaleza intr´ınseca tiene la ventaja, sobre me´todos
de optimizacio´n continua existentes, de encontrar minimizadores globales. Ilus-
tramos la aplicacio´n de este algoritmo sobre ejemplos considerados mostrando su
eficacia en la resolucio´n de los mismos.
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MINIMIZING A FUNCTION OF ORDER p USING A GENETIC
ALGORITHM
Abstract
In this work we consider the problem OVO (order value optimization), where m
given continuous functions f1, ..., fm, defined on a domain Ω ∈ Rn and an integer
p ∈ {1, ...,m}, the function of order p with p ≤ m, is given by f(x) = fip(x)(x),
for all x ∈ Ω, where ip(x) is a function satisfying fi1(x)(x) ≤ fi2(x)(x) ≤ ... ≤
fip(x)(x) ≤ ... ≤ fim(x)(x). The problem we address is to minimize f with x ∈ Ω
by a genetic algorithm that by its very nature has the advantage over existing
continuous optimization methods, to find global minimizers. We illustrate the
application of this algorithm on examples considered showing its effectiveness in
solving them.
Keywords: Genetic algorithms, nonlinear programming, order value optimiza-
tion.
Introduccio´n
En optimizacio´n frecuentemente nos encontramos con el problema gene-
ral de minx∈Ωf(x) donde f : Ω ⊂ Rn → R es conocida como funcio´n objetivo
y Ω es el conjunto factible. Un caso particular de este problema y de gran
utilidad es el conocido problema min-max donde f(x) =minx∈Rnmax{fi(x) :
i ∈ I} y fi : Rn → R para i ∈ I son funciones dadas.
Este problema se generaliza mediante la introduccio´n del problema OVO
(Order Value Optimization). Dadas m funciones continuas f1, ..., fm, defi-
nidas en un dominio Ω ∈ Rn y un entero p ∈ {1, ...,m}, la funcion de orden
p, con p ≤ m, se define mediante f(x) = fip(x)(x) para toda x ∈ Ω, donde
ip(x) es una funcion ı´ndice que satisface
fi1(x)(x) ≤ fi2(x)(x) ≤ ... ≤ fip(x)(x) ≤ ... ≤ fim(x)(x).
Nuestro problema es entonces
minimizar f(x)
x ∈ Ω ,
es decir, queremos minimizar la funcio´n que ocupa el lugar p-e´simo en cada
x entre las m funciones dadas.
El problema involucra la minimizacio´n de una funcio´n que, en general
es continua, pero no suave, au´n en el caso en que las funciones involucradas
sean diferenciables, mas au´n, la introduccio´n de hipo´tesis de convexidad en
cada una de las funciones fi para i ∈ I no implica la convexidad de f .
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Observe que para p = m obtenemos el cla´sico problema min-max el cual si
es convexo en el caso de que las funciones fi sean convexas.
El problema OVO fue introducido y desarrollado recientemente en [1],
[3], [2] y [4], en donde adema´s de hacer una formulacio´n ma´s general co-
mo un problema de programacio´n no-lineal con restricciones, introducen
algunas formas de resolverlo usando me´todos tipo Cauchy y del tipo Casi-
Newton. Estos enfoques esta´n basados en te´cnicas de optimizacio´n continua,
necesitan el ca´lculo del gradiente de las funciones involucradas, y en en el
segundo caso adema´s, se utilizan aproximaciones de la matriz hessiana de
la mismas, ver [6], sin embargo, lo que queremos enfatizar es que estas me-
todolog´ıas encuentran solamente soluciones locales, dependiendo del punto
inicial usado en el problema considerado; este hecho constituye la razo´n
principal del presente estudio. Motivacio´n para este problema data, entre
otras, de aplicaciones en problemas de toma de decisiones y problemas ro-
bustos de estimacio´n de para´metros. Aplicaciones, en problemas de riesgo
de valores pueden verse en [3], [4] y [7]. Una aplicacio´n relevante sobre el
alineamiento estructural de proteinas es mostrada en [5], donde es usado
un me´todo Gauss-Newton, ver [6], en la formulacio´n del problema de su-
perposicio´n de dos estructuras mediante una suavizacio´n del problema OVO.
Por otra parte, conocemos que algoritmos gene´ticos y evolutivos han si-
do usados con eficiencia en diversidad de problemas, ver [8], [10], [11] y [9],
principalmente cuando no se conocen me´todos eficientes para su resolucio´n.
Son aplicables por tanto a problemas de optimizacio´n con restricciones y sin
restricciones. Una breve descripco´n de los mismos la haremos en la siguiente
seccio´n, sin embargo, en este trabajo particularizaremos en su aplicacio´n al
problema OVO antes mencionado, que por su naturaleza, puede ser adap-
tado y resuelto usando cualquier tipo de algoritmo gene´tico; cabe destacar,
que no es nuestro objetivo el comparar el desempen˜o nume´rico de diver-
sas formulaciones de algoritmos gene´ticos ni evolutivos en la solucio´n del
problema planteado, sino que, considerando que los me´todos usados de op-
timizacio´n continua para resolver el problema OVO, obtienen simplemente
minimizadores locales, aprovechamos la metodolog´ıa inherente a los algorit-
mos gene´ticos para mostrar que es posible encontrar soluciones globales a
un problema que tienen relevancia en distintas a´reas. Observemos adema´s
que no se trata de un problema de minimizacio´n vectorial, como lo es en for-
ma particular el problema de programacio´n multiobjetivo, ver [8], en donde
hay conflicto entre las funciones consideradas, este hecho no esta´ presente
en el problema OVO, aunque rutinas de ordenacio´n de datos y formas sofis-
ticadas de operadores gene´ticos usados en las implementaciones usadas en
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programacio´n multiobjetivo podr´ıan usarse en el problema OVO.
Finalmente indicamos que no conocemos otras experiencias del uso de
algoritmos gene´ticos en la resolucio´n del problema OVO y sus aplicaciones.
En la seccio´n 2 presentamos algunas generalidades concernientes al proble-
ma OVO, en la seccio´n 3 hacemos una breve resen˜a sobre los algoritmos
gene´ticos, posteriormente, en la seccio´n 4, mostramos el comportamiento
del algoritmo gene´tico utilizado para ilustrar la obtencio´n de resultados en
comparacio´n con lo mostrado en [2]. Finalmente se presentan las conclusio-
nes.
Generalidades
A fin de tener una idea geome´trica del problema, mostramos la funcio´n
de orden p para algunos espec´ıficos valores de p.
Consideremos las siguientes funciones f1(x) = −x2+x+ 74 , f2(x) = exp(−x),
f3(x) = x
2−2x+1 y f4(x) = exp(x−1). En las siguientes gra´ficas se mues-
tran con l´ınea gruesa las funciones de orden 1, de orden 2, de orden 3 y de
orden 4 respectivamente. Observe la continuidad pero no diferenciabilidad
de la funcio´n de orden p para p = 1, 2, 3 y 4.
En [2], para resolver el problema OVO se formula un algoritmo tipo
Cauchy, es decir, de ma´ximo descenso, que involucra condiciones generales
sobre el problema, las funciones consideradas y sus respectivos gradientes,
por ello presentamos a manera de observaciones, algunas suposiciones he-
chas sobre el problema, pero que no sera´n necesarias en nuestro abordaje.
Suponga que Ω ⊂ Rn es cerrado y convexo, y f1, ..., fm tienen derivadas
parciales continuas en un conjunto abierto que las contiene. El hecho que
Ω sea cerrado y convexo es usado por [2] en la condicio´n de optimalidad,
en la definicio´n de los subproblemas del algoritmo principal y en las demos-
traciones de los Teoremas 2.2 y 2.3 all´ı mostrados. Denotamos gj = ∇fj de
ahora en adelante. Para todo x, y ∈ Ω, j = 1, ...,m, asumamos que
‖gj(x)‖∞ ≤ c
y
‖gj(y)− gj(x)‖∞ ≤ L‖y − x‖∞
En consecuencia, por ser cada fj convexa, para todos x, y ∈ Ω, j =
1, ...,m,
‖fj(y)− fj(x)‖∞ ≤ c‖y − x‖∞ (1)
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Figura 1: Funcio´n de orden p.
y
fj(y) ≤ fj(x) + gj(x)T (y − x) + L
2
‖y − x‖2∞. (2)
Dado ε ≥ 0, x ∈ Ω , definiremos
Iε(x) = {j ∈ {1, ...,m}|f(x)− ε ≤ fj(x) ≤ f(x) + ε} (3)
El teorema siguiente muestra la continuidad de la OVO-funcio´n, es tomado
de [2] y lo mostramos por completitud.
Theorem 1 La funcio´n p-orden-valor f es continua.
Prueba. Sea la sucesio´n xk tal que xk → x y sin perder generalidad, para fa-
cilitar la notacio´n identifique´mosla con una subsucesio´n de ella, supongamos
por absurdo que para todo k se verifica
|f(xk)− f(x)| ≥ δ > 0. (4)
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Para esta subsucesio´n, por definicio´n de f , existe un ı´ndice j ∈ {1, ...,m}
de tal manera que
f(xk) = fj(x
k)
infinitamente muchas veces. Por lo tanto,
fj(x
k) ≥ f`(xk) (5)
para al menos p ı´ndices ` ∈ {1, ...,m}. Por otra parte,
fj(x
k) ≤ f`(xk) (6)
para al menos m−p+1 ı´ndices ` en el conjunto {1, ...,m}. Como el nu´mero
de subconjuntos de {1, ...,m} es finito, un conjunto de ı´ndices ` que verifican
(5) es repetido infinitamente en muchas ocasiones, y lo mismo sucede con
un conjunto de ı´ndices ` que verifican (6). Por lo tanto, tomando l´ımites en
(5) y (6), obtenemos que
fj(x) ≥ f`(x)
para al menos p ı´ndices ` ∈ {1, ...,m} y
fj(x) ≤ f`(x)
para por lo menos m− p+ 1 ı´ndices ` ∈ {1, ...,m}.
Por lo tanto,
f(x) = fj(x).
Pero fj(x
k)→ fj(x), por lo que contradice (4).
El teorema siguiente, mostrado en [2] proporciona una condicio´n nece-
saria para la optimalidad del problema OVO en base a la − optimalidad.
Definition 0.1 Diremos que x es ε-o´ptimal si
D ≡ {d ∈ Rn | x+ d ∈ Ω y gj(x)Td < 0, ∀j ∈ Iε(x)} = ∅ (7)
Theorem 2 Si x∗ ∈ Ω es un minimizador local de f(x) en x ∈ Ω y ε ≥ 0,
entonces x∗ es ε-o´ptimal.
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Breve resen˜a sobre algoritmos gene´ticos
Los algoritmos gene´ticos constituyen te´cnicas computacionales basadas
en heur´ısticas y fundamentos probabil´ısticos, deben su nombre a compara-
ciones biolo´gicas de reproduccio´n y adaptacio´n de las especies vivientes al
campo computacional. El problema dado es codificado y de all´ı es selec-
cionada una poblacio´n inicial aleatoria de la cual se escogen padres, cada
uno de los cuales representando una solucio´n potencial del problema. A
estos padres les son aplicados criterios de reproduccio´n o cruzamiento, que
involucran recombinaciones de los mismos y modificaciones aleatorias o mu-
taciones. Se obtienen as´ı nuevos individuos o hijos que se evaluan mediante
una funcio´n de adaptacio´n o fitness relacionada con la funcio´n objetivo y se
incorporan a una nueva poblacio´n que sera´ usada en el siguiente iterado del
algoritmo gene´tico. Diferentes algoritmos pueden obtenerse dependiendo de
la te´cnica usada para representar los individuos (codificacio´n) y los opera-
dores gene´ticos de seleccio´n, recombinacio´n y mutacio´n.
En el presente trabajo no detallaremos la teor´ıa sobre algoritmos gene´ticos
ni evolutivos, estos u´ltimos, constituyen una etapa de desarrollo posterior
donde se hace e´nfasis en procedimientos estoca´sticos. Para una buena in-
troduccio´n y profundizacio´n de los mismos puede consultarse, por ejemplo
[11],[9] y [10].
En nuestro caso, una vez formulado el problema OVO, observamos que es
necesario un reordenamiento de los valores de las funciones involucradas en
la funcio´n objetivo, para luego seleccionar cada elemento de la poblacio´n que
ocupe el lugar p-e´simo . Cada p-e´simo valor en el reordenamiento determina
los elementos de la funcio´n objetivo OVO a ser minmizada, lo cual consti-
tuye una asignacio´n directa una vez que se tiene la ordenacio´n . El grado
de dificultad dependera´ del tipo de problema a resolver y las dimensiones
del mismo, sin embargo, el uso de distintos operadores gene´ticos para obte-
ner una solucio´n satisfactoria no forma parte de lo que queremos mostrar,
una comparacio´n futura podr´ıa considerarse. Ba´sicamente, la adaptacio´n del
problema OVO para ser resuelto con un algoritmo evolutivo dependera´ de
la representacio´n computacional de la funcio´n objetivo, lo cual es inherente
al problema, y la rutina de ordenamiento. En la siguiente seccio´n, ilustra-
mos con dos ejemplos la metodolog´ıa usada, la funcio´n objetivo es un poco
ma´s elaborada para el segundo problema lo cual se aprecia en el co´digo
computacional.
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Implementacio´n Nume´rica
Consideramos dos implementaciones de un algoritmo gene´tico en el cual
usamos una codificacion o representacio´n real de la poblacio´n, adema´s de
usar operadores de reproduccio´n, en el caso del cruzamiento: cruza βX −α
y en el caso de la mutacion, mutacion Gaussiana. Otros distintos operadores
pudieron ser usados, sin embargo, mostramos estos a manera de ilustracio´n.
El primer ejemplo es aplicado a minimizar la funcio´n de orden p = 3 con las
funciones f1, f2, f3 y f4 mostradas en la figura 1, se muestra a continuacio´n
en una secuencia de 4 iteraciones no consecutivas que ilustran geome´trica-
mente el desarrollo del algoritmo en busca de la solucio´n o´ptima la cual
alcanza el valor de 1.7182 en 15 iteraciones.
Figura 2: Ilustracio´n gra´fica.
El segundo ejemplo es un poco mas elaborado y muestra el buen desem-
pen˜o del algoritmo gene´tico en una aplicacio´n de ajuste de curvas extraida
de [2] donde se obtienen resultados similares.
Para la representacio´n de los datos usamos codificacio´n real (rutina pop2)
a preferencia sobre la codificacio´n binaria. La te´cnica usada para la esco-
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gencia de la poblacio´n es la seleccio´n proporcional con porcentajes para la
reproduccio´n y mutacio´n indicados en el algoritmo general () los cuales son
frecuentes en este tipo de estudios. Esto es hecho en la rutina select2 inmer-
sa dentro de la rutina generareal2. La probabilidad de crossover y mutacio´n
efectuadas en la rutina cruzar y mutareal2, se aplican internamente en la
rutina generareal2 a las columnas padre1 y padre2 de la poblacio´n Pop para
luego obtener dos vectores columnas con ambos hijos. La mutacio´n gaussia-
na es efectuada en los nuevos individuos segu´n rutina mutarealnormal.
Anexamos a continuacio´n el programa listado en matlab y hacemos algunos
comentarios.
Programa Principal
% Algoritmo Gene´tico para resolver el problema OVO
%==========================
clc;
clear;
lchrom = 20 % long. del cromosoma
popsize = 200*lchrom % taman˜o de la poblacio´n
pcross = 0.4 % prob.de crossover
pmutation = 0.0001 % prob. de mutacio´n
maxgen = 86 % maxima cantidad de generaciones
p=20; % el valor del orden
while (p ≤ 43),
%Construir el intervalo MinInterv=-10; MaxInterv=10;
%Construir la poblacio´n inicial
Pop =pop2(MinInterv,MaxInterv,popsize);
z = Pop;
Fitness=orden(z,p);
gen = 0;
while (gen ≤ maxgen),
gen = gen + 1;
[b,eli]=max(Fitness);
NewPop = generarealr2(Pop, Fitness, pcross, pmutation,MinInterv,
MaxInterv,p); NewPop(:,1)=Pop(:,eli);
w = NewPop;
Fitness =orden(w,p);
[FitMax,maxf] = max(Fitness);
Pop = NewPop;
xval=NewPop(:,maxf);
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end
xval.
La funcio´n orden p (p=1,2,...,46) para el siguiente ejemplo en un problema
de ajuste de curvas es codificada como: % Funcio´n de orden p
function y = orden(x,p);
H=[f1(1,x);f1(2,x);f1(3,x);f1(4,x);f1(5,x);f1(6,x);f1(7,x);f1(8,x);f1(9,x);...
f1(10,x);f1(11,x);f1(12,x);f1(13,x);f1(14,x);f1(15,x);f1(16,x);f1(17,x);...
f1(18,x);f1(19,x);f1(20,x);f1(21,x);f1(22,x);f1(23,x);f1(24,x);f1(25,x);...
f1(26,x);f1(27,x);f1(28,x);f1(29,x);f1(30,x);f1(31,x);f1(32,x);f1(33,x);...
f1(34,x);f1(35,x);f1(36,x);f1(37,x);f1(38,x);f1(39,x);f1(40,x);f1(41,x);...
f1(42,x);f1(43,x);f1(44,x);f1(45,x);f1(46,x)];
% H es una matriz de valores de las m=46 funciones
J=sort(H,1,’ascend’); % J es una matriz de orden por columna de forma
creciente bajo la instruccio´n sort de la matriz H
y=J(p,:); % y es una matriz fila con los valores de la fila p de la matriz J
y=-y;
Consideremos el modelo,
y(t, x) = x1 + x2t+ x3t
2 + x4t
3
para un conjunto de datos (ti, yi), i = 1, ...,m. Esta funcio´n corresponde
a un modelo cu´bico usado para ajuste de curvas entre otras aplicaciones.
Consideremos a su vez las funciones error dadas por
fi(x) = (y(ti, x)− yi)2.
Mostramos resultados y conclusiones al minimizar la funcio´n de orden p
para distintos valores del mismo a fin de dar una interesante interpretacio´n.
Teniendo en cuenta la solucio´n,
x∗ = (x∗1, x
∗
2, x
∗
3, x
∗
4) = (0, 2,−3, 1),
generamos datos aleatorios usando,
wi = y(ti, x
∗) con,
ti = −1 + 0,5i para i = 1, ..,m, y m = 46,
yi =
{
10 si 7 ≤ i ≤ 16
wi + ri en otro caso,
donde ri es aleatorio entre -0.01 y 0.01. De esta forma, y7, ..., y16 simulan
observaciones erradas o “outliers”.
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En el Cuadro 1 mostramos resultados de las corridas del algoritmo
evolutivo considerado para minimizar la funcio´n de orden p para diver-
sos valores del mismo, se observan los valores obtenidos para cada valor
de p, de las inco´gnitas x∗1, x
∗
2, x
∗
3 yx
∗
4 y el correspondiente valor objeti-
vo fobj. Remarcamos que la solucio´n o´ptima es x∗ = (x∗1, x
∗
2, x
∗
3, x
∗
4) =
(0,0004, 1,9998,−3,0000, 1,0000).
p x1 x2 x3 x4 fobj
20 −0,1960 2,0016 −3,0027 1,0006 0,0000
21 0.2898 2.1330 -3.4764 1.1365 0.0137
22 0.2665 2.1107 -3.4446 1.1358 0.0187
23 0.2608 2.1527 -3.2985 1.0590 0.0351
24 0.2565 2.1771 -3.3712 1.0814 0.0262
25 0.2095 2.1742 -3.3330 1.0731 0.0289
26 0.1673 2.1149 -3.3061 1.0901 0.0326
27 0.1952 2.1474 -3.3540 1.1020 0.0351
28 -0.0031 2.0036 -3.0010 1.0000 0.0401
29 0.1958 1.6704 -2.8308 0.9729 0.0426
30 -0.0571 2.1659 -3.1272 1.0282 0.0439
31 0.0993 1.8389 -2.9201 0.9876 0.0413
32 -0.0224 2.0508 -3.0310 1.0054 0.0415
33 -0.0200 2.0361 -3.0176 1.0025 0.0413
34 0.0206 2.1133 -3.1126 1.0226 0.0629
35 0.0096 2.0153 -3.0202 1.0045 0.0446
36 0.0004 1.9998 -3.0000 1.0000 0.0402
37 8.5968 -8.1420 -0.9937 1.1061 9.3787
38 9.1908 -8.5327 -1.0137 1.1142 11.7662
39 9.9883 -9.3235 -0.8255 1.0960 14.4629
40 7.4122 -0.0932 -7.1706 2.2765 17.1600
41 6.1998 2.5339 -8.6074 2.5049 17.1637
42 6.2138 2.7182 -8.6283 2.4799 18.2686
43 5.8688 2.4626 -7.6065 2.1383 20.5587
Cuadro 1: Solucio´n del problema OVO mediante el algoritmo AGRealOrdenp
Puede observarse que en general, los valores objetivos encontrados en
comparacio´n con el valor real tienen un error de 0.05 similares a los en-
contrados en [2] para el mismo problema, sin embargo, para los valores de
p = 27 y p = 34 se obtuvieron resultados satisfactorios correspondientes a
minimizadores globales, a diferencia de los resultados presentados en [2] en
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el cual se mostraron resultados de minimizadores locales.
Conclusiones
Se ha presentado una versio´n de algoritmo gene´tico para minimizar una
funcio´n de orden p en la cual mostramos dos ejemplos ilustrativos de la
eficacia del algoritmo. Recalcamos que versiones similares o ma´s elaboradas
de estos algoritmos incluyendo algoritmos evolutivos pueden ser utilizadas
en la medida que la complejidad del problema a resolver sea mayor. No se
hizo hincapie´ en mejorar el nu´mero de iteraciones del mismo ni el tiempo
computacional pues el propo´sito fue el de establecer una metodolog´ıa alterna
para resolver el problema OVO, notando que, una ventaja de esta metodo-
log´ıa es, a diferencia de los algoritmos de optimizacio´n continua usados en la
literatura, la de encontrar minimizadores globales, lo cual en algunas apli-
caciones es muy importante. En los resultados del ejemplo 2, a diferencia
de los mostrados en [3] para el mismo problema, se observa que para los
valores p = 27 y p = 34 encontramos minimizadores globales, lo cual se
verifica puesto que en este ejemplo se conoc´ıa previamente el minimizador
global. Cuando no se conocen previamente estos minimizadores, que es el
caso comu´n y general, la necesidad de conseguir una mejor aproximacio´n de
minimizadores globales es un problema comu´n a los algoritmos gene´ticos y
evolutivos en general para lo cual se han considerado diversas estrategias las
cuales escapan al objetivo del presente trabajo pero que pueden consultar-
se, por ejemplo, en [9] y [10]. Futuras comparaciones de diferentes versiones
de algoritmos gene´ticos que involucren el uso de operadores gene´ticos ma´s
eficientes podr´ıan ser consideradas en problemas con mayor complejidad,
como es el caso estudiado en [7], en donde la funcio´n OVO aparece en las
restricciones.
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