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Abstract
We consider 2-dimensional quasilinear Cauchy problems for singular initial values in a complex domain. We study the singu-
larities of the solution, in terms of monoidal transformation. We study whether the singularities propagate toward characteristic
directions, and whether the singularities branch.
 2005 Elsevier SAS. All rights reserved.
Résumé
On considère un problème de Cauchy quasilinéaire dans un ouvert de C2, lorsque les données de Cauchy présentent des singu-
larités. On détermine les singularités de la solution en introduisant des voisinages effilés. On étudie si les singularités se propagent
dans les directions caractéristiques, et si les singularités divergent.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
In this article we consider a Cauchy problem for a quasilinear equation of second order in a 2-dimensional complex
domain. We assume that the initial values have singularities, and we investigate the propagation of the singularities.





in a neighborhood ω ⊂ C2 of the origin. We consider the following Cauchy problem:
Eu= 0, u(0, x2)= u0(x2), Dx1u(0, x2)= u1(x2). (1)
Let ωY = ω ∩ Y . We assume that the initial values are holomorphic on the universal covering space R(ωY \ {0}) of
ωY \ {0}.
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E(2,0) = 1,
Eα(x1, x2, u,p1,p2),E0(x1, x2, u,p1,p2) ∈OC5,vo . (2)
Here OC5 denotes the sheaf of holomorphic functions on C5, and OC5,vo denotes the set of germs at a point vo ∈ C5.
Later we shall determine vo naturally from the initial values. Let us define the principal symbol σ2(E)(x,u,p; ξ) by








and assume that the characteristic roots are separate:
λ1(v
o) = λ2(vo). (3)
Therefore we have λj (x,u,p) ∈OC5,vo .
If q > 0, we denote by Oq(R(ωY \ {0})) the set of f (x2) ∈O(R(ωY \ {0})) satisfying:∣∣Dkx2f (x2)∣∣ {∃a, 0 k  q0,∃a|x2|q−q0−1, k = q0 + 1,
uniformly on R(ωY \ {0}) for q0 = [q]. We assume that for a real number q > 0, we have:
uj (x2) ∈Oq+1−j
(R(ωY \ {0})), 0 j  1. (4)
This means that uj is Hölder continuous of order q + 1 − j , as a function of (Rex2, Imx2) (see [9, Lemma 8.7 of
Chapter 13]).
Remark. Let j + k  1. We have Dkx2uj (x2)=
∫ x2
ε
Dk+1x2 uj (τ )dτ +Dkx2uj (ε) for an appropriate ε > 0. Here we can







x2uj (x2) ∈ C.
From (4) we have: ∣∣Dkx2uj (x2)−Dkx2uj (0)∣∣ ∃a|x2|min(1,q). (5)
We define uo = u(0), po = ∇xu(0) and vo = (0, uo,po) ∈ C5.
Under these assumptions, we want to solve (1), and study the propagation of the singularities. Roughly speaking,
we can solve (1) outside of some complex curves, but we must take some difficulties into account.
Let us briefly review the results for linear problems and semilinear problems. If Eu is linear, there are many papers
studying this problem. We only refer to [3,11], where one can find further references. In this case the characteristic
roots λ1, λ2 are independent of (u,∇xu), and we can define the characteristic functions ψ1(x),ψ2(x) by:(
Dx1 − λi(x)Dx2
)
ψi(x)= 0, ψi(0, x2)= x2. (6)
We define the complex characteristic curves Z1,Z2 through {0} by Zi = {x ∈ ω; ψi(x) = 0}. Under the above as-
sumptions (2)–(4) applied for a linear operator, it is known that there exists a unique solution u(x) ∈O(R(ω \Z1))+
O(R(ω \Z2)), shrinking ω if necessary. For recent results of linear equations see [1,4].
Semilinear problems were studied by E. Leichtnam [5], A. Nabaji and C. Wagschal [8]. In this case the principal
part is linear, and we can define Z1,Z2 in the same way as linear equations. It is known that there exists a unique
solution u(x) ∈O(R(ω \Z1 \Z2)).
In a quasilinear problem, we encounter new phenomenons as we shall see. Roughly speaking, we want to show the
following results:
(i) The solution of a quasilinear problem has singularities along some curves through the origin. These curves may
have complicated forms, and we must define them using monoidal transformation.
(ii) If q  1, then the above curves are characteristic.
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branches.
Quasilinear problems were also studied by A. Nabaji [7] and the author [10]. Basic parts of (i) and (ii) were studied
in [10] for an arbitrary dimension. In the present article we restrict ourselves to two dimensional case, and give further
results. The propagation along noncharacteristic curves (iii) was not studied there.
Plan of the paper. In order to give the precise statements, we need to introduce some notations and reformulate the
problem so that it adapts to these new phenomenons. To give a transparent statement, in Section 2 we shall give the
main results in parallel with an example which illustrates such phenomenons. In Section 3 we introduce hodograph
transformation, which simplifies the equation. In Section 4 we calculate the solution. In Section 5 we study the
propagation of the singularities.
2. Main results and an example
We first explain monoidal transformation. We define the linearized characteristic roots λoi by λ
o
i = λi(vo), and the
linearized characteristic functions yi by yi = x2 + λoi x1. We define ω1,ω2 by ωi = {x ∈ ω; |yi | > ε|(y1, y2)|} and
Z′i = ω \ωi for a small ε > 0. We have Y = {y1 = y2}, and from (3) we have dy1 ∧ dy2 = 0.
The aim of this paper is to find a subset Zi of Z′i , and a solution outside of Z1,Z2. However, Z1,Z2 may have
complicated structures and it is not easy to determine both of them simultaneously. Therefore we employ the following
strategy, as in [10]. Omitting the universal covering, let us try to solve (1) on ω \Z1 \Z2 for some Z1,Z2. However,
as far as Zi ⊂ Z′i is true, we have:
ω \Z1 \Z2 =Ω1 ∪Ω2,
where Ω1 = ω \Z′1 \Z2, Ω2 = ω \Z1 \Z′2 (see Fig. 1).
If ui(x) ∈O(Ωi) (i = 1,2) satisfy (1), we have u1 = u2 on Ω1 ∩Ω2, due to the uniqueness of the Cauchy problem
on Ω1 ∩Ω2. Therefore we obtain a solution u(x) ∈O(Ω1 ∪Ω2) from u1 and u2. This means that it suffices to solve
(1) on Ω1 and Ω2 separately. Let us solve (1) on Ω1 = ω1 \Z2, for example.
Precisely speaking, we have reduced the problem to the following: We shall determine Z2 as a subset of R(ω1),
and determine a solution on R(ω1) \Z2 or its universal covering space R(R(ω1) \Z2).
Now let us give the precise statement for the case q  1. Let projω1 :R(ω1) → ω1 be the natural projection. Let
y˜ ∈R(ω1) and projω1(y˜) = y ∈ ω1. Since we may regard R(ω1) ⊂R(C \ {0}) × C, we may write y˜ = (y˜1, y˜2) ∈R(C \ {0})× C, and therefore y˜2 = y2 ∈ C. We define |y˜1| = |y1| and arg y˜1 ∈ R as usual. Since y˜ is determined by
y = projω1(y˜) and θ = arg y˜1, we denote y˜ also by yθ or simply by y, if confusion is not likely. Using x variables, we
denote the same point by xθ or simply by x.
Let B(r) = {z ∈ C; |z| < r}, B̂(r) = B(r) \ {0}. Assume that ϕ′2(y1) ∈O(R(B̂(r))) satisfies |ϕ′2(y1)| ε|y1| and
let ϕ2(y)= y2 − ϕ′2(y1) ∈O(R(ω1)). We define:
Z2 =
{




298 K. Uchikoshi / J. Math. Pures Appl. 85 (2006) 295–312Therefore we have projω1(Z2)⊂ Z′2. We consider the natural projection proj′ω1 :R(R(ω1) \Z2)→R(ω1). We have:
R(R(ω1) \Z2) proj′ω1→ R(ω1) projω1→ ω1.
We denote the composite map by proj′′ω1 :R(R(ω1)\Z2)→ ω1. If y˜ ∈R(R(ω1)\Z2), then we can define θ1 = argy1
and θ2 = arg(y2 − ϕ′2(y1)) as before. In this case y˜ ∈R(R(ω1) \Z2) is determined by y = proj′′ω1(y˜) ∈ ω1 and θ1, θ2.
Therefore we denote y˜ also by yθ1,θ2 = (yθ1 , yθ2) = (y˜1.y˜2) or by y. Using x variables, we denote the same point by
xθ1,θ2 or by x.
Remark. We are solving the equation in R(R(ω1) \ Z2), and we must regard the initial set R(ωY \ {0}) as a subset
of R(R(ω1) \Z2) in the following sense,
R(ωY \ {0})∼= {y˜ ∈R(R(ω1) \Z2); y˜1 = y˜2}= {yθ1,θ2 ∈R(R(ω1) \Z2); y1 = y2, θ1 = θ2}.
We take the initial values of (1) on this set.
Then we have the following:
Theorem 1. We assume (2)–(4) and q  1. Let ε > 0 be small, and shrink ω if necessary. There exists a holomorphic
function ϕ′2(y1) onR(B̂(r)) satisfying |ϕ′2(y1)| ε|y1|, and a unique solution u(x) ∈O(R(R(ω1)\Z2)) of (1). Here
Z2 is defined by ϕ′2 as above.
Furthermore, the solution u is Hölder continuous of order q + 1:∣∣Dαx u(x)∣∣ ∃M∣∣y2 − ϕ′2(y1)∣∣−(|α|−q−1)+
for |α| [q] + 2, c+ = max(c,0).
Remark. In [10] this theorem was proved for the case of λi being independent of ∇xu. The above regularity of the
solution was not given there. Note that ϕ′2(y1) itself may really be singular at the origin (see the example below).
In Theorem 1 we can say that the curve Z2 ⊂ R(ω1) is characteristic with respect to the factor Dx1 −
λx2(x,u,∇u)D2 and the present solution u(x). However, we need to define the notion of a characteristic curve anew.
In fact, assume that u is a solution to (1) and a function ψ2(x) satisfies:(
Dx1 − λ′2(x)Dx2
)
ψ2(x)= 0, ψ2(0, x2)= x2 (7)
for λ′2(x) = λ2(x,u(x),∇u(x)). We want to define the characteristic curve W2 by W2 = {ψ2(x) = 0} and discuss
whether the singularity locus Z2 is characteristic (i.e., whether W2 coincides with Z2) or not. However, we have
λ′2(x) ∈ O(R(R(ω1) \ Z2)), and in general one can at most expect ψ2 ∈ O(R(R(ω1) \ Z2)) as a solution to (7).
Therefore ψ2 and W2 are defined only outside of Z2, and in such a way it does not make sense to ask if W2 coincides
with Z2. Taking this fact into account, let us give the precise definition.
Definition. Let Z2 and u(x) ∈O(R(R(ω1)\Z2)) be as above. Let ψ ′2(y1) ∈O(R(B̂(r)) satisfy |ψ ′2(y1)| ε|y1|. We
say that W2 = {y ∈R(ω1); y2 = ψ ′2(y1)} is a characteristic curve through the origin corresponding to λ2 (and u(x)),






)}= 0, 1/a  |b(x)| a,
on R(W ′2 \Z2). Denoting b(x)(y2 − ϕ′2(y1)) by ψ2(x), this function satisfies (7) and it may be undefined on Z2.
Then we have the following:
Theorem 2. In Theorem 1, Z2 is a characteristic curve corresponding to λ2 through the origin.
We give an example which illustrates these considerations.
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Eu=D2x1u+Dx1u ·Dx1Dx2u= 0,
u(0, x2)= 0, Dx1u(0, x2)= xq2 + 1.
(8)
In this case we have uo = 0,po = (1,0), and
λ1 = 0, λ2 = −p1, λo1 = 0, λo2 = −1.
Therefore we have y1 = x2, y2 = x2 − x1, and
ω1 =
{
x ∈ ω; |x2|> ε
∣∣(x2 − x1, x2)∣∣}, ω2 = {x ∈ ω; |x2 − x1|> ε∣∣(x2 − x1, x2)∣∣}.
By a calculation we can express u′(x)=Dx1u(x) in the form
u′ = (x2 − x1u′)q + 1. (9)
If q  1, we can verify Theorems 1 and 2 directly as follows. We can rewrite (9) in the form u′ = u′(x) on a small
neighborhood ω of the origin, and we have:
u′ is singular ⇐⇒ x2 − x1u′ = 0 ⇐⇒ u′ = 1 ⇐⇒ x2 − x1 = 0.
We can find ∃u′′(x) such that Dx1u′′ = u′ on {x2 − x1 = 0}. Therefore u(x) = u′′(x) − u′′(0, x2) is a holomorphic
solution to (8) on {x2 − x1 = 0, x2 = 0}. This means u ∈ O(R(ω \ Z1 \ Z2)) where Zi = {yi = 0}. Theorem 1
expresses this fact in the form u ∈O(R(R(ω1) \Z2)) (and u ∈O(R(R(ω2) \Z1))).
Let us see that in this case Z1,Z2 are characteristic. Since λ1 = 0 and y1 = x2 satisfy (Dx1 − λ1Dx2)y1 = 0, Z1 is
characteristic. As for Z2, we have:
(Dx1 − λ2Dx2)
(
(u′ − 1)1/q)= q−1(u′ − 1)(1−q)/qEu= 0, (u′(0, x2)− 1)1/q = x2,
and ψ2 = (u′ − 1)1/q satisfies (7). Let b(x)= (u′ − 1)1/q/y2. We can prove 1/a  |b(x)| a for ∃a > 1, and we may
put ψ ′2 = x1, b(x)= (u′ − 1)1/q/y2 in the above definition. Therefore Z2 = {x1 = x2} is characteristic.
If 0 < q < 1, we cannot apply Theorems 1 and 2, and the situation is quite different. Let us consider the case
q = 1/2. From (9) we have:
u′ = 1 + 1
2
(−x1 +√x21 − 4x1 + 4x2 ).
Let ω be small, and this time let:
Z1 = {x ∈ ω; y1 = 0},
Z2 = {x ∈ ω; x21 − 4x1 + 4x2 = 0} =
{
x ∈ ω; y2 = −(y1 − y2)2/4
} (= {x ∈ ω; y2 = ∃ϕ′2(y1)}).
We have u′ ∈ O(R(ω \ Z2)). We can find u′′(x) ∈ O(R(ω \ Z2)) such that Dx1u′′ = u′, and the solution is
u(x)= u′′(x)− u′′(0, x2) ∈O(R(ω \Z1 \Z2)). As before, Z1 is a characteristic curve corresponding to λ1, but Z2 is
noncharacteristic. In fact, ψ2 = (u′ − 1)1/q satisfies (7), and W2 = {x ∈R(R(ω1) \ Z2); u′ = 1} ⊂ {x1 − x2 = 0} is
characteristic. We have Z2 =W2.
We next consider the case q = 1/3. From (9) we have:





x2 − x1 +
√




x2 − x1 −
√
(x2 − x1)2 + 4x31/27
))1/3
.
It is easy to see that u′ is singular along Z2 = {x ∈R(ω1); (x2 − x1)2 + 4x31/27 = 0} = Z2+ ∪Z2−, where
Z2± =
{
x ∈R(ω1); x2 − x1 = ±2
√
x31/27
}= {x ∈R(ω1); y2 = ±2√(y2 − y1)3/27}(= {x ∈R(ω1); y2 = ∃ϕ′2,±(y1)}).
As before u(x) is holomorphic on R(R(ω1) \ Z2) and R(R(ω2) \ Z1), where Z1 = {y1 = 0}. Again Z1 is charac-
teristic, but Z2± are noncharacteristic. Note that the singularity corresponding to λ2 diverges to two branches, and
ϕ′2,±(y1) themselves are singular at the origin.
Taking these phenomenons into account, we give our last result. If m ∈ N = {1,2,3, . . .} and q ∈ N/m, then we
define Oq,m(R(ωY \ {0}))= {f (x2) ∈Oq(R(ωY \ {0})); f (xm)is holomorphic at the origin}.2
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exist m′ ∈ {1, . . . ,m− 1}, ϕ′2j (y1) ∈O(R(B̂(r)) for 1 j m′ such that∣∣ϕ′2j (y1)∣∣ ε|y1|, ϕ′2i (y1) = ϕ′2j (y1), ∀i = ∀j, ∀y1 ∈R(B̂(r)),
and a solution u(x) ∈O(R(R(ω1) \Z2)). Here we have defined:
Z2 = Z21 ∪ · · · ∪Z2m′ , Z2j =
{
y ∈R(ω1); y2 = ϕ′2j (y1)
}
.
They are disjoint and they may be noncharacteristic.
3. Hodograph transformation
In this section we show that we can rewrite the original equation Eu(x) = 0 as a system of semilinear equations.
This method is due to H. Lewy [2,6], and is called a hodograph transformation. Since we need some new formulas,
we briefly explain about this method.
We denote v = (v1, . . . , v5) = (x1, x2, u,p1,p2), and regard it as a function v(t) of parameters t = (t1, t2) ∈ C2.
We consider a system:
Dt1x2 + λ2(v)Dt1x1 = 0, (10a)
Dt2x2 + λ1(v)Dt2x1 = 0, (10b)
Dt1u− p1Dt1x1 − p2Dt1x2 = 0, (10c)
Dt1p1 − λ1(v)Dt1p2 +E0(v)Dt1x1 = 0, (10d)
Dt2p1 − λ2(v)Dt2p2 +E0(v)Dt2x1 = 0. (10e)
We regard Y ′ = {t1 = t2} as the initial plane, and we require:
v(t1, t1)=
(
0, t1, u0(t1), u1(t1),Dt1u0(t1)
)
, (11)∣∣v(t)− vo∣∣ 1. (12)
Here u0, u1 are the initial values in (1). We want to show the following:
• We can identify Y = {x1 = 0} with Y ′ = {t1 = t2}.
• We can rewrite (10a)–(10e) as simple semilinear equations.
• The solution v(t) gives a parameter representation of (u(x),p1(x),p2(x)).
• We have pj =Dxj u and u(x) satisfies (1).
Let us see these facts following [2, Chapter 5]. Note that (3) and (12) mean λ1(v(t)) = λ2(v(t)).
Lemma 1. Let 0 < r  1. If v(t) satisfies (10)–(12), then we have:




,∣∣(Dαt vj )(t1, t1)∣∣ {∃a|t1|−(|α|−q−1)+ , 1 j  3, 0 |α| [q] + 2,∃a|t1|−(|α|−q)+ , 4 j  5, 0 |α| [q] + 1,


























Proof. The first statement is trivial. From (11) we have:
(Dt v +Dt v)(t1, t1)=
(
0,1,Dt u0(t1),Dt u1(t1),D2t u0(t1)
)
. (13)1 2 1 1 1
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Dt1v2 +Dt2v2 + λ2(v)Dt1v1 + λ1(v)Dt2v2
)∣∣
t1=t2 = 0. (14)
From (13) and (14) we have:
1 − (λ1(v(t1, t1))− λ2(v(t1, t1)))Dt1v1(t1, t1)= 0,
and we can directly obtain the statements for v1. We can calculate the other components similarly. 
















for fjkl(v) ∈OC5,vo . In addition, we have fjkl = 0 if 1 j  2, k = 1, l = 1.
Proof. Differentiating (10a) and (10b) by t2 and t1 respectively, we have:














λ1 − λ2 Dt1v1 ·Dt2vk −
Dvkλ1








λ1 − λ2 Dt1v1 ·Dt2vk −
λ2 ·Dvkλ1
λ1 − λ2 Dt1vk ·Dt2v1
}
.
These are f1 and f2. Differentiating (10c) by t2 we have:
Dt1Dt2v3 = v4f1 + v5f2 +Dt1v1 ·Dt2v4 +Dt1v2 ·Dt2v5.






λ1 − λ2 ·Dt1v5 ·Dt2vk −
λ2 ·DvkE0
λ1 − λ2 Dt1v1 ·Dt2vk
− λ1 ·Dvkλ2
λ1 − λ2 Dt1vk ·Dt2v5 +
λ1 ·DvkE0








λ1 − λ2 Dt1v5 ·Dt2vk −
DvkE0
λ1 − λ2 Dt1v1 ·Dt2vk
− Dvkλ2
λ1 − λ2 Dt1vk ·Dt2v5 +
DvkE0
λ1 − λ2 Dt1vk ·Dt2v1
}
similarly. These are f4 and f5. 
Let f = (f1, . . . , f5). By Lemmas 1 and 2, we have:{
Dt1Dt2v(t)= f (v(t),∇t v(t)),
(Dαt v)(t1, t1)=wα(t1), |α| 1, (15)
where wα = (wα1, . . . ,wα5) is naturally determined by Lemma 1. Conversely, the solution of (15) satisfies (10a)–
(10e) and (11). We next remark the following:
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Dt2u− p1Dt2x1 − p2Dt2x2 = 0. (10f)
Proof. This part is completely the same as [2]. Let g(t) = Dt2u(t) − p1(t)Dt2x1(t) − p2(t)Dt2x2(t). We have
g(t1, t1)= 0 and Dt1g(t)= 0. Therefore we have g(t)= 0. 
We define yj (t) = x2(t)+ λj (vo)x1(t). Let 1  a  M and 0 < r  1/M . In the next section we shall prove the
following:
Proposition 1. We have a solution of (15) on R(B̂(r))2 satisfying (12) and,∣∣yj (t)− tj ∣∣M|t |1+min(1,q), ∣∣Dtk (yj (t)− tj )∣∣M|t | · |tk|−(1−q)+ .
Admitting Proposition 1 for the moment, let us continue the discussion of the hodograph transformation. If s˜ ∈
R(B̂(r)), we define |s˜| and arg s˜ ∈ R naturally. Let projB̂(r) :R(B̂(r))  s˜ → s ∈ B̂(r) be the natural projection. Since
s˜ is determined by s and θ , we denote s˜ by sθ or simply by s. Let
ωra =
{
t ∈R(B̂(r))2; 1/a < |t1|/|t2|< a}.
Let t ∈ ωra . From Proposition 2 we have |yj (t)− tj |< |tj |/4. Therefore there exists a unique point y˜j (t) ∈R(B̂(2r))
satisfying projB̂(2r)(y˜j ) = yj and |arg y˜j − tj | < π . Denoting this point y˜j (t) simply by yj (t), we may regard yj (t)
as a point of R(B̂(2r)). Therefore we have a map,
κ :R(ωra)  t → y(t) ∈R(ω2r,2a).
Conversely, it is easy to see that if y ∈R(ωr/2,a/2), then there exists a unique t ∈R(ωra) satisfying y = κ(t). There-
fore we obtain an injection:
κ ′ :R(ωr/2,a/2)  y → t ∈R(ωra).
Therefore we may regard (u,p1,p2) = (v3, v4, v5) as a function of x on {x; y ∈R(ωr/2,a/2)}. Later we shall extend
it to a better domain.
Remark. Distinguishing the points y˜, t˜ of the universal covering spaces from the points y, t of the base spaces, we may
regardR(ωY \ {0})∼= {y˜ ∈R(B̂(r))2; y˜1 = y˜2}. We define Y ′ ∼= {t˜ ∈R(B̂(r))2; t˜1 = t˜2}. We have κ ′(R(ωY \ {0}))⊂
Y ′. We regard the initial setR(ωY \ {0}) as a subset ofR(R(ω1 \Z2)) as before. We take the initial values of (1) and
(15) on R(ωY \ {0}) and Y ′, respectively.
We have the following:
Lemma 4. If y ∈R(ωr/2,a/2), then we have pj =Dxj u(x) and u(x) satisfies (1).


























By Proposition 1 we have det ∂y/∂t = 0 and det ∂x/∂t = 0. Therefore we have pj = Dxj u(x). Substituting this into
(10d), we obtain Eu(x)= 0. From (11), u(x) satisfies the initial conditions prescribed in (1). 
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In this section we prove Proposition 1. We first prepare the following
Definition. Let q ′  0, r > 0,M > 0. If g(t) ∈O(R(B̂(r))2), we define:
‖g‖q ′rM = sup
t∈R(B̂(r))2
α1,α2q ′0+1




for q ′0 = [q ′]. We define Oq
′
(R(B̂(r))2)= {g(t) ∈O(R(B̂(r))2); ‖g‖q ′rM <∞ for some M}.
We have the following:
Lemma 5. (i) If g1(t), g2(t) ∈O(R(B̂(r))2), then we have:
‖g1g2‖q ′rM  4q ′+1‖g1‖q ′rM‖g2‖q ′rM. (16)
(ii) Let F(w) be holomorphic on {w ∈ C5; |w − vo| < R}, and let v1(t), . . . , v5(t) ∈ O(R(B̂(r))2) satisfy
|v(t)− vo|<R. Then there exists a constant Cq ′ depending only on q ′ such that g(t)= F(v(t)) satisfies,∥∥g(t)∥∥




∥∥vj (t)∥∥q ′rM)|Γ |), q ′0 = [q ′]. (17)
(iii) Let 0 β1, β2  1 and g(t) ∈O(R(B̂(r))2). Then we have:∥∥Dβt g(t)∥∥q ′rM  ((q ′ + 2)M)|β|∥∥g(t)∥∥q ′+1,r,M . (18)
Proof. Since the proof of (i) is easy, we only prove (ii) and (iii). Let us prove (ii). Let 0  α1, α2  [q ′] + 1. For
Cα > 0 we have: ∣∣Dαt g(t)∣∣∑
(19)
Cα
∣∣(Dvi(1) · · ·Dvi(k)F )(v(t))∣∣ · ∏
1jk
∣∣Dβ(j)t vi(j)(t)∣∣.
Here we take the summation for,{0 k  |α|,
i(j) ∈ {1, . . . ,5}, β(j) ∈ Z2+ \ (0,0) (1 j  k),
β(1)+ · · · + β(k)= α.
(19)
















· α!M |α||t1|−(α1−q ′)+|t2|−(α2−q ′)+
for C′α > 0. This proves (ii).
We next prove (iii). If 0 β1, β2  1 and 0 α1, α2  q ′0 + 1, then we have:∣∣Dαt Dβt g(t)∣∣ ∥∥g(t)∥∥q ′+1,r,M(α + β)! M |α+β||t1|−(α1+β1−q ′−1)+ |t2|−(α2+β2−q ′−1)+ .
We have (αj + βj − q ′ − 1)+  (αj − q ′)+ and, therefore∣∣Dαt Dβt g(t)∣∣ ∥∥g(t)∥∥q ′+1,r,M((q + 2)M)|β|α!M |α||t1|−(α1−q ′)+|t2|−(α1−q ′)+ ,
which proves (iii). 








0, i = 0,
f (v(i−1)(t),∇t v(i−1)(t)), i  1.
Note that v(0)(t) denotes the 0th approximation of v(t), and vo ∈ C5 denotes a point defined in Section 1. Later
we shall verify that f (i)(t) is well-defined, i.e., (v(i−1)(t),∇t v(i−1)(t)) belongs to the domain of definition of f . If
α = (0,0), we denote wα =w0, and w(1,0) =w1,w(0,1) =w2. From Lemma 1 we have Dt1w0(t1)=w1(t1)+w2(t1).
If t ∈R(B̂(r))2, we define
R(t)= min(|t1|, |t2|)(|arg t1 − arg t2| + 1)−(q+1)/q .
We define γ (t1, t2)=⋃1j3 γj (t1, t2) by
γ1(t1, t2)=
{
τ ∈R(B̂(r)); arg τ = arg t1, |τ | = |t1| + θ(R(t)− |t1|), 0 θ  1},
γ2(t1, t2)=
{
τ ∈R(B̂(r)); |τ | =R(t), arg τ = arg t1 + θ(arg t2 − arg t1), 0 θ  1},
γ3(t1, t2)=
{
τ ∈R(B̂(r)); arg τ = arg t2, |τ | =R(t)+ θ(|t2| −R(t)), 0 θ  1}.
It is oriented from t1 to t2. Then we have the following:
Lemma 6. If q ′ min(q − 1,0), we have ∫
γ (t1,t2)
|τ |q ′ |dτ | (2(q ′ + 1)−1 + 1)|t |q ′+1.
Proof. We have:∫
γ (t1,t2)





|τ |q ′ |dτ |
|t1|∫
R(t)
|τ |q ′ d|τ | +R(t)q ′+1|arg t2 − arg t1| +
|t2|∫
R(t)
|τ |q ′ d|τ |
 (q ′ + 1)−1|t1|q ′+1 + min
(|t1|, |t2|)q ′+1 + (q ′ + 1)−1|t2|q ′+1  (2(q ′ + 1)−1 + 1)|t |q ′+1. 












f (i)(s1, s2)ds1 ds2 + v(0)(t), i  1. (20)
Let 1  a M,0 < r  1/M . We denote v(−1) = vo. Then we have the following:
Proposition 2. We have ‖v(i)j − v(i−1)j ‖qrM  2−iaM−1.
Proof. We assume t ∈R(B̂(r))2. For the proof it suffices to show∣∣Dαt (v(i)j − v(i−1)j )∣∣ 2−iaM |α|−1α!|t1|−(α1−q)+|t2|−(α2−q)+ (21)
for 0 α1, α2  [q] + 1.
We first consider the case i = 0. Denoting wk = (wk1, . . . ,wk5), we have:
v
(0)




It is easy to see that |v(0)j − v(−1)j | M−1, and (21) is true for α = 0. If α1 = 0 and 1  α2 = l  [q] + 1, then by
Lemma 1 we have |Dkt1w2j (t1)| a|t1|−(k−q+1)+ for 0 k  [q]. It follows that∣∣Dlt (v(0) − v(−1))∣∣= ∣∣Dl−1t w2j (t2)∣∣ a|t2|−(l−q)+ ,2 j j 2
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If 1 α1, α2  [q] + 1, then we have Dαt (v(0)j − v(−1)j )= 0. Therefore (21) is true for i = 0.
Let i0  1 and assume that the statement of Proposition 2 is true for 0 i  i0 − 1. We consider the case i = i0.













k (t) ·Dt2 v˜(i−1)l (t) is well-defined.
We can prove the following:
Lemma 7. If 0 β1, β2  [q], we have:∣∣Dβt (f (i)j − f (i−1)j )∣∣ 2−iM |β|+1β! |t1|−(β1−q+1)+ |t2|−(β2−q+1)+ . (22)
We admit Lemma 7 for the moment, and continue the proof of Proposition 2. We have:
v
(i)








j (s1, s2)− f (i−1)j (s1, s2)
)
ds1 ds2.
Let us prove (21) for i = i0. In case of 1 α1, α2  [q] + 1, we have∣∣Dαt (v(i)j − v(i−1)j )∣∣= ∣∣D(α1−1,α2−1)t (f (i)j − f (i−1)j )∣∣,
and we obtain (21) directly from (22).
























































In the last summation we have βk − q + 1 0. From Lemma 6, we have:∣∣Dαt (v(i)j − v(i−1)j )∣∣ 2−i+1aM |α|α! |t |min(1,q)|t2|−(α2−q)+ + 2−i+1a1/2M |α|−1α!
 2−iaM |α|−1α!|t2|−(α2−q)+ .
This proves (21) for α1 = 0,1 α2  [q] + 1.
The proof for the case 1 α1  [q] + 1, α2 = 0 is the same.




∣∣f (i)j (s)− f (i−1)j (s)∣∣ · |ds1| · |ds2|

∫ ∫
2−i+1M|s1|−(1−q)+|s2|−(1−q)+|ds1| · |ds2|.γ (t1,t2) γ (s2,t1)
306 K. Uchikoshi / J. Math. Pures Appl. 85 (2006) 295–312From Lemma 6 we have
∫
γ (s2,t1)
|s1|−(1−q)+|ds1| a|(t1, s2)|min(1,q)  2a|t |min(1,q) for s1 ∈ γ (t1, t2). It follows that∣∣v(i)j − v(i−1)j ∣∣ ∫
γ (t1,t2)
2−i+2aM|t |min(1,q)|s2|−(1−q)+|ds1| 2−i+2a2M|t |2 min(1,q)  2−iaM−1,
and (21) is true. This proves ‖v(i)j − v(i−1)j ‖qrM  2−iaM−1. 
Proof of Lemma 7. We have f (i)j (t)− f (i−1)j (t)=A+B +C, where
A=∑kl fjkl(v(i−1)) ·Dt1 v˜(i−1)k ·Dt2(v˜(i−1)l − v˜(i−2)l ),
B =∑kl fjkl(v(i−1)) ·Dt1(v˜(i−1)k − v˜(i−2)k ) ·Dt2 v˜(i−2)l ,
C =∑kl(fjkl(v(i−1))− fjkl(v(i−2))) ·Dt1 v˜(i−2)k ·Dt2 v˜(i−2)l .
(23)
We first prove (22) for the case q  1. From the assumption of induction we can prove:
‖fjkl(v(i−1))‖q−1,r,M  a,
‖fjkl(v(i−1))− fjkl(v(i−2))‖q−1,r,M  2−i+1a2M−1,
‖Dthv˜(i
′)
j ‖q−1,r,M  a2,
‖Dth(v˜(i−1)j − v˜(i−2)j )‖q−1,r,M  2−i+1a2
(24)
for 0 i′  i − 1 and h= 1,2. For example, from Lemma 5 we have∥∥Dth(v(i−1)j − v(i−2)j )∥∥q−1,r,M  (q + 1)M∥∥v(i−1)j − v(i−2)j ∥∥q,r,M.
By inductive assumption this does not exceed 2−i+1a2. This is the last inequality in (24). We can prove other inequal-




∥∥fjkl(v(i−1))∥∥q−1,r,M∥∥Dt1 v˜(i−1)k ∥∥q−1,r,M∥∥Dt2(v˜(i−1)l − v˜(i−2)l )∥∥q−1,r,M  2−i+1a7.
Similarly we can prove ‖B‖q−1,r,M,‖C‖q−1,r,M  2−i+1a7, and we obtain (22).





j | a2|th|−(1−q)+ ,
|Dth(v˜(i−1)j − v˜(i−2)j )| 2−i+1a2|th|−(1−q)+
for 0 i′  i − 1 and h= 1,2. Substituting this into (23), we obtain:
|A|, |B|, |C| 2−i+1a7|t1|−(1−q)+|t2|−(1−q)+ .
Therefore (22) is true for 0 < q < 1, |β| = [q] = 0. This completes the proof of Lemma 7 and Proposition 2. 
We need another estimate for v(i)j for 1 j  2.
Proposition 3. If 1 j  2 and t ∈R(B̂(r))2, then we have:∣∣Dtk (v(i)j − v(0)j )∣∣M|t | · |tk|−(1−q)+ .
Proof. If i = 0, then this is trivial. Let i0  1 and assume that the statement is true for 0 i  i0 − 1. We consider
the case i = i0. Note that |Dtkv(0)j (t)| = |wkj (tk)| a for j = 1,2. By inductive assumption, we have:∣∣Dtkv(i−1)(t)∣∣ ∣∣Dtk (v(i−1) − v(0))∣∣+ ∣∣Dtkv(0)(t)∣∣ a +M|t | · |tk|−(1−q)+ (25)j j j j
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for 1 l  5. It is easy to see that |f (i)jhl(t)| a. Since 1 j  2, we have f (i)jhl = 0 for 2 h, l  5. From (25) and
(26) it follows that∣∣f (i)j (t)∣∣ ∑
2l5
∣∣f (i)j1l ·Dt1v(i−1)1 ·Dt2v(i−1)l ∣∣+ ∑
2h5
∣∣f (i)jh1 ·Dt1v(i−1)h ·Dt2v(i−1)1 ∣∣
 a3
(
a +M|t | · |t1|−(1−q)+
)|t2|−(1−q)+ + a3|t1|−(1−q)+(a +M|t | · |t2|−(1−q)+)
 a4|t1|−(1−q)+ + a4|t2|−(1−q)+ + 2a3M|t | · |t1|−(1−q)+ |t2|−(1−q)+ .

















∣∣(t1, s2)∣∣ · |t1|−(1−q)+ |s2|−(1−q)+|ds2|.
As before, we have A a5|t | · |t1|−(1−q)+ , B  a5|t |1−(1−q)+  a5|t | · |t1|−(1−q)+ . Since |s2| |t | and thus |(t1, s2)|
2|t | for s2 ∈ γ (t1, t2), we have:
C  4a3M|t | · |t1|−(1−q)+
∫
γ (t1,t2)
|s2|−(1−q)+|ds2| a4M|t |1+min(1,q) |t1|−(1−q)+ .
Therefore we obtain |Dt1(v(i)j − v(0)j )|M|t | · |t1|−(1−q)+ . The proof for k = 2 is the same. 
By Proposition 2, we can define v(t)= limi→∞ v(i)(t), and we obtain
Corollary. We have:
‖vj − voj‖qrM  2aM−1, 1 j  5,∣∣Dtk (vj − v(0)j )∣∣M|t | · |tk|−(1−q)+ , 1 j  2.
Proof of Proposition 1. We denote λ¯k(τ ) = λk(v(τ, τ )) = λk(w0(τ )). We have defined yj (t) = x2(t)+ λ¯j (0)x1(t).
In correspondence with the successive approximation above, we define y(0)j (t) = x(0)2 (t) + λ¯j (0)x(0)1 (t). From (11),







λ¯1(τ )− λ¯2(τ ) ,
x
(0)














j (t)= tj +
∫
γ (t1,t2)
λ¯j (τ )− λ¯j (0)
λ¯1(τ )− λ¯2(τ )
dτ.
From (5) we have |λ¯j (τ )− λ¯j (0)| a|w0(τ )−w0(0)| a2|τ |min(1,q). It follows:∣∣Dtk (y(0)j (t)− tj )∣∣= |λ¯j (tk)− λ¯j (0)|¯ ¯  a3|tk|min(1,q)  a3|t | · |tk|−(1−q)+ ,|λ1(tk)− λ2(tk)|
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γ (t1,t2)
|λ¯j (τ )− λ¯j (0)|
|λ¯1(τ )− λ¯2(τ )| |dτ | a
4|t |1+min(1,q).
By the above corollary, we have: ∣∣Dtk (yj (t)− y(0)j (t))∣∣ aM|t | · |tk|−(1−q)+ ,∣∣yj (t)− y(0)j (t)∣∣ ∫
γ (t1,t2)
aM
∣∣(t1, s2)∣∣|s2|−(1−q)+|ds2| a2M|t |1+min(1,q).
Taking M anew, we obtain Proposition 1. 
Remark. If m ∈ N, we define:
Oq,m(R(B̂(r))2)= {g(t) ∈Oq(R(B̂(r))2); g(tm1 , tm2 ) ∈O(B(rm)2)}.
If we assume that uj ∈Oq+1−j,m(R(ωY \ {0})) and r > 0 is small, then it is easy to see vj (t) ∈Oq,m(R(B̂(r))2).
5. Propagation of the singularities
In Section 3 we rewrote u(t) as a function of x ∈R(ωr/2,a/2). In this section we extend it to other domains, and
prove the main results. For this purpose, we need to express t as functions of x (or y). We shall do it in two steps. In




t ∈ B̂(r)2; |t2|< a|t1|
}
.
Let hj (t)= yj (t)− tj . If t ∈R(ω′ra), then from Proposition 1, we have:∣∣hj (t)∣∣M|t |1+min(1,q), ∣∣Dtkhj (t)∣∣M|t | · |tk|−(1−q)+ . (27)
We have |y1(t)− t1| = |h1(t)| |t1|/4, and as before we may regard y1(t) as a point of R(C \ {0}). We note
1/2 |y1/t1| 2. (28)
We obtain a map:
Ψ 0 :R(ω′ra)  t →
(
y1(t), t2
) ∈R(C \ {0})× C.
The first step is to give a local inverse Ψ 1 = (Ψ 11 ,Ψ 12 ) of Ψ 0.
Lemma 8. (i) There is a natural injection Ψ 1 :R(ω′r/2,a/2)→R(ω′ra), and we have Ψ 0 ◦Ψ 1 = IdR(ω′r/2,a/2).
(ii) If q  1, then we can define Ψ¯ 11 (y1)= limt2→0 Ψ 11 (y1, t2), and we have:∣∣Ψ 1(y1, t2)− Ψ¯ 1(y1)∣∣ ∃M|t2|, ∣∣Ψ 11 (y1, t2)∣∣ ∃M|y1|.
If q  1, this was proved in [10] (see Lemma 9 of [10]). The proof of the first statement for the case 0 < q < 1 is
the same.
Let (y1, t2) ∈R(ω′r/2,a/2), and let t = Ψ 1(y1, t2) ∈R(ω′ra). This means (y1, t2) = Ψ 0(t) = (y1(t), t2). Therefore
we have y1 = y1(Ψ 11 (y1, t2), t2). Since v1(t), . . . , v5(t) are holomorphic onR(ω′ra), Ψ 1∗vj (y1, t2)= vj (Ψ 11 (y1, t2), t2)
are holomorphic onR(ω′r/2,a/2). Let gj (y1, t2)= Ψ 1∗hj (y1, t2). We have t1 = y1 −g1(y1, t2), and from (27), we have:∣∣gj (y1, t2)∣∣ ∃M|y1|1+min(1,q). (29)
The second step is to express t2 as a function of y. This means to solve y2 = t2 + g2(y1, t2) in the form t2 = t2(y).
We shall do this for the case q  1 and for the case 0 < q < 1 separately.
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for (y1, t2) ∈R(ω′r/2,a/2). We give the following:
Lemma 9. If (y1, t2) ∈R(ω′r/2,a/2), then we have:∣∣g¯2(y1)∣∣ ∃M|y1|2, ∣∣g′2(y1, t2)∣∣ ∃M|y1|.
Proof. The first inequality is a direct consequence (29). Since q  1, by (27) we have |Dαt h2(t)| M|t |2−|α| for
|α| 1. From Lemma 8, we have:∣∣g2(y1, t2)− g¯2(y1)∣∣ ∃M ′|y1|(∣∣Ψ 1(y1, t2)− Ψ¯ 1(y1)∣∣+ |t2|) (aM + 1)M ′|y1| · |t2|.
Therefore we obtain the second inequality of Lemma 9. 
We define z = (z1, z2)= (y1, y2 − g¯2(y1)). If we regard z2 as s function of (y1, t2), we have:
z2(y1, t2)= y2(y1, t2)− g¯2(y1)= t2
(
1 + g′2(y1, t2)
)
.
Since |g′2(y1, t2)|  1, we may regard z2(y1, t2) as a point of R(C \ {0}). We note
1/2 |z2/t2| 2. (30)
Therefore we obtain a map:
Ψ 2 :R(ω′r/2,a/2)  (y1, t2) → z ∈R
(
C \ {0})2.
In [10] we proved the following:
Lemma 10. There is a natural injection Ψ 3 :R(ω′r/4,a/4)→R(ω′r/2,a/2), and we have Ψ 2 ◦Ψ 3 = IdR(ω′r/4,a/4).
This is Lemma 10 of [10]. Therefore, we have:
Ψ 3 ◦Ψ 1 :R(ω′r/4,a/4)  z → t ∈R(ω′ra)
such that z = z(t). We may regard v3(t), v4(t), v5(t) as functions of x defined for z ∈R(ω′r/4,a/4).
Proof of Theorem 1. Let z ∈ R(ω′r/4,a/4). Then we have z = z(t) for some t ∈ R(ω′r,a), and we define ϕ′2(y1) =
g¯2(y1). It remains only to prove the regularity of the solution. Since q  1, from Proposition 1 we have 1/2 
























t vj . (32)
Here Qαβ is a polynomial of Dγt x1,D
γ
t x2 satisfying |γ | |α|. If 0 |α| [q], all the derivatives in the right hand
sides of (31) and (32) are at most of order [q]. Therefore (32) is bounded by Proposition 2. If |α| = [q] + 1 ( 2),
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of the highest order [q] + 1, and all the other derivatives in (32) are bounded. From Proposition 2, we obtain:∣∣Dαx vj (x)∣∣ ∃M( ∑
|β|=[q]+1
1k5
∣∣Dβt vk∣∣+ 1) ∃M ′|z2|−(q−|α|)+ .
Since (v3, v4, v5)= (u,Dx1u,Dx2u) satisfy this inequality for 0 |α| [q] + 1, u satisfies Theorem 1. 
Proof of Theorem 2. Let x ∈R(ω′r/4,a/4), and let b(x) = 1/(1 + g′2(y1, t2)). We have t2 = b(x)(y2 − ϕ′2(y1)), and






))=Dt1 t2 = 0.
From Proposition 3, we have:
Dt1x1 =Dt1
(
(λo2y1 − λo1y2)/(λo2 − λo1)
) = 0.






Therefore ψ2 = b(x)(y2 − ϕ′2(y1)) satisfies (7). By Lemma 9, we have:
a−1 
∣∣b(x)∣∣= ∣∣1 + g′2(y1, t2)∣∣ a. 
5.2. The case 0 < q < 1
We assume 0 < q < 1 and mq ∈ N for ∃m ∈ N. This means m 2. We also assume uj ∈Oq+1−j,m(R(ωY \ {0})).
In place of Lemma 10 we need to find another correspondence y → (y1, t2) satisfying y2 = t2 + g2(y1, t2). Let
s ∈ B((r/a)1/m) × B((a/2)1/m) × B(a/2) and denote y1 = sm1 , t2 = sm1 sm2 , y2 = sm1 s3. We can naturally regard
(y1, t2), (y1, y2) ∈ ω′r/2,a/2. We define:







)− s3(= (t2 + g2(y1, t2)− y2)/y1).
It is easy to see that G(s) is single-valued on B((r/a)1/m)×B((a/2)1/m)×B(a/2). In order to express t2 as a function
of (y1, y2), we solve G(s)= 0 in s2 for given (s1, s3). We have the following:
Lemma 11. We assume s ∈ B(r/a)1/m)×B((a/4)1/m)×B(a/2).
(i) If G(s)= 0, then we have |sm2 − s3|M|s1|mq .
(ii) If Ds2G(s)= 0, then we have |s2|M|s1|mq/(m−1).
(iii) If G(s)=Ds2G(s)= 0, then we have |s3| 2M|s1|mq .
Proof. (i) Let s ∈ B((r/a)1/m)×B((a/2)1/m)×B(a/2). From (29), we have:∣∣s−m1 g2(sm1 , sm1 sm2 )∣∣M|s1|mq. (33)
If G(s)= 0, we have |sm2 − s3| |s−m1 g2(sm1 , sm1 sm2 )|M|s1|mq .
(ii) Let s ∈ B((r/a)1/m) × B((a/4)1/m) × B(a/2). If ρ ∈ C satisfies |ρ|  1, we have (s1, s2 + ρ, s3) ∈
B((r/a)1/m)×B((a/2)1/m)×B(a/2). By the Cauchy integration formula and (33), we have:∣∣Ds2(s−m1 g2(sm1 , sm1 sm2 ))∣∣ sup|ρ|1∣∣s−m1 g2(sm1 , sm1 (s2 + ρ)m)∣∣M|s1|mq.
If Ds2G(s)=msm−12 +Ds2(s−m1 g2(sm1 , sm1 sm2 ))= 0, then we have:∣∣s2∣∣= (∣∣Ds2(s−m1 g2(sm1 , sm1 sm2 ))∣∣/m)1/(m−1)  (M|s1|mq)1/(m−1) M|s1|mq/(m−1).
This proves (ii). From (i) and (ii) we obtain (iii). 
Let 0 < r3  r2  r1  r . Then we have the following:
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∃L|s1|1/m′ , and we have the following fact: The equation G(s) = 0 is uniquely solved in the form s2 = s2(s1, s3) as a





X′j , X′j =
{
(s1, s3) ∈X; s3 = ej (s1)
}
.
Proof. We first consider the equation G(s) = 0 on B(r1)3. Since G(0, s2,0) = sm2 , we have Dks2G(0) = m!δkm. By
the Weierstrass preparation theorem, we have:
G(s)=G0(s)G′(s) on B(r1)3,







Substituting s1 = 0, we must have sm2 − s3 =G(0, s2, s3)=G0(0, s2, s3)G′(0, s2, s3). It follows that G0(0, s2, s3)= 1









Let us regard G′ = 0 as an algebraic equation in s2 of degree m, containing (s1, s3) as holomorphic parameters. In
this sense we consider the discriminant ∆G′(s1, s3) depending on (s1, s3). Let us consider the vanishing points of
∆G′(s1, s3). Since G′′ =G′|s1=0 = sm2 − s3, we have ∆G′(0, s3)=∆G′′(s3)=mm(−s3)m−1. Therefore, we have:
∆G′(s1, s3)=mm(−s3)m−1 + s1∃d(s1, s3).
We have Dks3∆G′(0,0)= δk,m−1mm(−1)m−1(m− 1)!. Again by the Weierstrass theorem, we have:
∆G′(s1, s3)= d0(s1, s3)d ′(s1, s3) on B(r1)3,
d0 never vanishes on B(r1)3,








Since OC2,0 is a unique factorization domain, we can take the reduced element d ′′(s1, s3) of d ′(s1, s3). Then d ′′ is a
polynomial in s3 of degree m′ ∈ {1, . . . ,m− 1} containing s1 as a holomorphic parameter. Decreasing r1 if necessary,
we may assume d ′′(s1, s3) ∈ O(B(r1)2) . We have ∆G′(s1, s3) = 0 ⇐⇒ d ′′(s1, s3) = 0. We regard d ′′(s1, s3) = 0
as an algebraic equation in s3 of degree m′, and we may assume that the discriminant ∆d ′′(s1) of d ′′(s1, s3) never
vanishes on B(r1) unless s1 = 0. Therefore ∆G′(s1, s3) = 0 has m′ distinctive solutions s3 = e1(s1), . . . , em′(s1) for
s1 = 0, and we have ej (s1) ∈O(R(B̂(r1))). Since |d ′k| const.|s1|, we have |ej (s1)| L|s1|1/m
′ for some L> 0. As
a conclusion, if s ∈R(B̂(r1))×B(r1)2 and s3 = e1(s1), . . . , em′(s1), then we never have G(s)=Ds2G(s)= 0.
We next consider the same problem on R(B̂(r3)) × B((a/8)1/m) × B(a/16). Let s ∈ B̂(r3) × B((a/8)1/m) ×
B(a/16). If |(s2, s3)|  r1/4, then by (iii) of Lemma 11 we never have G(s) = Ds2G(s) = 0. If |(s2, s3)| < r1/4,
then we can apply the preceding reasoning. As a conclusion, if s ∈ R(B̂(r3)) × B((a/8)1/m) × B(a/16) and
s3 = e1(s1), . . . , em′(s1), then we never have G(s)=Ds2G(s)= 0.
Let X,X′ be as in the statement of Proposition 4. Assume that (σ1, σ3) ∈ X \ X′ and σ2 ∈ B((a/8)1/m) satisfy
G(σ) = 0. Then we have Ds2G(σ) = 0, and we can solve G(s) = 0 uniquely in the form s2 = s2(s1, s3) near σ , and
by (i) of Lemma 11, we have |s2(s1, s3)| < (a/10)1/m. Therefore s2(s1, s3) does not approach to the boundary of
B((a/8)1/m). As a conclusion, if G(s) vanishes at some starting point σ and (s1, s3) moves in X \X′ arbitrarily, then
we can analytically continue the solution of G(s)= 0 in the form s2 = s2(s1, s3). Certainly such a starting point exists,
and we obtain Proposition 4. 
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X0 =
{













Then at each point y ∈ R(X0 \ X′0) we define (s1, s3) ∈ R(X \ X′) by y1 = sm1 , y2 = sm1 s3. We can define s2 as a
solution of G(s)= 0 as above, and we define t2 = sm1 sm2 . It follows that y2 = t2 +g2(y1, t2) and (y1, t2) ∈R(ω′r/2,a/2).
Therefore we have y = y(t) for some t ∈R(ω′ra). In other words, we may regard v3(t), v4(t), v5(t) as functions of x
if y ∈R(X0 \X′0). This proves Theorem 3. 
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