With the rapid development of high throughput technologies such as array and next generation sequencing (NGS), genome-wide, nucleotide-resolution epigenomic data are increasingly available. In recent years, there has been particular interest in data on DNA methylation and 3-dimensional (3D) chromosomal organization, which are believed to hold keys to understand biological mechanisms, such as transcription regulation, that are closely linked to human health and diseases. However, small sample size, complicated correlation structure, substantial noise, biases, and uncertainties, all present difficulties for performing statistical inference. In this review, we present an overview of the new technologies that are frequently utilized in studying DNA methylation and 3D chromosomal organization. We focus on reviewing recent developments in statistical methodologies designed for better interrogating epigenomic data, pointing out statistical challenges facing the field whenever appropriate.
Brief Introduction
Propelled by rapid advances in high throughput biotechnologies, our understanding of transcriptional regulation, a key mechanism of all living organisms, has improved dramatically over the past decade. It is now clear that DNA sequence alone does not provide full information; the complimentary epigenome carries an entire layer of regulatory information, including nucleosome positioning, DNA methylation, and 3-dimensional (3D) shape of chromatin. Understanding the epigenome sheds light on fundamental cellular processes as well as the molecular basis of human diseases. Despite much progress in genomic analysis, our understanding of the epigenome is lagging behind due to its diversity, complexity, and plasticity. One of the key challenges is the analysis and interpretation of epigenomic data. In this review, we strive to provide an up-to-date overview of the technological advances in this fast-evolving field, key characteristics of the data generated from these technologies, current state-of-the-art statistical methods, and remaining statistical challenges we face when analyzing such data. Our review centers on two important aspects of epigenomics: DNA methylation and spatial (or 3D) chromosomal organization, which we discuss in the following two sections. It is not surprising that many excellent review papers on these topics have already appeared in the literature [1] [2] [3] [4] [5] [6] . In this review, we emphasize statistical aspects of epigenomic research, and we strive to present a comprehensive and contemporary view of the fields of DNA methylation and spatial chromosomal organization. Whenever appropriate, we further discuss the latest technologies and open problems to which biostatisticians and bioinformaticians may contribute to help advance epigenetic research.
DNA Methylation
DNA methylation is the cornerstone of the field of epigenomics. With rapid advances in sequencing technology, whole genome nucleotide-resolution methylation data are increasingly available, but obtaining such data is still very expensive and out of reach for most laboratories except on a small scale. Technologies for profiling whole genome methylation that provide regional rather than nucleotide resolution are also available and much more economical. Statistical analyses of data from each of these types of technologies present their unique challenges, but common themes exist as well, such as signal biases, small sample sizes, and spatial correlations. These, along with data-type specific issues, are discussed in the following subsections.
Review of technologies
Multiple technologies have been developed to profile the methylome. They can be roughly classified into two broad categories: bisulfite conversion based or capture-based. Both types of technologies have been coupled with microarray and sequencing platforms to produce high-throughput data.
loci, covering about 99% of RefSeq genes and 96% of CpG islands in the UCSC database [9] . Finally, beginning in 2016, it will be possible to assess >850,000 methylation sites using the Infinium MethylationEPIC BeadChip, including 90% of sites found on the HumanMethylation450 BeadChip (http://www.illumina.com/techniques/microarrays/ methylation-arrays.html).
The Illumina-array-based approaches rely on bisulfite treatment of DNA, which converts unmethylated cytosines to uracils, but leaves 5-methylcytosines unaffected. The converted uracils amplify as thymines during subsequent amplification, so the bisulfite-treated DNA can then be quantitatively "genotyped" to assess the proportion of DNA methylation levels in each sample at single-CpG resolution. All Illumina arrays perform the genotyping via bead-bound probes, though the genotyping assay varies across the three arrays. Respectively, the first three arrays rely on the GoldenGate assay [7] , the Infinium I assay [8] , and a combination of Infinium I and II assays [9] . Each of these assays allows for the estimation of a methylated (M) and an unmethylated (U) signal intensities; these signals can then be used to estimate the proportion of methylated cells in a sample as a β-value, where β is the ratio of methylated to total signal intensities M/(M+U).
Massively parallel sequencing, also known as next generation sequencing (NGS), has revolutionized genomics and epigenomic research due to its high sensitivity and specificity. Taking advantage of the new technologies, novel and powerful methylome profiling assays have emerged in recent years. Bisulfite sequencing (BS-seq) or MethylC-seq [10, 11] also uses bisulfite treatment of DNA to determine the pattern of methylation status. As described above, bisulfite treatment yields specific modifications in the DNA sequence that depend on the methylation status of each individual cytosine. Therefore, BS-seq is able to produce single-base resolution information about the methylation status of the entire genome, from which one can count the occurrences of methylated and unmethylated reads at a single nucleotide resolution. However, Whole Genome BS-seq (WGBS) data are still expensive to generate. Reduced Representation BS-seq (RRBS) [12] data are more accessible, but with a much lower genomic coverage (<10% of CpG sites [13] ).
A limitation of bisulfite treatment is that it does not distinguish between 5-methylcytosinebased DNA methylation (5mC) and 5-hydroxymethylcytosine (5hmC), an oxidation product, because 5hmC is also resistant to converting to uracil [14] . Therefore, the measurements of BS-seq actually represent the levels of 5mC and 5hmC combined. This limitation may complicate the interpretation of results from BS-seq experiments, since 5hmC and 5mC have been found to have different functions. 5hmC is related to active gene transcription while 5mC is more likely to be repressive [15] [16] [17] . A recently developed approach, Tet-assisted bisulfite sequencing (TAB-seq) [18] , provides a way to measure 5hmC specifically. In TABseq, 5hmC is first protected by glycosylation. Then 5mC is converted to 5caC through Tet enzyme, while leaving the glycosylated 5hmC untouched. After bisulfite treatment, only 5hmC is read as cytosine in the resulting sequencing. methylation profiling tool that utilizes methylation-sensitive restriction enzymes to survey methylated fragments by hybridizing them to a CpG island microarray. This array contains probes covering all of the 27,800 CpG islands that were annotated in the UCSC Genome Browser at the time. Quality control and normalization are critical for detecting probes or CpG islands that are differentially methylated under different conditions [20, 21] . Other capture-based microarray technologies have also been developed including the popular MeDIP [22] . In recent years, various pulldown technologies have been coupled with NGS, leading to multiple whole genome methylation platforms, including MeDIP-chip [23] , MeDIP-seq [24] , MethylCap-seq [25] , and MBD-seq [26] . For MeDIP-seq, the pulldown is through antibody-based immunoprecipitation [27] . In MethylCap-seq, on the other hand, the pulldown is accomplished by the use of methyl-binding proteins such as modified human MeCP2. Any fragment with at least one methylated CG site will be pulled down [25] . For MBD-seq, fragmented genomic DNA of 50-350 bp in length is subjected to MethylMiner ™ methylated DNA kit (ThermoFisher Scientific, Waltham, MA) enrichment, which uses a recombinant form of the human MBD2 protein, and methylated fractions are eluted with salt [26, 28] . In all these methods, these pull-down fragments are then sequenced and aligned to the reference genome.
There are a number of differences between capture-based and bisulfite-converted data. (1) Capture-based data measures the enrichment of a region with a certain length, as such the data are not of "nucleotide resolution", and the pull-down fragments are biased towards dense CG regions. (2) A single-end short read from a pull-down fragment may cover 0, 1, or more CG sites; however, it is unknown as to which CG site(s) is (are) responsible for the fragment being pulled down and sequenced [29] . With a region/window-based approach, there can be "phantom reads", i.e. reads mapped to a window that lacks CG sites, rendering the analysis completely meaningless [29] . This adds one more layer of difficulty in data analysis, as we will discuss below. (3) Capture-based technologies are much cheaper compared to WGBS. Despite the base-resolution accuracy, the cost of WGBS is extremely high. It usually requires one to sequence at least 5x the genome size in order to get complete coverage of the 22-28 million CGs sites in the whole genome. Thus, it is unrealistic to apply it to conduct an experiment with more than tens of patient samples.
Summaries of the various methods, including coverage, resolution, and key preferences, are presented in Table 1 .
2.1.3
Single cell technology-In addition to the two most popular types of technologies for capturing and quantifying DNA methylation, a single cell method has been recently proposed. DNA methylation patterns can be extremely heterogeneous even between different cells of the same cell type. The methods discussed above can only capture a summary of the methylation features across many cells because the data generated from those methods are based on thousands or millions of mixed cells. To study the heterogeneity of DNA methylation, single cell BS-seq (scBS-seq) was developed [30] . This technology also depends on bisulfite treatment. However, for scBS-seq, single cells are isolated and lysed during library preparation, prior to bisulfite conversion, PCR amplification and sequencing. Another distinct difference between the protocol of scBS-seq compared to BS-seq is that tagging to the DNA segment is applied after bisulfite conversion to reduce severe information loss of bisulfite conversion due to DNA degradation. This newly developed post-bisulfite tagging technology minimizes information loss, making scBS-seq possible. [31] [32] [33] [34] [35] [36] [37] [38] ). It is also common to filter out CpG sites that have non-specific probes or include genetic variants in the probe site [39] . Identification of extreme outliers may be performed in GenomeStudio using hierarchical clustering or in downstream analysis using approaches such as principal component analysis (e.g. [40] ), multidimensional scaling (e.g. [41] ) or identification of outlying values for each CpG site based on the interquartile range (e.g. [31, 42] ).
Biological
Depending on the study design, β-values can be computed from the U and M signals and analyzed without further normalization to adjust for batch differences between CpG sites or between samples. For studies where each CpG site is analyzed separately, this strategy is possible because between-CpG differences will not influence the single-CpG analyses and technical factors that inflate or deflate individual signals will tend to cancel out when the ratio β = M/(M+U) is used. However, between-array normalization methods can be used to remove technical differences between samples that may influence the global signal patterns (e.g. [31, 37, 43] ). Similarly, a number of within-array normalization methods have been developed to address the presence of two types of CpG probes on the 450K array (e.g. [37, [44] [45] [46] [47] [48] ). The Infinium I and II probes rely on two different assays, resulting in different sources of bias and different distributions of estimated β-values (described further in [9, 49] ), and the goal of within-array normalization approaches is to minimize technical differences between β-value distributions across probe types. Approaches for between-and within-array normalization have been reviewed in detail elsewhere [50] . Two studies recently assessed the performance of available methods for between-and within-array normalizations by comparing reproducibility among technical duplicates and performance metrics based on the results of simulated or real analyses. Wu et al. [49] compared four normalization procedures ( [45] [46] [47] 51] ) to non-normalized data; they observed high reproducibility in the non-normalized data and noted that while some normalization approaches could slightly increase reproducibility, others led to decreases in reproducibility. Overall results tended to be similar irrespective of how and whether the data were normalized, though single-CpG association analyses yielded the highest proportion of validated results in a split-sample experiment when non-normalized data were analyzed [49] . Lehne et al. compared ten normalization procedures (four variations of quantile normalization as well as the procedures described in [43] [44] [45] [46] [47] 51] ) to non-normalized data and concluded that quantile normalization of the signals (sub-divided by the two probe types as well as probe subtype and color channel) led to the greatest reproducibility, sensitivity, and specificity [31] . Although many normalization procedures have now been proposed, the field has still not reached consensus on the optimal normalization approach for microarrays. Further studies to assess the effects of different normalization procedures on reproducibility of data across duplicate samples may be needed to resolve this lack of consensus. With the release of the denser MethylationEPIC BeadChip in 2016, an emerging challenge will be to characterize relevant features of its design, and assess whether existing pipelines can be adapted for quality control and normalization or whether new approaches are needed.
Quality control and sequence alignment for BS-seq-Quality
control is an important first step for BS-seq data analysis. A common artifact in BS-seq data is the 5′ end bias. It is reported that the bisulfite conversion failure is enriched in the 5′ end, which results in artificially higher methylation level at the start of the read. Also, as with other sequencing data, reads from BS-seq suffer from lower quality toward the 3′ end. An easy remedy to this problem is to trim the reads at both ends. Several tools have been designed to automatically perform such tasks (BisSNP [52] , BSeQC [53] ).
Alignment of sequence reads from BS-seq is more complicated than in other sequencing experiments. Using aligners designed for general sequencing data (such as Bowtie [54] ) is feasible, but will lead to lower alignment efficiency because of the C-T/G-A mismatches caused by bisulfite conversion. Software to align the BS-seq reads has been made available, including Bismark [55] , BSMAP [56] , RMAPBS [57] and BSmooth-align [58] . The main idea behind these aligners is to modify both the reference genome and the reads in silico to mask the C-T/G-A mismatches before alignment. Performance of the different aligners has been compared [59, 60] , demonstrating various biases affecting the estimation of methylation levels. For example, GC content and number of PCR cycles have been reported to affected the enrichment of highly methylated DNA [61] . During the read mapping step, since bisulfite treatment converts unmethylated cytosines only, sequencing reads with more unmethylated cytosines have more matched bases and are more difficult to align with the reference genome. This may potentially increase the proportion of methylated cytosines and result in inflated methylation levels.
2.2.3
Detection of DML using methylation array data-Methylation array data are commonly used to perform differentially methylated loci (DML) or epigenome-wide association studies (EWAS), in which each CpG is tested separately for association with a trait, exposure, or biological condition of interest. These single-CpG analyses are often performed as regression-based analyses, with the β-value (or M-value, its logit transform [62] ) as the outcome, and the trait/condition of interest and other covariates as independent variables. Because each methylation β-value is a rough approximations of the proportion of methylated DNA among a very large number of DNA strands, the central limit theorem may lead to the validity of the assumption of normally distributed errors if the regression model is correctly specified, with appropriate covariates. Confounding factors need to be taken into consideration in order to remove unwanted signals. As described below, typical confounding factors in cross-sectional studies will likely include age, sex, race/ethnicity of subjects, cell type or tissue heterogeneity between samples, and technical factors such as batch effects.
Both age [63] [64] [65] [66] [67] [68] [69] and ancestral population [70, 71] have well-documented associations with DNA methylation at many sites across the genome. It is straightforward to include age as a covariate in regression-based analyses. Self-reported measures of ancestral population can be included as covariates or stratum, but often this confounding can be more accurately accounted for by including as covariates principal components from genome-wide genotype information [71] . If genotypic information is unavailable, the principal components from genome-wide methylation can also be used to adjust for this source of confounding [71] .
Cell type heterogeneity is a potential source of confounding in DNA methylation studies of human blood samples, since 1) the component cell types of whole blood have distinct methylation profiles [72] and 2) cell type proportion may vary according to the trait/ condition of interest. Houseman et al. [73] proposed a regression calibration method to estimate individual cell type proportions from Illumina array data based on a set of reference samples with known cell type composition (e.g. [72] ). This method has been implemented in minfi [32, 74] and it has become common to include estimated cell type proportions as covariates in regression-based analysis (e.g. [75] [76] [77] ) Because this method depends on the availability and quality of reference samples, reference-free approaches to adjust for cell type heterogeneity and other sources of biological confounding have also been proposed [78, 79] .
Technical sources of confounding include experiment batch effects, chip effects, and positional effects on the chip. While removal of these effects is the goal of the betweensample normalization procedures described above, it is also common to perform adjustment within the regression model by including fixed or random effects for these variables [33] , through inclusion of principal components (PC) of the methylation data (e.g. [80] ), or through other PC-based approaches [31, 81] . Notably, these PC-based approaches have the same goals as the reference free methods for biological confounding mentioned above, and all of these methods have the potential to adjust for both biological and technical sources of confounding.
Illumina methylation microarrays have the advantage of providing single-CpG resolution at a low cost, thus enabling DML analyses in larger well-powered sample sets. A disadvantage of these arrays is that their coverage is limited (less than 2% genome-wide) and not equally representative of all CpG sites across the genome (mostly in CpG islands). In genetic association studies, patterns of linkage disequilibrium (i.e. correlation) between genetic variants are long-ranging and static, allowing for the use of genotyped genetic variants as proxies for untyped variants. In epigenetic studies, correlations between CpG sites are dynamic, context-specific, and unpredictable, so are less reliable as proxies for one another or for a region in general. For regional analyses, denser data are likely needed, as described in the sections below.
Detection of DML and DMR using BS-seq data-Differential methylation
analysis from BS-seq data can be performed at single-nucleotide or regional levels to detect differentially methylated loci (DML) or regions (DMR). DML analysis is often performed when the data are not from whole-genome scale (e.g. RRBS), or when the methylations are sparse (e.g. hydroxymethylation from TAB-seq). DMR analysis is more typically used when data are from whole-genome BS-seq (WGBS). Both analyses start by performing individual statistical tests for all CpG sites. Sites with measures of statistical significance (e.g. pvalues) surpassing a user-specified threshold are deemed DML. To define DMRs, it is required that consecutive CpG sites are significant. Additional criteria such as minimum region length in base pairs or number of CpG sites are often imposed.
BS-seq data provide single nucleotide resolution information of methylation levels, which makes the study of DML possible. However, the study of site-specific methylation levels is heavily dependent on the number of sequencing reads that cover each specific CpG site. In WGBS experiments, most CpG sites are covered by very few sequencing reads, which significantly reduces the detecting power of DML. Therefore, data tiling (methylSig [82] , methylKit [83] ) or smoothing techniques (BSmooth [58] , Biseq [84] ) are often applied. If biological events are more likely to be defined by regional rather than single-CpG methylation changes, then identifying differentially methylated regions (DMRs) will provide more stable and biologically meaningful results.
The key component of most DML/DMR detection methods is the use of a statistical test at each CpG site. The observed data can be summarized as counts of total and methylated reads, and the null hypothesis is that the methylation levels are not associated with the biological factors of interest. The count data may be modeled as binomial distribution (when there are no biological replicates) [58] or beta-binomial distribution (when biological replicates are present, to allow over-dispersion to account for biological variance) [85] [86] [87] . There are several other important issues to consider in DML/DMR detection. First, with WGBS-seq data, correctly accounting for spatial correlations of methylation levels can greatly improve the power. Currently several different types of smoothing approaches are available, including BSmooth [58] , methylSig [82] , and Biseq [84] . However these approaches tend to smooth out the higher frequency signals (such as the sudden drop in methylation typically occurring near CpG island shores), which may hurt the resolution of detected DMRs. Second, estimating the biological variance is vital, especially when the number of replicates is low. To improve the estimation of biological variance, methods such as methylSig [82] and DSS [85] have extended ideas from differential gene expression analysis to borrow information from genome-wide data.. These methods employ a beta-binomial model to characterize the count of methylated reads at each CpG site, and derive an empirical Bayes (EB) "shrinkage" estimator for estimating the biological variance (represented by a dispersion parameter). Finally, the sequencing depth of the CpG site needs to be considered in the statistical test. Some methods filter out sites with low depth, but this will result in information loss. Wald-or likelihood ratio-test procedures have been developed and implemented in methylSig [82] and DSS [85] to incorporate sequencing depth information in the test procedure.
Over the last several years, a number of statistical methods and software tools for DML/DMR detection have been developed. Robinson et al. provides an informative review of existing methods [88] . A comprehensive and objective comparison of the methods is still lacking, partly because it is difficult to obtain gold standards. In spite of this issue, there are still ample opportunities for statistical method development in this area. For example, methods for DML/DMR detection under general experimental design (as opposed to simple two-group comparisons) are needed. Currently the only such methods are RADMeth [89] and BiSeq [84] , both based on generalized linear models (GLM). However, running GLM at each CpG site will be very computationally intensive. Moreover, GLM procedures can be numerically unstable, especially when the methylation levels are close to the boundaries (0 or 1). A more efficient and stable method applicable to general design is still needed. In addition, methods for detecting differential methylation region for 5-hydroxymethyl cytosine (DhMR) from TAB-seq data are also lacking; currently, DMR calling methods are being used with no further adaptation. Since TAB-seq data possess different characteristics (weak spatial correlation, low hydroxymethylation levels, etc.), a customized approach is likely needed. Finally, for analyses of BS-and TAB-seq data from the same sample, it will be of interest to develop methods to jointly detect DMR and DhMR.
2.2.5
Detection of DMR for capture-based data-Data from capture-based methylation experiments (such as MeDIP-seq) have similar characteristics as ChIP-seq data, so DMR detection is often performed using peak calling software designed for ChIP-seq such as MACS [90] , HPeak [91] and CisGenome [92] . For comparisons of two or more groups, an easy approach is to call "peaks" separately for each group, and perform overlapping analysis to determine DMRs. However, this approach ignores the quantitative differences of methylation levels and thus could lead to undesirable results. A number of methods have been developed to perform quantitative comparison of ChIP-seq data including, QChIPat [93] , DBChIP [94] , MAnorm [95] , ChIPComp [96] , diffReps [97] , DIME [98] , ChIPnorm [99] and MMDiff [100] , all of which could be used for DMR calling from captured data. In particular, MEDIPS [101] is specifically designed for MeDIP-seq data, and implemented as an easy-to-use, well-documented Bioconductor package. Standard statistical tests, such as the Student's t-test, have been applied to MBD-seq and other captured data to detect DMR for a predefined region [93, 102, 103] . However, such "averaging" approaches ignore intrinsic correlations and may wash out non-homogeneous signals.
It is important to note that DMR calling from capture data may be more complicated than quantitative comparison of ChIP-seq data for several reasons. First, since methylation events are much more prevalent than protein binding, the number of peaks detected from MeDIPseq is likely to be much greater. This results in a larger test space in quantitative comparison, which makes the multiple testing problem more severe. Moreover, the signal to noise ratio from MeDIP-seq data is usually much lower than from ChIP-seq, also due to the prevalence of methylation, which further undermines the statistical power of the test. Finally, it is known that the captured methylation data are severely affected by CpG density. Thus, the DMRs called are usually biased toward CpG-dense regions. For these reasons, single-base technology (BS-seq) is generally considered the gold standard for the purpose of DMR detection, but in large-scale, population level studies, the cost of whole genome BS-seq is often prohibitive. In this case, a solution could be to perform control experiments to provide an estimate of background noise to facilitate unbiased DMR calling.
There are other methods for detecting DMRs using capture data that do not rely on "peak" identification in the first step, including window-based approaches such as MEDIPS [101] . Such methods may model counts as negative binomial after normalization, but they can encounter difficulty in interpretation of the results, including concerns similar to those described for the region-based t-test above. A different method is a two-step approach [29] . The first step is a probabilistic model, PrEMeR-CG, to distribute each read to CGs that may contribute to the pull down according to the distribution of the fragment-length library. This will create single nucleotide level data, but with relative methylation levels, rather than read counts, for each CpG site. Signals of neighboring CpG sites will be highly correlated [30] , and therefore results from a DML analysis would be difficult to interpret. As such, methods for DMR detection have been proposed, but negative binomial modeling can no longer be used in this context. Summing over all signals in a region and performing t-tests is one potential approach, but doing so would ignore the correlation and could lead to higher false positive rates. To take correlation into account, MethMage [29] , based on generalized estimating equations (GEE) [104] , can be used with an auto-regressive (AR1) spatial structure to construct a working correlation matrix. However, GEE is computationally very expensive. As an attempt to address this issue, a class of procedures based on highdimensional mean vector tests has been recently proposed as an alternative for the detection of differentially methylated regions. These approaches do not need to assume a specific correlation structure. Moreover, unlike Hotelling's T 2 , these approaches can deal with the situation in which the number of CG sites in the region exceeds the number of samples [105] .
Other areas of inquiry and novel statistical challenges
Assessment of DNA methylation patterns across the genome: DNA methylation is heterogeneous even among the same type of tissue within the same individuals. This heterogeneity of DNA methylation patterns may be partially responsible for the heterogeneity of the cell populations. Current NGS technologies provide information from sequencing reads, where each read is from a single cell, thus enabling the study of cell specific DNA methylation patterns. Xie et. al and Shao et al. used an entropy concept to study genome-wide variation in DNA methylation patterns in individual sequencing reads [106, 107] . They model the frequency of distinct methylation patterns observed within a specific genomic region as the probability of an event in a Shannon entropy equation. However, because of the short length of sequencing reads (~100bp) and need for each read to have at least several common CpG sites, their approach can only be used to study CpGdense regions such as CpG islands.
Methods for analysis of single cell DNA methylation:
The recently developed technology scBS-seq has opened the door to study cell specific methylation patterns [30] . Each dataset generated by scBS-seq provides methylation information for a single cell. Although the short length of sequencing reads generated by scBS-seq is not a major concern, the low genomic coverage (~20% of CpGs) presents a major statistical challenge in characterizing cell specific information. Another challenge in the analysis of this type of data in diploid organisms is the presence of allele specific methylation patterns. These challenges and others must be addressed to facilitate the identification of global and local methylation levels along with spatial methylation patterns within each cell.
Three-dimensional chromosomal organization and long-range interaction
The organization of a eukaryotic genome in the three-dimensional (3D) space is not random. The highly structured, hierarchically organized 3D architecture is closely linked to genome functions, cellular processes and disease mechanisms [108, 109] . It has long been observed that, in mammalian genomes, a gene may be regulated by distal enhancers and repressors that are not necessarily on the same chromosome. Such communication between distal elements is achieved through the non-random spatial organization (looping) of the chromosomes, which brings genes and their regulatory elements into close proximity. Due to the complex nature of chromatin interaction data, standard statistical methods are not applicable, and thus methods tailored to such data need to be developed. There are many issues and challenges, which we discuss below.
Review of technologies
Since the debut of the chromosome conformation capture (3C) assay in 2002 [110] , many variants that are higher throughput, including those coupled with NGS to generate genomewide chromatin interaction data, have been proposed to great success. The two main technologies to date are Hi-C [111] and ChIA-PET [112] , but other newly proposed and high-resolution technologies will be discussed as well.
Hi-C-Traditionally
, scientists used microscopy-based techniques to study genome spatial organization [113] . While very successful, these techniques are limited by their low throughput (a few loci, usually less than ten) and low resolution (each locus corresponds to a 40 kb region). More importantly, as a single-cell level assay, it is almost impossible to scale up to measure the structural properties of the entire cell population, which usually consists of millions of cells. To overcome the limitations of microscopic-based techinques, a series of molecular techniques based on the concept of 3C have been developed in recent years. Harnessing the power of next generation sequencing technologies, Lieberman-Aiden et al. devised the revolutionary Hi-C technology, enabling a high resolution, genome-wide 3D view of chromosomal organization [111] . Hi-C represents a breakthrough in studying chromosomal organization, and the technology was rapidly adopted by scientists and applied to multiple species, resulting in a series of landmark discoveries, which include the demarcation of physical domains [114] [115] [116] [117] , widespread chromosomal rearrangement during stress [118] , and the roles genome organization played in recurrent chromosomal translocations [119] . Multiple variations of the Hi-C technology were also introduced, including tethered conformation capture (TCC) that modifies and enhances the experimental protocol in Hi-C [120] ; the in-situ Hi-C that produces the finest resolution (10 kb) data to date from the intact nucleus [121] , and the capture Hi-C that focuses on a specific set of loci in the genome [123] . [122] is an adaptation from 3C that processes a ligated 3C template with another round of DNA digestion and ligation to form small DNA circles. By using primers adjacent to the cutting sites of the viewpoint region of interest, inverse PCR only amplifies sequences with one end coming from the viewpoint region. The library is sequenced and mapped to obtain the genomic positions of the other ends of the ligations, thus obtaining information of loci that are interacting with the viewpoint region [123] . As a one-to-multiple strategy for detecting interactions, 4C-seq focuses on interactions with a single locus of interest, thereby reducing its sequencing cost compared to Hi-C.
4C-seq-Circular chromosome conformation capture (4C)

3.1.4
ChIA-PET-ChIA-PET is another technology to detect long-range interaction. However, it is more targeted in that it only detects interactions in the genome that are mediated by a particular protein of interest, for example, PolII, AR, or ER. In other words, one can view the set detected by ChIA-PET as just a subset of the total interactions in the genome. The protocol of ChIA-PET is very similar to that of Hi-C, but with an additional pulldown (Immunoprecipitation) step to select only loops involving the particular protein of interest. Figure 3 of Steensel and Dekker [124] provides an excellent summary of the similarity and differences of the Hi-C and ChIA-PET technologies.
Single cell
Hi-C-While the Hi-C technology was designed for measuring population average genome organization, a modified technology, single-cell Hi-C [125] , has been developed to study each cell individually. As a complement of the single-cell level microscopic-based method, single-cell Hi-C shows cell-to-cell variation of chromatin structure. However, interpretation of single-cell Hi-C data is extremely challenging due to the sparsity of such data and the limited sequencing depth. Further optimized experimental protocols and advanced statistical and computational models are necessary to fully processing the rich information contained in single-cell Hi-C data, which are currently lacking.
Summaries of the various aspects of the technologies, including sample, resolution, and key references, are presented on Table 2 .
Biological problems and statistical challenges
3.2.1 Hi-C Normalization-Similar to other types of next generation sequencing data such as ChIP-Seq, RNA-Seq, and BS-Seq, Hi-C data contain multiple layers of biases due to complex experimental protocols. Effective and efficient removal of such biases poses great statistical and bioinformatic challenges. Since the publication of the first Hi-C study [111] , two types of computational algorithms have been developed to remove biases in Hi-C data. One type of algorithm focuses on the removal of bias through modeling. For example, Yaffe and Tanay first identified three major bias sources in Hi-C data: restriction enzyme fragment length, GC content, and mappability score [127] . They proposed a highly overparameterized probabilistic model to remove these three biases. Later on, Hu et al. developed HiCNorm, a Poisson regression model to normalize Hi-C data [128] . Compared to Yaffe and Tanay's method, HiCNorm is much simpler, achieves better bias removal and is more than 1,000 times faster. Meanwhile, Cournac et al. proposed the SCN normalization procedure [129] , which is designed for removing circulation biases specific to the bacteria circular genome.
The second type of algorithm focuses on the removal of bias through normalization based on matrix balancing theory. As the first method of this kind, Imakaev et al. developed the algorithm ICE, aiming at removing all known and unknown Hi-C biases [130] . A similar algorithm was utilized in a recent ultra-high resolution Hi-C study [121] . These matrix balancing-based methods assume "equal visibility", i.e., all genomic loci are expected to have equal total number of contact when no bias exists.
Due to the lack of gold standards (such as large-scale microscopic data) for genome spatial organization, a thorough and fair evaluation of the performance of these algorithms is extremely challenging. We expect microscopic data to become increasingly available in the near future, which will motivate the development and evaluation of novel Hi-C normalization algorithms with improved efficiency and enhanced effectiveness.
Identification of topologically associated domains (TADs) and their boundaries-Another important bioinformatics problem is the identification of borders of topologically associated domains (TAD)
. Several TAD border callers are publicly available. One is a hidden Markov model-based TAD border caller, which explicitly models the imbalanced directionality of pair-end reads within TADs and between TADs [115] . Another approach is based on block segmentation by maximizing a likelihood through dynamic programing [131] . To identify TAD borders from the ultra-high resolution in-situ Hi-C data, an Arrowhead algorithm was proposed and utilized [121] .
The hierarchically organized TADs pose a great challenge for developing TAD border callers, making the criterion for calling TAD borders dependent on the specific biological question. Furthermore, the lack of a gold standard poses another challenge for validating TAD border callers. Statistically, a robust TAD border caller should provide highly reproducible results across biological replicates. In addition, a biologically meaningful TAD border should show significant difference in Hi-C contact frequency between intra-TAD interactions and inter-TAD interactions. Biologically, we expect that biologically meaningful TAD borders show significant enrichment of housekeeping genes, key transcription factors such as CTCF and multiple insulators. In the near future, with the accumulation of Hi-C data and gold standard microscopic data, we envision that more statistical and bioinformatic efforts will be devoted towards the development of TAD border callers.
Identification of interaction points-Identifying
biologically meaningful longrange chromatin interactions is of fundamental biological interest due to their relevance in transcription regulation. Several computational and statistical methods have recently been developed for Hi-C data analysis. Lan et al built a latent class of Poisson regression model to eliminate false positives produced by random ligation [132] . They characterize the proximate ligation events and random ligation events separately using two different Poisson distributions, thus representing the overall ligation events by a latent class model. Jin et al. developed a pipeline to estimate the expected contact frequency accounting for multiple Hi-C biases, and then tested for significant interaction by assuming the observed contact frequency following a negative binomial distribution [133] . Later on, Ay et al. developed FitHiC, providing more accurate estimates of the contact frequency by fitting non-parametric spline curves across genomic distance [134] . Meanwhile, Rao et al. developed HiCCUPS for analyzing 1-kb resolution in situ Hi-C data [121] . HiCCUPS quantifies the statistical significance of each chromatin interaction from local neighborhood regions. Most recently, Xu et al. proposed a hidden Markov random field-based Bayesian approach to model spatial dependency among adjacent interacting locus pairs, achieving improved robustness and enhanced statistical power [135] .
Similar to the afore-mentioned bioinformatics problems in Hi-C data analysis, the key challenge in identifying chromatin interactions is the lack of a gold standard experimental data. More importantly, rigorous statistical approaches are required to explicitly model the null distribution of random chromatin collision. For example, an ANOVA-type statistical approach may provide a promising way to de-convolute biological signals from technical variations in Hi-C experiments, which can lead to valid statistical inferences for biologically meaningful chromatin interactions.
3.2.4
Long-range gene regulation using ChIA-PET-It has been observed that genes and their regulatory elements can be located far apart from one another [136, 137] or even on different chromosomes [138] . ChIA-PET is designed to detect such long-range gene regulations that are mediated by a specific protein. Two of the goals are: (1) detection of true interactions that are not simply random collisions, and (2) detection of changes in interactions and interaction intensities under different conditions. Even though chimeric pairings (that is, pairing that are known to be due to proximity in the 3D space) are excluded, random collisions still exist. Recognizing this problem, Fullwood et al. treated pairs that are connected only once as false pairs [112] . Simple tests such as hypergeometric (HG) and weighted (generalized) HG [139] are used to further filter out false loops. In the weighted HG test, data are "normalized" in the sense that pairs in close proximity in the 1D (linear) genome are treated as more likely to have random collisions. A mixture modeling based approach was also developed to take dependency between pairs into account [140] . This is a "soft-thresholding" method; whether a pair is a true long-range interaction or not is not only dependent on the read counts that connect them, but also on their interactions with other loci as well as genomic annotation information. There is also an interest in detecting changes in gene regulation, for example, when a cell evolves from normal to cancerous, or over a time-course. Two model-based approaches have been proposed for this purpose for comparing long-range regulation under two conditions [141] . Both approaches are mixture modeling based: one is a three-component mixture modeled after the true loops are detected, while the other is a joint approach that considers loop detection and loop intensity variations simultaneously.
Despite the development of various approaches for ChIA-PET data, challenges abound. How to best normalize the data is obviously an important problem, but this issue has not been addressed thoroughly. Integration of other genomic data into loop detection is another important issue, and more work in this area is warranted. How to compare differential looping intensity in more than two groups (e.g. multiple cancer subtypes) is also important but unexplored. Time-course data are being produced but how to analyze them is still unclear. Each of the challenges calls for the development of sophisticated statistical methods.
3.2.5 3D structure inference -Optimization based-Data from Hi-C portraits genome-wide interactions of chromatin and are typically organized into a 2-dimensional square matrix for each experiment, with the (i,j) entry depicts the contact (i.e., interaction) frequency between loci i and j, typically DNA segments in the genome. One of the objectives is to reconstruct the underlying 3D genome structure based on the data contained in this contact matrix. One type of approaches for such a reconstruction is optimization based, with the end result being a "consensus" 3D structure. This type of approaches first translates the pairwise interaction frequency into a distance, typically using an inverse relationship. The consensus 3D structure is then obtained by minimizing the total differences between the translated distances and the corresponding ones induced from the 3D architecture to be estimated. Multidimensional scaling (MDS) is a common method for estimating the 3D coordinates of the structure. When the distance measure considered is the Euclidean distance, the MDS method is essentially the principal coordinate analysis, which estimates the 3D coordinates as the eigenvectors of the physical distance matrix [142, 143] . Another class of multidimensional scaling algorithms, called nonmetric MDS methods, where the coordinates are estimated by minimizing a cost function, has also been studied [144] . The cost function for such methods penalizes the relative difference between the physical and the induced distances to estimate the 3D coordinates of the loci. These algorithms are generally based on iterative optimization methods such as gradient descent or Newton's method. As the cost functions are typically non-convex, these algorithms may suffer from non-convergence and can be computational less efficiency that one would hope for. To address this problem, a semi-definite programming based approach has been developed [145] , which reduces the computational cost significantly. Most recently, a graph theory based approach representing the physical distance as the shortest path and computed using the Floyd-Warshall algorithm has been developed [146] .
Despite the availability of numerous optimization-based approaches for constructing 3D structures, there are still challenges that need to be addressed. With studies approaching finer and finer resolution (e.g. 1 kb in Rao et al. [121] ), scalability of the methods needs to be studied. To be able to compare graphical representations obtained using different methods, comprehensive statistical measures need to be developed. Work has started to emerged in this direction. For examples, methods have been developed to compare models of the same resolution [147] . A recent in-silico study has also been carried out to evaluate methods using simulated data with various resolutions [148] .
3.2.6 3D structure inference -model based-Model-based statistical approaches for inferring 3D chromatin structure have been proposed in Hi-C data analysis. As the first attempt, Rousseau et al. developed MCMC5C [149] , which models each Hi-C contact frequency as a Gaussian random variable. Later on, Hu et al. developed BACH and BACH-MIX [150] , two Poisson regression-based algorithms to reconstruct chromatin spatial organizations and characterize chromatin structural dynamics. Although optimization-based methods are more popular for analyzing Hi-C data given their ease of description and relatively better computational efficiency, model-based methods have their own advantages. Covariates, especially those that lead to biases in the measured interaction frequencies, can be incorporated into the model directly. Further, model-based approaches enable one to study the population of potential 3D structures rather than a single "consensus" ones; this is clearly an advantage because most Hi-C studies are designed for a population of cells, and a mixture of 3D structures may be present.
Recognizing the excess of zeroes for higher resolution data such as the in-situ Hi-C data [121] , the truncated Poisson Architecture Model (tPAM) and the truncated Random effect EXpression model (tREX) were proposed based on a truncated Poisson distribution [148, 151] . These methods were shown to be robust when the data contain more zeros than expected under a Poisson model, yet the methods were also shown to be efficient when the data are indeed coming from a Poisson distribution. Their performances have been compared to optimization-based methods for handing data of various resolutions [148] .
Optimization-based methods typically run faster and consequently can be more efficient for inferring 3D structures of longer sequences. Model-based methods, on the other hand, handles uncertainty and noise better as seen in simulation studies [146] . For more definitive performance comparisons, Florescent In Situ Hybridization (FISH) data are needed to serves as the gold standard [111, 150] . Only very limited amount of such data are available now, but more is expected to emerge soon.
3.2.7
Integrative analyses of Hi-C with other data types-Two pioneering works from Lieberman-Aiden et al. and Dixon et al. used Hi-C data to define genomic compartments and domains independently and to link them with certain histone marks [112, 116] . A similar but more recent approach developed by Rao et al. using higher sequencing depth Hi-C data provided a more detailed view of six nuclear sub-compartments with distinct patterns of histone marks [121] . On the other hand, work from Lan et al. utilized a clustering algorithm to integrate multiple ENCODE Consortium resources including DNaseseq and ChIP-seq data for 45 transcription factors and nine histone modifications with the Hi-C data [132] . They characterized 12 different sets (clusters) of interacting loci pairs (ILPs) each with different chromatin modification patterns. These sets can be categorized into two types of chromatin linkages (or hubs). Recently Libbrecht et al. [152] developed a graph-based regularization method to exploit chromatin conformation information during genome annotation. They were able to produce a model of chromatin domains in eight human cell types, which revealed five domain types tightly associated with histone marks and gene expression levels. Despite the advances, the above-mentioned integrations are adhoc rather than grounded on rigorous statistical principles. Thus, challenges remain for statisticians and bioinformaticans to develop new approaches to integrate different data types into Hi-C data analysis.
3.2.8 Visualization-While 3C and 3C-derived technologies have been increasingly used visualization tools for 3C-based data are still under development. Since 2009, a few software programs have been devised to interactively visualize raw data, such as the Hi-C data browsers (http://hic.umassmed.edu/welcome/welcome.php) [111] and (http://yuelab.org/hi-c/ index.html) [153] . In addition, WashU EpiGenome browser (http:// epigenomegateway.wustl.edu/) is widely used for the joint analysis of Hi-C data and epigenetic data [154] . Most recently, thanks to the progress of the NIH Roadmap Project [155, 156] , Juicebox (http://www.aidenlab.org/juicebox/) has been developed for visualizing the in situ Hi-C data [121] . In addition, Teng et al. created 4DGenome (http://4dgenome.intmed.uiowa.edu), a comprehensive database to store and share publicly available 3C-based data [157] .
With the accumulation of large amounts of Hi-C data [121] and other genetic/epigenetic data, especially those generated from the ENCODE consortium [158] and the Roadmap Epigenome consortium [156] , we expect more computationally efficient, user-friendly and interactive Hi-C data visualization tools in the near future, facilitating integrative analysis of Hi-C data and other genomic data.
Discussion
Epigenetics has become an area of intense research in the post-genomic era. Rapid advances of high throughput technologies and experimental techniques bring massive amounts of data, as well as daunting challenges in their analyses. Since epigenetics is a very broad term, epigenetic data are rather diverse, produced from different experiments, experimental platforms and conditions. As a consequence, a specific analysis strategy is often required for each project, with careful consideration of potential statistical issues. With the expected emergence of further, new experimental techniques, we believe there will be much opportunity for designing and implementing new statistical models and algorithms. A key challenge in analyzing epigenetic data is the interpretation of the results. Because the technologies are new and the high throughput technologies are prone to many sources of noise and biases, it is often difficult to determine whether the analysis findings are real or mere artifacts. To overcome such challenges, close and effective communication between biological researchers and biostatisticians and bioinformaticians is critical to ensure that the right assumptions can be made when selecting appropriate statistical models. Simulation studies are also critical for evaluating the performance of new methods. To provide meaningful evaluations, realistic assumptions must be used in simulations, which often involves some creative adaptation of real data. Finally, findings need to be scrutinized for possible confounding effects or data quality issues. Ideally, experimental verification is needed to validate findings. TAB-seq Genome-wide Base-pair level [18] Capture-based DMH Genome-wide Probe [19] MeDIP-chip Genome-wide Locus, low.
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