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Abstract
A band method approach for solving inverse problems for certain orthogonal functions is developed. The
inverse theorems for Szego˝–Kreıˇn matrix polynomials and for Kreıˇn orthogonal entire matrix functions are
obtained as corollaries of the band method results. Other examples, including a non-stationary variant of
the Szego˝–Kreıˇn theorem, are presented to illustrate the scope of the abstract theorems.
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1. Introduction
The band method is an abstract scheme that allows one to deal with matrix-valued versions
of classical interpolation problems, such as those of Schur, Carathe´odory–Toeplitz and Nehari,
from one point of view. The method has its origin in papers of Dym and Gohberg from the early
eighties [4,5,3], and has been developed into a more final form in papers by Gohberg and co-
authors in [11,12]. A comprehensive introduction to the method and additional references can be
found in Chapter XXXIV of the book [7]. For more recent contributions see the article [14] and
the references therein.
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In the present paper the inverse theorems for Szego˝–Kreıˇn matrix polynomials given in [13]
are put into the context of the band method using ideas from [1]. We also use our band method
results to prove various other inverse theorems, including the one for Kreıˇn orthogonal entire
matrix functions presented in [10].
To state our main theorem, we first recall some of the basic elements of the band method
theory. Let M be a ∗-subalgebra of a unital C∗-algebra R such that the unit e of R belongs to
M. Assume that M admits a direct sum decomposition
M =M1+˙M02+˙Md+˙M03+˙M4, (1.1)
where the summands M1,M02,Md ,M03, and M4 are linear submanifolds of M. The algebraM is called an algebra with band structure if, in addition, the following three conditions are
satisfied
(C1) e ∈Md ,
(C2) M∗1 =M4, (M02)∗ =M03, and Md =M∗d ,
(C3) the following multiplication table describes some additional restrictions on the
multiplication in M:
M1 M02 Md M03 M4
M1 M1 M1 M1 M0+ M
M02 M1 M0+ M02 Mc M0−
Md M1 M02 Md M03 M4
M03 M0+ Mc M03 M0− M4
M4 M M0− M4 M4 M4.
(1.2)
Here
M0+ =M1+˙M02, Mc =M02+˙Md+˙M03, M0− =M03+˙M4.
We shall also need the linear submanifolds of M given by
M+ =M0++˙Md , M− =M0−+˙Md ,
M2 =M02+˙Md , M3 =M03+˙Md .
An element m ∈M will be called selfadjoint whenever m = m∗.
The inverse problem we shall be dealing with in this band method setting is the following
problem. Given q ∈M2 and a = a∗ ∈Md , find f = f ∗ ∈Mc such that
PM2( f q) ∈Md , PMd (q∗ f q) = a. (1.3)
Here PM2 denotes the projection of M onto M2 along the other spaces in the decomposition
(1.1). In a similar way one defines other projections corresponding to subspaces in (1.1). In
particular, PMd is the projection of M onto Md along M0++˙M0−, and PMc is the projection
of M onto Mc along M1 and M4.
We shall see that under the additional condition that q has an inverse inM the above problem
is solvable if and only if the equation
uq − q∗v = a (1.4)
has a solution u ∈M2 and v ∈M1. The following theorem is the main result of this paper.
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Theorem 1.1. Let q ∈ M2 and a = a∗ ∈ Md . If there exists an element f = f ∗ ∈ M
satisfying conditions (1.3), then there exists a pair u ∈ M+ and v ∈ M1 satisfying Eq. (1.4).
More precisely, if f = f ∗ ∈ M satisfies (1.3), then u := PM+(q∗ f ) and v := PM1( f q)
satisfy (1.4) and f q = u∗ + v. Moreover, if f = f ∗ ∈ Mc satisfies (1.3), then u =
PM+(q∗ f ) ∈ M2 and v = PM1( f q) ∈ PM1(McM2). Conversely, if q is invertible in
M and (1.4) has a solution pair u ∈M+, v ∈M1, then f := (u∗ + v)q−1 is selfadjoint and
satisfies conditions (1.3). Furthermore,
(a) if f = f ∗ ∈ M and fc = PMc f , then fc = f ∗c , and f satisfies (1.3) if and only if fc
satisfies (1.3) in place of f ;
(b) if q is invertible and (1.4) has a solution pair u ∈M+, v ∈M1, then (1.4) has a solution
pair u˜ and v˜ such that u˜ ∈M2 and v˜ ∈ PM1(McM2);
(c) if q is invertible and f = f ∗ ∈Mc satisfies conditions (1.3), then one can find u˜ and v˜ as
in (b) such that f = (u˜∗ + v˜)q−1,
(d) if q is invertible and q−1 belongs toM+, then f := q−∗aq−1 satisfies (1.3) and (1.4) holds
with u = aq−1 and v = 0.
The proof of the above theorem appears in the next section. In fact, in the next section we
shall derive this theorem as a corollary of its non-symmetric version. In Section 3 we show
that the above theorem covers the inverse theorem for Szego˝–Kreıˇn matrix polynomials given
in [13,1], and its non-symmetric version [13, Theorem 7.1]. In Section 4 we use Theorem 1.1
to prove the inverse theorem for Kreıˇn orthogonal entire matrix functions given in [10]. We
shall also derive its non-symmetric version. One of the special features of the band method is
that it not only applies to function theory problems but equally well to problems of so-called
non-stationary type, where polynomials and analytic functions are replaced by finite and infinite
block matrices. In the final section we illustrate this fact by using Theorem 1.1 in a few examples
of non-stationary type. For a general reference on Szego˝–Kreıˇn polynomials, Kreıˇn orthogonal
entire functions, and non-stationary variants we refer to the book [6].
2. The non-symmetric version
Throughout this sectionM is an algebra with band structure. In particular,M decomposes as
in (1.1).
In this section we shall deal with the following problem. Given q ∈ M2, p ∈ M3, and
a ∈Md , find f ∈Mc such that
PM2( f q) ∈Md , PM3(p f ) ∈Md , PMd (p f q) = a. (2.1)
If p = q∗, then the conditions in (2.1) coincide with those in (1.3). Thus, if p = q∗ and a is
selfadjoint, then the above problem reduces to the problem considered in the previous section
provided f is required to be selfadjoint too.
The next lemma shows that it suffices to look for solutions f of the equations in (2.1) that just
belong to M.
Lemma 2.1. Let q ∈M2, p ∈M3, and f ∈M. Put fc = PMc f . Then
PM2( f q) = PM2( fcq), PM3(p f ) = PM3(p fc), (2.2)
PMd (p f q) = PMd (p fcq). (2.3)
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In particular, f ∈ M satisfies the equations in (2.1) if and only if these equations are satisfied
with fc in place of f .
Proof. Since fc = PMc f , we have f = f1 + fc + f4, where f1 ∈M1 and f4 ∈M4. Using
q ∈M2, p ∈M3, and the multiplication table (1.2) we see that
f1q ∈M1M2 ⊂M1, f4q ∈M4M2 ⊂M0−, (2.4)
p f1 ∈M3M1 ⊂M0+, p f4 ∈M3M4 ⊂M4. (2.5)
From (2.4) it follows that PM2( f1q) and PM2( f4q) are both zero, and hence, since f q =
f1q + fcq + f4q, the first identity in (2.2) holds. In a similar way, using (2.5), one proves the
second identity in (2.2).
Using (2.4) and the multiplication table (1.2) we see that
p f1q ∈M3M1 ⊂M0+, p f4q ∈M4M0− ⊂M0−.
Hence both PMd (p f1q) and PMd (p f4q) are zero. Since the element p f q is equal to p f1q +
p fcq + p f4q, we conclude that the identity (2.3) is satisfied.
The final statement of the lemma is a direct consequence of the identities in (2.2) and
(2.3). 
Proposition 2.2. Let q ∈M2, p ∈M3, and a ∈Md be given. Assume that there exists f ∈M
such that (2.1) holds. Then there exist u1, u2 ∈M+ and v1, v2 ∈M1 such that
u2q − pv1 = a and pu∗1 − v∗2q = a. (2.6)
If, in addition, q or p is invertible in M, then
f = (u∗1 + v1)q−1 or f = p−1(u2 + v∗2). (2.7)
Proof. The first two identities in (2.1) show that f q ∈M− +M1 and p f ∈M+ +M4. Thus
there exist (unique) u1, u2 ∈M+ and v1, v2 ∈M1 such that
f q = u∗1 + v1 and p f = u2 + v∗2 . (2.8)
If, in addition, q or p is invertible in M, then (2.8) yields (2.7).
It remains to prove (2.6). To do this we use p( f q) = (p f )q and the two identities in (2.8) to
show that pu∗1 + pv1 = u2q + v∗2q, and thus
u2q − pv1 = pu∗1 − v∗2q.
Using the multiplication table (1.2) we see that
u2q − pv1 ∈M+M2 +M3M1 ⊂M+ +M0+ ⊂M+,
pu∗1 − v∗2q ∈M3M− +M4M2 ⊂M− +M0− ⊂M−.
Thus
c := u2q − pv1 = pu∗1 − v∗2q ∈M+ ∩M− =Md .
We have to show that c = a, where a is determined by the third identity in (2.1). Note that
u2q − pv1 = (u2 + v∗2)q − (pv1 + v∗2q) = p f q − (pv1 + v∗2q). (2.9)
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Again using the multiplication table (1.2) we see that
pv1 ∈M3M1 ⊂M0+ and v∗2q ∈M4M2 ⊂M0−.
This implies that PMd (pv1 + v∗2q) = 0. But then, using (2.9), we obtain
c = PMd c = PMd (u2q − pv1)
= PMd (p f q)− PMd (pv1 + v∗2q)
= PMd (p f q) = a.
Thus c = a and the proof is complete. 
Proposition 2.3. If f ∈ Mc satisfies (2.1), then u1, u2 and v1, v2 in (2.8) can be chosen
such that u1, u2 ∈ M2 and v1, v2 ∈ PM1(McM2). Hence, in that case the first equation
in (2.6) is solvable with u2 ∈M2 and v1 ∈ PM1(McM2), and the second with u1 ∈M2 and
v2 ∈ PM1(McM2).
Proof. We begin with a remark. Recall that M∗c = Mc and M∗3 = M2. These two identities
imply that

PM4(M3Mc)
∗ = PM1(McM2). Now assume f ∈ Mc satisfies (2.1). Then,
using the multiplication table (1.2), we see that
f q ∈McM2 ⊂M3 +M02 + PM1(McM2) ⊂M3 + PM1(McM2),
p f ∈M3Mc ⊂M2 +M02 + PM4(M3Mc) ⊂M∗2 +

PM1(McM2)
∗
.
This implies that in the identity (2.8) we can choose u1, u2 ∈M2 and v1, v2 ∈ PM1(McM2).
Furthermore, the final conclusion (about the two equations in (2.6) being solvable with u2 ∈M2
and v1 ∈ PM1(McM2), and with u1 ∈ M2 and v2 ∈ PM1(McM2), respectively), now
follows by using the same arguments as in the proof of the preceding proposition. 
Proposition 2.4. Let q ∈ M2, p ∈ M3, and a ∈ Md , and let q and p be invertible in M.
Assume that there exist u1, u2 ∈M+ and v1, v2 ∈M1 such that
u2q − pv1 = a and pu∗1 − v∗2q = a. (2.10)
Then there exists a f ∈M satisfying the three equations in (2.1), and one such f is determined
by the data via the formula
f = (u∗1 + v1)q−1 = p−1(u2 + v∗2). (2.11)
Proof. Put f1 = (u∗1 + v1)q−1 and f2 = p−1(u2 + v∗2). From the two identities in (2.10) it
follows that (u2 + v∗2)q = p(u∗1 + v1). Multiplying the latter identity from the left by p−1 and
from the right by q−1 we see that f1 = f2. Hence we can delete the subindices 1, 2, and simply
write f = f1 = f2. In particular, (2.11) holds.
It remains to prove that f satisfies the identities in (2.1). To do this note that
f q = u∗1 + v1 ∈M− +M1, p f = u2 + v∗2 ∈M+ +M4.
From these two formulas we see that both PM2( f q) and PM3(p f ) belong to Md . Next, using
the multiplication table (1.2) we see that
pv1 ∈M3M1 ⊂M0+ and v∗2q ∈M4M2 ⊂M0−.
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Since a = pu∗1 − v∗2q, it follows that
p f q = pu∗1 + pv1 = (pu∗1 − v∗2q)+ v∗2q + pv1 ∈ a +M0− +M0+.
But then PMd (p f q) = a, as desired. 
Proof of Theorem 1.1. Throughout this proof we assume that q ∈ M2 and a = a∗ ∈ Md .
Furthermore, we set p = q∗.
Assume there exists f = f ∗ ∈ M satisfying conditions (1.3). Using the fact that both f
and a are selfadjoint and that p = q∗, we see that f also satisfies conditions (2.1). But then
Proposition 2.2 tells us that there exist u1 ∈ M+ and v1 ∈ M1 satisfying the first identity
in (2.6). Now put u = u1 and v = v1. Then, u ∈ M+, v ∈ M1, and u and v satisfy (1.4)
because p = q∗. From (2.8) we see that u = u1 = PM+(q∗ f ) and v = v1 = PM1( f q).
Moreover, if f = f ∗ ∈ Mc, then the multiplication table (1.2) shows that PM+(q∗ f ) ∈ M2
and PM1( f q) ∈ PM1(McM2).
To prove the converse part of the theorem, let q be invertible, and assume that u ∈M+, v ∈
M1 satisfy Eq. (1.4). Put u1 = u2 = u and v1 = v2 = v. Since p = q∗ and a = a∗, it
follows that the equations in (2.10) are satisfied. Furthermore, using q is invertible, we can apply
Proposition 2.4 to show that there exists f ∈M satisfying the three equations in (2.1), and this
f is uniquely determined by the data via formula (2.11). Hence,
f q = u∗ + v and q∗ f = u + v∗.
This implies that f q = (q∗ f )∗ = f ∗q . Thus f = f ∗, because q is invertible. But then (2.1)
implies (1.3).
It remains to prove items (a)–(d). To prove (a) note that the symmetry properties of an algebra
with band structure (see (C2) in Section 1) yield (PMc f )∗ = PMc f ∗. Thus the fact that f is
selfadjoint implies that the same is true for fc = PMc f . With this remark it is straightforward
to see that (a) follows from Lemma 2.1.
To prove (b), let q be invertible, and assume that (1.4) has a solution pair u ∈M+, v ∈M1.
Then, as we have seen, there exists f = f ∗ ∈M satisfying (1.3). Using (a) this implies that the
element fc = PMc f is selfadjoint and that (1.3) holds with fc in place of f . Thus by the first
part of the theorem u˜ := PM+(q∗ fc) and v˜ := PM1( fcq) satisfy (1.4). Moreover, as we have
seen earlier, because of the multiplication table (1.2), we have u˜ ∈M2 and v˜ ∈ PM1(McM2).
Next, note that the first part of the theorem covers item (c). Finally, let q be invertible and
assume that q−1 ∈ M+. Put f = q−∗aq−1. Then f q = q−∗a ∈ M−Md ⊂ M−, and hence
PM2 f q ∈Md . Furthermore, q∗ f q = a ∈Md . Thus (d) holds. 
3. Szego˝–Kreıˇn orthogonal polynomials
We begin with some notation. Let f be an r × r matrix function from the Wiener algebra
Wr×r (T). Thus f (ζ ) = ∞ν=−∞ ζ ν fν , where the coefficients . . . , f−1, f0, f1, . . . are r × r
matrices summable in norm, that is,
∞
ν=−∞ ∥ fν∥ < ∞. The adjoint of f is the function f ∗
defined by f ∗(ζ ) = f (ζ )∗ for ζ on the unit circle T. If f is a trigonometric polynomial, then
f ∗(z) = f (z¯−1)∗ for each 0 ≠ z ∈ C. The function f is said to be hermitian whenever f ∗ = f .
The latter is equivalent to f−ν = f ∗ν for ν = 0, 1, 2, . . . .
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In what follows we fix a positive integer n. Given a hermitian f ∈ Wr×r , an r × r matrix
polynomial ϕ(z) = ϕ0 + zϕ1 + · · · + znϕn is called an n-th Szego˝–Kreıˇn orthogonal polynomial
generated by f whenever
f0 f−1 · · · f−n
f1 f0 · · · f−n+1
...
...
. . .
...
fn fn−1 f0


ϕ0
ϕ1
...
xn
 =

Ir
0
...
0
 . (3.1)
Here Ir is the r × r identity matrix. Note that (3.1) only requires the knowledge of the Fourier
coefficients f−n, . . . , fn .
For the scalar case with a positive definite weight f the Szego˝–Kreıˇn orthogonal polynomials
have been introduced by Szego˝ (see [19]), for indefinite scalar weights they go back to Kreıˇn [16]
and for the matrix-valued case they are studied in [13]. We shall prove the following result.
Theorem 3.1. Let ϕ(z) = ϕ0 + zϕ1 + · · · + znϕn be an r × r matrix polynomial. If ϕ is an n-th
Szego˝–Kreıˇn orthogonal polynomial, then ϕ0 is hermitian and there exist r×r matrix polynomials
u and w, with degree u at most n and degree w at most n − 1, such that
u(z)ϕ(z)− zn+1ϕ∗(z)w(z) = ϕ0, where ϕ∗(z) = ϕ(z¯−1)∗. (3.2)
Conversely, if ϕ0 is positive definite and there exist r×r matrix polynomials u and w, with degree
u at most n and degree w at most n − 1, such that (3.2) holds, then ϕ is an n-th Szego˝–Kreıˇn
orthogonal polynomial. Furthermore, ϕ is invertible in the Wiener algebra Wr×r (T) and a
hermitian f ∈Wr×r (T) generating ϕ is given by
f (ζ ) = u∗(ζ )+ ζ n+1w(ζ )ϕ(ζ )−1, ζ ∈ T. (3.3)
We shall derive the above theorem as a corollary of a non-symmetric version of Theorem 3.1,
where f ∈ Wr×r is not required to be hermitian. To state this non-symmetric version we need
some additional notation. As before, ϕ is an r × r matrix polynomial of degree at most n. Apart
from ϕ we have an additional r × r matrix polynomial in z−1 of degree at most n, denoted by ψ .
Thus we shall be working with
ϕ(z) = ϕ0 + zϕ1 + · · · + znϕn, ψ(z) = ψ0 + z−1ψ1 + · · · + z−nψn . (3.4)
In addition to (3.1) we shall consider the equation

ψ0 ψ1 · · · ψn


f0 f−1 · · · f−n
f1 f0 · · · f−n+1
...
...
. . .
...
fn fn−1 f0
 = Ir 0 · · · 0 . (3.5)
We shall deal with the following question. Under what conditions on ϕ and ψ does there exists a
f ∈ Wr×r such that (3.1) and (3.5) hold. The following theorem is our non-symmetric version
of Theorem 3.1.
Theorem 3.2. Let ϕ and ψ be the r × r matrix functions in (3.4). If there exists a f ∈ Wr×r
such that (3.1) and (3.5) hold, then ϕ0 = ψ0 and there exist r × r matrix polynomials u1, u2 of
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degree at most n and r × r matrix polynomials w1, w2 of degree at most n − 1 such that
u2(z)ϕ(z)− zn+1ψ(z)w1(z) = ϕ0, (3.6)
ψ(z)u∗1(z)− z−(n+1)w∗2(z)ϕ(z) = ϕ0. (3.7)
Conversely, if ϕ0 = ψ0 is non-singular, detϕ(z) and detψ(z) have no zero on the unit circle,
and there exist r × r matrix polynomials u1, u2 of degree at most n and r × r matrix polynomials
w1, w2 of degree at most n−1 such that (3.6) and (3.7) are satisfied, then there exists f ∈Wr×r
such that (3.1) and (3.5) hold. Moreover, one such f is given by
f (ζ ) = u∗1(ζ )+ ζ n+1w1(ζ )ϕ(ζ )−1
= ψ(ζ )−1u2(ζ )+ ζ n+1w∗2(ζ ), ζ ∈ T. (3.8)
To prove the above theorem we shall apply results of Section 2 with R = Cr×r (T), the
algebra of all continuous r × r matrix functions on T, and for M we take the Wiener algebra
Wr×r (T). The involution ∗ on Cr×r (T) is given by f ∗(ζ ) = f (ζ )∗ for each ζ ∈ T, and the unit
e of Cr×r (T) is the r × r matrix function which is identically equal to the r × r identity matrix
Ir . Clearly, Wr×r (T) is a ∗-subalgebra of Cr×r (T), and e ∈Wr×r (T).
In what follows we simply write V in place ofWr×r (T). As before, the ν-th Fourier coefficient
of f ∈ V is denoted by fν . Now define
V1 = { f ∈ V | fν = 0 for ν ≤ n},
V02 = { f ∈ V | fν = 0 for ν ≤ 0 or ν ≥ n + 1},
Vd = { f ∈ V | fν = 0 for ν ≠ 0},
V03 = { f ∈ V | fν = 0 for ν ≥ 0 or ν ≤ −n − 1},
V4 = { f ∈ V | fν = 0 for ν ≥ −n}.
Then V decomposes as
V = V1+˙V02 +˙Vd+˙V03 +˙V4. (3.9)
In this case the space V2 = V02 +˙Vd and V3 = V03 +˙Vd . Thus V2 is the space consisting all
r × r matrix polynomials of degree at most n. In particular, ϕ ∈ V2. Similarly, ψ ∈ V3. A
straightforward calculation shows that
(3.1) ⇐⇒ PV2( f ϕ) = e and (3.5) ⇐⇒ PV3(ψ f ) = e. (3.10)
Proof of Theorem 3.2. Throughout ϕ and ψ are the r × r matrix functions in (3.4). We shall
prove the theorem by applying the results of Section 2 with q = ϕ and p = ψ . For a we shall
take the function identically equal to ϕ0 on T. Clearly, q ∈ V2, p ∈ V3, and a ∈ Vd . We split the
proof into two parts.
Part 1. In this part we assume that there exists a function f ∈ V = Wr×r such that (3.1) and
(3.5) hold. Without loss of generality we may assume that f is a trigonometric polynomial of
degree at most n. In other words, f ∈ Vc, where Vc = V02 +˙Vd+˙V03 . From (3.10) we know that
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PV2( f q) = e ∈ Vd and PV3(p f ) = e. Furthermore, using (3.1) and (3.5), we see that
ψ0 =

ψ0 ψ1 · · · ψn


f0 f−1 · · · f−n
f1 f0 · · · f−n+1
...
...
. . .
...
fn fn−1 f0


ϕ0
ϕ1
...
ϕn
 = ϕ0. (3.11)
Thus ϕ0 = ψ0. The identity (3.11) also shows that PVd (p f q) = a. Summarizing we have
PV2( f q) ∈ Vd , PV3(p f ) ∈ Vd PVd (q∗ f q) = a. (3.12)
But then we can apply Propositions 2.2 and 2.3 to show that there exist functions u1, u2 ∈ V2 and
v1, v2 ∈ PV1(VcV2) such that (2.6) holds in the present setting. Note that in the present setting
u ∈ V2 ⇐⇒ u is an r × r matrix polynomial of degree at most n (3.13)
v ∈ PV1(VcV2) ⇐⇒ v(ζ ) = ζ n+1w(ζ ), where w is an r × r matrix
polynomial of degree at most n − 1. (3.14)
Thus (3.6) and (3.7) hold, and the direct part of the theorem is proven.
Part 2. In this part we assume that detϕ(z) and detψ(z) have no zero on the unit circle.
Furthermore, we assume that ϕ0 = ψ0, and there exist r × r matrix polynomials u1, u2 of
degree at most n and r × r matrix polynomials w1, w2 of degree at most n − 1 such that (3.6)
and (3.7) are satisfied. By Wiener’s theorem, the first assumption implies that q = ϕ and p = ψ
are invertible in V .
For j = 1, 2 let v j be the r×r matrix polynomial defined by the formula v j (ζ ) = ζ n+1w j (ζ ).
From (3.14) we see that v j ∈ PV1(VcV2) ⊂ V1. According to (3.13) we have u j ∈ V2 for
j = 1, 2. Using q = ϕ, p = ψ , and a ≡ ϕ0, the identities (3.6) and (3.7) can be rewritten in
the form (2.6). But then Proposition 2.4 tells us that there exists f ∈ V such that (2.1) hold.
Moreover, one such f is given by (2.11). In the present setting, with M = V , this means that
f ∈ V satisfies (3.12) and f is given by (3.8). Finally, note that
PV2( f q) ∈ Vd ⇐⇒

f0 f−1 · · · f−n
f1 f0 · · · f−n+1
...
...
. . .
...
fn fn−1 f0


ϕ0
ϕ1
...
ϕn
 =

⋆
0
...
0
 . (3.15)
Here ⋆ denotes an unspecified r × r matrix. Using q = ϕ, p = ψ , and a ≡ ϕ0, the formulas in
(3.12) then show that ψ0⋆ = ϕ0 = ψ0. Since ψ0 is invertible, this yields ⋆ = Im , and hence f
satisfies (3.1) and (3.5). 
Next we derive Theorem 3.1 as a corollary of Theorem 3.2. For this purpose we need the
following lemma, which follows from [13, Theorem 2.1].
Lemma 3.3. Let ϕ(z) = ϕ0 + zϕ1 + · · · + znϕn be an r × r matrix polynomial, and assume
there exist r × r matrix polynomials u and w such that (3.2) holds. If, in addition, ϕ0 is positive
definite, then detϕ(z) has no zero on the unit circle.
Proof of Theorem 3.1. We apply Theorem 3.2 with ψ = ϕ∗. First assume that ϕ is an n-th
Szego˝–Kreıˇn orthogonal polynomial generated by some f = f ∗ ∈ Wr×r . The fact that f is
hermitian and ψ = ϕ∗ implies that both (3.1) and (3.5) are satisfied. It follows that ϕ0 = ψ0 and
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there exist r × r matrix polynomials u1, u2 of degree at most n and r × r matrix polynomials
w1, w2 of degree at most n−1 such that (3.6) and (3.7) hold. Sinceψ = ϕ∗, the equality ϕ0 = ψ0
yields ϕ0 is hermitian. Furthermore, with ψ = ϕ∗, u = u1 and w = w1 the identity (3.6) is just
(3.2). This proves the direct part of Theorem 3.1.
Next assume that ϕ0 is positive definite and there exist r×r matrix polynomials u and w, with
degree u at most n and degree w at most n− 1, such that (3.2) holds. From Lemma 3.3 we know
detϕ(z) has no zero on the unit circle. Then the same holds true for ψ = ϕ∗. Moreover, both ϕ0
and ψ0 are invertible. Now put u1 = u2 = u and w1 = w2 = w. Then (3.6) is just (3.2) and (3.7)
is the adjoint of (3.2). The converse part of Theorem 3.2 then shows that there exists f ∈Wr×r
such that (3.1) holds. Moreover, by (3.8), using u1 = u2 = u, w1 = w2 = w,ψ = ϕ∗ one such
f is given by
f (ζ ) = u∗(ζ )+ ζ n+1w(ζ )ϕ(ζ )−1 = ϕ∗(ζ )−1u(ζ )+ ζ n+1w∗(ζ ), ζ ∈ T.
The latter implies that f is hermitian, and thus ϕ is an n-th Szego˝–Kreıˇn orthogonal polynomial
generated by f . 
Let us consider Eq. (3.2) in more detail. Recall that ϕ(z) is an r × r matrix polynomial,
ϕ(z) = ϕ0 + zϕ1 + · · ·+ znϕn , and let us assume that ϕ0 is positive definite. Rewrite Eq. (3.2) as
u(z)ϕ(z)+ η(z)w(z) = ϕ∗0 , where η(z) = −zn+1ϕ∗(z). (3.16)
Note that η(z) is an r × r matrix polynomial of degree n + 1 and with leading coefficient ϕ∗0 .
In particular, the leading coefficient of η(z) is non-singular. Next observe that ϕ(0) = ϕ0 is
also non-singular. Hence both ϕ and η are regular matrix polynomials and the common zeros of
detϕ(z) and det η(z) are non-zero.
Now let z0 ≠ 0, and assume z0 is a common zero of detϕ(z) and det η(z). Then both z0 and
z¯−10 are zeros of detϕ(z). Furthermore, if y0, . . . , yβ−1 is a right Jordan chain of ϕ at z¯
−1
0 , then
y∗0 , . . . , y∗β−1 is a left Jordan chain of η(z) at z0, and any left Jordan chain of η(z) at z0 ≠ 0 is
obtained in this way. Using this connection the following result can be obtained as a corollary
of [13, Theorem 4.1].
Proposition 3.4. Let ϕ(z) = ϕ0 + zϕ1 + · · · + znϕn be an r × r matrix polynomial, and assume
that ϕ0 is positive definite. Then there exist r × r matrix polynomials u and w, with degree u at
most n and degree w at most n − 1, satisfying (3.2) if and only if for every symmetric pair of
zeros z0, z¯
−1
0 of detϕ(z), we have
k
j=0
y∗k− jϕ0x j = 0, k = 0, 1, . . . ,min{α, β} − 1,
where x0, . . . , xα−1 is any right Jordan chain of ϕ at z0 and y0, . . . , yβ−1 is any right Jordan
chain of ϕ at z¯−10 .
By combining the above result with Theorem 3.1 we arrive at the following corollary, which
is covered by [13, Theorem 6.2].
Corollary 3.5. Let ϕ(z) = ϕ0 + zϕ1 + · · · + znϕn be an r × r matrix polynomial, and assume
that ϕ0 is positive definite. Then ϕ is an n-th Szego˝–Kreıˇn orthogonal polynomial if and only if
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for every symmetric pair of zeros z0, z¯
−1
0 of detϕ(z), we have
k
j=0
y∗k− jϕ0x j = 0, k = 0, 1, . . . ,min{α, β},
where x0, . . . , xα is any right Jordan chain of ϕ at z0 and y0, . . . , yβ is any right Jordan chain
of ϕ at z¯−10 .
We conclude this section with a few comments. The first is an addition to Theorem 3.1, the
second concerns Eqs. (3.6) and (3.7), and the third is a remark about Theorem 3.2 and its relation
to Theorem 7.1 in [13].
Comment 3.6. Theorem 1.1 provides the following addition to Theorem 3.1. Let ϕ(z) =
ϕ0 + zϕ1 + · · · + znϕn be an r × r matrix polynomial, and assume that ϕ0 is positive definite.
Then ϕ is an n-th Szego˝–Kreıˇn orthogonal polynomial if and only if there exists u, w ∈Wr×r+ (T)
satisfying the equation
u(z)ϕ(z)− zn+1ϕ∗(z)w(z) = ϕ0. (3.17)
Moreover in that case the set of all hermitian f ∈Wr×r (T) generating ϕ is parameterized by the
set
E = {(u, v) | u, w ∈Wr×r+ (T), and u, v is a solution pair of (3.17)},
using the map (u, v) → f , with f given by f (ζ ) = u∗(ζ )+ ζ n+1w(ζ )ϕ(ζ )−1, where ζ ∈ T.
Comment 3.7. Using Theorem 4.1 in [13] and replacing z by z−1 in (3.7) one can prove that
the two Eqs. (3.6) and (3.7) are equivalent in the following sense. There exist an r × r matrix
polynomial u2 of degree at most n and an r × r matrix polynomial w1 of degree at most n − 1
such that the pair (u2, w1) is a solution pair Eq. (3.6) if and only if there exist an r × r matrix
polynomial u1 of degree at most n and an r × r matrix polynomial w2 of degree at most n − 1
such that the pair (u1, w2) is a solution pair Eq. (3.7). See also the next comment.
Comment 3.8. We comment on Theorem 3.2 and its relation to Theorem 7.1 in [13]. The latter
theorem tells us that the existence of a function f such that (3.1) and (3.5) hold is equivalent with
ϕ0 = ψ0 is non-singular and (3.6) has polynomial solutions, and in that case there is a formula
for f different from the one given in (3.8). Thus given Theorem 7.1 in [13], the addition to the
existing literature by Theorem 3.2 is rather modest. On the other hand, Theorem 3.2 contains
Theorem 3.1 as a special case.
4. Kreıˇn orthogonal entire matrix functions
Let ϕ ∈ Lr×r1 [0, ω], and let Φ be the entire matrix function given by
Φ(λ) = Ir +
 ω
0
eiλtϕ(t) dt, λ ∈ C. (4.1)
The function Φ is called a Kreıˇn orthogonal function whenever there exists a hermitian n × n
matrix function k in the space Lr×r1 [−ω,ω] such that
ϕ(t)−
 ω
0
k(t − s)ϕ(s) ds = k(t), 0 ≤ t ≤ ω. (4.2)
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In that case we say that Φ is generated by k. Recall that k ∈ Lr×r1 [−ω,ω] is called hermitian if
k(t) = k(−t)∗ for each t ∈ [−ω,ω]. See [15,17,18] for the first papers on this type of orthogonal
functions. The following result is covered by [10, Theorem 1.2].
Theorem 4.1. Let ϕ ∈ Lr×r1 [0, ω]. If Φ defined by (4.1) is a Kreıˇn orthogonal function, then
there exist u ∈ Lr×r1 [0, ω] and v ∈ Lr×r1 [ω, 2ω] such that the entire matrix functions
U (λ) = Ir +
 ω
0
eiλt u(t) dt, V (λ) =
 2ω
ω
eiλtv(t) dt (4.3)
satisfy the equation
U (λ)Φ(λ)− Φ(λ¯)∗V (λ) = Ir , λ ∈ C. (4.4)
Conversely, if U and V in (4.3) satisfy (4.4), then detΦ(λ) ≠ 0 for each real λ and the function
k defined by
k = ℓ|[−ω,ω], where
 ∞
−∞
eiλsℓ(s) ds = U (λ¯)∗ + V (λ)Φ(λ)−1 (λ ∈ R), (4.5)
is a hermitian matrix function in Lr×r1 [−ω,ω] and Φ is a Kreıˇn orthogonal function generated
by k.
We shall derive the above theorem as a corollary of a non-symmetric version of Theorem 4.1,
where k ∈ Lr×r1 [−ω,ω] is not required to be hermitian. For the non-symmetric version we start
with two r × r matrix functions, ϕ1 ∈ Lr×r1 [0, ω] and ϕ2 ∈ Lr×r1 [−ω, 0], and we look for a
k ∈ Lr×r1 [−ω,ω] such that ϕ1 and ϕ2 satisfy the following integral equations
ϕ1(t)−
 ω
0
k(t − s)ϕ1(s) ds = k(t), 0 ≤ t ≤ ω, (4.6)
ϕ2(t)−
 0
−ω
ϕ2(t)k(t − s) ds = k(t), −ω ≤ t ≤ 0. (4.7)
To find such a k we associate with ϕ1 and ϕ2 the following entire matrix functions:
Φ1(λ) = Ir +
 ω
0
eiλsϕ1(s) ds, Φ2(λ) = Ir +
 0
−ω
eiλsϕ2(s) ds. (4.8)
The following result is our non-symmetric version of Theorem 4.1.
Theorem 4.2. Let Φ1 and Φ2 be defined by (4.8), where ϕ1 ∈ Lr×r1 [0, ω] and ϕ2 ∈ Lr×r1 [−ω, 0].
If there exists a matrix function k ∈ Lr×r1 [−ω,ω] such that (4.6) and (4.7) hold, then there exist
u1, u2 ∈ Lr×r1 [0, ω] and v1, v2 ∈ Lr×r1 [ω, 2ω] such that the entire matrix functions
U j (λ) = Ir +
 ω
0
eiλt u j (t) dt, V j (λ) =
 2ω
ω
eiλtv j (t) dt ( j = 1, 2) (4.9)
satisfy the equations
U2(λ)Φ1(λ)− Φ2(λ)V1(λ) = Ir , λ ∈ C, (4.10)
Φ2(λ)U1(λ¯)∗ − V2(λ¯)∗Φ1(λ) = Ir , λ ∈ C. (4.11)
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Conversely, if detΦ1(λ) and detΦ2(λ) have no zero on the real line, and there exist matrix
functions u1, u2 ∈ Lr×r1 [0, ω] and v1, v2 ∈ Lr×r1 [ω, 2ω] such that the entire matrix functions
in (4.9) satisfy (4.10) and (4.11), then there exists a matrix function k ∈ Lr×r1 [−ω,ω] such
that (4.6) and (4.7) hold. Furthermore, one such k ∈ Lr×r1 [−ω,ω] is obtained by k = ℓ|[−ω,ω],
where the function ℓ is given by ∞
−∞
eiλsℓ(s) ds = U1(λ¯)∗ + V1(λ)Φ1(λ)−1 (λ ∈ R)
= Φ2(λ)−1

U2(λ)+ V2(λ¯)∗

(λ ∈ R). (4.12)
We shall derive the above theorem by using the results of Section 2. For this purpose we need
the Wiener algebra W =Wr×r (R) of r × r matrix functions on the real line. Recall that
W =

H | H(λ) = M +
 ∞
−∞
eiλt h(t) dt, M ∈ Cr×r , h ∈ Lr×r1 (R)

.
Note thatW is a subalgebra of the unital C∗-algebra C(R¯)r×r which consists of all r × r matrix
functions H that are continuous on the extended real line R¯ = R ∪ {∞}. The unit of C(R¯)r×r
is the function E which is identically equal to the r × r identity matrix and the involution ∗ in
C(R¯)r×r is given by
H∗(λ) = H(λ)∗, λ ∈ R.
Observe that the unit E belongs to W , and W is ∗-closed.
The Wiener algebra W has a natural band structure. Indeed, put
W1 =

H | H(λ) =
 ∞
ω
eiλt h(t) dt, h ∈ Lr×r1 [ω,∞)

,
W02 =

H | H(λ) =
 ω
0
eiλt h(t) dt, h ∈ Lr×r1 [0, ω]

,
Wd =

H | H(λ) ≡ M, M ∈ Cr×r ,
W03 =

H | H(λ) =
 0
−ω
eiλt h(t) dt, h ∈ Lr×r1 [−ω, 0]

,
W4 =

H | H(λ) =
 −ω
−∞
eiλt h(t) dt, h ∈ Lr×r1 (−∞,−ω]

.
Then W decomposes as
W =W1+˙W02 +˙Wd+˙W03 +˙W4, (4.13)
and with respect to this decomposition W is an algebra with band structure. As usual we set
W2 =W02 +˙Wd , W3 =W03 +˙Wd , Wc =W02 +˙Wd+˙W03 .
By the Riemann–Lebesgue lemma, for H ∈W , we have
PWd H = lim
λ→∞ H(λ) = H(∞). (4.14)
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Furthermore,
U ∈W2 ⇐⇒ U (λ) = U (∞)+
 ω
0
eiλt h(t) dt, h ∈ Lr×r1 [0, ω], (4.15)
V ∈ PW1(WcW2)⇐⇒ V (λ) =
 2ω
ω
eiλt h(t) dt, h ∈ Lr×r1 [ω, 2ω]. (4.16)
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2. We apply the results proved in Section 2. For M we take the Wiener
algebra W = Wr×r (R), and we use the band structure defined by (4.13). Furthermore, we take
q = Φ1, p = Φ2, and a = E . Note that Φ1 ∈W2 and Φ2 ∈W3.
Part 1. Assume that there exists a matrix function k ∈ Lr×r1 [−ω,ω] such that (4.6) and (4.7)
hold. Put
F(λ) = Ir −
 ω
−ω
eiλt k(t) dt, λ ∈ C. (4.17)
Since k has its support in [−ω,ω], we have F ∈Wc. We claim that
PW2(FΦ1) ∈Wd , PW3(Φ2 F) ∈Wd , PWd (Φ2 FΦ1) = E . (4.18)
In what follows we use the convention that a function on a finite interval is considered as a
function on the full line by defining it to be zero outside the given interval. This allows us to
rewrite the identities (4.6) and (4.7) in the following form
ϕ1(t)−
 ∞
−∞
k(t − s)ϕ1(s) ds = k(t)+ w1(t), t ∈ R, (4.19)
ϕ2(t)−
 ∞
−∞
ϕ2(t)k(t − s) ds = k(t)+ w2(t), t ∈ R, (4.20)
where w1(t) = 0 for 0 ≤ t ≤ ω and w2(t) = 0 for −ω ≤ t ≤ 0. Taking Fourier transforms in
(4.19) and (4.20) we obtain
ϕˆ1(λ)− kˆ(λ)ϕˆ1(λ) = kˆ(λ)+ wˆ1(λ), λ ∈ R, (4.21)
ϕˆ2(λ)− ϕˆ2(λ)kˆ(λ) = kˆ(λ)+ wˆ2(λ), λ ∈ R. (4.22)
According to (4.6), (4.7) and (4.17) we have
Φ1 = E + ϕˆ1, Φ2 = E + ϕˆ2, F = E − kˆ.
Thus (4.21) and (4.22) yield
FΦ1 = E + wˆ1 and Φ2 F = E + wˆ2. (4.23)
Since the support of w1 is contained in the set (−∞, 0] ∪ [ω,∞) and the support of w2 in
(−∞,−ω] ∪ [0,∞), we see that
wˆ1 ∈W0− +W1 and wˆ2 ∈W0+ +W4.
Thus PW2wˆ1 and PW3wˆ2 are both equal to zero, and the identities in (4.23) show that
PW2(FΦ1) = E ∈Wd and PW3(Φ2 F) = E ∈Wd . The identities in (4.23) also imply that
Φ2 FΦ1 = Φ2 + Φ2wˆ1 = E + ϕˆ2 + wˆ1 + ϕˆ2wˆ1
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∈ E +W03 +W0− +W1 +W03 (W0− +W1)
∈ E +W0− +W0+.
Hence PWd (Φ∗FΦ) = E , and (4.18) is proved.
Since F ∈ Wc and (4.18) holds, Propositions 2.2 and 2.3 tell us that there exist u1, u2 ∈
Lr×r1 [0, ω] and v1, v2 ∈ Lr×r1 [ω, 2ω] such that the entire matrix functions U1,U2 and V1, V2
defined by (4.9) satisfy (4.10) and (4.11). This completes the proof of the direct part.
Part 2. In this part we assume that detΦ1(λ) and detΦ2(λ) have no zero on the real line.
Furthermore, U1,U2 and V1, V2 are entire matrix functions as in (4.9), and these functions satisfy
the identities in (4.10) and (4.11).
Since detΦ1(λ) and detΦ2(λ) have no zero on the real line the functions Φ1 and Φ2 are
invertible in the Wiener algebra. Put
F1(λ) =

U1(λ¯)
∗ + V1(λ)

Φ1(λ)−1, λ ∈ R, (4.24)
F2(λ) = Φ2(λ)−1

U2(λ)+ V2(λ¯)∗

, λ ∈ R. (4.25)
Then the argument used in the first paragraph of the proof of Proposition 2.4 shows that F1 = F2.
Furthermore, Proposition 2.4 implies that for F = F1 = F2 the identities in (4.18) hold.
Since Φ1(∞) = Ir and Φ2(∞) = Ir , the formulas for U j and V j , j = 1, 2, in (4.9) imply that
F(∞) = F1(∞) = F2(∞) = Ir . It follows that F(λ) = Ir − ℓˆ(λ) for some ℓ ∈ Lr×r1 (−∞,∞).
Put k = ℓ|[−ω,ω]. Then k ∈ Lr×r1 [−ω,ω]. We claim that with this k the identities (4.6) and (4.7)
hold.
Put Fc(λ) = Ir − kˆ(λ). Then Fc = PWc F , and we know (see Lemma 2.1) that (4.18) remains
true with Fc in place of F . But then, using Proposition 2.3, we see that there exist entire matrix
functions U˜1, U˜2 and V˜1, V˜2 as in (4.9) satisfying the identities (4.10) and (4.11) such that
Fc(λ) =

U˜1(λ¯)
∗ + V˜1(λ)

Φ1(λ)−1
= Φ2(λ)−1

U˜2(λ)+ V˜2(λ¯)∗

, λ ∈ R. (4.26)
It follows that
ϕˆ1 − kˆϕˆ1 − kˆ = (E − kˆ)(E + ϕˆ1)− E
= FcΦ1 − E = (U˜∗1 − E)+ V˜1 ∈W0−+˙W1,
ϕˆ2 − ϕˆ2kˆ − kˆ = (E + ϕˆ2)(E − kˆ)− E
= Φ2 Fc − E = (U˜2 − E)+ V˜ ∗2 ∈W0++˙W4.
Taking inverse Fourier transforms we see that
ϕ1(t)−
 ∞
−∞
k(t − s)ϕ1(s) ds = k(t)+ w1(t), t ∈ R, (4.27)
ϕ2(t)−
 ∞
−∞
ϕ2(s)k(t − s) ds = k(t)+ w2(t), t ∈ R, (4.28)
where w1(t) = 0 on 0 ≤ t ≤ ω and w2(t) = 0 on −ω ≤ t ≤ 0. Restricting (4.27) to the interval
[0, ω] yields (4.6), and restricting (4.28) to the interval [−ω, 0] yields (4.7). Hence Φ1 and Φ2
are generated by k. 
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Next we derive Theorem 4.1 as corollary of Theorem 4.2. For this purpose we need the
following continuous time analogue of Lemma 3.3. For the proof see Part 2 of the proof of
Theorem 1.2 in [10].
Lemma 4.3. Let Φ be defined by (4.1), where ϕ ∈ Lr×r1 [0, ω]. Assume there exist
u ∈ Lr×r1 [0, ω] and v ∈ Lr×r1 [ω, 2ω] such that the entire matrix functions U and V
in (4.3) satisfy (4.4), then detΦ(λ) ≠ 0 for each real λ.
Proof of Theorem 4.1. We apply Theorem 4.2 with ϕ1 = ϕ and ϕ2 = ϕ∗. In that case
Φ1(λ) = Φ(λ) and Φ2(λ) = Φ∗(λ) = Φ(λ¯)∗.
First assume thatΦ is a Kreıˇn orthogonal function generated by k = k∗ ∈ Lr×r1 [−ω,ω]. Since
ϕ1 = ϕ, ϕ2 = ϕ∗, and k is hermitian, (4.2) implies that both (4.6) and (4.7) are satisfied. But then
Theorem 4.2 tells us that there exist u1, u2 ∈ Lr×r1 [0, ω] and v1, v2 ∈ Lr×r1 [ω, 2ω] such that the
entire matrix functions given by (4.9) satisfy the Eqs. (4.10) and (4.11). Now put u = u2, v = v1,
and define U and V by (4.3). Then (4.4) is just (4.10), and hence U and V satisfy (4.4).
Conversely, assume that there exist u ∈ Lr×r1 [0, ω] and v ∈ Lr×r1 [ω, 2ω] such that the entire
matrix functions defined by (4.3) satisfy (4.4). Then Lemma 4.3 tells us that detΦ(λ) ≠ 0 for
each real λ. Furthermore, with u1 = u2 = u and v1 = v2 = v, we see that (4.10) and (4.11) are
satisfied. In fact, (4.10) is just the same as (4.4), and (4.11) is the adjoint of (4.4). But then we
can apply the converse part of Theorem 4.2 to show that there exists a k ∈ Lr×r1 [−ω,ω] such
that (4.6) and (4.7) hold. Furthermore, such a k is obtained by k = ℓ|[−ω,ω], where the function
ℓ is given by (4.12). In the present case (4.12) means that ∞
−∞
eiλsℓ(s) ds = U (λ¯)∗ + V (λ)Φ(λ)−1
= Φ(λ¯)−∗U (λ)+ V (λ¯)∗ (λ ∈ R).
Thus (4.5) holds and ℓ is hermitian. Since k = ℓ|[−ω,ω], it follows that k is also hermitian. Thus
Φ is a Kreıˇn orthogonal matrix function generated by k. 
From Section 3 in [10] we know the following result which is based on the main theorem
in [8].
Proposition 4.4. In order that there exist U and V as in (4.3) satisfying (4.4) it is necessary
and sufficient that for any symmetric pair of zeros λ0, λ¯0 of detΦ(λ) the following condition is
satisfied:
(C) If ϕ0, ϕ1, . . . , ϕp−1 and ψ0, ψ1, . . . , ψq−1 are arbitrary right Jordan chains for Φ at λ0 and
λ¯0, respectively, then
k
j=0
ψ∗j ϕk− j = 0, k = 0, 1, . . .min{p, q} − 1. (4.29)
Note that the condition on the symmetric pairs of zeros λ0, λ¯0 of detΦ(λ) in the above
proposition implies that detΦ(λ) has no real zero.
By combining the above proposition with Theorem 4.2 we obtain the following corollary,
which is [10, Theorem 1.1].
Corollary 4.5. Let ϕ ∈ Lr×r1 [0, ω]. Then the function Φ defined by (4.1) is a Kreıˇn orthogonal
function if and only if for any symmetric pair of zeros λ0, λ¯0 of detΦ(λ) condition (C) above is
satisfied.
916 M.A. Kaashoek, L. Lerer / Indagationes Mathematicae 23 (2012) 900–920
For the proof of the sufficiency part in the above proposition we refer to [10]. The scalar
version (i.e., when r = 1) of Proposition 4.4 can be derived as a corollary of Theorem 2 in [9].
Finally, we note that with appropriate modifications comments analogous to Comments 3.6
and 3.7 are valid in the context of the present section. For the analog of Comment 3.7 in the
present setting the role of Theorem 4.1 in [13] has to be taken over by Theorem 1.1 in [8]. We
omit further details.
5. A non-stationary example
In this section we present a non-stationary variant of Theorem 3.1, inspired by [2]. Throughout
this section r is a positive integer. By N we denote the set of all doubly infinite block matrices
T = [τ j,k]∞j,k=−∞ with matrix entries τ j,k of size r × r and such that
∞
j=−∞
sup
ν∈Z
∥τ j, j−ν∥ <∞. (5.1)
With the usual addition and multiplication of block matrices the setN is an algebra. Furthermore,
the map
T = [τ j,k]∞j,k=−∞ → T ∗ = [τ ∗k, j ]∞j,k=−∞
defines an involution on N . If T = T ∗, then T is called selfadjoint.
Each T = [τ j,k]∞j,k=−∞ ∈ N induces a bounded linear operator on ℓ2(Cr ), also denoted by
T , via de formula
T

...
x−1
x0
x1
...
 =

...
y−1
y0
y1
...
 , y j =
∞
k=−∞
τ j,k xk .
This allows us to view N as a ∗-subalgebra of the C∗-algebra of all bounded linear operators
on ℓ2(Cr ). Note that the identity operator E on ℓ2(Cr ) and the forward shift S on ℓ2(Cr ) are
determined by block matrices, E = [δ j,k Ir ]∞j,k=−∞ and S = [δ j−1,k Ir ]∞j,k=−∞, where δ is the
Kronecker delta. Hence both E and S belong to N , and E is the unit of the algebra N .
We say that T = [τ j,k]∞j,k=−∞ is lower triangular (upper triangular) if τ j,k = 0 for
j − k < 0 ( j − k > 0). If τ j,k = 0 for | j − k| > n, where n is a non-negative integer,
then T = [τ j,k]∞j,k=−∞ is called n-banded.
Now let T = [τ j,k]∞j,k=−∞ ∈ N be selfadjoint, and let Φ = [ϕ j,k]∞j,k=−∞ ∈ N be an
n-banded lower triangular matrix. We say that Φ is an n-th non-stationary orthogonal matrix
polynomial generated by T = [τ j,k]∞j,k=−∞ if
τk,k τk,k+1 · · · τk,k+n
τk+1,k τk+1,k+1 · · · τk+1,k+n
...
... · · · ...
τk+n,k τk+n,k+1 · · · τk+n,k+n


ϕk,k
ϕk+1,k
...
ϕk+n,k
 =

Ir
0
...
0
 , k ∈ Z. (5.2)
If the entries of T andΦ depend only on the difference j−k of the indices j, k, then the Eqs. (5.2)
reduce to one equation, namely (3.1).
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Theorem 5.1. Let Φ = [ϕ j,k]∞j,k=−∞ be n-banded and lower triangular. If Φ is an n-th non-
stationary orthogonal matrix, then Φk,k is hermitian for each k ∈ Z, and there exist lower
triangular matrices U and W in N satisfying the equation
U∗Φ − Φ∗Sn+1W = [δ j,kϕk,k]∞j,k=−∞. (5.3)
Conversely, if Φ is invertible in N and there exist lower triangular matrices U and W in N
satisfying the Eq. (5.3), then Φ is an n-th non-stationary orthogonal matrix polynomial and a
selfadjoint T = [τ j,k]∞j,k=−∞ in N generating Φ is given by
T = (U∗ + Sn+1W )Φ−1. (5.4)
Proof. We shall sketch, without going into details, how to obtain the above result as a corollary
of Theorem 1.1. The first step is to introduce a band structure onN . Fix a positive integer n. Put
N1 = {T = [τ j,k]∞j,k=−∞ ∈ N | τ j,k = 0 for j − k ≤ n},
N 02 = {T = [τ j,k]∞j,k=−∞ ∈ N | τ j,k = 0 for j − k ≤ 0 or j − k ≥ n + 1},
Nd = {T = [τ j,k]∞j,k=−∞ ∈ N | τ j,k = 0 for j ≠ k},
N 03 = {T = [τ j,k]∞j,k=−∞ ∈ N | τ j,k = 0 for j − k ≥ 0 or j − k ≤ −n − 1},
N4 = {T = [τ j,k]∞j,k=−∞ ∈ N | τ j,k = 0 for j − k ≥ −n}.
Then
N = N1+˙N 02 +˙Nd+˙N 03 +˙N4,
and this direct sum decomposition is a band structure on N . Note that Nc = N 02 +˙Nd+˙N 03
is precisely the space of n-banded matrices in N . Furthermore, N+ := N1+˙N 02 +˙Nd and
N− := Nd+˙N 03 +˙N4 are respectively equal to the sets of all lower triangular and upper triangular
matrices inN . Next, note that the setN2 := N 02 +˙Nd is equal to the space of all n-banded lower
triangular matrices in N , and N1 = Sn+1N+. The following lemma puts (5.2) into the band
context; the proof is straightforward.
Lemma 5.2. Let T = [τ j,k]∞j,k=−∞ ∈ N , and let Φ = [ϕ j,k]∞j,k=−∞ ∈ N be an n-banded lower
triangular matrix. Then the equations in (5.2) are satisfied if and only if PN2(TΦ) = E. If, in
addition, T is selfadjoint, then (5.2) implies that
[δ j,kϕ∗k,k]∞j,k=−∞ = PNd

Φ∗(TΦ)
 = PNd (Φ∗T )Φ = [δ j,kϕk,k]∞j,k=−∞.
Hence the matrix ϕk,k is hermitian for each k.
Given the above lemma, Theorem 5.1 follows by applying the first part of Theorem 1.1. We
omit further details. 
Next we further specify Theorem 5.1 for the case when T = [τ j,k]∞j,k=−∞ has the property
that the number of pairs { j, k} such that τ j,k ≠ 0 and j ≠ k is finite. The set of all such T will
denoted by F . Clearly, F ⊂ N . Furthermore, T = [τ j,k]∞j,k=−∞ ∈ N belongs to F if and only
if T is banded and each diagonal of T , except for the main diagonal, has only a finite number of
non-zero entries. The set F is a subalgebra of N ,F∗ = F , the identity E belongs to F , and F
is inverse closed, that is, if T ∈ F is invertible as an operator on ℓ2(Cr ), then T−1 also belongs
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to F . The following proposition describes non-stationary orthogonal matrices generated by an
operator T ∈ F .
Proposition 5.3. Assume that Φ = [ϕ j,k]∞j,k=−∞ is n-banded and lower triangular. If Φ is an
n-th non-stationary orthogonal matrix polynomial generated by an operator T ∈ F , then Φ ∈ F
and for each k ∈ Z the diagonal entry ϕk,k is hermitian. Conversely, if Φ ∈ F and for each k ∈ Z
the diagonal entry ϕk,k is hermitian and non-singular, then Φ is invertible in F , the inverse Φ−1
is block lower triangular, and Φ is a non-stationary orthogonal matrix polynomial generated by
T = Φ−∗1Φ−1. Here ∆ is the block diagonal matrix given by
∆ = [δ j,kϕk,k]∞j,k=−∞, where δ j,k is the Kronecker delta. (5.5)
Proof. We split the proof into two parts. In the first part we show that an n-th non-stationary
orthogonal matrix polynomial generated by an operator T ∈ F belongs to F . The second part
deals with the converse statement.
Part 1. Let T = [τ j,k]∞j,k=−∞ ∈ F , and assume that Φ is an n-th non-stationary orthogonal
matrix polynomial generated by T . Thus the identities in (5.2) are satisfied. Since T ∈ F , there
exists a positive integer N such that τ j,k = 0 whenever j ≠ k and |k| > N .
Now fix k > N . Then k + i > N for i = 0, 1, . . . , n. It follows that for all j ∈ Z the matrices
τ j,k, τ j,k+1, . . . , τ j,k+n are zero with the matrices τk,k, τk+1,k+1, . . . , τk+n,k+n excluded. This
implies that the square matrix in the left hand side of (5.2) is a diagonal matrix and the identities
in (5.2) reduce to
τk,kΦk,k = Ir , τk+i,k+iΦk+i,k = 0 (i = 1, . . . , n). (5.6)
The first identity in (5.6) shows that τk,k is non-singular. Recall that k is any integer strictly larger
than N . Thus the preceding result also applies to the matrices τk+i,k+i , i = 1, . . . , n, that is, all
these matrices are non-singular too. But then the right hand side of (5.6) implies that Φk+i,k = 0
for i = 1, . . . , n. Since Φ is n-banded and lower triangular, we conclude that
Φ j,k = 0 for k > N and all j ∈ Z, j ≠ k. (5.7)
Next, take k < −N − n. Then k+ i < −N for i = 0, 1, . . . , n. This implies that for all j ∈ Z
the matrices τ j,k, τ j,k+1, . . . , τ j,k+n are zero with the matrices τk,k, τk+1,k+1, . . . , τk+n,k+n
excluded. As in the previous paragraph the identities in (5.2) reduce to those in (5.6), and we
conclude that τk,k is non-singular for each k < −N − n.
We proceed with k < −N − 2n, then k, k + 1, . . . , k + n are all strictly less than −N − n,
and the result of previous paragraph implies that the matrices τk+i,k+i , i = 1, . . . , n, are again
all non-singular. On the other hand, since k < N −n, the previous paragraph also tells us that the
identities in the right hand side of (5.6) are satisfied. It follows that Φk+i,k = 0 for i = 1, . . . , n.
Since Φ is n-banded and lower triangular, we conclude that
Φ j,k = 0 for k < −N − 2n and for all j ∈ Z, j ≠ k. (5.8)
Using that Φ is n-banded, and statements (5.7) and (5.8), we see that Φ ∈ F . From Theorem 5.1
we know that the diagonal entries ϕk,k, k ∈ Z, are hermitian.
Part 2. Let Φ ∈ F , and assume that for each k ∈ Z the diagonal entry ϕk,k is hermitian and
non-singular. Since Φ ∈ F , there exists a positive integer N such that ϕ j,k = 0 for | j | > N
and/or |k| > N with j = k excluded. Using this positive integer N we write ℓ2(Cr ) as a Hilbert
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spaces direct sum, ℓ2(Cr ) = H− ⊕H0 ⊕H+, where
H− = {x = col [x j ] j∈Z ∈ ℓ2(Cr ) | x j = 0 for j ≥ −N },
H0 = {x = col [x j ] j∈Z ∈ ℓ2(Cr ) | x j = 0 for j < −N or j > N },
H+ = {x = col [x j ] j∈Z ∈ ℓ2(Cr ) | x j = 0 for j ≤ N }.
Note that H0 is finite dimensional. Since ϕ j,k = 0 for | j | > N and/or |k| > N with j = k
excluded, we can write Φ as a 3 × 3 diagonal operator matrix Φ = diag {Φ−,Φ0,Φ+} relative
to the above Hilbert space direct sum. Moreover, using the standard basis of ℓ2(Cr ) one sees
that Φ− and Φ+ are represented by block diagonal matrices with matrices ϕk,k as diagonal
entries. Thus our hypotheses imply that both Φ− and Φ+ are invertible and their inverses are
again block diagonal. Recall that Φ is block lower triangular. It follows that with respect to
the standard basis of ℓ2(Cr ) the operator Φ0 is block lower triangular with invertible matrices
ϕk,k as diagonal entries, where −N ≤ k ≤ N . Using the finite dimensionality of H0 and the
invertibility of the diagonal entries ϕk,k , we conclude that Φ0 is invertible and that Φ−10 is
again block lower triangular. Since Φ = diag {Φ−,Φ0,Φ+}, we see that Φ is invertible, and
Φ−1 = diag {Φ−1− ,Φ−10 ,Φ−1+ }. This implies that Φ−1 is in F and that Φ−1 is block lower
triangular. In particular, Φ is invertible in F .
Next, let T = Φ−∗1Φ−1, where ∆ is the block diagonal matrix defined by (5.5). Since
the entries ϕk,k are hermitian, ∆ is selfadjoint, and hence the same holds true for T . Note that
TΦ = Φ−∗∆. Since Φ−∗ is block upper triangular and the diagonal entries of Φ−∗ are equal
to ϕ−∗k,k = ϕ−1k,k for k ∈ Z, we see that Φ−∗∆ is block upper triangular and its diagonal entries
are all equal to Ir . Thus PN2(TΦ) = PN2(Φ−∗∆) = E . This shows that Φ is a non-stationary
orthogonal matrix polynomial generated by T . 
We conclude this section with the non-symmetric version of Proposition 5.3. For this purpose
we need the following equations:

ψk,k ψk,k+1 · · · ψk,k+n


τk,k τk,k+1 · · · τk,k+n
τk+1,k τk+1,k+1 · · · τk+1,k+n
...
... · · · ...
τk+n,k τk+n,k+1 · · · τk+n,k+n

= Ir 0 · · · 0 , k ∈ Z. (5.9)
The following result is the desired non-symmetric version of Proposition 5.3.
Proposition 5.4. Let Φ = [ϕ j,k]∞j,k=−∞ and Ψ = [ψ j,k]∞j,k=−∞ be n-banded r × r block
matrices, with Φ lower triangular and Ψ upper triangular. Assume that there exists T =
[τ j,k]∞j,k=−∞ ∈ F such that the identities in (5.2) and (5.9) are satisfied. ThenΦ and Ψ belong to
F and ϕk,k = ψk,k . Conversely, if Φ and Ψ belong toF and for each k ∈ Z we have ϕk,k = ψk,k
is non-singular, then Φ and Ψ are invertible in F , the inverses Φ−1 and Ψ−1 are (block) lower
triangular and (block) upper triangular, respectively, and there exists T = [τ j,k]∞j,k=−∞ ∈ F
such that the identities in (5.2) and (5.9) are satisfied. Furthermore, one such T is given by
T = Ψ−11Φ−1. Here ∆ is the block diagonal matrix given by
∆ = [δ j,kϕ j,k]∞j,k=−∞, where δ j,k is the Kronecker delta. (5.10)
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In the proof of Proposition 5.3 the fact that T is selfadjoint plays a minor role, and with some
appropriate modifications the proof of Proposition 5.3 also yields the above result. We omit the
details.
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