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CHAPTER 1. INTRODUCTION 
Historical Background 
Low-thrust propulsion systems have been identified as an efficient means for 
performing space missions. Spacecraft propelled by low-thrust engines are capable of 
delivering a greater payload fraction compared to spacecraft using conventional chem­
ical propulsion systems. The National Aeronautical Space .Administration (NASA) 
is currently investigating several applications of low-thrust propulsion including a 
manned Mars mission [1], scientific missions to Jupiter, Uranus, Neptune and Pluto 
[2], and lunar missions leading to a permanent lunar colony. Recently, Aston [3] 
demonstrated the merits and feasibility of using low-thrust propulsion to ferry cargo 
between low-Earth orbit and low-lunar orbit. The study of optimal trajectories for 
low-thrust spacecraft is an integral part of these research efforts. 
Much of the earlier work in low-thrust trajectories concerned orbital transfers 
in an inverse-square gravity field. Edelbaum [4-5] investigated optimal orbit-raising, 
rendezvous, and station keeping manueavers using low-thrust propulsion. Early stud­
ies of low-thrust interplanetary trajectories were investigated by Melbourne and Sauer 
[6] and Break well aiid Rauch [7]. Melbourne and Sauer studied optimal Earth-Mars 
low-thrust trjectories where only the gravitational field of the sun is considered. The 
Breakwell and Rauch effort involved patching together trajectories where the space­
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craft is in a central gravity field with respect to a planet or the sun. 
By comparison, the volume of published work on low-thrust trajectories for an 
Earth-Moon mission is somewhat limited. Early preliminary studies were performed 
by London [8] and Stuhlinger [9]. In each study, the low-thrust trajectory is divided 
and treated separately with respect to the Earth or Moon using central gravity motion 
and patched together at the Sphere of Influence. More recent work on optimal low-
thrust Earth-Moon trajectories has been performed by Golan and Breakwell [10] 
and Enright [11]. Both studies utihzed trajectories influenced by the simultaneous 
gravity fields of the Earth and Moon. Golan and Breakwell investigated minimum-fuel 
transfers for power-limited spacecraft which resulted in continuous-thrust, variable 
thrust magnitude trajectories. Enright demonstrated a collocation method by solving 
a single minimum-fuel, low-thrust, Earth-Moon transfer. 
Thesis Topics 
This research effort is concentrated toward computing various optimal low-thrust 
trajectories between a circular, low-Earth parking orbit and a circular, low-lunar 
parking orbit. For the majority of the scenarios, the optimal trajectory will be the 
trajectory which requites the minimum fuel to complete the transfer. Only the one­
way transfer between parking orbits is considered; therefore, transfer from the Moon 
parking orbit to the lunar surface will not be addressed, and the return trip from 
the Moon orbit to the Earth orbit will not be investigated. Chapters 2 through 
4 address the minimum-fuel, planar Earth-Moon transfer problem for a range of 
thrust-to-weight ratios and a variety of solution methods. Chapter 4 incorporates a 
switching function structure to the minimum-fuel problem, resulting in trajectories 
3 
with multiple thrust and coast arcs. Chapter 5 deals with a combined vehicle and tra­
jectory optimization problem where the optimal trajectory is defined by maximizing 
the payload mass. Chapter 6 discusses minimum-fuel, three-dimensional transfers 
from a low-Earth circular orbit to a polar circular lunar orbit. The final chapter 
summarizes this research effort. 
System Models 
The computation of optimal trajectories requires the numerical integration of 
the governing equations of motion. The solution of optimal trajectories utilizes both 
two-body or central gravity field dynamics and the classical restricted three-body 
problem dynamics. Two-body dynamics are used to approximate the motion of the 
spacecraft near the primaries and, as will be later demonstrated, allows an efficient 
means to estimate complete optimal Earth-to-Moon trajectories. The ultimate op­
timal trajectory is totally governed by the restricted three-body problem dynamics. 
The classical restricted three-body problem [12] is defined by two bodies, in this case 
the Earth and Moon, revolving with a constant angular rate in circular orbits about 
their common center of mass. The two bodies are assumed to be point masses whose 
motion is contained in a plane. The third body, in this case the spacecraft, is consid­
ered to be of neglible mass in comparison to the primary bodies and therefore does 
not influence their motion. The restricted three-body problem describes the motion 
of the third body. The restricted three-body problem provides an accurate model of 
the Earth-Moon system since the Moon's orbit about the common center of mass is 
nearly circular with an eccentricity of 0.05. 
The two-dimensional equations of motion are formulated in a body-centered, 
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rotating polar coordinate frame by transforming the restricted three-body problem 
dynamics as presented by Egorov [13] in a body-centered, inertial Cartesian frame. 
The details of this transformation are presented in the author's M.S. thesis [14], The 
use of polar coordinates allows more efficient numerical integration of the equations 
of motion since the radial distance and velocity components change slowly with time 
for a low-thrust spacecraft. 
The various low-thrust propulsion systems used in this study are modeled by 
thrust-limited systems which implies operation at a fixed thrust magnitude and pro-
pellant mass flow rate. The propulsion system is assumed to operate without any 
thrust build-up or tail-off transients between engine on/off switch times. 
A range of initial thrust-to-weight { T j W )  ratios is studied. The first T j W  ratio 
used is 3(10"^) which corresponds to the "high-end" of the low-thrust spectrum. The 
propulsion system and spacecraft parameters for this TjW ratio are a combination 
of the vehicle parameters used by London [8] and Stuhlinger [9]. This "high" low-
thrust level is chosen to keep the total trip time relatively low and therefore to reduce 
computational costs. The second T/W ratio used is 1.3(10"'^) which corresponds to 
the "moderate" low-thrust spectrum. The spacecraft parameters for this system are 
based on a nuclear electric propulsion (NEP) vehicle as described by Hack et al. [15] 
and Dudzinski et al. [16]. In addition, during the combined vehicle and trajectory 
optimization analysis in Chapter 5, a range of TjW ratios is investigated with the 
lowest T/W equal to 4.4(10"®). 
CHAPTER 2. OPTIMAL 2-D EARTH-MOON TRANSFER 
The minimum-fuel, planar transfer between a low-Earth circular orbit (LEO) 
and low-lunar circular orbit (LLC) is studied in this chapter. The optimal trajectory 
is computed for the "high-end" low-thrust propulsion system with initial TfW equal 
to 3(10"^). The optimal trajectory is found by solving a hierarchy of sub-problems 
which results in solving the optimal control problem by a "hybrid" direct/indirect 
method. Finally, the corresponding two-point boundary value problem (2PBVP) is 
solved as a verification of the "hybrid" direct/indirect method results. 
Hierarchy of Sub-problems 
A low-thrust transfer from LEO to LLO is a long duration trajectory with slowly 
developing spirals about each primary body. The governing restricted three-body 
problem dynamics are extremely sensitive to initial guesses for spacecraft control. 
Therefore, the optimal Earth-Moon transfer is solved by formulating and successively 
solving a hierarchy of sub-problems. Each sub-problem is more detailed and difficult 
than the predecessor, and its solution supplies valuable information for solving the 
next sub-problem. The hierarchy of sub-problems is categorized into three basic 
phases: 
i) The first set of problems solves optimal low-thrust Earth-escape and Moon-
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capture trajectories. The objective is to maximize the energy at the ejid (or start) of 
a fixed-time, continuous-thrust spiral. The results will provide boundary conditions 
for the next sub-problem. 
ii) The next sub-problem solves for an all-coasting, sub-optimal, minimum-
fuel trajectory between boundary conditions provided by the maximum-energy es­
cape/capture spirals. This solution method is computationally very inexpensive with 
few design variables. 
iii) Finally, the full optimal minimum-fuel trajectory is solved starting from 
initial guesses for the control based on the solutions to sub-problems (i) and (ii). This 
problem involves a full simulation of the trajectory from low-Earth circular orbit to 
low-lunar circular orbit and utilizes a "hybrid" direct/indirect solution method. 
Maximum-Energy Escape/Capture Trajectories 
Optimal Earth-escape and Moon-capture trajectories are solved in order to 
remove these long duration spiral trajectories from the all-coasting, sub-optimal 
minimum-fuel transfer problem. The optimal trajectories are defined by the fixed 
end-time, continuous-thrust trajectory which maximizes the sum of the spacecraft's 
kinetic and potential energy at the end of an outwardly spiralling Earth-escape tra­
jectory or at the start of an inwardly spiralling Moon-capture trajectory. The solution 
of these optimal escape and capture spirals for a range of fixed end-times will provide 
velocity vector boundary conditions for both ends of an all-coasting, sub-optimal 
trajectory. Whether, or not the maximum-energy trajectory actually corresponds to 
a segment of the minimum-fuel Earth-Moon transfer is not important at this point; 
this initial sub-problem is viewed as a readily solvable problem which systematically 
leads to the ultimate minimum-fuel optimal Earth-Moon transfer. 
The complete problem statement for the optimal Earth-escape trajectory is pre­
sented below; 
Find the thrust direction time history u ( t ) ,  t o  <  t  <  t f ,  which minimizes 
J  — — 
T 
-  ( I > [ x { t f ) \  
t -=t f  
subject to 
r  =  V .  
^'9 M , Vr = — — — + ajsinti 
VrVe , 
v e  = + a x  cos u  
r  
where 
a r ( i )  =  
mo — rht 
with the boundary conditions a t  t  =  t o  
r(^o) = ro 
Vr(io) — 0 
^s(to) = \/~ 
V ^0 
^(to) = 0 
( 2 . 1 )  
(2.2) 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9). 
(2 .10)  
and 
t/ = given (2.11) 
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Equations (2.2)-(2.5) are the governing equations of motion for a thrusting space­
craft in a central inverse-square gravity field and are presented as four first-order 
differential equations in a polar coordinate frame. The states of the system are radial 
position r, radial velocity Vr, circumferential velocity vg, and polar angle The grav­
itational parameter for the Earth is represented by /i. The thrust direction angle, u, 
is measured from the local horizon and is considered positive above the horizon in the 
direction of the spacecraft's motion. The thrust acceleration of the spacecraft, ar, is 
computed by dividing the constant thrust magnitude, T, by the current spacecraft 
mass as shown by equation (2.6), where mo and m are the initial mass of the space­
craft in LEO and the constant propellant mass flow rate, respectively. The initial 
low-Earth orbit is defined by a 315 km altitude circular orbit. 
The objective is to maximize the total energy at the end of a fixed end-time, 
continuous-thrust spiral in a central gravity field starting from a low-Earth circular 
orbit. Since this is posed as a minimization problem, the performance index is the 
negative final energy. The Hamiltonian for this system is 
H  =  X ^ f  (2.12) 
where A is the costate vector 
(2.13) 
and / is the state equation of motion vector 
X =  f  =  [r  ,  Vr  ,  Ve ,  è  ] '^  (2.14) 
9 
The necessary conditions [17] for the first variation of J  to be zero include the 
costate differential equations 
A = — dH 
dx 
The resulting costate system is 
2/i \  ^rVe ,  .  Ve 
A . , +  A . . -
< _ o\ \ 
- 7 
i -
(2.15) 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
The boundary conditions a, t  t  =  t f  for the costate system are found by applying the 
transversality conditions: 
d<f)  
dr  
M 
t=t ,  t—tf  
(2.20) 
i=t f  
(2.21) 
>
 1 II 
M 
(2.22) 
Mil)  = =0 (2.23) 
t—tf  
The final transversality condition and costate differential equation show that the 
angular position costate Ag is zero for all time. 
The optimality condition is 
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=  0  =  A u ^ a r c o s î i  —  A „ a j - s i n u  
ou 
(2.24) 
or 
u * { t )  = tan ^ (2.25) 
Therefore, the optimal steering time history u*{t)  is defined by the velocity costates 
and X^g and is tangent to the flight path angle at the final time due to the 
transversality conditions equations (2.21) and (2.22). 
Once the optimality condition (2.25) is substituted for the control, the resulting 
two-point boundary value problem (2PBVP) is defined by state equations (2.2)-(2.5) 
and costate equations (2.16)-(2.19) with initial state conditions given by equations 
(2.7)-(2.10) and terminal costate conditions given by equations (2.20)-(2.23). The 
problem, therefore, is to find the three unknown initial costate values a.t t = to which 
result in satisfaction of the transversality conditions at the desired fixed end-time. 
This 2PBVP is solved using sequential quadratic programming (SQP) which is 
a constrained parameter optimization method. SQP is a constrained Quasi-Newton 
method which exhibits superlinear convergence [18] and solves the nonlinear pro­
gramming problem by solving a sequence of related quadratic programming problems 
[19]. A quadratic programming problem is a parameter optimization problem with a 
quadratic performance index subject to linear constraints. Quadratic programming 
problems are well behaved, and several methods are available for their numerical 
solution. The solution of the quadratic programming problem is equivalent to the 
solution of the linearized necessary conditions for the nonlinear problem. Therefore, 
the approximate nonlinear programming problem is solved by solving a sequence of 
quadratic programming problems. The SQP algorithm used for this research effort is 
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from the International Mathematics and Statistics Library (IMSL) [20] and is based 
on Schittkowski's nonlinear programming code NLPQL. 
In this case, SQP is used to solve the 2PBVP via a terminal error function 
approach. SQP requires a numerical simulation with explicit computation of the 
performance index and constraints which result from the current design variables or 
optimization parameters. To solve the maximum-energy 2PBVP, the three unknown 
costates and are selected as the design variables. The transversality 
conditions, equations (2.20)-(2.22), are enforced through the performance index and 
equality constraints. The performance index of the SQP problem, F, is defined by 
the first transversality condition as a terminal error function: 
F = A , +  4 ' '  (2 .26)  
t=t f  
The other two transversality conditions, equations (2.21) and (2.22), are enforced 
through the explicit equality constraints in the SQP problem. Since SQP is a direct 
optimization method, the algorithm iterates on the design variables, in this case the 
initial costates, in an attempt to minimize the performance index while satisfying 
the constraints. For this problem, a performance index of zero with satisfied equality 
constraints is the solution of the 2PBVP. 
Several maximum-energy Earth-escape trajectories are solved for a range of fixed 
end-times. The shortest end-time was chosen so that the optimal trajectory results 
in a final radial distance of about six Earth radii. The M.S. thesis [14] indicates 
that the continuous-thrust, Earth-escape spiral must thrust well past six Earth radii 
before going into a long translunar coast. The longest end-time was chosen so that 
the resulting optimal spiral trajectory would just achieve local escape conditions from 
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the Earth's gravitational field. The initial TIW ratio is sufficiently high enough to 
reach local escape velocity at a distance of 15.6 Earth radii after about two days of 
continuous thrusting. The state and costate differential equations are numerically in­
tegrated by using a variable-step, variable-order Adams-Moulton scheme from the In­
ternational Mathematics and Statistics Library (IMSL) [20]. The initial guess for the 
three unknown costates for the shortest end-time was arbitrarily set at Xrito) = —1, 
^vri^o) = 0, and Au,(io) = —1 which results in tangent steering along the velocity 
vector at the start of the escape spiral. SQP converges to a solution after 23 itera­
tions and satisfies the equality constraints to eight decimal places. The subsequent 
2PBVP's for longer end-times are solved by using the previous solution as an initial 
guess. 
The optimal Earth-escape spiral trajectory for the longest fixed end-time is pre­
sented in Figure 2.1. This maximum-energy trajectory achieves local escape condi­
tions after nearly twelve revolutions about the Earth. The optimal thrust direction 
angle u*{t) and flight path angle time histories are presented in Figure 2.2. The revo­
lutions about the Earth are evident from the oscillations in both the thrust direction 
and the flight path angles. The optimal thrust direction angle is equal to the flight 
path angle at the final time as required by the transversality conditions. 
Six maximum-energy trajectories have been produced for a range of fixed end-
times. The final velocity components and spiral times for the six trials are plotted 
against the final trajectory radii as shown in Figures 2.3 and 2.4. These curves are 
used to supply the sub-optimal translunar phase with tractable initial conditions. 
The resulting curves are smooth, and accurate velocity components and spiral times 
can be computed by fitting a variable-degree polynomial through the six data points 
13 
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"""l5.0 -10.0 -5.0 0.0 5,0 10.0 
X, Earth radii 
Figure 2.1: Maximum-Energy Earth-Escape Spiral for t j  =2.37 days 
w i t h  f i n a l  r a d i a l  d i s t a n c e  a s  t h e  i n d e p e n d e n t  v a r i a b l e .  
A range of fixed end-time maximum terminal energy Moon-capture trajectories 
are solved in the same fashion as the Earth-escape trajectories previously described. 
The problem is to find the thrust direction time history for a continuous-thrust tra­
jectory which maximizes energy at the start of a fixed time Moon-capture spiral 
trajectory. The objective is to provide terminal velocity vector boundary conditions 
in the vicinity of the Moon for the sub-optimal translunar phase. The optimal Moon-
capture trajectory is computed by integrating backwards in time starting from the 
circular 100 km altitude Moon parking orbit and terminating at the maximum-energy 
state in the prescribed flight time. Two-body dynamics are utilized with the Moon 
as the central attracting body. 
Since the capture trajectory is integrated backwards in time, the mass of the 
15.0 
14 
50.0 
Steering angle 
flight path angle 
-10.0 
1.0 2.0 
Time, days 
Figure 2.2: Optimal Thrust Direction and Fhght Path Angles - Earth-Escape Phase 
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0.0 
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R1, Earth radii 
Figure 2.3: Final Velocity Components vs. Final Earth Radial Distance 
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Figure 2.4: Final Escape Spiral Time vs. Final Earth Radial Distance 
spacecraft increases as it spirals away from the Moon. Therefore, the mass of the 
spacecraft in the low-lunar parking orbit must be estimated as an initial condition 
for the backwards "capture" trajectory. A set of maximum-energy trajectories are 
solved for a range of initial spacecraft masses in the lunar parking orbit. 
The main objective of the maximum-energy Moon-capture trajectories is to pro­
vide a two-dimensional array of velocity vector and capture time data to be curve-
fitted and used as the terminal boundary conditions near the Moon for the sub-
optimal translunar phase. The two independent variables for the data array are the 
final radius from the Moon and spacecraft mass in the low-lunar parking orbit. In 
order to achieve the desired final radius, the proper corresponding flight time must 
be used in the fixed end-time maximum-energy problem. This is accomplished by 
solving a sequence of maximum-energy problems and adjusting the end-time. The 
end-time adjustment is computed by using the difference between the resulting radius 
16 
and desired radius and the radial velocity at the final time. The end-time is adjusted 
and the next maximum-energy trajectory is solved using the thrust direction control 
parameters from the previous solution as the initial guess. This procedure continues 
until the end-time adjustment becomes less than 0.02 s. 
Twenty maximum-energy Moon-capture trajectories are solved using SQP and 
the terminal error function approach for five final radius values and four initial space­
craft masses. The span of final radial distances and spacecraft masses in LLO is the 
same as the curve-fit array used in the M.S. thesis [14]. The longest capture tra­
jectory spiralled for over 15.6 hours and terminated at 15 Moon radii which is less 
than half the distance to the Moon's Sphere of Influence. This is within the accuracy 
of the two-body equations of motion since the Sphere of Influence is traditionally 
considered to be the boundary for two-body dynamics with respect to the Moon [21]. 
The lower limit of the estimated spacecraft mass in LLO is conservatively set at 86% 
of the initial spacecraft mass in LEO. 
The optimal capture spiral trajectory for the heaviest spacecraft mass estimate 
and a fixed flight time of 15.6 hours days is presented in Figure 2.5. This maximum-
energy trajectory exceeds local Moon escape conditions and completes about 2.2 
revolutions about the Moon. The optimal thrust direction and flight path angle time 
histories are presented in Figure 2.6. Similar to the optimal Earth-escape trajectory, 
the thrust direction angle is in line with the flight path angle at the final end-time 
as shown by the 180 degree separation. 
The final velocity components and spiral times for the twenty trials are plotted 
against the final Moon radii and initial spacecraft mass as shown in Figures 2.7, 
2.8 and 2.9. The final circumferential velocities for the range of final Moon radial 
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Figure 2.5: Maximum-Energy Moon-Capture Spiral for tf =15.6 hours 
distances are insensitive to the different initial spacecraft masses. These curves are 
used to supply the sub-optimal translunar phase with tractable boundary conditions. 
Sub-optimal Coasting Translunar Trajectories 
The solutions to the maximum-energy Earth-escape and Moon-capture trajecto­
ries from the previous chapter are used as boundary conditions for the all-coasting, 
sub-optimal translunar trajectory. The sub-optimal trajectories provide computa­
tionally inexpensive minimum-fuel Earth-Moon trajectories and are an important 
and necessary step in the eventual solution of the optimal Earth-Moon trajectory. 
This second sub-problem in the hierarchy of sub-problems method is presented in 
detail in the M.S. thesis [14]. 
The difference in this case, however, is that the first sub-problem, the maximum-
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energy escape/capture spirals, is solved by an indirect technique. The thrust direction 
time histories for the maximum-energy trajectories in the M.S. thesis are parameter­
ized by a cubic spline function fit through a discrete set of control points. Six con­
trol points equally spaced in time are the design variables for the maximum-energy 
Earth-escape problem solved by the direct method in the M.S. thesis. In contrast, 
the current indirect method applied to the maximum-energy problem requires only 
three design variables, the unknown initial costates, to completely and accurately 
parameterize the thrust direction history along with the Euler-Lagrange equations 
from optimal control theory. Although the numerical integration load is twice as 
large for the indirect method as the direct method, the indirect method applied to 
the maximum-energy problem is much more accurate and efficient than the direct 
method from the M.S. thesis. For example, the six control point spline fit can not 
adequately represent the true optimal steering history with its multiple oscillations 
corresponding to each Earth revolution. A side study showed that 41 control points 
for the spline fit are required for the direct method maximum-energy solution to reach 
99.4% of the final energy level from the indirect method maximum-energy problem 
solution. Therefore, the indirect method with only three design variables is the more 
accurate and efficient technique for the solving the maximum-energy trajectory. 
The sub-optimal, all-coasting minimum-fuel translunar trajectory is solved by 
a direct optimization method. An outline of the problem and numerical results are 
presented in this section. 
The problem statement for the sub-optimal translunar trajectory problem using 
curve-fitted boundary conditions is as follows: 
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Minimize : 
J — ^escape ~i~ ^capture ( 2 . 2 /  )  
subject to 
r = Vr (2.28) 
0 = ^  ( 2 . 3 1 )  
with the boundary conditions at( = (o 
V r i t o )  =  M  r { t o )  ) (2.32) 
t;g(fo) = /%( r((o) ) (2.33) 
m ( t o )  =  m o  -  r h t e ,cape (2.34) 
and the boundary conditions a , t  t  =  t f  
V r { t f )  =  g i {  r 2 { t f )  ,  m { t f )  )  (2.35) 
M ^ f )  =  52( r i i t f )  ,  m { t f )  ) (2.36) 
^ ( ^ / )  —  ^0 4" ^capture) (2.3/) 
The objective is to find the coasting trajectory starting at the end of the maximum-
energy Earth-escape spiral and terminating at the initiation of the maximum-energy 
Moon-capture spiral such that the sum of the total engine-on time for the two pow­
ered spiral phases is minimized. Since the propellant flow rate is constant, minimum 
total engine-on time corresponds to the minimum-fuel trajectory. The performance 
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index J  consists of the time required for the maximum-energy Earth-escape spiral, 
teiçape- plus the maximum-cnergy Moon-capture spiral, tcapture- The translunar tra­
jectory solution is termed sub-optimal since the two thrusting segments are replaced 
by the curve-fit results from two separate auxiliary problems, namely the maximum-
energy Earth-escape and Moon-capture trajectories. Since there is no guarantee that 
the maximum-energy trajectories correspond to the minimum-fuel Earth-Moon tra­
jectory, the solution to the problem posed at this point is sub-optimal. 
The motion of the spacecraft is governed by the restricted three-body problem 
without the thrust terms, equations (2.28)-(2.31). The gravitational parameters of 
the Earth and Moon are represented by fii and w is the constant angular rate of the 
Earth-Moon system, and D is the constant distance between the Earth and Moon. 
The equations of motion are numerically integrated in a rotating. Earth-centered, 
polar coordinate frame using the Adams-Moulton routine. 
The sub-optimal coasting problem is solved by SQP with only four design vari­
a b l e s : the initial Earth radial distance r{to), the initial Earth polar angle 9{to) the 
final spacecraft mass in LLO and the trip time for the coasting arc tf. The 
first two design variables, r { t o )  and d { t o ) ,  define the total state of the spacecraft 
in the Earth-centered, rotating frame at the start of the translunar coast phase as 
a result of the maximum-energy Earth-escape spiral. The initial radial and cir­
cumferential velocity components are obtained by curve-fitting the maximum-energy 
Earth-escape trajectory data as shown by the functional relationships in equations 
(2.32) and (2.33). The curve-fitting routine uses the data presented by Figures 2.3 
with the Earth radial distance as the independent variable. The data is fit using a 
variable-degree polynomial [22] with specified allowable errors for each curve. The 
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Earth-escape time, t^capei is also curve-fitted as a function of r(io) as shown by the 
functional relationship: 
The escape spiral time is used to calculate the spacecraft mass at the start of 
the tranlunar coast as shown in equation (2.34) and contributes to the performance 
index, total engine-on time. 
The velocity components and capture spiral time from the maximum-energy 
Moon-capture trajectories are functions of the Moon radial distance rgfZ/) and the 
spacecraft mass in LLO rn(tf) as shown by equations (2.35) and (2.36) and the below 
equation: 
Therefore, a two-dimensional cubic spline function is used to curve-fit the veloc­
ity components. The design variable m{tf) and the final Moon radius at the end 
of the numerical integration r2(tf) are the respective independent variables. The 
curve-fitted radial and circumferential velocity components are two terminal state 
constraints that must be equal to the resulting velocity components at the end of 
the numerical integration of the equations of motion. The absolute value of the re­
sulting circumferential velocity component is compared with the curve-fitted velocity 
component and therefore allows either a posigrade or retrograde parking orbit about 
the Moon. The curve-fitted capture spiral time contributes to the performance index 
and is also used to compute the final mass of the spacecraft in the circular low-lunar 
parking orbit. The computed final spacecraft mass, as shown by equation (2.37), is 
t e a c a p e  —  f s i  r ( ^ o )  )  (2.38) 
^ c a p t u r e  —  Q s i  ;  ^ ( ^ / )  )  (2.39) 
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the third equality constraint and must be equal to the estimated final mass used in 
the curve-fitting, design variable 
The numerical simulation of the coasting trajectory from the end of the maximum-
energy Earth-escape spiral to the start of the maximum-energy Moon-capture spiral 
is very sensitive to the initial guess of the four design variables. Fortunately, the 
results of the M.S. thesis can be used to supply an adequate initial guess. The sub-
optimal, minimum-fuel coasting problem, with only four design variables and three 
equality constraints, is computationally very inexpensive and proves to be very ro­
bust. The initial guess from the M.S. thesis quickly converges to a posigrade solution. 
Several sub-optimal coasting translunar trajectories are solved for a wide range of ini­
tial guesses and all trials converge to two unique solutions, one posigrade and one 
retrograde. The initial guesses are varied so that the coasting trajectory terminates 
at various distances from the Moon in all four quadrants and with positive and nega­
tive radial and circumferential velocity components. Table 2.1 presents the boundary 
conditions at the end of the coasting trajectory for the various initial guesses and 
specifies whether the resulting solution is posigrade or retrograde. The sub-optimal 
method is able to converge to one of the two unique solutions even for initial guesses 
that produce "wild" trajectories. For example, the initial guess for Trial 4 results in 
a coasting trajectory which makes a hyperbolic passage by the Moon and terminates 
with a positive Moon-relative radial velocity component on a hyperbolic escape tra­
jectory with respect to the Moon. Despite this "wild" initial trajectory, the method 
converges to the posigrade solution in 85 iterations. In summary, the method con­
verges to a solution if the initial coasting trajectory terminates within the Moon's 
Sphere of Influence. The method also converges to the respective solution depending 
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on the sign of the circumferential velocity for the initial trajectory. For example, 
an initial guess which results in a negative final Moon-relative vg converges to the 
retrograde solution. 
Table 2.1: Terminal Boundary Conditions (wrt Moon) for Initial Guesses 
Trial r2(tf), Rmoon deg km/s %*:((/), km/s Solution 
1 8.77 321.7 -0.734 0.556 Posigrade 
2 13.76 88 j 0.295 0.754 Posigrade 
3 29.87 300.9 -0.593 0.114 Posigrade 
4 8.13 216.2 0.906 0.363 Posigrade 
5 20.63 329.8 -0.544 0.372 Posigrade 
6 24.37 187.9 0.640 0.199 Posigrade 
7 18.97 119.2 0.549 0.565 Posigrade 
8, 11.95 62.2 -0.003 0.893 Posigrade 
9 11.17 274.7 0.935 0.108 Posigrade 
10 14.61 274.2 -0.778 -0.010 Retrograde 
11 7.52 212.0 -0.614 -0.788 Retrograde 
12 25.26 255.7 -0.659 -0.180 Retrograde 
13 22.43 226.5 -0.494 -0.521 Retrograde 
14 15.03 177.8 -0.155 -0.787 Retrograde 
15 21.78 220.5 -0.561 -0.473 Retrograde 
The posigrade sub-optimal solution starts at 12.47 Earth radii with an Earth po­
lar angle of 146.3 degrees. The curve-fitted radial and circumferential Earth-relative 
velocities are 1.53 and 2.40 km/s at the start of the translunar coast which corre­
sponds to an Earth-relative energy level of —0.965 km^/s^ and an eccentricity of 
0.746. The spacecraft coasts for 4.56 days until the coasting translunar trajectory 
terminates at 7.32 Moon radii with a Moon polar angle of 345.6 degrees. The curve-
fitted radial and circumferential Moon-relative velocities are —0.68 and 0.70 km/s at 
the end of the translunar coast which corresponds to a Moon-relative energy level 
of 0.091 km^/s^ and an eccentricity of 1.263. The posigrade sub-optimal trajectory 
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requires a fuel to initial mass ratio of 6.92% and the resulting final spacecraft mass 
in LLO is 9.3,084.0 kg which is a slight improvement over the posigrade sub-optimal 
solution of 93,081 kg from the M.S. thesis. 
The retrograde sub-optimal solution starts at 12.69 Earth radii with an Earth po­
lar angle of 154.7 degrees. The curve-fitted radial and circumferential Earth-relative 
velocities are 1.55 and 2.39 km/s at the start of the translunar coast which corre­
sponds to an Earth-relative energy level of -0.879 km^/s^ and an eccentricity of 
0.767. The spacecraft coasts for 5.02 days until the coasting translunar trajectory 
terminates at 7.72 Moon radii with a Moon polar angle of 222.8 degrees. The curve-
fitted radial and circumferential Moon-relative velocities are -0.71 and —0.68 km/s 
at the end of the translunar coast which corresponds to a Moon-relative energy level 
of 0.122 km^/s^ and an eccentricity of 1.362. The retrograde sub-optimal trajectory 
requires a fuel to initial mass ratio of 6.98% and the resulting final spacecraft mass 
in LLO is 93,024.6 kg. The M.S. thesis doesn't present a retrograde solution. 
Optimal LEO-to-LLO Transfer 
The full minimum-fuel planar transfer from low-Earth orbit (LEO) to low-lunar 
orbit (LLO) is solved by utilizing the solution of the previous sub-problem as an initial 
guess. The optimal trajectory consists of an Earth-escape continuous-thrust spiral, 
followed by a translunar coast arc, and a continuous-thrust Moon-capture spiral. The 
motion of the spacecraft throughout the entire trajectory is governed by the restricted 
three-body problem.dynamics with thrust terms included. The optimal LEO-to-LLO 
transfer is solved by a direct optimization method which employs many features 
of optimal control theory from an indirect method. This "hybrid" direct/indirect 
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method is used throughout the research effort and is detailed in this section. 
The problem statement for the optimal control Earth-Moon minimum-fuel tra­
jectory problem is as follows: 
Find the thrust direction time history u { t ) , t o  which minimizes 
J  =  t ,  
escape + t ,  capture (2.40) 
subject to 
ri = V r i  
Ml /^2(^1 + -Pcos^i) H2 COS 9I 
n  Moon—S/C 
+ D2 
(2.41) 
+ ajsinui + 2uive^+u)^ri (2.42) 
/igDsin^i /X2sin^i 
^— + arcos ui - 2 u ; V r ^  -
Moon-S/C ri 
O i  = 
ri 
r2 = - V r 2  
M2 H i { r 2  —  D  c o s  6 2 )  /il cos ^ 2 
V 0 2  = -
% _ _ _ 
^2 ^2 ''larth-S/C 
— s i n  ^2  / i i s i n 0 2  
D2 
(2.43) 
(2.44) 
(2.45) 
+ Or sin 1^2 + 2wvg; + w^r2 
^Earth-S/C 
+ Z)2 4- a? cos U2 — 2wt;r. — r 2  
^2 = -^ 
T 2  
where 
^Moon-s/c = (^1 + 2DTX cos#i 4" 
^Earth-S/C = (^2 ~ 2Z)r2 COS ^2 + 
with the boundary conditions at ( = (q 
(2.46) 
(2.47) 
(148) 
(2.49) 
(2.50) 
ri((o) = î-io (2.51) 
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iVi(io) = 0 (2.52) 
(2.53) 
and the boundary conditions a.t t = tf 
r 2 ( t f )  =  r z ,  (2.54) 
V r ^ i t f )  =  0  (2.55) 
-yT/, (2.56) 
and 
tf = free (2.57) 
The first four differential equations, equations (2.41)-(2.44), are the equations of 
motion for the spacecraft in an Earth-centered, rotating, polar coordinate system for 
the restricted three-body problem dynamics. The subscript 1 on the state variables 
r, Vr, vg, and 6 indicates position or velocity with respect to the rotating Earth-
centered frame. The second four differential equations, equations (2.45)-(2.48), are 
the equations of motion in a Moon-centered, rotating polar coordinate system with 
the subscript 2 corresponding to Moon referenced states and control. The negative 
sign on all the equations of motion in the Moon frame indicates that the numerical 
integration is backwards in time. The initial and final conditions are low circular 
parking orbits about the Earth and Moon as shown by equations (2.51)-(2.56). 
The problem is to find the initial angular positon of the spacecraft (#i), the 
steering angle time histories for the Earth and Moon spirals (tti and «2), and the 
time durations of the Earth-escape spiral (tejcape)) coast arc, and Moon-capture spi­
ral {tcapture) which produce the minimum-fuel transfer between LEO and LLO. The 
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requirement for the trajectory to terminate in a low-lunar circular orbit greatly in­
creases the sensitivity of the problem to the initial guesses for a one-way, LEO-to-LLO 
numerical integration. Therefore, the Moon-capture spiral is numerically integrated 
backwards in time from the desired final lunar circular orbit in the Moon-centered, 
rotating frame to a point near the Moon's Sphere of Influence (SOI). The Earth-
escape and the first segment of the coast arc are both integrated forward in time in 
the Earth-centered, rotating frame to the matching point near the SOI. The matching 
point is chosen near the SOI since the gravity fields of the Earth and Moon are nearly 
equal at this point. The terminal position and velocity vectors from each individual 
trajectory segment must be matched in a common reference frame. 
Due to the complications of the dual coordinate frames, the problem is not solved 
by an indirect method through the solution of the 2PBVP. Instead, SQP is utilized to 
directly minimize J, the sum of the two continuous-thrust spirals with four equality 
constraints requiring position and velocity vector matching near the SOI. Although 
this is a direct optimization method, several features of optimal control theory are 
used to parameterize the thrust steering angle time histories. 
The Euler-Lagrange equations and transversality conditions are used to define 
the steering angle histories. The costate differential equations are derived below 
for the Earth-centered, rotating polar frame and hence the 1 subscript is dropped 
from the state and control variables. The transversality conditions are derived in 
the Moon-centered, rotating frame and the 2 subscript is dropped. The procedure 
detailed below is also used for the Moon-centered Euler-Lagrange equations. 
The Hamiltonian in the Earth-centered, rotating coordinate frame is 
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H  =  X ^ f  (2.58) 
where A is the costate vector and / is the state differential equation vector. 
The costate differential equations are 
K  =  - + ^ ^ 2  
Moon-S/C 
3 / X 2 ( r  +  D  cos 9 Y  
'Moon-S/C 
t.3 — w 
+ A 
— 3 / / 2 ( r  +  D  cos d ) D  sin B  
+ 7* Moon—S/C 
+ 
r '  
(2.59) 
: aa 
Aur — — n — + A O V r  "9 
^ + 2w 
T 
(2.60) 
ag , 
.2w - ^  
r 
+ - ii (2.61) 
i A — I X 2 D s \ n 0  _  +  D  c o s  0 ) D r  s i n  9  ^  / z g  s i n ^  
^Moon—S/C 
+  ^ v e  
Moon—S/C 
Z>2 
—H 2 D c o s , 6  sin^ ^ ^2 cos# 
%3 ~ ^5 m 
Moon—S/C Moon—S/C 
(2.62j 
The transversality conditions for the Moon-centered costate system define the 
terminal costate values as shown below: 
-f 
t = t f  
•  d i p  
d x  
(2.63) 
t = t f  
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In this case, the terminal state constraint vector, is a three.-element vector 
defining a low-lunar circular orbit at i = i/: 
'  r { t f )  -  r i L O  \  / 0 \  
V'[x(i/),i/] = %r(f/) 0 (2.64) 
\ v e { t f )  /  \ o )  
where rno is the radius of the low-lunar circular orbit and t^ciVroi is the low-lunar 
circular orbit speed in rotating coordinates as presented by equation (2.56). 
Therefore, the final costate values in LLO are 
K g i t f )  =  
M t f )  =  
d<t> 
d f  t = t f  
d<t) 
d v r  t = t f  
d<j) 
dve t = t f  
d(j} 
d d  t = t f  
t = t f  
t = t f  
t = t t  
= U 2  
= 1^3 
= 0 
(2.65) 
(2.66) 
(2.67) 
(2.68) 
t = t f  
Application of the optimality condition results in the familiar inverse tangent 
steering law for both rotating frames: 
d u  
= 0 u * { t )  =  tan -1 I 2" 
A 
(2.69) 
The "hybrid" direct/indirect method can now be summarized. The minimum-
fuel, planar Earth-Moon trajectory problem is solved using SQP, a direct method 
which attempts to reduce the performance index J between iterations while satisfying 
the constraints. The state and costate equations are integrated forward in time from 
LEO and backward in time from LLO to a matching point near the SOL The velocity 
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costates and are used to parameterize the thrust steering angle during the 
two spiral phases as shown by equation (2.69). The costates A^, A„^, and A^, are 
unknown at both ends of the trajectory. The angular position costate A@ is zero at 
LEO since the initial polar angle is free and A@ is zero at LLO due to the fourth 
transversality condition, equation (2.68). Therefore, the SQP problem has eleven 
design variables; the initial and final angular positions of the spacecraft, the six 
initial and final costate values, the durations of the escape and capture spirals, and 
the duration of the coast arc. The SQP problem has four equality constraints which 
require position and velocity matching near the SOI. 
The sub-optimal coasting translunar trajectory solutions (posigrade and retro­
grade) provide initial guesses for the time durations of the two spirals and the coast 
arc. Two auxiliary maximum-energy Earth-escape and Moon-capture trajectories are 
solved for the respective spiral times from the sub-optimal solution. These auxiliary 
solutions provide good initial estimates for the six unknown initial and final costate 
values. Finally, the initial and final polar angles in LEO and LLO are estimated by 
using the polar angles at the terminal ends of the sub-optimal coasting solution and 
subtracting the respective number of revolutions of the auxiliary maximum-energy 
solutions. 
The initial estimates for the "hybrid" method problem are derived from the 
sub-optimal solution and the two auxiliary maximum-energy solutions and therefore 
do not include three-body dynamics during the spirals. The posigrade solution is 
found first and the initial estimate produces an Earth-Moon trajectory which has a 
radial position error of 8.4 Moon radii, an angular error of 4.2 degrees, and radial 
and circumferential velocity errors of 0.07 and 0.06 km/s. The problem converges to 
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Figure 2.10: Optimal Posigrade Trajectory - rotating coordinates 
a solution in 91 iterations and the resulting optimal spacecraft mass in LLO is 93,092 
kg. In comparison, the sub-optimal posigrade solution delivers 93,084 kg to LLO. 
The minimum-fuel posigrade trajectory results in a final mass-to-initial mass ratio of 
0.9309. The optimal trajectory completes twelve revolutions about the Earth during 
a 2.23 day escape spiral. The spacecraft coasts for 4.58 days before spiralling for 10.71 
hours and two revolutions during the Moon capture. The total trip time is 7.26 days. 
The optimal posigrade trajectory is shown in the Earth-centered, rotating frame in 
Figure 2.10 and in an inertial Earth-centered frame in Figure 2.11. The optimal 
steering angle time histories along with the flight path angles for the Earth-escape 
and Moon capture spirals are shown in Figures 2.12 and 2.13. 
The retrograde solution is found in the same manner by utilizing the retrograde 
sub-optimal solution. The initial estimate produces an Earth-Moon trajectory which 
has errors of 2.3 Moon radii, 2.2 degrees, and radial and circumferential velocity 
errors of 0.12 and 0.04 km/s. The problem converges to a solution in 48 iterations 
and the resulting optimal spacecraft mass in LLO is 93,032 kg or a final mass-to-initial 
mass ratio of 0.9303. This improves slightly on the sub-optimal retrograde solution 
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Figure 2.14: Optimal Retrograde Trajectory - rotating coordinates 
of 93,025 kg but still exhibits poorer performance than the posigrade solution. The 
optimal trajectory is similar to the posigrade solution; the retrograde orbit is achieved 
by increasing the initial Earth polar angle by 6.8 degrees which essentially rotates the 
entire Earth-escape spiral. The total trip time is 7.73 days. The optimal retrograde 
trajectory is shown in the Earth-centered, rotating frame in Figure 2.14 and in an 
inertial Earth-centered frame in Figure 2.15. 
Two-Point Boundary Value Problem Solution 
The "hybrid" direct/indirect method has been shown to converge very nicely 
for the planar minimum-fuel problem with a "high-end" TjW ratio of 3(10"^) and 
a structured thrust-coast-thrust sequence. Indirect method solutions, or 2PBVP 
solutions, are typically more accurate than direct method solutions and are often 
more difficult to solve. With additional effort, the 2PBVP for the minimum-fuel 
problem with a structured thrust-coast-thrust sequence can be derived. Although its 
solution may be cumbersome, the 2PBVP solution will give insight into the accuracy 
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38 
of the "hybrid" direct/indirect method. 
Augmented State System 
The difficulty in formulating the 2PBVP for the minimum-fuel Earth-Moon 
transfer stems from the use of two coordinate frames. Since the accuracy of the 
numerical integration would be jeopardized by integrating the trajectory in a single 
body-centered frame, the dual coordinate frames will be maintained. The 2PBVP 
is formulated for a single augmented state system which consists of the differential 
equations of motion for the three pre-determined phases: the Earth-escape spiral 
phase, the translunar coast phase, and the Moon-capture spiral phase. The single 
augmented state system is shown below: 
X  =  
/ Xl \ 
22 
\ 2 3 /  
=  F { t , X , U )  =  0.2/2 
\ 0:3/3 / 
(2.70) 
The augmented state vector, %, consists of three 5x1 state vectors stacked on 
top of each other. Each individual 5x1 state vector represents the state with respect 
to that particular phase. The state vector for the Earth-escape phase is represented 
by Xl and is defined in an Earth-centered, rotating polar coordinate frame with 
states x\ = [ri vg^ Oi m\Y• The coast phase state vector Xi is also defined in the 
Earth-centered rotating frame and the Moon-capture state vector X3 is defined in the 
Moon-centered, rotating polar coordinate system. Similarly, the individual equations 
of motion vectors, /j, /%, and /a, represent the three-body dynamics in the respective 
coordinate frames. The augmented equations of motion vector, F, therefore consists 
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of 15 differential equations of motion for the respective three phases in their respective 
coordinate frames. 
Spacecraft mass, mi, mg, and ms, is added as a state variable in order to remove 
the simple linear time relation for mass calculation from the differential equations of 
motion. Therefore, the augmented system does not explicitly depend on time. The 
governing state differential equations for mass in the three phases are 
mi = -/3 (2.71) 
7712=0 (2.72) 
rhs - -,a (2.73) 
where /3 is the propellant flow rate. The thrust acceleration terms in the Earth-escape 
and Moon-capture phases are re-written to remove the explicit time dependency as 
shown below: 
c 3  
aj = — (2.74) 
m  
where ap is the thrust acceleration and c  is the engine exhaust velocity. 
The augmented system is integrated over a common, flxed nominal time interval. 
The control parameters Qi, «%, and 03 are used to scale the equations of motion 
and therefore allow flexibility for the duration of each phase. Additional initial and 
terminal state constraints are required to link the end of one to the start of the next. 
The 2PBVP is derived for the following minimum-fuel problem: 
Minimize : 
J  =  c f > [ X { t f ) , t f ]  = (2.75) 
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subject to 
X  =  F  =  [ X ,  i 2  2 3  f T  =  [  / i  / 2  / s  (2.76) 
and the initial and terminal state constraints a t  t  —  t o  and fixed final time, t f  
The performance index J  is the spacecraft mass from the Moon capture phase at 
the final time in LLO. Therefore, to minimize fuel, the final mass is maximized or the 
negative of the final mass in minimized. The initial and terminal state constraints 
vector, consists of 13 state constraints which link the end of one phase to the start 
of the next and also require that the final Moon-capture phase ends in the desired 
circular lunar orbit. 
The Hamiltonian for this augmented system is 
where the 5x1 costate vectors Ai, A2, and A3 correspond to their respective phases 
and A is the 15x1 augmented costate vector. 
Since this optimal control problem includes control parameters (a's) and general 
state constraints which depend on both the terminal and initial states, additional 
necessary conditions are required for the first variation of J to vanish. The details of 
the derivation of these additional necessary conditions are found in Appendix A. 
The costate differential equations are shown below: 
$[%((o),%((,)] = 0 (2.77) 
TH, — H\ + H2 + H3 — ociX^ fi + 0(2X2/2 + — A^F (2.78) 
(2.79) 
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The costate differential equations are identical to the costate systems from the 
"hybrid" direct/indirect method with the a control parameters scaling the right hand 
sides for proper time durations. 
The optimality condition is 
uj = tan ^ ~ tan ^ (2.80) 
This provides the familiar steering law for the Earth-escape (subscript 1) and 
Moon capture (subscript 3) phases. 
An additional necessary condition with respect to the control parameters is 
shown below: 
d4> /"'/ dH. 
+ / Sc. ' Z'9^ 
Since the i^-term consists only of the final spacecraft mass, the first term is zero. 
The integral term consists of three separate integral conditions: 
f ' \ l h d t  =  Q  ( 2 . 8 2 )  
J o  
f ' ' x ^ f 2 d t  =  0  ( 2 . 8 3 )  
J o  
r \ l h d t  =  0  ( 2 . 8 4 )  
J o  
These conditions may be thought of as requiring the integrals of each of the 
"individual-phase" Hamiltonians, Hi = Xf fi {i = 1,2,3), to equal zero at the end of 
each respective phase. 
The general initial and terminal state constraints result in transversality condi­
tions which determine initial and terminal costate values. These additional necessary 
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conditions are shown below: 
+ v '  
t = t f  
a* 
d x  i=:tf  
and 
A'-(i„) - -
(2.85) 
(2.86) 
t=to 
To derive the transversality conditions in detail, the complete initial and terminal 
state constraints which link the phases together and require termination in LLO are 
shown in detail below: 
4>i = ri{tf) - r2{to) = 0 (2.87) 
i ' 2  =  -  V r ^ { t o )  =  0  (2.88) 
i'3 = ve^{tf) - vs^{to) = 0 (2.89) 
1^4 = ^i((y) - W) =0 (2.90) 
T p s  =  -  T n 2 { t o )  =  0  (2.91) 
V'e = ^2(i/) cos 0 2 { t f )  - [r3((o) cos Û s i i o )  -  D ]  = =  0 (2.92) 
i'7 = ' ^ 2 { t f ) s i n 0 2 { t f )  -  r3((o) sin#3(^0) = 0 (2.93) 
i's = ['"ri{tf)cos92itf) - ve,(i/)sin02(i/)] (2.94) 
- ^ 3(^0) cos ^3(^0) -rg,((o)sin ^ 3(^0)] = 0 
•09 = [vr5(i/)sin^2(i/) + v e 2 { t f ) c o s 9 2 { t f ) ]  (2.95) 
- [vr^{to) siiiOsito) + ve^{to) cos93{to)] = 0 
i>io = m2{tf) - m3{to) = 0 (2.96) 
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V'li = r 3 ( t f )  -  r i L O  = 0 
012 = = 0 
i\z = VeA^f)- [fctr - wr££o] = 0 
(2.97) 
(2.98) 
(2.99) 
Constraint equations (2.87) through (2.91) match the states at the end of the 
Earth-escape phase to the start of the coast phase. Constraint equations (2.92) 
through (2.96) match the states at the end of the coast phase to the start of the 
Moon-capture phase after a transformation to a common Earth-centered, rotating 
Cartesian coordinate frame. Terminal constraint equations (2.97) through (2.99) 
require the Moon-capture phase end in a low-lunar circular orbit. 
The transversality conditions for the end of the Earth-escape phase are: 
d4> 
+ y" 
t = t f  
+ v '  
d r i  
a» 
= 
t = t f  
t = t f  
dve^ 
d(t> 
d f x  
dcj) 
+  u '  
d V r ^  
= U 2  
t=t,  
t=tf 
+1/" 
t=tt  
(9m 1 + u '  
d v g ^  
W i  
• 8 9  
= f/3 
t=tf  
Z/4 
t=tf  
t=tf dmi 
= 1^5 
t=tf  
The transversality conditions at the end start of the coast phase are: 
(2.100) 
(2.101) 
(2.102) 
(2.103) 
(2.104) 
^ n i t o )  —  —  v '  d v i  
= 
t=to 
= U 2  
t=to 
(2.105) 
(2.106) 
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(2.107) 
(2.108) 
(2.109) 
match the 
= cos$2(tf)'^6 + sin92{tf)U7 (2.110) 
- COS l92(É/)z/g + sin^2((/)z/g (2.111) 
\ v g ^ { t f )  =  - s i n  Ô 2 i t f ) v 8  +  c o s 0 2 { t f ) u Q  (2 .112)  
sin 92{tf)i'6 + r2{t f) cos 92{t f)i'7 (2.113) 
+  ' ^ s [ - ^ r 2 { t f ) s i n 9 2 { t f )  -  v e ^ t f )  c o s  9 2 { t f ) ]  
+  l > g [ V r A t f ) c O s 9 2 { t f )  -  V e ^ t f )  s i n 9 2 { t f ) ]  
= u,o (2.114) 
The transversality conditions at the start of the Moon-capture phase are: 
•^>•3(^0) = cos 03(^o)^'6 + sin03(io)^'7 (2.115) 
= cos^3((o)z/8 + sin g3( (0)1/9 (2.116) 
Augj(io) = - sin^3((o)f8 + cos ^3(^0)1/9 (2.117) 
^ e ^ i t o )  =  - r a i t f )  s i n  6 3 { t o ) u 6  +  rsito) cos 93(to)i^7 (2.118) 
^vaj^o) - - d v  6 2  t=ta 
• r d ^  
t=to 
X m ^ i ^ o )  —  —  9mo 
^ 3  
1/4 
= 1^5 
t=to 
Therefore, the costates at the end of the Earth-escape phase must 
costates at the start of the coast phase. 
The transversality conditions at the end of the coast phase are: 
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+  s i n  O s i t f j )  —  V g ^ { t o )  c o s  ê ^ l t o ) ]  
+  l / 9 [ V r ^ ( t o )  C OS  B s i t o )  - Ug, (to) Sill ^3(^0)] 
^rrnito) = ^10 (2.119) 
The mass costates, A^j and , must match at the end of the coast phase and 
the start of the Moon-capture phase. The other four costate pairs can be equated by 
solving equations (2.110)-(2.113) for the four constant multipliers i/g through t/g and 
substituting the linear relation into equations (2.115)-(2.118) as shown below: 
f  \  
K r ^ { t o )  
V '^«3(^0) / 
cos« '.I',. "'Xr' 
0 cos S  
0 — sin 6 
V-^3(^0) sin 5 A42 
sin S  
cos S  
^43 
0 
0 
cosf 
where S  = ^3(^0) -  and 
.442 = —i'93(io)cos(5 + — 1,^3(<o) sin<^ (2.121) 
^43 = -v«3(io)sin5 -
^2(i/) 
r 3 ( t o } v r ^ ( t f ) c o s 6  
+  V r , ( t o ) c O s S  (2.122) 
The transversality conditions at the end of the Moon-capture phase are: 
=  z^ii 
K ,(if) = f/12 
K , ( i f )  =  ^ 1 3  
= 0 
(2.123) 
(2.124) 
(2.125) 
(2.126) 
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— -1 (2.127) 
The 2PBVP for the augmented state system is solved using SQP and the ter­
minal error function approach. The SQP problem involves 28 design variables: the 
initial Earth-escape polar angle the four unknown initial Earth-escape costates 
A r j ( i o ) ,  { t o ) ,  ( t o ) ,  and the 20 unknown initial state and costate values 
for the start of the coast and Moon-capture phases, and the three control parameters, 
Qi, a2, and as. The thirty state and costate differential equations with steering angle 
histories for the two spiral phases defined by the optimality condition are numerically 
integrated over a common, fixed, nominal time interval. The three additional integral 
terms from the control parameter necessary conditions, equations (2.82)-(2.84), are 
calculated by integrating three auxiliary differential equations. The 2PBVP formu­
lation results in 28 equality constraints: the 13 initial and terminal state constraints 
which link the phases together and require termination in LLO (equations (2.87)-
(2.99)), the 10 costate matchings between phases as imposed by transversality condi­
tions and the elimination of multipliers i>i through i/io, the two boundary conditions 
on XeA^f) as required by transversality and equations (2.126) and (2.127), 
and the three control parameter integral conditions (equations (2.82)-(2.84)). The 
2PBVP is solved by defining the SQP performance index F as the control parameter 
condition from the coast phase as shown below: 
This terminal error function must be zero to satisfy the boundary conditions. 
The 27 remaining boundary conditions are implemented as SQP equality constraints. 
2 
(2.128) 
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Verification of Direct/Indirect Method Solution 
The posigrade "hybrid" direct/indirect method solution is used as an initial 
guess for 25 of the 28 design variables. Since the previous direct/indirect method did 
not include spacecraft mass as a state variable, no information is available for good 
initial guesses for the three initial mass costates. Also, since the spacecraft mass and 
mass costate are constant during the coast phase, the two equality constraints which 
link the state and costate values between phases can be initially satisfied. 
The "hybrid" solution initial guess produces an initial Earth-Moon trajectory 
which satisfies all but three of the 27 equality constraints. The three constraints 
which are far from zero all explicitly depend on the mass costate. These include 
the boundary condition for the final mass costate in LLO equation (2.127), and the 
two control parameter integral conditions, equations (2.82)-(2.84), which involve the 
mass diff'erential state equation and mass costate in the "individual" Hamiltonian 
calculations. The performance index, the control parameter condition for the coast 
phase, is very small for the initial guess since the mass state equation/costate term 
is zero for this phase. 
The 2PBVP converges to a solution in seven iterations. The resulting optimal 
trajectory is identical to the "hybrid" direct/indirect method solution with a final 
spacecraft mass of 93,092 kg in a posigrade low-lunar orbit. The trajectory profile, 
thrust-coast-thrust durations, and steering angle histories for the 2PBVP solution 
are identical to the direct/indirect method solution. Therefore, the "hybrid" di­
rect/indirect method does indeed accurately and with much less computational cost 
solve for the minimum-fuel Earth-Moon trajectory for a fixed thrust-coast-thrust 
sequence. Since the direct/indirect method is the more streamlined and less cum-
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bersome of the two methods, it is used exclusively for the remainder of the problems 
which involve a fixed thrust-coast-thrust sequence. 
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CHAPTER 3. OPTIMAL TRANSFER FOR LOWER T/W 
The minimum-fuel, planar, Earth-Moon transfer problem is solved for a more re­
alistic low-thrust spacecraft with an initial thrust-to-weight ratio [TjW) of 1.3(10"''). 
The spacecraft parameters represent a lunar cargo vehicle which utilizes nuclear elec­
tric propulsion (NEP) [15-16]. The spacecraft has a 5 MW power system and uses 
Xenon as the propellant with a specific impulse {lap) of 5000 s. The low-thrust engine 
has a thruster efficiency of 75% and produces a constant thrust magnitude of 153.6 
N and a constant propellant mass flow rate of 270.6 kg/day. The NEP vehicle has 
an initial mass of 123,000 kg in a 407 km altitude, circular, low-Earth, space station 
orbit. The final low-lunar orbit is still a circular 100 km altitude orbit. 
Hierarchy of Sub-problems 
The minimum-fuel problem for the lower T j W  ratio is a very difficult problem, 
and many early solution attempts did not succeed. In order to maintain completeness, 
the path to the minimum-fuel solution is described in the order that the research 
effort evolved. Therefore, descriptions of both the early failures and the subsequent 
remedies are included. 
The minimum-fuel, thrust-coast-thrust trajectory is obtained via the hierarchy 
of sub-problems approach detailed in Chapter 2. The maximum-energy Earth-escape 
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problem is solved for a range of six fixed end-times. The final end-times are varied 
such that the resulting optimal trajectories have apogee distances ranging from 29.6 to 
65.5 Earth radii. Therefore, since the Moon's orbit is approximately 60.9 Earth radii, 
the maximum-energy spiral solutions produce coasting trajectories in an inverse-
square gravity field with apogees ranging from half the distance to the Moon to past 
the Moon's orbit. The spiral times for the six maximum-energy trajectories range 
from 53 to 56 days and all optimal trajectories complete 267 revolutions about the 
Earth. 
The computation cost for this problem is greatly increased over the previous 
maximum-energy problem with TjW = 3(10"^) since the lower T/W ratio results 
in a much longer spiral escape time with many more tight, nearly circular orbits. 
The increased spiral time and number of revolutions also cause the maximum-energy 
problem to be less robust than the previous problem and to require a more accurate 
initial guess for the costates at the start of the escape spiral. 
The difference between the two-body and three-body gravitational fields is inves­
tigated by computing a nominal Earth-escape spiral in a three-body gravity field with 
the steering history determined from the maximum-energy solution. The maximum-
energy problem utilizes a two-body gravity field, and the longest flight time problem 
of 56 days is used for the comparison. The radial position error between the two 
trajectories at the final time is 1.0%, the polar angle error is 4.0%, the radial velocity 
error is 6.0%, and the circumferential velocity error is 1.7%. Therefore, even though 
the spiral time is 56 days, there is little difference between two-body and three-body 
dynamics during the Earth-escape spiral. 
Sixteen maximum-energy Moon-capture trajectories are solved for a range of 
51 
four final radial distances and four initial spacecraft masses. The final Moon radial 
distances ranges from 5 to 35 Moon radii in increments of 10 Moon radii, and the 
initial spacecraft mass in LLO ranged from 103,000 kg to 109,000 kg. The longest 
duration maximum-energy capture completes 37 revolutions about the Moon in over 
11.5 days. The longest duration maximum-energy trajectory "terminates" near the 
Sphere of Influence in a hyperbolic orbit. The range of initial spacecraft masses in 
LLO is estimated from the maximum-energy escape and estimated capture spiral 
times. 
The next sub-problem, the all-coasting sub-optimal trajectory problem, is solved 
by utilizing the maximum-energy results. The problem is fairly robust; SQP quickly 
converges to the unique posigrade solution whenever the initial guess results in a 
translunar coast arc which terminates within the SOI and with a negative Moon-
relatlve radial velocity component. The sub-optimal translunar coast trajectory starts 
at 33.18 Earth radii with an Earth-centered polar angle of 138.4 degrees. The coast 
arc lasts 7.23 days and terminates at a Moon radial distance of 20.59 Moon radii. The 
sub-optimal solution results In a final spacecraft mass In low-lunar orbit of 105,217 
kg or a final mass-to-lnltial mass ratio of 0.855. 
The minimum-fuel, complete LEO-to-LLO thrust-coast-thrust transfer can now 
be attempted for the lower TjW ratio NEP spacecraft. Two auxiliary maximum-
energy trajectories are solved for the escape and capture spiral times prescribed by the 
sub-optimal solution data. These two auxiliary maximum-energy solutions provide 
Initial guesses for the unknown costate values In LEO and LLO. The remaining 
unknown design variables for the "hybrid" direct/Indirect method are determined by 
the previous sub-optimal solution. The direct/Indirect method simulates the entire 
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trajectory in a three-body gravity field from LEO to a matching point and from LLO 
backwards in time to the matching point. Although the initial guess for the "hybrid" 
direct/indirect method results in a near match between the Earth-centered trajectory 
and the backward-in-time Moon-centered trajectory for the first iteration, the second 
iteration in the SQP solution process results in extremely altered Earth-escape and 
Moon-capture spirals and therefore very poor equality constraint satisfaction. The 
equality constraints are degraded each subsequent iteration and the solution diverges. 
The convergence problems of the "hybrid" direct/indirect method for the NEP 
vehicle are due to the very long duration, very nearly circular spirals about both 
the Earth and Moon. Since the thrust direction angle history is determined by the 
very sensitive and oscillatory costate system, very small perturbations to the initial 
costates produce extremely different control angle histories and therefore different tra­
jectories. It appears to be very difficult to alter the initial costates between iterations 
without disturbing the costate system during the hundreds of tight, near-circular rev­
olutions about the Earth and Moon. In addition, the hundreds of tight, low-altitude 
spirals require thousands of integration steps and therefore greatly increase the com­
putational cost of solving the problem. 
In order to improve convergence properties and reduce the computational load, 
the minimum-fuel transfer for the NEP vehicle is now solved from a geosynchronous 
altitude, circular, Earth orbit (GEO) to a high-altitude, circular, lunar orbit (HLO). 
Choosing these boundary conditions eliminates hundreds of nearly circular orbits 
about the Earth and Moon from the complete simulation. An auxiliary maximum-
energy Earth-escape trajectory is solved from LEO to the geosynchronous orbit alti­
tude of 6.62 Earth radii to justify this change in boundary conditions. The maximum-
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energy trajectory requires 40.6 days to reach the desired final radius and completes 
261 revolutions about the Earth. The final orbit is very nearly circular with a fi­
nal radial velocity component of 0.04 km/s and a final eccentricity of 0.01. The 
high-lunar orbit altitude is chosen by observing the radial velocity time history for 
the auxiliary maximum-energy Moon-capture trajectory. The radial velocity for the 
backward "capture" integration remains very small until the spiral time from low-
lunar orbit is about four days. After four days and 28 revolutions about the Moon 
in backward-in-time spiralling from LLO, the radial velocity is —0.02 km/s and the 
altitude above the Moon is 2038 km. Together, the initialization and termination in 
higher circular orbits removes over 44.6 days of near-circular spiralling and over 289 
revolutions about the Earth and Moon. 
Edelbaum Approximation for Quasi-Circular Transfer 
The slowly opening, near-circular, spiral trajectories from 407 km altitude LEO 
to GEO and from 100 km altitude LLO to 2038 km altitude HLO are approximated 
by analytical equations developed by Edelbaum [4] for minimum-fuel, low-thrust, 
transfer problems between inclined circular orbits. Edelbaum obtained a closed-form 
solution by making two additional assumptions: (1) the orbits remain quasi-circular 
during the transfer from a lower circular orbit to a higher circular orbit, and (2) the 
thrust direction angle is constant during each revolution. These approximations hold 
for the very low-thrust NEP spacecraft as demonstrated by the auxiliary maximum-
energy trajectories from LEO to GEO and LLO to HLO discussed earlier. Edelbaum 
has shown that there is very little difference between the analytical solutions and the 
true, numerically calculated, optimal transfer [4]. 
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Edelbaum's analytical expression is used to calculate the minimum time re­
quired to transfer from a circular 407 km altitude Earth orbit (LEO) to a circular 
geosynchronous Earth orbit (GEO). Therefore, the analytical equation determines 
the spacecraft's mass for the initial time in the minimum-fuel GEO-to-HLO transfer 
problem. Similarly, this same expression can be used to calculate the minimum trans­
fer time between circular HLO and circular LLO and therefore allows computation of 
the final spacecraft mass in LLO. The Edelbaum analytical equations do not influence 
the performance index or the design variables for the minimum-fuel, GEO-to-HLO, 
transfer problem; they merely fix the mass boundary condition at GEO and allow 
computation for comparative purposes of the final spacecraft mass in low-lunar orbit. 
Edelbaum's quasi-circular transfer equations do contribute to the performance index 
in the combined vehicle/trajectory optimization problem to be discussed in Chapter 
5 and the minimum-fuel 3-D trajectory problem discussed in Chapter 6. 
Auxiliary Minimum-Time Transfers to Curve-fit Boundaries 
The minimum-fuel GEO-to-HLO transfer problem is solved by the "hybrid" di­
rect/indirect method. A good ,initial guess must be found for the six unknown costates 
in GEO and HLO. This was previously done by solving two auxiliary maximum-
energy trajectories for the respective escape and capture spiral times as indicated by 
the sub-optimal solution. However, since the curve-fit data base involves maximum-
energy escape and capture trajectories starting from LEO and LLO, the spiral times 
from these curve-fits do not correspond to the circular geosynchronous orbit and cir­
cular high-lunar orbit boundary conditions. Therefore, more meaningful auxiliary 
problems minimizing transfer time are solved between circular GEO and circular 
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HLO and the initial and terminal state conditions from the respective sub-optimal 
curve-fitted boundary conditions. 
The auxiliary minimum-time trajectories are computed by using SQP to solve 
the 2PBVP via a terminal error function approach. The state differential equations of 
motion are from the three-body problem dynamics with the thrust terms included and 
the costate equations are the same as for the previous higher TjW ratio minimum-
fuel problem since the Hamiltonian is the same for both problems. Since all four 
states are given a.t t = to and a.t t = tf, the costates are each equal to an unknown 
multiplier at the final time. The five design variables are the three unknown initial 
costates, the initial polar angle in GEO (or HLO), and the unknown end-time. Since 
the end-time is free, an additional necessary condition is required: 
= 0 (3.1) 
t=ty 
where 
$  =  ( l ) [ x ( t j ) , t f ]  + (3.2) 
The performance index is simply the final time: 
J  =  t f  =  ( f ) [ x { t f ) , t f ]  (3.3) 
The four terminal state constraints, 4 > [ x { t f ) , t j ]  = 0, do not explicitly depend on the 
final time. Therefore, equation (3.1) becomes: 
d t  
+  H  
[1 + "L,, = 0 (3-4) 
Equation (3.4) is used to form the terminal error function in the SQP problem: 
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F  =  [ I  +  (3.5) 
where F  is the performance index for the SQP problem. The solutions of the two 
auxiliary minimum-time problems provide initial guesses for the unknown costates 
for the GEO-to-HLO problem. 
The complete minimum-fuel, GEO-to-HLO problem is attempted with the pre­
vious "hybrid" direct/indirect method. Since the two auxiliary problems involve 
three-body dynamics and result in powered spiral trajectories which terminate at the 
sub-optimal solution's curve-fit boundary conditions, the initial guess for the GEO-
to-HLO problem results in two trajectory segments which very nearly match at the 
SOL However, the SQP problem did not fully converge to a solution. After 50 iter­
ations, the SQP algorithm improved the performance index (final spacecraft mass) 
over the original guess and very nearly satisfied the state matching conditions near 
the SOL The algorithm failed several iterations later when the auxiliary optimization 
along the direction of search failed. 
Costate-Control Transformation 
The equality constraints at the matching point are extremely sensitive to changes 
in the initial costate values and this hinders the convergence of the SQP problem. 
The convergence properties for the NEP vehicle problem are improved by introducing 
a costate-control transformation [23]. Instead of guessing and iterating on the three 
unknown costate values at each end of the trajectory, the values of u and ù at each 
end of the trajectory are taken to be the design variables. Since costate values are 
nonlinearly related to u and ù, the initial costate values can be computed from the 
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initial u  and û. An iterative algorithm based on the initial control state reduces the 
sensitivity between initial costate values and the match-point equality constraints. 
The nonlinear relationship between the costate values and u  and ù  is derived 
from the optimality condition and the first time derivative of the inverse-tangent 
thrust direction control law. Again, the optimality condition is: 
d H  
= 0 = Xv^aTCOsu — Au^ajsinu (3.6) 
Solving for sin^ u  and cos^ u  results in 
\2 
sin^u = (3.7) 
'U|l^ 
(3.8) 
where ||A„|| = (A^^ + A^^)^/^, or the norm of the velocity costate vector A^ = 
[ Kr In order to determine the correct quadrant for u, the strengthened 
Legendre-Clebsch condition from the sufficient conditions for optimality is enforced 
[17]. 
d  
> 0 , t o  <  t  <  t f  (3.9) 
Therefore, taking the second partial derivative of H  with respect to the control: 
d ^ H  .  
= —\vr<iT sinu — Au^arcosti > 0 (3.10) 
Equations (3.7) and (3.8) are substituted for sin« and cosu with the appropriate 
sign uncertainty. 
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^ ° 
Therefore, to satisfy the Legendre-Clebsch condition (3.9), sinu and cosu are defined 
as: 
sin. = ^ ,3.12, 
- m 
The initial velocity costates are determined by Equations (3.12) and (3.13) given 
the initial thrust direction angle u(fo) &nd ||Au||. But since the costate differential 
equations and therefore the control histories are not affected by scaling the costate 
system, the norm of the velocity costate vector |1A„|| can be arbitrarily set to unity 
at the initial time, and we have simply: = — sinu and A^, = — cosu. 
To determine the initial radial position costate Ar(io)) the first time derivative 
of the thrust direction angle u is computed: 
d 
dt 
t a n - ' ( ^  1 A„,A„, A„,At,, 
sec2 u Ag, 
The differential equations for A„^ and A„, and the expression for cos u, equation (3.13), 
are substituted into (3.14) to yield: 
Û = A 
«9 Avg — Ar — At,, At,, 2w + A r  
(3.15) 
Solving (3.15) for A, and noting that at to and tf the radial velocity v, is zero, we 
obtain: 
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K ( t o )  —  T— Û — 2 X 1 ^  w + 4- (3.16) 
By guessing u and û a.t t = to (GEO) and t = tj (HLO), the two sets of three 
unknown costates can be computed. Therefore, only four design variables are required 
to initialize the respective costate systems instead of six. In addition to the advantage 
of reducing the order of the design space, choosing the initial control state as design 
variables has more physical meaning than selecting costate values as design variables. 
The SQP problem with the costate-control transformation converges to the solu­
tion in 42 iterations. The resulting optimal spacecraft mass in the circular high-lunar 
orbit (HLO) is 106,290 kg. Recall that this is the final mass computed by numeri­
cally integrating the trajectory in the three-body gravity field. Edelbaum's analytic 
method is used to compute the final spacecraft mass in 100 km altitude circular low-
lunar orbit (LLO) and the result is 105,225 kg. The minimum-fuel trajectory for the 
NEP vehicle results in a final mass-to-initial mass ratio of 0.8555. In comparison, 
the sub-optimal solution delivered 105,217 kg to LLO for a final mass-to-initial mass 
ratio of 0.8554. Therefore, very little improvement in performance is made between 
the sub-optimal solution and the complete minimum-fuel GEO-to-HLO solution with 
Edelbaum's analytical approximations. The NEP vehicle completes 261 revolutions 
about the Earth in 40.64 days during the Edelbaum approximation for the LEO-to-
GEO quasi-circular transfer. The optimal numerically-simulated trajectory completes 
six revolutions about the Earth during a 14.55 day escape spiral from circular GEO 
Numerical Results 
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Figure 3.1: Optimal Trajectory for NEP Vehicle - rotating coordinates 
to the start of the translunar coast arc. The NEP vehicle coasts for 6.76 days before 
spiralling for 6.56 days and nine revolutions during the Moon capture terminating 
at HLO. Edelbaum's analytical method approxiates the quasi-circular transfer from 
HLO to LLO at 3.94 days. The trip time for the numerically-simulated GEO-to-HLO 
transfer is 27.87 days which is slightly greater than one lunar orbit period. The total 
trip time for the LEO-to-LLO transfer is 72.44 days. The minimum-fuel GEO-to-
HLO trajectory is shown in the Earth-centered, rotating frame in Figure 3.1 and in 
an inertial Earth-centered frame in Figure 3.2. The inertial plot indicates the Moon's 
position at the start of the escape spiral from GEO and at the end of the lunar capture 
into HLO. There is a slight overlap in the Moon orbit since the GEO-to-HLO trip 
time slightly exceeds the period of the Moon's orbit about the Earth-Moon center of 
mass. The optimal steering angle time histories along with the flight path angles for 
the Earth-escape and Moon capture spirals are shown in Figures 3.3 and 3.4. 
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CHAPTER 4. OPTIMAL TRANSFERS USING A SWITCHING 
FUNCTION STRUCTURE 
Minimum-fuel, planar trajectories with multiple thrust and coast arcs are ob­
tained in this chapter. The addition of a variable-thrust engine results in bang-bang 
control of the thrust magnitude governed by the switching function. The minimum-
fuel problem with a switching function structure is solved for a segment of the Earth-
Moon transfer problem only, namely from the final revolutions during the Earth 
escape to the match point near the lunar Sphere of Influence. The minimum-fuel 
problem is solved in the context of the restricted three-body problem dynamics. The 
optimal trajectory is computed for the "high-end" low-thrust propulsion system with 
an initial T/W ratio of 3(10"^). 
Two-Point Boundary Value Problem Formulation 
The imposed thrust-coast-thrust engine sequencing from the previous problems 
is now eliminated by allowing the propellant mass flow rate to range from a lower 
limit of zero to a maximum value. By applying Pontryagin's Minimum Principle [17], 
the optimal thrust magnitude history is found to be either zero or at the maximum 
value as determined by the switching function. The complete two-point boundary 
value problem (2PBVP) is derived in this section for the following optimal control 
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problem: 
Find the thrust direction time history u { t ) ,  t o  <  t  <  t f ,  and the propellant mass 
flow rate time history to < t < tf, which minimize 
J  = -m{ t f )  -  ( t ) [ x { t f ) , t f \  (4.1) 
subject to the restricted three-body problem dynamic equations of motion 
(4.2) r  —  V r  
V r  —  
Vg f ^ i  / ^2 ( r - i -D  COS 9 }  112COS6 c f3  .  
^Moon-S/C 
+ £>2 + —sin-u + 2uivo + iM'r (4.3) m  
l i 2 D s m 0  i j , 2 s ï n 6  c j S  
~ .3 
'Moon-S/C 
+ — cos u — 2imv,. — 
m  
VrVe 
e  = v e  
with initial boundary conditions 
m — -(3 
r [ t o )  =  T i  
V r { t o )  =  V r ,  
M i o )  =  v e i  
0 ( t o )  =  free 
m(to) = rrii 
the terminal state constraints 
T p [ x { t f ) , t f ]  =  
f  r { t f )  -  T f  ^  / 0 \  
V r { t f ] -  V r ,  0 
V s { t f )  —  V 0 f  0 
K  ^((/) - J  U/ 
(4.4) 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
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the control inequality constraints 
0 < < l3max , to <t <tf (4.13) 
and the fixed final time t f .  
The objective is to minimize the total required fuel (or equivalently maximize the 
final spacecraft mass) after a fixed end-time transfer from the given initial state to the 
given terminal state. Minimum-fuel trajectories with a switching function structure 
must be solved for a fixed end-time in order to keep the final time horizon and number 
of engine switches finite. The entire trajectory is governed by three-body dynamics 
in an Earth-centered rotating polar coordinate system. The propellant mass flow 
rate l3 is allowed to operate in a range between zero and an upper limit of /?max- The 
upper flow rate limit /3max = 107.5 kg/hr is the constant flow rate from the previous 
"high-end" low-thrust problems. The thrust magnitude is proportional to the mass 
flow rate 
where c is the constant exhaust velocity for the low-thrust engine. Therefore, the 
thrust maginitude is also allowed to range between zero and an upper limit of 2,942 
The 2PBVP formulation follows the results from Chapter 2. The Hamiltonian 
for the optimal control problem is 
T = c/3 (4.14) 
N. 
H  =  \ ^ f  (4.15) 
where A is the 5x1 cost ate vector and / is the 5x1 state differential equation 
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right-hand side vector described by equations (4.2)-(4.6). The general form of the 
costate differential equations is 
(4.16) 
The first four costate differential equations are identical to those derived in Chapter 
2. One additional costate equation exists due to the inclusion of spacecraft mass as 
a state variable: 
— 
dH cj3 
d m  - —r[A„^sinu + Aug cos u \  m' (4.17) 
Since equation (4.17) is proportional to /?, the mass costate is constant during coasting 
arcs. The transversality conditions for the costates are 
K i ^ f )  = 
M i f )  =  
d4> 
.."-B d r  
t= t f  
d(j) 
dvr  t= t f  
d ( f >  
dve t= t f  
d < f )  
d ê  
t= t f  
d4> 
d m  
t= t f  
= z/i 
= U 2  
= 1^3 
= f4 
= —1 
(4.18) 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
Also, since the initial polar angle is free, the initial polar angle costate A@((o) is zero. 
The optimality condition results in the familiar inverse-tangent thrust direction 
control law: 
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= •  u ' ( t )  = tan ^ (4.23) 
Pontryagin's Minimum Principle [17] states that the Hamiltonian H  must be mini­
mized with respect to all admissible controls at all times. The set of all admissible 
mass flow rate controls is determined by the inequality constraint (4.13). The mass 
flow rate 0 appears linearly in both the inequality constraint and the state differential 
equations as shown by the partial derivative below: 
Therefore, to minimize H with respect to l3 over all admissible controls determined 
by equation (4.13), the following control law is enforced: 
The variable c r  is termed the switching function, and it determines the magnitude 
of 0 and therefore the engine thrust. The result is a bang-bang control since the 
engine either operates at zero thrust or at maximum thrust level as dictated by the 
switching function <7 and equation (4.25). 
The 2PBVP consists of finding the unknown initial polar angle and four un­
known initial costates which produce a trajectory that satisfies the terminal state 
constraints and transversality conditions at the end of a fixed end-time numerical 
integration. During the trajectory integration, the thrust direction angle and thrust 
magnitude are determined by the inverse-tangent control law and the switching func­
tion, respectively. 
(4.24) 
/)(() == 0 , <T > 0 (4.25) 
Pmax , cr < 0 
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Minimum-Fuel Transfer from Earth-Escape to the Lunar SOI 
Since the switching function is extremely sensitive to the initial guesses for the 
costates, the minimum-fuel problem with full switching structure is solved here for 
only a segment of the original LEO-to-LLO transfer. The initial and terminal state 
boundary conditions for the trajectory segment are selected from the optimal LEO-
to-LLO transfer with a thrust-coast-thrust sequence as presented in Chapter 2. The 
initial state variables are fixed at the state vector from the optimal LEO-to-LLO 
transfer solution after ten revolutions during the Earth-escape spiral and are given 
below in a rotating Earth-centered polar coordinate system: 
Ti = 2.962 Earth radii 
Vr, — 0.226 km/s 
Vff. = 4.569 km/s 
Oi = free 
m,- = 96,862.23 kg 
These initial state conditions have been selected from the optimal, thrust-coast-
thrust, Earth-escape spiral after several revolutions in order to reduce the total num­
ber of engine switches and to make the problem more easily managable. Since the 
switching function a is oscillatory with a period of one Earth orbit, starting the 
minimum-fuel problem at circular low-Earth orbit would involve numerous engine 
switchings. Therefore, to keep the total number of engine switches during the escape 
spiral low and the problem managable, the initial state is chosen from the latter 
stages of the optimal continuous-thrust Earth-escape spiral. 
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The terminal state variables are fixed at the state vector near the lunar Sphere 
of Influence (SOI) from the coast phase of the optimal LEO-to-LLO transfer solution. 
The state variables in an Earth-centered rotating polar frame are: 
r/ = .53.794 Earth radii 
Vrf = 0.365 km/s 
= —0.411 km/s 
6f = 188.562° 
The terminal state constraints for this trajectory segment problem are fixed near 
the SOI in order to eliminate the Moon-capture spiral and the revolutions about the 
Moon. This is done to make the problem more readily solvable since the equations 
of motion are integrated in an Earth-centered coordinate system. Therefore, the 
numerous engine switches and revolutions about the Moon are removed. 
The initial and terminal states for the proposed minimum-fuel problem repre­
sent two points in the optimal state time history from the LEO-to-LLO transfer 
separated by 4.54 days. Therefore, the minimum-fuel trajectory for a fixed thrust-
coast sequence with the given state constraints would duplicate that portion of the 
trajectory from the optimal LEO-to-LLO transfer and result in an optimal trip time 
of 4.54 days. 
It is assumed that the minimum-fuel trajectory will consist of alternating thrust 
and coast arcs during the Earth-escape spiral followed by a single, long translunar 
coast arc to the SOI. Preliminary trajectory simulations showed that the behavior of 
the switching function cr was very sensitive to the initial values of the costate variables. 
Many initial guesses for the costates caused cr to remain completely positive (coast 
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arc) or negative (thrust arc) during several revolutions about the Earth or during 
the translunar trajectory phase. All of the preliminary trajectory simulations result 
in very large terminal error conditions. For this reason, the minimum-fuel problem 
is initially solved by introducing thrust tiriies and coast times as additional design 
variables. This has proved to be a very robust approach. This intermediate problem is 
solved via a direct optimization method in order to determine a good initial estimate 
of the switching function profile for the complete 2PBVP. The drawback is that for 
the given fixed end-time, the correct number of thrust/coast arcs must be known a 
priori since the intermediate direct technique can not add thrust or coast arcs. The 
general procedure for solving this minimum-fuel problem is outlined below. 
Step (i) For the given fixed end-time, the minimum-fuel problem is initially 
solved using SQP and a direct optimization method. The SQP design variables are 
the initial polar angle 9{to), the three unknown initial costate variables Ar(io), A„,(io)) 
and Xyg{to), and the thrust arc and coast arc durations. The thrust direction angle is 
determined by the inverse-tangent steering law. The four terminal state constraints 
are enforced through four SQP equality constraints. The performance index (to be 
minimized) is the negative of the final spacecraft mass. This problem is very robust 
and is readily solved for a specific number and order of thrust/coast arcs. 
Step (ii) Starting with the solution from step (i), we next solve a minimum-fuel 
problem with an additional equality constraint requiring that the switching function 
a be zero at all engine switch times as determined by the thrust/coast arc design 
variables. This fifth SQP equality constraint is: 
N  
(4.26) 
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where cr, is the switching function (4.24) at the discrete engine s,witch time and 
N is the total number of engine switchings. Since the calculation of a is required, 
the initial mass costate Xm{to) is included as a design variable. This intermediate 
problem determines if the correct number of engine switches has been assumed for 
the given end-time. If the problem converges to a solution, the complete 2PBVP can 
be solved since a very good switching function profile and initial costate vector has 
been determined. If the problem does not converge, then step (i) is repeated with an 
added thrust arc or coast arc or both. 
Step (iii) Utilizing the solution from step (ii), we finally solve the 2PBVP with 
SQP and a terminal error function approach. The engine switching is completely 
governed by the switching function. The transversality condition for the final mass 
costate is enforced through the performance index as a terminal error function: 
F = [Xm + -\.]Lt, (4.27) 
The five SQP design variables are the initial polar angle and the four unknown initial 
costate variables. The four terminal state constraints are enforced through four SQP 
equality constraints. 
The most difficult a.spect of this procedure is finding a good initial estimate of 
the total number of thrust and coast arcs for the given fixed end-time. Since the 
minimum-fuel solution for a fixed thrust-coast sequence requires a trip time of 4.54 
days, it was initially assumed that by slightly increasing the end-time a single ad­
ditional thrust or coast arc would exist. Therefore, 1 burn/2 coast and 2 burn/2 
coast solutions were found for trip times slightly over 5 days using the direct method 
approach of step (i). These solutions, however, did not exhibit good switching func­
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tion profiles, and the intermediate problem of step (ii) would not converge. Since the 
switching function profiles from the direct method solutions often predicted many 
more engine switches, step (i) needs to be repeated with additional thrust and coast 
a r c s  u n t i l  a  g o o d  c r  p r o f i l e  i s  f o u n d  f o r  t h a t  s p e c i f i e d  t f .  
Numerical Results 
The first minimum-fuel trajectory is found for a fixed end-time of 5.16 days. 
Several iterations of the direct method of step (i) with discrete thrust and coast arc 
times are required before the engine switches predicted by the switching function 
correspond to the discrete engine on/off times. Contrary to the initial assumption, 
the minimum-fuel trajectory for a trip time of 5.16 days involves a 5 burn/4 coast 
sequence. Another surprise is the existence of a very short-duration burn at the end 
of the trajectory. This short burn is initially computed by the direct method of step 
(i). The original engine sequencing was assumed to be 5 burn/5 coast with all burns 
concentrated at the Earth-escape spiral. However, the direct method "moved" the 
fifth burn arc design variable to the end of the trajectory and reduced the fifth coast 
arc design variable to zero. The 5 burn/4 coast direct method solution produced 
a well-behaved switching function profile which exhibited the same number of en­
gine switchings. The intermediate problem with the additional equality constraint 
requiring cr to be zero at all engine switchings improved the fuel savings and quickly 
converged to a solution. The intermediate solution exhibited an excellent cr profile 
with the switching function crossover points exactly matching the discrete engine 
on/off times. The complete 2PBVP with full switching structure, step (iii), is then 
readily solved to determine the optimal minimum-fuel trajectory for a trip time of 
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Figure 4.1: Minimum-Fuel Trajectory for t f =5 . l 6  days - rotating coordinates 
5.16 days. 
The 5 burn/4 coast minimum-fuel trajectory starts with a short burn arc span­
ning approximately one-quarter revolution about the Earth followed by three suc­
cessive coast and burn arcs. Each burn and coast arc spans approximately half a 
revolution about the Earth. The three burn arcs cover 185, 189 and 209 degrees of 
angular distance while the three successive coast arcs span 170, 168 and 150 degrees, 
respectively. The four burns during the Earth escape are centered about the perigee 
of the changing orbits and the three coast arcs are centered about the apogees. The 
final coast arc lasts 3.16 days and constitutes the translunar coast phase to the vicin­
ity of the lunar SOI. The final fifth apogee burn lasts only 1.3 hours but is required to 
insert the spacecraft into the proper terminal state condition. The optimal 5 burn/4 
coast minimum-fuel trajectory is presented in Figure 4.1 in an Earth-centered rotat­
ing coordinate system. The switching function is shown in Figure 4.2 with the five 
burn arcs and four coast arcs clearly indicated by the negative and positive segments, 
respectively, of the a profile. 
The optimal thrust direction angle u* and flight path angle for the minimum-
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Figure 4.2; Switching Function vs. Time - tj=5.1Q days 
fuel trajectory are presented in Figure 4.3. The optimal thrust direction angle is 
artificially set to zero during the coast arcs to emphasize the steering during the 
burn arcs. The perigee burns are initiated near the point on the orbit where the 
velocity vector has reached the maximum angle below the local horizon. The thrust 
vector initially points below the local horizon during the start of a perigee burn 
and rotates outward toward the local horizon. At the perigee, the thrust vector is 
tangent to the velocity vector and both angles are zero. The thrust vector continues 
the outward rotation above the local horizon until the burn arc is ended near the 
point where the flight path angle reaches a maximum positive value. 
The 5 burn/4 coast minimum-fuel trajectory has a final spacecraft mass of 
94,626.7 kg near the lunar SOI. The optimal fixed thrust-coast-thrust sequence solu­
tion of Chapter 2 has a final spacecraft mass of 94,242.6 kg at the same point during 
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the coast phase near the SOI. Therefore, by allowing engine switching and a slightly 
increased trip time, 384.1 kg of fuel is saved or 5.6% of the total fuel required by the 
optimal LEO-to-LLO transfer with a fixed thrust-coast-thrust sequence. Additional 
fuel savings could be realized by repeating this procedure and solving for multiple 
burn and coast minimum-fuel trajectories from LLO to the lunar SOI. 
Next, several minimum-fuel trajectories are solved using the same three-step pro­
cedure for different trip times. The end-times are decreased in 0.15 day increments, 
and the previous solution is used to initialize the next fixed end-time problem. As 
the trip time is decreased, the total number of thrust and coast arcs is decreased. 
Although the direct method of step (i) can not add thrust or coast arcs, the method 
can eliminate arcs by shrinking the design variables for burn/coast durations to zero. 
Therefore, as trip time is steadily decreased, the minimum-fuel trajectories result in 
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Figure 4.4: Minimum-Fuel Trajectory for t f =Z .8  days - rotating coordinates 
sequences of 4 burn/4 coast, 4 burn/3 coast, and so on. All of these minimum-fuel 
trajectories exhibit a final apogee burn at the end of the trajectory, and the duration 
of the final burn increases as the trip time is decreased. The solutions with the same 
number of burn and coast arcs start the minimum-fuel trajectory with a coast arc. 
For comparative purposes, two of these minimum-fuel solutions are presented 
graphically. The first is the solution with a trip time of 3.8 days. The optimal engine 
sequence is 4 burn/3 coast as indicated by the trajectory shown in Figure 4.4 and the 
corresponding switching function profile displayed in Figure 4.5. A revolution about 
the Earth has been eliminated by the reduction of trip time from 5.16 days to 3.8 
days, and the coast arcs about the apogee are shrinking. The final spacecraft mass 
near the SOI is 93,958.4 kg. The lowest trip time treated thus far is 2.6 days, and the 
result is a 2 burn/1 coast sequence. The optimal trajectory is presented in Figure 
4.6, and the corresponding cr-profile is shown in Figure 4.7. The first burn lasts 1.4 
days and covers one and a half revolutions about the Earth. The single coast arc 
lasts for only 0.45 days, and the rest of the trajectory is the final burn arc. 
A performance comparison of these minimum-fuel solutions is presented in Figure 
n  I 
10.0 
5.0 
0.0 
-5.0 
-10.0 
-15.0 
'SOI 
Thrust arc 
Coast arc 
-60.0 -40.0 -20.0 
X, Earth radii 
0.0 
77 
2.0 
coast 3 
coast 2 c g 
o 
c 
coast 1 
iZ 
0.0 O) 
c 
burn 4 
burn 1 
burn 2 
burn 3 
-2.0 
2.0 
Time, days 
3.0 4.0 0.0 
Figure 4.5: Switching Function vs. Time - t f = 3 . 8  days 
15.0 
10.0 
1 5.0 
i 0.0 
ra 
LU 
-5.0 
> 
-10.0 
-15.0 
-60.0 
/SOI 
Thrust arc 
Coast arc 
-40.0 -20.0 
X, Earth radii 
0.0 20.0 
Figure 4.6: Minimum-Fuel Trajectory for tj=2.Q days - rotating coordinates 
78 
g 
a  
c 3 
9 
! 
2.0 
0.0 
-2.0 
-4.0 
-6.0 
coast 1 
/ 
burn 1n^ 
burn 2 
0.0 1.0 2.0 
Time, days 
3.0 
Figure 4.7: Switching Function vs. Time - t f =2 .6  days 
4.8 and Table 4.1. The plot displays the optimal final spacecraft mass as a function 
of trip time. The 2 burn/1 coast solutions show a drastic performance loss as trip 
time is continuously decreased. The burn arcs must grow in size in order to reach 
the terminal state conditions as the fixed end-time is reduced. The curve levels off 
at a trip time of about 4.5 days and an optimal engine sequence of 4 burn/4 coast. 
As trip time is increased above this value, there is likely to be relatively little gain in 
performance as the number of engine switches increases. The bottom discontinuous 
curve in Figure 4.8 shows, for comparison purposes, the performance of a direct 
minimum-fuel solution with a fixed thrust-coast sequence. The switching function is 
not used to develop this curve. The peak of the fixed thrust-coast performance curve 
is at a trip time of 4.54 days which corresponds to the respective trajectory segment 
of the minimum-fuel, LEO-to-LLO "hybrid" direct/indirect method solution. The 
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6.0 
optimal final mass for the fixed thrust-coast trajectory is 94,242.6 kg. Table 4.1 
shows the maximum percentage fuel savings of the switching function solutions over 
the optimal fixed thrust-coast engine sequence. The fuel savings of the multiple 
burn/coast solutions decrease as the trip time approaches 4.54 days and the fixed 
thrust-coast solution reaches peak performance. 
Table 4.2 displays the initial costates for selected minimum-fuel solutions with 
the switching function. Tables 4.3 and 4.4 show the burn and coast switch times in 
days for the selected minimum-fuel solutions. 
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Table 4.1: Switching Function Solutions 
Engine Sequence Max. % fuel savings tf (days) m.} (kg) 
2 burn/1 coast > 38.2 3.20 93,290 
3 burn/2 coast 44.6 3.50 93,662 
4 burn/3 coast 45.6 3.65 93,817 
4 burn/4 coast 16.4 4.70 94,513 
5 burn/4 coast 36.9 5.16 94,627 
Table 4.2; Initial Costates for Switching Function Solutions 
Engine Sequence tf (days) -^r(^o) ^Vr( ^ o )  k g i t o )  '^m(^o) 
2 burn/1 coast 3.20 -0.0249 0.0107 -0.1303 -0.9423 
3 burn/2 coast 3.50 -0.0193 4.938E-4 -0.0814 -0.9493 
4 burn/3 coast 3.65 -0.0212 -0.0197 -0.1130 -0.9524 
4 burn/4 coast 4.70 -0.0149 -0.0175 -0.0705 -0.9671 
5 burn/4 coast 5.16 -0.0185 -6.424E-3 -0.1077 -0.9710 
Table 4.3: Burn Arc Switch Times 
Engine Sequence tf (days) Burn 1 Burn 2 Burn 3 Burn 4 Burn 5 
2 burn/1 coast 3.20 0.0 2.919 — — — 
3 burn/2 coast 3.50 0.0 0.499 3.291 — — 
4 burn/3 coast 3.65 0.0 0.140 0.667 3.457 — 
4 burn/4 coast 4.70 0.136 0.540 1.233 4.638 — 
5 burn/4 coast 5.16 0.0 0.248 0.727 1.592 5.106 
Table 4.4: Coast Arc Switch Times 
Engine Sequence tf (days) Coast 1 Coast 2 Coast 3 Coast 4 
2 burn/1 coast 3.20 1.104 — — — 
3 burn/2 coast 3.50 0.336 1.194 — — 
4 burn/3 coast 3.65 0.056 0.436 1.302 -
4 burn/4 coast 4.70 0.0 0.311 0.768 1.678 
5 burn/4 coast 5.16 0.069 0.423 0.940 1.948 
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CHAPTER 5. VEHICLE/TRAJECTORY OPTIMIZATION 
Two new combined vehicle and trajectory optimization problems are formulated 
and solved in this chapter. The first one involves maximizing the spacecraft's pay-
load, and the other involves minimizing the initial spacecraft mass for a given pay-
load. These problems exhibit interaction between trajectory optimization and low-
thrust propulsion system optimization. The vehicle/trajectory optimization problem 
is solved for the nuclear electric propulsion (NEP) vehicle outlined in Chapter 3 for 
a fixed trip time. The trajectory optimization follows the "hybrid" direct/indirect 
method for a thrust-coast-thrust engine sequence described in Chapters 2 and 3. The 
new vehicle sizing feature involves finding the optimal specific impulse (I,p) and the 
optimal electric power input to the thrusters [P). These two engine parameters de­
termine the thrust magnitude, propellant mass flow rate, and the thruster efficiency 
for the NEP vehicle. 
Maximum Net Mass 
The objective of the first vehicle/trajectory optimization problem is to maximize 
the net mass of the spacecraft for a fixed time transfer from circular low-Earth orbit 
(LEO) to circular low-lunar orbit (LLO). The net mass runet is defined below: 
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^^net — ^^fuel ^^tank ^pp (5,1) 
where ttlq is the initial spacecraft mass in LEO (123,000 kg), m f u e l  is the mass of 
the total fuel required, rritank is the mass of the tank and propellant feed system, 
and rupp is the total mass of the power and propulsion systems. The spacecraft's net 
mass represents the usable mass for payload. The tank mass rritank and the power 
and propulsion system mass rripp are proportional to the total propellant mass mf^ei 
and electric power input P, respectively [24]: 
m t a n k  — ^ i ^ f u e l  (o.2) 
T T i p p  =  a P  (5.3) 
The parameter Kt is the tankage fraction and the parameter a is the specific mass 
of the power and propulsion system. These vehicle sizing parameters are considered 
constant for the NEP lunar cargo vehicle from Dudzinski et al. [16]. 
Kt = 0.05 (non-dimensional) 
a = 7.3 kg/kW 
Therefore, the net mass can be re-written: 
TTlnet = mo - (1 -f Kt)m}uel " OLp  (5.4) 
Minimizing negative net mass is equivalent to maximizing net mass. Since mo is a 
constant, it can be removed from the performance index. Therefore, the performance 
index to be minimized is 
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J  —  ( I  +  K t ) m f ^ e i  4- a P  (5.5) 
where the total fuel mass mf^ei is 
^^fuel — "^{^eacape 4" ^captUTe) (5.6) 
and tgfcape and tcapture are the durations of the Earth-escape and Moon-capture spirals, 
respectively. 
The remainder of the low-thrust propulsion system parameters are completely 
determined by the specific impulse I,p and the input power P. The thrust magnitude 
T is [9] 
T = ^ (5.7) 
where 7/ is the thruster efficiency and c is the engine exhaust velocity. The exhaust 
velocity is 
c = hpQ (5.8) 
where g is the Earth's gravitational acceleration at sea level. The thruster efficiency 
77 is determined by the relation [25]: 
% - c2 + cP (5.9) 
where b and d are constant propellant-dependent coefficients. For Xenon, the non-
dimensional coefficient b = 0.81 and d = 13.5 km/s. 
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The propellant mass flow rate is determined from the thrust magnitude and 
exhaust velocity: 
t  
m = — (5.10) 
c 
The problem statement for the combined vehicle/trajectory problem is presented 
below: 
Find the thrust direction, u(t), thrust durations teacape and tcapture, and vehicle 
parameters P and I,p which minimize 
2bP 
</ = (! + 2 i ^(^e«ape •)" ^capture) + (5.11) 
i,p9 + a 
where Kt^ b, d, g, and a are all given constants. The maximum net mass problem 
is subject to the restricted three-body equations of motion (2.41)-(2.48). The thrust 
acceleration, aj-, is re-written: 
ar - r- (5.12) 
TTIq — TTlt 
where 
p 
= (5.13) 
= (5.14) 
The specific impulse for Xenon is bounded due to the range of input voltages for the 
low-thrust engine [24]: 
3000 < I,p < 7000 s (5.15) 
The boundary conditions of LEO and LLO are presented by equations (2.51)-(2.56). 
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The combined vehicle/trajectory optimization problem requires finding the thrust 
direction history, the engine on/off times, and the vehicle parameters I,p and P for 
a fixed end-time, planar, thrust-coast-thrust transfer from LEO to LLO which max­
imizes the net mass. The "hybrid" direct/indirect method presented in Chapter 
3 for the fixed NEP vehicle is modified to solve the maximum net mass problem. 
Since the previous minimum-fuel problem for fixed NEP vehicle parameters includes 
a free end-time, three SQP design variables specify the durations of the Earth-escape 
spiral, the translunar coast, and the Moon-capture spiral. For the fixed end-time 
vehicle/trajectory optimization problem, the same three design variables are used 
along with an additional equality constraint requiring the computed end-time corre­
spond to the desired fixed end-time. The vehicle parameters P and I,p are additional 
design variables in the direct/indirect method. The SQP performance index for the 
direct/indirect method is the sum of the total fuel mass, tank mass, and power and 
propulsion system mass as previously indicated by equation (5.5) and its minimum 
results in the maximum net mass. The other SQP design variables include the initial 
control values u{to) and ù{to) in GEO and circular high-lunar orbit (HLO), the ini­
tial and final polar angles in GEO and HLO, and the durations of the Earth-escape 
spiral, the coast phase, and the Moon capture spiral. The trajectory is numerically 
integrated from GEO and HLO to a matching point near the lunar Sphere of Influ­
ence. Four SQP equality constraints are imposed to force position and velocity vector 
matching between the two trajectory segments. 
The modified direct/indirect method also includes the analytical calculation via 
Edelbaum's method of the quasi-circular transfers from LEO to GEO and from HLO 
to LLO. Edelbaum's analytical expression for a planar, circle-to-circle transfer is the 
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simple rocket equation [4j; 
m t  
— = e  (5 .16)  
m o  
where AF is simply the difference in circular velocities and is a constant for the two 
quasi-circular, planar transfers. Therefore, by varying /,p, the final-to-initial mass 
ratio ruf/mo is altered for the quasi-circular transfer between fixed circular orbits. 
Trip time for the quasi-circular transfer is computed from the mass ratio and the 
constant propellant mass flow rate. Since mass flow rate rh is determined by input 
power P and I,p, trip time for the quasi-circular transfer depends on both vehicle 
parameters. Edelbaum's analytical expression for the long-duration quasi-circular 
transfers at both ends of the simulated trajectory therefore contributes to the total 
fuel mass and total trip time calculations. 
The first maximum net mass solution is found for a fixed trip time of 72.5 days 
which closely corresponds to trip time for the previous minimum-fuel NEP solution 
from Chapter 3. The minimum-fuel solution is for a fixed NEP vehicle with a fixed 
I,p of 5000 s and a fixed input power of 5000 kW. Since the vehicle parameters are 
fixed, the minimum-fuel problem allows for free end-time, and the result is a total 
trip time of 72.44 days. Both the maximum net mass and minimum-fuel NEP vehicle 
problems start with an initial spacecraft mass in LEO of 123,000 kg. The minimum-
fuel solution is used as the initial guess for the maximum payload problem with 
variable I,p and power. 
The modified direct/indirect method converges to a maximum net mass solution 
after over 100 SQP iterations. I,p and power are substantially changed from the 
initial guesses of 5000 s and 5000 kW to the optimal values of 3641.4 s and 3614.7 
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kW, respectively. The optimal net mass for the 72.5 day transfer is 71,370.4 kg. 
The net mass for the minimum-fuel solution from Chapter 3 is 67.836.4 kg. The 
maximum net mass solution therefore displays a 5.21% increase in payload over the 
minimum-fuel solution. The payload fraction, the ratio of the net mass to the initial 
spacecraft mass in LEO, is 0.580 for the maximum net mass solution and therefore 
41.98% of the initial spacecraft mass in LEO is propellant, tank mass, and power and 
propulsion system mass. In comparison, the payload fraction for the minimum-fuel 
solution from Chapter 3 is 0.552. The maximum net mass solution requires 24,040.0 
kg of propellant to complete the transfer which is 35.2% more propellant than the 
17,774.9 kg propellant mass for the minimum-fuel solution. The final mass-to-initial 
mass ratio is 0.8046 for the maximum net mass solution as compared to the final 
mass ratio of 0.8555 for the minimum-fuel solution. Although the minimum-fuel 
trajectory exhibits a higher final mass ratio, the power and propulsion system is 
more massive for the minimum-fuel solution and therefore detracts from the vehicle's 
payload capability. 
The optimal trajectory for the maximum net mass problem is slightly differ­
ent from the fixed NEP vehicle, minimum-fuel trajectory. The optimal NEP vehicle 
completes 261 revolutions about the Earth in 42.75 days during the Edelbaum ap­
proximation for the LEO-to-GEO quasi-circular transfer compared to a 40.64 day 
LEO-to-GEO transfer for the minimum-fuel trajectory. The numerically-simulated 
trajectory for the maximum net mass transfer completes 6.0 revolutions about the 
Earth during a 14.41 day escape spiral from circular GEO to the start of the translu-
nar coast arc. The maximum net mass NEP vehicle coasts for 3.26 days before 
completing 9.5 revolutions about the Moon during the 7.11 day capture spiral which 
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terminates at HLO. In comparison, the minimum-fuel NEP vehicle's translunar coast 
arc is over twice as long at 6.76 days and the Moon-capture spiral to HLO lasts 6.56 
days. The quasi-circular transfer from HLO to LLO approximated by Edelbaum's an­
alytical equation is nearly the same for both NEP vehicle trajectories. The trip time 
for the numerically-simulated GEO-to-HLO transfer is 25.78 days for the maximum 
payload trajectory and 27.87 days for the minimum-fuel trajectory. The maximum 
net mass GEO-to-HLO trajectory is shown in the Earth-centered, rotating frame in 
Figure 5.1. 
The thrust direction time history for the maximum payload trajectory is different 
from the minimum-fuel thrust direction profile. The two respective thrust direction 
profiles for the Earth-escape spiral are presented along with the respective flight path 
angle histories in Figure 5.2. Both exhibit an oscillatory behavior, and the thrust 
direction angle for the maximum net mass trajectory is slightly shifted in phase with 
respect to the minimum-fuel thrust direction during the first five revolutions. The 
maximum payload trajectory also exhibits nearly radial thrusting at the end of the 
Earth-escape spiral with a thrust direction angle of 95.5 degrees. The flight path 
angle histories are nearly identical for both optimal trajectories. 
Several maximum net mass trajectories are found for a range of trip times by 
utilizing the current solution as the initial guess for a trip time perturbed by two 
days. The maximum net mass problem is solved less accurately for trip times which 
are not multiples of ten by relaxing the SQP termination criteria tolerances. Linear 
extrapolation of the past solutions is used to guide the design space search for the 
optimal lap and power for the intermediate trip time problems. This procedure allows 
quick convergence to accurate solutions for trip times which are multiples of ten 
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days. The maximum net mass problem is solved accurately for trip times ranging 
from 80 days to 200 days by ten day increments by tightening the SQP termination 
criteria and eliminating the linear extrapolation scheme on I,p and power. The same 
procedure is used to solve maximum net mass problems for trip times less than 72.5 
days. Two solutions are found for trip times of 68 days and 65 days. 
The optimal payload fraction for the range of fixed trip time solutions is pre­
sented by Figure 5.3. Each point on the curve represents an optimal vehicle parameter 
and trajectory combination which maximizes the payload mass for a given total LEO-
to-LLO trip time. As expected, the optimal payload fraction increases as trip time 
increases. A sharp rise in payload is exhibited as trip time is increased from 65 days 
to about 130 days. Increasing the trip time by 65 days from 65 days to 130 days 
increases the payload fraction by 24.4%. Past 130 days, the performance curve begins 
to flatten. Increasing the trip time by 70 days from 130 days to 200 days increases 
the payload fraction by only 8.5%. It appears that the payload fraction approaches a 
horizontal asymptote of about 0.77 as trip time is increased past 200 days. However, 
this is only about a 2.7% increase in payload fraction from the 200 day solution and 
would not justify the increased trip time. 
The corresponding optimal I,p and power curves for the range of trip times are 
shown by Figure 5.4. The optimal I,p increases nearly linearly with trip time and 
optimal power decreases as trip time increases. The 65 day solution approaches the 
lower limit for /,p with an optimal I,p of 3435.6 s and exhibits an optimal power level 
of 3858.1 kW. The optimal I,p for the 200 day solution is 6023.6 s and is under the 
upper I,p limit for Xenon. The optimal power level for the 200 day solution is 2040.1 
kW. The initial T/w and mass propellant flow rate are at a maximum for the 65 day 
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solution with values of 1.33(10"'') and 410.0 kg/day. As trip time is increased and 
t h e  o p t i m a l  i s p  a n d  p o w e r  l e v e l s  i n c r e a s e  a n d  d e c r e a s e ,  r e s p e c t i v e l y ,  t h e  i n i t i a l  t / w  
ratio and mass flow rate decrease. For the 200 day solution, the initial t/w ratio in 
LEO is 4.41(10"^) and the mass fliow rate is reduced to 77.8 kg/day. 
The numerically integrated segments of the optimal trajectories for the 65 day so­
lution and the 200 day solution are presented by Figures 5.5 and 5.6. The trajectories 
are displayed in an Earth-centered rotating coordinate system. The 65 day solution 
requires 38.2 days for the quasi-circular transfer from LEO to GEO as approximated 
by Edelbaum's analytical expression. The numerically integrated trajectory, as shown 
by Figure 5.5, requires 23.3 days to complete the GEO-to-HLO transfer. The escape 
spiral from GEO completes 5.3 revolutions about the Earth and lasts 13.6 days. The 
capture spiral completes 8.5 revolutions about the Moon and terminates in the high 
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circular lunar orbit. In comparison, the 200 day solution requires 117.8 days for the 
LEO-GEO quasi-circular analytical transfer. The numerically integrated trajectory 
from GEO to HLO lasts 70.6 days and the final HLO-to-LLO quasi-circular transfer 
requires 11.6 days. During the escape spiral, the spacecraft completes 16.6 revolutions 
about the Earth before coasting for 7.2 days. The capture spiral to HLO completes 
27.1 revolutions about the Moon. The numerically integrated segment of the 20.0 day 
trajectory is displayed in an Earth-centered inertial coordinate system as shown by 
Figure 5.7. During the 70.6 day transfer from GEO to HLO, the Moon completes 2.6 
revolutions about the Earth-Moon center of mass. The initial position of the Moon 
is indicated in the figure, and the subsequent 19.7 day Moon-capture trajectory to 
HLO covers nearly three-fourths of a lunar orbit. 
93 
30.0 
— Thrust arc 
- Coast arc 20.0 
10.0 
0.0 
SOI 
-10.0 
-20.0 i Q I I I ! 1 1 1 I , 
-80.0 -60.0 -40.0 -20.0 0.0 20.0 
X, Earth radii 
Figure 5.5; Maximum Net Mass Trajectory for tj = 65 days - rotating coordinates 
1 
JZ 
•c 
cfl 
LLI 
40.0 
20.0 
0.0 
-20.0 -
-40.0 
Thrust arc 
Coast arc 
SOI 
-80.0 -60.0 -40.0 -20.0 0.0 20.0 40.0 
X, Earth radii 
Figure 5.6; Maximum Net Mass Trajectory for = 200 days - rotating coordinates 
94 
80.0 
Thrust arc 
Coast arc 
Moon orbit 
40.0 
=0 0.0 
>-
-40.0 
-80.0 
0.0 40.0 80.0 -80.0 -40.0 
X, Earth radii 
Figure 5.7: Maximum Net Mass Trajectory for = 200 days - inertial coordinates 
95 
Minimum Initial Mass in LEO 
The objective of the second combined vehicle/trajectory optimization problem 
is to minimize the initial spacecraft mass in circular low-Earth orbit (LEO) for a 
prescribed fixed net mass to be delivered to a circular low-lunar orbit (LLO) in a 
fixed transfer time. Therefore, the performance index to be minimized is initial 
mass: 
J  =  m o  (5.17) 
The initial mass mo can be expressed in terms of the net mass, tank mass, total 
fuel mass, and power and propulsion system mass by using equation (5.4): 
"Î0 = rrinet + (1 + K t ) T n f u e i  +  a P  (5.18) 
Since the net mass runet is a constant for this problem, it can be removed from the 
performance index. Therefore, the performance index J for the minimum initial mass 
problem is 
J = (1 4- K t ) m f u e i  +  o l P  (5.19) 
which is the same performance index as the maximum net mass problem presented 
by equation (5.5). Therefore, the minimum initial mass in LEO problem is equivalent 
to the maximum net mass problem. This is also evident from the definition of the 
payload fraction: 
H — —— = payload fraction 
mo 
(5.20) 
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Finding the maximum net mass for a fixed initial mass produces the same re­
sult as minimizing the initial mass for a fixed net mass. Therefore, both problems 
essentially maximize the payload fraction, 
To numerically show the equivalence between the two problems, a single mini­
mum initial mass problem is solved. One additional design variable is introduced for 
the unknown initial mass ttiq and one additional SQP equality constraint is required 
for the desired fixed net mass m„et- The performance index is the new design variable, 
initial mass mo. The problem is solved for a trip time of 110 days and a fixed net 
mass of 80,000 kg. The maximum net mass solution for a trip time of 110 days results 
in a net mass of 81,530.7 kg and a payload fraction of 0.6629. The maximum net 
mass solution for 110 days is used as the initial guess for the minimum initial mass 
problem, and the problem quickly converges to an optimal initial mass of 120,690.6 
kg for a payload fraction of 0.6629. The maximum net mass and minimum initial 
mass problems produce the same payload fraction to seven decimal places. 
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CHAPTER 6. OPTIMAL 3-D EARTH-MOON TRANSFERS 
The minimum-fuel, three-dimensional transfer with a fixed thrust-coast-thrust 
sequence from a low-Earth circular orbit to a low-lunar circular polar orbit is inves­
tigated in this chapter. Minimum-fuel 3-D trajectories are obtained using both the 
"high-end" low-thrust propulsion system from Chapter 2 and the "moderate" NEP 
low-thrust system from Chapter 3. The inclination of the Earth-Moon orbit plane 
varies between 18.2 and 28.5 degrees latitude with respect to the Earth's equatorial 
plane over a period of 18.6 years. Since the initial low-Earth orbit is assumed to co­
incide with a space station orbit, the LEO incHnation is assumed to be 28.5 degrees 
which corresponds to the latitude of Cape Kennedy. For this preliminary study, the 
Earth-Moon orbit plane is assumed to be coplanar with the initial low-Earth parking 
orbit, and the final target polar lunar orbit is inclined 90 degrees with respect to the 
Earth-Moon orbit plane. The optimal trajectory is computed using the "hybrid" di­
rect/indirect method outlined in Chapter 2 with the additional necessary conditions 
from optimal control theory required for spacecraft motion in three dimensions. The 
2-D planar solutions from Chapters 2 and 3 are used as initial guesses for the 3-D 
problems. 
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Necessary Conditions for Minimum-Fuel 3-D Trajectories 
The additional costate equations, transversality conditions, and optimality con­
ditions are derived for a minimum-fuel, 3-D transfer to an inclined circular lunar 
orbit. For the "high-end" low-thrust spacecraft, the idea is to start with the 2-D 
solution from Chapter 2 and solve a sequence of minimum-fuel trajectories with in­
clination of the lunar orbit increasing between problems. For the "moderate" NEP 
low-thrust spacecraft, the problem starts with the 2-D solution from Chapter 3 and 
the inclinations of both boundary circular orbits are altered automatically between 
optimization iterations. Therefore, the terminal state constraints must require a 
circular, low-lunar orbit with a specified, fixed final inclination between 0 and 90 
degrees. The optimal control problem is stated below. 
Find the thrust direction time histories for the Earth-escape and Moon-capture 
phases u(t) and v{t), to < t < tf, which minimize 
J  ^escape ^capture  ( ^ *1)  
subject to 
r = Vr (6.2) 
—Ml 4- D cos (6 cos 1J.2 cos (f>cos 9 
Vr  =  — -3 + ^ + ar, (6.3) 
^Moon-S/C ^ 
-t- 2u>vg COS (f) 4- u^r cos^ 4> + — -t- — 
r r 
h i d s m d  n i s \ n 9  
vg = -3 - —^ + ar, (6.4) 
^Moon-S/C ^ 
,0 • J. o A , V9V^Sm<j) 
+ 2tjjVé sm (p — 2u>Vr cos ç - 4- — 
r r cos <p 
99 
f i2D sin é cos 6 ^^sinocos# 
vé = —5 - + «r. 
' 'Moon—S/C Z?2 
O . ' 2 • , , , fgsinûi» 
— ZuJVgSlTKp — UJ rsmcpcosç — + -
r r cos 0 
e = 
v e  
where 
r cos (f) 
r 
' 'Moon-s/c = + 2Dr cos cos 6 + 
and subject to the Moon-centered, 3-D, three-body equations of motion 
with the initial boundary conditions 
r((o) = r i e o  
Vr{to) = 0 
v e i t o )  =  ij-i 
^leo 
vd^o) = 0 
<f>{to) = 0 
'jjt'leo 
the terminal state constraints 
and the free end-time condition: 
1 O / 0 \  
0 
0 
\  Vgj  cos 4> — Vci r  COS i  ^  U /  
(6.5) 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
(6 .10)  
( 6 . 1 1 )  
(6 .12)  
(6.13) 
(6.14) 
tf = free (6.15) 
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The six differential state equations, equations (6.2)-(6.7), are the equations of 
motion for the thrusting spacecraft in an Earth-centered, rotating, spherical coordi­
nate system for the restricted three-body problem dynamics. The longitude angle d 
is the angle of the projection of the radius vector onto the Earth-Moon plane mea­
sured positive counter-clockwise from the Earth-Moon line. The latitude angle 4) is 
measured positive above the Earth-Moon orbit plane to the spacecraft radius vec­
tor. The three velocity components iv, t'g, and v^, correspond to the velocity vector 
projections along the radius vector, the local longitude plane, and the local meridian 
plane, respectively. 
The thrust acceleration terms and are 
QTr = It sin u cos V (6.16) 
axg = ax cos u cos V (6.17) 
=aT sin V (6.18) 
where ax is the thrust acceleration magnitude 
ar(0 = —T- (6.19) 
mo — mt 
The thrust direction angle u is measured positive above the horizontal plane to the 
projection of the thrust vector onto the local longitude-radial direction vertical plane. 
The thrust direction angle v is measured positive above the local vertical plane to 
the thrust vector and is between ±90 degrees. 
The six state differential equations are with respect to the Earth-centered rotat­
ing spherical frame and therefore the subscript 1 has been dropped. The three-body 
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dynamics with the thrust terms are also utilized in a Moon-centered .rotating spher­
ical frame but the equations are not presented in this chapter. The derivation of the 
3-D, three-body dynamic equations utilizes relative motion analysis and follows along 
the derivation of the 2-D, three-body equations presented in the author's M.S. thesis 
[14]. The six state differential equations for three-dimensional motion are reduced to 
the planar state equations described in Chapters 2 through 5 by setting to zero 
(F) and V. 
The initial state conditions, equations (6.9)-(6.13), define the initial low-Earth 
circular with zero inclination and therefore the initial orbit is contained in the Earth-
Moon orbit plane. The initial longitude angle #(fo) is free. 
The four terminal state constraints, (6.14), define a circular low-lunar orbit with 
a specified incUnation i with respect to the Earth-Moon plane. The terminal state 
constraints are expressed in the Moon-centered, rotating spherical coordinate system. 
The first three state constraints require a low-lunar circular orbit and the constant 
Vcir is the circular orbital speed for the desired final radial distance rno- The fourth 
state constraint maintains termination in an orbit with the desired inclination and 
also constrains the latitude angle (f> to an absolute value less than or equal to the 
incUnation angle i. The velocities V0^ and represent, respectively, inertial velocity 
components along the local longitude and latitude planes with respect to a fixed 
Moon-centered spherical frame. Velocity with respect to an inertial or fixed reference 
frame can be expressed in terms of the velocity in rotating frame: 
V f i x  = V r o t  + W X f 
Therefore, the inertial velocity components are 
(6.20) 
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vOi = vg + wr cos (p (6.21) 
(6 .22)  
Since wis a constant for the restricted three-body problem and the final radius 
r{tf) is constrained, the product u/r is defined as a constant n. Therefore, the final 
two terminal state constraints are re-written in terms of velocity components in a 
rotating frame: 
The minimum-fuel 3-D trajectory is solved using the "hybrid" direct/indirect 
method presented in Chapter 2. Following the former approach, the costate equations 
and transversality conditions for the 3-D problem are derived and used to parameter­
ize the thrust direction time histories for the Earth-escape and Moon-capture spiral 
phases. The costate differential equations are only derived for the Earth-centered, 
rotating spherical frame and hence subscripts on the state variables are not employed. 
The Moon-centered costate equations are derived in a similar fashion. The transver­
sality conditions are derived in the Moon-centered, rotating spherical frame since the 
terminal state constraints are expressed in terms of Moon-centered state variables. 
The Hamiltonian in the Earth-centered, rotating coordinate frame is 
i'3 -vl + n^ cos^ 4> + 2ven cos <?i> + = 0 (6.23) 
^4 = ve cos 4> + n cos^ (f> — v^r cos i = 0 (6.24) 
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h  = v f  (6.25) 
where A = [ A^^ A^, A„^ Ag p is the costate vector and / is the state differential 
equation vector. 
The costate differential equations are 
À  -  ^ - A  i u. i 
' 'Moon-S/C 
+ A 
"9 
+ A -vrv^ 
3i.i2(r + D COS écosd)^' 2/1 ,  , , 
= — —— — W cos (j) 
^Moon-S/C ^ 
—VrV0 vev^sincj) ^ 3fi2Dr sin 9{r + D cos (f> cos 9) 
r: rZcos^ rwoo^^yc 
fgsinçi) S/igD sin cos ^ (r 4- D cos cos 
(6 .26)  
cos 
+ + u;^ cos 0 sin (p 
+ Ag v 0  
cos <t> 
Moon—S/C 
+ 
A,, - - -Ar + A«, 
v e  
+ 2ui cos <f) + (6.27) 
Aug = O a  —2w cos (p — — 
r . 
+ A v e  
+ A V0 2w sin <f> + 
2vg sin (j) 
r cos (j) 
Vr sin 
r r cos 4> 
Afl 
r cos (f) 
(6.28) 
A.. - + A., 
vg sin (j) 
r cos (f> — 2w sin (f> + X4>- - — (6.29) r r 
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\g = 
-X 
—fi2Dcos(f)5'mO ^iuo(r + D cos é cos 9)Dr cos os'md 
+ 3 (6-30) 
Moon—S/C Moon—S/C 
H2 COS (j!) sin 0 
+ 
D'-
+ A 
"9 
—fj.2Dcosd cos sin^ ^ /i; sin cos ^ 
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«5 
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—H2D sin(f>cos 6 3ii->(r + D cos (j) cos 0)Dr sin 4> cos 9 
5 + E (6.31) 
^Moon—S/C ^Moon-S/C 
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+ Au. 
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r COS'' (j) r 
f i2D cos(f>cos9 fi2 cos (j) cos 9 3/12-0^7" sin^ <^cos^ ^ 
5 : + " 
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Z)2 
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- A 
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@ 5— 
r cos'' (p 
The transversality conditions for the Moon-centered costate system define the 
terminal costate values in the inclined low-lunar orbit: 
m t , )  = ^ 
t = t f  
t = t f  
t= t f  
OVr 
1^1 
= 1/2 
(6.32) 
(6.33) 
t=tf 
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dvg t=tf 
in,-
dvg 
dv^ 
= v^{2ve + 2n cos 0) + cos <p 
t = t f  
+ .u' 
Xe(tf) — 
t=tf 
di' 
dvo 
= 2!/3Vj, 
= 0 
t=tf 
A*((,) - + v "  
t ^ t f  d4> 
— usl —2n^ cos <f) sin (j) — 2ven sin (f)) 
t=tf 
+ Ui{—V0 sin (j) — 2n cos <t>sin 4>) 
Application of the optimality condition yields 
(6.34) 
(6.35) 
(6.36) 
(6.37) 
m  
du 
= 0 = Au^ar cos u cos v — Au.ar sinucos v 
dH 
= 0 = — sinusinv — X^^ax cos usinv + X^ axcosv 
(6.38) 
(6.39) Qy ~ ~ ""'•"'i "Ug-y —' -
The resulting direction cosines for the thrust acceleration vector components as re­
quired by equations (6.16)-(6.18) are 
sin u cos V = 
cos u cos V = 
~ ^ v r  
IIAvll 
— ^vè 
I IAu l l  
-A 
sinv = 
l|A« 
(6.40) 
(6.41) 
(6.42) 
where ||Au|| = ( A^^ + A^^ + AJ^ )^/^, or the norm of the velocity costate vector 
Au = [ Au, Aug Au^ ]^. The correct signs for the above direction cosines are derived by 
applying the strengthened Legendre-Clebsch condition, and the details are presented 
in Appendix B. 
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The minimum-fuel 3-D transfer is solved using the "hybrid" .direct/indirect 
method. The state and costate equations are integrated forward in time from a 
low-Earth orbit with zero inclination and backward in time from an inclined low-
lunar orbit to a matching point near the lunar SOL The velocity costates A„^, , 
and Au are used to parameterize the thrust direction angles according to the opti-
mality conditions during the two continuous-thrust spiral phases. The costates A^, 
Aurï Au,, A„^, and A^ are unknown at both ends of the trajectory but are expressed in 
terms of the unknown multipliers Ui through 1/4 and the final Moon-centered states 
at the final inclined lunar orbit. The longitude angle costate Ag is zero at LEO since 
the initial longitude angle is free, and A@ is zero at the final inclined lunar orbit due 
to the fifth transversality condition (6.36). 
Minimum-Fuel 3-D Trajectories for Higher T/W 
The minimum-fuel 3-D trajectory to a polar lunar target orbit is initially ob­
tained for the "high-end" low-thrust spacecraft with an initial t/w ratio of 3(10~®). 
The "hybrid" direct/indirect method is used, and the SQP problem has fifteen de­
sign variables: the initial and final longitude angle of the spacecraft, the final latitude 
of the spacecraft in inclined LLO, the five unknown initial costate values in LEO, 
the four multipliers at t = tf, the durations of the escape and capture spirals, and 
the duration of the coast arc. The SQP problem has six equality constraints which 
require position and velocity matching near the lunar SOL 
The 2-D minimum-fuel solution from Chapter 2 provides the initial design vector 
guess for the first minimum-fuel 3-D problem. The backward integration from LLO 
starts from a circular orbit with a desired fixed inclination. The longitude in LLO 
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is free, and the latitude in LLO is between plus or minus the inclination. These two 
design variables determine the orientation of the inclined low-lunar orbit and the 
velocity components along the longitude and latitude directions (vg and v^). The 
LLO latitude design variable is constrained by using upper and lower box constraints 
in the SQP problem. The desired final inclination of the lunar orbit is set at 5 degrees 
for the first 3-D problem. Therefore, the 2-D solution initial guess results in position 
and velocity vector errors at the SOI match point for the first iteration. The "hybrid" 
direct/indirect method converges to the minimum-fuel solution with 5 degree final 
inclination in 15 iterations. 
Next, a sequence of intermediate 3-D problems with increased lunar inclination 
is solved. In order to maintain desirable convergence properties, the final lunar 
inclination is incremented by 5 degrees, and the current solution is used as the initial 
guess for the next 3-D problem. This procedure works very nicely until the final 
lunar inclination reaches 85 degrees. The 3-D, three-body dynamics in the Moon-
centered, rotating spherical frame become more sensitive as inclination increases and 
the latitude approaches the singular value of 90 degrees. The final 3-D problem for a 
polar orbit will not converge from the 85 degree inclination solution. Therefore, the 
problem is solved in 1 degree increments to a final inclination of 87 degrees and in 
half degree increments to the full polar lunar orbit. 
The range of minimum-fuel trajectories from the 2-D solution to the 3-D polar 
solution is presented in Figure 6.1. The optimal spacecraft mass in LLO is plotted 
against the final lunar inclination. The rate of performance loss steadily increases 
with inclination. The resulting optimal spacecraft mass in polar LLO is 93,050.4 
kg. The minimum-fuel polar trajectory results in a final mass-to-initial mass ratio of 
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Figure 6.1: Optimal Mass in LLO vs. Lunar Inclination 
0.9305. The optimal 3-D trajectory to polar lunar orbit requires only 41.6 kg more 
fuel than the minimum-fuel 2-D trajectory. This is only 0.6% more fuel than the 2-D 
minimum-fuel solution. 
The optimal 3-D trajectory is shown in the Earth-centered, rotating frame in 
Figures 6.2 and 6.3. Figure 6.2 presents the projection of the 3-D trajectory onto 
the x-y Earth-Moon plane, and Figure 6.3 shows the projection onto the vertical 
x-z plane. The complete optimal 3-D trajectory is presented in Figure 6.4 with the 
vertical z-axis distorted in order to emphasize the vertical out-of-plane motion. The 
optimal trajectory completes twelve revolutions about the Earth during a 2.24 day 
escape spiral. At the end of the Earth-escape spiral, the orbit is inclined 2.8 degrees 
with respect to the Earth. The spacecraft is "lofted" above the Earth-Moon plane 
during the 4.82 day coast arc as indicated by Figure 6.3. The vertical z-axis is also 
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I l l  
elongated in Figure 6.3 in order to emphasize out-of-plane motion. The spacecraft 
reaches a peak of over 2.6 Earth radii above the Earth-Moon plane during the coast 
arc. Shortly after the vertical peak of the coast trajectory, the spacecraft coasts 
toward the Earth-Moon plane, and the Moon-capture spiral is initiated. At this 
point, the spacecraft is "above" the Moon's orbit with an inclination of 89.2 degrees. 
The Moon-capture spiral lasts for 10.90 hours and completes the slight plane change 
to the desired 90 degree polar lunar orbit. The final polar lunar orbit is nearly 
perpendicular to the Earth-Moon line with a final ascending node longitude of 275.5 
degrees. Therefore, at the instant of injection into the circular polar lunar orbit, 
the angular momentum vector is pointing away from the Earth and is very nearly 
co-linear with the Earth-Moon line. 
The optimal thrust steering angle time histories for the Earth-escape spiral are 
shown in Figure 6.5. The thrust direction angles u* and v* are resolved into in-plane 
and out-plane steering angles. The in-plane steering angle 6 and out-plane steering 
angle e are with respect to the instantaneous orbit plane. The longitude and in-plane 
steering angles u* and 6 in Figure 6.5 nearly coincide for the Earth-esape spiral and 
resemble the profile for the 2-D case. The latitude and out-plane steering angles v* 
and e differ at the end of the escape spiral as the inclination increases. 
The optinial steering angle time histories for the Moon-capture spiral are shown 
in Figure 6.6. The thrust direction angles u* and v* are again resolved into in-plane 
and out-plane steering angles. The longitude and latitude steering angles u* and 
V* display complex and discontinuous time histories. The steering angles u* and v* 
are resolved from the direction cosines which in turn are governed by the velocity 
costates. When u* and v* are resolved into in-plane and out-plane steering angles 6 
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and e as shown by Figure 6.6, the time histories are smooth. The discontinuities in 
u' and v' occur at the peaks and valleys of the in-plane steering angle and at the 
points where the out-plane angle is zero. The in-plane steering angle resembles the 
2-D Moon-capture profile, and the out-plane angle is very small. This is reasonable 
since the Moon-capture spiral is nearly contained in a vertical plane, and the required 
plane change is only 0.8 degrees. 
113 
300.0 
S* 200.0 
? 100.0 
-100.0 
in-plane angle, b  
om-plane angle, e 
Time, days 
Figure 6.6; Optimal Thrust Steering Angles - Moon capture 
114 
Final Meridian Constraints 
For a lunar cargo mission there may exist requirements that the initial polar orbit 
follow a desired lunar meridian plane for communications or rendezvous purposes. 
The meridian plane for a polar orbit is defined by the longitude angle 9. The effects 
of constraining the meridian in low-lunar orbit are investigated in this section. Only 
optimal .thrust-coast-thrust trajectories for spacecraft with the higher T/W ratio of 
.3(10"^) are computed. 
The meridian constraint in LLO adds a fifth terminal state constraint to the 
previous minimum-fuel 3-D problem: 
where is the desired final longitude angle or desired meridian plane. This additional 
terminal state constraint results in a new transversality condition for the longitude 
angle cost ate: 
Therefore, one additional design variable for 1/5 and one additional SQP equal­
ity constraint for the meridian constraint is added to the minimum-fuel "hybrid" 
direct/indirect method. The previous minimum-fuel polar orbit solution with a free 
longitude angle is used as an initial guess for the minimum-fuel meridian constraint 
problem. The free-meridian minimum-fuel solution results in a longitude angle in 
LLO of 275.5 degrees. A set of minimum-fuel meridian constraint problems are solved 
with the desired longitude angle incremented by 10 degrees between problems. The 
i ' 5  =  0 { t f )  -  9 f  =  Q  (6.43) 
(6.44) 
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complete 360 degree sweep for meridian constraints is not investigated; instead, a 190 
degree range from 175 to 365 degrees is investigated. The minimum-fuel meridian 
constraint solutions are presented in Figure 6.7 which displays optimal final mass in 
polar LLO for the respective constrained longitude angle. The figure shows that the 
meridian constraint solutions are nearly symmetric about the free meridian solution 
and that a substantial performance loss exists when the final meridian is aligned with 
the Earth-Moon line. The constrained meridian solution with a final longitude angle 
of ISO or 360 degrees requires over 450 kg or 6.5% more fuel than the free meridian 
solution. 
1 
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Minimum-Fuel 3-D Trajectories for Lower T/W 
The minimum-fuel 3-D trajectory to a polar lunar orbit is next obtained for 
t h e  " m o d e r a t e "  l o w - t h r u s t  N E P  v e h i c l e  d e s c r i b e d  i n  C h a p t e r  3  w i t h  a n  i n i t i a l  T j W  
ratio of 1.3(10"''). The near-circular transfers from circular low-Earth orbit (LEO) 
to geosynchronous orbit (GEO) and from circular high-lunar orbit (HLO) to cir­
cular polar low-lunar orbit are approximated by Edelbaum's analytical expressions 
[4]. Therefore, the numerical integration of the three-body dynamics occurs between 
GEO and HLO. For the minimum-fuel 3-D trajectory, the initial LEO has zero incli­
nation and the final LLO is a polar orbit with a 90 degree inclination with respect to 
the Earth-Moon plane. The circular boundary orbits, GEO and HLO, may be at any 
inclination. Edelbaum's analytical expressions compute the fuel mass and time re­
quired to perform the quasi-circular transfers with plane changes from LEO to GEO 
and from HLO to polar LLO. Edelbaum's expression for a low-thrust circle-to-circle 
transfer is repeated from Chapter 5: 
mo 
where A F is the velocity increment between inclined circular orbits and includes the 
velocity for a plane change. Edelbaum's expression for A F is [4] 
where Vi and V2 are the initial and final circular velocities and Ai is is the plane 
change in degrees between the circular orbits. 
The orientations of GEO and HLO are determined by specifying the longitude 
rUf  ziAZ 
— g slip (6.45) 
(6.46) 
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angle 0, the latitude é, and the heading angle û'. The heading angle é is measured 
from the local latitude line (local easterly direction) to the projection of the velocity 
vector onto the horizontal plane. Both latitude and heading are between =:90 degrees. 
The inclination i of GEO (or HLO) is then computed from [21] 
cos I = cos 0 cos V* (6.47) 
Since only posigrade orbits are considered, i is between zero and 90 degrees. The 
initial and final velocity components with respect to an inertial frame for the inclined 
GEO and HLO are 
v, = 0 (6.48) 
ve = Vcir cos i' (6.49) 
v^ = Vcir sin i' (6.50) 
where v^r is the circular orbital speed. 
The costate-control transformation introduced in Chapter 3 is used in the 3-D 
problem to improve convergence. Instead of guessing and iterating on the unknown 
costates in GEO and HLO, the values u, ù, v, and v are the SQP design variables. 
Since the costate values are nonlinearly related to u, it, v, and v, the initial costates 
can be computed from the initial steering angles and steering rates. The details of 
the costate-control transformation for 3-D steering angles are presented in Appendix 
C. The longitude costate Ag is zero at both ends of the trajectory since 0 is free and 
the inclination of the orbit does not depend on the longitude angle 9. 
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The "hybrid" direct/indirect method is used to solve the minimum-fuel 3-D tra­
jectory for the NEP vehicle. The 2-D minimum-fuel solution from Chapter 3 for the 
NEP vehicle provides the ini t ial  guess.  Therefore,  the ini t ial  lat i tude <p, heading i l \  
inclination i, steering angle u, and steering rate v are all zero in both GEO and HLO 
for the initial guess and the first iteration results in the optimal planar transfer be­
tween GEO and HLO. Since the initial guess is from the 2-D solution, the Edelbaum 
quasi-circular transfer from LEO to GEO is planar and the quasi-circular transfer 
from HLO to polar LLO performs the entire 90 degree plane change. Unlike the 
previous 3-D problem, the minimum-fuel NEP trajectory is not solved for fixed in­
crements of lunar orbit inclination. The initial and final inclination requirements are 
maintained by the Edelbaum approximations. The respective plane change require­
ments from the analytical quasi-circular transfers influence the SQP performance 
index, final spacecraft mass in low-lunar polar orbit. Therefore, the minimum-fuel 
3-D trajectory for the NEP vehicle is solved in a single SQP problem starting from 
the minimum-fuel 2-D solution. 
The convergence history of the 3-D problem is presented in Table 6.1. Since the 
latitude and heading in GEO and HLO are SQP design variables, the inclinations 
of GEO and HLO are free. The table shows how the inclinations of GEO and HLO 
change as the SQP problem converges to a solution in 158 iterations. The fourth 
column presents the plane change performed by the Edelbaum approximation for the 
transfer from HLO to polar LLO. The first iteration is the 2-D solution, and the poor 
performance as shown by the final mass in LLO (column five) is due to the complete 
90 degree plane change performed by the Edelbaum approximation. As the SQP 
problem progresses, the inclinations of GEO and HLO increase, and the resulting 
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mass in polar LLO increases. The optimal spacecraft mass in polar LLO is 104,888 
kg which is only 337 kg less than the final mass from the optimal 2-D NEP trajectory. 
Therefore, the optimal 3-D NEP trajectory requires only 1.9% more fuel than the 
minimum-fuel 2-D trajectory. 
Table 6.1: Convergence History for Minimum-Fuel 3-D NEP Trajectory 
Iteration (GEO, deg Îhlo, deg Ai, HLO-LLO, deg miLO, kg 
1 0.00 0.00 90.0 100,756.1 
10 4.27 14.55 75.5 101,074.9 
20 5.07 19.59 70.4 101,244.2 
30 7.98 31.51 58.5 101,619.5 
40 13.66 66.82 23.2 103,235.3 
50 12.97 79.91 10.1 104,171.6 
60 12.32 82.30 7.7 104,307.8 
70 11.99 82.79 7.2 104,349.4 
80 8.73 84.79 5.2 104,672.0 
90 6.46 88.09 1.9 104,822.9 
100 5.48 87.94 2.1 104,859.5 
110 4.55 87.80 2.2 104,872.9 
120 4.16 88.47 1.5 104,879.4 
130 4.15 88.52 1.5 104,880.0 
140 3.48 89.34 0.7 104,886.3 
150 3.51 89.29 0.7 104,887.7 
158 3.51 89.29 0.7 104,887.8 
The optimal 3-D trajectory for the NEP vehicle is shown in the Earth-centered, 
rotating frame in Figures 6.8 and 6.9. Figure 6.8 presents the projection of the 3-D 
trajectory onto the x-y Earth-Moon plane, and Figure 6.9 shows the projection onto 
the vertical x-z plane. The optimal trajectory completes six revolutions about the 
Earth during a 15.18 day escape spiral from GEO. At the end of the Earth-escape 
spiral, the orbit is inclined 2.8 degrees with respect to the Earth. The spacecraft is 
"lofted" above the Earth-Moon plane during the 4.63 day coast arc as indicated by 
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Figure 6.9. The vertical c-axis is distorted in Figure 6.9 in order to emphasize out-
of-plane motion. The spacecraft reaches a peak of over 6.9 Earth radii above the 
Earth-Moon plane during the coast arc. Shortly after the vertical peak of the coast 
trajectory, the spacecraft coasts toward the Earth-Moon plane and the Moon-capture 
spiral is initiated. At this point, the spacecraft is "above" the Moon's orbit with an 
inclination of 86.5 degrees. The Moon-capture spiral lasts for 6.98 days and completes 
the 2.8 degree plane change to the 89.3 degree inclined circular HLO. The quasi-
circular transfer from HLO to polar LLO is approximated by Edelbaum's analytical 
equations. 
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CHAPTER 7. SUMMARY AND CONCLUSIONS 
Various optimal Earth-Moon trajectories for low-thrust spacecraft have been 
obtained. Minimum-fuel, planar trajectories between circular orbits with a fixed 
thrust-coast-thrust engine sequence have been computed for a "high-end" low-thrust 
propulsion system with a thrust-to-weight {TjW) ratio of 3(10~®) and a "moderate" 
low-thrust nuclear electric propulsion (NEP) system with a T/PF" ratio of 1.3(10"''). 
Low-thrust trajectories consist of slowly developing spirals about each primary body, 
and the equations of motion are governed by the sensitive restricted three-body prob­
lem dynamics. The Earth-Moon transfers are very sensitive to the trajectory control 
variables, and the complete Earth-Moon solution posed as a single problem seems 
very remote. Therefore, the minimum-fuel Earth-Moon trajectory is obtained by 
solving a hierarchy of three sub-problems: maximum-energy Earth-escape and Moon-
capture trajectories, all-coasting sub-optimal trajectories, and finally the conipleté 
minimum-fuel Earth-Moon trajectory. The sub-problem solution method provides 
a systematic approach for solving the difficult Earth-Moon problem for a range of 
TjW ratios. The complete minimum-fuel problem was solved using a "hybrid" di­
rect/indirect method which utilizes the benefits of a direct method and an indirect 
method. The costate equations are used to parameterize the thrust direction history 
very accurately according to optimal control theory. The sensitivity of the final state 
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constraints requiring termination in a circular low-lunar orbit is reduced by match­
ing an Earth-escape trajectory segment and a Moon-capture trajectory segment near 
the lunar Sphere of Influence. The accuracy of the "hybrid" direct/indirect method 
was also verified by formulating and solving the much more cumbersome two-point 
boundary value problem (2PBVP) for the thrust-coast-thrust sequenced transfer. 
Minimum-fuel trajectories using a switching function structure were obtained 
for the "high-end" spacecraft with a T/W ratio of 3(10"^). The use of the switching 
function resulted in multiple thrust and coast arcs for the minimum-fuel, fixed end-
time transfer to the lunar Sphere of Influence. A very effective iterative technique was 
developed for the solution of the sensitive 2PBVP. A range of fixed end-time problems 
was solved and the fuel savings and number of thrust and coast arcs increased as 
end-time was increased. The fuel savings performance curve leveled off' as end-time 
was increased past 4.5 days. Therefore, increasing the end-time and subsequently 
the number of engine switches would produce relatively little gain in fuel savings. 
The most difficult switching solution obtained was for an end-time of 5.16 days and 
resulted in a 5 burn/4 coast engine sequence. 
A new combined vehicle and trajectory optimization problem was formulated 
and solved for the NEP spacecraft. Two vehicle/trajectory problems were solved: 
maximum spacecraft payload mass for a given initial mass and minimum initial mass 
for a given payload. The two problems were found to be identical and both maximized 
payload fraction. The new vehicle sizing feature involved optimizing specific impulse 
[lap] and electric power input. A range of fixed end-time problems spanning an order 
of magnitude mTjW ratio were solved. The optimal payload fraction increased as 
end-time was increased. The maximum payload curve initially showed a sharp rise 
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as end-time was increased from 65 days to 130 days. The performance leveled off as 
end-time was increased from 130 days to 200 days. Optimal I,p and optimal power 
increased and decreased, respectively, as end-time increased. 
Minimum-fuel, three-dimensional trajectories were obtained for both the "high-
end" and "moderate" low-thrust spacecraft. The 3-D trajectories to a polar lunar 
orbit were obtained by utilizing the planar solutions as initial guesses. The numerous 
near-circular orbits about the Earth and Moon for the "moderate" low-thrust NEP 
spacecraft were replaced by analytical expressions developed by Edelbaum. Surpris­
ingly, the minimum-fuel 3-D trajectories required only slightly more fuel than the 
minimum-fuel 2-D trajectories. For example, the "high-end" low-thrust 3-D tra­
jectory required only 0.6% more fuel than the 2-D solution, and the "moderate" 
low-thrust 3-D trajectory showed a 1.9% increase in fuel over the 2-D solution. A 
preliminary investigation of the effects of constraining the final meridian plane was 
also performed. 
Several extensions to the low-thrust, Earth-Moon trajectory problem exist. The 
return mission from low-lunar orbit to low-Earth orbit can be investigated. The 
systematic hierarchy of sub-problems approach can be applied to obtain trajectories 
for even lower T/W ratio spacecraft. The all-coasting sub-optimal problem can be 
simplified by utilizing Jacobi's energy integral. Since the integral is constant along a 
coasting trajectory in a three-body gravity field, the need to numerically integrate the 
coasting trajectory between curve-fit boundaries can be eliminated. The complete 
minimum-fuel transfer problem from LEO to LLO with full switching structure can 
be solved. This would involve multiple burn and coast arcs around both the Earth 
and Moon. The combined vehicle/trajectory optimization problem can be modified to 
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include details such as fluctuations in engine parameters, variable /,p, and power input 
degradation. The singularities of the spherical coordinate frame for 3-D trajectories 
can be eliminated by formulating the problem with Euler parameters. 
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APPENDIX A. ADDITIONAL NECESSARY CONDITIONS 
The additional necessary conditions for an optimal control problem with control 
parameters and general state constraints are derived in this section. A general fixed 
end-time optimal control problem is presented: 
Find the control u { t ) ,  t o  <  t  <  and the control parameter vector a which 
minimize 
J  • =  ( l ) [ x { t f ) , a , t f ]  + f  L { x { t ) , u ( t ) , a , t )  d t  (A.l) 
• >  t a  
subject to 
X  =  f { x { t ) , u { t ) , a , t )  (A.2) 
with the general initial and terminal state constraints 
i p [ x { t o ) , t o , x { t f ) , t f ]  =  0  (A.3) 
An augmented performance index J '  is created by adjoining the n  state differential 
equation constraints (equation (A.2)) and the q general state constraints (equation 
(A.3)) to the original performance index with an n x 1 costate vector \{t) and a g x 1 
vector of constant multipliers w. 
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J '  ^  + v ^ i i x ( t o ) , t o , x { t f ) , t f ]  (A.4) 
+  [  ' [ L { x ( t ) , u ( t ) , a , t )  +  \ ^ { t ) { f { x { t ) , u ( t ) , a , t )  -  x ) ]  d t  
J  t o  
For convenience, the Hamiltonian H is defined and substituted 
H { x { t ) , u { t ) , a , X { t ) , t )  =  L ( x , u , a , t )  +  f { x , u , a , t )  (A.5) 
Therefore, the augmented performance index J' is re-written 
J '  =  ( i i [ x { t f ) , a , t f \  +  u ^ i \ x { t o ) , t Q , x { t f ) , t f ]  
r h ,  
I  t o  
The last term is integrated by parts to yield 
+  f  [ H { x , u , \ , a , t )  —  x ]  d t  
J t
(/1.6) 
J '  =  ( t ) [ x [ t f ) , a , t f ]  +  v ^ ^ [ x { t Q ) , t Q , x [ t f ) , t f ]  -  \ ^ { t f ) x { t f )  + \ ' ^ [ t o ) x [ t o )  (A.7) 
+  f  [ H { x , u , \ , a , t )  +  X ^ x ]  d t  
J  t o  
Now consider the first-order terms in a Taylor expansion of J' about control 
variations in u{t) and a: 
8J' = 
OX ax S x { t f )  4-t = t f  ox 
S x ( t o )  +  
t = t o  
d 4 >  
da 
6a (/1.8) 
t = t f  
d t  +  i i ; ' ^ [ x { t o ) , t o , x { t f ) , t f ] d u  
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The necessary conditions for optimality require the first variation S J '  to be zero. 
Therefore, the coefficients for the variations 6x(tf), 6x(to), 6u, 6a, and di/ are set 
equal to zero which results in the necessary conditions 
x { t )  =  f ( x , u , a , t )  (A.9) 
d H \  T  
= (A.IO) 
f = 0  ( A . 1 1 )  
r 
^ (^o) — — (A.12) 
+ (A.13) 
d4> 
da t = t 
+ = 0 (A.14) 
J  t o  o a  
i ' [ x { t o ) , t o , x { t f ) , t f ]  =  0  (A.15) 
The conditions presented by equations (A.9), (A.IO), (A.11), (A.13), and (A.15) con­
stitute the necessary conditions for a fixed end-time problem with terminal state 
constraints. Equation (A.12) is the additional transversality condition for the ini­
tial costates and applies to the costates which correspond to the unknown states 
at t = to. These unknown initial states are specified by the state constraints 
ip[x{to),tQ,x{tf),tf] = 0. For specified initial states, the variation 6x{to) is zero, 
and equation (A.12) does not necessarily hold. Equation (A.14) is the additional 
necessary condition due to the control parameter vector a. The general initial and 
terminal state constraints are presented by equation (A.15). 
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APPENDIX B. DIRECTION COSINES FOR OPTIMAL 3-D 
STEERING 
The optimal thrust steering law for the 3-D case is developed in this section. 
The thrust acceleration components required for the 3-D, three-body equations of 
motion in a spherical frame are 
=  a r  s i n  u  c o s  V  ( B . l )  
U T g  =  a j  c o s  u  c o s  V  (B.2) 
aT^=aTsiav (B.3) 
The thrust acceleration components are along the radial position vector, the local 
longitude plane, and the local meridian plane. 
The optimality condition for the steering angle u from Chapter 6 is 
dH 
= 0 = X „ ^ a T  C O S  u  C O S  V  -  \ y  a x s i n u c o s v  (B.4) 
ou 
Dividing out ay and cos v from both terms results in 
Solving for sin^ u yields 
sin« 
= tan u 
'Vg cos u 
(B.5) 
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or 
or 
Therefore 
X -
sin^ u =cos^ u =-|^(1 - sin^ u) (B.6) 
sin^u(l + ^) = ^ (B.7) 
sin^uCA^^ + (B.8) 
Similarly, solving (B.5) for cosu results in 
To obtain the correct sign, the strengthened Legendre-Clebsch condition [17] is 
enforced: 
d 
— > 0 , t o  <  t  <  t f  (B.ll) 
Therefore, using equation (B.4) and taking the partial derivative with respect to u 
yields 
d 
g  g  =  — X y ^ a T s i n u c o s v  —  X ^ ^ a x  c o s  u  c o s  v  >  0 (B.12) 
Since the steering angle v is in the first or fourth quadrant, cosv is always non-
negative and can be divided out. Dividing out and substituting equations (B.9) 
and (B.IO) results in 
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d ' H  
= —A ±A > 0 (B.13) 
' V r  ' V d  / \  ^V r  '  V $  i  
Choosing the negative sign in the expressions for sinu and cosu results in 
(B.14) 
Therefore, using the negative sign in equations (B.9) and (B.IO) satisfies the strength­
ened Legendre-Clebsch condition. 
The optimality condition for the steering angle v is 
-Q— = U = — Au^ar sinîi sm v — A^gar cos u sin u + A v^c l t  
Substituting equations (B.9) and (B.IO) with the proper signs yields 
\ l  +  X l  
.n.-
Solving for sin^ v results in 
cos V  (B.15) 
(13.16) 
or 
or 
Therefore 
^ ^^(1 - sin^ v) 
s i n ^  V  
\2 
1 + 
+ A;, A2, + Ag, 
±A? 
sin V = 
IIAvl 
(B.17) 
(13.18) 
(B.19) 
(B.20) 
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where II Al, il = (A^^ + A^^ + or the norm of the velocity costate vector. Solving 
for cos u using equation (B.16) and (B.20) yields 
" •  =  
Since c o s v  is always non-negative, the positive sign in equation (B.21) is used. 
The strengthened Legendre-Clebsch condition is applied to yield 
d  
=  — X y ^ a x  s i n  u  C O S V  —  Au^ay cos u cosv — Au^ajsinv > 0 (B.22) 
Substituting equations (B.9) and (B.IO) with the negative sign for sinu and cosu 
and equation (B.21) with the positive sign for cosv results in 
d  \ l .  +  A S ,  
— A„^sinv > 0 (B.23) 
To insure that the second partial of H  with respect to v  is always positive, the 
negative sign for sin v is chosen: 
sin„ = ^ ,8.24, 
The direction cosines for equations (B.1)-(B.3) can now be developed from equa­
tions (B.9) and (B.IO) with negative signs, equation (B.21) with a positive sign, and 
equation (B.24): 
ûTr = ûr sinu cos V = ay (B.25) 
iMrll 
aj-g = ay cos u cos V = aj (B.26) 
ll-^uil 
®r^ = flrsinv = aj "J (B.27) 
l|Ar II 
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APPENDIX C. COSTATE-CONtROL TRANSFORMATION FOR 
3-D STEERING 
The nonlinear relationship between the state of the controls for the 3-D transfer 
{ U, Ù; V, V ) and the costates is derived in this section. The thrust acceleration 
direction cosines from Chapter 6 are 
sinticosv = . "1 (C.l) 
cos u cos V = .. (C.2) 
sinr = "'I (C.3) 
The norm ||A„|| can be scaled and set equal to unity. Therefore, given the initial 
steering angles u and v, the initial velocity costates and A»^ can be calculated 
from equations (C.1)-(C.3). 
To determine the initial radial position costate A^, the first time derivative of 
the thrust direction angle u from the inverse-tangent steering law is computed: 
d 
" dt tan"^ I^ ^ (C 4) sec2 u Ag, 
•"9 , 
The differential costate equations for A„, and A^, from the 3-D formulation in Chapter 
6 are substituted. The appropriate expression for cos^ u from Appendix B is also 
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substituted for sec^ u. Solving for Ap and noting that at to and tj both the radial 
velocity iv and the longitude angle costate Ag are zero, we find that 
- Â~ + 2A^^ COS 0 + — j + A^^ ^2w cos (C.5) 
, \ \ \ \ ^ , rgtan<^ 
+ A„j,A„ — + K r ^ v e  — 2A„^A„ u;sin<pH 
r r \ r t  =  t o  
The meridian angle costate A^ is determined from the first time derivative of 
the meridian steering angle v. The steering, law for v from the optimality condition 
(6.39) is 
V  =  tan ^ 
The first time derivative is 
((].6) 
V  =  
Ag, + A;, s e c ^  V  
Substituting for A„ and sec^ v and expanding, we get 
V  —  
11^.11= - ( A i + A ' r  r \ r / ^ r r 
((3.8) 
+ Ay ^ V r ^ V f  ~H A V9 (a;, + A;,)'/' 
Since A„, and A^, do not explicitly depend on A^, the differential equations are 
not substituted in order to siinplify the expression. The norm ||A„|| is set to unity 
and Vr is set to zero. Solving the above equation for A^ yields 
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'  ( H ,  +k)'" t  
The expressions substituted for the costate differential equations are the same for 
the Earth-centered and Moon-centered coordinate frames with the states referenced 
to the respective frames. Since the trajectory terminates in circular orbits, Vr is zero 
at both ends. Also, as previously indicated, \g is zero in the two terminal circular 
orbits. Therefore, equations (C.5) and (C.9) determine the position costates and 
at both ends of the trajectory given the values u, it, v, and v in circular Earth 
orbit and circular lunar orbit. 
