






















　　目前对 人 工 智 能 的 研 究 促 进 了 智 能 机 器 人 在 人
机交互方面的发展．如果能在智能机器人上构建视觉
感知 系 统，并 复 现 出 接 近 人 类 的 行 为 动 作，则 可 使 机
器人具有 一 定 的 动 作 模 仿 能 力．这 在 机 器 人 灵 活 作
业、儿童教 育、服 务 等 方 面 有 着 广 阔 的 应 用 前 景．其
中以动作模 仿 为 实 现 途 径 的 舞 蹈 机 器 人，由 其 能 够
通过机器视 觉 分 析 出 人 体 姿 态 进 而 模 仿 人 的 动 作，




征的动 作 生 成［５－６］；其 他 诸 如 基 于 强 化 学 习、遗 传 算
法、随机生成等动作生成方式［７－９］．其中基于动作模仿
的实现途径中，包括捕捉演示者的动作和再现该动作
这两 个 步 骤．对 于 演 示 者 的 动 作 捕 捉 这 个 关 键 环 节，
目前多是通过专业的动作捕捉系统完成的．这种动作
捕捉系 统 包 含 多 种 传 感 设 备，可 分 为３类：光 学 动 作
捕捉系统、惯性动作捕捉系统和基于计算机视觉的动
作捕捉系统．在机器人动作模仿及动 作 跟 随 等 领 域，
最常见的是利用Ｋｉｎｅｃｔ传感器 分 析 出 具 有 深 度 信 息
的人体骨架［１０－１１］．Ｋｉｎｅｃｔ属 于 第 三 类 动 作 捕 捉 系 统，
多个镜头构 成 深 度 感 应 器，可 以 通 过 计 算 机 视 觉 算
法计算出物 体 的 深 度 信 息．也 有 一 些 研 究 通 过 其 他
类型的 系 统 进 行 动 作 捕 捉，如 可 穿 戴 式 设 备 Ｘｓｅｎｓ
ＭＶＮ［１２］．然而Ｋｉｎｅｃｔ等 传 感 设 备 都 造 价 较 高，其 记
录的 数 据 形 式 也 比 较 特 殊，不 具 有 通 用 性．这 种 对 专
门的动作 捕 捉 设 备 的 依 赖，限 制 了 人 机 交 互 的 应 用
范围．
针对以上 对 动 作 捕 捉 设 备 的 依 赖 问 题，本 研 究
利用深度学 习 在 人 体 关 键 点 识 别 方 面 的 成 果，通 过
分 析 ＲＧＢ图 像 得 出 图 像 中 人 体 关 键 点 的 三 维 位 置
坐标．近几年 深 度 学 习 在 人 体 关 键 点 识 别 领 域 出 现
了许多优 秀 研 究 成 果［１３－１５］，而 对 于 三 维 的 关 键 点 坐
标识别，由于相关数据集 的 缺 乏，由 图 像 端 到 端 的 输
出三维坐标 值 的 方 式 尚 未 取 得 较 好 的 效 果．本 研 究
中先由图像 分 析 出 关 键 点 的 二 维 坐 标，再 建 立 一 个
回归网络，由 二 维 坐 标 值 回 归得到三维坐标值．在得
到位 置 坐 标 后，则 通 过 机 器 人 的 逆 运 动 学 求 解，得 到







动作模仿 机 器 人 的 实 现 包 括 动 作 捕 捉 与 动 作 复
现，如图１所示．对于动作捕捉过程：本研究首 先 利 用
四阶 Ｈｏｕｒｇｌａｓｓ网络［１７］识别出输入的ＲＧＢ图像中单
人人体关键点，并输出检 测 得 到 的 二 维 关 键 点 坐 标；
然后利用一 个 回 归 网 络，将 输 入 的 二 维 关 键 点 坐 标
值输出为对 应 人 体 关 键 点 的 三 维 坐 标．在 动 作 捕 捉
阶段完成之后，利用得到的人体关键点坐标进行机器
人的 逆 运 动 学 计 算，得 到 机 器 人 各 个 关 节 的 角 度 值；
再进行平衡性计算，对下半身关节角度值做一定的调















卷积 层 之 间，还 有 批 正 则 化 层［１９］和 非 线 性 激 活 层





每个白色矩 形 均 代 表 一 个 上 述 残 差 模 块．上 半 路 不
断进行特征 提 取，下 半 路 则 先 通 过 最 大 池 化 操 作 降
采样，经过若 干 个 残 差 模 块 后 再 使 用 最 邻 近 插 值 的
方式进行升 采 样．图 中 两 个 灰 色 矩 形 分 别 表 示 降 采
样和升 采 样 的 过 程．可 以 看 到 在 Ｈｏｕｒｇｌａｓｓ子 网 络





二维人体 关 键 点 识 别 后 会 输 出 一 组 人 体 关 键 点
的二维坐标值．之后再利用这组二维坐标ｘ∈Ｒ２ｎ，使
用神经网络回归出对应的一组三维坐标值ｙ∈Ｒ３ｎ ．
由二维坐标 回 归 出 三 维 坐 标 的 映 射 关 系 为ｆ：Ｒ２ｎ →











网络．回 归 神 经 网 络 模 型 结 构 如 图３所 示．首 先 通 过
一层全连接层将维度转换为１　０２４维．之 后 依 次 经 过
批正则化层［１９］、ＲＥＬＵｓ层［２０］、Ｄｒｏｐｏｕｔ层［２１］，并 含 有














在获得演示者关键点坐标后，需要将其 映 射 到 机
器人上．对于 机 器 人 的 控 制 是 以 各 个 关 节 的 角 度 为
控制指令的，利 用 各 个 关 键 点 的 坐 标 值 推 算 出 关 节
角度的过程称为机器人的逆运动学计算．实际演示 所
用的是 优 必 选ａｌｐｈａ　ｅｂｏｔ人 形 机 器 人．该 机 器 人 高
３９８ｍｍ，宽２０８ｍｍ，厚 度１２２ｍｍ，质 量１．６３ｋｇ，共


















































































｜ｐ４ｐ→ ５｜｜ｐ５ｐ→ ６（ ）｜ ．
（２）
２）向量与平面的夹角运算



























































问题，需 要 根 据 情 况 求 余 角 或 求 补 角；且 考 虑 到 每 个
关节的角度范围，需要对计算出的角度值进行限幅操
作以保证不超出允许的最大角度值．
以上计算 过 程 可 以 得 到 除 脚 踝 部 两 个 自 由 度 以

















边形内来 判 断 机 器 人 是 否 平 衡．若 位 于 支 撑 多 边 形










本研究中 通 过 限 制 机 器 人 下 半 身 关 节 角 度 的 范
围，建立关节角度之间的约束，来保证机器人的稳定．
首先计算ＣＯＭ位置来判断机器人是处于单脚站立还
是 双 脚 站 立 的 情 况，之 后 分 情 况 对 ＬＨｉｐＲｏｌ、
ＬＨｉｐＰｉｔｃｈ、ＬＫｎｅｅ和 ＬＡｎｋｌｅＰｉｔｃｈ，以 及 ＲＨｉｐＲｏｌ、
ＲＨｉｐＰｉｔｃｈ、ＲＫｎｅｅ和 ＲＡｎｋｌｅＰｉｔｃｈ这４对 自 由 度 进














































σ为０或１时，说 明 此 时 机 器 人 质 心 投 影 在 左 脚 掌 正
上方或右脚掌正上方．
令躯干所在平面垂直于脚掌平面，且与脚掌中心
相交，以 此 为 约 束 进 行 相 关 角 度 的 计 算．通 过 这 种 方
式来使机器人 最 大 程 度 地 满 足ＺＭＰ准 则．下 面 以 左
腿为例，说明下半身各个关节角度的计算．
对于单脚 站 立 的 情 况．自 由 度 ＲＨｉｐＲｏｌ 的 角 度
θ７ 固 定 为 １０４°．自 由 度 ＲＨｉｐＰｉｔｃｈ、ＲＫｎｅｅ 和
ＲＡｎｋｌｅＰｉｔｃｈ的角度θ８ 、θ９ 和θ１０ 的计算如图７所示．
图７　腿部关节角度计算
Ｆｉｇ．７ Ｃａｌｃｕｌａｔｉｏｎ　ｏｆ　ｌｅｇ　ｊｏｉｎｔ　ａｎｇｌｅｓ
θ９ 通过识别出的关键点坐标 按１．２．１小 节 角 度
计算所述的方式计算得到．令关节８处于脚掌中心垂








对于双脚 站 立 的 情 况．自 由 度 ＲＨｉｐＲｏｌ 的 角 度
值θ７ 限 定 为 ０°～９０°之 间．自 由 度 ＲＨｉｐＰｉｔｃｈ、
ＲＫｎｅｅ和 ＲＡｎｋｌｅＰｉｔｃｈ的 角 度 值 计 算 与 单 脚 站 立 的
情况相同，右腿同理．
２　实验结果及分析





最后将本研 究 构 建 的 系 统 与 其 他 机 器 人 舞 蹈 的 实 现
方法进行分析对比．
对于四 阶 Ｈｏｕｒｇｌａｓｓ网 络 的 训 练，以 ＭＰＩＩ数 据
集［２３］为训练集．ＭＰＩＩ数据集是针对人体姿态估计 任
务而制作的，包含２５　０００张图片，有４０　０００个人体的
标注 信 息．图 片 内 容 为 人 类 日 常 活 动 的 场 景．数 据 集
中的每个样 本 可 能 包 含 多 个 人 体，而 四 阶 Ｈｏｕｒｇｌａｓｓ
网络 模 型 是 用 于 单 人 关 键 点 识 别 的，因 此 在 训 练 时，
根据样本的标注信息，在样本中裁剪出要识别的目标

































模型训练完 毕 后，进 行 真 人 演 示．用 普 通 单 目 摄
像头 拍 摄 下 演 示 者 的 舞 蹈 动 作．将 图 像 输 入 系 统 后，





他借助传感 设 备 进 行 姿 态 捕 捉 的 机 器 人 动 作 模 仿 相
关研究，本研究不依赖其他传感设备而是利用深度学
习相关方法进行图像分析．再对比其他机器人舞蹈的
实现途径，如 预 先 编 制 动 作 序 列、人 机 合 作［１－２］、利 用







成后 则 无 法 再 更 改．而 利 用 某 些 特 征，如 音 乐 特 征 进
行舞蹈生成的方法，机器人的舞蹈动作带有一定随机





于传感 设 备 成 本 较 高，且 涉 及 专 门 的 数 据 分 析 方 式，
在使用和推广上有一定限制．本研究方法则是利用深
度学习在 人 体 关 键 点 检 测 中 的 成 果，仅 通 过 对 ＲＧＢ
图像的分析就可以完成动作捕捉．普通单目摄像头拍
摄到的 图 像 以 及 网 络 上 的 图 片 视 频 数 据 基 本 都 是
ＲＧＢ图像，如果能仅利用ＲＧＢ图 像 就 可 以 得 出 人 体















Ｏｌｉｖｅｉｒａ等［６］ 动作生成 否 是 无
Ｋｏｅｎｅｍａｎｎ
等［１２］
动作模仿 是 是 Ｘｓｅｎｓ
ＭＶＮ
Ｌｉｎ等［１０］ 动作模仿 是 是 Ｋｉｎｅｃｔ
人工编制动作 预置动作指令 是 否 无
本研究 动作模仿 是 是 普通单目
摄像头
总体来说，实 验 基 本 达 成 本 研 究 的 目 的，此 系 统




本研究利 用 深 度 学 习 在 人 体 姿 态 估 计 中 取 得 的
最新成 果，通 过 分 析ＲＧＢ图 像 来 识 别 出 人 体 各 个 关







径层 面，本 方 法 无 需 预 置 动 作 指 令，通 过 模 仿 演 示 者
的动作，增 大 了 机 器 人 动 作 的 灵 活 性 和 与 人 的 交 互
性；在 捕 捉 演 示 者 动 作 的 模 块，使 用 基 于 深 度 学 习 的




仿能 力 有 限．但 如 果 作 为 家 庭 娱 乐 型 机 器 人 来 说，也
不一 定 要 精 确 地 进 行 模 仿．在 人 体 关 键 点 检 测 阶 段，
识别的准确率仍有待提高，不准确的姿态估计会影响
后续的 动 作 模 仿．基 于ＲＧＢ图 像 的 二 维 以 及 三 维 人
体关 键 点 识 别，目 前 仍 处 于 极 其 活 跃 的 研 究 阶 段，提
高关键点识别准确率也是未来所要进行的工作．
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