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 Abstrak - Pemodelan regresi tobit diterapkan terhadap 
data tersensor, apabila observasi bernilai nol pada data 
tersebut juga dipandang sebagai bagian dari proses analisis. 
Estimasi parameter model regresi Tobit umumnya 
menggunakan metode Maximum Likelihood Estimation 
(MLE) yang berbasis conditional mean, sehingga data yang 
jauh dari mean, misalnya kuantil 0.05 dan 0.95, seringkali 
tidak terepresentasi dengan baik oleh estimator yang ada. 
Hal ini dapat diatasi dengan model regresi kuantil tobit atau 
regresi kuantil tersensor  yang berbasis conditional quantile. 
Estimator model ini dikenal sebagai estimator Powell. Selain 
itu, diperkenalkan model regresi tobit kuantil dengan 
pendekatan bayesian (TKB). Kelebihan pendekatan bayesian 
adalah kemudahan untuk mengestimasi distribusi posterior 
dengan teknik MCMC (Metropolis-Hastings), serta mampu 
mengakomodasi adanya informasi prior. Untuk 
mendapatkan estimator TKB, diasumsikan error model 
mengikuti distribusi Asimetrik Laplace, sehingga bisa 
didapatkan fungsi likelihood untuk menghitung posterior. 
Dari hasil simulasi yang telah dilakukan, diperoleh hasil 
bahwa estimator TKB dan Powell tidak cukup baik untuk 
mengestimasi paramater model kuantil bawah seperti 
kuantil 0.05 dan 0.25. Selain itu, jika prediktor dalam model 
cukup banyak dan ukuran sampel lebih dari 1000, performa 
estimator TKB lebih baik daripada estimator Powell. Di 
samping itu, bila dibandingkan dengan estimator tobit 
standar, estimator TKB dan Powell memiliki performa yang 
lebih baik untuk model dengan error berdistribusi bukan 
normal. Adapun pemodelan regresi TKB terhadap 
pengeluaran rumah tangga untuk konsumsi susu 
menunjukkan bahwa besarnya estimator yang dihasilkan 
bervariasi antar kuantil dan model terbaik untuk masing-
masing kuantil juga melibatkan prediktor yang berbeda.  
Kata kunci: tobit, regresi kuantil, tobit kuantil 
bayesian, Metropolis-Hastings, konsumsi susu 
 
I.PENDAHULUAN 
Dalam pemodelan regresi seringkali dijumpai data 
dengan variabel respon yang terdiri dari observasi bernilai 
nol dengan proporsi yang cukup besar, sedangkan 
observasi lainnya memiliki nilai tertentu yang bersifat 
kontinu. Misal, data mengenai pengeluaran rumah tangga 
untuk barang-barang mewah dan bahan makanan yang 
tergolong mahal. Data dengan kondisi semacam ini 
disebut data tersensor.  Jika data tersensor dimodelkan 
regresi linier, maka observasi-observasi bernilai nol tidak 
diikutsertakan dalam proses estimasi. Di lain pihak, 
seandainya digunakan model logistik atau probit, maka 
variasi dari observasi-observasi yang bernilai tak-nol 
menjadi tidak diperhitungkan [1]. 
Salah satu model yang sesuai digunakan untuk data 
tersensor adalah model regresi Tobit. Kelebihan dari 
model regresi Tobit adalah mampu mengakomodasi 
semua observasi, baik yang bernilai nol maupun tak-nol.  
Model regresi Tobit sudah cukup luas digunakan seperti 
Komrattanapanya [2], Aisyah et al. [3], Zain et al. [4], dan 
Zain [5]. Model regresi Tobit yang digunakan oleh 
peneliti-peneliti tersebut adalah model Tobit standar, di 
mana menggunakan metode estimasi parameter Maximum 
Likelihood Estimation (MLE) yang berbasis conditional 
mean yaitu estimator yang diperoleh menitikberatkan pada 
mean dari distribusi variabel respon. Data atau observasi 
yang jauh dari mean, sebagai misal pada kuantil 0.05 dan 
0.95,  seringkali tidak terepresentasi dengan baik oleh 
estimator yang ada, sehingga informasi spesifik mengenai 
data tersebut tidak tereksplorasi dengan baik. Hal ini dapat 
diatasi dengan analisis regresi kuantil. Model regresi tobit 
kuantil atau regresi kuantil tersensor diperkenalkan oleh 
Powell [6], sehingga dikenal sabagai estimator Powell.  
Menurut Buchinsky [7] dan Fitzenberger dan Winker [8], 
estimator Powell dapat diperoleh dengan metode Iterative 
Linear Programming Algorithm (ILPA) dan BRCENS. 
Selain itu, Yu dan Stander [9] serta Wang dan Zhang [10] 
mengusulkan model regresi tobit kuantil dengan 
pendekatan bayesian.  
 Penerapan model regresi Tobit Kuantil Bayesian 
(TKB) masih belum banyak dilakukan. Terlihat dari masih 
sedikit penelitian yang menggunakan model ini, seperti 
Yue dan Hong [11] serta Yu dan Stander [9]. Performa 
estimator parameter model regresi TKB  penting untuk 
didemonstrasikan agar meningkatkan keyakinan para 
peneliti untuk menggunakan model TKB.  
Model regresi TKB dapat diterapkan pada data 
pengeluaran rumah tangga untuk konsumsi susu yang 
dapat diperoleh dari hasil Survei sosial ekonomi nasional 
(Susenas) dan Survei sosial ekonomi rumah tangga 
Indonesia (Suseti). Berdasarkan laporan USDA [12], 
konsumsi susu per kapita di Indonesia masih di bawah 
negara-negara lain di kawasan Asia Tenggara. Meskipun 
rendah,  akan tetapi angka ini mengalami peningkatan dari 
tahun sebelumnya yaitu 11.93 liter/tahun. Peningkatan ini 
dipicu oleh perkembangan masyarakat kelas menengah, 
yang semakin sadar akan pentingnya manfaat susu. 
Keadaan ini menunjukkan bahwa konsumsi susu sangat 
berkaitan dengan gaya hidup konsumen yang 
dilatarbelakangi oleh faktor-faktor sosio-ekonomi dan 
demografis seperti usia, pendapatan, pendidikan, 
pekerjaan dan budaya  [13]. 
Berdasarkan uraian-uraian yang telah dijabarkan 
tersebut, penelitian ini akan membahas kajian mengenai 
estimasi parameter dan metode pemilihan model regresi 
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TKB terbaik. Selain itu, performa estimator parameter 
model ini juga akan didemonstrasikan melalui 
perbandingan dengan estimator Powell (metode 
BRCENS) menggunakan teknik simulasi. Terakhir, model 
regresi TKB akan diterapkan pada data pengeluaran 
rumah tangga untuk konsumsi susu. Selain itu, terdapat 
beberapa batasan permasalahan dalam penelitian ini yaitu 
ukuran untuk mengevaluasi performa estimator adalah 
RMSE, estimator Powell yang akan dibandingkan dengan 
estimator parameter model regresi tobit kuantil bayesian 
diperoleh menggunakan metode BRCENS, serta kuantil 
yang akan dimodelkan adalah 0.05, 0.25, 0.50, 0.75 dan 
0.95. 
 
 
II. TINJAUAN PUSTAKA 
 
A. Model Regresi Tobit 
Menurut McBee [14], misalkan terdapat sebanyak n 
data observasi yang terdiri atas satu variabel respon (Y) 
dan p variabel prediktor (X1, X2,...Xp),  maka variabel 
respon Y dikatakan tersensor pada batas bawah apabila 
untuk setiap i=1,2,..n berlaku persamaan (1). 
*
* *
       
      
i
i
i i
y
y
y y
τ τ
τ
 ≤
= 
>         (1) 
Leiker [15] menyatakan bahwa persamaan (1) dapat juga 
ditulis menjadi persamaan (2).  
*( , )i iy maks y τ=         (2) 
Nilai observasi 
*
iy  dapat dinyatakan sebagai persamaan 
(3). 
* ( )i iy f ε= +ix                                       (3) 
di mana: ( )if =
t
i
x x β   
Dengan demikian, diperoleh model regresi tobit dalam 
persamaan (4) atau (5). 
*
*
                 
      
i
i t
i i i
y
y
y
τ τ
ε τ
 ≤
= 
+ > x β                          (4) 
( , )t
i i i
y maks ε τ= +x β
                                             (5) 
di mana: 
i
y
  = nilai variabel respon tersensor ke-i 
*
i
y
  = nilai variabel respon laten ke-i 
τ   = nilai titik sensor yang diketahui 
i
x    = ( )1 21, , ,...,i i pix x x   
β    = parameter model regresi tobit 
i
ε    = error model yang berdistribusi 2(0, )N σ   
 i   = 1,2,...,n 
 
Apabila model regresi tobit dengan variabel respon Y 
tersensor pada batas atas, maka tanda pertidaksamaan 
pada persamaan (4) dan (5) diubah sebaliknya.  
 
B. Model Regresi Kuantil 
Regresi kuantil adalah salah satu metode analisis 
regresi yang dapat menggambarkan hubungan satu atau 
beberapa variabel prediktor terhadap satu variabel respon 
pada berbagai titik kuantil (conditional quantile) dari 
distribusi variabel respon tersebut, sehingga metode ini 
dapat digunakan pada kondisi data yang heterogen [16]. 
Persamaan (6) berikut menunjukkan bentuk umum model 
regresi kuantil linier [17]. 
( )
i i
y θ ε θ= ( ) +t
i
x β   0<θ <1                    (6) 
 
di mana: 
i
y        = nilai variabel respon ke-i 
t
i
x       = ( )1 21, , ,...,i i pix x x   
(θ )β   = parameter model regresi pada kuantil ke-θ 
( )
i
ε θ   = error model regresi kuantil ke-θ  
 
Berdasarkan Chen [18], estimasi parameter model 
regresi kuantil diperoleh dengan menyelesaikan 
permasalahan minimasi dengan bantuan metode 
pemrograman linier (7).  
( )
{ : ' }
min ( )
p
i i
i i
i i y
y fθρ
∈ ∈ ≥
 
− 
 
∑
β
x β
x
R                     (7) 
Adapun menurut Powell [6], model regresi kuantil 
tersensor untuk kuantil θ merupakan hasil subtitusi 
persamaan (5) ke (7). Oleh karena itu, estimator model ini 
adalah penyelesaian masalah minimasi  (8).  
( )
1
min ( ( ,
p
n
i
i
y maksθρ θ τ
∈ =
 
− ) ) 
 
∑ ti
β
x β
R
                   (8) 
Solusi minimasi (8) diperoleh dengan bantuan metode 
pemrograman linier yaitu Iterative Linear Programming 
Algorithm atau ILPA [7] dan BRCENS [8].  
 
C. Model Regresi Kuantil Bayesian 
Pendekatan bayesian untuk model regresi kuantil 
yakni dengan mengasumsikan residual/error berdistribusi 
asimetris Laplace [19] sebagaimana persamaan(9).  
( exp( ( ( ))     ,0< <1ti i if yθ θε θ θ ρ θ θ) = (1− ) − − x β     (9) 
Selanjutnya estimasi parameter diperoleh dari distribusi 
posterior yang dapat dihitung dengan (10). 
( ) ) ( ( )) ( )Lπ θ θ π θ( ∝ ( )β y y β β
    (10) 
di mana ( )π θ( )β  merupakan distribusi prior dari ( )θβ  dan 
( ( ))L θy β  adalah fungsi likelihood data dengan asumsi 
residual berdistribusi asimetris Laplace.   
( )
1
( ( )) (1 ) exp ( )
n
n n t
i i
i
L y yθθ θ θ ρ θ
=
 
= − − − 
 
∑β x β
  
   
 
D. Algoritma MCMC Metropolis-Hastings 
Algoritma berdasarkan prinsip MCMC dapat 
dibedakan menjadi dua macam yaitu Gibbs sampler dan 
Metropolis-Hastings. Dalam penelitian ini digunakan 
algoritma Metropolis-Hastings dengan bentuk umum 
sebagai berikut [10]. 
1. Menentukan nilai awal 
(1)
β   
2. Untuk i=2,3,...,N (N=banyaknya loop chain) 
a. Tentukan  ( 1)i−=β β  
b. Membangkitkan kandidat nilai parameter baru 'β  
dari distribusi proposal (misal Gaussian) ' )π (β β   
c. Hitung peluang acceptance 
( ') '
min 1,
( )
L y
L y
π
α
π
 ( )
=   ( ) 
β β
β β   
d. Perbarui ( ) 'i =β β  dengan peluang acceptance 
sebesar α   
 
E. Bayes Faktor 
Bayes faktor digunakan sebagai alternatif dari 
pengujian hipotesis frekuentis yang merupakan rasio 
marginal likelihood dari dua model [20]. Persamaan (11) 
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menunjukkan perbandingan dua model menggunakan 
Bayes faktor menurut Kass dan Raftery [21]. 
1 1 1 1 11
2 2 2 2 2 2
( , ( )( )
( ) ( , ( )
L M M dm M
B
m M L M M d
π
π
)
= =
)
∫
∫
y β β βy
y y β β β     (11) 
di mana: 
l
M    = model ke-l (l=1,2) 
y     = 1 2( , ,..., )ny y y   
l
β         = vektor parameter model ke-l 
( )
l
m My
     = fungsi likelihood marginal model ke-l 
( ,
l l
L M )y β
  = fungsi likelihood model ke-l 
( )
l l
Mπ β
  = fungsi distribusi prior model ke-l  
 
Jika digunakan hipotesis M1 > M2, maka interpretasi 
Bayes faktor dapat dijelaskan seperti pada Tabel 1 [21]. 
Tabel 1. Kriteria Interpretasi Bayes Faktor 
2 log B B Kekuatan Pembuktian Model 
< 0 < 1 Negatif 
M1 
0 – 2 1 – 3 Tidak ada 
2 – 5 3 – 12 Positif 
5 – 10 12 – 150 Kuat 
>10 >150 Sangat kuat 
 
 
F. Faktor-faktor yang Memengaruhi Pengeluaran Rumah 
Tangga untuk Konsumsi Susu 
Menurut Sukirno [22], konsumsi adalah pengeluaran 
total untuk memperoleh barang dan jasa dalam suatu 
perekonomian dalam jangka waktu tertentu (biasanya 1 
tahun) pengeluaran. pengeluaran konsumsi terdiri atas 
konsumsi pemerintah dan konsumsi rumah tangga. Dari 
kedua jenis konsumsi ini, pengeluaran konsumsi rumah 
tangga memiliki porsi terbesar dalam total pengeluaran 
agregat. Selain itu, konsumsi rumah tangga bersifat 
endogenus, artinya besarnya konsumsi rumah tangga 
berkaitan erat dengan faktor – faktor lain yang dianggap 
memengaruhinya. 
Menurut Sekhampu [23] serta Gheblawi dan Sherif 
[24], faktor-faktor sosio-ekonomi dan profil demografi 
seperti usia kepala rumah tangga, jumlah anggota rumah 
tangga, dan jumlah anggota rumah tangga yang bekerja 
menentukan keputusan pembelian oleh konsumen. Di sisi 
lain,  Phuong et al. [25]  menemukan  bahwa faktor-
faktor sosio-ekonomi dan demografis seperti usia, 
pendapatan, pendidikan, gender, etnis dan jumlah anak 
usia kurang dari 12 tahun sangat mempengaruhi 
pengeluaran rumah tangga untuk produk-produk susu di 
Vietnam. Tingginya pendapatan, tingkat pendidikan dan 
kehadiran anak-anak usia ≤12 tahun akan berpengaruh 
positif terhadap pengeluaran konsumsi rumah tangga. Hal 
ini juga sejalan dengan yang dihasilkan oleh Trung et al. 
[26], Uzunoz dan Akcay [27], dan Alwis et al. [28].
 Babolian dan Karim [29] melakukan penelitian 
untuk mengetahui pengaruh faktor lingkungan terhadap 
minat anak-anak untuk mengkonsumsi susu di Selangor-
Malaysia menurut wilayah perkotaan dan pedesaan. Hasil 
penelitian ini menunjukkan bahwa anak-anak yang tinggal 
di wilayah perkotaan mengkonsumsi susu lebih banyak 
dibanding mereka yang tinggal di wilayah pedesaan. 
 
   
III. METODE PENELITIAN 
 
A. Sumber Data  
Data yang  digunakan adalah data pengeluaran 
rumah tangga untuk konsumsi susu yang diperoleh dari 
hasil Survei Sosial Ekonomi Rumah Tangga Indonesia 
(SUSETI) tahun 2011. Unit sampel dalam survei ini 
adalah rumah tangga. Jumlah sampel yang digunakan 
sebanyak 5,432 unit.  
 
B. Variabel Penelitian 
Variabel-variabel dalam penelitian ini dapat 
dibedakan menjadi dua macam yaitu variabel respon dan 
prediktor sebagai berikut. 
1. Variabel respon, yakni pengeluaran suatu rumah 
tangga untuk konsumsi susu selama satu bulan dalam 
ribuan rupiah. 
0
i
y =   jika rumah tangga tidak mengeluarkan biaya 
untuk konsumsi susu 
*
i i
y y=  jika rumah tangga mengeluarkan biaya untuk 
konsumsi susu 
2. Variabel prediktor, dalam penelitian ini digunakan 
tujuh variabel prediktor yakni 
a. X1 = Pendapatan rumah tangga, adalah data 
pendapatan rumah tangga selama satu bulan dalam 
ribuan rupiah. 
b. X2 = Tingkat pendidikan kepala rumah tangga, 
merupakan ijazah tertinggi yang dimiliki oleh 
kepala rumah tangga, meliputi SD atau tidak tamat 
SD, SLTP dan SMU, serta Perguruan Tinggi. Oleh 
karena itu, variabel ini diubah menjadi variabel 
dummy dengan struktur sebagai berikut. 
     (X21, X22)  = (0,0) untuk SD atau tidak tamat SD 
   = (1,0) untuk SLTP dan SMU 
   = (0,1) untuk Perguruan Tinggi 
c. X3 = Persentase pengeluaran makanan/pangan, 
yaitu jumlah pengeluaran rumah tangga untuk 
konsumsi makanan dibagi total pengeluaran rumah 
tangga dan dikali seratus. 
d. X4 = Jumlah anggota rumah tangga, adalah semua 
orang yang biasanya tinggal di dalam suatu rumah 
tangga. 
e. X5 = Persentase anggota rumah tangga yang 
bekerja, merupakan banyaknya anggota rumah 
tangga yang bekerja dibagi dengan jumlah anggota 
rumah tangga, lalu dikali seratus. 
f. X6 = Persentase anggota rumah tangga usia ≤12 
tahun, yaitu banyaknya anggota rumah tangga yang 
berusia 12 tahun atau kurang dibagi jumlah 
anggota rumah tangga dan dikali seratus. 
g. X7 = Rata-rata pengeluaran per kapita, merupakan 
total pengeluaran rumah tangga selama satu bulan 
dibagi jumlah anggota rumah tangga dalam ribuan 
rupiah. 
h. Z = Variabel moderator daerah tempat tinggal, 
yaitu letak tempat tinggal suatu rumah tangga di 
perkotaan atau pedesaan. 
 
C. Metode Penelitian 
Metode yang digunakan dalam penelitian dapat 
adalah sebagai berikut.  
1. Langkah-langkah untuk mengestimasi parameter 
model tobit kuantil bayesian dari distribusi posterior 
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dan pemilihan model terbaik dengan pendekatan 
bayesian: 
a. Mensubtitusi model regresi tobit pada persamaan 
(5)  ke dalam bentuk fungsi asimetris Laplace 
sehingga diperoleh fungsi asimetris Laplace tobit 
b. Membentuk fungsi likelihood dari fungsi peluang 
asimetris Laplace tobit 
c. Menghitung logaritma marginal likelihood dari 
model regresi tobit kuantil bayesian untuk 
mendapatkan Bayes faktor. 
2. Langkah-langkah untuk mengetahui performa 
estimator parameter model tobit kuantil bayesian 
dengan teknik simulasi yaitu  membangkitkan data 
tersensor yi dari model 
0
1
maks ,0
p
i j j i
j
y xβ β ε
=
 
= + + 
 
∑
 di 
mana p=1,3,5,7.  Semua parameter ditetapkan bernilai 
1 dengan tiga macam distribusi iε  yakni (i) normal 
standar N(0,1); (ii) normal heteroskedastis 
(1+x2)N(0,1); dan (iii) mixture normal 
0.75N(0,1)+0.25N(2,4). Proses perbandingan 
estimator regresi tobit kuantil bayesian dengan 
estimator Powell adalah sebagai berikut. 
a. Membangkitkan data tersensor yi dengan beberapa 
kondisi yang dijabarkan sebelumnya di mana 
ukuran sampel n=100, 500, 1000, dan 5000 
b. Untuk setiap pembangkitan data, dilakukan dua 
macam estimasi yaitu 
i. Mengestimasi parameter model regresi tobit 
kuantil bayesian dengan teknik MCMC 
algoritma Metropolis-Hastings. Prosedur 
algoritma Metropolis-Hastings dapat dilihat 
pada Gambar 3.2.  
ii. Mengestimasi parameter model regresi kuantil 
tersensor (estimator Powell) dengan metode 
BRCENS 
c. Menghitung RMSE dari kedua estimator yang 
dihasilkan 
3. Langkah-langkah untuk menerapkan model regresi 
tobit kuantil bayesian terhadap pengeluaran rumah 
tangga untuk konsumsi susu dan mendapatkan model 
terbaiknya adalah sebagai berikut.  
a. Melakukan analisis deskriptif terhadap semua 
variabel respon dan prediktor yang digunakan 
dalam penelitian ini. Andaikan terdapat variabel 
yang memiliki variasi sangat besar, maka 
dilakukan transformasi.  
b. Melakukan uji beda antar wilayah (pedesaan dan 
perkotaan) untuk mengetahui peran variabel 
tersebut sebagai moderator. 
c. Melakukan uji hubungan linier antara masing-
masing variabel prediktor terhadap variabel respon. 
Apabila terdapat prediktor yang nonlinier maka 
diusahakan transformasi agar menjadi linier. 
Namun jika tetap nonlinier, maka variabel 
prediktor tersebut tidak diikutsertakan dalam 
analisis selanjutnya 
d. Membentuk model regresi tobit kuantil untuk 
kuantil 0.05, 0.25, 0.50, 0.75 dan 0.95. 
e. Menentukan distribusi prior bagi parameter-
paramater model regresi tobit kuantil bayesian 
pengeluaran rumah tangga untuk konsumsi susu 
f. Mendapatkan estimasi parameter model regresi 
tobit kuantil bayesian di mana estimator yang 
digunakan merupakan nilai rata-rata estimator yang 
dihasilkan daril algoritma Metropolis-Hastings 
g. Pemilihan model regresi tobit kuantil bayesian 
pengeluaran rumah tangga untuk konsumsi susu 
dengan kriteria Bayes faktor sesuai poin 1.d. 
h. Interpretasi hasil. 
 
IV. HASIL DAN PEMBAHASAN 
 
A. Estimasi Parameter TKB 
 Berdasarkan persamaan (5),  bentuk umum model 
regresi tobit sebagai berikut. 
( , )
t
i i iy maks ε τ= +x β   
Adapun persamaan berikut merupakan fungsi asimetris 
Laplace. 
( exp( ( ))     ,0< <1f u uθ θθ θ ρ θ) = (1− ) −   
Jika iu ε=  dan τ = 0  , maka ( ,0)
t
i iu y maks= − x β . Oleh 
karena itu, diperoleh persamaan (12). 
 { }( exp ( ( ,0))  ti i if y maksθ θε θ θ ρ) = (1− ) − − x β                 (12) 
Setelah diketahui fungsi asimetris Laplace yang 
bersesuaian dengan model tobit, maka bisa didapatkan 
fungsi likelihood ( ( ))L θy β  sebagai berikut. 
{ }
1
1
( ( )) (
                 = exp ( ( ,0))
n
i
i
n
t
i i
i
L f
y maks
θ
θ
θ ε
θ θ ρ
=
=
= )
(1− ) − −
∏
∏
y β
x β
   
1
                exp ( ( ,0))
n
n n t
i i
i
y maksθθ θ ρ
=
 
= (1− ) − − 
 
∑ x β
        (13) 
Distribusi posterior ( ( ) )π θβ y  dapat dirumuskan sebagai 
(14). 
( ) ) ( ( )) ( )Lπ θ θ π θ( ∝ ( )β y y β β
                              (14) 
Estimator model TKB diperoleh dengan menghitung nilai 
mean dari distribusi posterior parameter ( ( ) )π θβ y .  
 
 
B. Pemilihan Model Terbaik Regresi TKB 
Sebagaimana telah disebutkan pada bab sebelumnya, 
distribusi posetrior ( ) )π θ(β y  diperoleh dengan algoritma 
Metropolis-Hastings. Dari algoritma ini dapat dihitung 
nilai marginal likelihood sebagai komponen Bayes faktor 
yang digunakan untuk melakukan pemilihan model 
terbaik. Marginal likelihood dari model Mk didefinisikan 
sebagai berikut. 
( ) ( , ( ) ( ( ) ) ( )k k k k k km M L M M dθ π θ θ= )∫y y β β β                 (15) 
Untuk selanjutnya, penulisan ( )θβ  disederhanakan 
menjadi β . 
Persamaan (15) adalah normalizing constant 
distribusi posterior )kπ (β y ,  sehingga persamaan ini 
dapat ditulis ulang sebagai berikut. 
( , ( )
( )
( , )
k k k k
k
k k
L M M
m M
M
π
π
)
=
y β β
y
β y
    (16) 
Marginal likelihood dalam (16) dapat diestimasi dengan 
menghitung ordinat posterior 
*( , )k kMπ β y , di mana 
elemen 
*
kβ  merupakan nilai-nilai yang memiliki densitas 
tinggi pada distribusi posterior (misal: mean).  Apabila 
persamaan (16) ditambahkan logaritma dan disubtitusi 
*
k k
=β β , maka diperoleh persamaan (17). 
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* * *ˆlog ( ) log ( , log ( ) log ( , )k k k k k k km M L M M Mπ π= )+ −y y β β β y    (17) 
Subtitusi (13) ke (17) menghasilkan persamaan (18). 
{ } *
1
* *
ˆlog ( ) log ( ( ,0))
                        log ( ) log ( , )
n
t
k i i k
i
k k k k
m M n y maks
M M
θθ θ ρ
π π
=
 
= (1− ) − − 
 
+ −
∑y x β
β β y
(18) 
Menurut Chib dan Jeliakoz [30],  ordinat posterior 
*( )π β y  
dapat diestimasi dengan persamaan (19). 
1 ( ) * ( ) *
* 1
1 * ( )
1
, ) , )
( )
, )
G
g g
i
k J
j
i
G
J
α π
π
α
−
=
−
=
( (
=
(
∑
∑
β β β β
β y
β β
                   (19) 
di mana:  
*)α(β,β     = 
*
*)min 1, (
)
L
π
π
 (
) 
( 
*β
β ,β
β  
{ }( )jβ
   = sampel yang berasal dari distribusi proposal   
)π ( *β ,β  
{ }( )gβ
    = sampel yang berasal dari distribusi posterior 
 
Subtitusi persamaan (13) ke 
*(L )*β ,β  menghasilkan (20). 
*
1
1
( )
(  
(
exp ( ( *,0))
               
exp ( ( ,0))
n
n n t
i i
i
n
n n t
i i
i
L
L
L
y maks
y maks
θ
θ
θ θ ρ
θ θ ρ
=
=
) =
)
 
(1− ) − − 
 =
 
(1− ) − − 
 
∑
∑
*
* β
β ,β
β
x β
x β
  
1
                =exp ( ( *,0)) ( ( ,0))
n
t t
i i i i
i
y maks y maksθ θρ ρ
=
  − − − −   
∑ xβ xβ
       (20) 
Ketika ordinat posterior berhasil diestimasi, Bayes faktor 
dari dua model, misal M1 dan M2, dapat dihitung seperti 
dalam persamaan (21). 
( ) ( ){ }12 1 2ˆ ˆexp log logB m M m M= −y y
                  (21) 
 
C. Perbandingan Performa Estimator TKB  dan Powell 
Ada beberapa aspek yang diperhatikan dalam 
membandingkan estimator regresi TKB dengan estimator 
Powell yakni menurut banyaknya prediktor, ukuran 
sampel dan distribusi error/residual yang berbeda. Ukuran 
pembanding yang digunakan adalah RMSE, di mana 
semakin kecil RMSE maka semakin baik performa suatu 
estimator. Perbandingan pertama menyangkut banyaknya 
prediktor dalam model tobit ditampilkan dalam Tabel 2. 
 
Tabel 2. RMSE Intersep (β0) dari Estimator TKB dan 
Powell dengan Banyaknya Prediktor Berbeda 
(n=100) 
p 
TKB Powell 
0.05 0.50 0.95 0.05 0.50 0.95 
1 1.857 0.274 0.195 1.288 0.208 0.215 
3 1.448 0.316 0.433 1.079 0.355 0.632 
5 2.931 0.480 0.597 0.869 0.404 0.998 
7 1.362 0.458 0.701 1.264 0.500 1.766 
 
 
Berdasarkan Tabel 2 dapat dilihat bahwa untuk 
model dengan satu prediktor, estimator Powell 
mengungguli estimator TKB. Namun, ketika jumlah 
prediktor diperbanyak, justru performa estimator TKB 
lebih baik daripada Powell. Hal ini menunjukkan bahwa 
untuk model yang kompleks (melibatkan banyak 
prediktor), disarankan untuk menggunakan regresi TKB. 
Selain itu, dari Tabel 2 juga dapat diketahui bahwa 
semakin banyak prediktor yang digunakan, maka RMSE 
semakin besar, artinya performa estimator semakin 
menurun, kecuali untuk kuantil 0.05. 
Gambar 1 memperlihatkan perubahan RMSE 
estimator TKB dan Powell seiring peningkatan ukuran 
sampel untuk intersep. Pada kuantil 0.05 dengan ukuran 
sampel 100-500, RMSE dari kedua estimator bernilai 
cukup besar, terutama estimator TKB. Di sisi lain, ketika 
ukuran sampel 1000 atau lebih, nilai RMSE menurun 
drastis. Dalam kondisi ini, RMSE estimator TKB lebih 
kecil daripada estimator Powell. Hal yang sama juga 
berlaku untuk parameter-parameter lain.  
Berdasarkan Tabel  2 dan Gambar 1, dapat 
disimpulkan bahwa untuk ukuran sampel kecil dan kuantil 
bawah (0.05), performa estimator TKB dan Powell tidak 
cukup baik. Namun, ketika ukuran sampel cukup besar 
(>1000), kedua estimator ini memiliki performa yang 
bagus. Selain itu, pada kondisi ini RMSE estimator TKB 
lebih kecil daripada Powell, atau dengan kata lain 
performa estimator TKB lebih baik daripada Powell.  
Selanjutnya, dengan menggunakan banyaknya prediktor 
dan jumlah sampel yang cukup optimal (n=1000 dan p=3) 
bagi estimator TKB dan Powell, dilakukan simulasi untuk 
membandingkan performa estimator-estimator tersebut 
pada kondisi distribusi error yang berbeda yaitu normal, 
heteroskedastics, dan mixture.  Pemilihan distribusi error 
mengadopsi penelitian Yu dan Stander [9].   
 
 
Gambar 1. RMSE Intersep (β0) dari Estimator TKB dan Powell dengan Jumlah Sampel Berbeda (p=3) 
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Tabel 3. Perbandingan RMSE dari Model Tobit dengan Distribusi Error Berbeda (n=1000, θ=0.50)
Estimator 
Normal
TKB Powell
β0 0.094 0.105
β1 0.050 0.053
β2 0.146 0.154
β3 0.066 0.065
   
Dari Tabel 3 dapat diketahui bahwa secara umum 
RMSE estimator TKB lebih kecil daripada Powell untuk 
ketiga distribusi error yang digunakan. Hal ini 
menunjukkan bahwa performa estimator TKB lebih baik 
daripada Powell. Di samping itu, Tabel
mengikutsertakan estimator yang berasal dari regresi tobit 
standar untuk dibandingkan dengan estimator TKB dan 
Powell. Agar ketiga estimator tersebut layak 
diperbandingkan, maka kuantil yang digunakan untuk 
estimator TKB dan Powell adalah 0.50, di mana kuantil ini 
setara dengan nilai mean yang merupakan dasar estimasi 
parameter regresi tobit standar (conditional mean
simulasi menunjukkan bahwa performa estimator TKB dan 
Powell tidak lebih baik dari estimator tobit standar untuk 
Tabel 4. Statistik Deskriptif  Data Penelitian SUSETI Wilayah Pedesaan dan Perkotaan
Variabel 
Min 
1 2
X1 82 100
X3 1.1 0.7
X4 1 2
X5 10 8.3
X6 0 0
X7 10.4 15.7
Y 0 0
Keterangan: 1=pedesaan, 2=perkotaan
 
Berdasarkan Tabel 4 dapat diketahui bahwa rata
dan standar deviasi pendapatan rumah tangga yang ada di 
wilayah pedesaan lebih rendah daripada wilayah 
perkotaan. Padahal, jarak antar nilai minimum dan 
maksimum pendapatan di pedesaan lebih lebar. 
rata-rata persentase pengeluaran pangan rumah tangga 
pedesaan lebih besar daripada perkotaan, sedangkan 
rata-rata dan standar deviasi pengeluaran per kapita, rumah 
tangga di perkotaan lebih besar daripada di desa. 
demografis, rata-rata jumlah anggota rumah tangga dan 
persentase anggota rumah tangga yang bekerja di pedesaan 
lebih besar daripada wilayah kota, sedangkan rata
persentase anggota rumah tangga yang berusia <12 tahun 
wilayah ini memiliki karakteristik yang hampir serupa 
dengan di desa. Di sisi lain, rata-rata konsumsi susu rumah 
tangga di wilayah perkotaan lebih besar dibandingkan di 
pedesaan. 
Gambar 2. Persentase Pendidikan Kepala Rumah Tangga 
Menurut Wilayah 
 
 Heteroscedastics 
 Tobit TKB Powell Tobit TKB
 0.070 0.115 0.125 0.181 0.354
 0.042 0.064 0.067 0.059 0.055
 0.113 0.220 0.235 0.311 0.229
 0.045 0.084 0.087 0.066 0.075
     
 3 juga 
).  Hasil 
model dengan distribusi error normal. Namu
distribusi error lain yaitu heteroskedastis dan normal, 
performa estimator TKB dan Powell lebih baik daripada 
estimator tobit standar, karena memiliki nilai RMSE lebih 
kecil. 
 
D. Pemodelan Regresi TKB 
Tangga Untuk Konsumsi Susu 
Analisis Deskriptif 
Tabel 4 berikut menunjukkan statistik deskriptif 
variabel penelitian yang bersifat numerik. Adapun untuk 
variabel kategorik digambarkan dengan Gambar 2.
 
Maks Rata-rata Standar Deviasi
 1 2 1 2 1 
 80000 34000 1076.8 1780.51 1888.9
 92.7 91.5 50.6 44.65 19.7
 18 19 4.9 5.45 1.6
 100 100 41.7 37.8 17.5
 75 75 25.6 25.48 15.8
 4296.2 8416.0 170.3 233.44 286.3
 458 750 8.9 19.3 23.4
 
-rata 
Selain itu, 
di 
segi 
Secara 
-rata 
 
 
Gambar 2 memperlihatkan bahwa baik wila
pedesaan maupun perkotaan didominasi oleh kepala rumah 
tangga yang berpendidikan SD atau tidak tamat SD. 
Namun, persentase kepala rumah tangga yang menempuh 
pendidikan menengah dan tinggi di perkotaan lebih besar 
daripada di wilayah pedesaan.
juga telah diuji menggunakan uji beda di mana hasil 
pengujian ini menunjukkan bahwa variabel
penelitian yang ada  dapat dimoderasi/dibedakan menurut 
wilayah.  
 
Hasil Estimasi Parameter Regresi TKB
Sebelum memasuki tahap 
variabel-variabel prediktor akan digunakan diuji 
kelinierannya terhadap variabel respon. Pengujian ini 
menghasilkan bahwa variabel X
X7 berhubungan linier dengan Y di wilayah pedesaan, 
sedangkan untuk wilayah perkotaan adalah 
X3, X4, X5, dan X6. Variabel
diikutsertakan dalam proses estimasi parameter regresi 
TKB. Hasil estimasi tersebut ditampilkan dalam Tabel
dan 6.   
 
 
 
6 
 
Mixture 
 Powell Tobit 
 0.355 0.311 
 0.060 0.133 
 0.237 0.349 
 0.077 0.222 
  
n, untuk dua 
Bagi Pengeluaran Rumah 
 
 
 
 
2 
 2184.9 
 19.0 
 2.00 
 16.5 
 15.9 
 439.9 
 39.8 
yah 
 Selain itu, variabel wilayah 
-variabel 
 
estimasi parameter, 
21, X22, X3, X4, X5, X6, dan 
X1, X21, X22, 
-variabel inilah yang 
 5 
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Tabel 5. Hasil Estimasi Parameter Regresi TKB Wilayah 
Pedesaan 
Parameter 
Kuantil 
0.05 0.25 0.50 0.75 0.95 
β0 -0.464 0.8988 -0.741 0.275 0.735 
β21 -2.633 0.568 0.400 0.862 3.056 
β22 1.288 -4.3081 0.460 0.594 0.775 
β3 -4.103 -2.2482 -0.034 0.001 -0.044 
β4 0.374 -0.3244 0.250 0.554 4.430 
β5 -2.479 -4.5692 -0.164 -0.054 -0.283 
β6 -5.281 -2.7559 -0.068 -0.076 -0.335 
β7 0.082 2.7235 1.860 2.129 8.068 
 
Dari Tabel 5 dapat diketahui bahwa estimator TKB 
untuk pengeluaran konsumsi susu di pedesaan bervariasi 
antar kuantil. Hal ini mengindikasikan bahwa penggunaan 
model regresi TKB cukup tepat untuk memodelkan data 
tersebut. Besarnya estimator parameter untuk variabel 
pendidikan kepala rumah tangga menengah-rendah (X21),  
persentase ART bekerja (X5), persentase ART usia <12 
tahun (X6) ,  dan rata-rata pengeluaran  per kapita (X7) 
cenderung semakin meningkat seiring pertambahan nilai 
kuantil.  Keadaan ini menunjukkan bahwa pengaruh 
variabel-variabel tersebut semakin besar untuk 
pengeluaran konsumsi susu rumah tangga di pedesaan 
yang semakin tinggi.  Di sisi lain, estimator parameter 
untuk variabel pendidikan kepala rumah tangga tinggi-
rendah (X22), persentase pengeluaran pangan (X3),  dan 
jumlah anggota rumah tangga (X4), bersifat fluktuatif antar 
kuantil. 
 
Tabel 6. Hasil Estimasi Parameter Regresi TKB Wilayah 
Perkotaan 
Parameter 
Kuantil 
0.05 0.25 0.50 0.75 0.95 
β0 -4.229 -0.043 0.624 -0.363 -1.021 
β1 -1.989 2.929 1.663 4.351 12.829 
β21 1.012 0.206 0.606 0.545 1.910 
β22 3.056 0.941 0.280 1.575 3.385 
β3 -5.158 -0.041 -0.062 -0.138 -0.388 
β4 2.668 0.481 0.101 1.818 4.854 
β5 -4.562 -1.341 -0.056 -0.176 -0.413 
β6 -0.148 -0.068 -0.054 -0.213 -0.343 
 
Berdasarkan Tabel 6 dapat diketahui bahwa perilaku 
estimator TKB di wilayah perkotaan mirip dengan wilayah 
pedesaan, dalam artian bahwa estimator-estimator tersebut 
bervariasi antar kuantil. Estimator parameter untuk 
variabel pendapatan rumah tangga (X1) cenderung 
semakin meningkat seiring pertambahan nilai kuantil.  
Keadaan ini menunjukkan bahwa pengaruh variabel 
tersebut semakin besar untuk pengeluaran konsumsi susu 
rumah tangga di pedesaan yang semakin tinggi.  Selain itu, 
estimator untuk variabel pendidikan kepala rumah tangga 
(X21 dan X22), persentase pengaluaran pangan (X3),  
jumlah anggota rumah tangga (X4), persentase ART 
bekerja (X5) dan persentase ART usian <12 tahun (X6)   
menunjukkan bahwa pengaruh variabel-variabel tersebut 
berubah secara fluktuatif terhadap perubahan nilai kuantil. 
 
Pemilihan Model Regresi TKB Terbaik 
Pemilihan model terbaik dalam penelitian ini 
bertujuan untuk mengetahui variabel prediktor mana saja 
yang berperan dalam pembentukan model regresi TKB 
dengan menggunakan Bayes faktor. Hasil perhitungan 
Bayes faktor untuk model TKB wilayah pedesaan dan 
perkotaan ditunjukkan oleh Tabel 7 dan 8, di mana M1 
merupakan model penuh yaitu model dengan prediktor 
yang berhubungan linier dengan respon.  
 
Tabel 7. Bayes Faktor (2 Log B) Model Reduksi TKB 
Pedesaan 
Model 
Reduksi 
(M2) 
Kuantil 
0.05 0.25 0.50 0.75 0.95 
X21 0.01(0) 0.01(0) 136.39(**) 753.67(**) 821.6(**) 
X22 0.01(0) 0.01(0) 14.29(**) 192.49(**) 49.21(**) 
X3 0.01(0) 0.01(0) -71.84(-) -26.33(-) -180.24(-) 
X4 0.01(0) 0.01(0) 222.32(**) 307.48(**) 521.86(**) 
X5 0.01(0) 0.01(0) 90.42(**) 52.03(**) 144.32(**) 
X6 0.01
(0) 0.01(0) 28.47(**) 231.29(**) 869.97(**) 
X7 0.01(0) 0.01(0) 209.27(**) 830.28(**) 1042.66(**) 
Keterangan: Kekuatan pembuktian terhadap M1, (-) : 
negatif; (0) : tidak ada; (+) : positif; (*) : kuat; (**): 
sangat kuat 
 
Berdasarkan Tabel 7 dapat diketahui bahwa model 
terbaik kuantil 0.50, 0.75, dan 0.95  adalah model yang 
tidak mengikutsertakan prediktor persentase pengeluaran 
pangan (X3). Adapun model terbaik kuantil 0.05 dan 0.25 
merupakan model penuh. Salah satu model terbaik regresi 
TKB bagi pengeluaran rumah tangga untuk konsumsi susu 
di pedesaan yaitu model kuantil 075 dapat dituliskan 
sebagai persamaan berikut.  
 
21 22 4 5 6 7
(0.75)
0.634 0.520 0.935 0.616 0.065 0.081 2.473log( ) y*>0
ˆ
0                                                                                                                            
X X X X X X
y
− − + + − − +
=
y* 0


≤
 
 
Tabel 8. Bayes Faktor (2 Log B) Model Reduksi TKB 
Perkotaan 
Model 
Reduksi 
(M2) 
Kuantil 
0.05 0.25 0.5 0.75 0.95 
X1 0.005(0) 37.74(**) 434.52(**) 885.07(**) 1113.55(**) 
X21 0.005(0) 37.74**) 106.53(**) 604.53(**) 644.52(**) 
X22 0.005(0) 24.9(**) 120.08(**) 188.56(**) 186.76(**) 
X3 0.005(0) 9.44(*) -44.03(-) 28.72(**) 32.36(**) 
X4 0.005(0) 20.49(**) -22.08(-) -36.85(-) -56.01(-) 
X5 0.005(0) 28.49(**) -56.52(-) 86.29(**) 45.21(**) 
X6 0.005(0) 37.74(**) 27.72(**) 165.65(**) 86.57(**) 
Keterangan: Kekuatan pembuktian terhadap M1, (-) : 
negatif;    (0) : tidak ada; (+) : positif; (*) : kuat; (**): 
sangat kuat 
 
Berdasarkan Tabel 8, besarnya Bayes faktor  yang 
ada bagi masing-masing model regresi TKB menunjukkan 
bahwa model terbaik diperoleh apabila prediktor 
persentase pengeluaran pangan, jumlah anggota rumah 
tangga, dan persentase ART bekerja tidak dilibatkan dalam 
model kuantil 0.50. Adapun untuk model kuantil 0.75 dan 
0.95 direkomendasikan agar meniadakan prediktor jumlah 
anggota rumah tangga. Di sisi lain, model kuantil 0.05 dan 
0.25 sebaiknya menggunakan model penuh.  Dari hasil ini, 
model kuantil 0.50 memiliki tiga kandidat model reduksi 
sebagai model terbaik, sehingga untuk analisis lanjutan 
dilakukan perhitungan bayes faktor lagi untuk model 
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kuantil 0.50 tanpa mengikutsertakan prediktor persentase 
pengeluaran pangan, jumlah anggota rumah tangga, dan 
persentase ART bekerja. Berikut adalah salah satu model 
TKB perkotaan terbaik, yakni model kuantil 0.75. 
 
1 21 22 3 5 6
(0.75)
0.422 5.597log( ) 0.477 1.420 0.118 0.198 0.242    y*>0
0                                                                                                                           
X X X X X X
y
∧ + + + − − −
=
    y* 0


≤
 
Hal yang menarik dari hasil ini adalah besarnya 
Bayes faktor untuk model pada kuantil 0.05 dan 0.25 yang 
menunjukkan nilai mendekati nol, atau dengan kata lain 
Bayes faktor tidak dapat memutuskan mana di antara 
model penuh dan model reduksi yang sesuai untuk 
memodelkan variabel respon. Namun demikian, dalam 
penelitian ini diputuskan bahwa apabila terdapat 
perbandingan dua model yang menghasilkan Bayes faktor 
nol, maka model yang digunakan adalah model penuh. Hal 
ini dikarenakan jika yang dipakai adalah model reduksi, 
maka dikhawatirkan akan berujung pada terpilihnya model 
konstan yaitu model tanpa prediktor.  
 
V. PENUTUP 
 
A. Kesimpulan 
Berdasarkan hasil penjabaran yang ada dapat 
disimpulkan beberapa hal sebagai berikut 
1. Fungsi likelihood pada persamaan berikut digunakan 
untuk memperoleh estimator model regresi TKB 
dengan pendekatan bayesian (teknik MCMC 
Metropolis-Hastings). 
1
( ( )) exp ( ( ,0))
n
n n t
i i
i
L y maksθθ θ θ ρ
=
 
= (1− ) − − 
 
∑y β x β
   
Di sisi lain, pemilihan model terbaik regresi TKB 
menggunakan formulasi Bayes faktor berikut ini. 
( ) ( ){ }12 1 2ˆ ˆexp log logB m M m M= −y y
 
2. Berdasarkan hasil simulasi, performa estimator regresi 
TKB lebih baik daripada estimator Powell ketika 
jumlah sampel yang digunakan lebih dari 1000 dan 
prediktor yang digunakan cukup banyak. Di sisi lain, 
kedua estimator tersebut ternyata tidak cukup baik 
untuk memodelkan kuantil bawah seperti kuantil 0.05. 
Selain itu, performa estimator TKB dan Powell lebih 
baik daripada estimator tobit standar untuk model yang 
memiliki error berdistribusi bukan normal. 
3. Model regresi TKB terbaik untuk pengeluaran 
konsumsi susu di wilayah pedesaan yaitu (1) model 
penuh untuk kuantil 0.05 dan 0.25; (2) model tanpa 
prediktor persentase pengeluaran pangan untuk kuantil 
0.50, 0.75, dan 0.95 Adapun model terbaik bagi 
wilayah perkotaan yakni (1) model penuh untuk kuantil 
0.05 dan 0.25; (2) model tanpa prediktor persentase 
pengeluaran pangan, jumlah anggota rumah tangga, 
dan persentase ART bekerja untuk kuantil 0.50; (3) 
model tanpa prediktor jumlah anggota rumah tangga 
untuk kuantil  0.75 dan 0.95.   
 
B. Saran 
Saran-saran yang dapat disampaikan berdasarkan 
hasil penelitian yang ada adalah sebagai berikut. 
1. Pada penelitian ini, model tobit yang digunakan 
bersifat linier sehingga prediktor yang bersifat 
nonlinier namun memiliki peranan penting, seperti 
pendapatan rumah tangga, yang tidak dapat 
dimasukkan dalam model. Oleh karena itu diperlukan 
pengembangan terhadap model regresi TKB nonlinier 
2. Dari hasil simulasi dan analisis yang telah dilakukan, 
ditemukan bahwa estimator regresi TKB tidak cukup 
baik untuk mengestimasi model untuk kuantil-kuantil 
bawah. Oleh karena itu disarankan untuk melakukan 
modifikasi dan kajian lebih lanjut terkait hal tersebut.  
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