Abstract-Real-time computer systems are often used in harsh environments, such as aerospace, and in industry. Such systems are subject to many transient faults while in operation. Checkpointing enables a reduction in the recovery time from a transient fault by saving intermediate states of a task in a reliable storage facility, and then, on detection of a fault, restoring from a previously stored state. The interval between checkpoints affects the execution time of the task. Whereas inserting more checkpoints and reducing the interval between them reduces the reprocessing time after faults, checkpoints have associated execution costs, and inserting extra checkpoints increases the overall task execution time. Thus, a trade-off between the reprocessing time and the checkpointing overhead leads to an optimal checkpoint placement strategy that optimizes certain performance measures.
1 The singular and plural of an acronym are always spelled the same.
I. INTRODUCTION

I
N RECENT years there has been a dramatic increase in the use of computers to control life-critical systems. For example, computers are used to control spacecraft, airplanes, power distribution systems, nuclear reactors, and chemical plants. Real-time computers deployed in these life-critical control applications must be designed to meet stringent reliability specifications. The maximum acceptable failure rate range for such systems is from 10 to 10 per hour [1] , which can be accomplished by providing fault-tolerance through hardware and software redundancy.
Faults encountered by CS are either permanent or transient.
• Permanent-faults are caused mainly by physical defects such as breakage, and the faults remain in the system until the component containing the fault is removed.
• Transient-faults are usually caused by environmental changes such as EMI (electro-magnetic interference), or unstable, or marginally stable, hardware. (Intermittent-faults can be included in transient-faults [2] .)
Transient faults disappear after an active period [3] . As hardware manufacturing technology continues to improve, the number of permanent faults is gradually decreasing, and instant malfunctions of computers due to transient faults become the main reason for system failures [3] , [4] . Coping with transient faults is the key factor in improving the reliability of a CS, and is the focus of this research. One fault-tolerance technique commonly used for transient faults is a CkPting scheme [5] . In this scheme, as shown in Fig. 1 , the intermediate states of a task are saved periodically in a secure device at each CkPt time. If an error is detected, the saved states are restored and the task re-executed from the CkPt (called rollback) [5] - [7] . Thus, CkPting can greatly reduce the probability of incorrect outputs due to transient faults, and so make the CT more reliable.
For a CkPting scheme, it is important to determine the interval between CkPts [5] , [7] , [8] . Since each task of a real-time CS should be finished correctly within the specified deadline [4] , additional CkPting with shorter CkPt intervals can improve reliability. However, because CkPting needs a finite execution time, it causes some processor execution overhead [5] , and consequently limits the improvement of reliability.
Several authors have investigated the problem of selecting a CkPt interval that is optimal with respect to other objectives.
• Reference [9] developed a CkPting strategy that maximizes the probability of the critical task completion on a system with limited repairs. The system considered could undergo failure and repair until the repair time exceeded a specified threshold, at which time the system was deemed to have failed completely. This system is different from a real-time CS, where the execution time of a task, not the repair time, should be maintained within a specified threshold (or deadline). It considered an arbitrary distribution of occurrence and recovery rate of faults. However, the probability so derived, needs very complex computation of convolution integrals and an infinite number of summations.
• Reference [6] developed analytic models for the design and evaluation of CkPting of real-time tasks, and determined an optimal CkPt placement to minimize the mean task-execution time. In the perfect fault-coverage model, it is shown that equidistant inter-CkPt intervals are optimal, assuming a constant fault rate, with the duration of the faults not being considered.
• Reference [10] investigated tradeoffs between configuring a system into duplexes and triplexes given a fixed total number of processors, where the processors use a CkPting scheme. It showed that the duplex-triplex tradeoff is among the effects of permanent, -independent transient, and -correlated transient faults. Transient faults were assumed to occur with a Poisson process (constant occurrence rate), and have an arbitrary distribution of duration. Their analysis is represented by complex calculations of integrals, convolutions, and recursive equations. This paper explores the problem of selecting an optimal CkPt interval for real-time CS that are characterized by timely and correct execution of iterative tasks within deadlines. The duration of a transient fault is considered, as is the reliability which is an objective function for optimizing. Transient faults are assumed to have constant occurrence and recovery rates.
Section II suggests a CS model for a single task. Section III proposes a method to find the mission-time reliability of a CS which uses the state transition of a CkPt interval.
Section IV proposes a simple searching algorithm to find the optimal number of CkPts that maximizes the mission-time reliability.
Section V presents the corresponding numerical results for Section IV.
Section VI provides a heuristic task allocation algorithm for multiple CT; the algorithm allocates tasks of different execution times and deadlines appropriately for the CkPting strategy of a single task to be applied. 
II. FAULT AND CONTROL-SYSTEM MODEL
Of several fault-analysis models used by previous researchers, the Markov model has been the most frequently used to represent the effect of permanent and transient faults [2] , [11] - [13] . We have also used the Markov model in modeling transient faults. In the CkPting process, CkPts were placed in equal length, and for simplicity, noninterruptible system calls were not considered.
A. Basic Assumptions
A1. Transient faults arrive according to a Poisson process
with rate, , and recover with a rate, .
A2. Activation of a transient fault always causes errors. A3. Errors within a CkPt interval are detected perfectly at the CkPting time. A4. CkPts can be inserted anywhere in a CT. A5. The sampling period of a CT is equal to its deadline. A6. CS is in fault-free state at initial time.
• Assumption A1 is common in many papers dealing with transient faults [2] , [4] , [11] - [14] . Our research also focuses on transient faults that can be described by assumption A1.
• Assumption A2 is conservative, as faults might not necessarily cause errors.
• Assumption A3 implies that transient faults activated within a CkPt interval can be detected by the CkPting process. Thus, rollback is always performed with the length of a CkPt interval. It is not very difficult to use hardware/software error detection techniques, such as error detection codes, acceptance tests, or comparative results from different processors, to ensure that assumption A3 holds.
• Assumption A4, in practice, might be difficult to accomplish; i.e., it is difficult to maintain equal CkPt intervals. However, analysis at equal CkPt intervals [6] , [7] , [9] can give an insight into how a CkPt should be inserted for reliability improvement.
• Assumptions A5 and A6 are reasonable.
B. CS Model of Single Task
The transient fault in assumption A1 can be modeled using a 2-state, continuous-time Markov chain of fault-active (state 1) and fault-free (or fault-benign) (state 0). These two states are in Fig. 2 .
From the Markov model, can be easily derived [15] , [17] . For example, Consider a CS that is characterized by a single CT. This CS reads sensor values, computes control inputs using a suitable algorithm, and outputs the results to plants. These steps are repeated in each fixed [1] . Thus, a mission of the CS consists of sampling periods. In an environment of transient faults, each sampling period of the CS can be represented by 3 states: , , ; see Fig. 2 .
• State ( ) at , means that the CT is executed correctly and finished within the sampling period , and transient faults are in fault-free (fault-active) at .
• State at means that the CT is either executed incorrectly or not finished within the sampling period . Because the CS of a single CT evolves with sampling periods , (see Fig. 2 ), it can be modeled by a 3-state Markov chain, as shown in Fig. 3 . 
III. RELIABILITY ANALYSIS
The reliability of a CS is the probability that the CT is executed correctly within its deadline over a specified time interval (the mission). Thus, the reliability at is the probability that: the Markov chain in Fig. 3 is in state or at . The stochastic states of the Markov chain can be derived using the knowledge of , , . For a CkPting CS, depends on the number of CkPts in a CT (or the CkPt interval), the , the , the , and the and . The derivation of needs the following calculations. When CkPts are placed in , the and are obtained using:
The and are obtained using:
Owing to the CkPt overhead, the execution time of a CT is increased by after placing CkPts. Fig. 1 schematically  shows , , , and . For the successful execution of a CT, at least time-slots must be fault-free in the time-slots available for one ; i.e., the CkPted CS can overcome faults in up to time-slots. A time-slot is corrupted by transient faults when there is any activation of faults within the length, . Fig. 4 illustrates . For , let Proof: See Appendix B. Now, the state transition probabilities, , , can be easily obtained using the of lemma 2. Because the CkPted CS can execute the CT successfully, even under faults in up to time-slots, the are represented as:
Other transition probabilities are:
By defining the state vector , the solution of the Markov model in Fig. 3 is: (1)
Because the reliability at is , then , , .
IV. OPTIMAL CHECKPOINTING
The system reliability varies greatly, depending upon the CkPt interval. Thus, the CkPt interval should be appropriately chosen when designing a CkPted CS. This section provides a simple algorithm to find the optimal number of CkPts, which maximizes the mission-time reliability.
Proposition 1: When the solution of (1), is:
Proof: See Appendix C. The CkPt interval depends on the number of CkPts within the CT. Thus, to find the CkPt interval, it is sufficient to know the number of CkPts in the CT. However, it is very difficult to find a closed-form solution for the optimal number of CkPts, because is represented by a complicated variation of (2) .
Generally, if the CkPting overhead is zero, the reliability increases in proportion to the number of CkPts. In this case, an infinite number of CkPts are the best. However, when the CkPting overhead is nonzero, there is a finite optimal number of CkPts. When errors are detected at the CkPting time, reliabilities jitter along with the number of CkPts, even though the reliability trend increases (or decreases) before (or after) the optimal number of CkPts.
The jittering phenomenon is caused by: the rollback is always performed with the length of a CkPt interval. Hence, the number of CkPts available in the slack-time, and not the slack-time, is more closely related to the rollback capability (or reliability). Because the number of CkPts available in the slack-time increases in a stepwise fashion according to the number of CkPts in the CT, the reliability decreases in the flat-step region as the number of CkPts is increased, due to the CkPting overhead. The reliability increases at the step-jump, because the number of CkPts available in the slack-time increases at these points. This makes reliability jitter according to the number of CkPts. When detecting an error at its occurrence, there is no jittering. The jittering phenomenon can be seen in the simulation examples of Figs. 5-8 (see Section V). The jittering reliability makes it difficult to apply other search algorithms to find the optimal number of CkPts. A simple peak-detection algorithm is given here for this problem. This peak-detection algorithm: a) uses the property that the envelope (the piece-wise linear curve connecting the local maximum points of the reliability curve) of jittering reliability is a convex function of the number of CkPts; b) seeks peak reliability values until the next local peak after the maximum peak is detected; c) determines the optimal number of CkPts to maximize reliability.
Notation reliability after a mission when CkPts are placed in the CT maximum allowable number of CkPts For a nonzero CkPting overhead, . Assumptions:
1) The CkPt overhead is 1.5% of .
2) The sampling period of is 0.1.
3) The mission time is 100 . 4) ; . The system reliability improves at first, as the number of CkPts is increased, but later drops off because "more CkPts" means more "CkPting overhead." Also, the system reliability decreases with an increase in workload because of less slack time. Fig. 5 illustrates these facts. The optimal number of CkPts can be obtained using the Algorithm in Section IV (marked by a triangle in Fig. 5 ). Fig. 6 shows the variation of reliability vs the CkPting overhead. The reliability decreases with increasing overhead, because the actual workload increases due to the CkPting overhead.
Figs. 7 and 8 show how the system reliability varies with and , respectively. Fig. 7(a) shows that the optimal number of CkPts is nearly -independent of for a range of occurrence rates, where the probability of more than 1 fault in is negligible, e.g., or 2. However, for very frequent fault occurrences where the probability of more than one fault within can not be neglected, e.g., or 5, the optimal number of CkPts varies with , as shown in Fig. 7(b) .
The reliability decreases with increasing 1/ . Fig. 8(a) and (b) show the system reliability at various values of . The optimal number of CkPts varies with , even though it does not heavily depend on (as shown in Fig. 8) .
In summary, the optimal number of CkPts depends on , , , , .
VI. EXTENSION TO MULTIPLE TASKS
CS usually have multiple CT that are characterized by different execution times and deadlines. In CkPting such systems, CT should be allocated in appropriate order to improve reliability. This section extends the results in selecting the number of CkPts, to the case of multiple CT, by providing a task-allocation algorithm.
Assumptions:
1) Sufficient time redundancy is available for the efficiency of the CkPting scheme. 2) CT can be sliced to an arbitrary length.
3) CT deadlines are equal to periods.
1. Find the GCDD of . 2a. Divide each CT, , into subtasks with equal length : . 2b. Assign each subtask sequentially on each GCDD interval with priority (usually earlier deadline first). 2c. After allocating all CT repeatedly until the LCMD, the resultant allocation pattern is repeated for each LCMD interval.
This algorithm gives the CT allocation, assuming the worst fault occurrence case to have occurred. For a system with 2 CT, and , this algorithm provides an allocation of CT during the LCMD, as shown in Fig. 9 . Because a deadline consists of GCDD, the interval of a GCDD can be used as a basic interval for reliability analysis, similar to a sampling period for a single CT. Because GCDD are made to have the same workload by the Task-Allocation algorithm, the identical CkPting scheme as for the single CT can be applied to all GCDD. The Markov model of Fig. 3 can be used to evaluate the reliability. This evolves with each GCDD interval in this case. The reliability is measured in multiple LCMD because all CT complete their execution at these points. For simplicity, task rescheduling during I/O operations is not considered.
APPENDIX A PROOF OF LEMMA 1
Obviously, for . Since the corruption pattern contains at least 2 time-slots, the maximum number of groups of corresponding to corrupted time-slots is . Each group can have 2 to corrupted time-slots, and the total number of corrupted time-slots ( ) by the groups should not exceed . Thus, considering , , groups of , the set of the vector whose element ( ) represents the number of corrupted time-slots in each group , is:
The index for groups is assigned in decreasing order of corrupted time-slots. The probability that groups of contain the number of corrupted time-slots indicated in the set is:
From the definition of and , the probability that a time-slot is corrupted only by the faults that occur and disappear within the time-slot is:
. The sum of these probabilities for gives .
APPENDIX B PROOF OF LEMMA 2 Four probability terms constitute . Term 1 is the probability that time-slots are all corrupted by the pattern of ; the other time-slots are fault-free. The final slot of length , might or might not be corrupted by faults, but it should transit from state 0 into state 0, viz, with the transition pattern of . This is because the final time-slot always ends with state 0, and the interval ends with state 0. The number of combinations to choose corrupted time-slots among time-slots is . Thus, the probability is:
Term 2 is the probability that the final consecutive timeslots are corrupted by the transition pattern of , time-slots are corrupted by the pattern of , the other time-slots are fault-free. The final slot of length begins with state 1, because of the 1 state at the end of the pattern , and ends with state 0 because of the 0 state at the end of the interval, , i.e., the final slot has the transition pattern of . There are combinations to choose corrupted time-slots of pattern among time-slots. Thus, the probability is:
Term 3 is the probability that time-slots are corrupted by at least 1 corruption pattern of . The final slot, of length , should have the transition pattern of . From lemma 1, this probability is: . Term 4 is the probability that the final consecutive timeslots are corrupted by the pattern of , and time-slots among the other time-slots are corrupted by at least 1 corruption pattern of . The final slot of length should have the transition pattern of . Using , the probability is:
The sum of the 4 terms is:
. This completes the proof of . can be derived easily by using . Consider two cases for the corrupted time-slots in : 1) the final consecutive time-slots are corrupted by the pattern of ; 2) there is no final consecutive pattern of .
The probability of case 1 can be derived by using :
The probability of case 2 is: . Thus, the sum of these 2 probabilities is:
. This completes the proof of .
Because the beginning state is 1 in , the first time-slot should begin with state 1. Thus, for can be represented by the probability that the first consecutive time-slots are corrupted by the transition pattern of , and the other time-slots are corrupted by the pattern of :
For , all time-slots can be corrupted by the pattern of . Thus, this term should be added to the previous equation, which gives:
This completes the proof of . Similarly can be proved.
APPENDIX C SOLUTION OF (1)
Since the transition probability and cannot be 0 when and , then . Consider the system: Let the eigenpairs of be , , , , then the solution of this difference equation is [16] : 
Thus, is:
From (3)- (5):
The reliability at is:
By replacing with with with with the and can be obtained from (6) and (7), respectively. Arranging the resultant equation gives (2) .
