Abstract-This paper investigates the applicability of Iterative Feedback Tuning (IFT) to the level control of a three-tank system laboratory equipment. First two PID controllers are designed in terms of the frequency domain approach. Next IFT is employed to improve the control system performance indices. Digital simulation results and real-time experimental results validate the new control solution.
I. INTRODUCTION
The design of optimal control system (CS) structures is very important when very good CS performance indices are required. Therefore the minimization of the objective functions (o.f.s) [1] - [8] as part of appropriately defined optimization problems can ensure the fulfillment of the required CS performance indices if the o.f.s are expressed as integral quadratic performance indices. The Iterative Feedback Tuning (IFT) [9] , [10] , which performs a gradient-based minimization of the o.f.s, provides an efficient way to deal with some of the specific problems occurring in the case of the nonlinear or ill-defined processes.
IFT offers a model-free direct data-based offline-adaptive controller design approach based on some experiments per iteration done with the closed-loop CS. The extension of IFT according to [11] provides additional data to improve the convergence properties of IFT aiming the disturbance rejection. Extensions of IFT to Multi Input-Multi Output (MIMO) systems are discussed in [12] - [15] . Linear applications applied to digitally simulated benchmarks are presented in [12] , [13] . The need for faster gradient approximations together with the local convergence in ITF for MIMO processes are analyzed in [14] . Recently reported IFT applications to industrial control problems deal with chemical servo drives [15] , [16] , and chemical processes [17] .
The three-tank system (3TS) is an important benchmark that can illustrate several problems of control design, fault detection and diagnosis. The current approaches to the level control of 3TS concern the popular PID control [18] , robust and fuzzy predictive control [19] , [20] , nonlinear backstepping [21] , or sliding mode control [22] .
In this context, this paper has two main contributions. First, a systematic application of the IFT to the level control of the 3TS is presented and a new control solution is thus suggested. Second, digital simulation results and real-time experimental results for the AMIRA DTS 200 3TS laboratory equipment [23] are included to validate the new control solutions.
The paper treats the following topics. The mathematical model of the controlled process and the CS structure are presented in Section II. Next and overview on IFT is sketched in Section III. Section IV presents the application of the IFT to the level control of the 3TS and suggests an original low-cost control solution validated by digital simulation and real-time experimental results. The conclusions are drawn in Section V.
II. CONTROLLED PROCESS AND CONTROL SYSTEM STRUCTURE The controlled process (Fig. 1, Fig. 2 ) consists of three identical cylindrical tanks T1, T2 and T3, connected serially with each other by cylindrical pipes. The liquid, which is collected in a reservoir placed beneath the tanks, is pumped into the tanks T1 and T2 by two variable speed pumps driven by DC motors, playing the role of actuators fed by the control signals u 1 and u 2 , respectively, which stand for the voltages applied to the DC motors. The first principle state-space mathematical model of the process [18] , [23] , [24] is a nonlinear third-order system with all parameters having physical meaning. The following first principle model can be derived from the balance equations and Torricelli's law: 
where A is the cross section of the tanks, S is the cross section of the pipes, 
Fig . 3 points out a MIMO CS structure with two control loops. The low-cost control solution can be designed if the following two assumptions hold:
 There is no need for decoupling controllers because it is considered that the two channels (corresponding to h 1 and h 2 ) represent additional disturbances (with the same roles as d).  The low-cost controllers with the transfer functions C 1 (s) and C 2 (s) are designed separately making use of the linearized mathematical model of the controlled process which is valid for 1 /  A S . Accepting the two assumptions the following linearized state-space mathematical model of the controlled process can be derived around the equilibrium point characterized by the superscript 0 inserted to the variables: 
where w  is generally the difference of the variable w with respect to the coordinate of the equilibrium point. The state-space mathematical model (2) permits the calculation of the transfer function matrix of the controlled process including the actuators and sensors. Accounting for the two assumptions mentioned above only the main diagonal elements of that matrix are important, and they are the transfer functions of the controlled processes in the two control loops containing the controllers C 1 (s) and C 2 (s).
III. OVERVIEW ON ITERATIVE FEEDBACK TUNING
The presentation is focused on only one of the two controllers in Fig. 3 . Therefore the structure of the CS with IFT is presented in Fig. 4 (in the linear case) , where: r -the reference input, d -the disturbance input (noise), e -the control error, u -the control signal, ρ -the parameter vector containing the controller parameters, C(ρ) -the controller transfer function, F -the reference model transfer function (however the CS is not a model reference adaptive control because the structure does not operate permanently) P -the controlled process transfer function, y -the controlled output, The input vector i contains several important variables related to the CS behavior i.e. the variables and parameters specific to the optimization problem mentioned in Section I. The operational variable in the transfer functions has been omitted to ensure simplicity, but it will be included as follows in the well-accepted notation s for continuous-time and z for discrete-time to improve the clarity; that is the reason why the argument ρ is inserted to some of CS variables. The controller parameterization should ensure the differentiable with respect to ρ transfer function C(ρ). The controller must stabilize first the CS so the initial tuning of the controller is important as in case of all iterative methods. The expression of the o.f.
where N is the number of samples / length of an experiment. General expressions of the o.f. that can weight the control signal are treated in [25] , [26] . A typical objective concerning J(ρ) is to find the optimal parameter vector * ρ to minimize the o.f. and make the tracking error δy tend to zero. That objective can be expressed in terms of the optimization problem 
where S is the set of constraints imposed in relation with the process or CS. The stability analysis of the CS should be done with this regard. IFT algorithms solve the optimization problem (4) by numerical optimization techniques making use of the control signal and controlled output during the CS operation. Newton's method is such a technique, which iteratively approaches a zero of a function without knowledge on its full expression. The update law by to calculate the next parameter vector 1  i ρ depending on the current one is ) (
where the positive definite regular matrix R i is typically a Gauss-Newton approximation of the Hessian of J, the identity matrix in the simplest case. The coefficient γ i is used to scale the default step size. The IFT algorithm consists of the following steps, with the steps 1 to 5 repeated at each iteration:  Step 0. Set the parameters in the o.f., the step size and the initial controller parameter vector 0 ρ .  Step 1. Do the two experiments needed by one-degreeof-freedom controllers and record the input-output data pairs (u 1 , y 1 ) and (u 2 , y 2 ). The first experiment is called the normal one (the usual operation of the CS) and the second experiment is the gradient one. In the gradient experiment the reference input is the control error of the first one.  Step 2. Calculate the estimates of the gradients of tracking error
, (6) where the subscript 2 outlines the experiment index and 1  q is the backward shift operator.  Step 3. Generate y d and calculate δy.  Step 4. Calculate the estimates of the gradient of J making use of (6) substituted to (7):
 Step 5. Calculate the next set of parameters
ρ by the update law (5) . The IFT algorithm is stopped when the o.f. has decreased enough showing a serious improvement of the CS performance indices. Therefore a quasi-optimal CS structure is given, and the CS will operate after the IFT with the new parameters * ρ .
Only convergent IFT algorithms ensure the CS performance improvement. Therefore the convergence analysis should be accounted for.
IV. CASE STUDY
The new control solution is based on two discrete-time PID controllers that can control the given process. The controller design starts with two continuous-time PID controllers with the transfer functions
, (8) where: . A frequency domain design approach is applied in the step 1 of the IFT algorithm. Next the value of the sampling period T s is set according to the requirements of quasi-continuous digital control. Tustin's method employed for discretization results in the two discrete-time PID controllers 
The estimates of the gradients of tracking error needed in the step 2 of the IFT algorithm result as follows making use of (6) and (9): 
Making use of the parameter values of the controlled process given in [23] , [24] , the controlled process can be reduced to second-order systems for each of the two control loops. Therefore the reference model applied in the step 3 of the IFT algorithm can be set in terms of
which is next discretized for s 1  s T
. Having these elements, the application of the steps 3 to 5 of the IFT algorithm is straightforward.
Accepting the symmetry of the levels corresponding to the equilibrium point the two transfer functions of the controlled processes are identical and they result in identical PID controllers. The frequency domain design imposing a phase margin of 45 o followed by the application of (9) Fig. 5 (a) . A band-limited white noise with zero mean and variance σ 2 =0.002 was added to the controlled outputs during the digital simulation of the CS behavior.
The matrix R i was set equal to I 4 . The step size was scaled by γ i =10 -4 so that the changes in the parameter should not affect stability of the CS. The PID controllers obtain the following expression after 4 iterations of the IFT algorithm: 
and the behavior of the CS is presented in Fig. 5 (b) . Fig. 5 (b) shows the improvement of the CS performance indices settling time and overshoot. However the improvement is still not enough. Therefore the IFT algorithm is continued, and the PID controllers obtain the expressions (11) and (12) 
with the behaviors of the CS illustrated in Fig. 6 (a) and (b), respectively. A serious improvement of the CS performance indices can be observed. The evolution of the o.f. J over the iterations is presented in Fig. 7 . It is shown that the application of the IFT algorithm after 10 iterations is useless. Therefore the IFT algorithm is stopped according to the previous section.
After 12 iterations part of the real-time experimental results with the CS designed by IFT is presented in Figs. 8 to 10 . The same reference inputs as in the digital simulations were applied. The unit step modification of the disturbance input 1 e  after 50 s and the unit step modification of the disturbance input 2 g  after 150 s were applied manually by the complete opening of the corresponding valves (Fig. 2) . The real-time experimental results are different to the simulation ones, the oscillations are present because of the waves caused by the pumps during the process of tank filling. As mentioned before, the level h 3 is not important being just a response. V. CONCLUSION The paper has proposed a new low-cost control solution based on the IFT applied to the level control of the three-tank system laboratory equipment. The digital simulation and realtime experimental results show the CS performance improvement.
Future research will be focused on the convergence analysis of IFT algorithms. All theoretical results will be tested in the control of complex processes that involve also fuzzy controllers [27] - [34] .
