Abstract. Minimax bounds for the risk function of estimators of functionals of the spectral density of Gaussian fields are obtained. This result is a generalization of a previous result of Khas'minskii and Ibragimov on Gaussian processes. Efficient estimators are then constructed for these functionals. In the case of linear functionals these estimators are given for all dimensions. For non-linear integral functionals, these estimators are constructed for the two and three dimensional problems.
Introduction
It is a well known result that if in a parametric setting the log of the likelihood ratio has a certain quadratic expansion in a local asymptotic sense (LAN families) then, for any sequence of estimators, lower bounds to the maximum of a risk function can be found (see, for example, Le Cam et al. [18] for a general survey). Here the quadratic expansion is taken with respect to the parameter and only small asymptotic changes in the value of the parameter are considered. A sequence of estimators is efficient if the risk function asymptotically achieves these lower bounds. This was shown by Hajek [14] for a sequence of sufficiently regular i.i.d. observations. Moreover, it has been shown that lower bounds may also be obtained in infinite dimensional settings (see for example Levit [19] , Millar [22] , Donoho et al. [10] and Birgé et al. [3] ). Also, the sequence of observations need not to be i.i.d. provided it has a certain regularity (see for example Efroimovich [12] ).
Our main interest in this article is to find lower bounds for the maximum of the risk function of estimators of sufficiently regular functionals of the spectral density of Gaussian fields. This is an infinite dimensional problem based on dependent observations. However, the non parametric problem can be turned into a parametric one when one approximates it in terms of a first order expansion on the value of the functional. Thus, if Gaussian fields with sufficiently regular spectral densities are considered, then the classical LAN theory may be applied in order to obtain lower bounds. This is what was done by Khas'minskii et al. [15] in the one-dimensional case.
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C. LUDEÑA
It turns out that the regularity conditions on the spectral density that ensure this LAN behavior are related to the asymptotic behavior of the trace of products of certain Toeplitz matrices and their inverses. In Lemma 1 we study this asymptotic behavior under L 2 type conditions. This Lemma is based on a result due to Doukhan et al. [11] (see also Avram [1] ).
In order to obtain lower bounds that give uniform results over a class of functions, an additional precompactness condition must be introduced. For this it seems necessary to require uniform bounds (in norm) on the functions and their inverses. Let us also mention that the same kind of restrictions appear when a Banach algebra approach is used to deal with this type of problems (see Bouaziz [4] ).
Once lower bounds are given, it is necessary to construct efficient estimators to verify that these bounds are indeed attainable. Periodogram based estimators are biased for dimensions greater than or equal to two (see Guyon [13] ). Hence, weighted versions of the periodogram must be considered instead. In the case of linear functionals it is possible to construct efficient estimators based on the so called unbiased periodogram. In this case the bias depends on the regularity of the convolution of the spectral density with the function defining the linear functional. The estimator will be efficient if the linear functional is sufficiently smooth. The unbiased periodogram, however, is not positive definite. We deal with this difficulty by considering tapered periodograms (see Dahlhaus [6] and Yao [23] ). In this case, restrictions on the dimension of the problem must be introduced.
For non-linear integral functionals, estimators are constructed using a first order expansion of the functional. In order to control the bias, a minimal equicontinuity condition in L ∞ is required of the spectral density. We also indicate how these results can be extended to a more general class of functionals provided one can explicitly control the bilinear form defining the second derivative.
This LAN property for stationary Gaussian fields and the construction of efficient estimators were previously considered in Ludeña [20] , under more restrictive conditions on the regularity of the spectral density.
The article is organized as follows. In Section 2 we give the main result which deals with minimax type bounds for risk functions. In Section 3 we construct efficient estimators for linear functionals of the spectral density. In Section 4 we consider efficient estimators of smooth integral non-linear functionals and in Section 5 we include the proofs of the stated results.
Lower bounds
We assume, for the asymptotic results, that all n i , i = 1, . . . , d tend to infinity at the same rate, i.e., if m n = min{n i } and M n = max{n i }, then m −1 n M n → c, a positive constant. By L n − s we mean the set of points t ∈ Z d such that t + s ∈ L n . Finally, for any given function g ∈ L 1 (T ), we denote by g s its s th Fourier coefficient. Now consider a certain fixed enumeration τ of the elements of L n . Define, for a given function g ∈ L 1 (T ), T τ n (g), the "Toeplitz" matrix of size |L n | associated to τ , as the |L n | × |L n | matrix whose term (m, l) is given by
If d = 1 this is the usual Toeplitz matrix, and if τ is a row or column enumeration, this is the usual block-Toeplitz matrix. In most cases we shall omit τ in the notation. Indeed, we are mainly interested in the asymptotic behavior of quadratic forms of this kind of matrices or their inverses, and the order of the enumeration (which only changes the order of the eigenvalues) does not alter this behavior. Let L p , 1 < p ≤ ∞, be the closure of the trigonometric polynomials in the space L p (T ) (L ∞ = C), endowed with the norm p . Assume that we observe X over L n . We denote the vector of observations by x n = (x τ −1 (1) , . . . , x τ −1 (|Ln|) ), according to the enumeration τ . Let t x n stand for the transposed vector. Throughout this article x s shall denote the observation taken at site s, regardless of the enumeration τ . Our aim is to estimate a certain functional of the spectral density φ(f 0 ) based on these observations. In order to do this we assume that the (unknown) spectral density f 0 belongs to a closed class F ⊂ L 2 (T ) such that there exist m and M such that
and there also exist positive functions w i satisfying the condition w i (h i ) → 0 for |h i | → 0, i = 1, . . . , d, and
Consider the class of functionals φ : L 2 (T ) → R, which are Gateaux differentiable in an open neighborhood of F. For fixed f we can identify the derivative of the functional with a function in L 2 (T ) which we call Dφ(f ). Let Φ be the subclass of these functionals that satisfies:
Here · stands for the L 2 norm. We assume that Dφ(f ) is an even function for all φ ∈ Φ and f ∈ F. Now let Φ n be the set of all estimators φ n of φ (f ) based on x n , and let W be the set of all non decreasing symmetric loss functions w over R + , w(0) = 0 that satisfy for all λ ∈ R
Our main result is the following Theorem 2.1. If conditions (2.1-2.4) and (2.5) are satisfied and if we define for f ∈ F and φ ∈ Φ ∆ = lim
This result is a multidimensional extension of an earlier result of Khas'minskii et al. [15] . These authors consider (as in Hajek [14] ) the problem of efficient estimation in a local asymptotic sense. For completeness, in what follows we recall Hajek's classical definition of LAN families. Consider the sequence (using Hajek's notation) x n of observations with a joint distribution given by P n (·, θ), where θ belongs to an open set Θ, in R. Let θ be the true value of θ. Let us define P n = P n (·, θ ) and P n,t = (·, θ + n −1/2 t) and let dQ dP be the Radon-Nikodym derivative of the absolutely continuous part of the measure Q with respect to the measure P . Then given r n (t, x n ) = dP n,t dP n h ∈ R and n such that θ + n −1/2 t ∈ Θ, we have Definition 2.2. P n,t is Locally Asymptotically Normal (LAN) if log r n (t,
where ∆ θ D → N (0, Γ θ ) and Z n (θ , t) → 0 in P n probability for all t ∈ R and Γ θ > 0.
Hajek showed in this context the existence of lower bounds for the maximum risk in a local asymptotic sense for any sequence of estimators.
The proof of the existence of lower bounds given by Khas'minskii and Ibragimov is based on the fact that the infinite dimensional problem of estimating in L 2 (T ) can be transformed into a parametric one, based on the value of the functional in the true spectral density, which satisfies classical LAN conditions.
In order to extend these results to fields, making use of Toeplitz matrices techniques, the following lemma is required.
and
In equations (2.7) and (2.8), the term o(|L n |M p ) is uniform in f, g ∈ F which satisfy f ∞ ≤ M , g ∞ ≤ M . Also note that 
However, Bouaziz [4] has shown using Banach algebra techniques that Lemma 2.3 holds under (2.1) and an alternative set of conditions of the type sup
Using this result, it can be shown that for d = 1 under (2.1) and (2.9) Theorem 2.1 is still true.
Estimation of linear functionals
In this section we consider estimators of linear functionals of the spectral density f which is assumed to belong to the class F described above. We are interested in estimators which are efficient for the quadratic loss function in the sense described in the previous section, namely, estimators which satisfy a CLT with |L n | 1/2 rate, and have minimum variance.
By the Riesz Representation Theorem the continuous linear on
In what follows we shall use this integral notation which we hope will not be confusing.
Consider the following estimator of φ(f ),
is the usual periodogram.
It was shown by Guyon [13] that the bias of the periodogram cannot be controlled at the CLT rates for dimensions greater than one. He proposed estimators based on the unbiased periodogram defined as 
We then have Theorem 3.1. Assume that F and Φ satisfy conditions (2.3, 2.5) of Section 2 and conditions (3.1) and (3.2) then
As a Corollary, I * n (φ) is asymptotically efficient for the quadratic loss function. The unbiased periodogram is unfortunately not positive definite. One possible solution is to consider estimation based on the tapered periodogram [5, 6, 8, 23] . We assume w.l.o.g. that n = n 1 1, where 1 1 is the vector of ones in Z d (L n is a hypercube of edge length n).
The tapered periodogram is given by
For φ ∈ Φ and f ∈ F consider the convolution t = φ * f . Assume that there exist β > 0 and B such that
We have the following result, Theorem 3.2. If F and Φ satisfy (2.3, 2.5) and (3.5) then for f ∈ F, φ ∈ Φ and γ < 1 +
Furthermore if condition (2.2) is satisfied, then for all z ∈ R,
As a result of the uniform convergence in (3.8), I
T n (φ) is asymptotically efficient for any w ∈ W . The condition imposed on γ yields that d < 2(1 + β). For d = 2 it is enough that β > 0. For d = 3 the condition β > 1/2 must be satisfied. It is not possible to have d > 3.
Non linear functionals
The results in this section deal with estimators of integral non linear functionals for Gaussian fields under certain regularity conditions for the spectral density and the non linear functional. The regularity conditions on the spectral density are used to control the bias in the multiparametric setting. There are also certain restrictions that appear in order to control the remainder of the first order expansion of the functional. If higher order expansions are possible, less regular spectral densities could be considered.
Throughout this section we require instead of (2.3) that there exist β > 0 and B such that
We assume that L n is a hypercube of edge length n. Also that we can write φ(f ) = T φ(f(λ), λ) dλ in a rather abusive notation, which we hope will not be confusing. We require φ(g), g ∈ L 2 (T ) to be continuously differentiable in the Fréchet sense. We shall call Dφ(g) the derivative at point g, as before. We remark that for a given g, Dφ(g) : T −→ R can be identified with a function of L 2 (T ). Because of the integral form of the functional, we have that the derivative can be written as
the second derivative, D 2 φ(g) can also be identified with a L 2 (T ) function, which because of the integral form of the functional can again be written as
. Now, assume there exist k and
Actually, we deal with integral functionals in order to control the bilinear form which defines the second derivative of the functional (in order to control the remainder of the Taylor series). More generally, we could consider functionals of the spectral density φ(f ) such that the bilinear form which defines its second derivative can be written as
for any function h ∈ L 2 and such that if h ∈ C(T ), then
Assuming additionally the Hölder condition for the second derivative
it is not difficult to show that in this more general setting the proof of Lemma 6 (Sect. 5) is essentially the same. We have preferred to give the proof only for integral functionals for simplicity in the notation. We remark that condition (4.3) is trivially true for functionals for which the bilinear form of its second derivative is defined by a bounded kernel K φ(f ) (x, y). In the case of integral functionals we would formally have
, where δ 0 is the usual Dirac delta.
Let K : R → R be a symmetric, non negative and bounded density function supported over T . Then define
Consider the following kernel estimator of f ,
. Based on this pointwise estimator, we construct an estimator of φ(f ), improving the evaluation of φ(f h ) with a linear term based on the derivative of the functional. Define,
We have the following result, Theorem 4.1. Assume that F and Φ satisfy (2.4, 2.5, 4.1) and (4.2). Assume that γ defined in (3.3) and ζ defined in (4.4) satisfy
and that β defined in (4.1) and δ defined in (4.2) satisfy
Then for f ∈ F and φ ∈ Φ, (1) and (4.9) .3)). This suggests the convenience of studying estimators based on a second order expansion of the nonlinear functional φ.
As a corollary of Theorem 4.1 it follows from the results in Section 3 that φ n (f ) is an asymptotically efficient estimator of φ(f ) for the quadratic loss function.
Requiring from φ to be Fréchet differentiable on the entire L 2 can be a restrictive condition for certain interesting examples. Consider, for example, the functionals φ B and φ S , corresponding to the Burg entropy and the Shannon entropy respectively, which are not Fréchet differentiable on the entire L 2 but only are so on the set F of spectral densities satisfying (2.1). In both cases a slight modification to the proof of Theorem 4.1 yields the asymptotic minimum variance Gaussian behavior of the estimator defined in Theorem 4.1. Consider the Burg entropy functional
and the Shannon entropy functional
which is well defined and bounded over F. Consider the truncated functional
with C independent of N . Considering the similar truncation φ 
Proofs
Proof of Lemma 2.3: In order to prove this Lemma we will follow the ideas of the proof of Theorem 1 in Avram [1] and those of Theorem 5.1 in Dahlhaus [7] on the convergence of the trace of products of Toeplitz matrices and their inverses. We also need a result obtained by Doukhan et al. [11] . Actually, they deal with tapered Toeplitz matrices (tapering functions are introduced in Sect. 3), so that non tapered matrices are just a particular case. Let T n (f ) be the Toeplitz matrix associated with a function f . We have that T n (f) is a Hermitian matrix, and if f is real valued and even, then T n (f ) is real and symmetric.
Let A be a linear operator on a finite-dimensional euclidean space K of dimension d K . Assume A is symmetric, and let λ j , j = 1, . . . , d K be its eigenvalues. The p-Schatten norms (for symmetric operators) are defined as follows:
We have the following result,
Proof of (2.7): Actually (2.7) is a particular case of the more general result, Lemma 5.2. Let {f k } 1≤k≤p be a collection of functions that satisfy the conditions of Lemma 1. Then,
Following Avram [1] , the proof of (5.2) is done by induction on the number s ≤ p of those f k which are non-polynomials. First assume f k , k = 1, . . . , p are polynomials (s=0), then (5.2) holds by multilinearity. Now, for l ∈ Z d let F l * f k be the Féjer polynomial of f k . By the induction hypothesis,
Consider the first term of the r.h.s. of (5.3). Given ε > 0, there exists l ∈ Z d such that F l * f − f 2 < ε for all f ∈ F. Then it follows by Proposition 5.1 that
In our case we have used p k = ∞ because the functions are bounded, and have approximated by the Féjer polynomials in L 2 . As a consequence of the equicontinuity condition in (2.3), since F is a closed, uniformly bounded (by condition (2.2)) and equicontinuous class of functions from L 2 , by the Fréchet-Kolmogorov theorem, there exists a uniform bound over all this class.
Similarly, the second term of the r.h.s. of equation (5.3) tends to T f 1 (x) s k=2 f k (x) dx at the stated rates, for all f ∈ F.
Proof of (2.8): For the proof of the second part of Lemma 2.3 we shall use a less general version of Theorem 5.1 in Dahlhaus [7] . In our case, we require the uniform continuity condition given by (2.3).
Lemma 5.3. Assume that f belongs to F where the latter satisfies (2.1) and (2.3). Assume that g ∈ L ∞ . Then
Proof of Lemma 5.3: We follow the same line of proof as Dahlhaus [7] and shall divide the proof into several lemmas. Assume without loss of generality that L n is a square of edge length n. Given a matrix A, consider its norm A ∞ . We have
where A is the conjugate transpose of A. Then, Lemma 5.4. Under conditions (2.1, 2.2) and (2.3) if f ∞ < M we have
Proof of Lemma 5.4: We have that the l.h.s. of (5.5) is equal to
The proof follows from (2.7), using conditions (2.1-2.3) and f ∞ < M. We have used that
Lemma 5.5. Let f and g be two positive, even functions with g ∞ < M and f −1 ∞ < m, then
Proof of Lemma 5.5: As T n (f ) is invertible, we have
Now, continue with the proof of Lemma 5.3 as in the proof of Theorem 5.1 in Dahlhaus [7] .
Proof of Theorem 2.1: It is essentially the same as in Khas'minskii et al. [15] . Let
and let g N be an approximation tog N satisfying (2.3). Define
Let θ = φ(f ) and
For large enough N , (fDφ(f)) N > 0 . If |τ − θ| is small then f τ (λ) is a spectral density,
where this last expression does not depend on τ and satisfies (2.3). Also, because of φ's differentiability
Estimating φ(f ), when f belongs to the family f τ is equivalent to estimating τ . Let P n,τ be the distribution of x n with spectral density f τ . Using results of Davies (the proof can be found in Appendix II in Davis [9] ) and Lemma 2.3 we have the following lemma: Lemma 5.6. If F satisfies conditions (2.1) and (2.3), if sup f ∈F df τ /dτ ∞ ≤ CN and |τ − θ| = O(|L n | −1/2 ), then P n,τ is LAN with asymptotic variance
The proof of Lemma 5.6 is given at the end of the proof of the theorem. Following the definition of ∆ it is clear that
and now, because of Section 4 in Hajek [14] , the above expression is bounded from below by
Letting N → ∞ the proposition is thus proved.
Proof of Lemma 5.6: Define θ = φ(f 0 ). Let τ = θ + t|L n | −1/2 , for some t ∈ R. Call
From the definition of the multivariate Gaussian density, we have
where
In the multidimensional case, k and j are multi-indices so that matrix Σ may be considered (w.l.o.g.) by columns. That is, (Σ) kj refers to the term in column m = (j 1 − 1)n + (j 2 − 1)n + · · · + j d and row
we have
With this notation,
We have,
In order to prove the first part of the lemma, we must show that In order to complete the proof, we must verify that the sum of remaining terms of the logarithm of the likelihood ratio minus ∆ θ tends to zero in probability. The proof can be found in Davis [9] (cf. Th. 4.2). We shall give a sketch. Set
We want to show that A n tends to zero in probability. It will be shown that both the expectation and the variance tend to zero. First, we calculate the expectation.
From linear algebra it is known that,
14)
and if A = A(θ) and B = B(φ) are differentiable, then
for 0 < θ 1 < θ and 0 < φ 1 < φ.
We have
by the first expression in (5.13). Also,
). Making use of the bounds obtained for A ∞ and the inequality stated in (5.15), it follows that the first
τ Σ τ , in view of equation (5.18) we have that the second term is equal to
Again by (5.13) we have that
The first term in (5.22), following (5.14, 5.16, 5.17) and (5.21) is bounded by 
Using the same arguments as for the expectation,
We remark that the above bounds are based on inequalities in (5.13) as applied to the difference |f − f τ |.
To complete the proof of Lemma 5.6, the convergence in distribution of ∆ θ is a consequence of Lemma 2.3. This is just because its p-cumulants with p > 2 are given by
Proof of Theorem 3.1: We have
where O(|L n | −1 ) is uniform for f ∈ F and φ ∈ Φ. Also, we have
It follows that,
So that it follows from Lemma 2.3 that
Now we shall use the fact that V n is asymptotically Gaussian to show that V * n also is so. Let φ N be a trigonometric polynomial of degree N, N = (N 1 , ..., N d ) . In this case
Since V n is Gaussian, then
is also Gaussian for any s such that
If we prove that
is asymptotically Gaussian, then we would have proved this property for |L n | 1/2 V * n in the case of trigonometric polynomials since
where the r.h.s. is a linear combination of terms given by (5.25). In order to show the asymptotic normality of (5.25), we notice that we can rewrite this expression as
and that |Ln| cs tends to one because N is fixed. Thus, because both V * n and V n have equivalent variances, we can write
Asymptotic normality in the general case is obtained by approximating φ ∈ L 2 (T ) by trigonometric polynomials, and letting N → ∞ in (5.25).
Proof of Theorem 3.2:
The convergence in distribution of the l.h.s. of (3.7) is a consequence of Proposition 5.1, given above, and has been proved in Doukhan et al. [11] .
To show the convergence to zero of the l.h.s of equation (3.6), we will verify that 27) and that o(1) is uniform for any f ∈ F and φ ∈ Φ. To verify (5.27) assume first that d = 1. Then
where F n (t) is the Féjer kernel. Now we use the fact that the Fourier coefficients of
are of order
We have t(x) − t(0) = x 1 0 Dt(θx) dθ. Thus, the l.h.s. of (5.27) can be written as
The second equality is true because
is an odd function and Dt(0) is a constant, so that we are integrating an odd function over T . The inequality is a consequence of (3.5). So under the theorem's conditions over β and γ, (5.27) follows from (5.29). Finally the multivariate result is a consequence of the multiplicative structure of H r (u) and the multidimensional Taylor expansion of t(x). Notice that the bounds in equation (5.29) only depend on condition (3.5).
The proof of (3.8) proceeds in the same manner as the proof of Lemma 2.3 in Khas'minskii et al. [15] .
Proof of Theorem 4.1: Let us first notice that
Because of the regularity conditions over φ given in (4.2)
It then follows that we can write φ n (f ) − φ(f ) = A n + B n + C n where |A n | ≤ K f h − f 2 and n d/2 B n is asymptotically Gaussian (for all f ∈ F and all φ ∈ Φ) as seen in Theorem 3.2 for d ≤ 3. Note that in this case (3.5) is a consequence of (4.1). On the other hand,
Because of (4.2) we have
To prove the convergence in distribution of the l.h.s. of equation (4.10), we must verify that n d/2 A n and n d/2 C n tend to zero in probability for all f ∈ F and φ ∈ Φ.
The proof is completed by the following lemma:
Lemma 5.7. Assume that F and Φ satisfy (4.1) and (4.2). Then, under the conditions of Theorem 4.1 for γ and ζ we have that n d/2 A n and n d/2 C n tend to zero in probability for all f ∈ F and φ ∈ Φ.
Remark 5.8. If the bilinear form which defines the second derivative of the functional φ (see Eq. (4.3)) is defined by a two variable kernel K φ(f ) , bounded uniformly for f ∈ F, the term C n above is actually bounded by K f h − f 1+δ I T n − f , which can be controlled in the same manner as f h − f 2 . Then Lemma 5.7 follows using essentially the same arguments. The more general case described in (4.3) can also be controlled in a similar fashion.
To prove Lemma 5.7 we will show that for all f ∈ F and φ ∈ Φ,
In order to do this we need to give satisfactory bounds for E f h − f p p , with p = 2, 4. It can be shown that (see Dahlhaus [5] ):
• For γ as defined above
• There exists a family of summable functions Dahlhaus [5] , Lem. 2). Although Dahlhaus' proofs are one-dimensional, the multiplicative structure of functions H r (λ) allows for a direct generalization to higher dimensions. In this case n should be changed to n d and log n to log d n.
We are ready to calculate E f h − f 2 . First of all,
With this notation
Since for small enough h
It follows that
and, hence, we obtain
Expanding f (λ) in a Taylor series, by (4.1) we have
The latter bound is proved using the change of variables z l = x l −µ l h in each of the above integrals. Thus
or more generally, for the case of p integrals we have
Second,
We see that
It then follows that
On the other hand,
Factorizing w(·) and H 2 (·) we obtain
and since
Third, because of (5.35) we see that in order to study E f h −f p p for even p, it is enough to consider E f h −Ef h p p . For this purpose we consider the centered even moments of order greater than or equal to 2 of the tapered periodogram.
We have that
is bounded by
As in the proof of Lemma 7 in Dahlhaus [5] , we want to control the expectation of products of the centered periodogram. As the underlying process is Gaussian, the expectation in equation (5.38) is the sum over all possible ways of coupling a vector of size 2p. From the definition of d T n , and as the periodogram is centered, this is equivalent to consider all couples (α j , −α k ) for 1 ≤ j < k ≤ p.
In order to formalize this construction, consider the set of all partitions P = {P = (P 1 , P 2 , . . . , P p )} with |P j | = 2, j = 1, . . . , p of the table
Here a i and b i stand for the corresponding position of α i and −α i in equation (5.38) . Define now variables β ai and β bi belonging to the set C = {β 1 , −β 1 , . . . , β p , −β p }, for each partition P = (P 1 , P 2 , . . . , P p ), taking into account the P j to which a i and b i belong. The sign depends on the order (given by that of the array) of appearance in the corresponding P j . We have p i=1 β ai + β bi = 0. We say we have a subtable if q2 i=q1 β ai + β bi = 0, for some 1 ≤ q 1 < q 2 ≤ p. Since couples of the form (α j , −α j ) do not occur, we can decompose the table into at most p/2 separate subtables of size 2.
Consider a partition which divides the table into p/2 separate subtables. For this partition the corresponding term in equation (5.38) is, So, as a consequence of equation (6) and Lemma 2 (a) in Dahlhaus [5] which give bounds for H(x) and its integrals we obtain the upper bound for (5.39) On the other hand, since δ ≤ 1 we have The proof of statements (4.14) and (4.15) are obtained in a similar fashion.
I would like to thank the anonymous referees, whose very helpful suggestions have improved the presentation considerably.
