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Resumen— En este artículo se ilustra el proceso de im-
plementación de un sistema de visión estereoscópica 
para dos sistemas de visualización inmersiva, un  casco 
de realidad virtual y un sistema de Caverna de Inmersión 
Virtual (CAVE) simplificado. Se presenta el uso de un 
procedimiento que comprende múltiples volúmenes de 
vista que se intercambian constantemente para la ge-
neración de la estereoscopía y aumentar la  profundidad 
que se percibe de los objetos observados. La aplicación 
implementada permite la visualización de objetos 3D 
(Volúmenes básicos y modelos 3D) insertando la capa-
cidad de estereovisión con el fin de poder extender su 
uso a diferentes campos como son: medicina, robótica 
(teleoperación), topografía (visualización de terrenos), 
arquitectura, mundos virtuales y educación entre otros. 
Adicionalmente se presentan sistemas de visualización 
inmersiva relacionados y las mejoras que pueden incor-
porarse los sistemas presentados como trabajo futuro.
Palabras clave— Realidad virtual, visión estereoscó-
pica,visualización inmersiva.
Abstract— In this paper, the implementation process 
of a stereoscopic vision for two visualization systems, 
a HMD (Head Mounted Display) and a Cave Automatic 
Virtual Environment (CAVE) is presented. Additionally, a 
procedure that involves the use of multiple draw buffers 
that swap with a specific frequency to generate the ste-
reoscopic visualization and improve the depth percep-
tion of the scene objects is described. The developed 
applications allows to the user the visualization of 3D 
objects (basic volumes and 3D models) with stereosco-
pic devices in order to extend its uses to different fields, 
such as: medicine, robotics (teleoperation), topography 
(terrain visualization), architecture, virtual worlds and 
education, etc. In addition, we show some related im-
mersive visualization systems and improvements in our 
showed systems that can be performed as a future work.
Keywords— Immersive visualization, stereoscopic vi-
sion, virtual reality.
INTRODUCCIÓN
Los sistemas de inmersión para ambientes si-
mulados permiten al usuario visualizar e interac-
tuar con objetos virtuales, en diferentes áreas de 
la ciencia y la ingeniería como la medicina, la ro-
bótica, la topografía, la arquitectura, la educación 
y  entretenimiento entre otros. En el campo de la 
medicina podemos encontrar programas para la 
simulación y el entrenamiento en operaciones qui-
rúrgicas en donde también se involucra la robóti-
ca (operaciones quirúrgicas poco invasivas como 
en laparoscopia)[26], también estos sistemas son 
usados en el entrenamiento y la teleoperación 
de vehículos no tripulados[23]. En topografía se 
puede realizar la visualización de terrenos [15] en 
estaciones fotogramétricas. Otra de sus aplicacio-
nes es el recorrido virtual de  edificaciones arqui-
tectónicas [10,15]. 
Los sistemas inmersivos cuentan con una 
serie componentes como equipos de computo y 
comunicaciones, audio envolvente, interfaces de 
de entrada-salida, equipos para el seguimiento de 
posición, dispositivos de visualización inmersiva y 
software de graficación; todos interactuando y co-
laborando de manera sincronizada [2,3].
Particularmente, los sistemas de visualización 
inmersiva más usados son: el casco de realidad 
virtual (HMD Head-MountedDisplay) y la caverna 
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de inmersión virtual (CAVE), los cuales preferi-
blemente deben manejar la visión estereoscopia 
para permitir al usuario una mayor sensación de 
inmersión en el sistema, con lo cual  podrá per-
cibir profundidad y diferenciar objetos cercanos y 
lejanos, gracias a factores fisiológicos, cognitivos 
y psicofísicos que involucra [21].
Teniendo en cuenta que los equipos hoy pre-
sentes en la mayoría de hogares y centros educa-
tivos (computadores personales y televisores 3D) 
tienen la capacidad de presentar aplicaciones ha-
ciendo uso de la visión estereoscópica, este artí-
culo ilustra detalles de implantación de este tipo 
de tecnología, sobre los dos dispositivos de visua-
lización inmersiva mencionados anteriormente. 
Los ejemplos mostrados usan OpenGL como libre-
ría de desarrollo 3D, ya que se encuentra disponi-
ble para diferentes plataformas operativas. Este 
artículo pretende mostrar cómo se puede habilitar 
la visión estereoscópica en un sistema de graficas 
3D, como una primera aproximación para la visua-
lización inmersiva.
La primera sección describe los sistemas de 
visión inmersiva y presenta algunos dispositivos 
usados para este fin. La segunda sección explica 
los conceptos generales de la visión estereoscópi-
ca y sus principales técnicas. La tercera sección 
describe los equipos y el software necesario para 
implementar un sistema con estas características, 
presentado como ejemplo dos dispositivos parti-
culares. La cuarta sección ilustra algunos resul-
tados obtenidos en un software desarrollado bajo 
las técnicas ilustradas y la última sección presen-
ta conclusiones y recomendaciones finales.
II. SISTEMAS DE VISUALIZACIÓN INMERSIVA
Un ambiente virtual de inmersión permite que 
el usuario tenga experiencias visuales, audibles y 
táctiles, que le permitan sentir un mundo virtual 
de manera similar a como percibe el mundo real 
[25].
La visualización inmersiva busca ampliar el 
ángulo de visión del usuario para que este se en-
cuentre “envuelto” por el sistema visual, por lo 
que también se le denomina visión envolvente [4]. 
Actualmente existen diferentes dispositivos que 
permiten características de visualización inmer-
siva, entre los cuales se destacan los cascos de 
realidad virtual, Head MountedDisplay (HMD), y 
los sistemas de caverna de inmersión, Cave Auto-
matic Virtual Environment (CAVE), descritos breve-
mente a continuación.
A. Casco de Realidad Virtual, Head-Mounted 
Display (HMD)
Este dispositivo ubica de manera frontal a los 
ojos un sistema de proyección (generalmente una 
pantalla LCD), que impide al usuario observar el 
mundo real y lo obliga a visualizar la escena pro-
yectada ante él. Este dispositivo se posiciona sobre 
la cabeza encerrando el área de visión del usuario 
con un casco. Se pueden distinguir entre tres tipos 
de HMD: monocular (una sola pantalla), binocular 
(dos pantallas que presentan la misma imagen a 
los dos ojos) y estereoscópico (dos pantallas que 
presentan imágenes independientes) [9], la Fig. 
1(a) muestra una fotografía de este dispositivo.
FIG. 1. DISPOSITIVOS DE VISUALIZACIÓN INMERSIVA. (A) FOTOGRAFÍA DE 
UN HMD I-GASSES PC3D PRO. (B) ESQUEMA DEL CAVE POR EL INSTITUTO 
DE VISUALIZACIÓN ELECTRÓNICA DE LA UNIVERSIDAD DE ILLINOIS.
(A)
(B)
Fuente: Los autores.
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B. Caverna de inmersión, Cave Automatic Vir-
tual Environment (CAVE)
Un CAVE es un dispositivo de visualización en-
volvente donde una escena es graficada simultá-
neamente desde diferentes puntos de vista, de 
forma que se observa una imagen continua. Cada 
imagen generada es proyectada sobre una pared 
de un recinto donde el usuario se ubica con el fin 
de visualizar un mundo virtual [2][3].
En el año de 1992, el Laboratorio de Visuali-
zación Electrónica de la Universidad de Illinois 
construyo el primer sistema CAVE, que constaba 
de cuatro paredes: dos laterales, la frontal y el 
techo [2][3], como puede observarse en la Fig. 
1(b). Actualmente existen diferentes implemen-
taciones del CAVE, por ejemplo a nivel comercial 
están disponibles modelos de cuatro, cinco y seis 
pantallas. A nivel de investigación se ha buscado 
mejorar la calidad y resolución de las imágenes 
proyectadas, recientemente el Laboratorio de Vi-
sualización Electrónica presentó su última pro-
puesta, que ellos mismos la denominan StarCAVE, 
CAVE de tercera generación, el cual está formado 
por 15 pantallas distribuidas en cinco paredes al-
rededor de una base pentagonal [4]. Otros labora-
torios han realizado propuestas que simplifican el 
CAVE a solo tres o dos paredes, bajando los cos-
tos de implementación y acercando esta tecnolo-
gía a aplicaciones de usuario final [8][9][10][11]
[16][18][19][24].
III. VISIÓN ESTEREOSCÓPICA
El sistema de visión estereoscópica es inhe-
rente a los seres humanos y permite la percepción 
de profundidad con la cual tenemos la capacidad 
de distinguir que objetos se encuentran más cer-
canos que otros. En una definición más concreta, 
la visión estereoscópica o estereópsis es la capa-
cidad que tiene el ser humano para fusionar dos 
imágenes ligeramente diferentes, que reciben 
nuestros ojos del mundo real [21][22].
A. Dirección visual y ángulos de convergencia
La dirección visual es la ubicación que se per-
cibe de un objeto observado, y se genera por el 
ángulo entre el observador y el objeto. Se estima 
que esta dirección visual tiende a apuntar al cen-
tro de las dos imágenes monoculares formadas, 
sin embargo, algunos estudios indican que tam-
bién puede apuntar a cualquier punto entre éstas 
dos, no necesariamente en la mitad [4].
El ángulo de convergencia es el ángulo que for-
man entre sí las dos imágenes monoculares que 
los ojos reciben de un objeto ubicado en un punto, 
y está dado por la siguiente ecuación:
α=2arctan(i/2D)          (1)
Donde, α es el ángulo de convergencia, D es la 
distancia entre el observador y el objeto observa-
do, e i es la distancia interocular [4]. 
En la Fig. 2,se muestra cómo cambia el án-
gulo de convergencia si comparamos dos ob-
jetos ubicados uno más cercano al otro (F2 y F1 
respectivamente),se observa que el ángulo de 
convergencia α2 que se define con respecto a los 
dos ojos es mayor que α1, por lo tanto es posible 
afirmar que el ángulo de convergencia es inver-
samente proporcional a la distancia entre el ob-
jeto y el observador. A partir de la diferencia de 
los ángulos α1 y α2 se calcula la disparidad retinal 
(δL y δR) o binocular, lo que le permite al cerebro 
humano identificar la profundidad de cada objeto 
y concluir cuál se encuentra más cercano al otro.
FIG. 2. ÁNGULO DE CONVERGENCIA DE LAS DOS                                              
IMÁGENES MONOCULARES
Fuente: Los autores.
IV. IMPLEMENTACIÓN DE UN SISTEMA DE 
VISUALIZACIÓN ESTEREOSCÓPICA
Para la implementación de aplicaciones 3D con 
características estereoscópicas es necesario tener 
en cuenta que el volumen de vista (cámara) de 
cada ojo se produce al desplazar i/2, a la derecha 
y a la izquierda, la posición ideal del observador. 
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Este proceso crea dos imágenes ligeramente 
diferentes para cada ojo, las cuales se conocen 
como pareja estereoscópica. Luego, la imagen es-
tereoscópica final es compuesta por la unión de 
la pareja generada, donde del método de compo-
sición depende del dispositivo de separación que 
empleará el usuario para percibir dos imágenes 
diferentes en cada ojo, este proceso se ilustra en 
la Fig. 3. Entre los principales métodos de compo-
sición/separación de imágenes estereoscópica se 
encuentran:
A. Técnica Anáglifo
Esta técnica separa la imagen estereoscópica 
con filtros de color aprovechando las propiedades 
complementarias de algunos colores con respec-
to a la luz blanca. El esquema preferido es rojo 
– cian, y es lo que se conoce como anáglifo. En 
este, si se ubica un lente de color cian para obser-
var una luz del mismo color el ojo percibe una luz 
blanca, igual fenómeno ocurre si intercambiamos 
el color del lente y luz observada. Sin embrago, si 
con un lente de color rojo se observa una luz cian, 
o viceversa, el ojo no percibe luz alguna [13][26]. 
Así, para componer una imagen estereoscópica 
se elimina el componente rojo de una imagen de 
la pareja estereoscópica y los componentes verde 
y azul (cian) de la otra, donde la imagen estereos-
cópica debe ser observada por gafas con lentes 
de los mismos colores [10].
FIG. 3.  ESQUEMA DE GENERACIÓN Y PERCEPCIÓN DE UNA IMAGEN 
ESTEREOSCÓPICA
Fuente: Los autores.
B. Técnica de Polarización
Estatécnica se basa en dicho fenómeno ópti-
co, el cual permite a una fuente de luz alinear su 
perturbación electromagnética con respecto a un 
único plano, cuando es previamente expuesta a 
un material polarizante. Una consecuencia impor-
tante de este fenómeno es que si la luz polarizada 
es observada por un lente con las mismas propie-
dades del material polarizante, la luz observada 
es similar a la fuente de luz original. Sin embar-
go, si la luz polarizada es observada con un lente 
cuyo ángulo de polarización es perpendicular al 
del material polarizante, la luz observada es prác-
ticamente nula. Así, para crear una imagen este-
reoscópica por este método, cada imagen de la 
pareja estereoscópica es polarizada con ángulos 
de polarización perpendiculares y luego las imáge-
nes polarizadas son proyectadas una sobre la otra 
[17]. La imagen estereoscópica debe ser obser-
vada por gafas con lentes polarizados de iguales 
características, es decir que el ángulo de polariza-
ción de un lente es perpendicular al del otro [17]. 
Este método ha sido usado por gran cantidad de 
parques temáticos y últimamente también por la 
industria del cine.
C. Técnica de refresco
Esta técnica se basa en la limitante de nuestro 
sistema visual para percibir de manera continua. 
Así, cada imagen de la pareja estereográfica es 
desplegada alternativamente a una frecuencia 
mayor a 15 Hz, donde el dispositivo de separación, 
de manera electrónica, muestra a cada ojo la ima-
gen respectiva. Aquí pueden darse dos alternati-
vas, que el dispositivo muestre cada imagen en 
una pantalla independiente (como sucede en los 
cascos de realidad virtual) [9], o que el dispositivo 
“tape” un ojo de manera alternada (como suce-
de en las gafas de obturación o shutterglasses) 
[27]. Actualmente estos dispositivos funcionan a 
frecuencias superiores de 60 Hz, impidiendo el 
uso de algunas pantallas LCD o proyectores de vi-
deo de bajo costo como dispositivo de despliegue 
[12]. Este método también es conocido como es-
téreo activo, debido a que las imágenes que cada 
ojo percibe nunca se mesclan, a diferencia de los 
métodos anteriores, los cuales se suelen clasifi-
car como estéreo pasivos.
V. MATERIALES y MÉTODOS
A. Hardware
Una implementación básica de un sistema de 
visualización inmersiva con características de es-
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tereoscopia puede realizarse con una PC están-
dar habilitada con una tarjeta de aceleración de 
gráficos 3D, pero, el uso de hardware especializa-
do requiere mayores requerimientos. Las pruebas 
presentadas en la siguiente sección, usan un cas-
co de realidad virtual HMD I-Glasses PC3DPro que 
trabaja con una resolución nativa de 800 x 600 y 
24 bits de color para una frecuencia de refresco 
de 100hz y un sistema CAVE de bajo costo con 
dos pantallas, de construcción propia que puede 
verse en la Fig. 4. Este sistema está formado por 
dos telones translúcidos, de un tamaño de 120 x 
160 cm, ubicados a una altura de 230 cm, mon-
tados sobre una estructura en varilla de aluminio 
(¾  y ½ de pulgadas), que permite al usuario estar 
de pie en el medio de las pantallas. Este sistema 
utiliza dos proyectores conectados a dos salidas 
independientes de video de un mismo PC, elimi-
nando el problema de sincronismo de sistemas 
que manejan PC por cada pantalla de video. El 
sistema carece de rastreo de posición del usuario, 
por lo que los volúmenes de vista no cambian en 
función de la ubicación del mismo [18][19].
Los dos sistemas fueron probados en un com-
putador de escritorio Dell Precision 690 con dos 
procesadores Intel Xeon de 2.33 GHz, una memo-
ria RAM de 4 GB y una tarjeta de video NvidiaQua-
dro FX 3450/4000 SDI, la cual tiene salidas de 
video independientes.
B. Software
De manera general un sistema de graficación 
3D realiza una secuencia de pasos (conocido como 
pipeline) para convertir la geometría que compone 
una escena en una imagen de mapa de bits. Si se 
requiere que dicho proceso se realice en tiempo 
real, como es el caso de los ambientes inmersivos, 
es necesario que todo o parte de él se ejecute en 
la tarjeta gráfica. Actualmente solo existen dos li-
brerías base de desarrollo que brindan dicha ca-
racterística, DirectX y openGL, entre los cuales se 
eligió openGL por que cuenta con un soporte más 
amplio en la comunidad de desarrolladores y está 
disponible para diferentes plataformas operativas, 
a diferencia de DirectX que únicamente es soporta-
da en plataformas Microsoft.
Una de las técnicas básicas usadas en grafica-
ción es uso de un doble búfer. En un primer búfer, 
posterior (back buffer) o de trabajo, se realiza la 
graficación de la escena; el otro, frontal (front bu-
ffer) o de despliegue, es el que actualmente ve el 
usuario. Así, cuando se finaliza la graficación de la 
escena se procede a intercambiar el búfer de des-
pliegue por el de trabajo. Este procedimiento se re-
pite cada vez que la escena se actualiza. 
Debido a las diferencias que presentan los dis-
positivos elegidos es necesario usar técnicas dife-
rentes de estereovisión en cada dispositivo, sepa-
ración de frecuencia en caso del HMD y color para 
el CAVE. A continuación se presentan los detalles 
de implementación en software para cada uno de 
los dispositivos, aclarando que en los dos casos la 
distancia intraocular puede ser modificada en tiem-
po real para mejorar el confort visual del usuario.
FIG. 4.  SISTEMA CAVE UTILIZANDO (A) ESQUEMA GENERAL Y (B) FOTO-
GRAFÍA DEL SISTEMA.
(A)
(B)
Fuente: Los autores.
1) UMD
Una composición–separación de imágenes 
estereoscópicas adecuada por frecuencia de 
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despliegue requiere de una tarjeta gráfica que 
soporte esta característica técnica, y una librería 
de desarrollo que haga uso de ella. OpenGL cuen-
ta con un mecanismo llamado Quad Buffer, que 
maneja esta propiedad del hardware. El Quad Bu-
ffer, genera cuatro búferes para la generación de 
imágenes estereográficas, usando dos para cada 
ojo, así, se genera la pareja estereoscópica en 
lo búferes traseros, los cuales son desplegados 
y compuestos en una imagen estereoscópica al 
intercambiarlos por los dos búferes frontales [7], 
el proceso se ilustra en la Fig. 5.
FIG. 5.  SISTEMA DE QUAD BUFFER
Fuente: Los autores
Para utilizar los cuatro búferes de graficación 
es necesario indicarle a la librería mediante una 
función de inicialización del modo de graficación 
que se va a utilizar la estereoscopía, y adicional-
mente que grafique en color RGB y con búfer de 
profundidad. Una vez activa la visualización es-
tereoscópica, se procede a la graficación para lo 
cual, en primer lugar se selecciona el búfer en el 
que se va a graficar (por defecto son los dos búfe-
res traseros, o el izquierdo trasero si el Quad Bu-
ffer no está activo), luego se definen las cámaras 
con una separación entre ellas igual a i (distancia 
ínter ocular), y la escena se grafica para cada cá-
mara de manera independiente.
2) Sistema CAVE
El sistema CAVE de bajo costo construido no 
permite usar la técnica de refresco para la este-
reoscopía, debido a que los proyectores usados 
no manejan una velocidad de refresco necesaria 
(más de 120 Hz), por lo tanto es necesario usar un 
sistema composición – separación por color. Esto 
es posible con el uso de máscaras adecuadas en 
el momento de la graficación, definiendo en el bú-
fer posterior una imagen compuesta por el canal 
rojo de la imagen del ojo izquierdo y el canal cian 
del ojo derecho. Sin embargo, es necesario definir 
un sistema de visualización estereoscópica para 
múltiples pantallas, ya que un sistema CAVE está 
compuesto por proyecciones independientes de la 
misma escena, dos en el caso del dispositivo de 
bajo costo usado.
La Fig. 6 muestra que los dos volúmenes de vista 
son complementarios y tienen el mismo punto focal, 
además, como el dispositivo evaluado no cuenta 
con sistema de rastreo de posición del usuario, el 
punto ideal de visión se encuentra en la intersección 
de las líneas de visión de las pantallas. Para lograr 
que los dos volúmenes de vista se complementen 
no basta con que compartan el punto focal, es ne-
cesario que su ángulo de apertura sea el adecuado. 
La Fig. 6 muestra el esquema de dos pantallas en 
“V“ a 90°, el cual requiere un ángulo de apertura 
horizontal de 90°, y un ángulo apertura vertical de 
73,7398°, para pantallas de aspecto 4/3.
VI. RESULTADOS
Las imágenes mostradas en la Fig. 7 corres-
ponden a capturas de pantalla de una aplicación 
de prueba desarrollada sobre java, usando JOGL 
como librería de conexión con OpenGL-GLUT. La 
aplicación permite graficar objetos complejos de-
sarrollados con un software especializado en mo-
delado y animación 3D y guardados en formato 
OBJ. Estos objetos pueden ser manipulados por 
el usuario mediante una palanca ó un control de 
video juegos (Joystick ó GamePad), lo que deja de 
lado los modelos estáticos e incrementa la inmer-
sión a la que está sometido el usuario mediante 
otros dispositivos de interacción.
FIG. 6.  ESQUEMA DE UN SISTEMA CAVE DE DOS PANTALLAS EN “V” A 90º, 
EN (A) SE VE UNA VISTA SUPERIOR Y EN (B) UNA VISTA FRONTAL.
(A)
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(B)
Fuente: Los autores.
En el primer panel, (a), se muestra una escena 
conformada por un objeto 3D en medio de dos su-
perficies planas perpendiculares entre sí, las cua-
les simulan la presencia de piso y una pared de 
fondo. El objeto 3D corresponde a una vaca, “cow.
obj”, modelo de libre distribución el cual puede 
ser descargado desde internet. Los paneles (c) y 
(d) muestran una pareja estereoscópica de la mis-
ma escena, las imágenes correspondientes a lo 
observado por el ojo izquierdo y derecho. En (b) 
se ilustra la estéreo imagen lograda al combinar 
como un anáglifo a (c) y (b). Se aclara que por res-
tricciones de uso de color en las figuras se ha exa-
gerado la distancia interocular para que exponga 
claramente el efecto de mezcla de la pareja esté-
reo puede ser descargado desde internet.
En el panel (e) se puede observar los dos vo-
lúmenes de vista complementarios, necesarios 
para la visualización de la escena en el sistema 
CAVE simplificado de dos pantallas. Al observar 
las líneas que componen el piso y la pared frontal 
se perciben las diferencias entre las dos vistas. El 
panel (f) ilustra, desde una perspectiva superior, 
la ubicación de los volúmenes de vista usados 
para generar la imagen en (e); donde, las líneas 
negras muestran el fragmento de la escena de la 
vista izquierda y las líneas blancas, el fragmento 
correspondiente a la vista derecha. Se aclara que 
la imagen (e) fue generada sin visión estereográ-
fica para ilustrar los volúmenes de vista que per-
cibe un solo ojo. La imagen estereográfica para el 
sistema CAVE, se muestra en (g). Para tomar esta 
fotografía se ubicó una cámara en medio de los 
dos telones translucidos del sistema presentado 
en la sección V-A.
VII. CONCLUSIONES
En sistemas de visualización inmersiva es co-
mún el uso de métodos de frecuencias de desplie-
gue en generación de gráficas estereoscópicas, 
debido principalmente a que estas aplicaciones 
van dirigidas a usuarios específicos que pueden 
contar con hardware adecuado. Sin embargo, bus-
cando acercar esta tecnología a más usuarios, es 
posible desarrollar sistemas inmersivos de bajo 
costo, como el explicado en la sección V-B-1, que 
debido a las limitaciones técnicas usa un esque-
ma de estereovisión basado en color. Aunque el 
sistema usado en este artículo emplea proyección 
sobre telones, otra alternativa es usar monitores 
planos (LCD, Plasma o LED) ubicados sobre una 
mesa o soporte, es importante que la ubicación 
de los monitores sea consecuente con el diseño 
de los volúmenes de vista complementarios.
Estos sistemas de escritorio habían sido usa-
dos como esquemas de prueba algunos autores 
los han propuesto como una alternativa para 
usuario final [19,23]. Recientemente AMD ha lan-
zado la tecnología ATI Eyefinity, la cual permite 
en una tarjeta gráfica conectar simultáneamente 
hasta seis salidas de video independientes. Nvi-
dia ha anunciado la tecnología 3D VisionSurroun-
dTechnology, el cual es similar al de A M D , 
pero al parecer va a incluir una fuerte integración 
con estereovisión. Estas alternativas comerciales, 
dirigidas principalmente a los aficionados a los vi-
deojuegos, ofrecen un sistema inmersivo casero 
con monitores o televisores planos. Sin embargo, 
requieren software especial avalado por los fabri-
cantes y el hardware especifico, a diferencia del 
sistema descrito en este artículo, o modificacio-
nes con más pantallas, que puede realizarse con 
cualquier tarjeta con múltiples salidas de video. 
Las técnicas de estereovisión con polarización 
son comunes en sistemas de entretenimiento co-
mercial, debido principalmente a que el mercado 
de proyectores con lentes polarizadas y gafas es 
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FIG. 7.  EJEMPLO DE UNA ESCENA VISUALIZADA, (A) ESCENA ORIGINAL, (B) ESCENA EN ANÁGLIFO, (C) Y (D) PAREJA ESTEREOSCÓPICA, (E) VISTAS                         
COMPLEMENTARIAS PARA UN CAVE DE DOS PANTALLAS, (F) DIAGRAMA DE LAS VISTAS NECESARIA PARA CREAR (E) Y (G) UNA FOTOGRAFÍA DE LA ESCENA 
VISTA DESDE EL CAVE.
Fuente: Los autores.
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muy limitado, especialmente en Latinoamérica. 
Pero a medida que el costo de los proyectores 
disminuya, éstos serán una alternativa de de-
sarrollo de sistemas inmersivos multiusuario, 
porque el costo de las gafas es más bajo que 
el de sistemas de obturación, y la calidad de la 
imagen visualizada es mejor que la que ofrece 
un sistema de visión estéreo por anáglifo. 
En sistemas de gráficos 3D el uso de visión 
estereoscópica incrementa el grado de sen-
sación apreciada por el usuario, agregando 
percepción de profundidad y presentando al 
usuario un ambiente más similar al real. Así, 
es posible considerar que aplicaciones de grá-
ficos 3D con visión estereoscópica son una 
primera aproximación a sistemas de visualiza-
ción inmersiva. Debido a las limitaciones en el 
hardware que la mayoría de usuarios finales 
poseen, la técnica de color ha sido la más usa-
da para este tipo de aplicaciones. Sin embargo, 
el costo cada día más bajo de dispositivos con 
posibilidades técnicas para generar imágenes 
estéreo por frecuencia de despliegue, vuelven 
ésta alternativa viable. Un ejemplo, es la re-
ciente introducción de televisores LED con ca-
racterísticas de visión estereoscópica, sumado 
a contenido disponible para sistemas BluRay, 
lo que introduce esta tecnología en el hogar, 
mediante de películas producidas para cine 3d. 
Es de esperar que en poco tiempo algunas con-
solas de video juegos ofrezcan también visión 
estereoscópica, además, en un futuro cercano 
estas plataformas pueden incluir desarrollos si-
milares a AMD ATI Eyefinity o Nvidia 3D Vision-
Surround, llevando de manera contundente los 
sistemas inmersivos a un mercado masivo.
Por último, se debe decir que la visión este-
reoscópica y los sistemas de visualización in-
mersiva no son desarrollos recientes y llevan 
varias décadas evolucionando, lo que se puede 
observar tanto en hardware como en software. 
En latinoamericana estas tecnologías han sido 
privilegios de algunos laboratorios o empresas 
específicas, debido principalmente a factor de 
costo. Hoy, esta tecnología es cercana y nue-
vos desarrollos en el campo de la visualización 
inmersiva son posibles, las alternativas en 
software son variadas, librerías bajo openGL o 
DirectX como VTK, OpenSceneGraph u OpenSG 
ya cuentan con opciones para habilitar estereo-
visión y visión envolvente sin mayor esfuerzo 
para el desarrollador. Pero algunas aplicacio-
nes que no requieran o necesiten de librerías 
complejas y pesadas también se pueden bene-
ficiar de estas técnicas de visualización, este 
artículo ha descrito la experiencia en este tipo 
de desarrollos y los detalles técnicos, tanto en 
software como en hardware, para que sea posi-
ble replicar, ampliar y/o modificar los desarro-
llos aquí presentados.
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