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By solving the Bogoliubov–De Gennes equations analytically, we derive the fermionic zero-modes
satisfying the Majorana property that exist in vortices of a two-dimensional s-wave Fermi superfluid
with spin-orbit coupling and Zeeman spin-splitting. The Majorana zero-mode becomes normalisable
and exponentially localised to the vicinity of the vortex core when the superfluid is topologically
non-trivial. We calculate the energy splitting due to Majorana hybridisation and identify that the
s-wave Majorana vortices obey non-Abelian statistics.
Introduction – In two dimensions, the quasi-particle
excitations of topologically ordered systems are generally
non-Abelian anyons [1]. Possible realization of non-
Abelian statistics has been studied in connection with
the ν = 5/2 fractional quantum Hall (FQH) state [2]
and the vortex state of chiral px + ipy superconductors
and superfluids [3, 4]. Majorana fermions in the cores
of superfluid vortex excitations have been actively con-
sidered in the context of p-wave pairing [5, 6], but can
also occur in an s-wave superconductor coupled by the
proximity effect to a topological insulator [7]. Majorana
vortices in the topological s-wave superconductor are
non-Abelian, and in the same topological class [1] with
the Moore-Read Pfaffian FQH state [8, 9], px + ipy
superconductors [10, 11], and the gapped non-Abelian
spin liquid phase of the Kitaev model [12]. A key benefit
of non-Abelian exchange statistics is that the Majorana
vortices can be used to realize braiding operations. Non-
commutative braiding, which amounts to exchanging two
Majorana vortices adiabatically [13], is a key ingredient
needed for performing quantum logic operations on a
fault-tolerant topological quantum computer [14].
In ultra-cold atom experiments [15–17], however, the
densities and temperatures are low, and the scattering
between fermions takes place typically in the s-wave
channel [18]. Experimentally, the ultra-cold atomic s-
wave Fermi gas is a highly flexible quantum many-body
system whose interactions, spin balance, and trapping ge-
ometries can be tuned nearly arbitrarily [19, 20]. In the
mean-field picture, it is possible to achieve band inversion
leading to a topological phase [1, 21] by combining the ef-
fects of two-dimensional spin-orbit (SO) coupling [22, 23],
and spin imbalance [24, 25]. Recently, tunable 2D SO
coupling was demonstrated experimentally [26]. These
advances open up a promising perspective for creating a
highly-controlled atomic topological superfluid [27, 28] in
the laboratory in the near future.
Despite the promising recent experimental progress,
Majorana zero-modes in vortices of an s-wave Fermi
superfluid with SO coupling and a Zeeman field re-
main relatively poorly understood. Here, we derive
analytically the Majorana vortex zero-mode, and use
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it to calculate the energy splitting due to inter-vortex
tunnelling. The tunnelling generally lifts the zero-
mode degeneracy [29], and has been studied for the
Moore-Read state [30], Kitaev’s honeycomb model [31],
and p-wave superconductors [32–34]. Hybridisation of
Majorana fermions in dense vortex lattices gives rise
to a band structure [35–37]. Of particular interest
for experimentally controlled quantum simulation are
topologically non-trivial bands of Majoranas [38], and
the possibility of flattening them [39].
Physical system – The Hamiltonian of a two-
dimensional Fermi gas with spin-orbit coupling and spin-
imbalance reads [40]
Hˆ(t)−
∑
σ
µσNˆσ
=
∑
αβ
∫
dr ψˆ†α(r, t)
[
Kˆαα(r)δαβ + Kˆαβ(r)
]
ψˆβ(r, t)
+
1
2
∑
δγαβ
∫
dr
∫
dr′
ψˆ†δ(r, t)ψˆ
†
γ(r
′, t)Uδγαβ(r, r′)ψˆα(r′, t)ψˆβ(r, t),
(1)
where Nˆσ =
∫
dr ψˆ†σ(r, t)ψˆσ(r, t) is the total number of
atoms with spin σ = {↑, ↓}, the operator-valued field
ψˆ†σ(r, t) obeys Fermi anti-commutation relations and cre-
ates a spin-σ fermion at location r at time t, Kˆσσ(r) =
−~2∇22m − µσ, µ¯ = (µ↑ + µ↓) /2, h = (µ↑ − µ↓) /2 so that
µ↑ = µ¯+h and µ↓ = µ¯−h. Here h is a Zeeman field cre-
ating an energy splitting between the spin components.
The SO coupling is represented by Kˆ↑↓ = −iλ(∂y + i∂x),
Kˆ↓↑ = −iλ(∂y − i∂x) with Kˆ↑↓ = Kˆ†↓↑ and Kˆ↑↓ = −Kˆ∗↓↑.
We now assume that the two-body interaction is spin-
independent, Uδγαβ(r, r
′) = U(r, r′)δαγδδβ , and repre-
sents contact interactions, U(r, r′) = −V (r)δ(r − r′),
where the sign convention is chosen such that V (r) > 0
corresponds to attractive contact interactions.
Superfluidity in spin-balanced Fermi gases results from
the formation of Cooper pairs, bound states of two
fermions around the Fermi surface with opposite mo-
menta +k and −k. For spin-imbalanced pairing [41],
theoretical predictions such as FFLO [42, 43] and Sarma
phases [44] together with deformed Fermi surface super-
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2fluidity [45] have been presented. In the FFLO phase
the Cooper pairs have a non-zero center-of-mass momen-
tum which gives rise to a periodic spatial modulation of
the order parameter and also possibly of density. While
spin-imbalance can thus influence the pairing and subse-
quently the dynamics of topological defects by frustrat-
ing the Cooper pairing, in experiments the excess non-
superfluid particles are typically spatially separated from
the completely paired BCS superfluid [25, 46, 47].
In typical current experimental conditions in ultra-cold
atoms, the pairs form in the s-wave state with zero an-
gular momentum. The Pauli principle then necessitates
that the spin state be a singlet. Since the Cooper pairs
have no angular momentum and no net spin, the relative
pair wavefunction can be fully characterised by a single
complex amplitude ∆(r, t).
Ignoring now all the other quantum correlations
apart from the pair correlations captured by the
order parameter, the mean-field Hamiltonian describ-
ing quasi-particle excitations in the superfluid Fermi
gas without spin-rotational invariance reads H(t) =∫
dr
(
Ψˆ†(r, t) Ψˆ(r, t)
)
H(r, t)
(
Ψˆ(r, t) Ψˆ†(r, t)
)T
,
where Ψˆ†(r, t) =
(
ψˆ†σ(r, t) ψˆ
†
σ′(r, t)
)
is the 4-component
Nambu spinor, and
H(r, t) =

Kˆ↑↑ Kˆ↑↓ 0 ∆(r, t)
Kˆ↓↑ Kˆ↓↓ −∆(r, t) 0
0 −∆∗(r, t) −Kˆ∗↑↑ Kˆ↓↑
∆∗(r, t) 0 Kˆ↑↓ −Kˆ∗↓↓
 (2)
is the Bogoliubov–De Gennes (BdG) matrix representa-
tion. In what follows, we are not interested in explicit
time dependence and therefore drop the labels.
In the mean-field picture, we replace the many-body
problem (1) with the effective single-particle Hamilto-
nian (2) parametrised by the pair potential (order param-
eter) ∆(r). The pair potential together with the chemical
potential is determined by optimising the effective Hamil-
tonian (2) such that it minimises the total free energy.
The result for the pair potential is
∆(r) = V 〈ψˆ↑(r)ψˆ↓(r)〉
= V
∑
ν
[
uν,↑(r)v∗ν,↓(r)fν
+uν,↓(r)v∗ν,↑(r)(1− fν)
]
,
(3)
and for the atomic densities
nσ(r) =
∑
ν
[
|uν,σ(r)|2 fν + |vν,σ(r)|2 (1− fν)
]
, (4)
where fν = 1/
[
eEν/(kBT ) + 1
]
is the Fermi distribution
for occupations and T is the temperature. We set T = 0.
We have expressed the order parameter in terms of the
amplitudes u and v, defined by the Bogoliubov-Valatin
transformations ψˆσ(r) =
∑
ν
[
uν,σ(r)γˆν + v
∗
ν,σ(r)γˆ
†
ν
]
,
γˆ†ν =
∫
dr
∑
σ
[
uν,σ(r)ψˆ
†
σ(r) + vν,σ(r)ψˆσ(r)
]
, which
diagonalise the effective single-particle mean-field
Hamiltonian.
Symmetries of the Hamiltonian – To obtain the static
properties of Majorana fermions at the vortex cores in a
topological s-wave Fermi superfluid, we need to solve the
fundamental eigenvalue equation
H(r)hν = Eνhν (5)
for the zero-mode ν = 0 with E0 = 0. When considering
equations of the form (5), it is instructive to first under-
stand the symmetries of the underlying Hamiltonian.
The BdG Hamiltonian H(r, t) possesses a particle-hole
symmetry (PHS) defined by {Ξs−wave, H(r, t)} = 0 with
Ξs−wave = eiθτx⊗1σK, where K is the complex conjuga-
tion operator (in momentum space, K additionally flips
the sign of the momentum), τy (σz) is the Pauli matrix in
particle-hole (spin) space, and θ ∈ R. As a result of the
particle-hole symmetry, if hν =
(
uν,↑ uν,↓ vν,↑ vν,↓
)T
is
a solution of Eq. (5) with energy Eν , then Ξs−wavehν =
i eiθ
(−v∗ν,↑ v∗ν,↓ u∗ν,↑ −u∗ν,↓)T is a solution with energy
−Eν .
Additionally, if and only if ∆(r, t) ∈ R and h = 0,
the BdG Hamiltonian possesses a time-reversal symmetry
defined by [T,H(r, t)] = 0, where T = eiθ1τ⊗σyK (T 2 =
−1, for half-integer spin), and θ is arbitrary. We have
defined 1τ to be the identity matrix in the particle-hole
space, while σy is the Pauli matrix in spin space.
A straightforward calculation shows that non-
degenerate zero-modes (that is, the modes H(r)h0 =
E0h0 with E0 = 0), must always satisfy the important
symmetry
u0,σ = e
−iθv∗0,σ, (6)
which is the so-called Majorana property making the
zero-mode special. The Majorana property ensures that
the quasi-particle operators
γˆ†0 =
∫
dr
∑
σ
[
u0,σ(r)ψˆ
†
σ(r) + v0,σ(r)ψˆσ(r)
]
(7)
satisfy γˆ†0 = γˆ0; they represent Majorana fermions.
Let us temporarily assume that time-reversal sym-
metry is respected, i.e. ∆(r) ∈ R and h = 0. If
hν =
(
uν,↑ uν,↓ vν,↑ vν,↓
)T
is a solution of Eq. (5)
with energy Eν , then Thν is a solution with the same
energy Eν . This is the pair of the zero-energy Majo-
rana mode. With time-reversal symmetry, the Majorana
probability densities are identically overlapping in space:
|h0|2 = |Th0|2 = 2|u0,↑|2 + 2|u0,↓|2. We need to break
the time-reversal symmetry to separate them spatially,
for example, by having a vortex in the order parameter.
A broken time-reversal symmetry T , a broken spin-
rotational symmetry (due to spin-orbit coupling), and
an unbroken PHS Ξs−wave result in the BdG Hamiltonian
H(r) belonging to the symmetry class D in the Altland-
Zirnbauer classification [48]. According to Ref. [49], point
3defects (such as the vortices in the order parameter con-
sidered here) with a Hamiltonian that belongs to the class
D are associated with a Z2-valued topological invariant.
This means that in the topologically non-trivial regime
the number of exact Majorana zero-modes is given by
W mod 2, where W is the sum over all vortex wind-
ing numbers, with the rest hybridising in pairs form-
ing a band structure. Generally, when multiple vortices
are brought close together, the Majorana zero-modes hy-
bridize into a band structure, leading to complex fermion
states at positive and negative energy [35–37]. We calcu-
late the energy splitting in Eq. (18). For periodic vortex
lattices, such as the square and the triangular lattice,
the resulting low-energy theory is typically gapped and
topologically non-trivial [36].
Eigenvalue equation for the zero-mode – We now in-
clude a vortex in the order parameter,
∆(r) = ∆(r)ei`ϕ, (8)
where r and ϕ are polar coordinates centred on the vor-
tex. Energy considerations require that ∆(0) = 0 at the
vortex core. The integer ` denotes the vorticity, and ∆(r)
is a real function of r that vanishes at r = 0. In what fol-
lows, we will solve Eq. (5) analytically for the zero-mode
h0 that exists in the core of the vortex (8).
For convenience, let us first apply the unitary
transformation Us, which transforms the basis as
Us
(
u0,↑ u0,↓ v0,↑ v0,↓
)T
=
(
u0,↓ v0,↓ v0,↑ u0,↑
)T
, and
shuffles the zeros in the rows and columns of the Hamil-
tonian H(r) [Eq. (2)] to give
H(Us)(r) ≡ UsH(r)Us−1 =
(
D↓ M
M† −D↑
)
, (9)
where Dσ = diag(Kˆσσ,−Kˆσσ) and
M =
( −∆(r) −iλ(∂y − i∂x)
−iλ(∂y + i∂x) ∆∗(r)
)
. (10)
Setting Dσ = 0 decouples the spins, and the Hamil-
tonian reduces to a 2 × 2 BdG matrix corresponding to
the Fu-Kane model at neutrality, whose Majorana modes
have been considered [50]. This is the low-energy regime
near µσ = 0, which is the topological transition point in
typical p-wave systems. The Majorana zero-modes have
also been considered for the Fu-Kane model at µ 6= 0 [33].
However, here we consider the full 4 × 4 structure of
Eq. (5):
Kˆ↑↑uν,↑ + Kˆ↑↓uν,↓ + ∆(r)vν,↓ = Eνuν,↑, (11a)
−Kˆ↑↑vν,↑ + Kˆ↓↑vν,↓ −∆∗(r)uν,↓ = Eνvν,↑, (11b)
Kˆ↓↑uν,↑ + Kˆ↓↓uν,↓ −∆(r)vν,↑ = Eνuν,↓, (11c)
Kˆ↑↓vν,↑ − Kˆ↓↓vν,↓ + ∆∗(r)uν,↑ = Eνvν,↓. (11d)
When looking for zero-modes, the system (11) can be
simplified by using the symmetry property (6), that is,
we seek simultaneous eigenstates of the PHS. There are
two possibilities for θ, namely θ = θ0, θ0 + pi, which both
satisfy the Majorana relation. This means that with the
final solution we must allow for both possibilities. In
both cases, we obtain
Kˆ↑↑u0,↑ + Kˆ↑↓u0,↓ + ∆(r)u∗0,↓ = 0, (12a)
Kˆ↓↑u0,↑ + Kˆ↓↓u0,↓ −∆(r)u∗0,↑ = 0, (12b)
a coupled 2×2 system, which must be solved for u0,↑ and
u0,↓.
In polar coordinates, the spin-orbit coupling terms
read Kˆ↑↓(r) = λe−iϕ [∂r − (i/r)∂ϕ]. Observing the az-
imuthal symmetry, let us try a separable ansatz with
angular momentum eigenstates,
u0,σ = e
imσϕFσ(r)e
−∆λ r, (13)
with the assumption that ∆ has no r-dependence. Phys-
ically, this approximation treats the vortices as points
with only a phase profile. Substitution into the sys-
tem (12) shows that we can eliminate the angular de-
pendence by taking m+ = ζ and m− = −`, where
m± ≡ ±mσ′ − mσ, ζ = ±1 with ζ = +1 for σ =↑
and ζ = −1 for σ =↓, and σ′ =↑, ↓ if σ =↓, ↑ respec-
tively. This implies mσ′ = (`+ ζ)/2 and mσ = (`− ζ)/2.
The only requirement here is that ` ∈ Z. Explicitly, the
coupled system (12) then reads
−F ′′↑ −
(
1
r
− 2∆
λ
)
F ′↑ +
(
−∆
2
λ2
+
∆
λr
)
F↑ (14a)
+
m2↑F↑
r2
+
2mλ
~2
(
F ′↓ +
m↓F↓
r
)
=
2m
~2
µ↑F↑,
−F ′′↓ −
(
1
r
− 2∆
λ
)
F ′↓ +
(
−∆
2
λ2
+
∆
λr
)
F↓ (14b)
+
m2↓F↓
r2
+
2mλ
~2
(
−F ′↑ +
m↑F↑
r
)
=
2m
~2
µ↓F↓.
Below, we solve analytically the coupled system (14) for
F↑(r) and F↓(r).
Series solution for Fσ(r) – The vortex core (r = 0) is
an irregular singular point of Eq. (14) where numerical
methods are inherently unstable. An obvious solution is
to start the numerical integration at a point r0 > 0 thus
avoiding the singularity, but in this case we need to know
accurately the initial condition at the rather arbitrary
point r0. It is therefore highly desirable to have analytic
solutions, at least around the vortex core. In what follows
we solve the system (14) using the Wasow method [51], a
generalisation of the Fro¨benius series method for coupled
systems of differential equations with irregular singular
points.
The details for solving the system (14) are shown in
Appendix A. For definitess, we set ` = +1. The result is
a series solution for Fσ(r) around the origin that can be
evaluated analytically to arbitrary order, and reads
F↑(r) = F↑(0) +
∆F↑(0)
λ
r (15a)
4+
{
λm
~2
F ′↓(0) +
[
∆2
2λ2
− (µ+ h)m
2~2
]
F↑(0)
}
r2
+
{[
∆3
6λ3
− ∆(µ+ h)m
2λ~2
− 4∆λm
2
9~4
]
F↑(0)
+
11∆m
9~2
F ′↓(0)
}
r3 +O(r4),
F↓(r) = F ′↓(0)r + ∆
(
F ′↓(0)
λ
− 2F↑(0)m
3~2
)
r2 (15b)
+
{
2∆2~4 + λ2m~2(h− µ)− 2λ4m2
4λ2~4
F ′↓(0)
+
−8∆2~2m+ 3hλ2m2 + 3λ2µm2
12λ~4
F↑(0)
}
r3
+O(r4).
While F↑(0) can be finite, the boundary condition
F↓(0) = 0 is forced to keep F↓ finite at the origin, which
results from the series solution for F↓ starting with the
power r−1 whereas that for F↑ starts with r0. That one
spin component is zero and the other finite at the vor-
tex core has been observed in all numerical studies of the
Majorana zero-mode in s-wave Fermi gases [52, 53]. In
principle the system (14) needs four initial conditions,
but requiring that F↓ be finite at the origin consumes
two of them leaving only the two initial conditions F↑(0)
and F ′↓(0) in the solution (15).
Existence of the Majorana zero-mode – The existence
of the analytical series solutions (15) alone does not guar-
antee the existence of a topologically protected Majorana
zero-mode. The condition for the physical existence of
the zero-mode is that it remain normalisable as r →∞.
In the limit r → ∞, the kinetic energy and terms in
1/r can be dropped in system (14) to obtain
λF ′↓(r) + ∆F↓(r)− F↑(r)(µ¯+ h) = 0, (16a)
λF ′↑(r) + ∆F↑(r) + F↓(r)(µ¯− h) = 0. (16b)
Physically, we are interested in only the solutions for sys-
tem (16) that are normalisable. For example, if λ > 0
and ∆ < 0, the only normalisable asymptotic solution is
F↑(r) = C exp
[
−∆ +
√
h2 − µ¯2
λ
r
]
=
µ¯− h√
h2 − µ¯2F↓(r),
(17)
where C is a constant. Even then, the solution (17) is
normalisable only when h >
√
µ¯2 + |∆|2. The value at
equality corresponds to the critical Zeeman field marking
the phase transition to the topological regime with a uni-
form order parameter, ∆(r) = ∆ [54], which here is asso-
ciated with the boundedness of the Majorana zero-mode
at infinity. However, it is not straightforward to find ini-
tial conditions F↑(0) and F ′↓(0) such that the zero-mode
has the desired large-r asymptotics.
In principle, µ¯ and ∆ must be obtained self-
consistently in conjunction with solving the BdG eigen-
value equation. Considering a uniform vortex-free sys-
tem, we can solve Eqs. (3), (4), and (11) self-consistently
F↑(r) E
F↓(r) E
0 1 2 3 4 5 6
-2-1
0
1
2
3
4
r
FIG. 1. Majorana zero-mode housed by a vortex with unit
circulation in an s-wave Fermi gas. The vortex core corre-
sponds to r = 0. The solid lines correspond to numerical in-
tegration of the system (14), and the dashed lines correspond
to the series solution (15) upto O(r10). Here E ≡ exp (−∆
λ
r
)
.
The initial condition for the numerical evaluation at r = r0
is provided by the analytical solution (15). The zero-mode
solution becomes bounded at r → ∞ when the superfluid
is topologically non-trivial. The parameters are found self-
consistently for the uniform vortex-free state, and read λ = 5,
h = 10, ∆ = −1.587, µ¯ = −5.987, and Eb = 0.05. Within
numerical accuracy the Majorana zero-mode is normalisable
for 3.488885 < F↑(0) < 3.488886 and F ′↓(0) = −12.518. We
have set ~ = m = 1.
to find that the superfluid is topologically non-trivial
with the parameters λ = 5, h = 10, ∆ = −1.587,
µ¯ = −5.987. Here all units are measured with respect
to ~ = m = 1. We have used the pair binding energy
of Eb = 0.05 in the renormalisation of the gap equation,
which otherwise diverges logarithmically. The pair bind-
ing energy determines the state of the Cooper pairs across
the BCS-BEC crossover [54]. From Eq. (17), therefore,
we know that with these parameters there is an expo-
nentially decaying asymptotic solution, and we have per-
formed a direct search for F↑(0) and F ′↓(0) that match
with this asymptotic behaviour.
We retain terms upto O(r10), and use the analytical
solution (15) to evaluate accurate initial conditions for
a numerical integration of the system (14). The trun-
cated analytical series solution agrees with the numerical
integration for r . 0.5 (Fig. 1). The analytic series ex-
pansion can be developed to arbitrary precision. As ex-
pected, the numerical solution becomes unstable as the
vortex core is approached, but more importantly it can
be used to study the boundedness of the mode as r →∞.
We find a bounded zero-mode in vortices with unit posi-
tive circulation with the specific parameter values above
for 3.488885 < F↑(0) < 3.488886 and F ′↓(0) = −12.518.
The full solution including azimuthal dependence is then
given by Eq. (13).
Majorana energy splitting – We now use the Majo-
rana zero-mode to calculate the energy splitting in an s-
5wave Fermi gas that results from hybridisation between
the Majorana modes of two vortices located at points r1
and r2. Then, ∆(r) ≈ ∆i(r) near vortex i (i = 1, 2),
where ∆i(r) is the single-vortex pair function (8) for vor-
tex i. Introduction of a single-vortex background phase
θi, ∆i(r) = ∆e
i(`iϕi+θi) with ϕi the azimuthal angle mea-
sured with respect to vortex i, amounts to the Majorana
mode changing by u0,σ(r−ri)→ ei
θi
2 u0,σ(r−ri), leaving
invariant the system (12).
In the tight-binding approximation, the Hamiltonian
H∆ describing hopping between the two vortices, with
a straightforward generalisation to lattices of Majo-
rana vortices, is given by H∆ = i t12 γˆ0,1γˆ0,2, where
γˆ0,i is the Majorana mode (7) at vortex i, and t12 =
〈g(2)0 |H(Us)|g(1)0 〉 = 〈g(2)0
∣∣∣∣(D↓ MM† −D↑
)∣∣∣∣g(1)0 〉 is the over-
lap integral that gives the energy splitting. Here g
(i)
0 (r) =(
u0,↓(r− ri) u∗0,↓(r− ri) u∗0,↑(r− ri) u0,↑(r− ri)
)T
is
the Majorana zero-mode centered at vortex i.
For convenience, we define M (1) ≡ M − M˜ such that
M (1) coincides with Eq. (10) when the order parameter is
given by just a single vortex at position r1. It follows that
near vortex 1 M˜ ≈ 0, and the dominant contribution to
the overlap integral comes from the vicinity of vortex 2.
Taking `1 = `2 = 1, using Eq. (13), and introducing the
definitions G(r) ≡ −∆ exp
[
− f2λ (|r− r2|+ |r− r1|)
]
,
Θσσ′(r) ≡ Fσ(|r − r2|)Fσ′(|r − r1|), by definition of the
zero-mode at vortex 1 we obtain
t12 = 4 cos
(
θ1 − θ2
2
)∫
drG(r) sin2
(
ϕ1 − ϕ2
2
)
{
Θ↓↑(r)− Θ↑↓(r)} .
(18)
Compared with p-wave pairing [55], under Majorana ex-
change t12 is now symmetric with respect to θ1− θ2, but
still anti-symmetric due to the spin degree of freedom.
It was pointed out by Fujimoto [1] that the existence of
the Majorana zero-mode with SO coupling does not au-
tomatically guarantee their non-Abelian statistics. Ma-
jorana interchange 1↔ 2 gives t12 = −t21, and the U(1)
gauge transformation θi of the Majorana fermion has the
important property that when θi changes from 0 → 2pi,
the Majorana changes sign, γˆ0,i → −γˆ0,i. Braiding of
vortices i and j changes the superfluid phase at one vor-
tex by 2pi amounting to γˆ0,i → γˆ0,j , γˆ0,j → −γˆ0,i, and it
was shown by Ivanov [10] that this property together with
quantisation of `i gives rise to non-Abelian statistics.
Conclusions – We have derived analytically the Ma-
jorana zero-mode in a topological Fermi superfluid with
s-wave pairing, two-dimensional spin-orbit coupling, and
a Zeeman field. We find an exponentially localised Ma-
jorana zero-mode at the vortex core only in the topologi-
cally non-trivial regime of the superfluid. We find that in
the s-wave Fermi superfluid the Majorana fermions obey
non-Abelian exchange statistics, and the energy splitting
due to Majorana hybridisation is determined by both
spin sectors. Knowing the Majorana zero-mode analyt-
ically paves the way for studies of quantum many-body
correlations and simulation of topological quantum mat-
ter in lattices of Majorana vortices in a new experimen-
tally well-controlled setup.
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Appendix A: Solution for the Majorana zero-mode
1. Formulation as a first-order system
Introducing the first derivatives x = F ′↑ and y = F
′
↓
as auxiliary variables, we can trivially regroup the sys-
tem (14) for x′ and y′ in terms of x, y, F↑, F↓. This gives
the equivalent matrix equation
u′(r) =M(r)u(r), (A1)
where
u(r) =
F↑xF↓
y
 , (A2a)
M(r) =

0 1 0 0
Γ↑ −
(
1
r − 2 f
2
λ
)
2mλ
~2
m↓
r
2mλ
~2
0 0 0 1
2mλ
~2
m↑
r − 2mλ~2 Γ↓ −
(
1
r − 2 f
2
λ
)
 ,
(A2b)
where Γσ ≡ − f
4
λ2 +
f2
λr +
m2σ
r2 − 2m~2 µσ. This is a set of
linear equations because M(r) does not depend on the
components of u(r), but the coefficient matrix M(r) is
non-constant depending on r.
The point r = 0 is an irregular singular point of
Eq. (A1) because the coefficient matrixM(r) has a pole
of order 2 at the origin.
Generally, if M(r)M(r′) = M(r′)M(r) ∀r, r′, then
Eq. (A1) can be easly solved in terms of the matrix ex-
ponential
u(r) = u(r0) e
∫ r
r0
M(s)ds
, (A3)
where u(r0) is a 4-component constant vector. However,
the commutation property does not hold here. There is
no general closed-form solution for differential equations
of the form of Eq. (A1) where M(r) does not satisfy
the commutation property. The Magnus series provides
systematically an exact solution in terms of an infinite
series of nested commutators:
u(r) = u(r0) e
∑∞
k=1 Ωk(s), (A4)
where
Ω1(s) =
∫ r
r0
M(s1) ds1, (A5a)
Ω2(s) =
1
2
∫ r
r0
ds1
∫ s1
r0
ds2 [M(s1),M(s2)] , (A5b)
Ω3(s) = . . . , (A5c)
but this approach suffers from the irregular singular point
at the origin as well.
7Near r = 0, we can always write
u′(r) =
(
1
rg
∞∑
ν=0
Mνrν
)
u(r), (A6)
where Mν are constant 4 × 4 matrices holomorphic at
r = 0 for which the series converges component-wise in
a neighbourhood of the origin. Here g = 2, and Mν 6= 0
for only ν = 0, 1, 2.
2. Solution for the eigenvalue equation (14)
Generalising the vector u into the matrix X, and trans-
forming x = 1/r changes Eq. (A6) into
x−qX ′(x) = −M(x)X(x), (A7)
where q = g − 2 and
M(x) =
∞∑
ν=0
Mνx−ν (A8)
with the only non-zero matrices being
M0 =

0 0 0 0
m2↑ 0 0 0
0 0 0 0
0 0 m2↓ 0
 , (A9a)
M1 =

0 0 0 0
f2
λ −1 2mλ~2 m↓ 0
0 0 0 0
2mλ
~2 m↑ 0
f2
λ −1,
 , (A9b)
M2 =

0 1 0 0
− f4λ2 − 2m~2 µ↑ 2 f
2
λ 0
2mλ
~2
0 0 0 1
0 − 2mλ~2 − f
4
λ2 − 2m~2 µ↓ 2 f
2
λ ,
 .
(A9c)
The matrix M(x) is holomorphic at x = ∞ meaning
that there exists a convergent expansion of the form (A8)
for sufficiently large x0 such that |x| > x0. If the integer
q+1 > 0, the singular point is irregular, and if q+1 = 0,
the singular point is regular. For us q = 0. Our goal is to
reduce Eq. (A7) (where q = 0) through formal transfor-
mations into a system with q = −1, which corresponds to
a regular singular point at the origin x =∞, and can be
solved in terms of more standard Fro¨benius series ansatz
methods.
To form our starting point, we transform M0 into the
Jordan canonical form (JCF) (we define the JCF as hav-
ing the 1’s on the superdiagonal). The matrix M0 is
brought to the JCF by the non-singular constant simi-
larity transformation P(0),
A0 = P(0)−1(−M0)P(0) =
0 1 0 00 0 0 00 0 0 0
0 0 0 0
 ,
P(0) =
0 0 0 10 0 1 00 −1 0 0
1 0 0 0
 ,
(A10)
where for definiteness we have fixed ` = +1. A0 is now
in the canonical Jordan block diagonal form
A0 =
H1 0 00 H2 0
0 0 H3
 = H1 ⊕H2 ⊕H3, (A11)
where Hj (j = 1, 2, 3) are shifting matrices where H1 is of
dimension two and H2, H3 are of dimension 1. The same
transformation is applied to all the matrices, defining the
new starting point A = P(0)−1(−M)P(0), X ≡ P(0)Y
such that
x−qY ′(x) = A(x)Y (x), (A12)
where q = 0, and
A0 =
0 1 0 00 0 0 00 0 0 0
0 0 0 0
 , (A13a)
A1 =

1 f
2
λ 0 0
0 0 0 0
0 2mλ~2 1 − f
2
λ
0 0 0 0
 , (A13b)
A2 =

− 2f2λ 2m(h−µ)~2 − f
4
λ2
2mλ
~2 0
1 0 0 0
− 2mλ~2 0 − 2f
2
λ
f4
λ2 +
2m(h+µ)
~2
0 0 −1 0
 .
(A13c)
a. Prepare for a shearing transformation that simplifies the
problem
The transformation Y (x) = K(x)Z(x), where the ma-
trix K(x) is holomorphic and has a non-vanishing deter-
minant at x =∞ changes Eq. (A12) into
x−qZ ′(x) = B(x)Z(x) (A14)
with q ≥ 0 and
x−qK′(x) = A(x)K(x)−K(x)B(x). (A15)
We seek series solutions K(x) = ∑∞ν=0Kνx−ν , B(x) =∑∞
ν=0 Bνx−ν , where we recall A(x) =
∑∞
ν=0Aνx−ν . We
set
B0 = A0, (A16a)
8K0 = I. (A16b)
Using Eq. (A16), substitution of the series ansa¨tze into
Eq. (A15) and comparison of like coefficients results in
the recursion relation
A0K0 −K0A0 = 0, (A17a)
A0Kν −KνA0 =
ν−1∑
s=0
(KsBν−s −Aν−sKs) (A17b)
− (ν − q − 1)Kν−q−1 (ν > 0),
where the last term in Eq. (A17b) is absent for ν−q−1 <
0, that is, for ν < 1. The recursion relation is of the form
A0Kν −KνA0 = Bν +Kν , ν > 0 (A18)
where Kν =
∑ν−1
s=1 KsBν−s −
∑ν−1
s=0 Aν−sKs − (ν − q −
1)Kν−q−1 depends only on the Kj , Bj with j < ν. If
all the eigenvalues of A0 are distinct, then B(x) will be
diagonal and the problem is uncoupled and easily solved.
If at least two eigenvalues are distinct, we can take all
Bν (ν > 0) zero or block-diagonal. However, this is not
possible here becauseA0 has only one distinct eigenvalue,
zero.
Instead, we partition each Eq. (A18) into blocks of the
same order as the Jordan blocks Hj for A0, and call these
blocks Kjkν with j, k = 1, 2, . . . , s. For us s = 3. Then
each relation (A18) corresponds to s2 = 9 relations
HjKjkν −Kjkν Hk = Bjkν +Kjkν , ν > 0 (A19)
It can be proven that the equation AX − XB = 0 pos-
sesses solutions other than X = 0 if and only if A and
B have at least one common eigenvalue. Since this re-
sult guarantees the existence of non-trivial solutions to
the corresponding homogeneous equations of Eq. (A19),
each equation of Eq. (A19) can be soluble only if the ma-
trices Bjkν satisfy some restrictive condition, explained
below. Consider the auxiliary equation
HX −XK = M, (A20)
where H and K are shifting matrices of orders h and k
respectively, andM is a h×k matrix whose first h−1 rows
are given constant vectors while the entries α1, α2, . . . , αk
of the last row are variables. It can be proven that the
numbers α1, α2, . . . , αk can be determined uniquely in
such a way that Eq. (A20) is solvable for the h×k matrix
X. We now apply this result to Eq. (A19). Without loss
of generality we take all rows but the last of Bjkν to be
zero. Then, the series
∞∑
ν=0
Kνx−ν (A21)
is determined by solving the recursion relations (A19)
successively for ν = 1, 2, . . .. While it will in general
be divergent, it can be proven that it is the asymptotic
expansion of some holomorphic matrix function K(x) for
sufficiently large x0 such that |x| > x0.
The point of the transformation K is to obtain a dif-
ferential equation (A14) such that the matrices B, by
construction, satisfy the following three properties: (i)
B(x) = ∑∞ν=0 Bνx−ν ; (ii) B0 = H1 ⊕H2 ⊕ · · · ⊕Hs (the
Hj are shifting matrices); and, most importantly, (iii)
that the only non-zero entries in Bν for ν > 0 occur in
the rows corresponding to the last rows of the Jordan
blocks Hk (k = 1, 2, . . . , s) in the representation of A0.
The transformation K induces zeros into the matrices
preparing them for a shearing transformation. The re-
sult is an asymptotic series solution valid at x→∞ such
that B(x) = B0 + B1x−1 + B2x−2 + B3x−3 + . . ., where
B0 =
0 1 0 00 0 0 00 0 0 0
0 0 0 0
 , B1 =

0 0 0 0
0 1 0 0
0 2mλ~2 1 − f
2
λ
0 0 0 0
 ,
(A22a)
B2 =

0 0 0 0
0 − 3f2λ 0 0
− 4mλ~2 − 2f
2m
~2 − 2f
2
λ
f4
λ2 +
2m(h+µ)
~2
0 0 −1 0
 , (A22b)
B3 =

0 0 0 0
6f2
λ
3f4
λ2 +
4m(mλ2+(µ−h)~2)
~4 − 2mλ~2 − 2f
2m
~2
6f2m
~2
4m(~2f4−hmλ2+mλ2µ)
λ~4 − 4m
2λ2
~4 0
0 0 0 0
 ,
(A22c)
B4 = · · · . (A22d)
We work until ν = νmax. The final series solutions will
then be exact upto ν = νmax − 1 for F↑(r) and ν =
νmax− 2 for F↓(r). For spin-↑ the derivative (component
2) will agree with a direct derivative of component 1 upto
ν = νmax−2 and for spin-↓ the derivative (component 4)
will agree with a direct derivative of component 3 upto
ν = νmax − 3.
b. Simplify the problem by a shearing transformation
Having obtained the matrix B, Eq. (A14) is ready for
the shearing transformation
Z = S(x)V ≡ diag(1, x−ξ, x−2ξ, x−3ξ)V (A23)
with a temporarily unknown positive parameter ξ, which
takes Eq. (A14) into
x−qV ′(x) = CV =
( ∞∑
ν=0
Cνx−ν
)
V, (A24)
where the matrix C(x) = S−1(x)B(x)S(x) −
x−qS−1(x)S′(x). The matrix elements cjk
9(j, k = 1, . . . , 4, n = 4) of C read
cjk = bjkx
ξ(j−k) + (j − 1)ξδjkx−q−1. (A25)
Here δjk is the Kronecker delta, and bjk are the matrix
elements of B. The parameter ξ must be chosen appro-
priately to induce, where possible, non-zero elements be-
low the main diagonal into the leading order matrix C0.
Above the main diagonal it is equal to B0.
The parameter ξ must be chosen judiciously as follows.
Any bjk 6= 0 is of the form
bjk = x
−αjk
∞∑
ν=0
bjkνx
−ν , (A26)
where bjkν 6= 0 and each positive integer αjk ≥ 1 except
for the special elements with a 1 from a shifting matrix in
the Jordan decomposition for B0 for which αjk = 0. Since
we could not diagonalise B0 and instead obtained a Jor-
dan matrix, at least one such special element is present.
Before the shearing transformation (ξ = 0) the special
elements have the lowest αjk, and the purpose of the
transformation is to add non-zero elements on or below
the diagonal to B0 by a suitable choice of ξ. After the
shearing transformation the expansions of non-zero off-
diagonal elements cjk (δjk = 0) begin with the power
−αjk+ξ(j−k). The special elements on the superdiago-
nal begin with the power x−ξ. There exists a smallest ra-
tional ξ0 = q
(1)/p(1) > 0 with q(1), p(1) coprime, for which
the special elements have the same leading power as an
element below the main diagonal, ξ0 = αjk−ξ0(j−k) for
some j, k < j. We take ξ = ξ0 in the shearing transforma-
tion; the result of the above process is ξ = q(1)/p(1) with
q(1) = 1, p(1) = 2 coprime. Fractional powers thus un-
avoidably appear in the shearing transformation (A23).
In descending powers of x−1/p
(1)
, the matrix C will
begin with the power x−q
(1)/p(1) . The matrix xξC as x→
∞ has at least one non-zero entry on or below the main
diagonal and above the main diagonal it is equal to B0:
lim
x→∞x
ξC(x) =

0 1 0 0
0 0 0 0
0 2mλ~2 0 0
0 0 0 0
 . (A27)
We remove the fractional powers by multiplying both
sides by xξ and introducing the new independent vari-
able x1 such that
x = p(1)
1/(ξ−q−1)
xp
(1)
1 = x
2
1/4, (A28)
to obtain from Eq. (A24) the differential equation
x−h1 V
′(x1) = D(x1)V =
( ∞∑
ν=0
Dνx−ν1
)
V, (A29)
where
h = p(1)q + p(1) − p(1)ξ − 1 = 0, (A30a)
dij =
(
p(1)
1/(ξ−q−1)
tp
(1)
)ξ [
bjkp
(1)ξ(j−k)/(ξ−q−1)xq
(1)(j−k)
1
(A30b)
+(j − 1)q
(1)
p(1)
δjkp
(1)(−q−1)/(ξ−q−1)xp
(1)(−q−1)
1
]
= bjk
(x1
2
)j−k+1
+ δjk(j − 1)x−11 .
The branch of the multi-valued function xp
(1)
can be cho-
sen freely.
While new elements have appeared on and below the
main diagonal in D0, the upper triangular part above the
main diagonal, in particular the superdiagonal, of D0 is
equal to that of B0 by construction. This completes the
purpose of the shearing transformation.
If h < 0, the problem would be solved because then
either the singular point would be regular (h = −1), or
there would not be any singular point. If h ≥ 0 and D0
has at least two distinct eigenvalues, then the problem
reduces to a set of similar problems of lower order. How-
ever, the eigenvalues of D0 are all equal to zero, and D0
is nilpotent. It can be proven [51] that if the process
outlined above is repeatedly carried out, eventually we
obtain a nilpotent D0 that is itself a shifting matrix i.e.
s = 1.
c. Obtain an equation with a regular singular point
The entire process must be reapplied, starting from the
JCF for D0. Another shearing transformation with the
parameter 1/2 is required. Repeating the process once
more, the third shearing transformation comes with an
integer-valued shearing parameter of 1, which means that
via such a chain of transformations we have reduced the
coupled system (A12),
Y ′(x) = A(x)Y (x) =
( ∞∑
ν=0
Aνx−ν
)
Y, (A31)
to the system
x2Y
(3)′(x2) = A(3)Y (3) =
( ∞∑
ν=0
A(3)ν x−ν
)
Y (3), (A32)
where
A(3)0 =
1 0 0 00 9 1 00 0 9 0
0 0 0 13
 , A(3)1 = · · · , (A33)
and x1 = x
2
2/4. We have reached our goal that we set
below Eq. (A7): Eq. (A32) has only a regular singular
point at infinity (or the vortex core in terms of r). This
equation can be solved with more standard methods.
Through a sequence of standard double transforma-
tions that raise the eigenvalues of a Jordan block of A(3)0
10
by an integer followed by a non-singular constant simi-
larity transformation of A(3)0 to JCF, we obtain
x2Y
(6)′(x2) = A(6)Y (6) (A34)
such that no eigenvalues of the leading matrix A(6)0 differ
by a positive integer. In fact, it consists of two identical
Jordan blocks: A(6)0 =
(
13 1
0 13
)
⊕
(
13 1
0 13
)
.
Let us now transform back to radial coordinates with
r2 = 1/x2 (here x1 = x
2
2/4) to obtain from Eq. (A34) the
equation
r2Y
(7)′(r2) = A(7)(r2)Y (7) =
( ∞∑
ν=0
A(7)ν rν2
)
Y (7),
(A35)
where A(7)(r2) = −A(6)(1/r2) and A(7)(0) is holomor-
phic.
Since A(7)(r2) is holomorphic at r2 = 0 and since
no two eigenvalues of A(7)0 differ by a positive integer,
Eq. (A35) has a fundamental matrix solution of the form
Y (7)(r2) = K(7)(r2)Υ(r2), K(7)0 = I, (A36)
where K(7)(0) is holomorphic. Its power series repre-
sentation K(7) = ∑∞ν=0K(7)ν rν2 can be calculated by ra-
tional operations from the coefficients A(7)ν in the series
A(7) = ∑∞ν=0A(7)ν rν2 .
The matrix K(7)(r2) in the transformation Y (7) =
K(7)(r2)Υ, which results in the equation
r2Υ
′(r2) = B(7)(r2)Υ =
( ∞∑
ν=0
B(7)ν rν2
)
Υ, (A37)
is calculated using the recursion relation (A17) with q =
−1 and r = 1/x (also changing the sign of the last term
in Eq. (A38b)), viz.
A(7)0 K(7)0 −K(7)0 A(7)0 = 0, (A38a)
A(7)0 K(7)ν −K(7)ν A(7)0 =
ν−1∑
s=0
(K(7)s B(7)ν−s −A(7)ν−sK(7)s )
(A38b)
+ νK(7)ν (ν > 0),
where
B(7)0 = A(7)0 , (A39a)
K(7)0 = I. (A39b)
Given that the matrix A(7)0 in the convergent expansion
A(7) = ∑∞ν=0A(7)ν rν2 has no eigenvalues that differ from
each other by positive integers, there exists a formal con-
vergent series K(7)(r2) with K(7)0 = I such that the formal
transformation Y (7) = K(7)(r2)Υ reduces the differen-
tial equation (A35) to the form of Eq. (A37) such that
B(7)ν = 0 for all ν > 0. Therefore, the recursion rela-
tions (A38) can be solved for K(7)(r2) such that B(7)ν = 0
for ν > 0. The solution for Y (7)(r2) is then given by
Eq. (A36).
Since
[
B(7)0
r1
,
B(7)0
r2
]
= 0, the general solution to the equa-
tion
r2Υ
′(r2) = B(7)0 Υ (A40)
is given by the matrix exponential (A3),
Υ(r2) = Υ(r0) exp
{
B(7)0 ln
(
r2
r0
)}
. (A41)
Here a set of four linearly independent vectors forms the
fundamental matrix solution Υ(r2), and Υ(r0) is the fun-
damental matrix solution at r2 = r0. We can set the
auxiliary parameter r0 = 1 and choose Υ(r0) in such a
way as to choose the boundary conditions for Fσ(r) at
r = 0. The general (vector) solution is then given by
linear combinations of the columns.
The logarithms of the fundamental solution matrix end
up in columns 2 and 4 making them either divergent or
zero at the origin r = 0. The columns 1 and 3, in con-
trast, can be chosen to remain well-behaved and finite at
the vortex core r = 0. We do not include the columns 2
and 4 in what follows, that is, we take a linear combina-
tion only of columns 1 and 3.
Performing all the transformations carried out in an
inverse order, we can compute the matrix solution X
for the original problem (14) from knowing Υ(r2). A
judicious choice for Υ(1) (with r0 = 1) then gives the
explicit solution shown in Eq. (15) in the main text.
