






Efficient Market Hypothesis: Testing 
for Price Predictability on the OMX 












































































































































































































































































































































































































































































































    [3.1]y y y y y y y y yyt = β0 + β1 t−1 + β2 t−2 + β3 t−3 + β4 t−4 + β5 t−5 + β6 t−10 + β7 t−50 + β8 t−100 + β9 t−200 + ut  
 
where (​y​ t​ ) is the closing price at time ​t​ , the independent variables (y​t­j​ ) are the lags on the 
closing price where ( ​j​ ) represents the lag. (β) is the economic coefficient of the lags received 





















 H0 = β1 = β2 = β3 = β4 = β5 = β6 = β7 = β8 = β9 = 0 [3.3] 
 
The test uses a confidence level of 95%; should the ρ­value be larger than 0.05 on any 
variable, the null hypothesis would be rejected.  
 
We have selected two different time frames for testing the EMH, one shorter time frame and 
one longer time frame, both defined by this study. The former ranges from the 1­day lag to 
the 10­day lag, while the latter is tested in the 50­day, 100­day, and 200­day lags. The reason 
for the study dividing the test into a shorter time frame and a longer time frame is due to the 
discussions regarding in which time period EMH holds. In our study we test for lags in a 
short time frame consisting of 1­day lag to 10­day lag. The short lag regressions are tested to 
find out how EMH works on OMX Stockholm 30 in conclusion with EMH assumption by 
Fama (1997) where the assumption is that any lag of a price change is short lived. 
 
Both the critics and the advocates of the EMH seem to agree that short lags or as called short 
windows in the market consisting of a couple of  days have some predictability due to short 
historical price movements (Fama, 1997). 
 
The second part of the regression is the 50­day, 100­day and 200­day lag. This part of the 
regression is to test if equity prices adjust slowly to price changes thereby making historical 
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price levels informative. The 50­day, 100­day and 200­day lags are chosen with the intent to 
examine a longer period of time in contrast with the short window.  
 
By testing for longer lags there is a possibility that we include shorter economic cycles in our 
model within the period tested. By using the AR(9) regression on the chosen lags we also do 
not test for historical price information such as specific chart patterns observable by the 
human eye, such as the head­and­shoulders formation.  
 
As both the critics and the advocates of the EMH seems to agree that the price changes in a 
short window affect future prices. The argument between the critics and the advocates of the 
EMH is mainly about if the historical prices of equities consisting of periods longer than a 
couple of days are informative or not. 
 
We test the closing prices for three periods: From to 2015­04­15 to 2016­04­15, from 
2014­04­15 to 2016­04­15, and from 2014­04­15 to 2015­04­15. The second and third tests´ 
major reason for existing can be found with Malkiel (2011), who argues that patterns yielded 
from technical analysis are merely coincidental, and that were the analysis to change its scope 
or focus, the pattern would disappear or get muddled. For this reason, it is necessary to test 
for a time period of different size in order see whether the lagged variables achieve statistical 
significance in that time period. Should the same variables not be significant, it would be a 
point in favor for the EMH. 
 
3.3 Data Description 
 
The data for our AR test has been gathered on the 16th May, 2016, from the online financial 
website Investing, and it was gathered on the following variables: Closing price, opening 
price, high price, low price, and volume traded in SEK. Investing was chosen as a source due 
to us finding the data easily available for the public to use, the variables in question being 
cleanly and consistently dated and summarized. The reason for the variables gathered is that 
this is the easiest data to gather information about, meaning it is widely available to the 
public, this is also data widely discussed in economic media. 
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The first time interval analyzed begins at 2015­04­15 and ends at 2016­04­15. In order to 
account for the lagged values that came before the interval start, with data stretching back to 
2014­06­27 (200 days before 2015­04­15) is added. The second interval begins at 2014­04­15 
and ends at 2016­04­15, and another 200 days added to the interval´s start. The third period 
starts at 2014­06­27 and ends at 2015­04­15, also with 200 days added before the start to 
account for the lagged data. The extra 200 days have been added to ensure that the entire 
intervals are observed in the tests. 
 
3.4 Argument for Exogeneity  
 
Since the AR model is based on asymptotic OLS, we argue that the closing price is 
contemporaneously exogenous from the other variables that are unobserved in the regression 
test. First, some general conditions need to be outlined:  
 
x​t​ = (x​t1​, x​t2​, x​t3​, …, x​tk​),  [3.4] 
 
(x​t​) in (3.4) is a shorthand for all explanatory variables which, when taking the other half of 
the equation into account, is considered to be representing the explanatory variables for all 
observed values of ​t​  (Wooldridge, 2013). 
 
 E(u​t​|x​t​) = 0  [3.5] 
 
In (3.5) (u​t​) represents the unobserved variables at time ​t​ , while (x​t​) again stands as a 
shorthand for the independent variables at time  ​t​ . The equation (3.5) states that u​t​ and the 
explanatory variables x​t​ are contemporaneously uncorrelated (Wooldridge, 2013). 
 
In our study, the unobserved variables are the opening prices, the high prices, the low prices, 
and the volume. The explanatory variables are the lagged values on the closing price. The 
relation between the lagged closing prices and the other prices cannot be observed within a 
single time frame ­ they are effectively random in relation to each other (as seen on the 
candle charts of OMX Stockholm 30 at any given time period). 
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The volume variable in our data represents the velocity of cash­flow of a given time frame. 
We argue that volume as a single variable does not affect the lagged variables of closing 
prices. We concede that volume can affect the closing price, but that it cannot affect the 
lagged variables. 
 
We aim to test if there is any information in lagged closing prices that has significant effect 
on closing prices at time t by using autoregression. The regression will show the statistical 
significance of predictability on closing price at time t by studying the coefficient of the lag. 
 
3.5 Restrictions of the Study 
 
Our study is performed over two years, namely 2014­2015. This is a relatively short period, 
limiting the number of our observations. However, the strength of the selected time period is 
that it contains up­to­date information, thus using the current conditions of trading and 
investment regarding the years chosen. This allows the study to examine if EMH holds on 
OMX Stockholm 30 index during the current market frictions. 
 
There are also some ramifications of exclusively using the autoregressive model in the study 
to be noted. The use of the model allows us to examine the price history and the potential 
information contained within. The lack of using other econometric models means that testing 
the historical prices is the sole focus of this study, allowing us to examine them in greater 
detail. 
 
4. Results and Discussion 
 
4.1 Descriptive Statistics 
 
Below are the tables for each of the three testing periods, detailing the variables present in the 
dataset, the number of observations, as well as the variables´ respective mean, standard 
deviation, and minimum and maximum values.  
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Table 4.1 Testing period 2015­2016 
 
Table 4.1, summarized statistics of the time interval 2015­2016. Explanation of table 4.1; observations show the number of days observed. 
Mean, standard deviation, and minimum and maximum values are in index prices, except volume which is the trading volume in SEK per 
observed day. 
 
Table 4.2 Testing period 2014­2016 
 
Table 4.2 summarizes the statistics of the time interval 2014­2016. Explanation of the table 4.2; observations show the number of days 
observed. Mean, standard deviation, and minimum and maximum values are in index prices, except volume which is the trading volume in 
SEK per observed day. 
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 Table 4.3 Testing period 2014­2015 
 
Table 4.3 summarizes the dataset for the third test,  time interval is 2014­2015. Explanation of the table 4.3; observation show the number of 
days observed. Mean, standard deviation, and minimum and maximum values are in index prices, except volume which is the trading 
volume in SEK per observed day. 
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4.2 The Initial Test´s Results for the time interval of 2015 to 2016 
 
Table 4.4 Test results for the period 2015­2016 
 
Table 4.4 displays the results of the AR(9) in the time period 2015­04­15 to 2016­04­15 
 
Table 4.4 shows that the closing prices that were lagged by 1, 3, 4, and 200 days are 
statistically significant. This is in conclusion with Fama´s (1997) earlier studies regarding 
that there is price historic information in lags existing in shorter time periods, with the 
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exception of the 200­day lag. Of those four, the variable with a 1­day lag had the greatest 
economic significance with a coefficient of 0.873. The 4­days and 200­days lagged variable 
have negative coefficients, meaning that a change in y​t­4​ and y​t­200​ will induce a change in the 
opposite direction on the closing price for any given value of t­j a positive change will have a 
negative effect, and vice versa. It must be noted, however, that these effects can be countered 
and overridden by the positive statistically significant variables, in particular by the 1­day lag 
which has the highest coefficient and therefore the greatest economic significance. 
 
The coefficient on the 1­day lag indicates that there is a continuous trend of the previous 
closing price. Whilst the 4­day lag seems to indicate a mild trend reversal due its negative 
coefficient, the economic impact of it is relatively small in comparison to the 1­day lag. 
 
The important thing to keep in mind in our test is that we are testing the strongest form of 
EMH. This is a theoretical model existing only in theory. The probability of a fully efficient 
financial market existing in the real world lies more in the realm of fiction rather than fact 
due to the divergent interests of the participants of the market. It is thus more reasonable to 
assume that everyone participating in the financial market can hardly know everything worth 
knowing about their equities, thereby the equities cannot reflect all the price information. 
 
The results show that there is information contained in historical prices that do affect future 
prices on the OMX Stockholm 30. Thereby the strongest form of EMH can be rejected on the 
OMX Stockholm 30 as expected. Due to the volume trading in the OMX Stockholm 30 
(143,487 mil. SEK, 2016­02­12) there is a sign that the participant do not fully believe in the 
strongest form of EMH. If the value of the equities were fully reflected in the price the 
trading volume of OMX Stockholm 30 would probably decline considerably depending on 
that arbitrage opportunities would not exist. This is of course assuming that the participants 
of the OMX Stockholm 30 equities are operating under a profit motive (a relatively safe 
assumption).  
 
What is even more interesting, however, is that the 200­day lag is statistically significant. 
Though its effect is relatively minor in comparison to the other 3 significant variables, the 
possibility of a price so far back in time playing a role in the present OMX Stockholm 30 
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price is noteworthy. However, the other two long­term lags (the 50­day and 100­lags) do not 
achieve significance, raising the issue of why only the 200­day lag shows significance. The 
burning question thus becomes the following: Is this just an anomaly, an odd coincidence 
where the numbers aligned up well? 
 
The other two studies in the time periods 2014­04­15 to 2016­04­15 and 2014­06­27 to 
2015­04­15 do not provide a clear answer to this. 
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4.3 The Follow­up Tests, tests for time periods 2014­04­15 to 2016­04­15 and 2014­06­27  
to 2015­04­15 
 
The second test concerns the two­year period 2014­04­15 to 2016­04­15, whose variable data 
described in table 4.5: 
 
Table 4.5 Test results for the period 2014­2016 
 
Table 4.5 displays the results of AR(9) in the time period 2014­04­15 to 2016­04­15 
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The second test (2014­16) has yielded similar short term results, as can be seen in table 4.4: 
The lags on the first, third, and fourth are all statistically significant. The 200­day lag has 
become insignificant, however, resulting in the insignificance of all the long­term lags. It 
could also be taken as indicative of the idea that the significance of 200­day lag in the 
previous test may just have been an anomaly. The question of why the second lag is 
insignificant remains unanswered though. This aligns fairly neatly with Fama´s (1997) 
supposition that current and recent prices will impact the pricing in the near future. 
 
Finally, the third test (2014­15) (outlined in table 4.5) shows a different short­term result 
(displayed in table 4.6) from the other two tests, namely that while the 1­day lag is still 
significant, the 3­day and 4­day lag no longer are. Furthermore, the lag on the second day has 
now become statistically significant. In the long term, the 200­day lag is now significant and 
positive, which is in line with the first test, lending credence to the idea that the 200­day lag 
may actually have some (if minor) predictive power of the closing prices in the present. 
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Table 4.6 Test results for the period 2014­2015 
 
Table 4.6 displays the results of AR(9) in the time period 2014­06­27 to 2015­04­15 
 
When viewed together, these results become rather difficult to interpret. The 200­day lag, for 
instance, is significant in the tests on a single year, but with different implications in each of 
them. In the first test the lag is negative, indicating a trend reversal, while in the second it is 
positive, indicating a continuation of a trend. But the lag is not significant in the test for two 
years. On one hand the collective results seem to indicate that the 200­day lag can potentially 
be slightly useful when predicting the OMX Stockholm 30 on a single year basis. On the 
other hand, its insignificance in the two­year test could potentially be taken to mean that by 
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viewing the years in aggregate, in the big picture, the 200­day lag could be interpreted to not 
really being a useful indicator. 
 
The latter option is reinforced by the small coefficient of the 200­day lag in both single year 
studies, indicating small economic significance. This would imply that even if the numbers 
align up just right the actual effect remains still within the realm of negligibility. 
 
4.4 Notes on the R­squared 
 
The R­squared of the three regressions are all very high, with the value coming very close to 
equaling 1. This not entirely strange, what with this study being about time series analysis of 
lagged dependent variables. However, we should be careful not to assume that the closing 
price is explained to such a great extent by past closing prices. Time series data in general 
tends be aggregate in nature and it can argued with relative ease that it is so in this case, 
seeing as the OMX Stockholm 30 is calculated from a set of equities (Nasdaq, 2014). 
 
4.5 Discussion of Statistical and Economic Significance of our regression 
 
Since there are statistically significant variables in our test, the null hypothesis is rejected, 
thereby implying the strongest form of EMH namely, that all available information is 
contained in the price, does not hold true on the OMX Stockholm 30 index. 
 
The economic significance in our autoregression is implemented per unit, thereby stating that 
one unit change multiplies with the coefficient. For example if the change on closing price is 
14 points on the OMX Stockholm index at time ​t​ , the result interpreted on the 1­day lag 
would be that 14 multiplied with 0.873. 
 
By this implying that a large change between opening price and closing price would upgrade 
the significance of the variable, but it will be less significant by the time ​t​ ­4 than it was in ​t​ ­1. 
Thereby a large change between opening prices in one variable that has traveled from ​t​ ­1 to 
t​ ­4, can still have a more significant impact on time t than a smaller change has in ​t​ ­1 at the 
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same time interval studied. Thereby the ​t​ ­4 day lag can override the ​t​ ­1 day lag regarding 
price direction at time ​t​  even when the 1­day lag is more economic significant.  
 
We find important information contained in the economic significance of our statistically 
significant values. The economic significance is diminishing the further back the statistically 
significant lag goes. We are interpreting it as information gets contained in the lags over time. 
As for example when information has reached the 4­day lag its economic significance has 
become lesser, implying the information has already been largely utilized. 
 
Following this hypothetical scenario to its conclusion, this would indicate that, assuming no 
shocks of any kind, when t→∞ the closing price would eventually stabilize at its true value 
and the information about the equity will be contained in the price. This can be further 
interpreted to mean that while the strong form of EMH does not apply to the OMX 
Stockholm 30 index, one of the two other forms ­ the weak and the semi­strong form ­ might 
do so. 
 
The economic and statistical significance on the 1­day lag is large throughout all three tests. 
Thus it being economic and statistic significant it does not necessarily imply that the trend 
will be continuous from the one day lag. A highly bearish closing day can imply that the 
following day will be bullish depending on how it is interpreted. As for example, after a 
highly bearish day at time ​t​ ­1 some may think the equities are cheap and push the buy button 
putting up pressure on buying prices, thereby making the closing day at time t go bullish. On 
the other hand a highly bearish day at time  ​t​ ­1 can be interpreted as the market is weak 
making people sell putting further down pressure on selling prices. This can be interpreted to 
mean that, even though roughly about 80 percent of the price change in time ​t​ ­1 can be 
applied on time ​t​ , it does not necessarily imply a continuous trend.   
 
 
 
 
 
 
30 
4.6 Our Results in Relation to the Theories 
 
Because of the presence of statistically significant lagged variables obtained in our AR­tests, 
we can assume that there is information to be gleaned from historical prices on the OMX 
Stockholm 30 index, thereby making us able to rule out the presence of the strongest form of 
EMH on it. On the other hand, the weak and semi­strong forms of EMH cannot be rejected 
on such basis, as both allow for the presence of lagged information (Fama, 1970). 
 
In our test we have noticed that the 200­day lag have shown statistical significance in two of 
the analyzed time periods, namely 2014­2015 and 2015­2016. Therefore the 200­day lag can 
be said to be statistically significant. At the same time, however, it also has a fairly weak 
economic significance in both of those tests, meaning that it has a rather weak impact on the 
current closing price. 
 
This result on the 200­day lag can vaguely be interpreted in relation to the Dow Theory by 
Charles Dow (1890)  that markets move in bear or bull trends, and that trending of the 
markets is a possibility. We do however have limitations in our test to fully conclude longer 
trend movements due to the limitation of longer trend tests thus us only using three different 
lags (50, 100 and 200 day lags). 
 
In conclusion with our results regarding behavioural finance and chart pattern recognition, we 
can with the awareness of our tests limitations carefully state that if chart pattern recognition 
should be used, the best use for them probably would be in a short window time frame. 
Leaning on our findings that the shorter lags have more economical significance than the 
longer ones.  
 
In all of the three tests 2015­2016, 2014­2016 and 2014­2016 the result obtained is that there 
is statistical and economical significance foremost on the short lags. These results are in line 
with Fama´s (1997) earlier studies regarding that there is price historic information in lags 
existing in shorter time periods. 
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With regards to the Random Walk model, the statistically significant coefficients in the 
short­term period imply that since there is some form of pattern in the price movement, the 
Random Walk will not apply on that period. In mathematical terms this can be written as: 
 
f (p​j​, ​t+1​ | Φ​t​ ) ≠ f (p​j​, ​t+1​) [4.1] 
 
The model (4.1) states that the future price (p) of the security (j) is not independent of the 
information contained in Φ​t​. 
 
In the long­term period, however, it gets a bit muddled. The statistical significance of the 
200­day in the two tests with one­year periods could be seen as a point against the Random 
Walk model, but on the other hand, the economic significance is fairly small. This makes it 
difficult to reject the model on that basis alone, since the effect could be interpreted to 
negligible. 
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5. Conclusion 
 
The assumption that any lag of a price change is short lived seems to apply at the OMX 
Stockholm 30 between 2014 and 2016. We find that the 1­day lag is consistently statistically 
significant throughout all of the three regressions. The 5­day, 10­day, 50­day, and 100­day 
lag are always insignificant, while the remaining ones are inconsistent.  
 
The coefficient on the 200­day lag have different interpretations depending on the testing 
period, whilst it is negative in the period 2015­04­15 to 2016­04­15 indicating a minor trend 
reversal, the same lagged value is positive in the time period 2014­06­27 to 2015­04­15 
indicating a continuous trend. The value of coefficients are relatively small; ­0.06 and 0.057, 
respectively . This can potentially be interpreted as “noise”, as Fisher Black (1986) would 
call it, due to its low economic significance. 
 
What is relatively clear, however, is that the results allow us to reject the strongest form of 
EMH on the OMX Stockholm 30, since we have found statistical significance in historical 
prices (lagged values) in our test, implying that information can be gleaned from them. We 
do not, however, reject the entire EMH theory since the two weaker forms of the EMH allow 
for the existence of lagged information, while there is no such permissiveness in the strongest 
form of EMH. 
 
Due to that the autoregressive model´s results show that there is information in the historical 
prices affecting future prices we can carefully state that there may be some kind of 
predictability of future prices in a short window in the OMX Stockholm 30. This is fairly in 
line with what Fama (1997) has stated, that any lag in the response of prices to an event is 
short lived: 
 
“The assumption in studies that focus on short return windows is that any lag in the response 
of prices to an event is short­lived.” 
­ Fama, E., 1997, p. 284 
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Our results show that there is value in including the weak form and the semi­strong form of 
EMH in the trading strategy. This can be seen in the diminishing economic significance of 
the significant variables in all of our three tests the further back the lags are in time. The 
diminishing economic significance is interpreted to mean that the information gets contained 
in the price over time. 
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7. Appendix 
Table 4.1 Testing period 2015­2016 
 
Table 4.1, summarized statistics of the time interval 2015­2016. Explanation of table 4.1; observations show the number of days observed. 
Mean, standard deviation, and minimum and maximum values are in index prices, except volume which is the trading volume in SEK per 
observed day. 
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Table 4.2 Testing period 2014­2016 
 
Table 4.2 summarizes the statistics of the time interval 2014­2016. Explanation of the table 4.2; observations show the number of days 
observed. Mean, standard deviation, and minimum and maximum values are in index prices, except volume which is the trading volume in 
SEK per observed day. 
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Table 4.3 Testing period 2014­2015 
 
Table 4.3 summarizes the dataset for the third test,  time interval is 2014­2015. Explanation of the table 4.3; observation show the number of 
days observed. Mean, standard deviation, and minimum and maximum values are in index prices, except volume which is the trading 
volume in SEK per observed day. 
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Table 4.4 Test results for the period 2015­2016 
 
Table 4.4 displays the results of the AR(9) in the time period 2015­04­15 to 2016­04­15 
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Table 4.5 Test results for the period 2014­2016 
 
Table 4.5 displays the results of AR(9) in the time period 2014­04­15 to 2016­04­15 
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 Table 4.6 Test results for the period 2014­2015 
 
Table 4.6 displays the results of AR(9) in the time period 2014­06­27 to 2015­04­15 
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