Abstract: This paper proposes a sparsity enforcing based face detection with three kinds of classifiers. The feature extraction is done on the basis of rectangular feature from the integral image of the face. Sparsity enforcing method is applied for the dimension reduction on rectangular features from the generated Integral image. The performance of the classifier such as Support Vector Machines, Bayesian and AdaBoost are analyzed with the proper testing procedure. The analysis is also made, how the classifier performs according to the training sample size. Experimental results on three widely used face databases are presented to demonstrate the efficiency of the proposed approach.
INTRODUCTION
The rapidly expanding research in face processing is based on the premise that information about a user's identity, state, and intent can be extracted from images, and that computers can then react accordingly. In the last five years, face and facial expression recognition have attracted much attention though they have been studied for more than 20 years by psychophysicists, neuroscientists, and engineers.
Facial expression, occlusion, and lighting conditions also change the overall appearance of faces. The goal of facial feature detection is to detect the presence and location of features, such as eyes, nose, nostrils, eyebrow, mouth, lips, ears, etc., with the assumption that there is only one face in an image. It is worth mentioning that many papers use the term "face detection," but the methods and the experimental results only show that a single face is localized in an input image.
While numerous methods have been proposed to detect faces in a single image of intensity or color images, many were unaware of any surveys on this particular topic. [8] discuss that in general Face recognition techniques can be broadly divided into three categories based on the face data acquisition methodology: methods that operate on intensity images; those that deal with video sequences; and those that require other sensory data such as 3D information or infra-red and verification system in [2] . In [3] 
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Figure. 
Integral Image
Using the integral image any rectangular sum can be computed in four array references. Clearly the difference between two rectangular sums can be computed in eight references. Since the two-rectangle features defined above involve adjacent rectangular sums they can be computed in six array references, eight in the case of the three-rectangle features, and nine for four-rectangle features.
Rectangle features can be computed very rapidly using an intermediate representation for the image which is the integral image. The integral image at location x, y contains the sum of the pixels above and to the left of x, y, inclusive:
ii (x, y) =
where ii (x, y) is the integral image and i (x, y) is the original image . Using the following pair of recurrences:
ii (x, y) = ii (x − 1, y) + s(x, y)
(where s(x, y) is the cumulative row sum, s(x,−1) = 0, and ii (−1, y) = 0) the integral image can be computed in one pass over the original image.
Since the two-rectangle features defined above involve adjacent rectangular sums they can be computed in six array references, eight in the case of the three-rectangle features, and nine for four-rectangle features. The value of the integral image at location 1 is the sum of the pixels in rectangle A.
The value at location 2 is A + B, at location 3 is A + C, and at
The sum with in D can be computed as 4 + 1 − (2 + 3).
In the case of convolution, if the derivative operator is applied both to the image and the kernel the result must then be double integrated:
Convolution can be significantly accelerated if the derivatives of f and g are sparse (or can be made so). A similar insight is that an invertible linear operation can be applied to f if its inverse is applied to g:
Viewed in this framework computation of the rectangle sum 
Sparsity Feature Extraction
The number of features is much larger than the dimension of the training set, so that the system is hugely under-determined. Because of the redundancy of the feature set, the collinearities responsible for severe ill-conditioning is considered. Both difficulties call for some form of regularization and can be obviated by turning the problem. A Function is Sparse if most coefficients is zero.
The face detection procedure classifies images based on the value of simple features. There are many motivations for using features rather than the pixels directly. The most common reason is that features can act to encode ad-hoc domain knowledge that is difficult to learn using a finite quantity of training data. For this system there is also a second critical motivation for features: the feature-based system operates much faster than a pixel-based system. 
where T is a positive parameter regulating the balance between the data misfit and the penalty (the so-called regularization parameter).
In variable selection problems, this parameter also allows to vary the degree of sparsity (number of true zero weights) of the vector f. After problem (2) 
Hence, the parameter appears as a threshold value, under which a component is set to zero. The number of selected features (nonzero weights) is controlled by the threshold T.
When is different from the identity, there is no longer a closed-form expression for the minimizer (2) and several numerical strategies have been proposed in the literature to solve the corresponding and rather cumbersome nonlinear optimization problem. In this paper a simple iterative strategy, namely the following scheme is adopted (4) with an arbitrary initial vector .
In the absence of soft-thresholding (or equivalently for T=0), this scheme is sometimes referred to as the Landweber iteration and converges to the generalized solution (minimum-norm least-squares solution) of (1).
Algorithm Specialization: It starts by considering the problem in the form (1) where A is the n by p matrix of the processed image data, the entry A ij representing the j th rectangle feature obtained from the image labeled by i. The data matrix is manipulated in order to center the features values around their median and then normalized by dividing its entries by a number slightly larger than its largest eigen value (this is done in order to guarantee convergence of the iterative scheme).
Since working in a binary classification setting this paper associate to each image a label . Each entry of the unknown vector f is associated to one feature.
Performing feature selection is equivalent to looking for a sparse solution of (1) features. The subset size should be big enough to be descriptive, but small enough to produce an easy-to-handle matrix.
The Feature Selection Procedure
Step 1: Find the face features for each image in the gallery.
Step 2: Label each image (feature set) with proper class label.
Step 3: For each image feature set, find the median value which is normalized by the iterative approach.
Step 4: Find highest eigen values from the feature set as lambdamax.
Step 5: Normalize the feature set as well as class label with lambdamax.
Step 6: Apply threshold landweber for the finalized feature to represent face or non face using iterative threshold mode with the help of f=f+A'(g-a*f).
Step 6.1: Check if feature >= threshold if so assign feature=feature-threshold*sign(feature) otherwise set the the feature as null.
In Feature Storing process, the trained features are stored. 
Face Detection Using Bayesian Classifier
Consider each data instance to be an n-dimensional vector of attribute values: X = (x1, x2, x3, . . . , xn)
In a Bayesian classifier which assigns each data instance to one of m classes C1,C2, . . . ,Cm, a data instance X is assigned to the class for which it has the highest posterior probability conditioned on X, i.e. the class which is most probable given the prior probabilities of the classes and the data X . That is to say, X is assigned to class Ci if and only if
For the data, m = 2, since there are two classes.Bayes
Theorem says,
Since P(X) is a normalizing factor which is equal for all classes, only maximise the numerator P(X|Ci)P(Ci) in order to do the classification. Both the values can be estimated.
P(X|Ci) and P(Ci)
are needed from the data, for building the classifier. AB close to sequential decision making (it produces a sequence of gradually more complex classifiers).
AdaBoost is an algorithm for constructing a "strong" classifier as linear combination of "simple" "weak" classifiers
Terminology
ht(x) is "weak" or basis classifier, hypothesis, "feature"
The ht(x) can be thought of as features.Often (typically) the set H = {h(x)} is infinite. 
Analysis on Detection Rate
From the below result, the approach of sparsity enforcing rectangular feature extraction on the basis of Bayesian classifier performs well than up to 4.424%.
Bayesian classifier performs well on low and high resolution images. The performance also depends on the size of feature vector for training the detection rate which increases along the sample size and the error rate analysis is also properly maintained according to the sample size.
The performance of the Face detection using Sparsity-Enforcing Method for Learning Face Features is estimated with three modes of classifiers. 
CONCLUSION
In this paper, the process of face detection using 
