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Abstract
Voltage-gated potassium channels are membrane proteins that regulate the flow of K+ ions across
the cell membrane. These channels respond to changes in electrostatic potential across the cell
membrane, and allow passage of K+ ions through their conduction pore. In excitable cells, an
interplay of voltage-gated K+, Na+, and Ca2+ channels results in generation of electrical signals,
known as action potential, that are propagated along the cell membrane. The crystal structure
of Kv1.2, a voltage-gated potassium channel from rat brain, provided the first atomic-resolution
structure of a voltage-gated potassium channel, in which the ion conduction gate is open. The
studies presented in this dissertation use molecular dynamics simulations to investigate the ion
permeation, as well as the gating mechanism of voltage-gated potassium channels. The atomic-
resolution structures of Kv1.2 in the active and resting state conformations are refined in an explicit
representation of the membrane environment. The gating charge of the Kv1.2 channel was calculated
from all-atom molecular dynamics simulation. The residue-based decomposition of the gating charge
revealed that the initial model of the closed state of Kv1.2 represents an intermediate conformation
of the channel that precedes the resting state conformation. Electrostatic calculations revealed a
highly-focused electric field within the protein, inside membrane. The calculations showed how a
rather small movement of gating residues within this highly focused field is sufficient to provide
enough energy to open and close the ion conduction pore. In addition, permeation of K+ ions
through potassium channels was investigated. The simulations provided the first trajectories of ion
conduction through the selectivity filter of potassium channels, confirming the notion of “knock-on“
mechanism suggested more than 50 years ago by Hodgkin and Katz. The simulations revealed the
sequence of multi-ion configurations involved in permeation and the jump of ions between previously
identified binding sites.
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Chapter 1
Ion channels and cell signaling
1.1 Ion channels
Membrane channels control the influx and out-flux of material across cellular membranes. These
channels allow passive conduction of ions or small molecules across the lipid membrane by providing a
selective pathway for the permeating molecule within the hydrophobic environment of the membrane.
Channel proteins respond to environmental factors, such as changes of the intracellular pH, ionic
concentration, or membrane voltage, by opening or closing their conduction pore [1].
Voltage-gated cation channels are responsible for generation and propagation of electrical sig-
nals in excitable cells. In response to changes in the electrical potential of the cell membrane,
these channels open and allow passive conduction of their namesake ion through the cell membrane.
Voltage-gated potassium channels (Kv channels) are highly selective for K+ ions, and allow perme-
ation of K+ ions across the membrane at a rate approaching the diffusion limit (108 ions/s) [1]. In
humans, malfunction of these channels can result in neurological or cardiovascular diseases such as
long QT syndrome (a kind of cardiac arrhythmia) or episodic ataxia [2]. The important function of
these channels make them good targets for synthetic drugs.
1.2 Dynamical properties of excitable membranes
(Hodgkin-Huxley model)
Nearly 70 years ago, Hodgkin and Huxley recorded the first intracellular action potential in the
giant axon of the squid [3] (see Fig. 1.1). Their results were used by Hodgkin and Katz to explain
the overshooting of action potential as a result of selective increase in Na+ permeability across
a neuronal cell membrane [4]. This refuted the Bernstein hypothesis, the dominant explanation
for cellular excitability at the time, which states that during the action potential a momentary
breakdown of the cell membrane results in a non-selective increase of ion permeability. According
1
(A) (B)
Figure 1.1: Action potential in the giant axon of the squid. (A) The first recording of an intracellular
action potential from the giant axon of squid. (B) Separation of ionic conductivities underlying the
action potential in the Hodgkin-Huxley model. Figure taken from [5]
to this view the action potential could not exceed the resting potential of the cell membrane.
Hodgkin, Huxley, and Katz then developed a voltage-clamp circuit, which enabled them to
measure the ionic currents from the giant axon of the squid [6]. Their measurements showed that
the net current could be separated into two distinct components, a rapid inward current of Na+
ions, which is followed by a more slowly activating outward current of K+ ions. A snapshot of their
first measurement of action potential is shown is Fig. 1.1. From their voltage-clamp experiments,
Hodgkin and Huxley concluded that the conductivity of Na+ and K+ ions, gNa and gK , changes
independently from each other and is a function of membrane potential and time [7–10].
The conductivities characterize the current-voltage relationship,
INa = gNa(V − ENa), IK = gK(V − EK) (1.1)
where V is the cross-membrane potential, and ENa and EK are the so-called Nernst equilibrium
potentials for the two ions. To explain their experimental data, Hodgkin and Huxley suggested
a model that could account for the voltage- and time-dependence of the conductivities, gNa and
gK . In this model, known as the “gate model“, macroscopic currents measured in voltage-clamp
experiments are described as the collective effect of many individual ion channels. These channels
are either open (gion 6= 0) or closed (gion = 0). The open probability of a specific channel is regulated
by distribution of one or more “charged particles“ within the membrane. Movement of these charged
particles across the membrane and its energetics in the presence of a membrane voltage determine
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the open probability of the channel.
In the “gate model“, the conductivity of Na+ and K+ ions is expressed as a maximum conductiv-
ity, gNa, gK , multiplied by coefficients that represent the fraction of maximum conductance reached
at any given time following a step depolarization in the membrane. To fit the experimental data,
Hodgkin and Huxley assumed four (homogeneous or inhomogeneous) independent gate particles in
the case of each channel, and expressed the conductivities as:
gNa = gNam3h, gK = gKn4, (1.2)
where m, n, and h are activation and inactivation probabilities of the gate particles. Without
any structural information on the ionic pores (channels), the equations governing time and voltage
dependence ofm, n, and h, were obtained from traces of ionic currents obtained at several membrane
voltages.
The mathematical model of Hodgkin and Huxley [10] accurately predicted the waveform of the
action potential, and reproduced many of its physiological properties such as its sharp threshold,
refractory period, and sub-threshold oscillation. This model linked the macroscopic current of the
nerve cells to the microscopic description of ion channels. However, the molecular basis of the
channel dynamics was not known and the gate particles were yet to be identified.
The work of Hodgkin and Huxeley was followed by a series of experiments that shed more light on
ion channels. Armstrong and Bezanilla verified the prediction of the gating charge movement [11],
and Hille and others confirmed that Na+ and K+ channels were in fact separate molecular enti-
ties [12]. The largest recent breakthrough was the crystallization of potassium channels [13, 14]
which allowed visualization of these channels at an atomic resolution.
1.3 Voltage-gated potassium (Kv) channels
Voltage-gated potassium (Kv) channels are homotetramers, where each monomer is composed of
six transmembrane segments, called S1-S6. The ion conduction pore is located in the middle of
the tetrameric structure and is made of two transmembrane helices (S5 and S6) from each subunit.
Four voltage-sensor domains (VSD) consisting of S1-S4 segments of each subunit, are located inside
the membrane surrounding the ion conduction pore. Figs. 1.2 (A-B) show the architecture of Kv
channels in the membrane.
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Figure 1.2: The architecture of a voltage-gated potassium (Kv) channel. (A) Topology of a Kv
channel subunit. Each transmembrane helix (S1-S6) is shown as a cylinder. Voltage-sensor domain
helices (S1-S4) are highlighted in a box. S5-S6 helices form the ion conduction pore. (B) Atomic
structure of Kv1.2 in a patch of DPPC lipid membrane. The atomic coordinates are shown via
a cutting plane in the middle of the tetrameric structure. The ion conduction pore is located in
the middle of the tetrameric structure surrounded by four voltage-sensor domains (only two shown
here). A single voltage-sensor domain is highlighted in a box.
4
Figure 1.3: Sequence alignment of the S4 segment in four representative members of the Kv channel
family. Residues responsible for the gating charge, and other notable positively charged residues of
S4 are highlighted in bold font. Figure aken from [19]
The structure of ion conduction pore is highly conserved among K+ channels, regardless of their
gating mechanism. The crystallographic structure of KcsA, a bacterial K+ channel regulated by
intracellular pH [15, 16], provided the first view of the ion conduction pore in K+-selective ion
channels [13, 17]. The conduction pathway runs parallel to the symmetry axis of the channel. A
stretch of five amino acids (TVGYG), highly conserved in K+ channels, lines the narrowest part of
the conduction pore and forms the selectivity filter of the channel. The selectivity filter constricts
the conduction pore, and provides four binding sites for K+ ions. The ions in the binding sites
are coordinated mainly by carbonyl oxygens from the protein backbone. Highly-tuned electrostatic
interactions between the protein and permeating ions in the filter result in a highly selective and
highly conductive channel for K+ ions. Potassium ions travel through the channel at a rate close to
their diffusion rate in bulk water. At the same time, the selectivity of the channel for K+ over all
other cations is preserved through proper coordination of the ions in the binding sites [18].
The crystallographic structure of Kv1.2, a voltage-gated potassium channel from rat brain, has
provided the first partial view of a Kv channel in its native open conformation [14]. The ion
conduction pore is surrounded by four voltage-sensing domains (VSD), consisting of highly charged
S1-S4 transmembrane segments. The S4 segment contains four highly conserved arginines, known
as gating arginines, that are positioned uniformly at every third position on this helical segment (see
Fig. 1.3). Upon changes in transmembrane potential, these residues move within the membrane field
and drive conformational changes of the VSD, which in turn are transferred to the conduction gate,
a hydrophobic gate near the intracellular end of the conduction path which occludes permeation of
K+ ions upon closing of the channel.
Movement of charged residues within the transmembrane field results in the transfer of an electric
charge across the membrane, that can be measured as a small capacitive current, known as “gating
current“, that precedes opening of the channel [11]. The total charge that is transferred across the
membrane via gating currents associated with a single channel is about 12-14 e0 in the case of the
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Shaker potassium channel [20–22], a well-studied Kv channel which has a high sequence similarity
to Kv1.2.
Conformational changes in the VSD have been detected in several voltage-gated potassium chan-
nels, using a variety of experimental techniques including site-specific accessibility studies [23, 24],
tethered measurements of electrostatic potential [25], fluorometric techniques employing environ-
ment sensitive dyes, and distance measurements using FRET [26–28]. The magnitude of the pre-
dicted motion for the gating arginines on the S4 segment varies between 2-20 A˚ in these experiments.
These seemingly inconsistent experiments gave rise to three main models of voltage-gating, namely
the paddle model [24, 29], the helical screw model and its variants [30–32], and the transporter
model [28]. In the absence of atomic-resolution structures of the closed state of the channel, these
measurements and their predictions lie within the limits of each experimental techniques. In a recent
paper, Pathak et al. [33] have generated complete atomic models of Kv1.2 in the open and closed
state conformations using the structure prediction program Rosetta [34], and the crystallographic
structure of Kv1.2 [14] as a template. The models are broadly consistent with a wide range of
experimental observations and provide a starting point for further investigation of voltage-gated
potassium channels.
1.4 Thesis outline
The main objective of this dissertation is to understand the molecular basis of ion conduction and
gating mechanism in potassium channels. To this effect, molecular dynamics (MD) simulations
are employed to study the dynamics of K+ conduction through Kv1.2, a mammalian voltage-gated
potassium channel (Chapter 3). The molecular basis of electromechanical coupling in voltage-gated
potassium channels is investigated through calculation of gating charges from molecular dynamics
trajectories (Chapter 4). These calculations guided the refinement of atomic structure of Kv1.2 in
the closed state conformation using steered molecular dynamics (SMD) simulations.
Appendix A presents a methodological study, in which two independent methods of the free en-
ergy calculation are compared. The free energy of folding a peptide (deca-alanine) is calculated from
hundreds of non-equlibrium unfolding trajectories, using the Jarzynski identity [35], and compared
with the free energy profiles obtained via umbrella sampling using equilibrium MD trajectories [36].
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Chapter 2
Methods
In this chapter, we briefly review the theoretical background and the computational method em-
ployed for the gating charge calculations employed in Chapter 4.
2.1 Electromechanical coupling in voltage-gated ion channel
Recordings of single channel ionic currents show that ion channels switch instantaneously (∼ <10 µs)
between open and closed states conformation [37] (see Fig. 2.1). In voltage-gated ion channels, the
probability of the channel being open is a function of transmembrane potential [37]. Charged
amino acids of the protein, positioned inside the membrane, move within the transmembrane field
as the channel transitions between the open and closed states conformations, and hence, shift the
equilibrium between the two protein states.
Figure 2.1: Single channel currents for KcsA. Representative currents of the bacterial potassium
channel, KcsA, recorded in patch-clamp experiments. The channel transitions between the open
(O) and closed (C) state conformations in less than 10 µs. Data from [38].
In the case of a channel with two states, open (o) and closed (c), the normalized voltage-
dependent open probaility can be written as:
Po(V ) = e−βGo(V )/(e−βGo(V ) + e−βGc(V )) (2.1)
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where Gα(V) represents the total free energy of state α, α being open (O) or closed (C), as a
function of membrane voltage V, and β is the Boltzmann factor. In a membrane-protein system
simulated with periodic boundary condition, the total free energy of the system in state α can be
written as [39]:
e−βGα(V ) ∝
∫
α
dXe−β(U(X)+Q(X)V ) (2.2)
where U is the potential energy of the system, and Q is the displacement charge. The subscript α
indicates that the integral is limited to configurations of the system in which the channel is at state
α.
If we define the excess free energy of a protein state α as:
e−β∆Gα(V ) =
(∫
α
dXe−β(U+QV )∫
α
dXe−βU
)
(2.3)
the free energy difference between the two protein states, o and c, at a transmembrane voltage V is:
Go(V )−Gc(V ) = Go(0)−Gc(0) + V∆Q (2.4)
where ∆Q is the gating charge for the two-state system:
∆Q =
1
V
[∆Go(V )−∆Gc(V )]. (2.5)
Therefore, the ratio of probabilities of occupancy of the open and closed states is a function of
membrane voltage, V , and can be expressed as [37, 39]:
Po(V )/Pc(V ) = e−β(Go(0)−Gc(0)+V∆Q). (2.6)
The magnitude of the gating charge, ∆Q, represents the strength of coupling between the channel
and transmembrane potentail. Under physiological conditions, the resting potential of the cell
membrane is ∼50 mV (equivalent to 2kT/e0). The very largest excursion due to an action potential
in excitable cells is about 150 mV. Such a small change in the membrane potential is detected by
voltage-gated ion channels. The high sensitivity of these channels is due to the strong coupling
between their conformation and the transmembrane potential, represented by the magnitude of the
gating charge ∆Q. In the case of Shaker potassium channel, a gating charge of ∼10 e0 results in a 2.3
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kcal/mol free energy change induced by a 10 mV change in the membrane potential (see Fig. 2.2). At
physiological temperatures, a change of 2.3 kcal/mol in the free energy results in a 50-fold increase
in the open probabilty of the channel.
Figure 2.2: Schematic representation of the gating charge movement in voltage-gated ion channels.
Conformational changes of the channel move a charge of 10 e0 from the intracellular side of the
protein to the extracellular side. This movement changes the free energy difference between the
two states of the protein, and this free energy difference is a function of transmembrane potential.
(Figure taken from [37].)
2.1.1 Calculation of the gating charge from MD simulations
The excess free energy of each protein state, ∆Gα(V ), is the key quantity coupling membrane
potential to the protein conformation. Following Eq. 2.3, the excess free energy of a protein state α
can be written as [39]:
∆Gα(V ) =
∫ V
0
dV ′ < Q >(α,V ′), (2.7)
where < Q >(α,V ′) is the average displacement charge of the membrane-protein system in the
presence of a voltage bias, V ′, when the protein is in state α.
The average displacement charge < Q >(α,V ′) can be expresses as:
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< Q >(α,V ′)≈ CV ′+ < Q >(α,0) (2.8)
where C is the capcitance of the protein-embedded membrane patch [11, 39]. The displacement
charge is detected in voltage-clamp experiments as transient currents passing through an external
circuit that connects the solvent on the two sides of the membrane [11, 40]. In molecular dynam-
ics (MD) simulations, the average displacement charge can be extracted from trajectories of the
membrane-protein system, when simulated under a voltage bias [39]. The displacement charge, Q,
is represented as
Q =
∑
i
qizi/L, (2.9)
where qi is the charge and zi is the coordinate of atom i normal to the plane of membrane, and the
sum runs over all partially charged atoms in the system. L is the length of the unit cell (normal to
the membrane), when periodic boundary conditions are used. The ensemble avraged displacement
charge, < Q >, is approximated by the time-averaged values of Q over the trajectories, assuming
that the simulations are long enough.
Writing the excess free energy ∆Gα(V ) in terms of the displacement charge,
∆Gα(V ) =
1
2
CV 2 + V < Q >(a,0) (2.10)
allows for the caculation of ∆Q as follows:
∆Q =< Q >(o,0) − < Q >(c,0) . (2.11)
The above relation can be used to calculate the gating charge from MD simulations. The membrane-
protein system at any of the two conformations, O and C, must be simulated at the same membrane
potential, V . By simulating the open and closed conformations at the same voltage, the capacitative
charge of the membrane, CV , can be eliminated according to Eq. 2.8, and
∆Q =< Q >(0,V ) − < Q >(c,V ) . (2.12)
It should be noted, that the above relationship is only valid for small membrane potentials,
where the capacitance charge of the membrane is a linear function of the applied voltage bias (linear
response consideration), and its dependence on the protein conformation is neglibible [40]. The
10
above formulation for the gating charge calculation was developed by [39] to mirror the experimen-
tal measurements of the gating charge in patch-clamp experiments performed more than 30 years
ago [11, 37, 40].
2.1.2 Residue-based decomposition of the gating charge
The total gating charge, ∆Q, arises from displcement of individual charged residues of the protein
within the trans-membrane electrostatic field. The individual contribution of a given residue carrying
a charge of qi to the gating charge can be calculated as [37]:
δQi ≈ ∂
∂qi
∆Q (2.13)
=
∂
∂qi
(
1
V
[∆Go(V )−∆Gc(V )]). (2.14)
The approximation in Eq. 2.14 is derived with the assumption that the dipole moment of the channel
can be expressed in terms of the movement of its atomic charges, and the membrane capacitance is
independent of the protein conformation. The higher order partial derivatives of ∆Q with respect
to qi represent the polarization of electron orbitals in the protein atoms, and its contribution to the
gating charge is shown to be neglibible in potassium channels [37]. The total gating charge is then
expressed as [39]:
∆Q ≈
∑
qi
qiδQi. (2.15)
Starting from Eq. 2.3, it can be shown that [39]:
∂
∂qi
∆Gα(V ) =< φqi >α,V − < φqi >α,0 (2.16)
where
< φqi >=<
∂
∂qi
(U +QV ) > (2.17)
is the ensemble-averaged electrostatic potential at the position of the charge qi. In a membrane-
protein system simulated with an applied voltage bias, the electrostatic potential felt by each charged
residue, qi, comprises an intrinsic contribution from atomic charges within the system, and a con-
tribution reflecting the coupling of charge qi to the applied membrane voltage, V . Equation 2.16
represents the coupling of the charge qi to the transmembrane potential. At small transmembrane
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potentials, Eq. 2.16 can be approximated as:
< φqi >α,V − < φqi >α,0≈ V Φqi,α. (2.18)
where Φqi represents the fraction of transmembrane potential at the position of the charge qi. The
total gating charge ∆Q is then expressed as [39]:
∆Q =
∑
qi
qiδQi (2.19)
≈
∑
qi
qi(Φqi,o − Φqi,c) (2.20)
The sum runs over all charged residues of the protein, and δQi represents the contribution of residue
i with a charge of qi to the gating charge.
The everage electrostatic potential at the position of charged residues, < φqi > can be calculated
from molecular dynamics (MD) trajectories. The free energy of charging each residue side chains,
with the charge qi, represents the total electrostatic free energy associated with this residue, from
which φ is extracted as follows:
Gα(qi;V )−Gα(0;V ) = qi < φqi >α,V . (2.21)
The fraction of transmembrane potentia, Φα,V , at the position of qi, is then calculated from free
energy calculations carried out at two different membrane potentials (e.g. at potential V and 0), for
each protein conformation. The contribution of each residue side chain to the gating charge, δQi, is
then obtained by combining equations 2.21, 2.18, and 2.20 as follows:
δQi =
[Go(qi;V )−Go(0; 0))− (Go(qi; 0)−Go(0; 0)]− [Gc(qi;V )−Gc(0;V ))− (Gc(qi; 0)−Gc(0; 0)]
qiV
.
(2.22)
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Chapter 3
Dynamics of K+ conduction
through Kv1.2 1
Potassium channels allow rapid (108 ions per second) and selective conduction of K+ ions across
the cell membrane. The ability of these channels to conduct K+ at a rate close to the diffusion rate
of ions in bulk water and its high selectivity is achieved by highly-tuned electrostatic interactions
between K+ ions and the protein backbone in the conduction pore. In this chapter, we present
molecular dynamics studies of Kv1.2, in which the conduction of K+ ions through the selectivity
filter of Kv1.2 has been simulated for the first time.
3.1 Ion conduction mechanism
The crystallographic structures of KcsA [13, 17], KvAP, and Kv1.2 [14, 41] have revealed the basic
architecture of the ion conduction pore in K+-selective channels. A snapshot of the pore domain
of Kv1.2 is shown in Fig. 3.1(A). The conduction pathway is located in the middle of a tetrameric
structure and runs normal to the plane of membrane. Four identical segments of highly conserved
sequence of amino acids, TVGYG, comprise the selectivity filter of the channel and provide four
binding sites for K+ ions. K+ ions in each of these four binding sites are surrounded by two layers of
oxygen atoms, each layer consisting of four oxygen atoms provided by the backbone carbonyl groups
of the selectivity filter or the side chains of threonine residues. Under physiological conditions, the
selectivity filter is occupied by two or three dehydrated K+ ions. A detailed view of the selectivity
filter is shown in Fig. 3.1(B).
The unusual structure of the selectivity filter, in which the carbonyl group of all its five residues
face the conduction pore is absolutely cruicial for the selectivity of the channel. The x-ray structures
of NaK [42, 43], a non-selective cation channel, show how mutation of a single residue in the filter
abolishes the selectivity of the channel. A comparison of the amino acid sequence of the selectivity
1Material in this chapter is reproduced in part with permission from Fatemeh Khalili-Araghi, Emad Tajkhorshid,
and Klaus Schulten, “Dynamics of K+ ion conduction through Kv1.2 potassium channel,” Biophysical Journal,
91:L72-74 (2006).
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filter among different K+ channels is shown in Fig. 3.2). The channel shows overal structural
similarities with KcsA and other K+-selective channels, but has been shown to conduct most of
the alkali ions, as well as Ca2+ [43, 44]. The lack of selectivity in this channel arises mainly from
the disruption of one of the four binding sites in the filter. Further MD simulations of the channel
revealed that distorsion of the most K+-selecitve binding site in this channel alters the ion permeation
dyanmics, and thus, results in a channel permeable to K+, Na+, or Ca2+ ions [18, 45].
Figure 3.1: Ion conduction pore of Kv1.2. (A) Pore domain of Kv1.2 (residues 324–421) embedded
in a hydrated POPE lipid bilayer. Two of the four subunits of the protein are shown in cartoon
representation, with three K+ ions in the selectivity filter. Water molecules are shown in transparent
blue surface representation. Lipid molecules are represented by lines with the oxygen, nitrogen and
phosphorus atoms of the lipid head groups in vdW representation. Some lipid molecules are omitted
to provide a better view of the protein. (B) Detailed view of the selectivity filter, in which three of
the five binding sites are occupied by K+ ions.
Based on the crystallopgraphic structure of KcsA [17], a bacterial potassium channel, in the
closed state, and modeling [46] a conduction mechanism for K+ ions through the selectivity filter
has been proposed. The proposed mechanism is reminiscent of the “knock-on“ mechanism suggested
more than 50 years ago by Hodgkin and Keynes [47]. A schematic representation of the “knock-
on“ mechanism is shown in Fig. 3.3. The proposed mechanism involves concerted transition of
K+ ions in the selectivity filter between two equally occupied two-ion states, in which the K+ ions
are located at sites 1 and 3, separated by a water molecule at site 2 (denoted here as the [1, 3]
state), or alternatively K+ ions occupy sites 2 and 4 with a water molecule at site 3 ([2, 4] state).
The conduction mechanism also includes three-ion states as intermediates, e.g., state [0, 2, 4],
which involves an extra binding site for K+ ions labeled 0, which was observed in higher resolution
diffraction. The simulated system in state [0, 2, 4] is shown in Fig. 3.1A.
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Figure 3.2: Sequence alignment of NaK with K+ and CNG channels. Semi-conserved seqeunce and
the selectivity filter region are colored cyan and red respectively. The list of sequences includes: NaK
channels from Bacillus cereus and Bacillus anthracis; K+ channels - MthK from Methanobacterium
thermoautotrophicum, KcsA from Strptomyces lividans and Shaker from Drosophilla melanogaster;
CNG channels - olfactory from Rattus novegicus and Cone photoreceptor alpha subunit from Bos
Taurus. (Taken from [42]).
The availability of the 2.9 A˚ resolution crystal structure of Kv1.2 [14], a voltage-gated potassium
channel, in the open state made it possible to carry out molecular dynamics (MD) simulations of
K+ permeation through the channel driven by a voltage bias, without a priori assumptions on the
conduction mechanism. Here we report the first such simulation that tests the existing notion of
K+ conduction [46, 48]. These simulations were later followed by [49], in which they have extended
the simulations to cover µ-second timescales. The results of [49] corroborates our results showing
that the shorter simulations reported here are in fact able to describe the permeation mechanism of
K+ channels. It should be noted that the natural timescale of ion permeation in this case is ∼10 ns.
The pore domain of Kv1.2 is simulated in an explicit lipid bilayer environment using all-atom
molecular dynamics (MD) simulations. The equilibrium simulations showed that the pore domain
is stable in the absence of the voltage-sensor domains. To simulate the permeation of K+ or Na+
ions through the channel, a constant electric field corresponding to a voltage bias of 1 V across the
membrane is applied to the entire system. The intracellular solution is kept at 1 V and the extra-
cellular solution is grounded. The trajectories obtained in these simulations show that selectivity
filter is always occupied with two or three K+ ions and passage of K+ ions through the filter occurs
via concerted fashion of the K+ ions in the filter.
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(A) (C)(B)
Figure 3.3: Schematic representation of the “knock-on“ mechanism in K+ channels. (A-C) represent
the ion hopping steps through the selectivity filter during K+ permeation.The selectivity filter is
occupied by multiple (in this case two) K+ ions. As a third ion, marked with a star, approaches the
filter from the intracellular solution, the two ions in the filter move in a concerted way toward the
extracellular side. Entrance of the third ion coincides with the exit of an ion to the extracellular
solution. This ion hopping mechanism results in the transfer of one K+ ion through the selectivity
filter.
3.2 Results
The resuls presented here are based on the simulations of Kv1.2. The system preparation and
simulation setup are described in section 3.4. Following the equilibration simulation (Sim0), ion
permeation through the conduction pore is driven by applying a voltage bias across the lipid mem-
brane. Details of ion permeation in the three subsequent trajectories (Sim1-Sim5) are described
below.
The equilibrium simulation (Sim0) assumed three K+ ions at sites “ext“, 2, and 4, with two
water molecules located at sites 1 and 3, corresponding to state [ext, 2, 4]. During the first 200 ps
of the simulation, the external ion becomes partially dehydrated and entered site 0. The ions in the
selectivity filter remained in state [0, 2, 4] for the rest of Sim0, as shown in Fig. 3.1A. The RMSD
(root mean square deviation) of the protein backbone from the crystal structure does not exceed
2A˚, which is typical for simulations of membrane proteins, indicating stability of the transmembrane
domain of Kv1.2 with the voltage-sensors eliminated.
The K+ trajectories of three simulations with voltage bias, Sim1, Sim2, and Sim3, are depicted
in Fig. 3.4. The three-ion state, [0, 2, 4], although stable in a 10 ns equilibrium simulation, has now
a shorter lifetime in the presence of a hyperpolarizing voltage bias. During Sim1 this state quickly,
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i.e., within 700 ps, changes to a two-ion state, [2, 4], by dissociation of the outermost ion from site
0. The [2, 4] state is stable until a third K+ approaches the filter from the central cavity. The
third ion pushes the two K+ ions in the filter to the [1, 3] state. The concerted transition of ions
is followed by entrance of a water molecule and a K+ to occupy sites 3 and 4, respectively, thereby
translocaing the two K+ ions in the filter to sites 0 and 2, resulting in the [0, 2, 4] state. Snapshots
of Sim1 are shown in Fig. 3.5.
In Sim2, state [0, 2, 4] is maintained for about 2 ns. As the central cavity ion approaches the
filter, the two K+ ions at sites 2 and 4 are pushed to the [1, 3] state. During this transition, for
brief periods of time (400 ps), the K+ ions are located at adjacent sites 2 and 3. This transition
state is also observed in Sim1, however, only transiently for less than 50 ps. The water molecule
located between two K+ ions, originally at site 3, is pushed away from the conduction pathway and
eventually exits the selectivity filter. Entrance of a water molecule and K+ at sites 3 and 4 results
in the K+ ions to occupy state [1, 2, 4]. The K+ ion at site 1 fluctuates between sites 1 and 0, until
eventually it exits the filter on the extracellular side.
In Sim3, starting from state [2, 4], a transition to state [1, 3] is observed within the first 3 ns.
State [1, 3] is followed by a quick transition, after 150 ps, to a state in which a water molecule
and K+ enter the filter from the central cavity, pushing the outermost K+ ion to site 0. This K+
becomes hydrated and exits the channel on the extracellular side. Upon exit of the K+ ion from site
0, the selectivity filter is occupied by two K+ ions separated by a water molecule. Different from
Sim1 and Sim2, in Sim3, no sharp transition between states [1, 3] ands [0, 2, 4] is observed. One
K+ is located at site 4, however, the second K+ is positioned halfway between sites 3 and 2. Four
carbonyl groups of Val376, located between sites 3 and 2, coordinate the K+ ion in this position.
The two ion states [2, 4] and [1, 3] had been shown in [48] to have similar stability. The potential
of mean force obtained from free energy perturbation [50] and umbrella sampling MD simulations [51]
suggest a low energy barrier of 2-5 kcal/mol between these states at equilibrium which for a positive
bias is shifted to favor the [1, 3] state [46]. However, in our simulations, the [2, 4] to [1, 3] transition
is initiated only when a third K+ in the central cavity approaches the selectivity filter, suggesting a
lower energy for the [2, 4] state. This ion spends extensive periods of time around the C-terminus
of one of the four re-entrant pore-helices, located behind the selectivity filter. K+ in this position
is coordinated by 3-4 water molecules as well as the side chain oxygen atom of Thr374 and the
backbone oxygen atom of Thr373 of the pore-helices.
For brief periods of time, during the [2, 4] to [1, 3] transition, in Sim1 and Sim2 two K+ ions
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Figure 3.4: Trajectories of K+ ions, projected onto the symmtery axis of the channel. The position
of five binding sites, 0-4, defined as the geometric center of two adjacent oxygen rings (from residues
374 to 378) lining the selectivity filter, are shown as thin black lines. Results are shown for three
simulations with an applied voltage bias of 1 V. For simulation Sim1, we indicate throug arrows the
moments when snapshots, shown in Fig. 3.5, were taken.
were located at two adjacent sites, 3 and 2 (see Fig. 3.5). During the transition, the carbonyl group
of Val376, between sites 2 and 3, in one of the subunits becomes significantly reoriented, moving its
backbone carbonyl away from the filter. Although the backbone dihedral angles of the selectivity
filter residues were constrained in our simulations, because of the choice of weak constraints such
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Figure 3.5: Snapshots of the selectivity filter of Kv1.2 from Sim1. K+ ions and water molecules
inside the selectivity filter are shown. For clarity, only two of the four protein subunits are presented.
Five binding sites are labelled according to the crystallographic structure; the snapshots are labeled
by the ion states corresponding to the binding occupancies shown.
flipping events are not prohibited. These transient states could be due to the large voltage bias (1
V), but could also arise from the flexibility of the selectivity filter, manifested by glycine residues at
every other position in the filter. The observed flexibility might be important for ion permeation,
and does not have to compromise ion selectivity [52].
Several three-ion states, in which K+ ions occupy two adjacent binding sites, arise in Sim1 and
Sim2. Indeed, state [0, 2, 3] arising transiently in Sim1 and Sim2, and state [1, 2, 4] arising in Sim2,
exhibit free energies comparable to that of state [1, 3] when a third K+ is present in the cavity [50].
Simultaneous occupation of adjacent sites by K+ ions has also been observed in Brownian Dynamics
simulation [46]. Permeation pathways including [0, 2, 3] and [1, 2, 4], although induced by the large
voltage bias used, most likely contribute to K+ permeation. At higher concentrations of K+, in
which the selectivity filter has a higher probability to be occupied by three instead of two K+ ions,
conduction pathways including states [0, 2, 3] and [1, 2, 4] should allow new permeation mechanisms
and increase permeation rates.
3.3 Concluding Discussion
Our simulated conduction is consistent with the “knock-on” mechanism put forward by Hodgkin and
Keyenes [47], and is in general agreement with crystallographic [17] and simulation results [46, 51].
In their seminal paper, Hodgkin and Keyns proposed that conduction of cations through the channel
occurs via a multi-ion mechanism, in which the conduction pathway is alwayes occupied by multiple
ions. Entrance of an ion from the intracellular side results in the exit of another ion from the other
side of the conduction pore. Such a mechanism is not specific to K+ channels, it has also been
proposed to exist in Cl− channels, as well [53].
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With the availability of the structure of an open potassium channel, the mechanism of ion per-
meation and selectivity can be revealed further through MD simulations. For a first demonstration,
the voltage bias applied was large and simulation times were short. Further studies conducted later
by [49] reduced the voltage bias to physiological values and extened the simulatiom times to sample
more permeation events. Their results confirmed the permeation mechanism observed in our sim-
ulations, and corraborated the presence of a pseudo bindig site near the intracellular mouth of the
selectivity filter. Jensen et al. [49] have reported a single binding site near the intracellular mouth
of the selectivity filter. However, careful examination of the trajectories presented in [54] show that
there are four binding site near the selectivity filter, for which the projection of their coordinate on
the z-axis (normal to the plane of membrane) overlaps with each other.
3.4 Methods
3.4.1 Simulation setup
The simulations are based on the crystal structure of Kv1.2 [14], a Kv channel in which the ion
conduction pore is captured in an open conformation. The coordinates of the pore domain, residues
312 to 421, are extracted from the crystallographic structure and placed into a pre-equilibrated
patch of POPE lipid bilayer solvated in a 0.2 M KCl solution. The simulation system is shown in
Fig. 3.1A.
The system has been equilibrated for 10 ns, following a multistage protocol. While the protein
was constrained to the intial conformation, the lipid tails were allowed to melt for 100 ps. Releasing
the protein side chains, the lipid and solvent molecules were equilibrated for another 400 ps, after
which the protein backbone was released and the system was equilibrated freely for 9.5 ns. The
equilibration simulation is then followed by a series of three simulations with an applied electric
field (voltage bias), for a total time of 25 ns. A K+ ion was placed near the intracellular mouth
of the protein, at the level of lipid-water interface, at the beginning of each of these simulations
to eliminate the need for K+ to diffuse to this site, a process that would unnecessarily extend the
simulation time. A voltage bias of 1 V across the lipid bilayer (with a length of 30 A˚) is applied
to the system to simulate the permeation of K+ ions at a hyperpolarized membrane potential. The
voltage bias was chosen so high to expedite ion conduction for better sampling, but this may be
altering the ion conduction mechanism, although no evidence for this emerged; protein and lipid
bilayer proved stable under the 1 V voltage bias during all simulations reported.
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In the simulations the backbone dihedral angles of residues 374 to 378 in the selectivity filter were
constrained to the values in the crystallographic structure. A harmonic constraint with a small force
constant of 1.5 kcal/mol.rad2, corresponding to a thermal root mean square deviation (rmsd) value
of 51 ◦, was used to prevent large spontaneous reorientation or “flipping“ of the carbonyl groups of
the selectivity filter. Such spontaneous flipping events are observed in unconstrained simulations of
the Kv1.2 pore domain, and had also been reported in the MD simulations of KcsA [55], Kir6.2 [56],
and KirBac1.1 [57]. The flip of the carbonyl groups (away from the conduction pathway), is shown
to affect the free energy profile of the K+ ions inside the filter [58], and is suggested to lock the
channel in a non-conductive, possible inactivated conformation.
3.4.2 Molecular Dynamics simulation
MD simulations were carried out using the program NAMD [59] and CHARMM27 forcefield for
proteins [60, 61], phospholipids [62, 63], and ions [64] with TIP3P water molecules [65]. The Lennard-
Jones parameters of K+ and Na+ ions are changed using the NBFIX parameters provided by Bneoit
Roux and Sergei Noskov [66]. These parameters will decrease the interaction between carbonyl
groups and the ion, allowing for better estimation of the permeation time scales according to the
simulation results. All simulations were carried out at constant temperature and constant pressure,
with a fixed cross sectional area for the system in the plane parallel to the membrane. Using
periodic boundary conditions, the long-range electrostatic forces are calculated using the particle
mesh Ewald (PME) technique [67] with a grid spacing of ∼1A˚ in each dimension. The simulations
employed time steps of 1 fs, 2 fs, and 4 fs for bonded, non-bonded, and electrostatic calculations.
Langevin dynamics with a weak friction coefficient was used to keep the temperature constant. The
pressure is maintained at 1 atm using a Langevin piston and the Nose´-Hoover method [68].
The potential bias was emulated by a constant electric field, applied as a constant force to every
atom carrying a full or partial charge within the unit cell, using a periodic boundary condition. The
applied electric field results in partial polarization of the molecules within the system. It has been
shown that such a polarization, while using periodic boundary condition, results in a voltage drop
across the low-dielectric medium of the lipid bilayer [39]. The solvent on each side of the membrane
is kept at a constant potential.
21
Chapter 4
Calculation of the gating charge
for Kv1.2 1
4.1 Introduction
Kv channels respond to changes in the transmembrane potential by altering their conformation to
allow the passage of K+ ions across the cell membrane. Upon depolarization of the membrane,
the VSD in each subunit undergoes a voltage-dependent transition from a resting to an active
conformation, which then leads to the opening of the intracellular gate of the ion conduction pore [69–
71].
The conformational changes associated with the activation of Kv channels result in the transfer
of an electric charge ∆Q across the membrane, that can be measured experimentally as a small
transient capacitive current [11, 72]. In the Shaker K+ channel, the “gating charge” corresponds
to the transfer of 12–14 elementary charge (e) across the transmembrane electric field [20, 21].
Correspondingly, a change V in the membrane potential shifts the relative free energy of the closed
and open conformations by V∆Q. The gating charge ∆Q is, thus, a key concept to explain how
channel activation is coupled to the membrane potential. Initially postulated by Hodgkin and Huxley
in 1952, the gating charge was first detected and measured more than 20 years later by Armstrong
and Bezanilla [11].
Structural information about the different conformational states of K+ channels is a prerequisite
to explain the mechanism of voltage-gating. Crystallographic studies have provided atomic resolu-
tion structures of KvAP [73], Kv1.2 [14], and a Kv1.2/Kv2.1 chimera [41] in their putative open
conformation. The VSD, where the voltage function sensing lies, is a small bundle of four antipar-
allel helices (S1-S4) packed in a counterclockwise fashion (seen from the extracellular side). Four
highly conserved arginine residues, located at every third position along the S4 segment, underlie
the dominant contributions to the total gating charge [21, 22]. Negatively charged amino acids on S2
1Material in this chapter is reproduced in part with permission from Fatemeh Khalili-Araghi, Vishwanath Jogini,
Vladimir Yarov-Yarovoy, Emad Tajkhorshid, Benoit Roux, and Klaus Schulten, “Calculation of the gating charge for
the Kv1.2 voltage-activated potassium channel,“ Biophysical Journal, 98, 2189-2198, (2010).
22
and S3 also affect voltage-sensing, but to a lesser degree. The discovery of similar domains in unre-
lated proteins lacking a conduction pore have established the concept of the VSD as an independent
functional module [74–76].
Voltage-dependent changes in the conformation of the VSD have been detected in the Shaker
K+ channel [25–28], as well as in the KvAP channel [23, 24]. The observations gave rise to three
mechanistic models for the voltage-sensing motion in Kv channels, namely the paddle model [24, 29],
the helical-screw model and its variants [30–32], and the transporter model [28]. The magnitude
of the predicted motion for the key S4 segment varies between 2 A˚ and 20 A˚ among these models.
However, as no atomic-resolution crystal structure of a Kv channel in the closed/resting state is
currently available, experimental studies in combination with modeling have sought to complement
the missing structural information [23, 24, 27, 28, 33, 77–81].
Ultimately, explaining the voltage-gating mechanism of Kv channels in molecular terms requires
gaining knowledge of the active and resting conformations, and then showing how those conforma-
tions are able to account for the experimentally observed gating charge ∆Q. One possible purely
computational approach is to directly simulate the transition from the (putatively open) X-ray
structure to the closed/resting state with all-atom molecular dynamics (MD) under the influence
of an applied negative membrane potential. Unsurprisingly, even with µs trajectories, previous
efforts were able to simulate only small A˚ngstrom-scale structural response of the channel to an
applied potential [82–84]. No spontaneous and complete transition from the open to the closed
channel state has been observed in brute-force all-atom MD simulations with explicit solvent and
membrane. The difficulties are further compounded by the fact that the X-ray structure probably
represents a VSD-relaxed conformation of the channel, which returns very slowly to the resting
state at a negative potential [85]. Simulations of the transition from an active to a resting state
conformation is essentially out of reach for all-atom MD due to the slow dynamics of Kv channels
(on the order of ∼10-100 ms). An alternative strategy adopted here, is to start from carefully
constructed atomic models of both active and resting states that are consistent with all available
experimental information using protein structure prediction algorithms [78]. Recently, Pathak et al.
have generated detailed atomic models of Kv1.2 in the open/active and closed/resting states [33]
using the Rosetta-Membrane structure prediction program [78]. The model of the open/active state
complements the information missing from the X-ray structure of the Kv1.2 channel [14] used as a
template, while the interhelical loops of the VSD S1-S2 were modeled de novo [78]. Confidence in
the modeling methodology was strengthened by the subsequent X-ray structure of the Kv1.2/Kv2.1
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chimera channel, which confirmed that the model of the open/active state was accurate, especially
in the transmembrane region. The model of the closed/resting state is more uncertain, although
it is broadly constrained by a wide range of experimental data (see discussion in [33]). Remark-
ably, the model was found to be consistent with two metal bridges engineered experimentally to
stabilize the closed state, which were subsequently established in an independent study [79]. The
resulting models suggest a voltage-activated transition from the closed/resting to the open/active
state in which the S4 segment moves outward by about 6-8 A˚ relative to the membrane and ro-
tates clockwise along its main axis as viewed from the extracellular side. The gating charge ∆Q for
this transtion was calculated to be 14e [33] using a continuum dielectric approximation based on a
modified Poisson-Boltzmann (PB) theory [86].
These results offer a promising starting point to expand our understanding of voltage gating
in Kv channels. But some critical issues must be addressed. In particular, the stability of the
structural models in the complex dynamical environment of the lipid bilayer has not been ascertained.
Furthermore, the gating charge associated with the models was only evaluated within a continuum
approximation where water and membrane were treated as featureless dielectric media. There are
strong suggestions that the hydration of the VSD is complex, with narrow aqueous crevices, where a
representation of the water molecules as a featureless continuum may be questionable. In addition, it
is known that lipid membranes are necessary for the stability and function of the protein, and several
studies have suggested that direct salt-bridge interactions between the charged residues of the VSD
and the lipid phosphate headgroups were implicated in the function of Kv channels [87, 88], raising
fundamental questions regarding the possibility of a direct participation of the lipids molecules in
the voltage-gating process. These issues cannot be addresssed without using all-atom models with
explicit solvent and membrane.
Our goal is to refine the atomic models of the closed/resting and open/activated states and test
their ability to account for the experimentally observed gating charge using all-atom MD and an
explicit representation of the lipid membrane environment. We have performed extensive computa-
tions on the Kv1.2 channel, for a total aggregate simulation time longer than 1.3 µs. The refined
models are consistent with a wide-range of experimental observations, and proved to be stable in
the presence of external voltage biases (lasting > 50 ns each). The models are validated by carrying
out explicit all-atom MD calculations of the gating charge for the full-length and isolated VSD of
Kv1.2. The contribution of individual VSD residues to the gating charge is determined via free
energy perturbation (FEP). The results show that the hydration in the interior of the VSD causes
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a local focusing of the transmembrane electric field and that, for this reason, movement of the S4
segment over a distance of about 7 A˚ is sufficient to account for the expected gating charge.
4.2 Results
The results presented here are based on the simulations of Kv1.2 in patch of DPPC lipid bilayer.
The initial models of the channel, provided by Yarov-Yarovoy’s lab at University of Washington
(later published in [33]), are refined in the lipid membrane environment using MD simulations. The
refinement of the atomic models of the channel followed a multi-stage protocol, details of which are
presented in section 4.4. In summary, the tetrameric structure of the channel (referred to as the full
channel), and an individual voltage sensor domain (VSD) are simulated in the presence of an electric
field to obtain stable conformations for the active and resting states of Kv1.2. To validate the refined
models of the channel, the magnitude of the gating charge is calculated via further simulations of the
channel. The contribution of individual charged residues of the channel to the total gating charge is
also calcualted independently. The magnitude of the gating charge obtained here is further used to
refine the atomic structures via steered molecular dynamics simulations (SMD) [89, 90]. The final
models show excellenet agreement with experimental gating charge measurements and clarify the
mechanism of electromechanical coupling in Kv channels.
Refined Kv models in the resting and active states
The active and resting state models of Kv1.2 are refined using MD simulations of the full tetrameric
channel and an individual VSD in an explicit membrane-solvent environment. The simulations
are performed with a voltage bias across the membrane to facilitate stabilization of each protein
conformation. The active state models of the full channel and the individual VSD are simulated at
+500 mV and +250 mV, respectively, and the resting state models are simulated at −500 mV and
−250 mV, accordingly. During equilibration simulations (50-100 ns each), water molecules hydrate
the VSD and new contacts are formed between charged residues of the VSD to stabilize these highly
charged protein domains inside the lipid bilayer. A snapshot of the simulation system is shown in
Fig. 4.1.
During the equilibration simulations the protein structure fluctuates and drifts away from the
initial models of Kv1.2 [33]. The Cα root mean square deviation (RMSD) with reference to the
initial structures rapidly increases, but levels off during the last 10-20 ns of each trajectory (see
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Figure 4.1: Kv1.2 in the open state embedded in a patch of DPPC lipid bilayer. The pore domain
and the voltage sensors domains (VSD) of the tetrameric structure are shown for two of the four
subunits. Each subunit is colored differently. Two K+ ions in the selectivity filter are shown. Water
molecules are shown in transparent blue surface representation; lipid molecules are represented by
lines. An individual voltage-sensor domain (VSD) highlighted in (A) is shown in the active (B) and
resting (C) state conformation. The S1, S2, and S4 segments are shown in silver, yellow, and blue,
respectively, while the S3 segment is omitted for clarity. The S4-S5 linker, connecting the VSD to
the pore is colored in light blue. R1, R2, R3, and R4 (on S4), D3 (on S3), E1 and E2 (on S2), and
E0 (on S1) are shown in licorice representation.
figures 4.2a, 4.3a). To assess the stability of the final conformations obtained from equilibration
simulations, the Cα root mean square fluctuations (RMSF) of each protein residue is calculated for
four 50 ns-trajectories that followed the equilibration simulations. The RMSF profiles presented in
figures 4.2b,4.3b show that the transmembrane helical region of the VSDs remain stable (RMSF
<3 A˚). The peaks in the profile correspond to the S1-S2 loop, the N-terminal segment of S3 (S3a),
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and the S3-S4 loop. The S1-S2 loop on the extracellular side of the membrane is more flexible in the
active state of the VSD in comparison to the resting state. Previous simulations of an open state
model of Kv1.2 have also identified the S1-S2 loop to be highly flexible [82]. However, as shown
here (figures 4.2 and 4.3), the stability of S1 and S2 segments is not affected by the high mobility of
the S1-S2 loop connecting these two transmembrane segments. The refined models of the VSD are
shown in figures. 4.1b and 4.1c. Details of the structural models, in particular the gating charges,
are given below.
Aqueous crevice at the center of the VSD
During the equilibration simulations, water molecules diffuse from the bulk solution into the empty
crevice at the center of the S1-S4 helical bundle, forming a narrow water-filled pore pinched near the
center of the membrane. This is observed in the simulations of the active and resting conformations
for both the full tetrameric channel and the isolated VSD. As a result, all the charged residues of the
VSD become rapidly hydrated. The hourglass-shaped aqueous crevice running through the VSD is
a recuring feature that has been observed in all previous MD simulations of Kv1.2 [82–84, 91], as
well as of isolated VSDs [92, 93]. The existence of an aqueous pore-like region at the center of the
S1-S4 helical bundle has experimentally been inferred by mutations enabling the rapid conduction
of H+ and cations through the VSD [94, 95].
Salt-bridge interactions within the VSD
Several salt-bridge interactions form spontaneously within the VSD during the simulations of the
active and resting state conformations. Figures 4.1b and 4.1c show snapshots of the resting and the
active states of the VSD after equilibration and highlights the key basic and acidic residues: R294
(R1), R297 (R2), R300 (R3), and R303 (R4), K306 (K5), R309 (R6) along S4, E183 (E0) along S1,
E226 (E1) and E236 (E2) along S2, and D259 (D3) along S3. Salt-bridge interactions within the
VSD and between charged residues of the VSD and phospholipid head groups are summarized in
Table 4.1. In the active state conformation (Fig. 4.1b), a salt-bridge is formed between R4 and E1.
Transient interactions between R3 and E1 or E0 are also seen in all subunits. A network of salt-
bridge interactions between E2 on S2, D3 on S3, and K5 is seen to be present in all the trajectories
of the active state, shaping the interior structure and gluing together three helical segments of the
VSD. Similar interactions were previously identified experimentally in the open state conformation
of the homologous Shaker K+ channel [96, 97], where they correspond to E283 (in S2) with R368
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Figure 4.2: (A) Cα root mean square deviation (RMSD) of the individual voltage-sensor domains
(VSD) from the initial models [33] during the equilibration simulations (SimVSD1-eq and SimVSD2-
eq). (B) Cα root mean square fluctuations (RMSF) of the VSD for each protein residue sampled
from the 50 ns-simulations (SimVSD1-p and SimVSD2-n), that followed equilibration simulations.
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Figure 4.3: (A) Cα root mean square deviation (RMSD) of the full tetrameric channel from the
initial models [33] during the equilibration simulations. (B-C) Cα root mean square fluctuations
(RMSF) of each protein residue during simulation SimOpen-p and SimClosed-n, of the open and
closed state, respectively. The RMSF values the four protein subunits are colored differently.
and R371 (in S4) , and K374 (in S4) with E293 (in S2) and D316 (in S3).
In the resting state conformation (Fig. 4.1c), R1, the first arginine along S4, interacts with E1
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and E0. The latter is located near the extracellular end of S1 and corresponds to E247 in the
Shaker K+ channel. Deeper inside the membrane, R3 forms a salt-bridge with E2 in two of the four
subunits, and D3 in a third subunit. The forth gating arginine, R4, interacts with E2 in one of the
four subunits. Most likely, the structural variations between the different VSDs and the absence of
four-fold symmetry in the tetrameric channel configuration reflect an incomplete averaging in these
simulations.
Phospholipid head groups interact with the first two gating arginines, R2 and R1, in the active
state conformation. In the resting state conformation R6 forms salt bridge interactions with the
head groups.
Residues Protein State Isolated VSD (A) (B) (C) (D)
R1-lipids Active 0.94 0.39 0.97 0.97 0.95
R2-lipids Active 0.81 0.66 0.38 0.14 0.49
R3-E0 Active 0.81 1.00 1.00 1.00 1.00
R3-E1 Active 0.42 1.00 0.79 0.97 1.00
R4-E1 Active 1.00 0.99 1.00 1.00 1.00
K5-D3 Active 0.99 0.99 1.00 0.98 0.89
K5-E2 Active 0.71 0.85 0.27 1.00 0.98
R6-E2 Active 0.00 0.16 0.99 0.00 0.00
R1-E0 Resting 0.34 0.91 0.42 0.91 0.93
R1-E1 Resting 0.00 0.02 0.99 0.09 0.41
R2-D3 Resting 0.00 0.38 0.00 0.25 0.93
R2-E2 Resting 0.00 0.10 0.60 0.23 0.25
R3-D3 Resting 0.00 0.01 0.94 0.00 0.00
R3-E2 Resting 0.00 0.99 0.00 0.79 0.00
R4-E2 Resting 0.00 0.00 0.99 0.00 0.00
K5-lipids Resting 0.38 0.00 0.00 0.00 0.00
R6-lipids Resting 0.41 0.85 0.71 0.81 0.81
Table 4.1: Salt-bridge probability for specific residues of the VSD calculated from the active and
resting state trajectories SimOpen-p, and SimClosed-n of the full tetrameric channel, and SimVSD1-
p and SimVSD2-n of the isolated VSD. Probability of salt-bridge formation between each residue
pair is calculated as a fraction of the time where the distance between nitrogen and oxygen atoms
of the two residues is smaller than 4 A˚. The probabilities are presented for the isolated VSD and
the four subunits (A–D) of the full-channel.
S4 converts to a 310 helix in the closed state simulation
In the resting conformation of the channel, the S4 segment, originally modeled as an α-helix by
Rosetta [33, 78], converted spontaneously to a 310-helical conformation during MD. As shown in
Fig. 4.4, a stretch of 10 residues on S4 fluctuate as a stable 310-helix during the resting state
conformation of the full tetrameric channel. By virtue of the 310-helical configuration, the gating
arginines (R1-R4) along S4 are aligned on the same helical face. Fig. 4.4 shows snapshots of the
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VSD in the active and resting state highlighting several charged residues of the VSD. In the resting
state conformation, the R1-R4 side chains favorably point toward the aqueous crevice at the center
of the VSD. Furthermore, as illustrated in Figs. 4.1b and 4.1c, this configuration allows salt-bridge
interactions with negatively charged residues in S2 (E1 and E2) and S3 (D3). It is worth noting
that the CHARMM force field for a simple poly-alanine peptide in vaccum energetically favors the
α-helix over the 310 helix. Therefore, the observed shift in the secondary structure of S4 is directly
caused by the arginines seeking a more favorable local environment. The high propensity of the S4
segment to adopt a 310-helical conformation appears to be supported by two recent X-ray structures
of other Kv channels [41, 98] in which the inner-half of the S4 segment (∼11 residues) appears as a
310 helix, in the open state conformation.
Gating charge
The theoretical framework for the calculation of the gating charge is described in chapter 2. The total
gating charge of the channel is extracted from all-atom MD simulations by calculating the average
displacement charge Qd as a function of the applied membrane voltage and the protein conformation.
Changes in the displamcent charge of the system between active and resting state conformations
correspond to the gating charge of the channel. In addition, the individual contribution of key
residues of the VSD to the gating charge was caculated by performing FEP/MD simulations (based
on Eq. (4.3)).
Figure 4.5 shows the time-averaged displacement charge of the isolated VSD and the full-channel
at different transmembrane potentials V . For the conformational state s, 〈Qd〉s,V varies as a function
of the external voltage applied. For a sufficiently small membrane potential, the capacitive charge
is a linear function of the applied voltage, CV , and thus, can be eliminated [39]. The gating charge
∆Q is then calculated as the offset between the voltage-dependent displacement charge of the two
channel states (active and resting). The magnitude of the gating charge calculated for the isolated
VSD, and the full tetrameric channel are 2.38±0.07 and 10.25±0.35e, respectively. The calculated
gating charge for the refined models of the full channel is in good accord with the experimental
estimates of 12-14e measured for the Shaker K+ channel [20–22]. The reason why ∆Q might be
slightly underestimated is discussed below.
The fraction of the transmembrane potential felt by specific key residues carrying a charge was
calculated according to Eq. (4.3) using FEP/MD simulations. The calculations were performed for
nine key residue, including six positively charged residues (R1, R2, R3, R4, K5, and R6), and three
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Figure 4.4: Extracellular view of the voltage-sensor domains in the active (A) and resting (B) state
conformations, after equilibration. R1-R4 (S4), E0 (S1), E1 and E2 (S2), and D3 (S3) are shown.
In the resting state conformation (B), the S4 segment adopts a 310 helical conformation, while in
the active state (A), the S4 segment is α-helical. As a result, the gating arginines, R1-R4, located at
every third position on S4, face the same side of the helix in the resting state, extending toward the
central crevice of the VSD. In the active state conformation only two of the four arginines, R3 and
R4, extend to the central crevice of the VSD. The 310-helical propensity of S4 residues is shown for
the active (C) and resting (D) state conformations. For comparison, the propensity of S1 residues
is also shown for the active (E) and resting (F) state conformations. The 310-helical propensity for
residue i is calculated as the probability of hydrogen-bond formation between residue i and residue
i+ 3.
negatively charged residues (E1, E2, and D3) of the VSD. These residues are highly conserved in Kv
channels, and their mutation affects voltage-sensing of the channel [21, 22]. The location of these
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Figure 4.5: The displacement charge of the full tetrameric channel (top) and voltage-sensor domain
(bottom) calculated from the active and resting state simulations. Each data point corresponds to
the average displacement charge over 40 ns (40,000 snapshots) of simulation based on Eq. (4.1). The
error bars at each point correspond to standard errors in the calculations.
residues is highlighted in Figs. 4.1b and 4.1c. In the case of the full tetrameric channel, the FEP/MD
simulations were performed on 5 snapshots, taken at 8 ns intervals from four 50 ns-trajectories at
+500 mV and -500 mV voltages that followed the equilibration simulations. For a given channel
state, the electrostatic charging free energies, ∆Gs(V, qi), were averaged over the 5 snapshots for
residue i of charge qi at each voltage bias V . The standard deviation in the FEP/MD calculation
represents local fluctuations of the residue side chain while the channel is in state s. The results
are shown in Fig. 4.6; in all these figures, the potential on the extracellular side is kept grounded at
V = 0.
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Figure 4.6: Fraction of the transmembrane potential at the position of key charged residues within
the VSD, calculated for the full tetrameric channel (top) and the isolated VSD (bottom), using
the G-route [39] basd on Eq. 4.3. The position z correspond to the average geometric center of
the atomic partial charges of the residue normal to the membrane. The data for the basic residues
(R1-R4, K5, and R6) are plotted in blue and for the acidic residues (E1, E2, and D3) in red. Thin
dotted lines represent the transmembrane potential along a vertical line passing through the VSD,
extracted from time-averaged electrostatic maps, using the PMEPOT plugin [99] of VMD [100].
In the active state of the channel the three outermost arginines (R1, R2, and R3) are positioned
near the extracellular solution at about 0.1 of the transmembrane potential. Deeper inside the
VSDs, E1 on S2 and R4 on S4 are located at about 0.2 of the transmembrane potential. Further
along S4, K5, is located at about 0.6 of the potential in the isolated VSD, and at about 0.9 of the
potential in the full tetrameric channel. Near the intracellular membrane-solution interface are E2
on S2, D3 on S3, and R6 on S4, which are positioned within 0.8 of the transmembrane potential.
In the resting state of the channel, R1 is located at the membrane-solution interface, at the same
transmembrane potential as the extracellular solution. E1 on the S2 segment is located near R1 at
about 0.2 of the transmembrane potential. R2 is positioned near the center of the bilayer at about
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0.8 of the potential in the isolated VSD, and at about 0.4 of the potential in the full tetrameric
channel. R3 and R4 are positioned near the (intracellular) membrane-solution interface, and are
located at the same potenital as the intracellular solution. E2 on S2, D3 on S3, and K5 and R6 on
S4 are also positioned within 0.9 of the potential.
Residues Active(full channel) Resting(full channel) Active(VSD) Resting(VSD)
R1 0.05 ± 0.06 -0.07 ±0.07 -0.01 -0.21
R2 -0.07 ± 0.04 0.60 ±0.06 0.18 0.78
R3 -0.01 ± 0.05 0.91 ±0.04 0.04 1.05
R4 0.16 ± 0.04 0.89 ±0.05 0.15 0.96
K5 0.89 ± 0.05 0.96 ±0.04 0.52 0.93
R6 0.83 ± 0.05 0.96 ±0.05 0.86 1.11
E1 0.16 ± 0.06 0.18 ±0.06 0.17 0.02
E2 0.94 ± 0.05 0.86 ±0.04 0.92 1.04
D3 1.02 ± 0.05 0.86 ±0.07 0.86 0.96
Table 4.2: The fractional contributions were calculated from charging FEP/MD simulations one the
active and resting states according to Eq. (3). The statistical uncertainty were estimated from the
standard error of five independent FEP/MD runs for each residue.
The contribution to the total gating charge ∆Q from residues carrying a charge qi can be
calculated from the state-dependent fraction of transmembrane potential shown in Fig. 4.6 as
qi[fo(i) − fc(i)]. Table 4.3 shows the contribution to the gating charge from nine key residues
in the VSD. The calculations were performed for the isolated VSD and the full tetrameric chan-
nel. The results indicate that the main contributions to the gating charge are from the three basic
residues of S4 (R2, R3, and R4). R1, the outermost arginine along S4, makes only a negligible
contribution to the gating charge of the active and resting conformations tested here. Of the three
acidic residues examined (E1, E2, and D3), none contributes significantly to the gating charge.
Final refinement via steered molecular dynamics (SMD) simulation
As mentioned above, the calculated gating charge for the entire channel appears to be slightly smaller
(by 2-4e) than the experimental estimates for the Shaker K+ channel [20, 21]. The individual
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Residues ∆q (full channel) ∆q (isolated VSD)
R1 (S4) -0.12 ± 0.13 -0.20
R2 (S4) 0.67 ± 0.10 0.70
R3 (S4) 0.92 ± 0.09 1.01
R4 (S4) 0.70 ± 0.10 0.81
K5 (S4) 0.08 ± 0.09 0.31
R6 (S4) 0.13 ± 0.10 0.25
E1 (S2) -0.02 ± 0.12 0.15
E2 (S2) 0.08 ± 0.09 -0.13
D3 (S3) 0.16 ± 0.12 0.10
Table 4.3: The gating charge for each residue is calculated from the displacement of the residue side
chain along the transmembrane potential (Fig. 4.6) between active and resting state conformations
based on Eq. (4.3).
contribution of the VSD residues to the gating charge (Table 4.3) indicates that the outermost
arginine R1 makes a negligible contribution, while R2 makes only a contribution of 0.7e. This is
not in accord with experiments, which show that these two arginines contribute significantly to the
total gating charge [20, 21, 101]. As shown in Fig. 4.6, in the resting state R1 and R2 experience
about 0.0 and 0.6 of the membrane potential, respectively. To make a larger contribution to the
total gating charge, these two arginines need to move deeper in the membrane field toward the
intracellular solution.
To explore this possibility, steered molecular dynamics (SMD) simulations [89, 90] were per-
formed starting from the resting state models, described above. SMD was performed on the full
tetrameric channel and on the individual VSD, in which R1 residue side chains were pulled toward
the intracellular side within 30 ns. The displacement charge of the system, Qd, was monitored over
the course of the SMD simulation, the results being shown in Fig. 4.2. The variation in Qd is equal
to the increase in the gating charge that is transferred across the membrane as the R1 side chains
are pulled down. After 20 ns of simulation, Qd reaches a plateau corresponding to a gating charge of
12.7e. A similar plateau is observed in the case of the individual VSD, where this time the plateau
corresponds to a gating charge of 3.0e. Most importantly, the salt bridge interactions between R1
and E0 in S1 are disrupted in all four subunits during the first 10 ns of the SMD simulation. As the
arginine side chains are pulled further down, a strong salt-bridge interaction is formed between R1
and E1 on S2. These interactions remain present for the rest of the simulation in two of the four
subunits, and appear to block the entry of water molecules from the extracellular side. Otherwise,
the conformation reached during the SMD simulations does not differ considerably from the refined
resting state. The z-direction displacement of Cα atoms of S4 (after 15 ns) is ∼2.5 A˚ for R1, while
the average displacement is 0.5 A˚ near the intracellular end of S4, indicating that the change in the
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gating charge mainly arises from the orientation of residue side chains of the VSD. When considering
this alternate resting conformation obtained by SMD, the total gating charge is 12.7e, which is in
excellent agreement with experimental estimates.
Figure 4.7: Snapshots of the voltage-sensor domain (A-D) taken from SMD simulations of the full
tetrameric channel. During the simulation, the salt bridge between E0 (S1) and R1 (S4) is broken,
and a new salt bridge is formed between E1 (S2) and R1 on S4. Time-dependent variations of the
displacement charge Qd of the full tetrameric channel (F) and the isolated VSD (E), during SMD
simulations. Blue lines represent Qd values calculated at every 10 ps in each trajectory. The thick
black lines represent the Qd values block-averaged over every 300 ps.
4.3 Discussion
Active and resting state models of Kv1.2 [33] were refined through MD simulations of the channel
in an explicit membrane-solvent environment. Each model was equilibrated for 50 or 100 ns in
the presence of a transmembrane potential to obtain stable conformations of each channel state.
An hourglass-shaped aqueous pore running accross the VSD appears in all the simulations, as
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observed in previous simulations [82–84, 91–93]. Furthermore, several salt bridges within the VSD
and between charged residues of the VSD and lipid headgroups stabilize the configuration of the
VSD. The salt bridge interactions observed in the closed and active conformations reflect an overall
movement of the S4 segment in which this segment undergoes a sliding motion with respect to a set
of counter-charges of the VSD-membrane complex. Those counter-charges, which include the polar
lipid headgroups at the membrane solution interfaces as well as some highly conserved acidic residues
in S2 (E1 and E2) and S3 (D3), provide a set of favorable electrostatic interactions complementing
the positively charged residues along S4.
During the simulation of the resting state model, the extracellular end of S4 spontaneously con-
verted into a 310-helix over a stretch of ten residues. The 310 helical conformation, which places the
gating charges, located at every third residue, on the same face of S4, is energetically advantageous
because it orients the positively charged side chains of S4 toward the water-filled crevice within the
VSD where they can also form favorable salt bridges with the negatively charged residue along S2
and S3. Thus, it appears that the 310 helical conformation of S4 in the resting state is dictated by
the highly heterogeneous and anisotropic environment experienced by the charged residues of the
VSD. Partial conversion of the S4 segment to a 310-helix has also been observed in MD simulations
of the open state of Kv1.2 [82], and in recent crystal structure of the related MlotiK1 channel [98].
These results, together with the present simulations, support the notion that S4 adopts a 310-helical
conformation in the resting state of the channel. Interestingly, kinetic and thermodynamic analyses
of the voltage-sensitive phosphatase Ci-VSP have suggested that the existence of additional inac-
tived substates is a generic property of all VSD proteins [85]. On a speculative note, it is possible
that the interconversion of S4 from an α to a 310 helix underlies some of the substates of VSDs.
The fraction of the membrane potential felt by key charged residues in the VSD was calcu-
lated using FEP/MD simulations. Across a perfectly homogeneous, planar membrane, the potential
drops linearly from the intracellular side to the extracellular side. However, the irregular shape and
dielectric inhomogeneity of the VSD with its complex water-filled crevices, modulates the spatial
variations of the membrane potential. As shown in Fig. 4.6, the calculations reveal that the trans-
membrane potential drops rapidly over a distance of about 10-15 A˚ within the VSD. In the active
state (left), the potential acting on the gating residues along S4 drops sharply between the center of
the bilayer and the extracellular solution. The membrane potential roughly varies from its full value
to zero over the extracellular half of the membrane bilayer. This trend is also seen for the the resting
state. The sharp drop in the transmembrane potential is due to the presence of a water-filled crevice
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located within the VSD, which provides a high-dielectric medium in contrast to the low-dielectric
medium of the surrounding protein and lipid molecules. The field is even more markedly focused in
the case of the tetrameric channel (Fig. 4.6, top), due to the high dielectric vestibular cavity at the
intracellular entrance of the open channel [91].
The present results show that, rather than being spread over the width of the entire bilayer,
the transmembrane field is focused over a fairly narrow region corresponding roughly to the outer
leaflet of the bilayer. A striking example is provided by R4 and K5 for the active state. These
two basic residues experience 0.16 and 0.89 of the potential, respectively, even though they are
separated by less than one helix turn along S4. The concept of a focused field accross the VSD is
supported by experimental evidence for a proton-conducting pore in the R1H mutant of the Shaker
K+ channel [94]. Dynamic fluorometric measurements of the electrostatic field inside the VSD [102]
and tethered measurements of the movement of S4 residues [101] also show that the transmembrane
electric potential falls within a distance of 4-10 A˚ around S4. Most importantly, a strong salt-bridge
interaction formed during the SMD simulation between R1 and E2 on S2 appears to dielectrically
“seal” the extracellular side of the VSD, preventing the penetration of water molecules. Presumably,
this salt bridge locks the VSD in the fully resting state and helps further focus the membrane field.
From a functional and mechanistic point of view, the focused field is a critical feature that makes it
possible to achieve the transfer of a large effective gating charge without requiring a full translocation
of S4 accross the membrane.
The magnitude of the gating charge ∆Q that is effectively transferred across the membrane
upon the activation of the tetrameric channel is critical for explaining the strong coupling between
the conformation of the channel and the applied membrane potential. It was calculated from the
displacement charge Qd as defined in Eq. (4.1). The calculated gating charge obtained for the
refined models of the active and resting states of the full tetrameric Kv1.2 channel is 10.25±0.35e.
Consistent with this value, the calculated gating charge obtained for the refined models of the active
and resting state of the isolated VSD is about one fourth of the ∆Q for the tetramer (2.38±0.07e).
The calculated gating charge is a little bit smaller than the the experimental estimates of 12-14e
measured for the Shaker K+ channel [20–22]. The difference can be accounted for by considering
the individual contribution of key residues of the VSD to the gating charge (Table 4.3), indicating
that the contribution from the two outermost arginines, R1 and R2, is underestimated compared to
experiments [20, 21, 101]. However, a relatively small motion of the side chains of R1 and R2 pulled
down by SMD is sufficient to increase the gating charge by about 2.45 e (Figure 4.2). The total gating
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charge is 12.7e for the alternate resting conformation obtained by SMD, in excellent agreement with
experiment. Because of the focused field across the VSD, the increase in gating charge with SMD is
achieved with a relatively small motion of the side chains of R1 and R2. The result suggests that,
rather than being the true inactive/resting state that exist under hyperpolarizing conditions, the
(stable) closed state model in the MD simulations corresponds to an intermediate substate appearing
early during channel activation. The existence of such intermediate substates during the activation
of Kv channels is supported by a variety of experiments [103, 104]. For instance, it has been noted
that the activation of Kv channels is accompanied by a very fast (< 10 µs) jump in the gating
charge by ∼4 e, corresponding to the transition from the resting state to an intermediate closed
conformation [104]. Of particular interest, the calculated contribution from the lipids to the total
gating charge is only about 0.28e. This shows that, despite the important interactions between some
residues along S4 and the lipid head groups, lipid charges do not participate actively in the voltage
gating mechanism.
4.4 Methodology
Calculation of the Gating Charge
The gating charge ∆Q represents the strength of the coupling between the applied membrane poten-
tial and the conformational changes of the channel. When the voltage changes by ∆V , the relative
free energy of the closed and open conformations shifts by ∆Q∆V . Three theoretical methods
(Q-route, G-route, and W-route) have been formulated to characterize how a membrane protein is
coupled to an applied voltage [39], the first two routes being employed here. The most straight-
forward estimate of ∆Q is obtained by considering averages of the linearly-weighted displacement
charge Qd within the simulation system (the Q-route),
〈Qd〉s,V =
〈
N∑
i=1
qi
zui
Lz
〉
s,V
(4.1)
where Lz is the length of the periodic box in the z direction, qi is the partial charge of atom i,
N is the number of atoms in the system, and zui is the unwrapped coordinate of atom i along the
z-axis (i.e., not folded back within the interval [0, Lz] corresponding to the limits of the periodic
system along z). The notation 〈· · · 〉s,V stands for the ensemble average with channel state “s” and
imposed voltage V , which is evaluated as the mean value over the time series from the corresponding
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equilibrium simulations. The sum over i in Eq. (4.1) runs over all atoms in the system, including
the protein, the membrane lipids, the solvent, and the counterions. It can be shown that, as in
experimental measurements of the gating charge [11, 72], the shift in the average displacement
charge as expressed in Eq. (4.1) tracks the net capacitive charge ∆Q flowing through the external
circuit comprising the EMF and the electrodes when the conformation of the channel converts from
the closed (c) to the open (o) state [39],
∆Q = 〈Qd〉c,V − 〈Qd〉o,V . (4.2)
For a given state s, the average displacement charge varies linearly as 〈Qd〉c,0 + CV , where C is
the capacitance of the system. The gating charge ∆Q is the offset constant between the two linear
relations.
Averages of the displacement charge were computed from 50 ns trajectories. The autocorrelation
function of the displacement charge relaxes in less less than 10 ns for the VSD and full-channel
simulations, indicating that our trajectories are sufficiently long to obtain statistically converged
averages. To avoid a residual effect of the previous runs on 〈Q〉s,V (after abrupt changes in V ),
snapshots from the first 10 ns of the simulations are not included in the calculation of 〈Q〉s,V .
A detailed decomposition of the contribution from individual residues to the total gating charge
can be achieved by considering the charging free energies of a residue as a function of applied
membrane potential and protein conformation (the G-route) [39]. Accordingly, the contribution of
a residue carrying a charge qi to the total gating charge ∆Q is expressed as qi[fc(i)− fo(i)], where
the dimensionless quantities fs(i)
fs(i) =
∆Gs(V2, qi)−∆Gs(V1, qi)
qi(V2 − V1) (4.3)
correspond to the fraction of the transmembrane potential acting upon residue i when the channel
is in the open-active (s=o) and closed-resting (s=c) conformations, respectively. ∆Gs(V, qi) is the
charging free energy of the residue i with charge qi with the channel in state s and applied voltage V .
Details of the derivation are given in [39]. Eq. (4.3) is obtained perturbatively by recognizing that
the total free energy of the system comprises an intrinsic contribution arising from the molecular
environment affecting a residue even in the absence of an applied voltage, and a contribution re-
flecting the coupling to the applied membrane potential V . To lowest order in V , the latter is linear
and can be estimated by calculating the charging free energy of a residue at two different voltages
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V1 and V2. Calculating fo(i) and fc(i) necessitates free energy perturbation molecular dynamics
(FEP/MD) simulations at two different membrane voltages for each residue that is probed. Details
of the FEP/MD calculations are given below.
Construction of the Atomic Models
The simulation systems of the full-channel represent atomic models of the Kv1.2 channel embedded
into a DPPC lipid bilayer surrounded by an aqueous salt solution of 500 mM KCl. The initial
coordinates of the Kv1.2 channel in the active and the resting state were assembled from the atomic
models of Pathak et al [33]. The procedure of constructing the protein/membrane system is described
in [91]. The symmetry axis of the channel is aligned along the membrane normal (z-axis) with the
center of the bilayer at z = 0. All histidine residues were assigned HSP protonation states carrying
a net charge of +1. All other titratable residues were modeled in their default ionization state.
To achieve a salt concentration of 500 mM, 307 K+ ions and 279 Cl− ions were added to the bulk
solution. The resulting systems are electrically neutral and each comprise ∼ 350,000 atoms.
The active state, shown in Fig. 4.1a, was equilibrated for 3 ns with the protein backbone re-
strained harmonically, and was then equilibrated further for 97 ns without restraints. A constant
electric field (in the z-direction), corresponding to a voltage bias of +500 mV across the membrane,
was applied to stablize the system in the open conformation. The resting state, was equilibrated
following a multistage protocol. The system was simulated for 3 ns with the protein backbone re-
strained. For the next 50 ns of equilibration the backbone dihedral angles (φ and ψ) of residues
293-306 on S4, 311-323 of the S4-S5 linker, and 390-411 of S6 were constrained harmonically with a
force constant of 5 (kcal/mol)·rad−2. In addition, a flat bottom harmonic constraint with minimum
distances of 4.0, 1.8, and 1.8 A˚ and a force constant of 1 (kcal/mol)·A˚−2 was imposed between the
CZ, H22, and HE atoms of R294 (on S4), and the CD, OE1, and OE2 atoms of E226 (on S2) in all
four subunits. The Cα atoms of residues 410 and 411 (on S6) in diagonal subunits were also con-
strained to a maximum distance of 11.5 A˚ with a force constant of 5 (kcal/mol)·A˚−2. The dihedral
restraints on S4 and distance restraints between R294 and E226 were released after 50 ns, and the
system was simulated for another 50 ns. A constant electric field (in the z-direction) corresponding
to a voltage bias of -500 mV across the membrane was applied to stabilize the system in the closed
conformation. The equilibration simulations were performed in an NpT ensemble at a temperature
of 333 K.
The voltage-sensor domains (VSD) of Kv1.2 in the active and resting states were also placed
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Figure 4.8: Isolated voltage-sensor domain (VSD) of Kv1.2 in the active state in a patch of DPPC
lipid bilayer. Side view (A) and top view (V) snapshots are taken after the equilibration simulation.
The protein backbone is shown in purple cartoon representation. The S4-S5 linker connecting the
VSD to the pore domain in the full-channel, is highlighted in green. The atomic coordinates of the
S4-S5 linker were harmonically constrained during the simulations of the VSD. Water molecules are
shown in transparent blue surface representation. The lipid molecules are represented by lines with
their oxygen and nitrogen atoms in vdW representation.
individually into DPPC bilayers, surrounded by 100 mM KCl solution. The simulated systems
(shown in Fig. 4.8) included the S1-S4 segments and the S4-S5 linker of Kv1.2 (residues 161–324).
The protein was inserted into a pre-equilibrated and hydrated DPPC lipid bilayer, using the program
VMD [100]. An aqueous solution with 38 K+ and 41 Cl− ions were added on both sides of the DPPC
patch to neutralize the simulated system and ensure physiological salt concentrations. The total
number of atoms in the VSD/membrane systems were ∼ 94,000.
Following 5000 steps of energy minimization with all protein atoms constrained, the VSD sys-
tems were equilibrated for 1.5 ns with the protein backbone restrained. The active and resting
states were equilibrated then with applied electric fields, corresponding to +250 mV and -250 mV
transmembrane potentials, for the active and the resting state, respectively. The active state proved
to be stable after 50 ns of equilibration; the resting state needed to be simulated for another 50 ns
to achieve a root mean square fluctuation (RMSF) below 3 A˚ for the protein backbone in the trans-
membrane region, indicating stability. The RMSF of the VSD is plotted in Fig. 4.2. During all
the simulations, the backbone atoms of residues 312–324 (S4-S5 linker) were restrained harmoni-
cally, with a force constant of 1 (kcal/mol)·A˚−2. The VSD simulations were performed in an NpT
ensemble, with a temperature of 318 K. The simulations performed are summarized in Table 4.5.
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The configuration of the VSD resulting from the 50 ns and 100 ns equilibration runs were used
to simulate the active and resting states subject to three different voltage biases. Each protein
state was simulated at -250 mV, 0 mV, and +250 mV and each simulation lasted for 50 ns. The
equilibrated configurations of the full tetrameric channel, resulting from 100 ns of equilibration
runs were also simulated at two different voltage biases. The active and resting states were each
simulated for 50 ns, at a positive voltage of +500 mV and a negative voltage of -500 mV. A summary
of all the simulations is provided in Table 4.5. Despite the large magnitude of the voltage applied
(compared to physiological values of ∼100 mV), the average root mean square deviation (RMSD) of
the protein backbone from the equilibrated conformations were < 7 A˚ in all ten simulations (shown
in Table 4.4), allowing us to calculate the total gating charge for the full tetrameric channel, as well
as for the individual VSD, from the average displacement charge Qd.
Simulation TM RMSD TM RMSD
(excluding S1-S2 loop)
SimOpen-p 2.7 A˚ 2.4 A˚
SimOpen-n 2.6 A˚ 2.2 A˚
SimClosed-p 6.7 A˚ 6.5 A˚
SimClosed-n 3.9 A˚ 3.5 A˚
SimVSD1-p 3.2 A˚ 2.2 A˚
SimVSD1-o 3.9 A˚ 2.7 A˚
SimVSD1-n 4.0 A˚ 2.8 A˚
SimVSD2-p 2.6 A˚ 2.1 A˚
SimVSD2-o 3.0 A˚ 2.7 A˚
SimVSD2-n 2.8 A˚ 2.2 A˚
Table 4.4: Average root mean square deviation (RMSD) of the protein backbone relative to the
open or closed state conformations obtained after equilibration.
Molecular Dynamics Simulations
All MD simulations were carried out using the program NAMD [59] and the CHARMM27 force
field for proteins [60, 61], ions [64], and phospholipids [62, 63], with the TIP3P water model [65].
All simulations were performed with periodic boundary conditions at constant temperature and
constant pressure, with a fixed cross-sectional area. The computation of long-range electrostatic
forces was done with the particle mesh Ewald (PME) technique [67]. Langevin dynamics with a
very weak friction coefficient was used to keep the temperature constant. The Langevin Nose´-Hoover
method [68] was used to maintain the pressure at 1 atm. The membrane potential was emulated
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by applying a constant electric field (normal to the plane of membrane) to every atom carrying a
partial or a full charge in the system [39]. The simulations of the full-channel involved ∼350,000
atoms and covered altogether 805 ns (including FEP simulations); simulations of individual VSDs
involved ∼94,000 atoms and covered altogether 515 ns (including FEP simulations).
Free Energy Perturbation
All-atom FEP/MD simulations were carried out for the isolated VSD and the tetrameric channel.
The FEP/MD calculations are probing the membrane potential felt by key charged residues of the
voltage-sensor domains that are within the transmembrane region (as summarized in Table 4.3).
The charging free energy of each amino acid side chain was calculated at multiple membrane volt-
age. The difference between the two free energies thus obtained represents the energetic coupling of
the charged residue to the transmembrane potential, and corresponds to the fraction of the trans-
membrane field acting on qi when the protein is in the open or closed state.
Starting configurations of the VSD for each state were taken from 100 ns equilibration simulations
(SimVSD1-p, and SimVSD2-eq). Prior to the FEP/MD calculations, each state was equilibrated
for an additional 10 ns with three different membrane voltages ( ±1 V and 0 V). Separate FEP/MD
trajectories were generated (for each residue) with the thermodynamic coupling parameter λ varying
between 0 and 1, in increments of 0.25. The calculation for each value of λ included 50 ps of initial
equilibration and 150 ps of data collection, from which the free energies were calculated using the
weighted histogram analysis method (WHAM) [105].
Five starting configurations for the full tetrameric channel were selected at every 8 ns from
the 50 ns trajectories. The charging free energies were then calculated for the charged residues of
each protein state, at +500 mV and -500 mV voltages. Nine separate FEP/MD trajectories were
generated for each residue (perturbed simultaneously in all four subunits), with λ varying betwen 0
and 1, in increments of 0.125. The calculations for each λ included 50 ps of initial equilibration and
200 ps of data collection. The free energies were then obtained using WHAM [105]. The statistical
uncertainty on the results is estimated from the standard deviation for the five separate FEP/MD
calculations.
Steered Molecular Dynamics Simulations
Steered molecular dynamics (SMD) simulations [89, 90] were carried out on the final conformation of
the closed states obtained from equilibration simulations of the individual VSD (SimVSD2-eq) and
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the tetrameric channel (SimClosed-eq). During SMD simulations the coordinates of CZ atoms of
R294 were pulled down toward the intracellular solution using a moving harmonic constraint moving
with a constant velocity of 0.5 A˚/ns, and a force constant of 5 (kcal/mol).A˚−2. The simulations
lasted 30–35 ns. In the case of the tetrameric channel, all four residues (R294) in the tetrameric
channel were pulled with the forces being applied to the center of mass of the four arginine side
chain carbon atoms. The pore domain (residues 325–421) were restrained harmonically, in order to
prevent net translation of the protein. The isolated VSD simulations were performed with the S4-S4
linker (residues 312–325) constrained, as in the case of the equilibration simulations.
Electrostatic Potential Maps
Electrostatic potential maps were calculated using the PME plugin [99] of the program VMD [100].
The maps were calculated for the active state trajectories of the full channel at +500mV and -
500 mV (SimOpen-p and SimOpen-n), and the closed state trajectories at +500 mV and -500 mV
(SimClosed-p and SimClosed-n). The time-averaged maps are then used to extract the transmem-
brane potential along the center of the VSD, in each protein state. In the case of the isolated VSD,
the electrostatic maps were obtained for the active state trajectories at 1 V and 0 V (SimVSD1-1V
and SimVSD1-0V), and the resting state trajectories at -1 V and 0 V(SimVSD2-1V and SimVSD2-
0V). For each protein state, the transmembrane potential is then obtained along straight lines
passing through the VSD for each protein state.
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Table 4.5: List of the simulations performeda
Label Length(ns) Voltage(mV) Start Notes
SimOpen-eq 100 +500 KvOpen equilibration
SimOpen-p 50 +500 SimOpen-eq ∆Q, FEP
SimOpen-n 50 -500 SimOpen-eq ∆Q, FEP
SimClosed-eq 100 -500 KvClosed equilibration
SimClosed-p 50 +500 SimClosed-eq ∆Q, FEP
SimClosed-n 50 -500 SimClosed-eq ∆Q, FEP
SimVSD1-eq 50 +250 VSD1 equilibration
SimVSD1-p 50 +250 SimVSD1-eq ∆Q
SimVSD1-o 50 0 SimVSD1-eq ∆Q
SimVSD1-n 50 -250 SimVSD1-eq ∆Q
SimVSD1-1V 10 +1000 SimVSD1-p FEP
SimVSD1-0V 10 0 SimVSD1-p FEP
SimVSD2-eq 100 -250 VSD2 equilibration
SimVSD2-p 50 +250 SimVSD2-eq ∆Q
SimVSD2-o 50 0 SimVSD2-eq ∆Q
SimVSD2-n 50 -250 SimVSD2-eq ∆Q
SimVSD2-1V 10 -1000 SimVSD2-n FEP
SimVSD2-0V 10 0 SimVSD2-n FEP
a KvOpen and KvClosed refer to the full–length tetrameric models of the open and closed states of
Kv1.2 [33], respectively. VSD1 and VSD2 refer to the individual, isolated voltage–sensor domains
of KvOpen and KvClosed (residues 161–324), respectively.
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Chapter 5
Conclusion and outlook
The investigations presented in this dissertation provide a detailed understanding of the conduction
and gating mechanism of voltage-gated potassium channels. All-atom molecular dynamics (MD)
simulation provide a unique tool for investigation of structure-function relationship in ion channels.
MD simulations of ionic permeation through Kv1.2 present the first movies of K+ conduction trajec-
tories through potassium channels. The conduction trajectories confirmed the general notion of the
“knock-on mechanism“ suggested more than 50 years ago by Hodgkin and Katz. The simulations
showed that, in fact, more than one scenario is possible for K+ permeation through the selectivity
filter. Alternative trajectories observed in these simulations might represent permeation pathways
observed at higher concentration of K+ ions. In addition, a new pseudo-binding site for K+ ions
were identified
The atomic-resolution structures of Kv1.2 in its two functional states (obtained from molecular
modeling) were refined via extensive simulations of the channel in an explicit membrane-solvent
environment. These simulations, ranging from 50-100 ns each (for a total time of 350 ns), resulted
in stable conformations of the open and the closed states of the channel. The final model for these
states were consistent with a wide-range of experimental data on voltage-gated potassium channels.
In particular the magnitude of the gating charge obtained for these models is in excellent agreement
with experimental values of the Shaker potassium channels. The simulations indicated that the
initial model of the closed state, obtained from molecular modeling, might in fact correspond to an
intermediate state of the channel, observed in electrophysiological experiments.
Electrostatic calculations and residue-based decomposition of the gating charge, in the case of
Kv1.2, clarified how a rather small movement of gating particles (residues) within the membrane
results in a large electron transfer across the membrane. In the case of Kv1.2, a 9-A˚ displacement of
an arginine side chain across the membrane is sufficient to transfer its entire electric charge across
membrane potential. These results corroborated the idea of a highly-focused electric field in the
middle of voltage-sensor domains. An idea that was put forward more than 20 years ago, but its
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verification was beyond the experimental techniques present.
Calculation of the gating charge from all-atom simulation trajectories provide the missing link
between heuristic equations of Hodgkin and Huxley [10] and the atomic structure of the channel.
The opening probability of the conduction gate, in this case K+ channels, is expressed as:
Popen ∝ m(t;V )4 (5.1)
where m is a function of membrane voltage (V ) and the time elapsed (t) since the application of
this potential. Assuming a first-rate kinetic model for the activation probabilities of the individual
gates, m, we have:
dm
dt
= αm(V )(1−m)− βm(V )m, (5.2)
where αm and βm are are the rate s governing the transition between inactive and active states of
the individual gates, and vice versa, respectively. The rate constants are a function of membrane
potential, V . Solving Eq. 5.2 for the steady-state (t→∞) solution of m yields:
m∞(V ) =
αm(V )
αm(V ) + βm(V )
. (5.3)
The activation probability, m, then approaches the steady-state value exponentially with a time
constant of:
τm =
1
αm(V ) + βm(V )
. (5.4)
The gating charge of the channel, calculated as a function of the protein conformation, expresses
the steady-state probability of the activation of the gate particles, m∞(V ), in terms of the atomic
coordinates of the protein. The gating charge calculations presented in this dissertation provide a
quantitive description of voltage-gating in potassium channels and characterize the molecular basis
of electromechanical coupling voltage-gated potassium channels. Describing the time-dependence of
activation probabilities, τm(V ), in terms of equilibrium rate constants αm and βm, remain beyond
the reach of these calculations. To express the time-evolution of electrical signals, the transition
rates between active and resting state of the channel have to obtained. Investigating the transition
rates and pathways of channel activation is just within reach of molecular dynamics simulations.
Advances in computation power and calculation techniques will make these calculations possible.
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Appendix A
Free energy calculation from
steered molecular dynamics
simulations 1
Calculation of free energy is of great importance for understanding the kinetics and the structural
determinants of biomolecular processes, such as transition between different conformations of DNA,
folding and unfolding of proteins, ligand binding to receptors and enzymes, and transport of small
molecules through channels. However, since they require thorough sampling of configuration space,
free energy calculations are extremely costly for complex systems like biomolecules and efficient
calculation of free energy is one of the most challenging tasks in computer simulations.[106] There
exist various methods that are based on equilibrium or quasi-static simulations, such as thermo-
dynamic integration[107] and umbrella sampling[36] (for a review see Ref. [108]). Triggered by the
discovery of Jarzynski’s equality,[35] the realm of free energy calculation is now being extended to
nonequilibrium simulations such as steered molecular dynamics (SMD). SMD simulations, reviewed
in Refs. [89] and [109], have been widely used to investigate mechanical functions of proteins such
as stretching[109–112] or binding and unbinding.[113, 114] From the beginning SMD simulations
have attempted to determine free energy profiles,[115, 116] and recently have employed Jarzynski’s
equality for that purpose.[117, 118]
Jarzynski’s equality is a relation between equilibrium free energy differences and work done
through nonequilibrium processes. Consider a process that changes a parameter λ of a system from
λ0 at time zero to λt at time t. The second law of thermodynamics states that the average work
done on the system cannot be smaller than the difference between the free energies corresponding
to the initial and the final values of λ:
∆F = F (λt)− F (λ0) ≤ 〈W 〉 , (A.1)
1Material in this chapter is reproduced in part with permission from Sanghyun Park, Fatemeh Khalili-Araghi,
Emad Tajkhorshid, and Klaus Schulten, “Free energy calculation from steered molecular dynamics simulations using
Jarzynski’s equality,“ J. Chem. Phys., 119:3559-3566 (2003).
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where the equality holds only if the process is quasi-static (see e.g. Ref. [119]). According to this
inequality, a nonequilibrium process provides only an upper limit for the free energy difference.
However, Jarzynski[35] discovered an equality that holds regardless of the speed of the process:
e−β∆F = 〈e−βW 〉 . (A.2)
This equality has been tested against computer simulations[120] and experiments.[121]
Jarzynski’s equality opens the possibility of calculating free energies from nonequilibrium pro-
cesses. We refer to this approach as nonequilibrium thermodynamic integration, as opposed to the
conventional thermodynamic integration based on quasi-static processes for which ∆F equals 〈W 〉.
Various nonequilibrium processes that are routinely studied in computer simulations or experiments
(for example, stretching proteins or RNA, pulling a small molecule through a channel, etc.) can now
be used for free energy calculations. Some work has been done in this regard, [117, 118, 122–126]
but free energy calculations from nonequilibrium processes as yet remain a challenge. The major
difficulty is that the average of exponential work appearing in Jarzynski’s equality is dominated by
the trajectories corresponding to small work values that arise only rarely. An accurate estimate of
free energy, hence, requires suitable sampling of such rare trajectories. Therefore, although Jarzyn-
ski’s equality holds for processes of any speed, practical applications are currently limited to slow
processes for which the fluctuation of work is comparable to the temperature.
The purpose of this paper is to guide the application of Jarzynski’s equality to the calculation
of free energies from SMD simulations, with the main focus on large systems such as biomolecules.
In SMD simulations, one applies force to induce the process of interest so that one can focus on
important aspects while minimizing the computational cost.[89, 109, 127] Often, because of limited
computing power, a process involving native biopolymers is simulated at a speed several orders of
magnitude higher than the quasi-static speed, and besides one can sample only a small number of
trajectories. Thus, Jarzynski’s equality may not appear to be promising in this case. However, one
can overcome this difficulty to a certain extent by using approximate formulas via the cumulant
expansion.[35, 117, 124]
We introduce a method of free energy calculations based on Jarzynski’s equality. The helix-coil
transition of deca-alanine, which is relevant to protein folding, is used as an exemplary system. The
transition is induced by fixing one end of the molecule and pulling the other end. The free energy
as a function of the end-to-end distance is calculated with various averaging schemes, namely the
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exponential average [Eq. (A.2)] and various orders of the cumulant expansion. We examine the
accuracy of the calculated free energies to find which averaging scheme works best at which pulling
speed and how much error one would expect with a limited number of trajectories. We also perform
umbrella sampling and compare its efficiency to that of the present method.
A.1 Free energy calculation based on Jarzynski’s equality
and the stiff-spring approximation
In most cases, free energy calculations are aimed at relative free energies; one is interested in how
free energy changes as a function of either an external parameter or an internal coordinate. In this
section we describe a method of using Jarzynski’s equality for calculating free energy with respect
to an internal coordinate. A free energy profile as a function of a coordinate is called a potential of
mean force (PMF), and the coordinate is referred to as the reaction coordinate.
Consider a classical mechanical system ofN particles described by molecular dynamics simulation
at constant temperature T . A state of the system is specified by 3N -dimensional position r and
momentum p. Suppose that we are interested in the PMF Φ(ξ) of the system with respect to some
reaction coordinate ξ(r). The PMF Φ(ξ) is defined by
exp[−βΦ(ξ′)] =
∫
dr, dp, δ(ξ(r)− ξ′) exp[−βH(r,p)] , (A.3)
where β is the inverse temperature (β = 1/kBT ) and H is the Hamiltonian. In order to apply
Jarzynski’s equality to the calculation of Φ(ξ), we need to introduce an external parameter λ in
such a way that λ is correlated with ξ. This can be achieved by adding a guiding potential
h(r;λ) =
k
2
[ξ(r)− λ]2 , (A.4)
i.e. a spring, that constrains ξ to be near λ. The Hamiltonian of the new system (the original system
plus the guiding potential) is then
H˜(r,p;λ) = H(r,p) + h(r;λ) . (A.5)
The region of ξ for which the PMF Φ(ξ) is to be calculated is covered by changing λ with a constant
velocity: λt = λ0+vt. This scheme of a moving guiding potential matches particularly well SMD
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simulations[109] and atomic force microscope experiments.[128]
By employing, for example, Nose-Hoover thermostat[129, 130] or Langevin dynamics schemes,
constant-temperature molecular dynamics simulations can be implemented in a manner that satisfies
the conditions for Jarzynski’s equality, namely the Markov property and detailed balance.[120]
Applying Jarzynski’s equality [Eq. (A.2)] to the H˜-system leads to
exp{−β[F (λt)− F (λ0)]} = 〈exp(−βW0→t)〉 . (A.6)
Here F is the Helmholtz free energy of the H˜-system,
exp[−βF (λ)] =
∫
dr, dp, exp[−βH˜(r,p;λ)] , (A.7)
and W0→t is the work done on the H˜-system during the time interval between zero and t,
W0→t =
∫ t
0
dt′
∂λt′
∂t′
[
∂H˜(r,p;λ)
∂λ
]
(r,p;λ) = (rt′ ,pt′ ;λt′)
. (A.8)
Note that the work W0→t depends on an entire trajectory, not just its initial and final states. The
average 〈·〉 is taken over the ensemble of trajectories whose initial states (r0,p0) are sampled from
the canonical ensemble corresponding to the Hamiltonian H˜(r0,p0;λ0).
So far, we have obtained a formula for the free energy F of the H˜-system. But what we actually
want is the PMF Φ of the original H-system. In general, since ξ(rt) fluctuates among trajectories,
in order to calculate Φ(ξ) one needs to combine the work W0→t for different values of t (or λ). This
is not impossible (see Ref. [123]), but an easier and perhaps more efficient way is to use a sufficiently
large force constant k for the guiding potential, i.e. a sufficiently stiff spring, so that the reaction
coordinate ξ closely follows the constraint center λ.
The free energy F can be written in terms of the PMF Φ as follows:
exp[−βF (λ)] =
∫
dr, dp, exp
{
−βH(r,p)− βk
2
[ξ(r)− λ]2
}
=
∫
dr, dp
∫
dξ′ δ(ξ(r)− ξ′) exp
{
−βH(r,p)− βk
2
[ξ(r)− λ]2
}
=
∫
dξ′ exp
[
−βΦ(ξ′)− βk
2
(ξ′ − λ)2
]
. (A.9)
When k is large, most contribution to the preceding integral comes from the region around λ, which
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leads to the stiff-spring approximation:
F (λ) ≈ Φ(λ) . (A.10)
In Appendix, we systematically derive the stiff-spring approximation including the correction terms.
Using this result in Eq. (A.6), we obtain
Φ(λt) = Φ(λ0)− 1
β
log〈exp(−βW0→t)〉 . (A.11)
The exponential average 〈exp(−βW0→t)〉 is dominated by the trajectories corresponding to small
W0→t values and, therefore, is difficult to estimate because such trajectories are rarely sampled.
Approximate formulas provided by the cumulant expansion are often more effective. [35, 117, 124]
The last term in Eq. (A.11) can be expanded in terms of cumulants:
log〈e−βW 〉 = −β〈W 〉+ β
2
2
(〈W 2〉 − 〈W 〉2)− β
3
3!
(〈W 3〉 − 3〈W 2〉〈W 〉+ 2〈W 〉3) + · · · , (A.12)
where the subscripts ofW are suppressed. If the distribution of workW is Gaussian, third and higher
cumulants are identically zero.[131] Depending on the number of terms being kept, various orders
of approximation are possible. In fact, the second order cumulant expansion formula is identical to
the near-equilibrium formula[132, 133] predating Jarzynski’s equality. But only after the discovery
of Jarzynski’s equality, the near-equilibrium formula was recognized as an approximation to the
exponential average.
When these approximate formulas are used, two kinds of error are involved: a systematic error
due to the truncation of higher order terms and a statistical error due to insufficient sampling. If
an infinite number of trajectories were available, the statistical error would vanish and hence the
exponential average, Eq. (A.11), would give the best estimate for Φ; there would be no need to use the
cumulant expansion in this case. However, since in practice only a limited number of trajectories are
sampled, the statistical error may dominate the systematic error. Thus, the approximate formulas
may give better results since lower order cumulants are estimated with smaller statistical errors.
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Figure A.1: Unfolding of helical deca-alanine. Left, a folded configuration (α-helix). The six hydro-
gen bonds that stabilize the helix are shown. Right, an extended configuration (coil). The backbone
of the peptide is represented as a ribbon. The N atom of the first residue was fixed during the
simulations. The moving guiding potential used in the pulling simulations is represented by a spring
which is connected to the C-terminus and pulled with a constant velocity v.
A.2 Helix-coil transition of deca-alanine: accuracy of the
calculated free energy
In this section, we apply the method described above to an exemplary system, helix-coil transition
of deca-alanine in vacuum, and examine the accuracy of the resulting free energy. Deca-alanine
is an oligopeptide composed of ten alanine residues (Fig. A.2). In vacuum at room temperature,
the stable configuration of deca-alanine is an α-helix.[134] We confirmed this by several equilibrium
simulations with various initial conformations including extended coil, α-helix, and β-hairpin. All
the simulations converged to the α-helix structure. Stretching the molecule by an external force can
induce its transition to an extended form (coil). This helix-coil transition represents a simple but
basic folding system, hence constituting an interesting problem. We calculate the PMF Φ(ξ) of the
molecule with respect to the end-to-end distance ξ of the molecule.
Deca-alanine is chosen because it is suitable for a systematic study. The system is small enough
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(104 atoms) to permit simulation of many trajectories, yet complex enough to be considered a
prototype of a large biopolymer. Also, since the system does not contain solvent molecules, the
relaxation time is sufficiently short that the helix-coil transition can be induced in a reversible
manner. The work done during the reversible simulation can be considered the exact free energy and
be used for assessing the accuracy of the free energies calculated from irreversible (nonequilibrium)
simulations.
In the simulation, we fix one end of the molecule (the N atom of the first residue) at the origin
and constrain the other end (the capping N atom at the C-terminus) to move only along the z-axis,
thereby removing the irrelevant degrees of freedom, i.e., overall translation and rotation. A guiding
potential h(r;λ)=(k/2)(ξ(r)− λ)2 is added to control the end-to-end distance ξ. Obviously, ξ is a
function of the 3N -dimensional position r of the system. The parameter λ is changed between 13 A˚
and 33 A˚ with various constant velocities v. A force constant of k=500 pN/A˚ is used, unless men-
tioned otherwise. With this force constant, the end-to-end distance ξ closely follows the constraint
center λ as can be seen in Fig. A.2. From Eq. (A.8), the external work is calculated as
W0→t = −kv
∫ t
0
dt′ (ξ(rt′)− λ0 − vt′) . (A.13)
Depending on the sign of v, the procedure corresponds to either stretching or contracting the
molecule. For the sampling of trajectories, we select initial coordinates from an ensemble generated
by a 1 ns equilibrium simulation with λ fixed at λ0, and initial momenta from the Maxwell-Boltzmann
distribution. All simulations were done at constant temperature (300K) with the temperature con-
trolled by Langevin dynamics. We used the molecular dynamics program NAMD[135] with the
CHARMM22 force field.[60]
A.2.1 Reversible pulling
To induce the unfolding in a reversible manner, we tried stretching the molecule at various pulling
speeds. For each pulling speed, the reverse event (contracting) was also simulated by applying
the same speed in the opposite direction. We find that at a pulling speed of 0.1 A˚/ns, which
requires 200 ns of simulation for the full extension, the process is reversible as can be seen from the
overlap of the two work curves corresponding to forward pulling (stretching) and backward pulling
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Figure A.2: Typical trajectories (end-to-end distance vs. time) for different values of the force
constant k and the pulling velocity v. The horizontal axes (time) are appropriately scaled. The
straight lines represent the position of the constraint center. In (d), the trajectory is indistinguishable
from the straight line.
(contracting) in Fig. A.3a. Therefore, Eq. (A.1) becomes an equality in this case:
F (λt)− F (λ0) = 〈W0→t〉 , (A.14)
or, using the stiff-spring approximation [Eq. (A.10)],
Φ(λt) = Φ(λ0) + 〈W0→t〉 . (A.15)
From four repeated forward pulling simulations, we estimate 〈W0→t〉, and obtain Φ; the outcome
is plotted in Fig. A.3b. The standard deviation of the work W , shown as error bars in Fig. A.3b,
is small (less than 0.5 kBT ) as expected in the reversible regime. The PMF calculated from these
reversible pullings is considered exact and will be used as a reference for assessing the accuracy of
the results obtained from irreversible pulling simulations.
Although the focus of the present study lies on methodology, it is worth noting some interesting
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features of the obtained free energy profile. The PMF assumes a minimum at ξ≈15.2 A˚, correspond-
ing to the helical structure of the molecule that forms in the absence of the constraint. Departing
from this minimum, the free energy increases as the molecule is stretched into a coil. Free energy
can be divided into energy and entropy:
Φ(ξ) = E(ξ)− TS(ξ) . (A.16)
The energy E can be calculated from the Hamiltonian H(r,p). We first take averages over time
windows of 5 ns to smooth out the fluctuation (of the order of
√
N) and then take averages over the
four trajectories: E(λt) = 〈H(rt,pt)〉. The entropy S is then calculated from Eq. (A.16). As can
be seen in Fig. A.3b, the entropy generally increases with the end-to-end distance, reflecting that a
larger configuration space is available to the coil than to the helix. The energy also increases with
ξ, but faster than the entropy, thereby making the free energy increase with ξ from the equilibrium
distance 15.2 A˚. Most of the increase of the energy E(ξ) can be attributed to the breaking of the
intrahelical hydrogen bonds. Fig. A.3b clearly shows that the number of hydrogen bonds decreases
as the molecule is stretched.
A.2.2 Free energy calculation from irreversible pulling
In studying large systems like biomolecules, the time scale accessible to computer simulation is often
much shorter than the natural time scale of the process of interest. Therefore, such a process needs
to be accelerated in simulations; in addition, only a small number of trajectories (typically about
ten) can be obtained. In order to study the helix-coil transition of deca-alanine in a comparable
situation, we stretch the molecule at speeds higher than the speed of the reversible regime. It is
then examined heuristically what accuracy one can achieve in the free energy calculation from a
limited number of nonequilibrium trajectories and which averaging scheme gives the best result.
Comparing various averaging schemes
We use two different pulling speeds, v = 10 and 100 A˚/ns, for our irreversible simulations. These
speeds are 100 and 1000 times higher than the speed used for the reversible regime. For each pulling
speed, 100 trajectories were generated and grouped into 10 blocks of 10 trajectories. Figs. A.4
and A.5 show the averages and the standard deviations of the PMFs calculated from the blocks of
10 trajectories. Four different averaging schemes are tested: the exponential average [Eq. (A.11)]
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Figure A.3: Reversible pulling (|v|=0.1 A˚/ns). (a) Work done by forward pulling (stretching) and
backward pulling (contracting). For the forward pulling, the position of the constraint center λ is
varied from 13 to 33 A˚; for the backward pulling, from 33 to 13 A˚. For the sake of comparison, the
backward-pulling work curve has been shifted vertically so that it coincides with the forward-pulling
work curve at λ=33 A˚. (b) Energy E, PMF Φ, and entropy S calculated from four forward pullings.
The error bars are shown as dotted lines. Also shown is the number of hydrogen bonds (averaged
over time windows) plotted against the end-to-end distance (circles with error bars). A minimum
heteroatomic distance of 3.5 A˚ (between N and O) and a minimum bond angle of 140o (N−H· · ·O)
were used for defining a hydrogen bond.
and the first, second, and third orders of the cumulant expansion [Eq. (A.12)].
Since the process is irreversible, the average external work done on the system (identical to the
first order cumulant expansion) is larger than the free energy difference. The excess amount of work,
known as the irreversible work, grows with the pulling distance. For v = 10 A˚/ns, it grows up to
2.7 kcal/mol (4.5 kBT ). This irreversible work is discounted by Jarzynski’s equality. As can be seen
in Fig. A.4, both the second order cumulant expansion and the exponential average yield reasonably
good estimates for the free energy, though the former is slightly better than the latter. The third
order cumulant expansion shows big fluctuations (over the blocks).
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For v=100 A˚/ns, the irreversible work is much larger, growing up to 18.8 kcal/mol (31.3 kBT ).
In this case, the second order cumulant expansion again gives the best estimate. The third order
again shows big fluctuations. We have also examined fourth order results, but they show even
bigger fluctuations (not shown here). As for the exponential average, the fluctuation over the blocks
is relatively small but the estimate is far from the actual PMF. This is due to the slow convergence
of the exponential average, and suggests that good statistics in block averaging do not always imply
accurate estimates. This can be explained roughly as follows. For an accurate estimate of the
exponential average, e−β∆F =〈e−βW 〉, one needs to sample work values around ∆F . With a limited
number of trajectories, the region around ∆F may not be sampled at all. For v=100 A˚/ns, all the
100 total work values (for the full extension) fall within the region 35 kcal/mol<W < 50 kcal/mol,
while the free energy difference between the initial and final conformations is only 21.4 kcal/mol.
This makes the exponential-average estimate far from the actual free energy difference. On the other
hand, the function e−βW changes only by a small amount within the region where the 100 work
values were sampled, which makes the variance of the exponential average small.
Finite-Sampling correction
With M independently sampled work values Wi, the free energy estimate given by the exponential
average [Eq. (A.2)] is biased[126, 132] because
〈
− 1
β
log
1
M
M∑
i=1
e−βWi
〉
≥ − 1
β
log〈e−βW 〉 = ∆F , (A.17)
where the equality holds if M is infinite. The inequality is due to the convexity of the logarithmic
function. In general, any finite-sampling estimate of a nonlinear average is biased. The cumulant
expansion [Eq. (A.12)] is not an exception. For the second order cumulant expansion which, ac-
cording to our results, is the best choice for a small number of trajectories, the bias is expressed
as 〈
1
M
M∑
i=1
Wi − β2
 1
M
M∑
i=1
W 2i −
(
1
M
M∑
i=1
Wi
)2〉 ≥ 〈W 〉 − β
2
(〈W 2〉 − 〈W 〉2) . (A.18)
However, in this case the bias can be corrected by using the unbiased estimator for the variance.[136]
Namely, if we use
ΨM ≡ 1
M
M∑
i=1
Wi − β2
M
M − 1
 1
M
M∑
i=1
W 2i −
(
1
M
M∑
i=1
Wi
)2 (A.19)
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Figure A.4: PMF calculated from irreversible pulling (v=10 A˚/ns) through the block average of 10
blocks of 10 trajectories. The error bars indicate the standard deviation over the blocks. The exact
PMF calculated from the reversible pulling is plotted as a solid line in each panel.
to estimate the second order cumulant expansion, the resulting estimate is unbiased:
〈ΨM 〉 = 〈W 〉 − β2
(〈W 2〉 − 〈W 〉2) . (A.20)
The effect of this finite-sampling correction is shown in Fig. A.6 for two different pulling speeds, 10
and 100 A˚/ns. Although not to a large degree, the finite-sampling correction improves the resulting
PMF. The unbiased estimate [Eq. (A.19)] is hence recommended, especially when the number of
trajectories at hand is small.
Work fluctuation and the accuracy of the calculated free energy
The fluctuation of work is often used as a measure of the applicability of Jarzynski’s equality. Only
when the fluctuation of work is comparable to the temperature, Jarzynski’s equality is considered
practically applicable.[35, 121, 123] Thus, it is worth comparing the fluctuation of work and the
accuracy of the calculated free energy in the present example. Since the accuracy of the calcu-
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Figure A.5: PMF calculated from irreversible pulling (v=100 A˚/ns) through the block average of
10 blocks of 10 trajectories. The error bars indicate the standard deviation over the blocks. The
exact PMF calculated from the reversible pulling is plotted as a solid line in each panel.
lated free energy generally decreases with pulling distance, we report the standard deviation of
the total work Wtotal and the accuracy of the estimated free energy difference ∆Φesttotal between
the initial and the final configuration. For v = 10 A˚/ns, the standard deviation of the total work,√〈W 2total〉−〈Wtotal〉2, is about 1.9 kcal/mol (3.1 kBT ). The mean error√〈(∆Φesttotal−∆Φtotal)2〉block
calculated through a block average is about 1.6 kcal/mol, which corresponds to 7.6% of the ac-
tual value (∆Φtotal = 21.4 kcal/mol). For v = 100 A˚/ns, the standard deviation of the total work
is 4.3 kcal/mol (7.1 kBT ) and the mean error is 6.7 kcal/mol, corresponding to 31%. These errors
indicate the accuracy of the free energy calculated from 10 trajectories.
Choice of the force constant
The proper choice of the force constant k for the guiding potential [Eq. (A.4)] is important. The
stiff-spring approximation, i.e. Eq. (A.10), is valid only if the force constant is sufficiently large that
the reaction coordinate closely follows the constraint position. As shown in Appendix, the chosen
force constant, k=500 pN/A˚, is large enough to ensure the validity of the stiff-spring approximation.
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Figure A.6: Finite-sampling correction. PMFs calculated through the biased estimate [Eq. (A.18)]
and the unbiased estimate [Eq. (A.19)] are compared. The solid lines show the exact free energy
calculated from the reversible pulling.
But, following Ref. [115] we ask if one can choose any arbitrarily large force constant? In order to
address this question, we repeated the pulling simulation with significantly larger force constant,
35000 pN/A˚, which is in the range of typical force constants for covalent bonds. In Fig. A.7, the
resulting PMF is compared to that obtained with the original force constant. Although there is
no essential difference between the two results, the PMF calculated with the larger force constant
shows larger fluctuations, which is likely due to the large fluctuation of the external force that scales
as
√
k kBT .[115] Therefore, it is recommended that the force constant be chosen large enough to
ensure small deviation of the reaction coordinate from the constraint position, but not much larger
than that.
A.2.3 Comparison with umbrella sampling
Umbrella sampling[36] is a traditional method of PMF calculation. In order to compare the efficien-
cies of the present nonequilibrium thermodynamic integration method and umbrella sampling, we
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Figure A.7: PMF calculated by using two different force constants (500 and 35000 pN/A˚) for the
same pulling speed (100 A˚/ns). The unbiased formula for the second order cumulant expansion,
Eq. A.19, was used.
performed a PMF calculation for our system based on umbrella sampling. Ten harmonic biasing po-
tentials, (A/2)(ξ−ξ0)2 withA=70pN/A˚ and ξ0=13.4, 16.1, 18.5, 20.4, 22.5, 24.8, 26.4, 28.5, 30.5, 33.0 A˚,
were used to sample the end-to-end distance ξ. The histograms obtained from simulations with bias-
ing potentials at different locations were combined with the weighted histogram analysis method.[137]
We compare the two methods based on an equal amount of simulation time. The result shown
in Fig. A.8c was obtained with the same simulation time as in the pulling simulation at the speed
of 10 A˚/ns. Thus, Fig. A.8c can be directly compared to Fig. A.6b. Likewise, Fig. A.8d can be
directly compared to Fig. A.6d. As in the pulling simulations, averages and fluctuations of PMF
were calculated through a block analysis of 10 blocks. As can be seen from these figures, it is rather
hard to tell which method is better. The fluctuation over blocks is smaller in the umbrella sampling
method, but the deviation from the exact PMF is more noticeable. Hummer[124] also compared
nonequilibrium thermodynamic integration and umbrella sampling in a calculation of PMF for the
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Figure A.8: PMF calculated from umbrella sampling simulations. (a) and (c): 2 ns simulation for
each histogram; 10 histograms for each block; 10 blocks in total. (b) and (d): 0.2 ns simulation for
each histogram; 10 histograms for each block; 10 blocks in total. (a) and (b) show histograms in
one block out of the ten blocks. In (c) and (d), the error bars indicate the standard deviation over
the blocks, and the exact PMF is plotted as a solid line. The minimum at ξ=15.2 A˚ was chosen as
a reference point for calculating block averages.
separation of two methane molecules in water, and concluded that the efficiencies of the two methods
are comparable.
In general, the analysis involved in the present method is simpler than that involved in um-
brella sampling in which one needs to solve coupled nonlinear equations for the weighted histogram
analysis method.[106] In addition, the present method has the advantage of uniform sampling of a
reaction coordinate. Whereas in umbrella sampling a reaction coordinate is sampled nonuniformly
proportional to the Boltzmann weight, in the present method a reaction coordinate follows a guiding
potential that moves with a constant velocity, and hence is sampled almost uniformly (computing
time is uniformly distributed over the given region of the reaction coordinate). This is particularly
beneficial when a PMF contains narrow barrier regions as in Ref. [117]. In such cases, a success-
ful application of umbrella sampling depends on an optimal choice of biasing potentials, whereas
nonequilibrium thermodynamic integration seems more robust.[106]
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A.3 Conclusion
We have presented a method of free energy calculation based on Jarzynski’s equality and the stiff-
spring approximation, and applied it to an SMD simulation of the helix-coil transition of deca-alanine
in vacuum. We find that when only a limited number (about ten) of trajectories of irreversible pro-
cesses (100∼1000 times faster than the reversible regime) are available, the second order cumulant
expansion yields the most accurate estimate, which can be further improved by using the unbiased
estimate. This conclusion only applies to the case of relatively small sampling sizes. As the sampling
size grows, the exponential average will eventually become the most accurate.[122] We have com-
pared the present method and umbrella sampling and found that the efficiencies of the two methods
are comparable.
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