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Abstract
Motion planning for industrial robots is a computationally intensive task due to the
massive number of potential motions between any two configurations. Calculating
all possibilities is generally not feasible. Instead, many motion planners sample a
sub-set of the available space until a viable solution is found. Simplifying models to
improve collision detection performance, a significant component of motion planning,
results in faster and more capable motion planners.
Several approaches for simplifying models to improve collision detection performance
have been presented in the literature. However, many of them are sub-optimal for
an industrial robotics application due to input model limitations, accuracy sacrifices,
or the probability of increasing false negatives during collision queries.
This thesis focuses on the development of model simplification approaches optimised for industrial robotics applications. Firstly, a new simplification approach,
the Bounding Sphere Simplification (BSS), is presented that converts triangle-mesh
inputs to a collection of spheres for efficient collision and distance queries. Additionally, BSS removes small features and generates an output model less prone to false
negatives.
Concepts explored during the development of BSS are built on to develop a new
algorithm that converts environmental point cloud scans to a set of spheres. The
approach reduces noise, removes small outlier clusters, and reduces the effect of shadowing. The output model allows probabilistic roadmaps to be generated significantly
faster than using a point cloud or equivalent triangle mesh directly during planning.
Further development and exploration of strategies to improve the output of spherebased simplification approaches is presented. Improving the sampling strategies
used during simplification improved the speed, accuracy, and robustness of these
algorithms. Finally, a multi-resolution simplification approach was developed and
presented that uses contextual data from the motion planning task to generate highly
efficient task-specific models.
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Chapter 1
Introduction

1.1

Background

In recent years there has been substantial growth in the use of modelling to improve
manufacturing processes [1]. Manufacturers who can effectively model their products,
processes, and supply chains can leverage data derived from their models to operate
more efficiently and focus on strategic improvement initiatives. Furthermore, the
development of these models enables the factory floor to be integrated with them.
This integration of digital systems, models and real-world processes is part of the
transformation towards Industry 4.0 [2]. Market demand in recent times has shifted,
and customer expectations for products that are highly customised and made to
order are becoming increasingly common in manufacturing [3]. The manufacture of
highly customised products requires a flexible and networked production line, where
the ordering system is integrated with intelligent machinery that takes advantage of
technologies, including machine vision, artificial intelligence and robotics.
Driven by lower costs, increased safety and better consistency, the use of robots
in manufacturing has increased at a tremendous rate over the past five years and
is expected to continue growing substantially in the future. Traditionally robots

1
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have been installed to complete simple tasks, including welding, painting, assembly,
inspection and packaging. However, the integration between robots and modern
technology has enabled their use in more complex assembly, packaging and sorting
applications.
There are many benefits of integrating robots into production lines. There are also
several challenges. One of these is programming. Industrial robots typically have six
or more axes that move in a synchronised manner, making it challenging to visualise
the robot as it moves from one point to another. Programmers must continually
estimate reach and clearance while avoiding singular configurations to generate viable
paths. There are two ways to program robots: online and offline.
Online programming involves building the robot cell before starting to program the
robot. An engineer programs the robot by manually jogging the manipulator to each
position in a process, saving the positions and defining speeds and interpolation types
between each point. Finally, any logic to read inputs and set outputs is inserted into
the program.
Conversely, offline programming involves developing a 3D model of the workspace,
typically before it is installed. A virtual version of the robot and any tools, sensors,
and actuators required to complete the manufacturing process are placed in the
workspace. From this point, there are similarities with online programming: the
programmer selects positions to create paths and programs interactions between
external sensors and actuators. Once complete, the process is simulated to ensure
the robot will operate as intended. After installing the robot, final adjustments
are made during the commissioning phase to account for discrepancies between the
modelled and actual work cell.
Table 1.1 outlines the differences between online and offline programming. One
of the major advantages of offline programming is the capability to automate the
programming phase. For example, in welding, a model of the workspace, the part

3
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Table 1.1: Comparison of online and offline programming.

Online Programming

Offline Programming

Downtime

Programming during commis- Significantly quicker startup
sioning creates downtime
time as programming doesn’t
impact production

Project
Scheduling

Skilled programmer needs to be Programming occurs sometime
available for programming the before installation. Technicians
robot after a physical install
make minor tweaks during commissioning

Requirements Skilled programmer on site for Accurate models of the work cell,
install
product and robot well in advance of install
Other
Benefits

Easier to see unexpected issues

Can be used to aid robot selection
Programming can be automated.

Other
Slower than offline program- Models must match reality. OthDisadvantages ming especially with more com- erwise, significant rework may
plex motions
be necessary.

to be welded, and the robot can be used along with the desired weld locations to
generate a collision-free path for the robot to complete the weld. This approach is
known as Automated offline programming (AOLP) and is presented in [4]. Adopting
AOLP encourages the development of highly accurate digital models of products
and processes while significantly reducing programming time. It also makes it easier
to reprogram a robot after modifying parts or processes, improving the flexibility of
the manufacturing cell.
The flexibility of a robot cell integrated with an AOLP system is particularly valuable
to small to medium enterprises (SMEs). Within this group are companies producing
products in small batches while regularly customising and modifying their products to
suit market demand. They are placed between small manufacturers of one-off, highly
customised, made-to-order products made by manual labour and large enterprises
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that mass produce products on highly automated but inflexible production lines. The
return on investment of automation is not typically significant enough to justify its
implementation for many SMEs because their production volume is too low. Figure
1.1 shows the cost per unit of manual production, flexible automation and hard
automation. Manual production is most cost-effective in the shaded green region.
The shaded blue region is where hard automation is most cost-effective and is where
mass production occurs. The orange region is where flexible automation, including
configurable robot work cells, is the most cost-effective choice. Advances in flexible
automation continue to widen this region, pushing it into the cost-effective regions
of both manual production and hard automation.
Unit cost vs production volume for
manual labour, flexible automation and hard automation

Unit cost ($/unit)

Hard Automation
Flexible Automation
Manual Production

Production Volume (Units)
Figure 1.1: Cost per unit produced by manual production, flexible automation,
and hard automation. The shaded orange region is where flexible automation is
the most cost-effective choice.

One of the main components of AOLP is motion planning, that is, the process
of generating a collision-free path from point A to B, sometimes with additional
constraints for tool angle or speed. Motion planning is an area of active research,
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and there are many approaches to the problem, including probabilistic roadmaps,
potential field and cell-based approaches [5, 6, 7]. For a 6+ axis industrial robot,
regardless of the method used, the majority of the compute time is consumed by
collision detection. Sanchez and Latombe [8] state that over 99% of the total motion
planning time is taken up by collision detection regardless of the motion planning
approach used. Therefore, improving collision detection performance is critical to
improve motion planning performance and will ultimately lead to more capable
automated robot programming approaches.
Modelling a robot work cell is the first step before automated offline programming
and motion planning can commence. This can be a tedious task, especially in a
brownfields installation or modification of an existing robot program. The increasing
adoption of 3D area scanners has helped this by allowing an area to be accurately
measured quickly. 3D area scanners generate a point cloud model, which can be used
for measuring and visualising an area. However, point cloud models are not very
efficient in collision detection and depending on the quality of the area scanner and
operator experience, there may be excessive noise or shadowing in the point cloud.
This can significantly affect collision detection accuracy. Methods exist to convert
point clouds to triangle meshes [9] or use probabilistic collision detection [10] in an
attempt to resolve this issue. However, even when using these methods, collision
detection performance remains sub-optimal. For these reasons, robot work-cells are
typically modelled manually with triangle mesh models.
There are three ways to improve collision detection performance. The first is an
incremental improvement by the development of faster computer hardware. Over
the five years preceding 2019, these improvements have delivered an annual 21%
performance increase on average [11]. The second way to improve performance is
more efficient collision detection algorithms. The Gilbert-Johnson-Keerthi (GJK)
algorithm [12], which is used to detect collisions between convex triangle meshes
quickly, is now a cornerstone of efficient collision detection. The development of
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efficient broadphase algorithms that quickly check if models are close before a final
slow and exhaustive collision check [13] have also had a considerable impact on
collision detection performance. More recently, parallel processing has been taken
advantage of, and collision detection has moved from the CPU to GPU [14] in some
cases, further improving performance. The final way to improve collision detection
is by simplifying models used in the simulation. Reducing the complexity of models
improves collision detection speed because algorithms have fewer triangles or spheres
to check. However, the speed improvement gained from model simplification typically
comes at the expense of accuracy. It is considered a challenging problem to reduce
the complexity of a model while maintaining the geometric features of the original.
Roboticists need to exercise caution when simplifying models to ensure that the
model’s accuracy is not reduced to the extent that it becomes unusable.
Normalised calculation time for rendering and
collision detection of triangle meshes

35

Rendering
Collision Detection
30

Time (Normalised)

25

20

15

10

5

1

2

3

4

5

6

Complexity (Normalised)

Figure 1.2: Complexity vs processing time for 3D models used in rendering and
collision detection.

Figure 1.2 shows the processing time for models of differing complexity when rendered
and when used in collision detection. As model complexity increases, the rendering
time increase is approximately linear as its complexity is O(n). Collision detection
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time, however, increases exponentially. The complexity of a naive implementation
is O(n2 ). However, in practice, the complexity is lower mainly due to the efficiency
of broadphase collision detection implementations.
3D models used in manufacturing are represented in several different formats. The
two most common are parametric CAD models and triangle mesh models. A parametric model is defined by the steps required to make the model. These steps usually
start with a sketch, then the model can be extruded, chamfered, filleted, drilled,
cut, or any number of operations, which are typically analogous with manufacturing
processes. Figure 1.3a shows an example of a parametric modelling environment.
Triangle meshes, shown in Figure 1.3b, are defined by a set of vertices and a list of
triangles that reference the vertices. Triangle meshes are the most efficient way to
draw 3D models on a computer screen, and parametric CAD modelling programs
internally convert their models to a triangle mesh model to be efficiently rendered
on a screen. Triangle mesh formats are so ubiquitous that they are the main format
used in 3D model research and are the required input for most model simplification
algorithms.

(a) Parametric CAD Model

(b) Triangle Mesh

Figure 1.3: 3D models can be represented in several ways. (a) shows a pressure
plate represented as a parametric CAD model and (b) shows a cylinder represented
as a triangle mesh.

Model simplification is widely used in computer graphics, simulations, haptics, and
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finite element analysis (FEA). Model simplification developed for computer graphics
applications have yielded significant improvements in rendering time [15, 16]. The
most widely used approach is automatically generated level of detail (LODs) models.
A computer takes the same amount of time to draw a model when it covers the
entire screen as it does to draw the same model occupying a single pixel because all
of the triangles still need to be processed. The concept of LODs is to replace models
with less complex ones as they are further away. Visually it can not be noticed if
distance thresholds to switch the models are carefully selected. Many simplification
approaches aim to reduce the number of triangles of a model while preserving the
geometry. V-HACD [17] is an algorithm that generates a collection of several smaller,
low-resolution convex hulls to approximate the original model. These convex hulls
perform well in collision detection and are much more accurate than the standard
hit-box approach commonly used in computer games and simulations.
There are three types of models used in collision detection: primitives, convex triangle
meshes and concave triangle meshes. A primitive shape is one that can be represented
by a mathematical formula such as a sphere, box or cylinder. These shapes are very
efficient in collision detection because a collision can be calculated using a formula.
Concave triangle meshes are triangle meshes with at least one concave section. This
might be a small hole in a surface or two shapes that join, creating an internal corner.
Convex triangle meshes have no concave sections. Examples include a ball and a
box model.
Primitive shapes, including spheres, boxes, cylinders, capsules and cones, perform
best at collision detection because they are represented with a mathematical formula.
As such, there is no search component when performing collision detection between
primitive models. In contrast, the approach for collision detection of triangle mesh
models involves iteratively checking triangles until a colliding pair is found. Although there are heuristics that improve the chance of finding colliding triangle pairs
quickly, there are still cases where every possible triangle pair is checked, which takes
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considerable time. The GJK algorithm [12] significantly improves collision detection
performance on convex triangle meshes by taking advantage of their geometry.
Some simplification approaches convert a triangle mesh model into a collection
of primitive shapes to take advantage of the performance increase that primitive
shapes deliver. One example is haptics, where there is a drive towards achieving an
update rate of 1,000 Hz for force feedback. This update rate is necessary to make
the application realistic for users [18]. This has led to the development of several
sphere-based model simplification approaches that generate models with exceptional
collision detection speed with slightly reduced accuracy.
There is little room for error in many industrial robotics applications, consequently,
model simplification becomes relatively difficult. Welding and assembly operations
always involve moving the tool centre point (TCP) very close to objects in the
working environment. In these close positions, the model accuracy is critically
important. Furthermore, model inaccuracies may result in a collision when the
program is transferred from the simulation to the real world. Model simplification is
regularly employed when programming robots. However, careful consideration of the
effects needs to be taken. To reduce the risk of a collision of the real robot models
used in simulations can be expanded to create a buffer between the robot and work
objects [19]. This expansion is usually a simple process of moving the individual
triangles of a model outwards by a user-defined distance. Expanding models this
way has the side-effect of limiting the number of solutions during motion planning.
If a motion is particularly constrained, expanding models to create a buffer space
may prevent any path from being planned.
The unique characteristics of industrial robotics applications make model simplification challenging, and existing model simplification approaches often result in
unusable models because the accuracy is too low. There is no standard approach
to model simplification for industrial robotics applications, although some tricks
exist, such as expanding simplified models and using convex hulls for each link of
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the robot. Model simplification is important in offline programming as collision
detection time is one of the main factors determining how quickly motions can be
planned and directly affects the complexity of tasks able to be successfully planned.
The investigation of model simplification approaches and the development of new or
improvements to existing approaches are the focus of the research presented in this
thesis.
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1.2

Original Research Contributions

This thesis focuses on the development of simplification approaches for models
used in motion planning. Since collision detection consumes more than 99% of the
processing time during motion planning [8], improvements to collision detection
performance directly translate to improved motion planning capabilities by allowing
motion planners to search for more solutions in the same time. Figure 1.4 shows how
the research contributions presented in this thesis link and contribute to improved
motion planning performance. The main contributions of this thesis are described
in the following paragraphs.
Motion Planning
Performance

Task Complexity

Task

Collision Detection
Performance

Motion Planning
Algorithms

Context
Section 6.3

Model Complexity
(simpliﬁcation)
Chapters 3, 4, 6

Hardware

Collision Detection
Algorithms

Model Type
Modelling
Virtual World
Chapter 5

Figure 1.4: Factors influencing motion planning performance. The research
presented in this thesis contributes improvements to modelling, which result in
improved motion planning performance.
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The development of the Bounding Sphere Simplification (BSS), a new method to
simplify 3D triangle mesh models into a set of spheres that can be used for efficient
collision detection is presented. The method uses a novel feature removal stage
that conservatively removes small features and makes the output less susceptible to
false negatives. Simplifying models with BSS can significantly reduce total motion
planning time or enable the planning of more complex tasks.
Several improvements to BSS are discovered through experimental analysis of sampling strategies and the development of heuristics relevant to motion planning applications. These improvements reduce the total number of spheres required to model
an object. Of particular note is a new multi-resolution approach that uses contextual
data derived from the task being solved, such as weld paths and robot geometry to
improve the simplification. This data enables the more critical geometric features
to be preserved and the less critical ones to be simplified aggressively, resulting in a
drastic reduction in the number of spheres required to model objects in the typical
industrial robotics setting.
Finally, a new method for converting point clouds to a set of spheres is developed
and presented. This method allows an environment to be mapped by a 3D scanner
and directly used in offline programming applications, significantly reducing the
time required to manually model a work area, which is necessary before offline
programming can begin. The method reduces noise, eliminates outliers, and has
resistance to shadowing, which are all common issues with point cloud scans. The
model generated by this approach is also significantly faster in collision detection
than directly using the point cloud model, resulting in improved motion planning
time.
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Thesis Outline

This chapter has presented an overview of offline programming, modelling, model
simplification and collision detection in industrial robotics and describes why model
simplification is an important aspect of offline programming. The thesis objectives,
outline and achievements are also presented in this chapter.
Chapter 2 of this thesis presents a review of related literature in the field of robot
motion planning, 3D model simplification and collision detection.
The development of a novel model simplification approach, the bounding sphere
simplification (BSS), is presented in chapter 3. The BSS algorithm simplifies models
to create a sphere-based representation while removing small features.
Chapter 4 presents a comparison of model simplification approaches, including BSS
when used with mechanical 3D models characteristic of industrial manufacturing
processes. It outlines the requirements for 3D model simplification in an industrial
manufacturing process and discusses why they are different to the requirements of
typical computer graphics applications.
In chapter 5 a novel approach for simplifying a point cloud into a set of spheres is
presented. The approach filters noise and reduces discontinuities in scans caused
by shadowing. The set of spheres are organised into an octree data structure for
efficient collision detection. This approach allows a 3D scan of an environment to
be used efficiently in motion planning.
In Chapter 6, The optimisation of simplification approaches is investigated. Techniques to enhance the BSS algorithm and methods to improve the existing state
of the art simplification approaches for industrial motion planning applications are
discussed.
Chapter 7 presents the conclusions of this thesis and discusses potential future
research opportunities.

Chapter 2
Related Literature

Improving motion planning performance is the overall goal of the work presented
in this thesis. Motion planning is a difficult problem that has been extensively
researched and is still actively being worked on to solve more complex problems, including high degree of freedom and dynamic motion planning tasks. Figure 1.4 shows
that the task complexity, collision detection performance and choice of motion planning algorithm are all key factors that affect motion planning performance. Collision
detection performance can be further divided into model complexity, computational
hardware, and collision detection algorithms.
This chapter presents a brief review of motion planning and collision detection
algorithms before presenting an in-depth review of model simplification approaches
covering triangle mesh and point cloud models. It also discusses the limitations of
existing literature and areas that further research is required to improve motion
planning performance for industrial robotics.
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Motion Planning Algorithms

Many motion planning algorithms have been presented in the literature. The main
types are the potential field, cell, and sample-based planners [20]. Sampling-based
planning has been the most successful and well-researched approach because it can
find paths more quickly and avoid local minimums more than other approaches. The
motion planning approaches are outlined in the following sections.

2.1.1

Potential Field Planners

Potential field algorithms attempt to solve the problem by moving the robot from the
start position towards the goal position using a simulated force [21, 22]. Simulated
forces are also modelled around obstacles that push the robot away. Alternatively,
the robot can be moved away from obstacles by waiting until a collision is detected,
then moving them away from the contact point [20]. Potential field planners work
well for simple planning problems in relatively sparse environments. However, when
the problem becomes more complex due to increases in degrees of freedom or a more
constrained environment, potential field planners can become stuck in local minima
and fail to reach the goal position. Potential field planners that use random walks
when the robot is stuck in a local minimum have been developed [23]. However,
potential field planners still struggle to find suitable paths for articulated robots and
are more likely to be used for less complex motion planning for mobile robots.

2.1.2

Cell-Based Planners

Cell-based planners decompose an area into discrete cells, and plan paths from one
cell to the next [20]. The cells are categorised as free or obstructed, and a path is
planned through the free cells. Search algorithms, including Dijkstra’s algorithm [24]
and A* [25, 26] are commonly used to find a viable path through free cells. Nosrati
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et al. present an investigation of various * search algorithms in [27].
Cell-based planners have been successfully implemented with articulated robots [28,
29] and, in specific cases, can outperform sample-based planners [29]. However, as
tasks complexity increases, the required resolution of the decomposition increases
exponentially. This increases the memory use and number of collision detection
queries required to the point the planner becomes impractical to use.

2.1.3

Sample-Based Planners

Sample-based planners are by far the most successful at planning motions for articulated robots. First described in [30], and [31] as probabilistic roadmaps (PRM), they
work by randomly sampling configurations, checking for collisions, and joining them
to build a connected graph spanning between the start and goal configurations.
Sample-based planners have been improved by developing sampling strategies that
can more quickly find paths. The first PRM implementations randomly sampled the
configuration space [30]. However, these planners failed to find paths through narrow
passages. Rapidly-exploring random trees (RRTs) [32, 33] converge on solutions
more quickly because they sample spaces near existing nodes, biasing growth of
the roadmap towards the goal configuration. Other approaches attempt to improve
sampling of the roadmap by biasing samples to be on the boundary of obstacles [34].
More recent research into sample-based planners involves finding paths through narrow passages [35, 36], solving for high degrees of freedom [37, 33], and implementing
roadmaps in dynamic environments by rebuilding the roadmap [38, 39], or using
a potential to plan between configurations on the rodamap when a connectoin becomes blocked [40]. These are all difficult problems because of the large amount
of processing time, predominantly made up of collision queries, required to find a
viable path in these situations.
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Collision Detection

Collision detection is an important area of research as it applies to many applications
and industries. As such, there are several collision detection libraries available in the
public domain [41, 42, 43] that implement efficient collision queries between a range
of model types, including primitives, triangle meshes and point clouds. In motion
planning, particularly for sample based planners, the majority of processing time is
consumed by collision detection queries.
State of the art collision detection libraries implement broadphase and narrowphase
collision detection to improve performance. Broadphase collision detection quickly
eliminates potential colliding pairs working with low accuracy models before the
collision query is resolved completely in the narrowphase. The two most popular
broadphase algorithms are sweep and prune [42, 44], and bounding volume hierarchy (BVH) implementations [45, 42, 41]. Sweep and prune relies on managing a
sorted list of the lower and upper bounds of each object’s axis-aligned bounding
box (AABB) to efficiently check for overlaps. BVH implementations use a tree-like
data structure starting with a bounding volume containing all objects at the highest
level to individual objects at the lowest level. An overview of broadphase collision
detection algorithms and a comparison of their performance is presented by Serpa
et al. [46].

2.2.1

Primitive Collision Detection

Primitive objects, including spheres, boxes, capsules and cylinders, can be represented mathematically. Therefore there is an analytical solution to determine if
they are colliding. Current research into collision detection of primitives focuses
on improving the performance of large sets of primitives and converting collision
detection algorithms to run on parallel architecture.
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An octree data structure divides the volume of an object or scene into a hierarchy
of smaller volumes. During collision detection, a node is checked for a collision. If it
collides, its child nodes are also checked. This repeats until there is a collision on a leaf
node or there are no more nodes to check, indicating no collision occurred. Octrees
have been widely researched [47, 48, 49, 50] and significantly improve collision
detection performance when many primitives are involved by reducing the total
number of collision checks.
Further improvements to collision detection performance of sets of spheres have been
proposed that parallelise the collision detection algorithm and execute it on GPUs
[51].

2.2.2

Triangle Mesh Collision Detection

Triangle meshes are the most widely used model representation because they can represent any arbitrary shape. Exhaustively checking every triangle pair in the colliding
meshes for intersection can be too time-consuming, especially when model complexity is high. Therefore, improvements to mesh-mesh collision detection have typically
been achieved by reducing the number of triangle intersection checks required to
resolve a collision query.
The Gilbert–Johnson–Keerthi (GJK) algorithm [12, 52] is an efficient method to
determine the minimum distance between two convex shapes. It exploits the property
of convex shapes that traversing vertices to find the closest vertex to another point
will never get stuck in a local minimum. This allows GJK to converge on a solution
to a collision query quickly.
Convex triangle mesh models are unable to use the GJK method to improve collision
detection speed. Instead, they rely on using broadphase approaches to reduce the
number of triangles that need to be checked [53] or parallelising collision detection
to execute on a GPU [14, 54].
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Improvements to collision detection speed have been made by developing better
collision detection algorithms and improving broadphase culling. However, collision detection performance is mainly dependent on model complexity. Improving
performance further requires using model simplification to reduce the amount of
processing required to resolve collision queries. A comparison of model simplification
approaches is presented in Section 2.3.

2.2.3

Point Cloud Collision Detection

Point cloud models have become more common as 3D scanning technology has
improved and become less expensive. This technology is used in both moving
applications, including mobile robots, GIS mapping and autonomous cars, and static
applications, including scanning buildings for measuring and modelling. Collision
detection between point cloud models can be challenging due to the large data
size and measurement errors that can be present. A review of point cloud filtering
algorithms is presented by Han et al. [55]. Pan et al. [10] present a probabilistic
collision detection approach that improves the overall accuracy of collision detection
on noisy point clouds.
Converting point cloud models into another representation altogether can make
them more suitable for collision detection. Huang et al. [56] propose a method to
generate triangle meshes from point clouds by reconstruct a surfaces. The approach
first denoises the point cloud, then uses an improved normal estimation algorithm,
particularly suited to thin surfaces before generating the mesh. Ma et al. [9] present a
method for constructing triangle meshes from point cloud models based on generating
umbrellas around each vertex of the model and removing redundant facets until the
model is manifold. Figueiredo et al. [57] present a method of converting a point
cloud model into a collection of spheres using an octree to divide the models volume
then constructing a minimum bounding sphere around each node.
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Model Simplification

Model simplification is an area of active research and is used to improve the speed of
several applications, including computer animation, robotics, finite element analysis
and deformable object simulation. It is challenging to generate accurate and efficient
simplified models because simplification typically involves sacrificing accuracy for
improved processing speed.

2.3.1

Model Simplification Approaches

Hundreds of model simplification algorithms for triangle meshes have been presented
in the literature. These algorithms can be grouped into the five categories described
below.

Triangle reduction. This approach reduces the total number of triangles that
represent a model. Triangle reduction algorithms either iteratively remove
one triangle or vertex at a time or rebuild the model incrementally. Common
approaches for these algorithms include: vertex clustering [60, 61], incremental
decimation [16, 62, 63] and re-sampling. During simplification the vertex or
triangle with the lowest effect on a simplification criterion is chosen for removal.
This process continues until the model reaches the desired number of triangles
or other specified error metrics. Commonly used simplification criteria aim
to maintain the model’s appearance, geometric features, the distance between
vertices, or triangle size. A comparison of these algorithms is presented in [64].
More recently, research has focused on implementing this type of simplification
on GPUs to reduce processing time [65].
Triangle reduction results in a noticeable improvement in collision detection
time. However, other approaches that convert concave triangle meshes into
another model representation result in better collision detection accuracy. As
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such, triangle reduction algorithms are best suited to simplifying models for
improved rendering performance.

(a) 95,238 triangles (original
model)

(b) 10,000 triangles

(c) 1,000 triangles

(d) 500 triangles

Figure 2.1: Decimation of a bicycle frame.

Convex decomposition. This approach aims to simplify models into a set of
convex hulls to take advantage of the GJK [12] algorithm during collision
detection [52], which dramatically improves collision detection speed. An
exact convex decomposition, first described by Chazelle [66], does not modify
the geometry of the 3D model at all. Exact convex decomposition typically
results in the creation of far too many convex hulls for collision detection speed
to be improved. For example, a curved concave surface is split into one convex
hull per triangle. This limitation led to the development of approximate convex
decomposition [67], a simplification approach able to produce a smaller set of
convex hulls for improved collision detection performance. Approximate convex
decomposition creates fewer convex hulls for collision detection by splitting
the original model into parts with minimal concavity. The convex hulls of each
part are used as the final output model. Hierarchical Approximate Convex
Decomposition [68] produces fewer convex hulls by using a greedy hierarchial
segmentation approach that generates convex hulls by merging triangles based
on concavity and aspect ratio. V-HACD [17] further refines the generation of
convex hulls by using a voxelised representation of the original mesh. V-HACD
produces efficient collision models, as such it is commonly by physics libraries
to improve collision detection performance [42, 43].

22

CHAPTER 2. RELATED LITERATURE

(a) Original

(b) V-HACD

Figure 2.2: Convex decomposition of a bicycle frame.

Conversion to primitives. This approach generates a collection of primitive shapes
that approximate the input model. Most of these algorithms produce sets of
spheres [49, 69, 70, 71] as they are the most simple primitive shape, requiring
only 11 operations to resolve a collision. The hierarchical sphere tree, first
described by Hubbard [72] and further explored in [73, 74] is an efficient data
structure for holding a large set of spheres for collision detection. Checking
for collisions involves iterating through the tree structure until a collision is
detected or there are no remaining collision candidates. Each level of the tree
consists of smaller spheres that approximate the model more accurately than
their parent.
Many sphere-based simplification approaches rely on approximating the medial
axis and distributing spheres along it. Several medial axis methods have been
proposed to approximate triangle meshes or point clouds with their medial axis
[70, 75, 76]. Rebain et al. [77] use a least-squares optimisation to approximate
the solution, which makes it capable of converting noisy point clouds into a
set of spheres, a task that other medial axis methods struggle to handle.
Simplifying a model to a collection of primitives is used to simulate deformable
objects where forces of attraction between individual primitives are modelled
to determine how the object deforms under the influence of external forces.
The other area that this approach is commonly used in is time-critical collision
detection, a requirement of many haptics applications [18]. These applications
require an update rate of at least 1,000 Hz for the stability of the simulation

23

CHAPTER 2. RELATED LITERATURE
and to generate realistic feedback.

(a) Original

(b) Voxelisation

(c) Sphere packing

Figure 2.3: Conversion of a bicycle frame to primitives.

Bounding shape. This approach bounds the original model by a single simple
shape. Some of the shapes used by these algorithms include the minimal
bounding sphere [78], axis or object aligned bounding boxes [79], and convex
hulls [80].
Bounding shape algorithms are typically used to create simple models for collision detection when accuracy is less critical. For example, during broadphase
collision detection to eliminate pairs of potentially colliding objects before a
more accurate collision response is calculated between high resolution models.
Figure 2.4d shows the convex hull of a bicycle frame model.

(a) Original

(b) Bounding
sphere

(c)
Axis
aligned bounding box (view
is
rotated
about axis)

(d)
hull

Convex

Figure 2.4: Bounding shape simplifications of a bicycle frame.

Defeaturing. This approach focuses on removing specific features from a model to
reduce its complexity. Defeaturing is commonly applied to models before they
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are used in finite element analysis to reduce analysis time [81, 82]. Algorithms
are often based on mesh segmentation [83, 84], which splits models into parts
to identify features before categorising and removing them. The feature identification stage of defeaturing is the most difficult to implement because features
can be modelled arbitrarily. Features that are unable to be segmented and categorised correctly will not be simplified. Furthermore, incorrect identification
can cause the unintended removal of important model geometry, requiring the
simplification to be repeated. Feature identification implementations can be
found in [85] and [86]. Recent approaches that leverage machine learning show
promising results in areas that traditional defeaturing approaches have been
less effective [87].
Defeaturing algorithms can be very effective at removing model features and
is particularly successful at removing small holes. However, limited collision
detection performance improvements are achieved because they typically remove less than 10% of the model’s triangles. For this reason, defeaturing alone
is not sufficient to simplify a model for most collision detection applications.
However, defeaturing combined with another simplification method can produce excellent collision models. An example of a defeaturing operation applied
to a bracket to remove four small holes from a mounting bracket is shown in
Figure 2.5.

(a) Original

(b) Defeatured

Figure 2.5: Defeaturing a mounting bracket. The defeaturing process has removed the smaller holes from the model.

Table 2.1 lists the typical applications of each model simplification approach along
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with the typical impact on collision detection. Convex decomposition is currently the
best overall approach for improving collision detection due to drastically improving
collision query time while achieving a relatively minor accuracy loss. However,
converting models to primitives can result in faster collision queries.
Table 2.1: Typical applications of 3D model simplification approaches.

Approach

Typical Application

Impact on collision detection

Triangle
Reduction

LODs in computer
graphics

Improves processing time, reducing accuracy. Performance improvements are
limited.

Convex Hull

Quick inaccurate
collision detection or
object picking

Significant speed improvement but geometry is significantly modified. Not
suitable for applications requiring high
accuracy.

Conversion to
Primitives

Simulation of
deformable objects

Collision detection time is significantly
improved, loss of accuracy around sharp
edges or planar surfaces.

Convex
Decomposition

Efficient collision
detection

Currently the best approach for efficient
collision detection. Care needs to be
taken not to generate too many convex
hulls.

Defeaturing

CAD model processing
for FEA and
manufacturing

Limited performance improvements
when used alone. It can be used in
conjunction with other approaches to
improve overall simplification.

2.3.2

Multi-Resolution Model Simplification

Generating adaptive or multi-resolution models can effectively improve simulation
performance without significantly affecting the overall accuracy. Research into multiresolution simplification has primarily focused on improving performance for FEA
and cloth simulation. For these applications performance improvements in the range
of an order of magnitude have been achieved. Several approaches have been presented
in the literature, and there is significant variance in the methodologies used. An
overview of these methods can be found in Table 2.2.
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Table 2.2: Overview of multi-resolution simplification approaches.

Method

Application Summary

Fast collision

Collision

Represents each model as a clustered hier-

detection between

Detection

archy of progressive meshes increasing or

massive models

decreasing the resolution of model segments

using dynamic

based on proximity.

simplification [88]
Fast collision

Collision

Decomposes the model into a tight hierarchy

detection between

Detection

of convex bounding volumes. Segments are

high resolution

progressively replaced with higher resolution

polygonal models

versions when they collide until the collision

[89]

query is resolved.

Multi-resolution

Cloth

Pre compiles a multi-resolution hierarchy

collision handling

Simulation

from the original mesh. At runtime the

for cloth-like

mesh is selectively refined or coarsened

simulations [90]

based on collision proximity.

Adaptive meshing

Cloth

The simulation starts using a uniform low

for cloth animation

Simulation

resolution model of the mesh. If the cur-

[91]

vature of any segment exceeds a threshold
during simulation the segments resolution is
increased.

Multi-resolution

Cloth

Dynamically simplifies smooth regions of the

cloth simulation

Simulation

mesh based on applied forces and geometric

[92]

collisions.
continues on next page
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Method

Application Summary

Saliency-dependent

Cloth

Dynamically simplifies meshes based on

adaptive remeshing

Simulation

visual saliency.

[93]

First, a saliency predic-

tion model is developed, then the model
is remeshed with reduced accuracy in less
salient regions.

Hierarchical

Soft Body

Recursively subdivides the model volume

multi-resolution

Simulation

into cells. Labelled important areas are di-

finite element

vided further to increase their resolution.

model for soft body

The original mesh boundaries are applied

simulation [94]

to the leaf cells prior to simulation.

Feature suppression

FEA

The mesh is segmented with a watershed

based CAD mesh

segmentation algorithm. Features are then

model simplification

recognised and simplification or removal is

[84]

applied to each feature.

CAD model

FEA

In the initial stages, Features are identified

simplification using

and removed. Afterwards, the model is re-

a removing details

constructed around the removed features

and merging faces

with a simplified geometry maintaining an

technique for a

error less than a user specified value.

FEM simulation
[95]

2.4

Discussion

Several model simplification algorithms and collision detection techniques have been
developed to improve collision detection performance. A variety of these algorithms
have been applied to motion planning. However, motion planning performance is
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still significantly impacted by collision detection. Further improvement to collision
detection performance is important for planners to solve more complex problems or
motions more quickly.
Model simplification is one of the most promising methods to improve collision
detection performance and has been used successfully in this application. However,
simplifying models in an industrial setting can be challenging due to the complexity
of typical manufacturing CAD models and the need to limit false negatives, which
could cause real-world collisions. Due to these challenges, work objects are often not
simplified for offline programming. Instead, only the robot and tool are simplified.
Multi-resolution simplification has been successfully applied to FEA and cloth simulation to drastically improve simulation performance by isolating important geometric
features and simulating them at a higher resolution to less critical features. This
simplification optimisation is only possible because additional information about the
models is available, allowing a decision to be made about the importance of specific
features. Automated offline programming requires modelling more than just the
geometries of the environment, robot and work objects, but also a process model inclusive of critical motions, home positions, robot kinematics, and tool specifications.
This makes it an ideal candidate for multi-resolution simplification.

Chapter 3
Bounding Sphere Simplification
(BSS)

3.1

Introduction

Models used in motion planning for industrial robotics applications need to be accurate and efficient in collision detection to quickly enable motion planners to find
suitable paths. Generating an optimal simplification of a model for use in these applications is considered a challenging problem because collision detection performance
is typically improved at the expense of accuracy, and a suitable balance between
the two must be found. Model simplifications used in motion planning of industrial
robotics must be accurate and perform well in collision detection. One of the most
important requirements is that the modelling errors do not result in collisions when
controlling a real-world robot. Currently, there is no existing automated model
simplification approach well suited to this task.
Two properties determine a models collision detection performance. The first is
the type of collision model, which can be a concave triangle mesh, convex triangle
mesh, or primitive. The second is the model complexity. This is the total number of
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triangles or primitives that make up the model. The collision detection speed of a
primitive-based model is significantly better than that of a triangle-based model. A
single triangle-triangle collision check requires 95-97 operations [96]. In contrast, a
sphere-sphere collision check requires only 11 operations. The dramatic difference in
collision detection speed makes primitive-based models more appealing for collision
detection, and by extension, simplification algorithms. However, fitting primitives to
generate a simplified model while maintaining a high degree of accuracy is difficult
due to the geometric limitations of primitive shapes. As a result, triangle meshes
are often used for collision models, and performance is sacrificed for convenience.
Collision detection in a robotic manufacturing application is somewhat predictable.
The most likely part to collide with an object is the TCP of the end effector while manipulating objects in the work cell. Additionally, only the robot and any equipment
mounted to it are moving and capable of colliding with objects in a typical work
cell. This predictability can be taken advantage of to improve model simplifications,
leading to more efficient collision detection and, in turn, reducing the total motion
planning time.
Figure 3.1a shows two typical end effectors used in manufacturing, a gripper and a
welding torch. While Figure 3.1b shows a clip fitting assembly, which is loaded by
a robot and typical of a manufacturing setting. The clip fitting assembly is highly
detailed and contains 257,507 triangles. Models of industrial parts containing this
number of triangles or more are not uncommon. The basic geometry of the model
required for collision detection could be represented with significantly fewer triangles,
improving collision detection performance. For example, no part of the end effectors
is small enough to fit inside the small holes in the clip fitting assembly. Therefore,
in this situation, the holes could be filled in, reducing the complexity of the model
while improving collision detection performance. The paths generated by the motion
planner would not be affected by the removal of these small features because no part
of a robot or the end effectors can fit into the holes that are removed.
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(a) Typical end effectors
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(b) Clip fitting assembly, parts loaded by
robot

Figure 3.1: No part of these end effectors (a) can reach into the small features
in the model (b).

When simplifying objects for a robot application, it is desirable to remove features
conservatively, meaning features are removed from the model without reducing the
model’s volume. This type of approach is demonstrated most clearly when a minor
but highly detailed protruding feature, such as a nut and washer on a thread, is
removed. Many feature removal approaches will cut off such a small protrusion.
However, the conservative removal of this feature would replace it with a simplified
representation, such as a single box, or expand the original model to envelop the
feature completely while reducing the number of triangles required to represent it.
Conservative feature removal ensures that when the motions generated by motion
planners in a digital environment of simplified geometries are transferred to an actual
robot that they do not result in a collision due to the simplification. Care still needs
to be taken when transferring these generated motions because the models or their
positions relative to the robot may have been modelled incorrectly.
This chapter presents the bounding sphere simplification (BSS), a new model simplification approach that generates a set of spheres from a triangle-mesh input. The
vastly superior speed of primitive shapes, especially spheres, in collision detection
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results in improved motion planning time when using models generated by BSS.
BSS differs from existing sphere-based simplification approaches due to the unique
first stage, which acts as a filter to conservatively remove hollow sections and small
features from models before generating the final representation. This strategy allows BSS to generate fewer spheres than other approaches, and the output models
are particularly well suited to use in motion planning in industrial manufacturing
environments.
BSS aims to provide a model simplification approach that generates highly performant models suitable for industrial robotics applications.
The rest of this chapter is organised as follows. Section 3.2 presents the bounding
sphere simplification algorithm. The performance and accuracy of simplified models
produced by BSS are compared and discussed in Section 3.3. The limitations of
BSS are discussed in section 3.3.4. A comparison of the distance calculation time
between models generated by BSS and those typically used in motion planning is
presented in section 3.3.5. Finally, the conclusions and future research opportunities
are presented in section 3.4.

3.2

The BSS Algorithm

This section presents the BSS algorithm, which takes a triangle mesh model as
its input and generates a set of spheres that tightly fit the original model while
simplifying small features. The critical stages of the algorithm are illustrated in
Figure 3.2, where each stage is shown during the simplification process on a twodimensional model. The process is the same in three dimensions. However, the
process is more apparent when visualised in two dimensions.
The initial phase of BSS conservatively removes small features from the input model.
This feature removal is achieved by bounding the original model with a set of sampled
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(a) Original Model

(b) External Sphere Placement

(c) Internal Sphere Placement

(d) Output Model
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Figure 3.2: BSS process. The original model (a) is bound by external spheres
(b). Following this, the internal spheres are placed (c). The final output is shown
in (d).

spheres of a minimum size on the model’s exterior. Throughout this chapter, these
spheres are referred to as external spheres. The minimum size of the external spheres
is a parameter that dictates which features are removed. A larger minimum external
sphere size removes larger features from the model, whereas a smaller size causes
their geometry to be left unchanged. The selection of the minimum external sphere
size should be based on the context of the model’s use. For example, in a robot
welding application, the external sphere size could be set to the diameter of the gas
shield of the welding torch attached to the robot, which would result in the removal
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of all features smaller than the gas shield, such as screw holes. From a practical
perspective, this would remove any concave feature that the welding torch cannot
fit into. External spheres are placed by sampling points lying outside the model
geometry and increasing the radius until the sphere contacts the original model.
Checking whether a point is inside or outside of a model is trivial for watertight
manifold meshes, and is achieved by raycasting from a point outside the model’s
bounding box to the point being checked. The number of times the ray intersects
the model is then used to determine if the point was outside the model. If the ray
passes through the model’s boundary an even number of times, it is outside the
model. Conversely, if it passes through an odd number of times, the point is inside
the model. Figure 3.3 illustrates the method used. P0 is known to be outside the
model as it lies outside the model’s bounding box. P1 is outside the model, and the
ray connecting it to P0 has an even number of intersections. The ray connecting P0
and P2 has an odd number of intersections which indicates P2 is inside the model.

P0
x

x

x

P1

x
x

P2

Figure 3.3: Raycasting from P0 , a point outside the bounding box of the model
to other points [P1 , P2 ] to determine if they sit within the model. P1 is outside
the model as the ray intersects the model an even number of times, whereas P2 is
inside the model as its ray intersects the model an odd number of times.

The second phase of the algorithm performs sphere fitting on the volume bound by
the external spheres. A simple sphere-packing approach is presented in this chapter,
where thousands of points are sampled randomly, and if they are inside the model,
they are added to an array of internal sphere sample points. The distance from
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each point to the nearest external sphere is calculated and used to sort the array.
The point with the largest associated distance is selected as the candidate for the
subsequent internal sphere. The minimum distance associated with each remaining
sample point is then updated to the distance to the new internal sphere if it is
closest. This forces the internal spheres to be well spaced. The radius of each new
internal sphere is initially set equal to the distance to the closest external sphere.
The sphere is then moved away from the contact point while the radius is increased
until it contacts at least two external spheres simultaneously. If the radius is below
a defined threshold, the sphere is removed so that the output model is not crowded
with spheres of insignificant size. The algorithm continues to add internal spheres
until the point in the array of internal sphere candidates with the largest distance
to any sphere drops below a user-defined maximum error threshold. The algorithm
then returns the list of internal spheres for use in collision detection.
Pseudocode for BSS is shown in Algorithm 1, and a flowchart of the logic for external
and internal sphere generation are shown in Figures 3.4 and 3.5, respectively. Several
parameters are used throughout the code that affect the processing time, output
accuracy, number of spheres, and size of simplified features. These parameters are
discussed in detail in section 3.2.1.
Figure 3.7 shows the advantage of using the bounding sphere simplification algorithm
compared with a generic sphere packing approach to fit spheres when the input
model contains concave sections. The input model is a hollow tube, typical of
robotic welding applications. The original model contains 800 triangles, the sphere
packing approach contains 416 spheres, and the BSS model requires only 42. Both
sphere representations have a similar level of accuracy on the outside of the models.
However, BSS has removed the internal section of the tube.
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Algorithm 1 BSS
1: procedure BSS_Simplify
2:
while external sphere count < limit do
3:
add external sphere Se at random position
4:
set Se diameter to min_ext_size
5:
if Se is in collision then
6:
remove Se
7:
else
8:
while Se is not in collision do
9:
expand Se
10:
end while
11:
end if
12:
end while
13:
remove original triangle mesh
14:
max_error = ∞
15:
max_error_pt = random point
16:
InternalSpheres = []
17:
while max_error < error_limit do
18:
create internal sphere Si at max_error_pt
19:
set Si diameter to min_internal_size
20:
if Si collision then
21:
remove sphere
22:
else
23:
while while Si is not colliding in two or more places do
24:
if Si colliding in one place then
25:
move Si away from the collision along the normal
26:
else
27:
expand Si
28:
end if
29:
end while
30:
InternalSpheres.append(Si )
31:
end if
max_error = distance from furthest point bound by the external spheres
32:
to any of the internal spheres
33:
max_error_pt = point where max error occurs
34:
end while
35:
return InternalSpheres
36: end procedure
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Figure 3.4: Flowchart of logic for placing external spheres.

37

CHAPTER 3. BOUNDING SPHERE SIMPLIFICATION (BSS)

38

Sample a point

Is point
inside
model?

No

Yes

Generate sphere
at point

Optimise position

Sphere
limit
reached?

No

Yes

Internal spheres
created

Figure 3.5: Flowchart of logic for placing internal spheres.

3.2.1

Parameters

Several parameters affect the simplified model generated by BSS. These parameters
control the accuracy of the output model, the size of features that are simplified
and the number of spheres created during the simplification process. Therefore the
parameters must be selected with the desired output in consideration. The following
paragraphs outline each of the parameters.

External sphere count This is the number of external spheres generated in the
first phase of the simplification algorithm. If this number is too small, the
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(a) BSS
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(b) Typical sphere packing approach

Figure 3.6: BSS vs Sphere Packing. BSS uses seven spheres to represent the
model compared with 12 in a typical sphere packing approach.

(a) Original
(800 triangles)

model

(b) Typical spherepacking approach (416
spheres)

(c) Bounding Sphere
Simplification
(42
spheres)

Figure 3.7: Simplifications of a hollow tube. The typical sphere-packing approach requires almost ten times more spheres to model this straight hollow tube
compared with BSS to achieve the same accuracy on the model’s surface.

model is not sufficiently bound by external spheres, and the resulting accuracy
will be poor. Beyond a point, adding more external spheres stops improving the
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accuracy of the output. As increasing the number of external spheres increases
processing time, a value should be selected that balances simplification time
with the required accuracy.
Minimum external sphere size This parameter defines the minimum external
sphere size. The choice of this number is critical as it defines the size of
features that are removed during simplification. All concave features smaller
than the minimum external sphere size are removed in the first stage of BSS.
For example, if holes with a diameter smaller than 20mm need to be removed
from a model, a minimum external sphere size greater than 20mm should be
used.
Internal sample points This is the number of internal sample points to be made.
These sample points are used to calculate the maximum error of the output
model during simplification. They are also used as the initial position for
internal spheres as they are created. A sufficiently high number of points
should be selected to ensure that the model is well sampled and the model
accuracy can be reliably calculated during the simplification.
Maximum error This is the maximum error allowed in the final simplified model.
The output model error is re-calculated after the addition of each internal
sphere. Once the output model’s error drops below the maximum error value,
the simplification process stops, and the model is complete.
Maximum internal spheres This is the maximum number of internal spheres
to be generated. The algorithm will stop creating internal spheres at this
limit. This limit should be set high in practice so that the maximum error
parameter stops the algorithm instead of the maximum internal sphere count.
If configured this way, the limit is only used if the simplification error is no
longer reducing. If the maximum error is not reducing as spheres are added,
it suggests a problem with the input model. For example, the mesh could be
non-manifold. Alternatively, there could be an issue with the first stage of the
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algorithm. For example, the model may not be bound completely as too few
external spheres were generated.

The optimal value of the parameters is model-specific. However, Table 3.1 shows
the value and ranges that should be used for best results.
The number of external spheres created in the first phase is a trade-off between the
accuracy of the final simplification and the time taken to generate the model. The
external sphere generation is the most time-consuming part of BSS, so generating
more external spheres is necessary to encompass the model wastes processing time.
However, selecting too few external spheres results in low-accuracy simplifications
in the final output. The goal of tuning this parameter is to minimise the number of
external spheres generated while completely encompassing the model with external
spheres. Figure 3.8b shows the outputs of a simplification of a car chassis that was
simplified with too few external spheres to generate an accurate output. The internal
spheres filled any space not occupied by external spheres, and the geometry of the
output model is significantly different to the input.
Figure 3.9 shows the effect of changing the minimum external sphere size. The part
is simplified using 100mm and 30mm external sphere sizes, respectively. Selecting
a larger external sphere size results in the removal of the two holes during the
simplification stage. Selecting a smaller sphere size retains these features. The
adjustment of this parameter has the most significant effect on the output model.
Figure 3.10 shows a graph of the space covered by the external spheres for several
Table 3.1: Typical parameter values and ranges for the BSS algorithm.

Parameter

Typical Value

Typical Range

Minimum external sphere size

50mm

10-100mm

Internal sample points

100,000

20,000-200,000

Maximum error

2 mm

1-5mm

Maximum internal spheres

5,000

500-25,000
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(a) Car chassis (input
model)

(b) BSS with too few
external spheres
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(c) BSS simplification

Figure 3.8: The effect of adjusting the number of external spheres when simplifying a car chassis. (b) shows a simplification made without generating enough
external spheres, (c) shows the result when more external spheres are generated.

simplifications of a model made out of hollow tubes when the minimum external
sphere size is varied. There is a step-change around the 30 mm point in this example,
where the external spheres can no longer fit inside the tubes making up the original
model. At this point, the hollow sections of the model are removed from the output.
The effect of adjusting the maximum error parameter is shown in Figure 3.11. A
high maximum error results in the generation of a model with fewer spheres as
the algorithm stops earlier. The spheres are still well spaced. However, there are
significant gaps between them. After model generation, the radius of these spheres
can be increased by the chosen maximum error to ensure that the simplification
output completely covers the original model. Using a high maximum error then
increasing the size of the spheres generated results in a low-accuracy collision model
where the output completely covers the input model. This type of model can be
useful for less critical parts of a simulation, such as environmental objects that are
not interacted with but need to be avoided during motion planning. A low maximum
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(a) Original Part

(b) 100mm minimum
external sphere size

(c) 3mm minimum external sphere size

Figure 3.9: Part with different minimum external sphere size selected. The
larger hole has a 35mm diameter and the smaller one has a 6mm diameter.

Volume of bounding box covered by external spheres
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Figure 3.10: Volume of the bounding box covered by the external spheres.

error allows the output spheres to pack tightly to the original model achieving a
higher level of accuracy. However, more spheres are required to generate this model.
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(a)
Original
Part
(46,738 triangles)

(b) Large maximum error (40 spheres created)
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(c) Small maximum error (118 spheres created)

Figure 3.11: Adjusting the maximum error significantly changes the simplification result.

3.3

Results

This section discusses the results of simplifying models using BSS. The total model
coverage is investigated in section 3.3.2, the collision detection performance is compared in 3.3.3, and the limitations of BSS are explored in 3.3.4. Example simplifications of a robot, weld torch and chassis are shown in Figure 3.12. The input model
is on the left, and the BSS simplification is shown on the right.

3.3.1

Dataset

This chapter uses two sources of 3D models to compare the performance of the BSS
algorithm. The first is the ABC-Dataset [97]. Which is a large collection of CAD
models, which are available in a variety of different formats. The models are typical
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(a)

(b)

(c)

(e)

(d)

(f)

Figure 3.12: Example model simplifications generated using BSS. Left: Original
models, Right: BSS simplifications.
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of an industrial manufacturing setting as the majority of them are mechanical parts
with sharp edges and well-defined surfaces. The second is a selection of industrial
parts and equipment, including robots, weld torches and manufacturing components.
These have been collected from OEMs for this thesis and are specifically selected
because they are representative of industrial robotic applications.

3.3.2

Coverage of 3D Models

A model of the hollow tube-based structure shown in Figure 3.13 was simplified
using sphere packing and BSS for comparison in this section. Figure 3.14 shows the
maximum error of the BSS compared to the maximum error in a sphere packing
algorithm as spheres are added during the simplification process. The maximum error
is calculated as the distance from the point on the mesh surface lying furthest away
from any sphere surface representing the simplified model. The bounding sphere
simplification algorithm used a minimum external sphere size of 100 mm. The
maximum error of the sphere packing method is much higher than the maximum
error of the bounding sphere simplification algorithm because it needs to add many
small spheres to the model to fill in the gaps. There are noticeable steps in the
graph of the bounding sphere simplification because new spheres are placed near the
point of maximum error. The first set of internal spheres are placed and form an
approximate uniform sampling of spheres across the model with empty space between
each sphere. At some point, the midpoint between two of these spheres becomes
the point with the maximum error, corresponding to a step down on the graph.
Towards the end of the internal sphere generation, the maximum error decreases
more linearly.
The volume of the original model covered is also much higher for models generated
with BSS. Figure 3.15 shows the comparison in coverage of the two methods as
spheres are added to the respective models. Both algorithms terminate when the
maximum error drops below 1mm. The bounding sphere simplification algorithm
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Figure 3.13: Hollow tube-based model.

Maximum error of the model as spheres are generated
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Figure 3.14: Maximum error of the output as spheres are added. BSS creates
models with lower maximum error when compared with typical sphere packing
approaches.

reaches approximately 97 % coverage of the original model at 222 spheres. The
sphere packing method reaches 66 % coverage of the original model at 4546 spheres.
At this point, the maximum error reached 1mm and the algorithm terminated. The
coverage was only 66 % at this point because the set of spheres generated by the
sphere packing approach contains many gaps smaller than 1 mm between each of
the spheres in addition to the inaccuracies around the model’s surface.
The spheres produced by the bounding sphere simplification cover a significant
volume of space outside the bounds of the original model. This additional volume
consists of the concave parts of the model that are filled in and the modelling error.
Figure 3.16 shows that on a hollow-tube based model, an additional 145 % of the
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Model coverage of BSS compared with sphere packing
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Figure 3.15: Model coverage BSS vs typical sphere packing approach for part
made out of hollow tube sections.

volume of the model is covered by the spheres generated. In this case, the total
volume of the spheres generated is 245 % of the volume of the original model. In
this case, the additional volume is dominated by concave features that BSS filled
in. The sphere packing approach also covers a small amount of volume outside the
model, but only due to inaccuracies in the simplification. This additional volume
increases linearly as the spheres are added and reaches a maximum of 7 % by the
time the simplification is complete.

3.3.3

Comparison of Collision Detection Performance

The test environment to compare collision detection performance was set up with
one industrial robot performing simple motions around a workspace and simulating
a welding process on a model made up of three pipes. The model was simplified
using each of the simplification methods. A critical motion where the robot moves
the weld torch TCP very close to the object, marginally colliding in some positions
along the path, has been isolated. The number of collisions along this path was
recorded to compare the relative accuracy between each simplified model.
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Additional volume coverage of BSS compared with
sphere packing for a hollow tubular geometry
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Figure 3.16: Volume covered by model output outside original model boundary,
displayed as a percentage of the original model volume.

The results of these simulations are shown in Table 3.2. Both the bounding sphere
simplification algorithm and the sphere packing algorithm were run until the maximum error of the simplification was 1 mm. The pipe was also voxelised using a 5 mm
grid of 5 mm diameter spheres. The original triangle mesh and a decimated version,
where the number of triangles is halved, were also used for comparison. The robot,
tool and other objects were left as triangle meshes. The torch and robot contain
4318 and 6825 triangles, respectively. The program was rerun after simplifying the
robot, tool and pipes using the bounding sphere simplification algorithm so that the
robot contained 180 spheres and the tool contained 63 spheres. The result of this
simulation is in the last row of Table 3.2.
The original model is used as the benchmark for accuracy. As such, it had the most
accurate collision detection in the simulations. However, it was much slower than all
other simplified models because it is a highly detailed concave triangle-mesh. The
majority of the collision detection time on the original model was spent when the
tool was close to the tubes, where the broadphase collision detection stage could not
eliminate collision pairs due to their proximity. Time-consuming triangle-triangle
checks are required at this point to resolve the collisions completely. Performance
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Table 3.2: Performance comparison of different model representations.

Method

Complexity

Collisions

Time (s)

Original Model

1942 Triangles

2032

1798

Decimated Model

996 Triangles

1801

894

Sphere Packing

4752 Spheres

2134

258

Voxelisation

2675 Spheres

2865

170

BSS

283 Spheres

2222

102

BSS (all models)

283 Spheres (work-object)
243 Spheres (robot and tool)

2289

7

is slowest when the models are close and there is no collision because an exhaustive
search of all triangle pairs is required to determine that no collision has occurred.
When there is a collision, the collision detection algorithm returns early because it
can stop searching as soon as a colliding triangle pair is found.
The decimated model showed a noticeable speed improvement over the original
model. However, there was a loss of accuracy because the decimation algorithm does
not preserve the geometry during the simplification process. Edges of the model
become cut off, and the simplification bridges concave sections. The majority of the
inaccuracies of the decimated model were caused by corners being rounded or sliced.
This is evident in table 3.2, where fewer collisions were detected in the decimated
model.
The sphere-based representations all provided a noticeable improvement in collision
detection time compared with the triangle mesh models. Of these models, the
voxelised model has the poorest accuracy and is unusable for motion planning. The
models generated by sphere packing and BSS have much better accuracy. The sphere
packed model has a similar number of collisions to the original model, indicating
an approximately even volume of the model outside and inside the original model.
The model generated with BSS has more collisions than the typical sphere packing
approach because it covers the original model completely and occupies some space
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outside the bounds of the original model. This makes the BSS model more suited
to motion planning because it significantly reduces the chance of collisions when
the motions are transferred to a real robot. Of all the sphere-based models, BSS
produced the smallest set of spheres. As a result, it is the quickest model in collision
detection simulations.
The final row in table 3.2 shows the performance when the robot and tool, in addition
to the work object, are simplified using the bounding sphere simplification algorithm.
The other rows only display results when the work object is simplified. When all
models are simplified with BSS, the collision detection time is significantly reduced.
There were slightly more collisions detected during the critical section of the motion
due to the conservative nature of the simplification, which expanded all the models
tightly. However, this did not affect the ability of a motion to be planned using the
simplified models.

3.3.4

Limitations

Corner Accuracy

The bounding sphere simplification algorithm, as presented, can create inaccurate
results when there is a sharp concave section in the triangle mesh. This is shown in
Figure 3.17. The external bounding spheres cannot get close enough to the corner to
represent the original shape accurately. As a result, the shape is not approximated
accurately by the internal spheres. One solution to this is reducing the minimum
size of the external spheres, but this could cause the algorithm to not simplify other
mesh sections and create a model with higher complexity. The trade-off between
model accuracy and the removal of unwanted features needs to be considered when
selecting the minimum external sphere.
Ideally, every section of the model that could contact an object in the simulation
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Figure 3.17: The corner of the model is not approximated as accurately as the
rest of the model in this example due to the size of the external spheres.

would be represented very accurately and bound by many small spheres. Sections
that are not able to be involved in collisions would not be represented with high
accuracy. In a robotics application generally, an end effector on a robot is the
smallest object that will contact any other object. Instead of creating the bounding
spheres individually, creating them in sets of spheres representing an object such as
an end effector is possible.

Non-manifold Meshes

A critical part of the BSS algorithm is determining if a point lies inside or outside
a model. The strategy for doing so is described in Section 3.2, and illustrated in
Figure 3.3. This approach works with manifold meshes. However, it is not reliable
with non-manifold meshes. A manifold mesh has two properties:

1. It is continuous.
2. Each edge connects to exactly two faces.

A non-manifold mesh does not have a well defined inside or outside because there
can be breaks in the mesh or unusual connections between faces. It is not always
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apparent from looking at a model to determine if it is manifold, but it can be
easily calculated. The algorithm presented in this chapter requires meshes to be
manifold. Otherwise, simplification results become unpredictable, with external
spheres generated in positions considered "inside" the model.
The 2D section of a non-manifold mesh is shown in Figure 3.18. If a ray is cast from
a point known to be outside the model P1 to any other point and count the mesh
intersections to determine if that point is inside or outside the model, the results will
not be reliable. In this example, P2 is correctly determined to be inside the model
because there is an even number of intersections between P1 and P2 . However, P3 is
incorrectly classified as outside the model, and P4 is incorrectly classified as inside
the model.

Figure 3.18: A cross section of a non-manifold mesh. Counting intersections on
rays cast from P1 to [P2 , P3 , P4 ] fail to correctly determine if points lie inside the
model.

Non-manifold meshes are generally considered a modelling error and are problematic
in many applications that use triangle mesh models. They cause issues with 3D
printing, are not suitable for fluid simulations and can result in inaccurate collision
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detection responses. Unfortunately, some popular CAD packages generate nonmanifold meshes at times, which need to be manually repaired before use in these
applications.

3.3.5

Distance Queries

Collision detection between two models is the primary way that motion planning
calculates a collision-free path. During roadmap calculation, configurations are
sampled and checked for collisions. If the points are collision-free, attempts are
made to connect the configurations to each other. Connecting two configurations
involves sampling interpolated configurations between the two initial configurations
and checking collisions at intervals of ∆θ, the joint angle between each interpolated
point. ∆θ is defined by the motion planner. The value of ∆θ needs to be small enough
that the chance of a collision between two interpolated configurations is sufficiently
low. However, this parameter directly correlates to the total number of collision
checks required to connect two configurations and the total motion planning time.
If the minimum distance to an obstacle could be efficiently calculated, this value
could be used to determine ∆θ for each point. Subsequently, reducing the number
of configurations that need to be checked for collision during roadmap generation.
In addition to being the most efficient shape to perform collision detection, spheres
are also very efficient geometries for distance queries. If a motion is being planned
with sphere-based models, utilising a distance calculation to skip checking segments of
a path between two configurations in a roadmap may result in significant performance
increases.
In this section, the distance calculation performance of sphere-based models generated using BSS is compared with the distance calculation performance of triangle
mesh models. The models used in the comparison are an articulated robot with a
weld-torch mounted to it, a welding table, car chassis and other various components.
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Figure 3.19 shows a screenshot of the layout.

Figure 3.19: The layout of the robot work cell for the distance query simulations.

The distance between the robot with the welding torch and the nearest object is
calculated for various configurations. The models are simplified in two ways for
comparison: (1) a sphere-based representation using the BSS algorithm and (2)
the standard approach for robot motion planning, where each link of the robot is
simplified into a convex hull, and the number of triangles in each other model is
reduced using decimation.
The distance between the triangle mesh model representations is calculated using
the open-source FCL library [41]. In contrast, the distance between the sphere-based
models is calculated using a basic sphere-sphere collision detection implementation.
The total distance query time for 5,000 queries is shown in Figure 3.20. The BSS
simplified models are almost five times faster than using a simplification approach
typical of robot motion planning. This speed difference is because a sphere-sphere
distance query is much less complex than a triangle-triangle distance query. The
improved speed of distance queries on sphere-based models makes it more efficient
to calculate the minimum distance to collision for a planned path. With this data,
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Distance query time (ms)

Total distance query time BSS vs Typical Models
80,000
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0
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Figure 3.20: Total distance query time for models simplified using BSS and a
typical approach for motion planning (5000 queries).

robot programmers can understand how much tolerance they have in a planned
motion should it need to be adjusted when moved from the simulated environment
to the real world.

3.4

Conclusion

The bounding sphere simplification presented in this chapter drastically improves
performance in collision detection compared with using the original model. Using
external spheres to encompass the models during simplification allows small features
to be removed and is particularly effective on small concave features. The BSS
algorithm produces fewer spheres at a similar error level compared with typical sphere
packing approaches due to the unique feature removal approach it incorporates. The
performance increases can be more than an order of magnitude and are most dramatic
on highly detailed models or containing many minor concave features. However, in its
worst case, the bounding sphere simplification algorithm performs no differently than
sphere packing. A significant advantage of BSS over other simplification methods is
that motions planned using models simplified with BSS are almost guaranteed to
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be collision-free when transferred to the real world. This is due to the conservative
nature of the simplification. However, care still needs to be taken when transferring
motions to the real world because modelling inaccuracies and differences between the
measured and actual positions of objects may be present. The accuracy of models
simplified with BSS are comparable to other simplification approaches. However,
BSS has some difficulty in approximating planar surfaces.
Overall, BSS generates models that significantly improve the speed of collision
detection and distance queries. The speed improvement allows motion planners to
solve more complex problems or find more optimal paths in less time, and the quick
distance queries may lead to a more efficient way of connecting configurations during
roadmap generation.

Chapter 4
Analysis of Model Simplification
Approaches for Industrial
Robotics

4.1

Introduction

This thesis has outlined the need for model simplification in industrial robotics.
Chapter 3 presented BSS, a new method for simplifying models for efficient collision
detection. BSS is particularly suited to simplifying highly detailed models with
many small concave features and producing a sphere-based representation that is
very efficient for calculating collisions and the distance between objects. Several other
automated model simplification approaches can also be used to generate efficient
collision models, a selection of which were discussed in chapter 2.
The use of 3D models in industrial robotics has dramatically increased in recent
years as manufacturers continue to converge information and reporting systems with
the factory floor. Developing models of products, manufacturing lines, processes
and the supply chain is required to achieve this convergence [98]. The digitisation
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of products and processes and the interconnection of intelligent technology and advanced data analytics in manufacturing is commonly referred to as Industry 4.0 or
the fourth industrial revolution. The transformation to Industry 4.0 gives manufacturers significant advantages as they will have more data to predict downtime,
better models to optimise production and improved capability to customise products
to react to market demand and improve customer satisfaction. The increased use
of digital models in robotic manufacturing drives the need to simplify these models
to plan tasks more efficiently. This chapter presents an evaluation of the different
simplification approaches and discusses their suitability for robotic motion planning.
Existing model simplification approaches improve collision detection speed at the
expense of accuracy. In computer graphics or animation, physical interactions only
need to be accurate enough to maintain a sense of realism for users. However, in
robot motion planning, these interactions need to be modelled precisely to avoid
false negatives. Model simplifications that cause false negatives in collision detection
during motion planning result in unviable paths and, if the programmer is not careful, collisions. This chapter presents a comprehensive evaluation of existing model
simplification approaches when applied to industrial robotics applications and provides guidance for future model simplification research. Each approach is compared
qualitatively before analysing its performance through theoretical simulations and,
finally, a real-world motion planning situation.
The rest of this chapter is organised as follows. Section 4.2 lists the existing simplification approaches. In Section 4.3, the typical requirements of industrial robotics
applications are identified and discussed. Section 4.4 compares the performance
of model simplification approaches with a focus on industrial robotics applications.
The conclusions are presented in Section 4.5.
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Model Simplification Approaches

Hundreds of automated model simplification algorithms have been presented in the
literature. Many of these are available for download directly or are embedded in
freely available software packages. These algorithms can be categorised into the
following five approaches: triangle reduction, convex decomposition, conversion to
primitives, bounding shape, and defeaturing. Section 2.3.1 presents an overview of
these approaches. Selecting a model simplification approach can be challenging and
is typically an application-specific decision. No single algorithm suits all applications
because their development is driven by different goals.

(a)

(b)

(c)

(d)

(e)

Figure 4.1: Simplifications of a motorcycle chassis. (a) original model, (b) convex
hull, (c) conversion to primitives, (d) triangle reduction, (e) defeaturing.

4.3

Typical Requirements of Industrial Robotics
Applications

The model simplification approaches described in Section 2.3.1 have each been developed for specific applications. Table 2.1 lists the typical use cases for these
approaches, along with commentary on their impact on collision detection. Triangle
reduction and convex hull simplifications are used extensively in 3D graphics as triangles are easy to draw on a screen and can represent any arbitrary shape. Additionally,
it is easy to add textures, effects and shaders to triangle meshes. Conversely, sphere
packing is more commonly used in physics simulations, where it is often essential to
understand the volume of a shape or deform the model, both of which are easier with
sphere-based models. Industrial robotics applications have different requirements for
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model simplification to generate accurate motions quickly. Existing simplification
approaches do not satisfy all of these requirements, although some approaches come
close. This section describes the simplification requirements for industrial robotic
applications that have been identified through analysis of models typical of motion
planning of industrial robots. These are the reduction or elimination of false negatives, the ability to retain the accuracy of critical features such as the end of a
tool, and the capability to simplify models typical in an industrial manufacturing
environment.

4.3.1

Elimination of False Negatives

A false negative is defined as a collision that is not detected in a simplified model
that would occur in the original geometry. The opposite of this is a false positive. In
computer graphics, a false negative has the same consequence as a false positive. That
is, to make the simulation less realistic. In robotics, a false negative is significantly
more problematic than a false positive. A false negative during motion planning for
a robot causes the robot to crash into an object when the motion is transferred to
a real robot. In contrast, a false positive is much less of an issue as they reduce
the number of possible solutions by causing motions to avoid objects by a greater
distance. For this reason, it is essential to eliminate false negatives and favour false
positives instead if possible. This way, collision-free motions can be generated.

4.3.2

Accuracy of critical features

In robotic manufacturing applications, some features of a model are involved in
most collision detection checks. For example, in a welding application, the tip of
the welding torch is close to other objects for the majority of collision checks. The
welding torch, specifically the tip, needs to be modelled as accurately as possible
because of the large number of interactions between it and other objects. The base
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of the welding torch can be modelled less accurately than the tip because it is less
involved in collisions. Modelling the robot base as a single bounding box or other low
accuracy representation is typically sufficient as its involvement in collision detection
is minimal during motion planning.

4.3.3

Simplifying Mechanical 3D Models

3D models used for collision detection in industrial robot motion planning applications such as welding and painting are different from the types of models used in
computer graphics and animation. Even when models are visually similar, there are
significant differences in the collision model. For example, a robot model in a computer game may use a single bounding box as the collision model. Conversely, the
collision model of a similar robot in motion planning must model each link accurately
for motion planning to succeed. A separate collision model, which is not displayed to
the user, is created manually to reduce collision detection time in computer graphics.
The collision model is usually a highly simplified version of the display model. For
example, in Figure 4.2, the model displayed to the user (a) is highly detailed, but the
model used for collision detection (b) is very simple. Manually simplifying models
as shown in Figure 4.2 is common practice in computer graphics applications as
collision detection time is excellent, and the accuracy is enough for the application.
This collision model works well for most computer graphics applications, but it may
eliminate solutions and make it impossible to plan some paths for motion planning.
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(b)

Figure 4.2: A 3D model that has been simplified to improve collision detection
speed by putting hit boxes around each mesh.

Traditional machining processes define the types of models typically used in industrial
robotics applications. The characteristics of these models can be categorised, as
shown in Figure 4.3. The following paragraphs describe each of these characteristics
as they apply to industrial robotic applications.

1 Small holes that may not have any bearing on the collision detection result due
to their size but can add a significant number of triangles to a model. This
issue is compounded when small holes are threaded, requiring significantly
more triangles to model.
2 Square edges or edges with slight chamfers. These often make up part of a
shape that could be efficiently modelled by a box primitive.
3 Cylindrical sections such as round bars, threaded rods, tubular support structures that could be modelled by highly efficient cylinder or capsule primitives,
or a set of spheres along the axis of the shape.
4 Protrusions such as caps, bolt heads and guide pins. Flattening these features
causes false negatives. Therefore, it is crucial to retain their general geometry
to prevent robots from crashing into them.
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5 Highly detailed features. Mechanical models, especially those generated from
CAD, often include small components such as washers and gaskets that have
almost no effect on the overall geometry. These small components can add
hundreds of triangles per model, slowing collision checks.
6 Hollow Sections such as tubes, RHS, assemblies and components hollowed out
to reduce weight and material. These hollow sections are rarely involved in a
collision with a robot as they are inaccessible. However, they add to the model
complexity, increasing collision detection time.

Figure 4.3: A simple fixture assembly annotated with features commonly found
in mechanical 3D models.

4.4

Performance of 3D Model Simplification
Algorithms

This section compares the collision detection performance of model simplification
approaches. The environment was set up using the Bullet Physics Library [42]
version 2.88, the default dynamic axis-aligned bounding box tree broadphase was
selected. A selection of models representative of those used in robotic manufacturing
environments was used in each of the comparisons. These models were then simplified
using each of the simplification approaches and used for comparison. A baseline,
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which is the performance of the original model, is used for comparison with the
simplified models. The methodology used to compare collision detection speed and
accuracy is outlined in the respective subsections. A qualitative comparison of the
approaches covering ease of use is also made in section 4.4.3. Finally, a comparison
of these models in a real-world case is presented in section 4.4.4.
The methods selected for comparison in this section are listed below:

1. Decimation (Quadratic Edge Collapse Decimation [99])
2. Convex decomposition (V-HACD [17])
3. Sphere packing (BSS [71])
4. Convex hull (Quickhull [80])
5. Defeaturing

The simplification algorithms selected for comparison in this chapter represent current best practices as they generate models with the lowest error or least complexity
within each of the identified approaches. Some algorithms have been implemented
on GPUs [65] to improve processing time. However, the standard CPU-based implementations have been used in this chapter for comparison as the output models
do not differ significantly. Models were defeatured manually as the current state of
the art approaches [100, 87] are based on machine learning and do not have code or
trained models readily available.
The comparison of simplification approaches presented in this chapter use a set
of models typical of industrial manufacturing processes. These models include an
industrial robot, end effectors, tables, vehicle chassis and other models typical of a
manufacturing environment. Examples of these models are shown in Figure 4.4.
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Figure 4.4: A selection of models used in this chapter for analysis and comparison.

4.4.1

Accuracy

False negatives are more problematic than false positives in a robotics application
because they result in a real-world collision when motions are transferred to the real
robot. This has the potential to cause damage to equipment and requires the motions
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to be modified during the commissioning stage. Conversely, false positives reduce
the number of solutions in a motion planning task. Occasionally false positives
eliminate too many possible solutions and make it impossible to plan a path between
two points, but this is a rarity. The most noticeable effect of false positives is
the generation of sub-optimal paths because the robot avoids obstacles by a more
sizable margin than required. However, this can be beneficial because it allows some
inaccuracy in the modelled environment without risking a collision.
The following sections of this chapter compare the accuracy of collision models
generated by each simplification approach. Accuracy is measured by using a small
sphere, then moving it towards the model from each point on a 1000x1000 grid. This
grid is defined by evenly dividing the face of the bounding box of the model. When
the sphere collides with the simplified model, the error is measured as the difference
in distance to the original model. When this error is above a tolerance value of 1 mm,
the collision counts as a false positive if the error is positive, or a false negative if the
error is negative. This tolerance is required as it prevents all collisions from being
classified as false negative or false positive.
The results of this comparison are displayed in Figure 4.5. Feature removal showed
a very low error rate because the features removed were minimal and only had a
negligible effect on the model’s complexity and geometry. The convex hull error
rate is the highest of all approaches, followed by decimation (100 triangles). The
convex hull model has a significant number of false positives with an error over
10 mm. These are labelled large false positives in the chart. Decimation (1,000
triangles), convex decomposition and sphere packing all have similar error rates. All
of the errors for decimation (1,000 triangles) are false negatives, whereas convex
decomposition and sphere packing only have some false negatives. Most of their
errors are false positives, making these two methods more suited to robotic motion
planning than decimation (1,000 triangles).
Figure 4.6 shows the average number of false negatives of the 3D model dataset
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Figure 4.5: Overall accuracy of different approaches by type of error.

for each simplification approach during the collision detection simulations. The
convex hull method produced no false negatives as expected because the convex
hull algorithm produces a shell that covers the original model completely. Feature
removal, which mostly removed small holes from models, had very few false negatives.
Decimation produced a moderate amount of false negatives as the simplification tends
to cut corners and shrink the model as it simplifies more. BSS, which is developed
to favour false positives instead of false negatives, recorded significantly fewer false
negatives than decimation. Convex decomposition produced fewer false negatives
than BSS.

4.4.2

Collision Detection Speed

The collision detection speed of each model was measured by moving a sphere-shaped
convex mesh to all positions on a 1000x1000x1000 3D grid created by evenly dividing
the space the model occupies. Collision detection time was measured at each grid
position and averaged for each model in the sample dataset. The results of the
simulations are shown in Figure 4.7, where the Y-axis is normalised such that a
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Figure 4.6: False negatives using different simplification approaches.

value of 1.0 is equal to the execution time of the original model. Figure 4.7 shows
both the overall collision detection speed and the narrowphase-only speed. The
overall speed is the time taken for all collision checks, whereas the narrowphase
series shows the collision detection speed for positions that the broadphase solver
could not resolve. This comparison is theoretical, and as many variables as possible
have been eliminated to present a baseline for the expected performance in real-world
applications. The performance of these algorithms in a real-world example is also
compared in Section 4.4.4. However, motion planning time in real-world applications
is very dependent on the application, model geometries, the number of models and
the task being performed. Therefore a single application may not be indicative of
the performance difference between models.
The broadphase collision detection speed should be similar across all models as it
relies on the model’s bounding box, which is roughly the same size for all of the
models. The model geometry only becomes relevant in the narrowphase. Therefore,
the difference in speed between all simplification approaches is influenced most
by the narrowphase calculation time. A high proportion of configurations near a
collision, meaning collision detection often continues execution to the narrowphase, is
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Figure 4.7: Normalised collision detection speed of simplified models (higher is
better). Results are averaged over the sample dataset.

characteristic of many motion planning tasks. This is especially the case for grasping
or welding applications.
The simulations show that decimation improves collision detection speed. This is the
result of a reduced number of triangles in the model. Removing additional triangles
further improves collision detection speed. However, a limit in this improvement
becomes apparent when many triangles are removed and the geometric difference
between the simplification and original is significant. This limit can only be overcome
by changing model representation to something other than a concave triangle mesh.
Convex decomposition and the convex hull approach, which generate convex triangle
meshes show more significant increases in speed than decimation.
Interestingly, the convex hull was slower than convex decomposition even though the
convex decomposition consists of more meshes and more triangles in total. This is
because the broadphase eliminates most of the convex decomposition meshes, and the
narrowphase for the couple of remaining small convex parts is more efficient than the
narrowphase for the comparatively more complex single convex hull mesh. Finally,
switching from triangle mesh representations to sphere-based models resulted in a
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further speed improvement. The sphere packing approach is 30% faster than the
convex decomposition and over 60x faster than the original model in narrowphase
collision detection.

4.4.3

Overall Comparision

In this section, the performance of each simplification approach is compared across
five metrics. They are (1) ease of use, (2) false negatives, (3) accuracy, (4) overall
speed and (5) narrowphase speed. For each simplification approach, each of these five
metrics was scored on a scale of 1-5, where 1 indicates the poorest performance and 5
indicates the best performance. The spider charts in Figure 4.8 show results for each
of the simplification approaches. Generally, collision detection speed is improved
at the expense of accuracy, which can be seen in the charts. The approaches with
the highest accuracy score tend to have lower speed scores. It is clear from the
charts that each approach has advantages and disadvantages, and no simplification
approach scores highly in all categories.
In Figure 4.8, the usability dimension is scored based on how difficult it is to
produce a simplification with the approach. Convex hull and decimation are the
least challenging simplification approaches to use because they have the fewest
parameters to tune. The first attempt with these approaches often yields a useful
simplification. Sphere packing and defeaturing are the most challenging because
more parameters need tuning to achieve a good simplification. Both algorithms
typically take a few attempts before the optimal feature size can be determined and
a good simplification produced. Convex decomposition has a few parameters to tune,
but the defaults generally produce good results, and an excellent simplification can
be achieved with only a couple of attempts.
The best approach for speed is sphere packing due to spheres’ superior collision
detection speed compared with triangle meshes. If the triangle mesh model used
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Figure 4.8: Comparison of model simplification approaches.
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to collide with the simplified models were also converted to spheres, the speed
difference would have been more extreme. The convex hull and convex decomposition
approaches show substantial execution time improvements over the original model
because collision detection algorithms can exploit their convex geometry to detect
collisions more quickly than concave triangle meshes. The smallest improvement
is achieved by the decimation and defeaturing algorithms because the generated
models, like the original, are concave triangle meshes.
The accuracy of the simplified models is very low for decimation to 100 triangles
because using so few triangles to represent a model results in significant geometric
distortion. Even though the simplification can be made so extreme that the geometry
is significantly changed, the collision detection speed is not substantially better than
higher resolution simplifications. This illustrates that the collision detection speed
of a concave triangle mesh is limited, and the use of convex meshes or primitives is
required to improve execution time further. A convex hull is unusable for accurate
collision detection as it removes concave parts of the model. Of the useful simplifications, sphere packing has the lowest accuracy because the spheres that make up
this model struggle to accurately approximate planar surfaces.
False negatives are non-existent when using a convex hull simplification. However,
they are most common with decimated models. The majority of false negatives on
decimation and V-HACD models occur around external corners, where the simplification has cut the corner. For BSS, false negatives are unlikely to occur. If they
do, they are most common along planar surfaces. Models produced with convex
decomposition typically result in false negatives when sharp corners of the model
are cut. A close up of a welding torch model with a BSS and Convex Decomposition simplification overlaid is shown in Figure 4.9, which illustrates that spheres in
the BSS simplification do not entirely cover the flat section of the model, and the
V-HACD simplification cuts some corners of the model.
Based on the analysis presented, there are three suitable options for motion planning
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(b) Convex Decomposition

Figure 4.9: Detail of (a) sphere simplification (BSS) and (b) convex decomposition (V-HACD). In both examples, the simplified model is transparent and drawn
on top of the original. The convex decomposition cuts through the model around
external corners, whereas the sphere simplification covers them.

applications. (1) The original model, when accuracy cannot be compromised. This
results in long motion planning times, but ensures no problems with accuracy, and
therefore the planned motions should be very reliable. (2) Convex decomposition,
which results in significantly improved collision detection speed. However, there is a
small reduction in accuracy compared with the original model. When the model has
features with high aspect ratios that are not aligned with any of the primary axes,
an increased number of convex hulls are created, and for models with hollow sections,
such as a hollow pipe, many sub-optimal convex hulls can be produced. (3) BSS for
the fastest motion planning. Accuracy can be better than convex decomposition in
some cases, especially for tubular models. However, when the models have many
planar surfaces, accuracy is lower.

4.4.4

Performance Comparison in Motion Planning Tasks

In this section, the performance of the simplification approaches in a real-world
motion planning setting is compared. For the comparison, the configuration of the
Material Research Lab at the University of Wollongong is modelled. The environment
contains a 6-axis industrial robot mounted to a moving rail and a vehicle chassis
mounted to a platform, ready to be welded as shown in Figure 4.10. A simple
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Figure 4.10: The robot cell layout for motion planning simulations.

motion planner based on a probabilistic roadmap generates collision-free paths for
three tasks of varying complexity.

Task 1: A motion is planned from one side of the chassis to the other. The robot
TCP needs to move up and over the model and is not required at any time to
be close to any obstacle.
Task 2: A simple weld is planned in a position that is easily accessed. The robot
torch is close to the model during welding, but the approach and retreat are
clear of obstacles.
Task 3: A motion from one highly constrained position to open space, then to
another highly constrained position. The welding torch starts and finishes
inside the model between components of the tubular chassis. Navigating to
free space requires several small moves and direction changes to avoid a collision.
Moving to the final position from free space requires similarly precise motions.
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Table 4.1 lists the time in seconds taken to plan the motions for each of the three
tasks using the models simplified with each approach. The models generated with
convex hull simplification could only perform task 1 successfully because target
points in tasks 2 and 3 were within the convex hull of the chassis model. The typical
simplification strategy for real-world motion planning is also applied to the models
in the simulation. This simplification simplifies each link of the robot into a convex
hull and uses the original model for everything else in the simulation. The results of
the typical approach are also presented in Table 4.1 for reference.
Table 4.1: Average motion planning time in seconds to complete each of the
three tasks

Task 1

Task 2

Task 3

Original

2,029.76

7,399.67

26,004.86

Typical Approach

14.21

28.51

46.48

Decimation

3.11

4.49

17.00

Convex Hull

1.79

No Solution

No Solution

Sphere Packing

1.43

1.74

9.47

Convex Decompo- 1.76
sition

2.25

11.80

In all three tasks, the sphere packing approach was the fastest. Convex decomposition
was between 21 % and 29 % slower, and decimation was between 80 % and 160 %
slower. The results from the more theoretical comparison in section 4.4.2 are within
this range for convex decomposition. However, the decimated models perform slightly
better in this motion planning simulation than in the theoretical comparison. The
convex hull models performed exceptionally well in task 1 because a motion could
be easily and quickly planned around the entirety of the chassis model. In contrast,
the other approaches tended to get stuck inside the chassis on their way to the
other side and wasted time attempting to navigate through the chassis model before
eventually planning a path around it. It took significantly more time to plan the
motions using the original models compared with any of the simplified models. This
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result was expected. However, the magnitude of the difference was unexpected and
not consistent with the results in the theoretical comparison in section 4.4.2. Upon
further investigation, it became apparent that self-collisions between the robot’s
links consumed the majority of the planning time, even though the algorithm does
not check collisions between directly connected links, only links that are separated
by two or more joints. These collision checks are expensive because they almost
always need to be resolved in the narrowphase collision detection stage due to their
proximity to each other.

4.5

Conclusions and Future Work

In this chapter, an analysis of models typical of industrial robotics applications was
carried out to identify and classify the typical geometric features of these models.
Five representative simplification algorithms from various approaches were selected
for comparison, including BSS, presented in chapter 3. These algorithms were used
to apply simplifications to a library of models typical of the industrial robotics
setting. A comparison of the performance of these models in detail, considering
false negatives, usability, collision detection speed and accuracy, was performed.
Finally, a series of real-world motion planning tasks were performed to compare the
performance of each model simplification approach.
The results indicate that model simplification delivers significant speed improvements.
However, no optimal simplification approach exists. In situations where accuracy is
of critical importance, as is the case in many industrial robotics applications, using
original models, or only simplifying the robot, is the only suitable option. BSS
and convex decomposition are the most suitable approaches for improving collision
detection speed. However, the accuracy may be too low for some applications, and
care must be taken to avoid issues caused by false negatives when the computergenerated motions are transferred to a physical robot.

CHAPTER 4. ANALYSIS OF MODEL SIMPLIFICATION APPROACHES

78

There is an opportunity to develop an improvement to model simplification approaches that better suits industrial robotics applications. One potential solution is
a convex decomposition algorithm that better segments industrial models, especially
when there are hollow sections or many small parts. This could be achieved using
additional axes during the voxelisation stage to align convex hulls with geometric features better. Alternatively, improvements to BSS that improve the fitting of spheres,
especially around sharp corners, would improve the accuracy of the models generated with BSS. Another possible way to improve performance is to use sphere-based
models when the objects are further apart or when planning transitional motions,
then switching to higher resolution triangle-based models during precise motions of
the task, such as the weld itself.

Chapter 5
Sphere Trees From Point Clouds
for Efficient Collision Detection

5.1

Introduction

Currently, programming a robot offline requires the environment to be modelled
accurately to generate collision-free paths. When well maintained, accurate models
of the manufacturing zone are available, modelling the environment is a simple case of
reading or directly importing CAD models to the offline programming environment.
However, in many cases, especially during brownfield robot installations, drawings
and models are either unavailable or inaccurate. In this case, the robot cell needs to
be manually digitised by physically measuring the work area and recreating it with
a CAD package. This process is very time-consuming.
The increasing use, availability and support of 3D scanning devices in manufacturing
industries benefit systems integrators, who can now scan a production area and
generate highly accurate 3D models quickly. The point cloud data structure natively
generated by 3D scanners can be readily converted to a non-watertight concave
3D triangle mesh for better visualisation and point-to-point measurement. These
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models are well suited to visualising an area and measuring distances or volumes.
However, they are not well suited to use in collision detection due to their complexity
and size. A monolithic concave triangle mesh is inefficient for collision detection
because collision engines cannot effectively apply broadphase collision detection
or optimisations suitable for convex meshes to a point cloud. For reference, the
size of a 3D scan of the Materials Research Lab at the University of Wollongong
consists of over 18 million points, which is too large to be effectively used in collision
detection. As a result of the complexity, manually created collision models for offline
programming are still the standard approach, even when a 3D scan of the workspace
is available.
This chapter presents a novel approach to converting a point cloud into a sphere set,
which is suitable for collision detection in offline programming and was published in
[101]. Some basic steps of the current workflow for offline programming are shown
in Figure 5.1a, where the boxes in red are time-consuming manual work. Taking
advantage of the automated point cloud to sphere conversion algorithm creates the
opportunity to change the workflow to 5.1b, which requires fewer person-hours than
the current standard practice.
Measure obstacles

Manually create
collision model

Conﬁgure virtual
robot system

Motion planning and
program generation

(a) Current workflow
Scan robot cell

Generate collision
model automatically

Conﬁgure virtual
robot system

Motion planning and
program generation

(b) Proposed workflow

Figure 5.1: Scanning and model processing approaches can change the approach
to robot programming.

The chapter is organised as follows. Section 5.2 presents approaches for converting
and using point-cloud models for collision detection. Section 5.3 outlines the data
used in this chapter. Section 5.4 presents the point-cloud to sphere simplification
algorithm. The performance of the algorithm is presented in section 5.5. Finally,
the conclusions are presented in section 5.6.
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Figure 5.2: Faro Focus S 3D laser scanner.

5.2

Related Literature

There is a limited set of collision detection approaches for point-cloud models described in the literature. Collision detection can be performed directly on point-cloud
models. Alternatively, point clouds can be simplified or converted to another representation, such as a triangle mesh or a set of spheres. Figueiredo et al. [57] describe
a method to convert point-cloud models into a collection of spheres. This approach
uses an octree to partition the model’s volume, then uses a minimum bounding
sphere around the points in each node. The minimum bounding sphere on each
octree leaf node is used for collision detection. The sphere-tree data structure generated is particularly efficient in collision detection because it reduces the number
of checks required to determine if a collision occurs. The algorithm presented in
this chapter also uses a sphere tree for collision detection. However, it significantly
differs in how the spheres are generated.
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Ma et al. [9] propose an algorithm to convert a point cloud into a triangle mesh.
The approach starts with a Delaunay triangulation of the point cloud. Following
this stage, umbrellas are created around each vertex of the model. Redundant facets
are removed from the model, and umbrellas are updated until the mesh becomes
manifold. Although the model produced is a single concave triangle mesh, it performs
better in collision detection than a naive triangulation of the point cloud because
the mesh produced is watertight and manifold.
Other approaches attempt to use the point cloud directly for collision detection [102,
10]. These methods improve the collision detection performance of point clouds.
However, collision detection on point clouds is still computationally difficult compared with using other model representations. Schauer and Nuchter [102] describe
an efficient collision detection approach based on partitioning the space into a k-d
tree to eliminate the total number of collision checks. In contrast, Pan et al. [10]
present an improvement to the collision detection accuracy of noisy point clouds by
using probabilistic collision detection.

5.3

Datasets

This chapter uses three sets of data in the analysis and comparison.
(1) Stanford 3D Indoor Scene Dataset (S3DIS) dataset [103], which is an open data
set of 3D scans containing 271 rooms. This dataset was chosen because it is one of
the only freely available point cloud datasets actively used in academic research. An
example scan from this dataset is shown in Figure 5.3.
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Figure 5.3: Example 3D scan of a room from the S3DIS dataset.

(2) UOW Materials Research Lab scan - A 3D scan of a workshop containing multiple
robot work cells configured for various activities. A segment of this scan is shown in
Figure 5.4.

Figure 5.4: Point cloud of a robot cell in the MRL.

(3) Point clouds generated from robot cell CAD models. Synthetically generated
point cloud models from CAD models of robot work cells. Control over the amount
of noise, shadowing, and point cloud resolution is easily achieved by generating point
clouds this way. An example is shown in Figure 5.5, where the original model is on
the left and the synthetically generated point cloud is on the right.
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84

(b) Generated point cloud

Figure 5.5: Synthetically generated point cloud of a robot work cell.

5.4

Algorithm

The algorithm presented in this chapter is based on the bounding sphere simplification BSS concept described in Chapter 3. Significant changes have been made to
the algorithm that make it both more robust and suitable for use on point cloud
data structures. BSS uses random sampling and a query to determine if a sphere
is inside or outside a 3D model to place spheres. Determining if a point is inside
or outside a model is trivial for watertight manifold triangle meshes. However, it
is difficult to determine if a sphere is inside or outside structures represented by a
point cloud. The approach presented in this chapter places the first external sphere
at a position known to be outside the existing model then generates spheres on the
surface of existing external spheres. This external sphere generation approach makes
the algorithm suitable for use on point clouds, non-watertight and non-manifold
models. Therefore this approach is more robust.
The basic steps of the algorithm are listed below. Each of the steps is described in
the following subsections.
1. Augment point cloud using room dimensions.
2. External sphere generation.
3. Generate spheres for final model representation.
4. Generate an octree to store the spheres for efficient collision detection.
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Augment Point Cloud

The algorithm input is the 3D scan data and the maximum dimensions of the area
to be simplified. The maximum dimensions of the area are typically the dimensions
of the robot work cell. Adding the work cell’s dimensions allows points outside the
work cell to be discarded from the point cloud before the processing begins. In this
stage, a set of walls are generated around the defined dimensions of the area. The
surfaces of these walls are converted into points that can be added directly to the
point cloud. Selecting a wider width for these walls reduces the total number of
spheres generated in the final model. The number of spheres required to model a
thin wall, such as the mesh around a robot cell, is far higher than the number of
spheres required to model a thicker wall. This is because the thicker wall allows
larger spheres to represent it, covering more surface area per sphere.

5.4.2

External Sphere Generation

The second stage involves fitting spheres to the free space around the point cloud
scan. These are referred to as external spheres, and they fill the space surrounding
objects in the environment. The pseudocode of this step can be found in Algorithm
2 as function GenerateExternalSpheres. The first external sphere is selected with
its centre somewhere in the free space of the work area. If the point cloud is in the
E57 format [104], the scanner’s positions can be assumed to be free and used for
this. Otherwise, the initial sphere location can be manually selected or chosen as
somewhere outside the bounds of the point cloud model. Additional external spheres
are added with centre points on the surface of existing external spheres.
The surface of external spheres are sampled uniformly by sampling u and v uniformly
in the range [0, 1]. The azimuthal and polar angles are then calculated using the
formulas θ = 2πu and φ = cos−1 (2v − 1) respectively. These sampled angles are
then used to calculate points on the surface of existing external spheres by centring
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(a) First External Sphere

(b) Second External Sphere

(c) Third External Sphere

(d) 50th External Sphere

(e) 250th External Sphere

(f) 5000th External Sphere
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Figure 5.6: Placing external spheres.

the sample points at the centre of the external sphere and scaling the distance by
the external sphere’s radius.
When a new external sphere is created and added to the model, the radius is set
to the minimum distance to the closest point in the point cloud. If this distance
is smaller than a predefined value, the sphere is discarded. Enforcing a minimum
external sphere size prevents external spheres from tunnelling into the point cloud
between points or areas missing small amounts of scan data. Figure 5.6 shows
external spheres being added to an environment up until the 5,000th external sphere.
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The external spheres start at a point and gradually branch out to fill the entirety of
the free space around the point cloud model. In this simplification, 50,000 external
spheres are required in this simplification to suitably cover the entirety of the 3D
scan.

5.4.3

Generate Spheres for Final Model Representation

After the external spheres have been created, internal spheres are generated. These
internal spheres form the final representation of the model used for collision detection
and fill the space not occupied by external spheres. The pseudocode of this step
can be found in Algorithm 2 as function GenerateInternalSpheres. A uniform grid
initialised as a 3D occupancy array is used to hold internal sphere candidates. The
minimal distance to external spheres and other internal spheres for each point is
calculated, and a sorted list of internal sphere candidate points is created. The point
surrounded by the most free space (Sp ) is selected to create the next internal sphere.
The radius (Sr ) of each internal sphere is set to the distance to the closest external
sphere.

Sr =

min

p∈[extspheres]

{dist(Sp , p)}

Internal spheres are created until the minimum distance to an internal sphere candidate is below a defined threshold.

5.4.4

Octree Generation

In the final step, the internal spheres are organised into an octree based data structure.
This occurs after all of the spheres for the final model representation have been
generated. The theoretical concept of an octree is illustrated in Figure 5.7 where
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Algorithm 2 Internal and External Sphere Generation
1: function GenerateExternalSpheres
2:
Sext = {}
3:
Sp = {p|p in starting points}
4:
generationAttempts = 0
5:
for all p in Sp do
6:
Sn = add new external sphere at p
7:
Sn .Radius = distance to closest point in point cloud
8:
Sext = Sn ∪ Sext
9:
end for
10:
while generationAttempts < difficulty threshold do
11:
Ss ∈ Sext
12:
Ps = randomly generated point on surface of sphere Ss
13:
if Ps is not within 80% of the radius of any s ∈ Sext then
14:
Sn = create new external sphere at point Ps
15:
Sn .Radius = distance to closest point in point cloud
16:
Sext = Sn ∪ Sext
17:
else
18:
generationAttempts += 1
19:
end if
20:
if |Sext | mod 50 then
21:
generationAttempts = 0
22:
end if
23:
end while
24:
return Sext
25: end function
26: function GenerateInternalSpheres
27:
Sext = GenerateExternalSpheres()
28:
Create internal sample points (N,N,N) occupancy grid set all to 1
29:
for p dooint in occupancy grid
30:
if w thenithin external sphere,
31:
set point to 0
32:
end if
33:
end for
34:
Ssp = {p | p in occupancy grid with value 1}
35:
select S ∈ Ssp
36:
S.radius = min distance to closest external sphere
37:
Sint = S ∪ Sint
38:
while min dist between Sint and Sext > internalSphThreshold do
39:
select S ∈ Ssp with maximum distance to Sint
40:
S.radius = min distance to Sext
41:
Sint = S ∪ Sint
42:
end while
43:
return Sint
44: end function
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Figure 5.7: Visual representation of an octree data structure.

a node at depth four is highlighted. Pseudocode for the octree generation stage
is shown in Algorithm 3. The space containing all of the spheres is recursively
subdivided into eight smaller zones until the desired depth is reached. Spheres are
inserted into the octree as leaf nodes, under the node that encompasses the centre
point of the sphere.
After all the spheres have been inserted, the minimal enclosing sphere at each octree
node is calculated. This is first calculated on the last level of child nodes. The sphere’s
radius at each octree node is set to encompass all spheres below its level. After all
of the child nodes encompassing spheres are calculated, the encompassing sphere
for the parent node is calculated. This process continues until the encompassing
sphere of the root node is finally calculated. The octree is completely defined at this
stage and can be used for distance queries and collision detection. However, there
are likely to be nodes without any spheres underneath them in the hierarchy. These
empty nodes only slow performance down and use additional memory. Therefore,
to improve performance further, the octree is traversed, and these nodes are pruned.
Figure 5.8 shows the octree levels of the simplification of a robot work cell. As the
depth is increased, the representation of the work cell becomes more detailed.
Using an octree-based data type for collision detection between two models can
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(a) Point Cloud (algorithm input)

(b) Level 1 (root node)

(c) Level 2

(d) Level 3

(e) Level 4

(f) Level 5

(g) Level 6

(h) Leaf nodes

Figure 5.8: Octree levels of a robot work cell simplification.

90

CHAPTER 5. SPHERE TREE GENERATION FROM POINT CLOUDS

91

dramatically improve collision detection time because it reduces the total number of
collision checks required. Collision detection between two models M and N starts by
checking if each of the root nodes are colliding (Mroot , Nroot ). If this is the case, each
of the level 1 child nodes from M (M1C1 , M1C2 , ..., M1C8 ) are paired with each level 1
child node from N (N1C1 , N1C2 , ..., N1C8 ) to create a collision pair list in the format
((M1C1 , N1C1 ), (M1C1 , N1C2 ), (M1C1 , N1C3 ), ..., (M1C8 , N1C8 )). Each time a collision
is detected between a pair in the list, every possible child node combination is added
to the list. As each pair is checked, they are removed from the list. Finally, the
models are colliding if there is a collision detected between two leaf nodes. If the list
becomes empty during the process, the models M and N are not colliding.
Algorithm 3 Octree generation
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

function GenerateOctree(Bounds, Spheres)
octreeRoot = node(Bounds)
newNodes = octreeRoot
for i from 1 to NumLevels do
nodes = newNodes
newNodes = {}
for node in nodes do
node.divide()
newNodes.insert(node.children())
end for
end for
for sph in Spheres do
octreeNode = {find n in octreeRoot.nodes where
n.isLeaf() and sph.pos within n.bounds()}
octreeNode.addSphere(sph)
end for
for node in octreeRoot.children() do
if not node.storesSpheres() then
delete node
end if
end for
end function
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Results

In this section, the performance of the sphere set generated by the algorithm is
reviewed and compared with other approaches. Figure 5.9 shows the algorithm’s
output when run on two-point clouds of robot work cells. The generated sphere
sets are tightly bound to the point cloud and completely cover the robot work cells’
obstacles.

(a) Point-Cloud

(b) Sphere Simplification

(c) Point cloud

(d) Sphere Simplification

Figure 5.9: Example outputs of the algorithm. (a) robot work cell, and (b) a
meeting room scan from S3DIS.
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Figure 5.10: Memory use and collision detection time of a robot work cell as
the octree depth is changed.

5.5.1

Parameter Tuning

For best performance, it is critical to select a suitable octree depth for generating
the sphere tree. Using a depth that is too low increases collision detection time,
whereas high depths require increased memory use. Figure 5.10 shows the measured
performance and memory use of a robot work cell model compared with the octree
depth. The collision detection performance during motion planning improves until
it plateaus from a depth of five, which is the same point that memory use starts
increasing exponentially. Therefore an octree depth of five was chosen to compare
motion planning performance in the following sections of this chapter.
In many robot cells, including the one modelled in Figure 5.8, the aspect ratio of the
total area is not close to 1:1:1. The length and width of the area can be significantly
longer than the height, which would usually be less than three metres. In this
situation, the spacing between nodes is not optimised for collision detection. Figure
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5.8d is a grid of 4x4x4 spheres. However, the vertical positioning of the spheres
means there is significant overlap. The effect on collision detection performance is
minimal. However, a minor improvement can be made by generating the octree
nodes with an aspect ratio of 1:1:1 and pruning the nodes that will invariably be
created outside the point cloud bounds.

5.5.2

Collision Detection Performance

The collision detection performance is compared by generating a probabilistic roadmap
for a robot in a simplified environment. The sphere simplification approach described
by Figueiredo et al. [57] and a reference triangle mesh are used to compare collision
detection performance. A reference triangle mesh is used because the triangle reconstruction approach described by Ma et al. [9] and the marching cubes method
available in Meshlab [99] both produced poor results that are not suitable for collision detection due to significant amounts of gaps, as shown in the reconstruction
attempted in Figure 5.11. Collision detection was performed using FCL [41] for the
triangle-based and point cloud models and an implementation of a sphere-tree collision detection algorithm for the sphere based models. The simplifications generated
were all of comparable accuracy.
Table 5.1 shows the relative performance of each simplified model when a roadmap is
generated for the work cell. The presented method requires fewer spheres compared
with [57]. However, the roadmap generation time is similar due to the use of a spheretree data structure with suitable maximum octree depths selected for each model.
This reduced the required number of sphere intersection checks to similar numbers
between both models. Calculating the roadmap on the reference triangle mesh takes
significantly longer than the sphere based approaches, which was expected due to
the more complex collision processing required on triangle mesh models. Collision
detection on the point cloud was slower than the sphere based approaches but faster
than the reference triangle mesh because the point cloud model was also stored as
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Figure 5.11: Surface reconstruction of a point cloud model.

an octree to improve collision detection performance.
Table 5.1: Comparison of simplification approaches.

Complexity
Roadmap
Generation
Time

Reference
Triangle Mesh
672,817 triangles
95.27 sec

Point Cloud
1,352,278
Points
15.23 sec

Figueiredo et This Method
al. [57]
262,144
30,000
Spheres
Spheres
2.69 sec
2.44 sec

The presented algorithm requires fewer external spheres compared with [57] and [71]
to accurately model a point cloud because fewer redundant spheres are generated.
This method also does not need to determine whether a point is inside or outside
a model before placing spheres, making it particularly applicable to point clouds,
where it is challenging to determine if a point is in free space. While BSS uses a
fixed number of external spheres to bound models, the approach presented in this
chapter stops when it becomes difficult to add spheres, indicating that the model is
sufficiently bound, reducing simplification time significantly. The number of attempts
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per successfully generated sphere increases as spheres are added to the model because
there is less free space around the point cloud. This can be seen in Figure 5.12 in
the way the curves flatten as more spheres are added. Choosing a suitable threshold
to stop adding more external spheres prevents overfitting and reduces processing
time. Experimentally, a threshold of 15 failed attempts per added sphere allowed the
model to be suitably sampled without taking too long to process. Using a smaller
number in the range of 5-10 caused the algorithm to stop fitting external spheres too
early in some cases, resulting in an inaccurate output model. This would occur when
the external spheres started to expand into a constrained space, such as through
a door or narrow passageway and the difficulty to place external spheres increased
to a local maximum. Using a number too high in the range of 30+ failed attempts
per added sphere made the simplification process significantly more time-consuming.
There is a minimal benefit gained from allowing additional spheres to be placed
beyond this point.
When creating external spheres, the algorithm adds new spheres with centre points
on the surface of existing spheres. One of the problems with this approach is that
the first external spheres created tend to be selected more often to have a new
external sphere placed on their surface. This can lead to a sampling imbalance
during the external sphere creation phase. To distribute the sampling across the
existing external spheres more fairly, only the most recent external spheres created
are selected as candidates to have the next external sphere placed on their surface.
There is still a sampling imbalance for the first spheres created as they are sampled
more frequently, but overall the spheres are sampled more fairly.
The number of last spheres sampled has a dramatic effect on the total number of
spheres generated per attempt and reduces sphere fitting time significantly. Each
series on Figure 5.12 shows the number of spheres generated per attempt using
different limits of external spheres sampled to generate new external spheres. Allowing all external spheres to be sampled results in the grey line, where the spheres
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generated per attempt gradually reduces from a relatively early point. The largest
number of spheres is generated by sampling all spheres. However, significantly more
attempts are required to create them. The other series generate more spheres per
attempt. However, fail to find as many spheres in total. Sampling a low number
of external spheres, such as the last 100 or 500 spheres, prevents the free space
from being explored sufficiently. With a low number of samples, it is more likely
that no free space exists around any of the spheres able to be sampled because the
most recently created external spheres were placed at a dead-end or tunnelled into
a narrow passageway.

External spheres generated vs attempts
All Spheres
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Last 5000
Last 1000
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Last 100

Spheres generated (x1000)
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Generation attempts (x1000)
Figure 5.12: Spheres generated vs generation attempts when the number of
external spheres sampled from is changed.

5.5.3

Noisy Scan Data

Noise is a typical feature of analog measurement. 3D area scanners are no exception.
Noise in 3D scans can make it challenging to work with the point clouds they produce.
Software for working with 3D scanners typically have features to filter and reduce
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noise from point clouds. However, removing noise from point clouds is still considered
a challenging task, and there are many approaches to remove noise. Han et al. [55]
presents a detailed comparison of various noise filtering approaches for point clouds
described in the literature.
Removing noise from point cloud models is a feature of the algorithm presented
in this chapter. Noise is reduced as the surfaces of objects are smoothed by the
placement of external spheres. The degree of noise-reduction is related to the size of
external spheres bounding an area; therefore, less smoothing occurs in constrained
areas than in open areas. Typically, noise with an amplitude of half the radius of the
external spheres bounding the feature is effectively smoothed. Furthermore, small
clusters of outliers are removed because the external spheres surround them, and
there is no space to place internal spheres.
Several clusters of outliers were inserted into the point cloud data for a robot cell.
The clusters were placed in open space to eliminate interference from other parts of
the scan. The output of the simplification approach on a point cloud with clusters
of outliers is shown in Figure 5.13. Progressively larger clusters are arranged in two
rows, from the top left down, then the top right down. The size of each cluster from
smallest to largest is [1, 2, 3, 5, 10, 20, 30, 50]. This simulation shows that once
the cluster grows to more than 10 points within a radius greater than 20mm, they
are no longer filtered from the point cloud, and spheres are generated in place of
the clusters in the output model. In Figure 5.13b, the spheres generated from the
outliers are highlighted orange.

5.5.4

Distance Queries

Efficient distance queries can be performed on the sphere tree data structure generated by the model simplification approach presented in this chapter. Figure 5.14
shows the results of running distance queries on each model type. A model of a
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(a) Point cloud with outliers of increasing
size and density inserted
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(b) Resulting model simplification

Figure 5.13: The removal of outliers in the point cloud data set during sphere
generation.

robot work cell was converted to a point cloud, and simplified to spheres using the
method presented in this chapter. A set of 1,000 points around the work cell were
sampled, and the distance to the models was calculated, timing how long it took to
execute all the distance queries.
Figure 5.14 shows the total distance query time of each method. The sphere simplification is the fastest, and the triangle mesh is significantly slower than the others.
The performance increase using sphere simplification is almost 30x compared with
a triangle mesh. This improvement is significant and potentially makes motion
planning approaches that use distance queries competitive with the well-established
probabilistic roadmap methods that rely solely on collision checks and dominate
motion planning due to their speed and ability to solve difficult planning tasks.

5.6

Conclusions

The algorithm presented in this chapter is a novel approach to converting a point
cloud scan into a set of spheres for efficient collision detection. The set of spheres generated by this algorithm is tightly bound to the point cloud geometry and performs
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Total distance query time for a robot work cell
Distance query time (ms)
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(305,700 Triangles)

Point Cloud
(1,213,605 Points)

Sphere Simplification
(30,000 Spheres)

Figure 5.14: Total distance query time for a mesh, point cloud and sphere
simplification of a robot work cell (1000 queries).

well in collision detection due in part to implementing an octree-based sphere-tree
data structure that can easily handle tens of thousands of spheres.
Generating a probabilistic roadmap takes significantly less time using models generated by this approach compared with using a point cloud directly, which is the
current typical approach for collision detection of scan data. Furthermore, the presented approach smooths noise, which is a typical characteristic of point clouds and
can remove outliers in the dataset. This reduces the need for further point cloud
processing.
Distance query time, a typically expensive operation on meshes and point clouds, is
significantly faster using the sphere simplification approach presented in this chapter.
This may allow the development of a motion planner that incorporates distance
queries to generate better sample points or more efficiently connect configurations.
The presented approach ultimately saves time during the offline programming of
a robot system in two ways. Firstly, collision detection performance is improved,
which reduces the total motion planning time. Secondly, the amount of manual work
required to measure and model obstacles in a robot work cell is reduced because a
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3D scan of the environment can be taken and automatically processed to generate
suitable collision models of the environment.

Chapter 6
Sampling Approaches to Improve
Bounding-Sphere Based
Simplifications

6.1

Introduction

Chapter 3 presented BSS, a new algorithm for converting a triangle mesh model
into a set of spheres. In Chapter 5, an approach for converting point cloud models
to a set of spheres was presented. This approach used some of the BSS concepts
and built upon them to make a more stable simplification approach. The increased
performance of point cloud models compared with triangle mesh models has been
established. However, the accuracy of the simplifications generated is lower than
some of the other approaches described in the literature. Other improvements can be
made to the algorithms presented in chapters 3 and 5 to generate a tighter fitting set
of spheres with improved performance in collision detection and, therefore, motion
planning applications.
One of the advantages of model simplification for motion planning in an industrial
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setting is that additional contextual data is available relating to the use of the models.
For welding applications, the path along the model is known. The models that the
robot interacts closely with are also known. Finally, the obstacles that must be
avoided during motion planning but are not involved in the process are also known.
This additional data can provide hints for how a model should be simplified, resulting
in simplified models tailored to the specific application for best performance.
This chapter explores several methods to improve the output of bounding-sphere
based simplification approaches. The goal is to generate a better fitting, more robust
sphere-based simplification of models that perform well in collision detection for use
in offline programming. This will allow precise motions to be quickly planned during
offline programming for industrial robots.

1. Develop sampling strategies for external spheres and compare them to understand how to minimise processing time and the total number of external
spheres required to simplify a model.
2. Develop and analyse sampling strategies for internal spheres and develop an
understanding of the best approach for model simplification.
3. Develop an approach to generate efficient multi-resolution simplifications tailored to robot applications by leveraging contextual data available in typical
offline programming applications.

The rest of the chapter is organised as follows. Section 6.2 investigates sampling
strategies for both internal spheres and external spheres. A discussion of the
sampling-based improvements is presented in Section 6.2.3. A multi-resolution
simplification approach that uses contextual data to optimise the simplification
is presented in Section 6.3. Section 6.4 presents the conclusions of this research.
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Sampling Strategies

The sampling strategy for both internal and external spheres during simplification
using the BSS algorithm significantly affects the output model. This section presents
the development of sampling strategies for both internal and external spheres and
compares their performance.

6.2.1

External Sphere Sampling Strategies

This section develops and compares several possible sampling strategies for generating
external spheres that bound a model. The sampling strategy employed to place
external spheres significantly affects the output model. Therefore, it is critical
to sample the model adequately. Undersampling the model results in geometric
differences between the input and the output. Conversely, oversampling the model
increases simplification time without improving the output. Therefore, generating a
suitable set of external spheres is vital to achieving an acceptable simplification.
The external sampling strategies investigated in this section are random sampling,
grid sampling, grid projected on mesh, additional samples around model features,
medial axis transform and sampling around existing spheres. BSS in Chapter 3 uses
random sampling, whereas the method presented in Chapter 5 samples external
spheres around existing spheres. The following paragraphs describe each sampling
strategy, and Figure 6.1 illustrates how external spheres are sampled in each of the
sampling strategies, where the red dots indicate the sampled points that can be used
to generate external spheres.

Grid sampling , which is illustrated in Figure 6.1a. In this strategy, points are
sampled on a uniform grid created by uniformly dividing the model’s expanded
axis-aligned bounding box.
Projected grid in which a 2D grid is projected onto the model. The grid is
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projected by raycasting from each axis. Sample points are offset from the
intersections of the ray and the model in the free space around the model. A
2D example of this is shown in Figure 6.1b.
Random sampling in which a random point within the model’s expanded axisaligned bounding box is selected to place the next sphere. If this point is
outside the model, it is used as a sample point. This approach is shown in 2D
in Figure 6.1c.
Additional sampling around model features which biases the sampling to create additional sample points around features of the original model. The model
is analysed to determine the locations of corners. The volume around these
areas is sampled more frequently than the remaining area of the bounding box
around the model. Figure 6.1d shows where additional sample points would
be created due to this biasing on a 2D model.
Medial axis transform this method uniformly samples the Medial Axis Transform
(MAT) of the outside of the model. First, the MAT needs to be calculated,
which is done by sampling spheres around the model on a grid. This set of
spheres is then pruned to leave a medial axis approximation. Sample points
along a medial axis approximation of a 2D model are shown in Figure 6.1e.
Sampling around existing spheres this method samples new points near the
surface of existing spheres. Figure 6.1f illustrates the sampling strategy. The
first sphere is placed outside the model’s bounding box, which guarantees that
all subsequent spheres are outside the model. This strategy is suitable for
non-manifold meshes because it does not rely on determining if any sample
points are inside the model during the simplification process.

In this section, the proposed sampling strategies outlined above are implemented
and used to create simplifications that are compared using the following metrics:

1. Total number of external spheres required
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(a) Grid

(b) Projected grid

(c) Random

(d) Sample around model features

(e) Medial axis

(f) Sample near existing spheres
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Figure 6.1: External sphere sampling strategies, red dots represent sample
points.

2. Time to produce a simplification
3. Ability to sample in concave features

Required Number of External Spheres

The total required number of external spheres required to sufficiently bound a model
significantly impacts the overall simplification time in two ways. First, generating
more external spheres takes longer, and second, internal sphere placement time is
increased as external spheres are created due to the additional complexity of collision
checks during simplification. The optimal sampling strategy generates the minimum
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number of external spheres required to enclose the model entirely.

In this simulation, models of a table, welding torch and bicycle frame were simplified,
and the number of external spheres required to bound the model was recorded. The
results are presented in Figure 6.2. It is not trivial to calculate an optimal amount
of external spheres during execution for the random, grid, projected grid, sample
around model features and medial axis sampling strategies. These sampling strategies
require the number of external spheres to be specified before execution. Therefore,
models were continually simplified with an increasing number of external spheres to
make this comparison. In a real-world application, a sufficiently high number should
be chosen, so the simplification does not need to be repeated. Sampling near existing
external spheres allows a difficulty metric to be easily calculated during execution,
which is used to determine when to stop adding external spheres. This results in
fast simplification times, accurate model generation and limits over-sampling.

Required Number of External Spheres
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Sampling strategy
Figure 6.2: Number of external spheres required for different external sphere
sampling strategies.

The grid sampling approach requires the most external spheres, which is the expected result. Sampling a uniform grid fails to spread the sample points when a
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space is relatively open, nor can it concentrate them when sampling around tighter
geometry. Because of this, a high-resolution grid is required to achieve accuracy
around the tighter model geometry. The projected grid approach significantly reduces the number of spheres to adequately bound the models as the sample points
are concentrated around the model’s boundary. The random sampling method reduced the total number of spheres required to bound the models and biasing the
random sampling to more frequently sample points around model features further
reduced the total number of external spheres required. The medial axis strategy
further reduced the required number of spheres. Finally, sampling near existing
spheres required very few spheres to generate the model as it created large spheres
in free space and tightly packed spheres in the constrained geometry areas. The
table, welding torch, and bicycle frame models required 13,993, 535 and 798 external
spheres, respectively.

Simplification Time

In this section, the total simplification time for each external sphere sampling strategy
is measured and compared. Each approach’s internal sphere sampling strategy is the
same: sampling points in the free space around the external spheres then iteratively
creating external spheres at the furthest point from any existing sphere until the
error drops below a threshold.
The grid sampling approach is the slowest simplification method. This is because
the grid needs to be sampled at a high enough resolution to sample the tighter parts
of the geometry adequately. This leads to over-sampling around the relatively more
open areas of the geometry. Projecting the grid onto the mesh and sampling near
contact points of the projected grid results in significantly faster performance. The
fastest approach is sampling near existing spheres. It creates fewer large external
spheres than the other methods, concentrating small external spheres around the
constrained model geometry, significantly reducing internal sphere placement time.
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Total Simplification Time for External Sampling Strategies
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Figure 6.3: Simplification times for different external sphere sampling strategies.

Sampling Constrained Geometry

This section analyses the ability of the external sphere sampling strategies to generate
spheres around constrained model geometries. Generating spheres to bound the
external parts of a model is relatively simple because spheres with a large radius
can be placed at a distance from the model and bound a relatively large surface
area. Smaller concave sections are more challenging to sample appropriately because
the centre of the sphere must be placed inside the concave feature, a comparatively
small area, and the spheres themselves will have a smaller radius. Therefore a point
on the surface of a model near open space is much more likely to be sampled than
the surface of a model in a more constrained part. Simplifications are run on a
block model with three holes of varying diameter, shown in Figure 6.4. The goal
of the simplification is to model the block, including the three holes, accurately.
This requires fitting external spheres inside each of the three holes. The number of
external spheres generated in the holes is recorded for each external sphere sampling
strategy.
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Figure 6.4: Block with three holes of increasing size.

Figure 6.5 shows the results of the simplifications, where the x-axis is the total
number of external spheres generated, and the y axis is the number of spheres
generated inside the holes of the block model. Sampling the points on a uniform
grid generates 378 spheres in the constrained parts of the model during the sampling
phase. The resolution of the grid is critical because critical geometric features of
the model are skipped if it is too low. In this example, even though the random
sampling generated fewer total spheres in the constrained areas of the model, it
placed more spheres in the smallest hole of the model. These were missed by the
grid sampling method. Creating additional samples near model features increased
the number of spheres generated in the constrained areas, resulting in an improved
model output. Sampling near existing spheres took some time to start finding
spheres in the constrained areas. Once a few spheres were generated in these areas,
the holes were quickly explored and filled with many spheres. The projected grid
sampling approach created a similar number of spheres to the grid sampling approach
and required significantly fewer external spheres to achieve good coverage. Overall,
sampling near existing spheres was able to quickly tunnel into the holes of the model
and generate a set of spheres that bound the original much more efficiently.
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Figure 6.5: Number of spheres generated in the holes of the model shown in
Figure 6.4 compared with total number of external spheres generated during
simplification.

Non-Manifold Meshes

The only external sphere sampling strategy that does not rely on knowing whether
a point is inside or outside a model is sampling near existing spheres. Section 3.3.4
outlines why it is not possible to calculate if a point is outside a non-manifold mesh
reliably. Many models generated from CAD drawings are non-manifold, including the
welding torch model used in this chapter. This presents an issue. Manually repairing
non-manifold meshes is possible using tools such as Blender [105] and Meshlab [99],
but it is not always trivial and can be a time-consuming task. Therefore, sampling
spheres near existing external spheres is more robust, able to handle a more extensive
range of input meshes and save time as the meshes do not need to be repaired.
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Internal Sphere Sampling Strategies

This section developed and analysed four internal sphere sampling strategies to
determine the optimal sampling strategy. The optimal sampling strategy will be
the one that reduces the total number of spheres generated during simplification
while increasing the total volume the generated sphere set covers. In this section,
the external spheres are generated by sampling near existing external spheres.
The following sampling strategies are compared in this section:

1. Grid: Sample points on a uniform grid within the bounding box of the model.
2. Random: Randomly sample points until the specified sphere count is reached,
or no more sample points exist.
3. Furthest distance: Pick the point furthest from other internal spheres to generate the next sphere.
4. Near existing: Sample new internal spheres on the surface of existing spheres.

The internal sphere sampling strategies described above are compared using the
following metrics:

1. Accuracy of the generated model.
2. Sphere placement efficiency.
3. Number of internal spheres generated.

Simplification Accuracy

The accuracy of the output model is of critical importance in motion planning.
Models need to be accurate enough to allow paths to be planned, which do not
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result in the robot colliding with real-world objects when the program is transferred
from a virtual simulation to the real world. In this section, models are simplified
with each internal sphere sampling strategy and the accuracy is measured. The
accuracy is determined by measuring the position of the boundary of the sphere set
and comparing it to the surface of the original model in areas where features have
not been removed from the external sphere stage of the simplification.
The results of this comparison are illustrated in Figure 6.6, which displays the average
magnitude of the error for each internal sampling strategy.
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Figure 6.6: Simplification accuracy.

There was not a significant difference in the accuracy measured between the methods
compared. The accuracy across all methods was less than 1 mm, which is suitable
for offline programming. However, errors of up to 3 mm were observed. The grid
sampling strategy had the highest error because there were larger spaces between
spheres compared with the other strategies due to the grid resolution. The furthest
distance sampling strategy had the smallest error because it produced larger spheres
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on average, which allowed it to represent planar surfaces more accurately.

Sphere Placement Efficiency

During the simplification it is essential to place spheres in the optimal position. The
percentage of unique volume each sphere covers is indicative of how well it was is
placed. The average unique space occupied by all spheres in the model can be used
to measure how efficiently each sampling strategy was able to place the spheres. A
model was simplified with each sampling strategy, and the percentage of unique
space occupied by the spheres was measured and is shown in Figure 6.7.
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Figure 6.7: Sphere placement efficiency.

Both grid and random sampling had a low percentage of unique space covered by
each sphere. This is because spheres sampled in open areas tended to be large
and easily overlap with one another. Sampling near existing spheres had a higher
sphere placement efficiency because it reduced the number of spheres in open areas.
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Sampling spheres using the furthest distance strategy had the best efficiency as each
sphere is placed at the furthest point from existing spheres where there is likely to
be significant amounts of space not covered by other spheres.

Number of Internal Spheres Generated

The total number of internal spheres generated is the main factor determining the
collision detection performance of the models. Therefore it is advantageous to
generate as few internal spheres as possible in this stage. This section compares the
number of spheres required to represent the models for each internal sphere sampling
strategy.
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Figure 6.8: Number of internal spheres generated by each strategy for a brick,
robot and chassis model.

The grid sampling strategy required the most spheres to represent geometries. This
is because the sampling resolution is uniform throughout the model and needs to
be high enough to sample smaller model features adequately. Random sampling
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and sampling near existing spheres required a similar number of spheres. However,
random sampling over sampled larger empty spaces. Sampling near existing spheres
tended to generate many small spheres throughout the model. Sampling spheres at
the furthest distance to existing spheres is a greedy sampling strategy that allows
each sphere to have the best chance at exclusively covering empty space. As a result,
it required the fewest spheres in the output model.

6.2.3

Discussion of Sampling Strategies

The sampling strategies for both internal and external spheres have a significant effect
on the generated output model. The external spheres can be sampled with either a
grid, projected grid, random, sampling near features, medial axis and near existing
spheres. In contrast, the internal spheres can be sampled on a grid, randomly, at the
furthest distance from existing spheres, and on the surface of existing spheres. The
overall goal of a simplification approach is to generate an accurate, tightly-fitting
set of spheres using as few spheres as possible. This can be achieved by optimally
sampling the model.
The most apparent external sphere sampling strategy is to sample the space on a
uniform grid. This approach, with a high enough resolution, would theoretically
generate the best set of external spheres. However, the simplification time would
take several hours to complete, especially if the volume of the model was large,
as is the case with an entire robot. The projected grid improves this significantly
by generating a similarly densely sampled set of spheres at the model’s boundary,
with fewer samples in the free space around the model. Random sampling and
random sampling with additional samples around model features both achieved a
distribution of spheres that enclosed the model, but too many of the sampled points
were in the free space, overlapping with other external spheres. However, generating
spheres with the random sampling approach is relatively quick. The medial axis
approach required fewer external spheres to bound the model. However, calculation
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time slowed significantly if the resolution of the medial axis approximation was
increased. Therefore a relatively low-resolution medial axis approximation was used
in this chapter. Sampling spheres near existing spheres is the best sampling strategy
presented for two reasons. Firstly, the stop condition can be easily programmed into
the routine so that sampling stops when it becomes difficult to add new external
spheres. The other approaches need a defined grid resolution or sphere count, which
is difficult to determine before simplifying the model. In practice, a high number or
resolution should be chosen so that the simplification does not fail, which leads to
slow simplification times. Secondly, sampling spheres near existing external spheres
never requires checking if any points are outside the model, which is not reliably
possible with non-manifold meshes. This makes it a more robust sampling strategy
overall.
The sampling strategies for internal spheres had less of an effect on the final output
of the model. Sampling spheres on a grid provided the lowest performance as
it required fewer spheres and generated a less accurate model. Random sampling
improved the quality of the output model by reducing the number of spheres required
while increasing the accuracy. However, a stop condition for random sampling is
difficult to define as no metric can be efficiently calculated during sphere generation.
The best approach for external sphere sampling was sampling near existing spheres,
which performed better than random and grid sampling. It also allows a stop
condition to be easily defined, making the sampling strategy easier to implement.
However, the best sampling strategy developed and analysed is to take a point at
the maximum distance from any existing internal spheres as the following sample
point. This sampling strategy creates larger spheres on average and optimises the
space between them, which results in a lower total number of spheres and better
overall accuracy.
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Multi-Resolution Simplification

An offline programming simulation model of a robot work cell contains more data
than just the geometry of the robots, obstacles, tools and work objects that constitute
it. It also includes information about how the robot’s joints move and where the
end of the tool is. The work object may also contain information about how parts
are assembled, where welds need to be performed, or where paint needs to be
applied. Understanding and using this contextual information can improve model
simplifications by changing the way a model is simplified.
Take, for example, a 3D model of a robot. Simplifying the model using BSS results
in an evenly distributed set of spheres. However, the stationary base of the robot is
unlikely to come into contact with anything in the environment, so it makes little
sense to model it with a high level of accuracy. Here, even a single sphere would suffice
in most cases. On the other hand, the tool of the robot does need to be modelled
accurately as it may be a welding torch coming within millimetres of objects. The
optimal simplification in this situation is to generate a model simplification that
increases in accuracy as it moves from the robot base to the TCP.
Most multi-resolution simplification approaches presented focus on triangle mesh
simplification for simulation of deformable meshes. Yoon et al. [88] present a method
for segmenting a monolithic triangle mesh into a hierarchy and selectively simplifying
relevant nodes to improve collision detection time. Whereas Lee et al. [92] present
a method for simplifying smooth parts of a mesh during cloth simulation while
leaving the parts subject to shear, stretch, and bending at a higher resolution. The
simplification improves performance by up to an order of magnitude with minimal
effect on simulation quality. Jain et al. [90] present a method for computing
a multi-resolution hierarchy of a triangle mesh for cloth simulation where nodes
continuously updated during runtime with more coarse or fine versions depending
on their proximity to collisions. Shi et al. [93] present a method for generating a
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multi-resolution triangle mesh based on visual saliency, which uses deep learning to
estimate the visual saliency of the geometry. Manteaux et al. [106] present a more
in-depth discussion of multi-resolution simplification approaches.
This section proposes a new multi-resolution simplification approach for spherebased simplifications that automatically uses contextual data specific to robotics
applications. The goal is to reduce collision detection time in motion planning by
reducing the number of spheres required to model the objects. The multi-resolution
simplification is based on an accuracy gradient where the resolution of the output
model is based on the distance to critical model features. The accuracy of the
simplification is highest near weld paths and the TCP of the robot, and reduces for
geometry that is further away.

6.3.1

Approach

Generating a multi-resolution simplification using BSS involves creating a gradient
function that outputs a number to reduce the diameter of each external sphere
based on the distance to the defined Points Of Interest (POIs). These POIs are the
TCP of the robot’s end-effector and any critical process points, such as the points
along a weld path. Once this function is in place, the simplification can proceed as
usual. After each external sphere is placed, its diameter is reduced by the distance
calculated by the gradient function. This results in additional space for internal
sphere placement. When points for internal spheres are sampled, any points that lie
outside the external spheres but would have been inside the external spheres had
their size not been adjusted are deleted.
The diameter of the external spheres cannot simply be adjusted after they have
all been placed and the internal sample points have been generated because the
placement of each external sphere is based on previously placed spheres.
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Resolution Gradient Function

The resolution gradient function is a function that outputs a value based on the
distance between POIs and a sphere. The resolution gradient function first calculates
the distance from the centre of the external sphere that is currently being placed to
any defined POIs. This is multiplied by a factor to generate a distance with which to
modify the sphere diameter. Algorithm 4 shows how this algorithm is implemented.
Algorithm 4 Basic gradient function
1:
2:
3:
4:

function AccuracyGradient(POIs, gradient, point)
dist = distance(point, POIs)
return dist * gradient
end function

Limiting the Gradient Function

Adjusting the simplification accuracy with an accuracy gradient reduces the total
number of spheres in the output model. However, at the two extremes of the gradient,
the simplification can be sub-optimal. Geometry at the close part of the gradient
may lose resolution too early, resulting in additional collisions. In contrast, geometry
further away may be modelled by spheres that are too large.
Limiting the gradient by creating a minimum distance to start affecting the output
and a maximum distance to continue increasing sphere sizes improves simplifications.
Figure 6.9 shows the effect of simplifying a weld-torch model with no gradient, a
linear gradient, and the effect of clamping the gradient function. The simplification
with no gradient applied requires 239 spheres. Applying a linear gradient to the
sphere size modifier reduces the number of spheres required to model the torch
dramatically, only requiring 30 spheres. However, the larger spheres created around
the TCP of the torch could limit viable paths during welding. Clamping the gradient
function so that sphere size is unchanged within a defined distance of the TCP and
only adjusted to a maximum as shown in Figure 6.9c generates 65 spheres for the
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welding torch, but the sphere size near the TCP is the same as the simplification
with no gradient.
Algorithm 5 Gradient function with upper and lower limits
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:

function AccuracyGradient(POIs, gradient, point)
dist = distance(point, POIs)
if dist < minimum_dist then
dist = 0
end if
if dist > maximum_dist then
dist = maximum_dist
end if
return dist * gradient
end function

6.3.2

Results and Discussion

Figure 6.10 shows the results of the multi-resolution simplification approach on a
robot model and a weld torch model. A significant reduction in the number of spheres
required to model each object is achieved. Parts of the objects that are further away
from important parts of the simulation, therefore less likely to be involved in collisions,
are much more aggressively simplified. Using the multi-resolution approach drops
the number of spheres required to model the robot drops from 2315 to 297. Likewise,
the number of spheres required to model the welding torch drops from 418 to 110.
Finally, the multi-resolution approach reduces the output models spheres from 972
to 429 for a bicycle frame model.
The multi-resolution approach increases the volume of the output model relative to
the input model. Therefore a further reduction in the probability of false negatives
occurring during motion planning is achieved and increases the probability of false
positives. The geometric accuracy of critical model sections is maintained, which
allows accurate motions to be planned close to these sections without increasing the
probability of a motion planner failing to find a path.
Figure 6.11 shows the total number of spheres in the output models using multi-
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Figure 6.9: The effect of using different gradient functions when simplifying a
welding torch model.
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Figure 6.10: Comparison of single-resolution and multi-resolution simplification
of three models.

resolution simplification compared with the single resolution approach. The multiresolution approach achieves a significant reduction in spheres required to model the
geometries. The bicycle frame has multiple welds defined. Therefore the reduction in
spheres is less significant compared with the welding torch and robot models, which
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Figure 6.11: Number of spheres required to model a robot, welding torch and a
bicycle frame using a single-resolution and multi-resolution simplification.

adjust the resolution based on the distance to a single point.
The number of spheres in the output model in a multi-resolution simplification is
highly dependent on the slope of the gradient function. Figure 6.12 shows the effect of adjusting the slope of the function with slopes of 0 mm/mm, 0.1 mm/mm,
0.25 mm/mm and 0.5 mm/mm. A suitable slope should be chosen for best motion
planning performance. This should minimise the number of spheres generated without increasing the object’s size to the point that it reduces the number of possible
planning solutions significantly.

(a) slope of
0
mm/mm
(2315 Spheres)

(b) slope of
0.1
mm/mm
(305 Spheres

(c) slope of
0.25 mm/mm
(185 Spheres

(d) slope of
0.5
mm/mm
(75 Spheres

Figure 6.12: The effect of increasing the slope of the gradient function on a
robot model.
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Conclusion

In this chapter, improvements to sphere-based simplification approaches were developed and presented. First is the development and analysis of sampling strategies
to improve the output of sphere-based simplification approaches. These strategies
resulted in models with fewer total spheres, more accuracy and improvements to the
overall simplification time. Secondly, a new multi-resolution simplification approach
is developed. This approach is based on contextual data from the task a robot must
perform and can significantly reduce collision detection time.
In Section 6.2.1, several external sphere sampling strategies were developed. The
effect of changing the external sphere sampling strategy was investigated. Of the
sampling strategies analysed, the best strategy is to sample external spheres near
existing external spheres, with the first sphere placed outside the axis-aligned bounding box of the model. This allowed large spheres to be placed in free space around
the model and as the external spheres are generated closer to complex and concave
model features, they became smaller. The ability of this sampling approach to tunnel
into tight concave features allowed it to quickly enclose the entire model in a tightly
fitting set of spheres. Furthermore, since this simplification strategy does not require
checks to determine if any points are inside or outside the model, it can tolerate a
non-manifold mesh as the input model.
Internal sphere sampling strategies were developed and analysed in Section 6.2.2.
The effect of changing the internal sphere sampling strategy was less significant than
changing the sampling strategy for external spheres. However, there was still an
effect on the quality of the output model. The best internal sphere sampling strategy
was to generate new sample points at a maximum distance from existing internal
spheres. This resulted in larger spheres on average and an output model with a
higher accuracy requiring fewer spheres to represent.
The multi-resolution simplification approach developed in this chapter uses contex-
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tual information about a robot’s task to generate simplified collision models tailored
to the specific task. The result is highly tuned models for collision detection that
improve motion planning times as they contain fewer spheres than a single resolution
simplification approach. The multi-resolution simplification approach is beneficial
for welding applications, where the robot and tool can be simplified based on the
distance to the TCP, and the work objects are simplified based on the distance to
weld paths. The presented multi-resolution reduces the number of spheres required
to model an object by up to a factor of ten without compromising on collision detection accuracy around the parts of the model most likely to collide during motion
planning.

Chapter 7
Conclusion

The aim of the research presented in this thesis was to improve collision detection
performance for models in an industrial robotics setting. This is important for
motion planning in offline programming as it is constrained by collision detection
performance. By improving collision detection performance, the time required to
plan a path can be reduced. Furthermore, performance improvements allow motion
planners to become capable of solving increasingly complicated tasks. The major
focus area of this thesis is the simplification of both triangle and point cloud models
into highly efficient sphere sets in collision detection while limiting the loss of accuracy
and reducing the probability of false negatives.
The main contributions of the research presented in this thesis were to:

1. Develop BSS, a new algorithm for simplifying 3D models into a set of spheres
that can more quickly resolve for distance and collision queries. The simplification process removes small features and minimises the chance of false negatives
occurring.
2. Develop an algorithm, using some of the concepts from BSS, to convert environmental point cloud scans into a set of spheres. This algorithm smooths
noise, removes small outliers and is resistant to shadowing.
127
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3. Develop and compare several sampling strategies for bounding sphere simplifications to improve the fit and accuracy of the generated sphere set.
4. Improve sphere-based simplification methods by developing a multi-resolution
simplification approach based on contextual data typically available in offline
programming environments.

7.1

Summary

Chapter 2 presented a review of related literature. Motion planning and collision
detection algorithms were covered briefly before a more in-depth review of model
simplification for triangle meshes and point clouds. The chapter concludes with a
discussion of the limitations of current simplification algorithms.
Chapter 3 presented BSS, a new model simplification approach that converts triangle
mesh models to a set of spheres. The approach bounds the original model with a
set of spheres. These spheres act as the boundary when generating a new set of
spheres in place of the original model. The process allows small features to be
removed and smoothed and eliminates any hollow parts of the geometry with which
a robot would not be able to interact. BSS produces fewer spheres compared with
existing sphere-based simplification approaches while reducing the probability of
false positives during collision detection.
Chapter 4 presented a detailed analysis of existing 3D simplification approaches and
compared their performance with BSS when used in an industrial manufacturing
setting using a series of simulations. While BSS performed well compared with
existing approaches, there were still aspects where performance could be improved.
Chapter 5 presented a new approach for converting a point cloud model into a
set of spheres. This is particularly useful for enabling the use of 3D area scans
of robot environments in collision detection. The algorithm developed is based on
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the concept of BSS, presented in Chapter 3, with several improvements to improve
the robustness of the simplification approach and make it compatible with a point
cloud model. The presented approach is resistant to shadowing, smooths noise and
removes outliers, which are all common sampling errors of 3D area scans. An octree
of the generated set of spheres was built to improve collision detection and distance
query performance further.
Chapter 6 presented approaches to improve the models generated by bounding sphere
simplification approaches. The chapter is divided into two main parts. The first
focuses on developing and analysing sampling approaches for both internal and external spheres to improve the accuracy and robustness of the simplification while also
reducing the total number of spheres in the output model. The second is the development of a new multi-resolution sphere-based simplification approach for 3D models
in Section 6.3. This approach uses contextual data from the offline programming
environment to define which model parts required a higher resolution and allowed
other parts to be represented more coarsely. This approach allowed models to be represented with significantly fewer spheres, increasing collision detection performance.
However, accuracy around critical model geometries was retained, allowing motion
planners to plan paths correctly.

7.2

Discussion

The major theme of this thesis is that improvements to models used in offline
programming simulations led to improved calculation time and increased capabilities.
While this thesis developed algorithms suitable for both point cloud and mesh models,
they are linked in their application to industrial robotics. Point cloud models of the
environment can be taken and combined with models of industrial robots, tools and
workpieces to build an entire virtual environment for offline programming.
The development of BSS in Chapter 3, along with the improvements developed in

CHAPTER 7. CONCLUSION

130

Chapter 6 provide a robust approach for simplifying triangle mesh models into sphere
sets for efficient collision detection. Models generated with BSS are not only fast
in collision detection but also reduce the probability of false negatives. This is a
desirable trait for offline programming, as false negatives can lead to collisions.
Point cloud models can be challenging to work with for a variety of reasons, including
a high density of points, shadowing, noise and outliers. In chapter 5, point cloud
models are converted to a set of spheres for collision detection, smoothing noise, and
removing outlier clusters. This approach opens the possibility of system designers
taking a scan of an environment then automatically processing it to add to a virtual
environment to start generating programs for a robot installation.
The model simplifications generated in this thesis improved collision detection speed
compared with best practices currently used by robotics engineers and existing
approaches presented in the literature. However, as with all model simplifications,
accuracy is sacrificed for speed improvement. Depending on the accuracy required
for the specific application, full-resolution models may be the only suitable option for
planning critical paths, leaving simplified models to be used for transitional motions.
The speed-accuracy compromise will always be characteristic of model simplification.
Section 6.3 presents the extension of BSS to generate a multi-resolution simplification, where accuracy is maintained in sections of the models that need to be more
accurately modelled and reduced in less critical sections. The parts of the model that
are important for collision detection, and therefore need to be modelled accurately
are determined by examining data from the offline programming configuration, including critical robot paths (e.g. welds), the TCP of the robot and the joints. The
presented multi-resolution simplification generates significantly fewer spheres compared with standard single resolution simplification approaches leading to improved
motion planning performance.
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Future Work

There are several areas of future work that could build on the research presented in
this thesis. The first would be investigating the use of other primitives in combination
with spheres, such as boxes or cylinders, to better approximate different geometric
model features. Fitting boxes to geometric features is a difficult task. The accuracy
improvements would need to be carefully weighed against the possibility of significant
performance losses due to the addition of a more complex collision primitive that
may no longer suit an octree data structure.
Calculating a sphere simplification of a single mesh generally takes less than two
minutes. However, it can take over 20 minutes to complete the simplification of
an entire point cloud scan. This time could be significantly reduced by developing
the algorithm to take advantage of parallel computing on a local machine or cloud
computing service as parts of the simplification algorithm are embarrassingly parallel.
Another potential area of improvement would be the transfer of the multi-resolution
simplification strategies developed in Section 6.3 to approximate convex decomposition. This could be used to adjust the maximum concavity of convex hulls generated
based on the distance to critical geometric or process features. In theory, a reduction
in the number of convex hulls generated should be achievable and lead to improved
collision detection performance.
Finally, sphere-sphere distance queries are very efficient compared with mesh-mesh
distance queries. The development and investigation of motion planning algorithms
that use distance queries could significantly improve planning times when combined
with sphere-based models. Probabilistic planners could use distance queries to
determine how to sample the next configuration, decide which connections between
configurations should be attempted, or more efficiently connect configurations.
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