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In this work we study the effects of non uniform polarization in microscopy. Based on electro-
magnetic diffraction, we develop an imaging theory for high numerical aperture systems. A vortex
filter is placed in the back focal plane of the objective. Assuming linear input polarization, we
characterise the transfer functions and point spread functions of the system with and without the
filter. A study of totally incoherent light is also made. Finally, experimental results are shown for
each polarization and coherency case.
I. INTRODUCTION
In searching for higher resolution images through a
microscope a dramatic increase in their numerical aper-
ture (NA) was unavoidable. The assumptions of the
scalar diffraction theory broke down as the incoming rays
neared the 90 degree mark. Richards and Wolf laid the
basis of electromagnetic diffraction in an optical system
in [1]. This theory initially succeeded in the determina-
tion of the electric field in the focal region of a lens, where
the polarization plays a central role, as each component
of the electromagnetic field interferes with each other.
As the discrepancies arose, the interest in image forma-
tion under a microscope increased. Sheppard and Wilson
[2] determined the image of an object illuminated by a
plane wave, assuming it radiates as a dipole. This ap-
proach effectively determines the point spread function
of the system (PSF). The light distribution in the image
plane depends on both the pattern of the illuminating
aperture and the NA of the objective. Under circular
apertures, the effect of the high NA is to decrease the
contrast between minima and maxima of the PSF. Such
an approach is treated in modern terms in [3].
A more rigorous approach to the image formation in a
microscope can be found in [4]. Although more precise,
the difference in the approach is in the interaction of light
with the object. No assumptions are made and an FDTD
method is used to account for light scattering.
Sheppard has also studied the effects of the NA on the
transfer functions of a lens, both in the scalar [5] and
vectorial case [6]. Their studies are quite general, taking
into account narrowband light. Both studies state the
clear differences between paraxial and non paraxial the-
ory, starting by the need of a three dimensional transfer
function for the complete determination of the lens.
With the advent of higher resolution spatial light mod-
ulators, interesting techniques have been suggested for
optical microscopy. In particular, the use of a vortex
phase filter can enhance the edges of the input image
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[7–9]. Recently, edge detection has been improved with
the aid of polarized beams [10–12]. A vortex filter acts
in a similar way as the phase one, but weighs its effects
between polarization components. This produces edges
that are polarized depending on the optical vortex pro-
duced by the filter. Provided the incident polarization
onto said filter, the directions of the edges can be re-
trieved by a simple use of a linear polarizer.
This work focuses on the image formation through a
high NA system, both in the coherent and incoherent
cases. A general theory is derived on the basis of electro-
magnetic diffraction but without dwelling into the exact
mode of radiation of the illuminated sample. The radi-
ated field is proportional to the shape of the sample, an
approach that corresponds to the First Born approxima-
tion. In the Fourier plane of the objective a vortex filter
is placed to generate polarized beams.
The structure of this work is as follows: the first sec-
tion lays out the electromagnetic diffraction theory and
the characteristics of the filter. Then, we study the co-
herent and incoherent transfer functions. After that, the
experimental set-up and results are discussed. We finish
with some concluding remarks.
II. THEORETICAL BASIS
We are set to model the light propagation through a
high NA microscope. A schematic view of such system is
presented in FIG. 1. The fields E1 and E2 correspond to
E1 E12 E2,∞E1,∞ E2




FIG. 1: Diagram of the electric fields in the microscope. E12
represents the field after the objective.
the object plane and image plane respectively, with E∞,1
and E∞,2 being their fields at infinity, in the Gaussian
reference sphere. E12 is the intermediate field at the
tube of the microscope. The azimuthal unit vector is
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common along the system, while the two lenses have a
different maximum aperture angle θ. The unit vectors
are, expressed in Cartesian coordinates:
eρ = (cosϕ, sinϕ, 0)
eϕ = (− sinϕ, cosϕ, 0)
eθi = (cos θi cosϕ, cos θi sinϕ, sin θi) (1)
where i = 1, 2.
The electromagnetic diffraction theory developed by
Richards and Wolf [1] relates the intermediate field E12






ik(r sin θ1 cos(φ−ϕ)+z cos θ1) sin θ1dθ1dϕ
(2)
where Σ is the lens extent, z the distance from the focal
plane, θ1 and φ are the coordinates at the focal plane, r
and ϕ, the coordinates at the Gaussian reference sphere
and C is a constant. This integral can be written as a










where the finite extent of the lens has been included in the
definition of E1 Given the conservation of energy through
the lens and the refraction of the rays at its surface, the
field at the Gaussian reference sphere can be related to
the one in the tube:
E∞,1 =
√
cos θ1[(E12 · eϕ)eϕ + (E12 · eρ)eθ1 ] (4)
In image formation we are interested in the field E2 in
the image plane produced by E1, the field of the object.
Using 3 we invert the relationship between the two:
E∞,1 = cos θ1 exp(ikz cos θ1)FTλf [E1] (5)
Following a reasoning similar to Sheppard [2], the inver-
sion of the refraction at the Gaussian reference sphere is
given by:
E12 = (cos θ1)
−1/2[(E∞,1 · eϕ)eϕ + (E∞,1 · eθ1)eρ] (6)
Propagation to the image plane can be done by direct use
of 3, substituting E1 by E2 and E∞,1 by E∞,2, which is
given by the relation 4 changing 1 by 2 in the expression.
Since the region of the tube is paraxial, the field E12
is described just by the two transversal components of
propagation, E12 = (Ex, Ey). As this analysis assumes
coherent fields, propagation in this region can be taken
into account using the Jones formulation. In particular,
this allows us to describe the effects of an spiral wave







Since now the field propagates as a whole, the effect of
the system onto each component may be different. Going
back to the theory of linear systems, we study the effect
of the system onto the vectorial light distribution in the
object by its PSF. We define it as the response of our
system to a point source. For simplicity, we assume a
mathematical point of the form Epoint(x, y, z = 0) =
Aδ(x, y) where A is a constant polarization vector and
δ(x, y) is the Dirac delta function, avoiding the physical
description of a point light source.
With coherent illumination, every surface and speck of
dust acts as an interference or diffraction source which
add to the ideal image of the object. Spatially incoher-
ent light averages out this effects and potentially offers a
better image quality. For this reason, we also study its
effects onto the image formation under high NA.
A comprehensive study would analyse the image field
with varying complex degree of cohrence of the light inci-
dent on the object. Such an approach is out of the scope
of this work and we refer to the results derived in [14]
for totally incoherent light. Under this condition, we can
relate the image and object intensities, Ii and Io respec-
tively, by a convolution by the modulus squared of the








where H is the normalized optical transfer function
(OTF). Its modulus is called modulus transfer function
(MTF). Now, each component of the transfer function
adds linearly to the total, as opposed to the coherent
case. The resulting intensity can be determined just by
a scalar function alone, although at a loss of information
about polarization.
III. NUMERICAL CALCULATIONS
We analyse the numerical results of the theory laid in
the section II. First we mention the coherent properties
of the PSF, the incoherent OTF and then we highlight
the most interesting result. In TABLE I we have all the
data used to calculate the PSF of the system. The two
different L used for the object region are used to get a
better resolution of the PSF or the amplitude transfer
function, respectively.
N L f1 f2 NA
2048 8-200λ 5mm 200 mm 0.75
TABLE I: Data used in the calculation of the PSF. N
is the number of pixels, L is the half width of the
sampling region in the object plane, f1 and f2 are the
objective and tube lens focal lengths and NA is the
numerical aperture.
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A. Coherent properties
We consider a delta point source of light, as stated
in section II, and linear polarization, A = (1, 0, 0).
When macroscopic results are presented, the dimensions
will be displayed in millimetres, assuming in all cases
λ = 500nm. To generate radial polarization, we will as-
sume that the light remains linearly polarized after pass-
ing through the objective.
The intensity for each component and the total is
shown at FIG. 2. (a) and (b) are the x and y compo-
nents of the radially polarized light and (c) their modulus
squared sum. The PSF presents a zero value of intensity
at its center, much unlike the case of linear polarized
light, present in (f). Even for this case, clear discrepan-
cies can be seen in (d) and (e): the x component is elon-
gated in the direction perpendicular to the polarizarion
and there exists a non zero y component, although it only





























































FIG. 2: Modulus squared of the PSF. Upper row and lower
row correspond to radial and linear polarizations respectively.
(a) and (d) are the x-components and (b) and (e), the y-
components. (c) and (f) are the total intensities of the PSF
for each polarization.
More interesting results appear upon examination of
the amplitude transfer function. Only the x components
will be shown, as the other one is negligible in linear po-
larization and, in the case of radial polarization, it is the
same but rotated 90 degrees. In (d) from FIG. 3 we see
that the classical predictions do not hold: the function
is not constant over the aperture of the system and, like
the PSF, is elongated perpendicular to the direction of
polarization. In (c) it can bee seen that, for low frequen-
cies, the function can be considered almost constant, co-
inciding with the predictions of the paraxial theory. The
results of radial polarization need careful examination.
The transfer function is of the form H ∝ (cosϕ, sinϕ)
and each component varies on the circle as can be seen on
(b). (c) shows a dip at its centre produced by the discon-










































FIG. 3: Modulus of the amplitude transfer function. Upper
row corresponds to radial polarization and lower, to linear
polarization.(a) and (c) show a profile of the modulus and (b)
and (d), a map of their values.
tinuity of the azimuthal angle near the origin. We can see
this by writing the cosine function as cosϕ = sgn(x)√
1+y2/x2
This behaviour makes the transfer function of the ra-
dial polarization an extremely narrow high pass function
near the origin. Light passing through such a filter will
see only its lowest frequency components removed upon
propagation. This means that the background light and












































FIG. 4: MTFs of both radial polarization (a), linear polariza-
tion (b), and their profile comparison (c).
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As stated above, once determined the PSF of the sys-
tem we can readily generate its OTF. In FIG. 4 we can
see that the MTFs of linear and radial polarization show
some clear differences with respect to their amplitude
transfer function counterparts. Firstly, (a) and (b) show
that the functions are no longer almost constant through
the allowed frequency range. Secondly, their domain has
doubled, allowing for more frequencies to pass, although
with decreasing intensity, as seen in (c). This increase of
resolution only applies to pure or nearly pure amplitude
objects, since the phase information cannot be transmit-
ted as the illumination makes the system linear in inten-
sity.
Between the linear and radial polarized cases there is
a clear difference: the latter presents a point where its
MTF is null. This point is the radius of the cutoff fre-
quency of the amplitude transfer function. The frequen-
cies near this point will not be transmitted through the
system. Moreover, this point marks a sign change in the
OTF, meaning that an inversion contrast will be seen for
the higher frequencies. For this to happen, we see that
the radial MTF falls off rapidly than the linear for the
lower frequencies. All in all, we can expect that with in-





FIG. 5: USAF test imaging using different polarizations and
coherency states. The upper row is coherent illumination and
the lower incoherent. (a) and (c) correspond to radial polar-
ization and (b) and (d) to linear.
The transfer function for radial polarization shows a
very interesting result: the value at its centre is zero.
This, in turn, creates an extremely narrow high pass filter
that removes the energy of the image and only the edges
remain. This can be seen in FIG. 4 (a). Unfortunately,
this feature is not present in incoherent illumination since
the OTF for radial polarization does not go to zero at
the origin and a contrast inversion occurs, lowering the
overall image quality.
In FIG. 5 the results of a simulation under the con-
ditions discussed is shown. The edge detection can be
seen comparing (a) with (b). Although (c) is radially
polarized, the incoherent light does not allow the edge
detection and, upon comparing with (d), a clear reduc-
tion of the quality of the image is seen. The practical
interest of radial polarization lays entirely on its coher-
ent properties.
IV. EXPERIMENTAL SET-UP AND RESULTS
Ideally, we would test the numerical results construct-
ing a system as described in Section II, but the back focal
plane of the high NA microscope we disposed could not
be accessed. In Tabale II we present the specifications
of our experimental system. The main difference is that
the transfer functions are more paraxial and, therefore,
more symmetric with respect to the central axis. Also,
due to technical limitations, we can only test coherent
and incoherent cases in radial polarization.
The sample is illuminated by a He-Ne laser passing
through a collimation system. In the collimated zone, we
place a diffuser to switch between coherent and incoher-
ent illumination.
f1 NA f2 nx ny Bit depth
5 mm 0.45 200 mm 1292 964 14 bit
TABLE II: Experimental data of the system. fi are
the focal lengths of the objective and the tube lens,
NA is the numerical aperture of the objective and ni
are the number of pixels of the camera, with its bit
depth.
(a) (b)
FIG. 6: Experimental images of a USAF resolution chart with
both coherent (a) and incoherent (b) light under the effects
of a radial polarizer.
The object used is an USAF resolution chart, placed in
the front focal plane of the ojective. Both coherent and
incoherent illumination are used. The SWP is placed in
the back focal plane of the objective. In FIG. 6 we show
the images recorded. Even though the frequencies are
too low to see the low pass filtering of the pupil of the
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system and despite the high coherent noise, the theory
here exposed holds. The image in (a) has an appreciable
intensity only where the edges of the bars are and in
contrast with (b), where the zero order of light is present.
V. CONCLUSIONS
Using the electromagnetic diffraction theory, we have
derived a systematic approach to image formation un-
der high NA systems, similar to the classical linear sys-
tem approach. The object is illuminated by a He-Ne
laser linearly polarized. A SWP is put at the back focal
plane of the objective to produce radially polarized light.
For both coherent and incoherent cases, the effect of the
high NA is to elongate the transfer functions and OTFs
in the direction perpendicular to the input polarization
and to create a transverse and longitudinal components,
decreasingly in importance. The main direction of polar-
ization still accounts for over 97% of the energy.
In the coherent case, each component of the PSFs
is also elongated. The SWP acts as an extemely nar-
row high pass filter, which in turn produces a doughnut
shaped PSF. The transfer functions are non constant and
decrease with increasing spatial frequency.
In the incoherent case, the main difference with the
classical theory appears with the radial polarization. The
OTF presents a contrast inversion, which in turn forces
it to decrease more rapidly in the lower frequencies. Its
overall effect is to lower image quality.
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