We consider the problem of dynamic portfolio optimization in a discrete-time, finite-horizon setting. Our general model considers risk aversion, portfolio constraints (e.g., no short positions), return predictability, and transaction costs. This problem is naturally formulated as a stochastic dynamic program. Unfortunately, with non-zero transaction costs, the dimension of the state space is at least as large as the number of assets and the problem is very difficult to solve with more than one or two assets.
Introduction
Dynamic portfolio theory -dating from the seminal work of Mossin (1968) , Samuelson (1969) and Merton (1969 Merton ( , 1971 ) -provides a rigorous framework for determining optimal investment strategies in idealized environments that assume there are no transaction costs. The solutions to these models rely heavily on the absence of transaction costs. For example, in some models, the optimal solutions recommend holding constant fractions of the investor's wealth in different assets. To implement such a strategy, an investor must continually buy and sell assets as their prices fluctuate in order to maintain the target fractions. In practice, transactions are costly and continual rebalancing can be quite expensive. If expected returns vary over time, the situation may be even worse as the investor continually trades to adjust to a moving target.
Portfolio optimization with transaction costs has been well studied in the special case with a single risky asset and proportional transaction costs. In particular, working in discrete-time setting with power utility and single risky asset, Constantinides (1979) showed that there is a two-dimensional cone of asset positions where it is optimal to not trade and that when the asset position is outside of this cone it is optimal to trade to bring the asset position to the boundary of the cone. Davis and Norman (1990) and Shreve and Soner (1994) analyzed the continuous-time version of this model and established analogous results. Muthuraman (2006) and others have developed numerical methods for the case with a single risky asset.
Of course, practitioners must actually contend with multiple risky assets and, unfortunately, this problem is much more complicated and difficult to solve. The portfolio optimization problem is naturally formulated as a stochastic dynamic program which, in principle, can be solved recursively. With no transaction costs, the optimal investments typically depend on the investor's wealth but not the investor's asset positions. However, with transaction costs, the optimal trades depend on the investor's asset positions and the dimension of the state space is at least as large as the number of assets considered. The resulting dynamic program suffers from the "curse of dimensionality" and is very difficult to solve with more than one or two risky assets.
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In this paper, we consider the problem of dynamic portfolio optimization in a discrete-time, finite-horizon setting. Our general model considers risk aversion (we maximize the expected utility of terminal wealth), portfolio constraints (e.g., no short positions), the possibility of predictable returns, and convex transaction costs. We introduce several easy-to-compute heuristic trading strategies that are based on solving simpler optimization problems. The first heuristic is a "cost-blind" strategy that follows the trading strategy given by ignoring transaction costs; this is considered primarily as a benchmark for evaluating the performance of the other heuristics and bounds. The second heuristic is a "one-step" strategy that can be viewed as approximating the dynamic programming recursion by taking the continuation value to be the value 1 The special case with a quadratic utility and quadratic transaction costs and no portfolio constraints can be formulated as a linear quadratic control problem that is straightforward to solve; see Gârleanu and Pedersen (2009) . function for the model that ignores transaction costs; transaction costs are considered in the current period only. Finally, we consider a "rolling buy-and-hold" strategy where we solve an optimization problem with transaction costs with the simplifying assumption that there will be no further opportunities to trade over a fixed horizon; the continuation value at the end of the horizon is again taken to be the value function for the model that ignores transaction costs. The one-step and rolling buy-and-hold strategies can be viewed as opposite ways to handle future rebalancing opportunities: the one-step strategy assumes future rebalancing is costless while the rolling buy-and-hold strategy assumes rebalancing is impossible over its horizon.
We complement these heuristics with upper bounds on the performance with an optimal trading strategy.
These bounds are based on the dual approach developed in Brown, Smith and Sun (2009) . In this context, these bounds are given by considering an investor who has access to perfect information about future returns but is appropriately penalized for using this advance information. The dual bounding approach of Brown, Smith and Sun (2009) generalizes the dual approach developed for option pricing problems by Haugh and Kogan (2004) and Andersen and Broadie (2004) , extending the approach from option pricing problems to general stochastic dynamic programs; this generalization is essential for the application to portfolio optimization problems. In this paper, we generate penalties using the approach for "good penalties" suggested in Brown, Smith and Sun (2009) and develop a new gradient-based approach for generating penalties that exploits the convex structure of the underlying stochastic dynamic program.
We evaluate these heuristics and bounds using Monte Carlo techniques in numerical experiments with a risk-free asset and three risky assets (with predictable returns) and with ten risky assets (without predictability). The results are promising: the run times are reasonable and the differences between the best heuristic strategies and the dual bounds are typically small, suggesting these easy-to-compute heuristic strategies are nearly optimal.
Brandt (2009) provides a detailed recent survey of research in portfolio optimization and touches briefly on issues related to transaction costs. Closer to this paper, Akian, Menaldi and Sulem (1996) , Leland (2000) , Muthuraman and Kumar (2006) and Lynch and Tan (2009) consider portfolio choice problems with multiple risky assets and transaction costs in various settings. These papers develop analytic frameworks for the case with many assets, but focus on numerical examples with two risky assets; the numerical methods employed are based on grid approximations of the state space and do not scale well for problems with more risky assets.
Muthuraman and Zha (2008) present a numerical procedure for determining an approximate strategy that scales better: their procedure assumes a particular form of trading strategy, estimates the value function given this trading strategy using simulation, and then updates the trading strategy. The computational effort required by this scheme scales polynomially in the number of assets. Their example with seven risky assets requires approximately 62 hours to compute a trading strategy; there is no guarantee that the resulting strategy is optimal or any indication of how much better we might do with an optimal strategy. Chryssikou (1998) studies portfolio optimization with quadratic transaction costs and no constraints using a pair of heuristic strategies, one of which is similar to our rolling buy-and-hold strategy. She provides detailed numerical studies, but the heuristic strategies alone do not provide any indication of how much better we might do with an optimal strategy.
We view our contributions to be (i) the study of some easy-to-compute heuristic trading strategies that may be useful in practice and (ii) the development of a dual bounding approach that can be used to evaluate the quality of these and other heuristics. Both the heuristics and dual bounds are fairly flexible and can be adapted to problems with different forms of utility functions, different forms of transaction costs (provided they are convex), different forms of portfolio constraints and different models of returns.
There is also a recent literature that uses dual methods to evaluate portfolio policies, albeit to address different issues. Specifically Haugh, Kogan, and Wang (2006) and Haugh and Jain (2010) use Lagrange multiplier methods to "dualize" portfolio constraints in continuous time portfolio allocation models. They consider constraints prohibiting short positions and/or borrowing, but do not consider transaction costs.
They show how their dual approach facilitates the computation of upper bounds on the performance of any feasible strategy and generate lower bounds by simulating with heuristic strategies. In contrast, our dual approach can be viewed as "dualizing" the nonanticipativity constraints that require the investor to use only the information available at the time a decision is made; our penalties can be viewed as Lagrange multipliers associated with these nonanticipativity constraints. (This interpretation is discussed in more detail in Brown, Smith and Sun (2009).) We explicitly include the portfolio constraints in our models.
In the next section of the paper, we describe our basic model and note some structural properties of the model. In §3, we describe the heuristics that we will consider. In §4, we describe our approach to dual bounds in general and then describe in detail the specific bounds we will consider. In §5, we describe our numerical experiments and results. The appendix contains proofs for all propositions stated in the paper and some detailed assumptions and results for the numerical experiments.
The Portfolio Optimization Model
Time is discrete and indexed as t = 0, . . . , T , with t = 0 being the current period and T being the terminal period. There are n risky assets and a risk-free asset (cash). The risk-free rate r f is assumed to be known and constant over time. The returns for the risky assets are stochastic and denoted by r t = (r t,1 , . . . , r t,n ) where r t,i ≥ 0 is the (gross) return on asset i from period t-1 to period t.
The monetary values of the risky asset holdings at the beginning of period t are described by the vector x t = (x t,1 , . . . , x t,n ); the cash position in period t is denoted c t . We let the trade vector a t = (a t,1 , . . . , a t,n ) denote the amounts of risky assets bought (if a t,n > 0) or sold (if a t,n < 0) in period t. The transaction costs associated with trade vector a t are given by κ(a t ). In our general analysis and approach, we will assume that κ(a t ) is a nonnegative and convex function of the trades a t with κ(0) = 0. In our numerical experiments, we will focus on the special case of proportional transaction costs with
where a + t,i = max(a t,i , 0) and a Taking transaction costs into account, the asset holdings and cash position evolve over time according to:
Here · denotes the componentwise product of two vectors (so x t+1,i = r t+1,i (x t,i + a t,i )) and 1 is an n-vector of ones. The investor's wealth w t in period t is the sum of the total dollar holdings across the risky assets and cash, i.e.,
The investor's goal is to maximize the expected utility of terminal wealth, E [U (w T )], where U is a nondecreasing, concave, and differentiable utility function.
We will assume that the investor's trades a t in period t are restricted to a convex set A t (x t , c t ). In our numerical experiments, we will focus on the case where the investor is not allowed to have short positions in risky assets or cash, so given an asset position (x t , c t ), the allowed trades are
Other forms of constraints are possible as well. For example, we might allow limited short positions, require the investor be solvent at all times (i.e., require w t > 0), or perhaps impose no constraints whatsoever. In general, we consider sets of allowed trades A t (x t , c t ) defined in terms of a set H t of allowed final positions (or holdings): a t ∈ A t (x t , c t ) if and only if (x t + a t , c t − 1 a t − κ(a t )) ∈ H t . We assume that the allowed set of final positions H t is increasing (if (x
This implies that A t (x t , c t ) is convex for each (x t , c t ).
We will allow the possibility that the risky asset returns exhibit some degree of predictability. To model this, we let z t denote a vector of observable market state variables that provides information about the returns r t+1 for the risky assets. We will assume that z t follows a Markov process. The returns r t+1 may depend on z t but, given z t , the returns are assumed to be conditionally independent of prior returns and earlier values of the market state variable.
This portfolio optimization problem can be formulated as a stochastic dynamic program with state variables consisting of the current positions in risky assets and cash (x t , c t ) and the market state variable (z t ). We take the terminal value function to be the utility of terminal wealth,
and earlier value functions V t are given recursively as
In (7) the expectations are taken over the random asset returnsr t+1 and the next period market statez t+1 .
The following proposition states some key properties of this portfolio optimization model. Proposition 2.1. Properties of the portfolio optimization model.
1.
For any market state z t , V t (x t , c t , z t ) is increasing and concave in the asset position (x t , c t ).
2. For any market state z t , W t (a t , x t , c t , z t ) is jointly concave in the trades a t and asset position (x t , c t ).
Thus, for any given market state z t and asset and cash position (x t , c t ), the optimization problem (6) is convex: we are maximizing a concave function over a convex set. Unfortunately the dimension of the state space makes the portfolio optimization problem very difficult to solve, even with just a few risky assets.
For example, suppose the market state variable z t is one-dimensional. If we approximated the state space using a grid with 20 points for this market state variable and 100 points for each of the n+1 asset positions, the state space would consist of 20 × 100 n+1 states. To determine the value function V t (x t , c t , z t ) on this grid, we would have to solve the optimization problem (6) for each of these 20 × 100 n+1 states in each period. In our numerical examples with n = 3 risky assets and predictability, the state space would include 20 × 100 4 = 2 billion elements. With n = 10 risky assets and no predictability, the state space would include 100 11 = 10 22 elements. Moreover, each of these optimization problems involves expectations (7) over the (n+1)-dimensional space of (r t+1 , z t+1 ) outcomes and we would have to somehow interpolate between grid points when solving for the optimal trades.
One of the distinguishing features of the portfolio optimization model with transaction costs is that there may be many asset positions (x t , c t ) where it is optimal to not trade: in these cases, the transaction costs exceed the marginal benefits of improving the asset positions. We let Ψ t (z t ) denote the no-trade regions for a given market state z t , defined as
If we assume proportional transaction costs, we can say something about the structure of the optimal trading strategy; this result is adapted from Constantinides (1979) , who studied a similar model but with consumption in each period and different forms for constraints.
Proposition 2.2. Properties of the optimal trades. Assume proportional transaction costs and consider a particular market state z t . If we start at an asset position (x t , c t ) outside of the no-trade region Ψ t (z t ), it is optimal to trade to a post-trade asset position on the boundary of Ψ t (z t ).
Proportional transaction are essential for this result. More generally, with convex transaction costs, the optimal trades may move towards the no-trade region but stop short of the border of the no-trade region.
Note that even with proportional transaction costs, there is no easy way to calculate the no-trade region.
Moreover, knowing the no-trade region would not fully solve the problem: we would still have to somehow determine the optimal position on the boundary of the no-trade region for a given initial asset position.
If there are no transaction costs (κ = 0), the portfolio optimization problem (6) can be greatly simplified by taking the dynamic programming state variables to be the current wealth (w t ) and market state variable (z t ); we no longer need to consider the specific asset positions (x t , c t ). In this simpler dynamic program, the decision variables are the post-trade positions in risky assetsx t = x t + a t . Let X t (w t ) denote the set of possible post-trade positions in risky assets given initial wealth w t ; that is X t (w t ) = {x t : (x t , w t − 1 x t ) ∈ H t }.
For example, with no transaction costs, the case described by (5) where the investor is not allowed to have short positions corresponds to a feasible set of post-trade asset positions of the form
We can then write the recursion for this "frictionless model" as follows: The terminal value function is
and earlier value functions are
This frictionless model has a convex structure and its results can be related to those of the more complicated model with transaction costs. 
Thus, to solve the frictionless model, we need to solve a convex optimization problem for each market state z t and wealth w t . For example, if the market state variable z t is one-dimensional, we could solve this dynamic program on a two-dimensional grid involving z t and w t . The expectations over (r t+1 ,z t+1 ) in (10) may still be high-dimensional, but these can be evaluated using various methods. In our numerical experiments, we will approximate these expectations using discrete approximations of the underlying distributions; we will discuss specifics in §5.1 below.
If the investor has a power utility function, the frictionless model simplifies further. Specifically, suppose
where γ > 0 is the coefficient of relative risk aversion; in the case where γ = 1, we take U (w T ) = ln(w T ).
We can then write the value function as
where φ t (z t ) is defined recursively with φ T (z T ) = 1 and
Here the optimal positionsθ t = (θ 1 , . . . ,θ n ) are the fractions of wealth w t invested in the risky assets. In this case, the dimension of the state space is equal to the dimension of the market state variable z t .
Note that if the next-period market statez t+1 and the returnsr t+1 are independent given z t , then equation (13) factors and it is optimal to pursue a myopic trading strategy that maximizes the expected utility of next period's wealth. However, if the next-period market statez t+1 and the returnsr t+1 are not independent and the investor has a relative risk aversion coefficient γ > 1 (as is considered to be typical), the optimal trading strategies will include some degree of hedging against unfavorable changes in the market state variable: compared to the myopic strategies, these strategies tend to have higher next-period wealth in scenarios with poor future prospects (i.e., with high values of φ t+1 (z t+1 )) and lower next-period wealth in scenarios with better future prospects (i.e., with low values of φ t+1 (z t+1 )).
Some Heuristic Trading Strategies
Given that the portfolio optimization model with transaction costs is difficult to solve, it is natural to consider using heuristic trading strategies based on solutions to approximate models that are simpler to solve. We will consider several such heuristic strategies.
Cost-Blind Strategies
First, we consider cost-blind strategies that ignore transaction costs and simply follow the optimal trading strategy recommended by the frictionless model. To simulate such a strategy, we need to first solve the dynamic program for the frictionless model (9) to find the optimal post-trade asset positionsx t or fractionŝ θ t =x t /w t for each period t, market state z t and wealth level w t ; we do this once and store the results. In the body of the simulation, in each period, we choose trades a t to move to the investor to the recommended fractionsθ t for the current market state z t and wealth level w t . Given this trade, we generate random returns r t+1 for the risky assets and calculate next period asset positions (x t+1 , c t+1 ) using equations (2) and (3), deducting transaction costs from the cash position. We then generate the next period market state z t+1 and continue the simulation process for the next period.
Though this cost-blind strategy may perform reasonably well when the transaction costs are small or when it is optimal to put all of the investor's wealth in a single asset, with larger transaction costs and more balanced investments we would expect this strategy to trade too much in pursuit of marginal improvements in asset positions that do not exceed the cost of executing the trade.
One-Step Strategies
Second, we consider a heuristic strategy where the investor uses the value function from the frictionless model as an approximate continuation value, but includes transaction costs in the wealth dynamics. In this case, in each period, the investor chooses trades a t that solve
To simulate such a one-step strategy, we first solve the dynamic program for the frictionless model (9) to determine the value function V f t (w t , z t ); we do this in advance of the simulation and store the value function.
In the body of the simulation, for each period in each trial, we solve the optimization problem (14) to find the recommended trade a t for the then-prevailing (x t , c t , z t ) scenario. We then generate random returns r t+1
for the risky assets, calculate next period asset positions (x t+1 , c t+1 ) using equations (2) While the cost-blind strategies are likely to trade too much because they neglect the costs of trading, we would expect these one-step strategies to trade too little because they underestimate the benefits of trading towards the optimal position without transaction costs. The wealth calculations in (14) Though we would have to solve the full portfolio optimization problem (6) to exactly capture the long-term impacts of adjusting portfolio positions, we can perhaps approximate this effect by reducing the transaction costs κ(a t ) appearing in the objective functions in (14) . There are a variety of ways we might modify these costs and we can experiment to find a good modification. In our numerical experiments, we consider monthly trades and focus on the case where we adjust the transaction costs by dividing κ(a t ) by dividing by a time-dependent constant. Specifically, we focus on the case where we divide by the smaller of 6 or the number of periods remaining (T − t). The intuitive (and approximate) interpretation of this adjustment is that the benefit of adjusting the asset positions lasts approximately 6 months. We will call these trading strategies modified one-step strategies.
Rolling Buy-and-Hold Strategies
Finally, we consider a heuristic trading strategy where, in each period, the investor chooses trades to maximize the expected utility of wealth at some horizon h periods into the future, taking transaction costs into account, but assuming that there will be no opportunities to adjust the portfolio over this time horizon. As in the onestep strategy, the continuation value at the horizon is approximated by the value function for the frictionless model. That is, in period t, the investor chooses trades a t that solve:
with the understanding that we use the terminal utility U (w T ) in place of V f t+h (w T +h ) whenever t + h > T . Though this objective function assumes that there are no future opportunities to adjust the portfolio over this time horizon, when simulating or executing this strategy, the investor solves the same problem in the next period. As with the one-step strategies, the objective function in (15) is concave in a t and, when simulating with this strategy, we must solve the convex optimization problem (15) once for each period of each simulated trial.
As with the modification of the one-step strategies, some degree of experimentation may be required to identify a good horizon h for a particular problem. In our numerical experiments with monthly trading, we will focus on the case where the horizon h is 6 months. We will refer to these heuristic trading strategies as the rolling buy-and-hold strategies. Chryssikou (1998) studies a similar heuristic but with the horizon fixed at the terminal period T , i.e., with terminal utility U (w T ) in place of V f t+h (w T +h ) in (15).
Dual Bounds
We can evaluate the heuristic strategies of §3 using simulation and we can rerun these simulations with variations of these strategies (e.g., adjusting the modification of transaction costs for the one-step strategies or the horizon for the rolling buy-and-hold strategies) in attempt to improve their performance. When doing these experiments, it would be helpful to know how much better we could possibly do. The frictionless model provides an upper bound on performance (see Proposition 2.3), but when transaction costs are substantial, this "no transaction cost bound" may be rather weak.
In this section, we will derive upper bounds on performance using the dual approach developed in Brown, Smith and Sun (2009). This dual approach consists of two elements: (i) we relax the "nonanticipativity" constraints that require the trading decisions to depend only on the information available at the time the decision is made and (ii) we impose penalties that punish violations of these nonanticipativity constraints.
We first describe this dual approach in general and then describe the penalties we will use in our numerical experiments. As we will see, these dual bounds are typically tighter than the simple bound given by the model that ignores transaction costs.
The Dual Approach
In our discussion of the dual bounds, it helps to introduce notation to describe the full sequences of market states z = (z 0 , . . . , z T ), returns r = (r 1 , . . . , r T ) and trades a = (a 0 , . . . , a T −1 ). Using this notation, we write the pre-trade asset and cash positions as x t (a, r) and c t (a) and wealth as w t (a, r); these are calculated as before, according to equations (2)-(4). Explicitly, x t (a, r) and c t (a) are given by
and w t (a, r) = 1 x t (a, r) + c t (a). Similarly, we write the set of feasible trade sequences a as A(r). Note that, for any given return sequence r, the position in risky assets x t (a, r) is linear in the trade sequence a and, with convex transaction costs, the cash position c t (a) and wealth w t (a, r) are concave in the trade sequence a.
A trading strategy can be viewed as a function α(r, z) that maps from sequences of returns r and market states z to a trade sequence a. A trading strategy α is feasible if (i) α(r, z) is in A(r) for each (r, z), and (ii) α is nonanticipative in that the trade a t selected in period t depends only on what is known in period t; that is, a t depends on the market states (z 0 , . . . , z t ) and the asset returns (r 1 , . . . , r t ), but not the future market states or returns. We let A denote this set of feasible strategies. In this notation, we can rewrite the portfolio optimization problem (6) compactly as
Here the expectations are taken over sequences of returnsr and market statesz, with trading strategy α selecting trades in each (r,z) scenario. This compact description of the primal portfolio optimization problem is useful in our discussion of the dual bounds.
In deriving dual upper bounds for this problem, we will focus on a "perfect information relaxation" that assumes the investor knows all market states z and all asset returns r before making any trading decisions.
The penalties π(a, r, z) depend on the sequence of trades a, returns r, and market states z in a given scenario; we say a penalty π is dual feasible if E [π(α(r,z),r,z)] ≤ 0 for any feasible trading strategy α. We can then state the duality result as follows.
Proposition 4.1. Dual bound. For any feasible trading strategy α and any dual feasible penalty π,
The dual problem on the right of (17) is perhaps easiest to understand by considering how we estimate this expression using simulation. In each trial of the simulation, we generate a sequence of market states z and asset returns r, drawing samples according to their joint stochastic process. We then solve a deterministic "inner problem" of the form:
to find the sequence of trades a in A(r) that maximizes the penalized objective, U(w T (a, r)) − π(a, r, z), assuming perfect foresight, i.e., assuming that the full sequences of market states z and asset returns r are known. We obtain an estimate of the dual bound (17) by averaging the optimal values from these inner problems across the trials of the simulation. Note that since wealth w T (a, r) is concave in the trade sequence a and the utility function is increasing and concave in wealth, the utility of final wealth is concave in a for a given return sequence r. If we consider penalties π(a, r, z) that are convex in the trade sequence a for given sequences of returns r and market states z, the inner problem (18) will be a deterministic convex optimization problem in a and will not be difficult to solve.
It is not hard to see that with any dual feasible penalty, (17) provides an upper bound on the performance
] with any feasible strategy α. To see this, note:
The first inequality follows from the assumption that π is dual feasible; since α is assumed to be a feasible trading strategy, this implies E [π(α(r,z),r,z)] ≤ 0. The second inequality follows from the fact that the value with perfect foresight must meet or exceed the value of any feasible trading strategy α. Intuitively, the investor with perfect foresight could choose the sequence of trades that would be chosen by α in each scenario and obtain the same value. However, the investor with perfect foresight can usually do better by choosing a different sequence of trades that maximizes the penalized objective in the given scenario.
The bound (17) is a special case of the weak duality result from Brown, Smith and Sun (2009). Brown, Smith and Sun (2009) also show that strong duality holds in this framework in that there exists an optimal penalty π * such that the inequality in (17) will hold with equality with this π * and an optimal strategy α * ; "complementary slackness" also holds in that an optimal penalty π * will lead to trades a in the dual problem (17) that match those of an optimal strategy α * .
Note that the penalty π = 0 is trivially dual feasible. In this case, the inner problem (18) amounts to finding an optimal trading strategy given perfect knowledge of all future returns and the dual bound (17) is the expected utility with perfect information. This inner problem is straightforward to solve, but the bound is typically quite weak. To obtain tighter bounds, we need to choose a penalty that reduces the benefit provided by having advance knowledge of future market states and returns. In addition, to ensure reasonable computational times, we want to use penalties that are not too difficult to compute and lead to an inner problem (18) that is not too difficult to solve. We will consider two types of penalties. First we will consider penalties that are constructed following the prescription for "good penalties" from Brown, Smith and Sun (2009). Second, we will consider a new type of penalty that exploits the convex structure of the primal problem.
Penalties Based on Approximate Value Functions
Brown, Smith and Sun (2009) suggest constructing penalties by choosing a sequence of generating functions (g 0 , . . . , g T ) that approximate the continuation value functions for the dynamic programming model. In this context, the generating functions g t (a, r, z) may depend on the full sequences of returns r and market states z, but depend only on trades up to period t, (a 0 , . . . , a t ). The penalty is then taken to be
Brown, Smith and Sun (2009) show that penalties constructed this way are dual feasible. Moreover, if we take the generating functions g t (a, r, z) to be the optimal continuation values V t+1 (x t+1 (a, r), c t+1 (a), z t+1 )
for the original portfolio optimization program (6), the resulting "ideal penalty" is optimal: it provides a dual bound equal to the optimal value for the primal and the optimal trades in the dual problem match an optimal trading strategy for the primal problem.
We can approximate this ideal penalty using approximations of the continuation value as generating functions. For example, consider the continuation values for the one-step strategies; we could approximate the continuation value using the continuation value from the frictionless model (9) by taking the generating
Though this frictionless value function is reasonably easy to compute, it leads to an inner problem that is not easy to solve:
) is a concave function of the trades a but when used to generate a penalty π using (20) , V f t+1 enters into the objective for the inner problem, U(w T (a, r)) − π(a, r, z), with both positive and negative signs, leading to an objective function that is neither convex nor concave and an inner problem that is, in general, not easy to solve.
To overcome this difficulty, we will take g t (a, r, z) to be a linear approximation of V f t+1 (w t+1 (a, r), z t+1 )
based on a first-order Taylor series expansion in the trades a around the trades a * given by some fixed trading strategy. For example, in the case with proportional transaction costs given by equation (1), the linear approximation of V f t+1 yields a generating function of the form
where V 
With such a generating function, using (20), we obtain a dual feasible penalty π that is linear in the trades a (or, more precisely, linear in the positive and negative components of a) for any sequence of returns r and market states z. The objective for the inner problem (18) is then concave in a and the resulting inner problem is a deterministic convex optimization problem that is not difficult to solve. In our numerical experiments, we will consider bounds generated by penalties of this form, taking a * to be the trades suggested by the modification of the one-step heuristic strategy. We will call these bounds the modified one-step bounds.
We can construct a similar penalty using a generating function based on the analogue of the continuation value used to determine the rolling buy-and-hold strategy,
As with (21), we will consider a generating function based on a first-order Taylor series expansion in the trades a around the trades a * given by some heuristic strategy. In our numerical experiments, we will consider bounds generated by penalties of this form, taking a * to be the trades suggested by a rolling buy-and-hold strategy. We will call these the rolling buy-and-hold dual bounds.
Gradient-Based Penalties
We will also consider gradient-based penalties that exploit the convex structure of the primal optimization problem. To understand the motivation for this approach, assume (for the sake of this motivating discussion)
that the utility of terminal wealth U (w T (a, r)) is differentiable in the sequence of trades a and that an optimal trading strategy α * for the portfolio optimization problem with transaction costs is known. Then suppose we take the penalty π(a, r, z) to be defined as
where ∇ a U (w T (a, r)) is the gradient of terminal utility with respect to the trade sequence a, for a given sequence of returns r. Note that this penalty is linear in the trade sequence a.
We can view the primal problem (16) as a convex optimization problem with the decision variables being the trading strategy α; this will be formalized in the proof of the proposition below. The first-order conditions for this optimization problem can be shown to imply that
for any feasible strategy α. This means the penalty (23) is dual feasible.
Now consider the deterministic inner problem (18) given by this penalty:
Since the penalty is linear in the trade sequence a, the inner problem (25) is a convex optimization problem and its first-order conditions are necessary and sufficient for an optimal solution. The gradient of the objective function in (25) with respect to the trade sequence a is
Now note that if we take the trade sequence to be that selected by the optimal strategy, i.e., a = α * (r, z), the gradient (26) is equal to zero. Since this a is in A(r) and it sets the gradient equal to zero, this a must be an optimal solution for the inner problem (25) . Moreover, with a = α * (r, z), the penalty (23) is zero and the objective for the inner problem (25) reduces to U(w T (α * (r, z), r)) and the dual bound is
Thus, the penalty (23) is optimal: it provides a dual trading strategy that matches an optimal strategy for the primal problem and a dual bound equal to the optimal value for the primal problem.
Of course, in practice we do not know the optimal strategy α * for the portfolio optimization problem and cannot use the penalty (23) . We can, however, approximate the original problem and use similar penalties based on the optimal solution to this approximate problem. For example, we can approximate the original problem by considering the frictionless model (9). If we takeŵ T (a, r) to be the terminal wealth without transaction costs andα * (r, z) to be the optimal trading strategy for the frictionless model, we can then consider a gradient-based penalty of the form of (23), but withŵ T in place of w T andα * in place of α * , i.e.,
The argument leading to (24) requires the strategy to be optimal for the chosen wealth function, but it does not require the strategy to be the optimal with the true wealth function with transaction costs. Thus this approximate penaltyπ will still be dual feasible. However, the inner problem with this approximate penalty,
will generally not be optimized by taking trade sequence a =α * (r, z). Nevertheless, because the penalty is dual feasible, the dual problem with this approximate penalty will provide a valid upper bound on the performance of any feasible trading strategy.
We can use this gradient-based approach with a variety of approximations of the wealth function as long as we can calculate the corresponding optimal strategy. The following proposition formalizes this gradientbased approach to penalties.
Proposition 4.2. Gradient-based penalties. Letα * be an optimal trading strategy for the portfolio choice problem with modified terminal wealthŵ T (a, r), assumed concave and differentiable in a, and modified allowable tradesÂ(r), assumed convex and satisfying A(r) ⊆Â(r) for each return sequence r. Consider the penaltyπ given by equation (27): 1.π is dual feasible.
2. Ifŵ T (a, r) = w T (a, r) and A(r) =Â(r) for each return sequence r, then the dual bound (17) holds with equality.
The first two parts of the proposition formalize the results discussed earlier. We will discuss the last part of the proposition in a moment.
In our numerical experiments, we will consider two examples of gradient-based penalties. The first is based on the frictionless model, as discussed above. In this case, the approximate terminal wealthŵ T (a, r)
is given by taking the transaction costs to be zero and the allowable trade sequencesÂ(r) are the same as in the original model but without the transaction costs: this follows from our assumption that the set of feasible asset positions H t is increasing. In this frictionless model, the gradient of the utility of terminal wealth is ∇ a U (ŵ T (a, r)) = U (ŵ T (a, r))∇ aŵT (a, r), where U is the derivative of the utility function and ∇ aŵT (a, r) is a nT × 1 vector with entries corresponding to trade a t given by
We will call the resulting penalty the frictionless gradient-based penalty.
Note that with this approximation, the wealth with transaction costs w T (a, r) are less than or equal to the wealth without transaction costsŵ T (r, z) (for all r and z), so the last part of Proposition 4.2 applies:
the optimal values for the inner problems with this penalty (on the left side of (29)) will be less than or equal to the utility of final wealth with no transaction costs (on the right side of (29)) for every r and z.
This implies that the dual bounds using this frictionless gradient penalty must be at least as tight as the no transaction cost bound given by the value function for the frictionless model.
Although the frictionless gradient penalty leads to tighter bounds than the frictionless model, we can perhaps do better if we somehow incorporate the effects of transaction costs in the approximate model.
The key for the gradient penalty approach is to do this in a way that still allows us to find the optimal solution for the approximate model. One way to do this is to consider a variation of the original model in which the transaction costs depend on the post-trade asset positions rather than the trades. In this case, the transaction costs are of the formκ(x t ), wherex t = x t + a t and the cash position evolves according to
, rather than equation (3) . In such a case, we can represent the portfolio problem as a dynamic program like that of the frictionless model (9) with wealth w t and the market state z t as state variables and post-trade asset positionsx t as decision variables, without considering the specifics of the asset positions (x t , c t ).
In our numerical experiments, we will consider a modified gradient-based penalty where we takeκ(x t ) to be proportional to the post-trade asset positionsx t . (If we decompose the trades into positive and negative components, the differentiability conditions of Proposition 4.2 will be satisfied.) Specifically, we will take the proportional fee for the asset positions to be equal to the proportional fee for trades divided by the number of periods (T ) in the model. More generally, we could considerκ(x t ) that assume transaction costs are proportional to the difference between the post-trade positionx t to some reference position. For example, we might take this reference position to be the asset allocation recommended by the frictionless model for the same market state or, alternatively, the initial (period 0) asset position. Our modified gradient bound can be viewed as an example of this general form where the reference position is taken to be a zero position (i.e., with zero investment in each risky asset), which is the assumed initial position in the experiments.
Of course, there are a number of possible variations on these ideas and, if desired, we could experiment to perhaps find better bounds.
Numerical Experiments
In this section, we describe the numerical experiments that we use to test the proposed trading strategies and dual bounds. We first describe the details of the models considered and then discuss the run times and results of the experiments.
Model Details
We will test the heuristic strategies and dual bounds by evaluating these heuristics and bounds in a series of simulations with varying parameter values. In all cases, we begin by solving the dynamic program for the frictionless model (equations (9) and (10)) for the given parameter values; we also solve the analogous dynamic program used to determine the modified gradient penalty of §4.3. We then repeatedly generate random sequences of market states and returns. For each sequence of market states and returns, we "run" the heuristic strategies of §3, determining the sequence of trades selected by the heuristic and the corresponding terminal wealth and utility. We also solve the inner problem for each of the dual bounds in this same scenario. We repeat this simulation process for a given number of trials.
In our experiments, we assume monthly time steps, proportional transaction costs κ(a t ) = δ n i=1 |a t,i |, and power utilities. We will consider a variety of parameters:
• time horizons T of 6, 12, 24, and 48 months;
• transaction cost rates δ of 0.5%, 1.0% and 2.0%;
• relative risk aversion coefficients γ of 1.5, 3.0 or 8.0, reflecting low, medium and high degrees of risk aversion.
In all cases, we impose constraint (5) ruling out short positions. We assume the investor starts with all wealth invested in cash and normalize wealth to one, i.e., we assume x 0 = 0 and c 0 = 1. In all cases, we will consider 1000 trials in the simulation.
We consider two different models of returns. The first highlights the role of predictability and the second considers a larger number of risky assets.
Model with Three Risky Assets and Predictability. We first consider a model with three risky assets and one market state variable, based on Lynch (2001); Lynch studied the impact of predictability on portfolio choices, without considering transaction costs. Specifically, letting ρ t = ln r t , the model assumes returns and market states evolve according to
where the stochastic increments [e t+1 v t+1 ] are multivariate normal with mean zero and covariance Σ ev . In Lynch (2001) , the three risky assets correspond to value-weighted equity portfolios sorted by the size of the underlying firms (i.e, small-, medium-and large-cap stocks) and the market state variable is a normalized index reflecting the term spread (specifically, the difference between 20-year and one-month treasury bonds).
Lynch estimates this model using data from 1927 to 1996. The returns are inflation-adjusted and the risk-free rate r f is 1.00042. The other numerical assumptions for this model are provided in the appendix.
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In this model, the market state variable has a significant impact on the expected returns for the risky assets. With no transaction costs and medium risk aversion (γ = 3.0), we find that with high values of z t (i.e., with a large term spread), the investor should invest heavily in a mix of small-and medium-sized stock portfolios and hold no cash. With z t = 0, the investor should invest in a mix of all three assets, while holding substantial reserves in cash. With negative values for z t , the investor should invest most of his wealth in cash. In our numerical experiments, we will assume the initial market state is neutral (i.e., z 0 = 0).
We follow Lynch (2001) and use discrete approximations of the uncertainties to calculate expectations.
We approximate the market state variable using a grid with 19 points. The idiosyncratic returns (e t+1 in equation (30)) are approximated using a Gaussian quadrature approach with three points per asset. This
Gaussian quadrature approximation exactly matches the mean and covariance structure for log returns ρ t and matches higher-order moments (3rd-5th) of this joint distribution as well. Taken together, the joint distribution for returns and the market-state variable is approximated using a four-dimensional grid with a total of 3 3 × 19 = 513 elements. This discrete approximation scheme is used to calculate the expectations required to solve the dynamic programming model for the frictionless model (9) , to evaluate the expectations in the optimization problems for the heuristic trading strategies (described in §3), and to evaluate the expectations appearing in the penalties based on approximate value functions (in §4.2). For consistency, we also use this discrete approximation in the simulations, i.e., we generate sample returns and market states from this grid according to the probabilities of the discrete approximation.
Model with Ten Risky Assets and No Predictability. We also consider examples with ten risky assets and no predictability. In this case, we assume that the asset returns follow a discrete-time multivariate geometric Brownian motion process, a special case of (30) with ρ t = ln r t evolving according to ρ t+1 = a r + e t+1 where the stochastic increments e t+1 are multivariate normal with mean zero and covariance Σ e . In this example, the ten risky assets correspond to five equity indices (S&P 500 We also use discrete approximations of the uncertainties to calculate expectations in this model. The idiosyncratic returns (e t+1 ) are approximated using a multidimensional quadrature (or cubature) formula in Stroud (1971, p. 317) that includes 2 n + 2n points and exactly matches the first five moments of the return distribution. With 10 assets, the return distribution is approximated using a ten-dimensional grid with a total of 2 10 + 2 × 10 = 1044 elements. There are a variety of different approaches we could use to calculate expectations in these models and there is a tradeoff between the accuracy of the approximation and the amount of work involved. Stroud (1971) provides a comprehensive review of multidimensional quadrature formulas; one such formula matches three moments of the underlying distribution and involves only 2n
points. Alternatively, we might consider evaluating these expectations using Monte Carlo or Quasi Monte Carlo methods; see e.g., Judd (1998) or Glasserman (2004) for discussions of these approaches. Table 1 provides the run times for evaluating the heuristics and dual bounds in a simulation with 1000 trials for the two different return models and four different time horizons (T ). In all cases, we consider the case with risk aversion coefficient γ = 3 and the transaction cost rate δ = 0.01; changes in these two parameters do not appreciably affect the run times. These computations were run on a Dell personal computer with a 2.55GHz Intel Core 2 Quad CPU processor and 3.25GB of RAM, running Windows XP. The calculations were done using Matlab with a single processor; the run times were estimated using Matlab's Profiler utility.
Run Times
In our calculations, we used the MOSEK optimization toolbox for Matlab to solve the convex optimization problems. Though it was easy to use this general purpose optimization tool, given that we are repeatedly solving problems with a common structure but with different numeric inputs, we could improve the speed by developing more specialized code for the particular form of optimization problems encountered. Ten-Asset Model without Predictability
Simple DP Models recognizes the structure of the problem (e.g., noting sparsity patterns) given that each problem has the same structure.
The first two columns in Table 1 report the time required to solve the dynamic program for the frictionless model (equations (9) and (10)) that is used in most heuristics and bounds. We also show the time required to solve the dynamic program with modified transaction costs that is used to calculate the modified gradient bound. These models must be solved once, before running the simulation. As expected, the run times for these two models are quite similar and grow linearly with the number of periods in the model. The models without predictability take less time to solve: though they have more assets (10 rather 3), they do not involve a market state variable and there is only one scenario to evaluate in each period, as opposed to the 19 market states considered in the model with predictability.
Most of the time in the simulation is spent evaluating the heuristic strategies. The cost-blind heuristic is quite easy to evaluate, as we simply move to the post-trade asset allocations recommended by the frictionless model. The other heuristics require solving a convex optimization problem in each period to determine the trades that optimize the heuristic's objective. The run times grow linearly with the number of periods and the number of trials, as we increase the number of convex optimization problems that must be solved. The complexity of each of these convex optimization problems grows more than linearly in the number of assets (in theory no worse than polynomially), but this depends on the details of the solution algorithms employed and the formulation of the optimization problem.
The dual bounds take less time to calculate. Here we solve one deterministic inner problem for each trial; the number of decision variables is the number of assets n times the number of periods T or 2nT
when we decompose the trades into their positive and negative components. The run times grow linearly in the number of trials as we repeatedly solve this convex optimization problem. Again, the complexity of the convex optimization problem grows more than linearly in the number of decision variables involved (nT or 2nT ); this polynomial growth is evident in the run times in Table 1 for the dual problems with increasing horizon T . The run times required to evaluate the heuristic policies are longer than run times for the dual problems because the optimization problems for the heuristic policies require a high-dimensional expectation calculation (over returns and next-period market state) to calculate objective function values.
There are high-dimensional expectations involved in calculating the penalties for the modified one-step and rolling buy-and-hold bounds, but these expectations determine linear weights in the objective function and are not affected by the decision variables for the problem.
There is, of course, a tradeoff between the the number of trials run and the accuracy of the results. As we will see in the next subsection, these 1000 trial simulations lead to very precise estimates of expected utilities and dual bounds. In practice, we could likely achieve an acceptable degree of accuracy with many fewer trials.
Finally, remember that these are the run times for evaluating the quality of the heuristic strategies. In practice, if we want to use the modified one-step or rolling buy-and-hold strategies to recommend a trade, we need only solve the corresponding optimization problems once for the current state and period. Dividing the run times in Table 1 by the 1000 trials in the simulation and the number of periods considered (T ), we see that the optimization problems involved in these heuristic strategies can be solved in a fraction of a second, using the general purpose solver MOSEK with Matlab on a desktop PC.
Results
For each heuristic and dual bound, we report
• the average utility of final wealth or value for the dual bound,
• the associated mean standard error (the standard deviation of utility divided by the square root of the number of samples),
• the mean "turnover," defined as the average volume of trade in each period,
• the mean "trade count," defined as the number of periods with non-zero trades.
To simplify the interpretation of the results, we will convert the mean expected utilities and bounds to annualized certainty equivalent returns. Given a time horizon of T months and a mean utility calculated in a simulation ofμ, the annualized certainty equivalent return is defined as the constant annual returnr that yields utilityμ, i.e., ther that solves:μ = U w 0r
where w 0 is the initial wealth.
To reduce the variance in our estimates of the expected utilities, we use a simple control variate technique, using the results for the frictionless model as a control variate. Specifically, for a given strategy α, an estimatê µ of its expected utility is computed aŝ
where S is the number of trials, r s , z s are the sequences of returns and market states in trial s, α(r s , z s ) are the trades for the chosen strategy in that trial, α f (r s , z s ) are the optimal trades for the frictionless system in this trial, and w T and w f T are the terminal wealths with and without transaction costs (respectively).
is the expected utility for the frictionless model in the initial state and is computed before we begin the simulation. The term inside the parentheses in (32) has zero mean, so adjusting the estimate of expected utility by adding this term does not bias the estimate. The utilities with and without transaction costs are highly correlated (high return scenarios tend to lead to high returns for most strategies) and consequently the adjusted estimates (32) have much lower variance than the estimated utility without this adjustment. The estimates for the gradient-based dual bounds of §4.3 are similarly adjusted. The penalties based on the approximate value functions of §4.2 do not need to be adjusted in this way: the differences in equation (20) used to define the penalties stabilizes the estimates and eliminates most of the correlation with the adjustment in (32) . Table 2 shows the simulation results for the three-asset model with predictability, for a time horizon (T ) of 12 months; results for the other time horizons are shown in Table A3 in appendix. Here we find that the modified one-step and rolling buy-and-hold heuristic strategies perform similarly and consistently outperform the cost-blind strategy and the (unmodified) one-step strategy. The rolling buy-and-hold strategy "wins" in most cases, but its performance is typically only slightly better than the modified one-step strategies; the differences in expected utilities is typically small compared to the mean standard errors in these estimates. In most of these cases, the cost-blind strategies perform substantially worse than these two heuristic strategies, with differences in certainty equivalents ranging from 0.0030 to 0.0900 (30 to 900 basis points); the larger differences occur when the transaction costs are larger and when the investor is less risk averse (has a low value of γ). Looking at the trade counts and turnover, we see that with low risk aversion, the cost-blind strategy calls for a lot of trading. The modified one-step and rolling buy-and-hold strategies trade less frequently and in smaller volumes.
Examining the dual bounds, we see that the zero-penalty bound performs very poorly, as we expected:
an investor with perfect foresight could achieve high returns, even with transaction costs. The bounds with the other penalties are much better and are consistently better than the simple no-transaction-cost bound given by using the value function for the frictionless model; the performance of the no-transaction cost bound degrades as the transaction costs are larger. There is no consistent winner among the dual bounds:
the modified one-step, modified gradient, and rolling buy-and-hold bounds all perform best in some cases.
The modified gradient bounds win more often with higher levels of risk aversion (higher values of γ); this may be because the quality of the linear Taylor series approximation underlying the modified-one-step and rolling buy-and-hold bounds degrades with higher levels of risk aversion. The frictionless gradient-based bound consistently outperforms the no-transaction cost bound (as it must, based on Proposition 4.2(c)), but is never the best of the dual bounds.
The duality gaps -the difference between certainty equivalent returns for the best bound and best strategy -are generally quite small. In Table 2 , the gaps range from 0.0009 to 0.0037 (9 to 37 basis points) and average 0.0021 (21 basis points). This suggests that there is relatively little room to improve on these heuristic strategies. The results are somewhat better for shorter time horizons and somewhat worse for the longer time horizons. With T = 48 months, the gaps for the three-asset case average 0.0040. The duality gaps also appear to increase with larger with higher transaction costs and with low risk aversion. The worst gap for all of the three-asset cases is 0.0086 for the low risk aversion, large transaction cost case (γ = 1.5; δ = 0.02) with the long time horizon (T = 48). Table 3 shows the simulation results for the ten-asset model without predictability, for a time horizon (T ) of 12 months; results for the other time horizons are shown in Table A4 in appendix. Here we find that the cost-blind strategy performs much better, typically about the same level as the modified one-step and rolling buy-and-hold strategies. The reason for this is that in the model with no predictability, the cost-blind strategies trade much less: there is some rebalancing of the portfolio in response to idiosyncratic gains or losses on particular assets but no large scale changes in the asset positions in response to changes in the market state variable. For example, in the low risk aversion cases (γ = 1.5), the cost-blind strategy calls for placing all wealth in two assets, rebalancing these positions over time in response to idiosyncratic gains or losses. The modified one-step and rolling buy-and-hold heuristics place all of their wealth in these same two assets, but do not rebalance in subsequent periods. Given that the duality gap in these cases is very close to zero, these heuristic strategies appear to be optimal or nearly so.
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In general, we find these results quite encouraging, particularly given how little effort has been made to fine tune the heuristics and penalties used. In many cases, the duality gaps are quite small and the heuristic strategies are probably good enough for most practical applications. Where the duality gaps are larger, it suggests that we may be able to improve performance by varying the heuristics and/or tighten the bounds Three assets with predictability, T =48, γ=1.5, δ=0.02
Ten assets without predictability, T =12, γ=8, δ=0.02 (14) by dividing the costs by the smaller of 6 and the number of periods remaining.
This rule apparently performs reasonably well in most cases we consider here, but we could perhaps do better with different scaling rules. Similarly, we took the horizon h in the rolling buy-and-hold objective (15) to be 6; again, we could perhaps do better with a different horizon.
In Table 4 , we report results with varying divisors and horizons for two cases where the duality gaps where relatively large. In the case with the largest duality gap for for the three-asset model (γ = 1.5; δ = 0.02, T = 48), we can cut the gap of 0.0086 to 0.0052 by considering a longer horizon or larger divisor.
Similarly, for the case with the largest gap in Table 3 (γ = 8.0; δ = 0.02, T = 12) with a gap of 0.0049, we can improve the performance of the heuristics and reduce the gap to 0.0003. Note that with this this larger divisor and/or longer time-horizon the heuristics outperform the cost-blind strategy. In this case, it appears that a rolling buy-and-hold strategy with a longer time horizon is nearly optimal. We suspect that we could similarly improve the performance of these heuristics in the other cases with larger gaps in Tables 2 and 3 (and A3 and A4 in the appendix) by considering variations on these heuristics.
Conclusion
In this paper, we have studied two easy-to-compute heuristics for managing portfolios with transaction costs and developed a dual approach for examining the quality of these heuristics. Our approach is general in that we can consider a variety of utility functions, a variety of forms for transaction costs (provided they are convex functions), a variety of constraint sets (provided they are increasing convex sets) as well as a variety of different models for returns. Our numerical experiments are promising: the run times, even without using customized optimization software, are reasonable and the differences between the best heuristic strategies and the dual bounds are usually small, suggesting these easy-to-compute heuristic strategies are nearly optimal.
Frankly, we were surprised that these heuristics performed so well. At a high level, the key issue is to manage the tradeoff between improving asset positions for current and future benefits and minimizing transaction costs. These heuristics capture this tradeoff in a seemingly crude but apparently effective manner.
Here we find the dual upper bounds particularly helpful. When the bounds tell us that the performance of these heuristics is nearly optimal, we know that there is little to be gained by considering more complicated heuristics and that these easy-to-compute heuristics are "good enough" for most practical purposes. Given the complexity of the full dynamic programming model with transaction costs, we find this quite reassuring.
A. Appendix
A.1. Proofs
Proof. Proof of Proposition 2.1. The proof is by induction. For the terminal case,
is increasing and concave in (x T , c T ) because the utility function is assumed to increasing and concave in wealth. We now assume the result of the proposition holds for period t+1 and show that it must also hold for period t.
For monotonicity: Assume (
In the inequality above, we make use of the fact thatr t+1 ≥ 0. The result above implies
The second inequality here follows from our assumption that the set of allowed final asset positions H t is increasing in (x t , c t ): this implies that A t (x κ(a trades. This implies that ρ is concave over the set of trading strategies. Moreover, the setsÂ t are convex, so the set of feasible trading strategiesÂ is also convex. Invoking a result from convex analysis (e.g., Luenberger , Thm. 2, p. 178),α * being optimal to the modified model implies
where
is the "Gateaux differential of ρ at α with increment ∆". We thus have, for any α ∈ A,
The inequality follows by (33) and the fact that α ∈ A ⊆Â. The first equality follows by definition of δρ(α * ; α−α * ), and the second by the definition of ρ. The third equality follows by linearity of the expectation operator. The fourth equality follows by the fundamental theorem of calculus. The fifth equality follows by the chain rule and differentiability of U (ŵ T ). The sixth equality follows from taking the given limit, and, finally, the seventh equality follows from the definition ofπ.
For part (b) of the proposition, note that for each possible return-state scenario (r, z), we have the inner problem (recall thatŵ T = w T now)
Since by assumption w T is concave in a, the function inside the maximum is also concave in a and, because w T is differentiable, the gradient of this function is given by
SinceÂ t (r) = A t (r), we haveα * (r, z) ∈ A(r), i.e., a =α * (r, z) is feasible in the inner problem. Furthermore, since the gradient is zero at a =α * (r, z), this choice of action attains the optimal value for each (r, z) scenario (this follows from first-order optimality conditions, since the penalized objective is concave in a and A(r) is convex). Thus,
since, by definition,α * (r, z) attains the optimal value of in the modified model, which is, in this case, the same as the original one.
Finally, for (c), we have
The first equality is the definition ofπ, and the inequality follows from A(r) ⊆Â(r) and the condition w T ≤ŵ T . The next equality follows from the observation, by taking gradients as in (b) , that the choice a =α * (r, z) must attain the maximum.
A.2. Detailed Assumptions for Return Models Used in Numerical Experiments
Assumptions for model with three risky assets and predictability: 
