Online social networks are complex systems often involving millions or even billions of users. Understanding the dynamics of a social network requires analysing characteristics of the network (in its entirety) and the users (as individuals). This paper focuses on calculating user's social influence, which depends on (i) the user's positioning in the social network and (ii) interactions between the user and all other users in the social network. Given that data on all users in the social network is required to calculate social influence, something not applicable for today's social networks, alternative approaches relying on a limited set of data on users are necessary. However, these approaches introduce uncertainty in calculating (i.e., predicting) the value of social influence. Hence, a methodology is proposed for evaluating algorithms that calculate social influence in complex social networks; this is done by identifying the most accurate and precise algorithm. The proposed methodology extends the traditional ground truth approach, often used in descriptive statistics and machine learning. Use of the proposed methodology is demonstrated using a case study incorporating four algorithms for calculating a user's social influence.
Introduction
In 2017, more than 2.5 billion people participated in online social networking, with more than two billion of them using Facebook as one of the largest online social networking platforms [1] . In a broader sense, social networks are not just structures of interconnected humans based on their participation in such platforms. Social networks can also be built around other digital products such as telecommunication network operator services (e.g., mobile phone calls and text messaging) or even nonhuman users such as networked objects and smart devices (i.e., forming the socalled Social Internet of Things) [2] . Finally, overarching social networks can be built by combining membership and activities in multiple social networks, thus creating even more complex social networks characterised by not only millions or billions of (human and nonhuman) users but also a very rich set of possible relationships between social network users.
Importantly, understanding the dynamics within a social network requires calculating different properties of complex networks. This paper will focus on properties that describe social networks at the level of the individual user. Though two types of network properties from the aspect of the individual user can be calculated-key actors and key relationships-they differ significantly in the approach to calculating them. The property key actors (such as influence [3] [4] [5] [6] ) represents global user properties as it depends on (i) the global positioning of the user within the entire social network and (ii) interactions between the user and all other users in the social network (i.e., the property 1 : N, where N is the size of the social network). On the other hand, the property key relationships (such as trust [7, 8] ) represents local user properties, given that they depend on local dynamics between pairs of individual users (i.e., 1 : 1 property).
Today, there are algorithms for calculating both global and local user properties in social networks [9] . Nevertheless, evaluating the algorithms varies significantly. In evaluating local user properties, the ground truth approach can be applied, which is a traditional approach often used in statistics and machine learning. The basic idea behind the ground truth approach is to collect proper objective data on the modelled property and compare the result obtained from the evaluated algorithm with the result found in ground truth data. For example, when modelling the trust relationship between social network users, ground truth data can be collected using a questionnaire where the number of social network users determines the level of trust between them and other social network users [10, 11] . Given that social trust is a 1 : 1 user property, surveyed users may answer questions about their level of trust towards other social network users, and consequently, this provides the ground truth data. However, the same approach for evaluating global user properties is not applicable as those properties are 1 : N user properties, and only users who have full knowledge of all other social network members are able to answer the ground truth questions. Considering that today's online social networks are quite sparse [12, 13] and only social network platform operators have comprehensive data on its respective users [14] , new methods are obviously needed for evaluating the modelling of global user properties in complex social networks.
This paper is a contribution to existing literature in that it proposes a novel methodology for evaluating algorithms that calculate social influence in complex social networks. The proposed methodology (i) compares algorithms that rely solely on available ego-user data for calculating ego-user social influence and (ii) identifies the most accurate and precise algorithm for predicting social influence. To the best of our knowledge, there are no other methodologies for evaluating algorithms that calculate social influence in complex social networks which are in addition able to identify the most accurate and precise calculation algorithm. The paper demonstrates different phases of the proposed methodology using a case study to calculate social influence by evaluating accuracy and precision of four different algorithms that calculate social influence.
The paper follows a specific structure. Section 2 presents the concept of social influence in online social networks and related work in the respective field, including the use of SmartSocial Influence algorithms. In Section 3, a methodology for evaluating the method of calculating social influence in complex social networks is introduced, and its use is demonstrated in Section 4. Next, Section 5 discusses the impact of the proposed evaluation methodology and elaborates on possible implications of identifying the best-performing social influence algorithm. Section 6 provides a conclusion, focusing on constraints of the proposed approach as well as further work in the field. The questionnaires used in method for evaluating social influence are provided in the appendix to this paper.
Background on Previous Work
Looking back on previous work, the paper first explains the concept of social influence in online social networks and provides examples of the main services stemming from social influence. The second part in this section introduces SmartSocial Influence algorithms, a specific class of algorithms for calculating social influence.
Social Influence in Online Social
Networks. Social influence is "a measure of how people, directly or indirectly, affect the thoughts, feelings and actions of others" [15] . It is a topic of interest in both sociology and social psychology, and more recently in information and communication technology (ICT), computer science, and related fields. Social influence in online social networks has seen a great rise with services such as Klout [16] , Kred [17] , PeerIndex [18] , or Tellagence [19] , all of which have demonstrated the central role of empowered users in everyday lives of ordinary people [20] . With over 620 million users scored and serving over 200 thousand business partners, Klout is an important service that is aimed at bringing influencers and brands together. Klout defines influence as "the ability to drive action" and measures it on a scale from 1 to 100, based on data from more than ten of the most popular social networking services (SNSs). As of 2017, the two most influential Klout users are Barack Obama and Justin Bieber with Klout scores of 99 and 92, respectively [21] . Figure 1 illustrates the concept of social influence using an example of six users interconnected in a social network through two types of connections. Egouser User A has a greater social influence than User B, but less than User C, as denoted by the size of graphical symbols representing them. Users in the network are connected through different types of connections (e.g., User A and User C are Facebook friends, while User A and User B communicate using a text messaging service).
Numerous studies, tests, experiments, and research over a period of more than 50 years have led to various approaches in elaborating social influence [22] [23] [24] [25] [26] [27] . Although rooted in social psychology and sociology, the topic of social influence has independently spread to modern online social networks with the rise of the Internet era [28] .
2.2. SmartSocial Influence Algorithms. The paper compares the prediction accuracy and precision of four social influence algorithms-SLOF, SAOF, SMOF, and LRA-which all 2 Complexity belong to the SmartSocial Influence class of algorithms. SmartSocial Influence [4] is an approach to social influence modelling which takes into account the following goals: (i) inferring social influence of users based on their data retrieved from multiple, heterogeneous data-sources, namely, data on social networking services combined with data from telecommunication operators, and (ii) a multidisciplinary approach rooted in previous approaches to social influence modelling in the fields of social psychology and sociology, as well as ICT. The important difference to common approaches in social influence modelling (e.g., Klout and Kred) is the scope of observation. Unlike the SmartSocial Influence approach, the approach common to both Klout and Kred is their "Big Brother" scope of observation-they endeavor to collect vast amounts of user data to model influence that may expand beyond activities in a user's first-degree ego-network (Table 1) . Moreover, the SmartSocial Influence approach operates on smaller datasets as its scope of observation is limited to the user's ego-network alone (Figure 1 -User B and User C are in the ego-network of User A, but the same is not true for User K). Furthermore, SmartSocial Influence explores social influence in social networks both from the structural (Structural models analyse network structure using metrics such as degree, betweenness, and closeness centrality [29, 30] , as well as eigenvector centrality [31] ) and behavioural (Behavioural models analyse interaction among users, e.g., how connected users propagate or repost content, how many of them like or comment on it, or the way they engage in conversations [32, 33] ) perspective-by analysing node degree (i.e., audience size), content type (i.e., quality), and content frequency (i.e., time-based longitudinal quantity) of interactions between users. 
Complexity
An important feature is the difference between the Influencer's Ego-network and the Audience. The Audience comprises users connected to the Influencer through the same SNS. The Influencer may have multiple Audiences, but for a single SNS there is only one. On the other hand, a user's Ego-network comprises all users with whom the Influencer has communicated in the combined telecom network and SNSs. Hence, the Audience is a subset of the Influencer's Ego-network. Definitions of the relationships between SmartSocial entities are as follows ( In short, the purpose of SmartSocial Influence algorithms is to quantify the number of engagements or interactions for a user's publication or post (e.g., likes) with respect to the size of the audience (i.e., number of friends). In other words, a highly influential user of a SNS will have numerous posts and will be massively engaged by a large share of the respective audience.
Let us further explain the SmartSocial Influence concept on the social graph shown in Figure 1 . The Influencer (or ego-user) is User A, connected to other users in the respective Ego-network (e.g., to User B and User C). User C is part of User A's Audience; User B is not. Therefore, User B is not able to "perceive" A's influence-but merely contributes to it. User A's influence is defined as a property of node A, exerting influence on all other users in the respective Audience (part of the Ego-network) and described as a 1 : N relationship. This means that User K (not part of the Audience or Ego-network) is not able to "perceive" A's influence.
If User A and User K were connected through the same SNS, this would then be possible. Influence is graphically represented through the size of the graphical symbol, with User C being the most influential in User A's Ego-network (and Audience). In other words, Influencer's influence is "perceivable" only by members of the Audience, whereas for the entire Ego-network it is "a result of contribution." Nonaudience users of the Ego-network cannot "perceive" influence since they do not possess the means to do so.
More details on calculating SmartSocial Influence, along with pseudocodes of algorithms SLOF, SAOF, SMOF, and LRA, are available in [4] .
Proposed Methodology
As previously mentioned, the SLOF, SAOF, SMOF, and LRA algorithms produce meaningful and usable results regarding one's social influence [4, 34, 35] . However, to prove that the results hold true, they have to be validated.
Validity is the degree to which evidence supports interpretations of test scores [36] . In other words, validation reveals whether the respective algorithm produces correct results (that hold evidence of being truthful in the largest amount of cases) for social influence. Subsequently, evaluation leads to discovery of the best algorithm, that is, the most accurate and precise algorithm. Differences between these two terms are explained in detail in Section 3.3. In short, the methodology for evaluating algorithms provides insights into identifying the best social influence algorithm.
The proposed methodology takes place in four phases ( Figure 3 ): (i) the first phase is a preparatory step; (ii) the second phase involves taking measurements of the performances of algorithms with respect to "ground truth"; (iii) the third phase is validatory and evaluatory regarding the algorithms; and (iv) the last phase is conclusive.
Namely, the first phase involves pre-questionnaires, essential to forming the main questionnaire in a scientifically valid manner in the second phase. The third phase uses the main questionnaire to validate the algorithms, and the fourth phase provides a conclusion by identifying the best algorithm. 
Complexity
The four phases of the proposed methodology for evaluating algorithms that calculate social influence in complex social networks are described in more detail further on. [38] ; nonetheless, the test is face-valid if it seems valid and meaningful to the participants taking the test, decreasing its overall bias levels [39] .
For that purpose, after establishing content validity with the content validity pre-questionnaire PQ CV , an additional pre-questionnaire should be used for establishing face validity PQ FV of items Q CVi . The basic principle remains the same as with content validity test, but the implementation is somewhat different. Since those who are not sociology/ psychology researchers are not familiar with definitions and concepts of social influence, asking them to validate questions directly is inappropriate. Providing them with definitions of social influence beforehand, as is the case with the sociology/psychology researchers, may distort the responses and undermine face validity. (This design approach, to the best of its ability, endeavors to mitigate the Hawthorne (or Reactivity) effect [40] , the Observer-expectancy effect [41] , and to the greatest extent the bias resulting from the Demand characteristics [42] .) Therefore, as the face validity prequestionnaire tests a number of nonexpert individuals who are not sociology/psychology researchers, they were asked to validate questions indirectly, without being provided with definitions of social influence beforehand in order to avoid bias.
Evaluation of Social Influence Calculation: Measurement
Phase. The results of the content-validity and face-validity tests are the basis for compiling the main questionnaire (MQ). The MQ serves as the ground truth or the "golden standard"-its purpose is to validate and evaluate algorithms SLOF, SAOF, SMOF, and LRA. Each question Q i in the MQ requires the participant to read an "imaginary Facebook post" and choose between Facebook friends who exert a greater personal influence (either on emotions, actions, or behaviours as described in the question).
What each question Q i (the total number of questions in the questionnaire MQ is denoted as MQ ) explores is, in fact, the greater social influencer among two Since social influence scores SI attain values between 0 and 100, Δ p attains values between −100 and 100. The value Δ p in fact represents "measurement of certainty" with which the respective algorithm determines that the lef t FB f riend has greater social influence than the right FB f riend has, or vice versa. For example, Δ p = −42 means that "the right FB friend is more influential than the left FB friend by 42."
An algorithm that correctly measures a more influential Facebook friend in a Pair (with respect to the participant's answer) gets rewarded, whereas the algorithm that incorrectly measures it gets punished. This means that Δ p is a single measurement.
Complexity
How do algorithms get rewarded or punished with respect to a correct or incorrect measurement? Let us define the measurement score of a Pair as
where for each Pair of Facebook friends found in the "ground truth,"
more inf luential is the f riend on the right

1, if more inf luential is the f riend on the lef t 4
This simply means that for correctly measuring the more influential Facebook friend in a given Pair, an algorithm receives a measurement score of ms p = + Δ p /100. In contrast, it receives ms p = − Δ p /100 for an incorrect measurement. (One might argue whether this approach is justified. Replace the "algorithm" with a Geiger instrument for measuring radioactivity and consider the logic of "measurement confidence" as follows. If the Geiger instrument is correct, it should be rewarded. If not, it should be punished. Now, imagine an instrument that measured Δ p = 100 between two people, determining the person on the left +100 more radioactive than the person on the right. If incorrect, the algorithm should be severely punished-for potentially endangering the person on the right. If correct, it should be maximally rewarded for saving the life of the person on the left. The same holds true for smaller measurements (e.g., moderate punishment/reward for Δ p = 5) and all other variations.) 3.3. Evaluation of Social Influence Calculation: Validation and Evaluation Phase. In the phase that follows, it is important to distinguish between the two constructs-validation and evaluation of algorithms. Validation yields proof that the algorithm produces sound and truthful social influence scores with respect to participants' answers, which are taken as the "ground truth."
The single criterion for validating an algorithm is as follows:
V1. The overall amount of correct measurements (from the measurement phase) is greater than half (50%) with respect to participants' answers. In other words, the ALGO algorithm is valid if its average measurement score ms p is greater than zero by a statistically significant margin. Statistically speaking, this shows that the algorithm did not bet and correctly determined the greater social influencers by sheer chance alone, but by being aligned with the ground truth found in the participants' answers. Since validation is a binary variable, an algorithm can either be valid or invalid. There is no comparison between the algorithms in terms of their validity; one cannot be more valid that the other.
Evaluation, on the other hand, enables ranking of the algorithms. As can be seen, the algorithm with the greatest amount of both correct and "confident measurements" (utilising greater |Δ p |) is declared the most truthful.
Averaging over all of the Facebook friend pairs, the most truthful algorithm can be identified using the evaluation criteria prioritized as follows:
E1. The greatest average measurement score ms p E2. The smallest spread (also known (in statistics) as variability, scatter, or dispersion) of measurement scores ms p in the distribution To paraphrase using statistics vocabulary, the criteria for the most truthful algorithm would be as follows:
E1. The algorithm with the greatest accuracy E2. The algorithm with the greatest precision The first criterion assumes the average to be true as a point-estimation through a sufficient amount of data points (in our case, exactly 1,152 measurement scores per algorithm (12 Facebook friend pairs in 6 questions given to 16 participants)) Let us be clear that each algorithm is completely precise with respect to repeating a single measurement; that is, repeating the measurement of the same Pair will always return an identical value. Precision is not used in the sense of an internally intrinsic measure, but in comparing against the ground truth. It is a question of how precise an algorithm is when put up against participants' answers in the real world.
Evaluation of Social Influence Calculation: Conclusion
Phase. Importantly, the underlying research problem should be evident-to correctly determine the more influential of the two Facebook users, with the ultimate goal of ranking them according to their social influence score SI. Knowing a certain SI score is inadequate per se unless comparable to another SI score. In the most general sense, this approach to evaluating relates to maxDiff and best-worst choice methodologies [43, 44] and is used to establish which of the algorithms produces the best results in a relative (ranked), not absolute (nonranked) manner.
Methodology in Practice-Evaluating the SmartSocial Algorithms
In the previous section, four phases of the proposed methodology for evaluating calculation of global user properties in complex social networks were explained. In this section, use of the proposed methodology will be demonstrated using a case study of calculating social influence by evaluating the accuracy and precision of four social influence algorithms--SLOF, SAOF, SMOF, and LRA-which all belong to the SmartSocial Influence class of algorithms.
Evaluation of the SmartSocial Algorithms:
Preparation Phase 4.1.1. Content Validity Test. To avoid bias in selecting questions for the MQ, a content validity pre-questionnaire PQ CV has to be employed. In our case, the PQ CV was given to a group of 22 experts (All the experts were graduates from the Faculty of Humanities and Social Sciences, University of Zagreb, familiar with the field of social influence through (social) psychology and sociology classes and research.) EXP k on the subject of social influence. Before answering questions, experts were shown important 6 Complexity definitions of social influence, which ensured that all of them utilize the same underlying concept. The content validation process is shown in Figure 4 . Of the 30 questions Q i from the total in PQ CV , only the top best-rated 10 passed through to the next step of validation. An expert was given the opportunity to score each question Q i on a scale of 1 to 5, depending on how well it explored social influence in line with the given definitions. After PQ CV was finished, each question score was averaged across all experts. This produced the content-validity score for a particular item, denoted as CV Q i .
According to [37] , for a group of 22 experts, each item has to be rated above 0.42 out of a maximum of 1 in order to pass as valid for content. On a scale of 1 to 5, this equates to 2.1, which is the threshold for selecting a question Q i as contentvalid. In other words, the statement CV Q i > 2 1 must hold true for each of the questions Q i to be content-valid.
All questions Q i , as well as their respective CV Q i scores, can be found in Appendix B. Pre-questionnaire (content validity). Of the 30 questions in the PQ CV , 29 questions passed the content validity test and the top 10 with the highest CV Q i scores were selected for the next phase-the face validity test (PQ FV ).
Face Validity Test.
In this phase, a pre-questionnaire of top 10 questions that passed PQ CV was given to 22 individuals who were not experts NEX x on the subject of social influence. As is evident in Appendix C, these questions do not address social influence per se in any shape or form but ask the nonexpert to read an "imaginary Facebook post," and each time a different one. The "post" is followed by a description regarding the effect either on personal emotions, actions, or behaviours with respect to a given imaginary Facebook post. Next, the nonexpert is instructed to choose which Facebook friend would cause a greater effect either on emotions, actions, or behaviours as described in the question. Facebook friends are presented in pairs, with each question holding the identical four Facebook-friend pairs as answers. The face validation process is shown in Figure 5 .
A note here is that pairs themselves are not important in this phase; the point of PQ FV lies in a "hidden" 11th question which reveals itself to the nonexpert once PQ FV is finished. This last question provides the necessary definitions of social influence and then asks the nonexpert to choose-in accordance with the provided definitions-the more influential friend among the same four Facebookfriend pairs used beforehand. In essence, it provides a filter of "correct answers" for all of the previous 10 questions. Details about the face validity test and face validity scores FV Q CVi with respect to the 10 questions in PQ FV can be found in Appendix C.
Exactly four Facebook-friend pairs are offered as answers in each Q CVi because questions can have anything between 0 and 4 "correct answers," based on "criteria" in the 11th question. Upon shifting the scale by +1, this yields a scale from 1 to 5, which corresponds directly to the previously used scale in PQ CV , which is important for equal treatment of both content-and face-validity. Again, each question is given a score FV Q CVi as an average across all scores of the 22 nonexperts.
Finally, the top 5 questions were chosen for MQ, with an additional Q MQ6 . This additional question was important for MQ as it involved a topic referring to the mobile telecommunication operator. In fact, it is both content-and face-valid (see Appendix B and Appendix C).
Evaluation of the SmartSocial Algorithms: Measurement
Phase. To avoid fatigue [38] , participants in the main questionnaire MQ were asked 6 questions, leading to MQ = 6 The highest scored questions that passed content validity as well as face validity pre-questionnaires were chosen to be part of the MQ, as described in the previous subsection. A total of 16 participants participated in the MQ, leading to PAR = 16. A total of 12 Facebook-friend pairs were offered as answers to More details about the specific questions which were part of the MQ are given in Appendix D, while more details about the metrics used in the measurement process are given in Section 3.2. Figure 6 shows the distribution of final measurement scores ms p for the SLOF algorithm. Individual measurement scores are retrieved for each pair of Facebook friends and can attain values in the range −1, 1 (i.e., +Δ p /100 or −Δ p /100 for a certain pair). Given that there are 6 questions with 12 pairs across 16 participants, the distribution shows a total of 1152 measurement scores.
At the given resolution, it becomes evident that the SLOF ms p distribution is multimodal, having five modes. This observation holds true for other (SAOF, SMOF, and LRA) ms p distributions as well. The reason lies in the somewhat nonrandom method of selecting Pairs and their respective differences in SI, which produces a nonnormally distributed Δ p that sometimes overlaps or repeats, producing several modes. (Although desirable, it was not feasible to select truly random values of Δ p due to the fact that the SI score distributions from SmartSocial Influence algorithms are not normal. Particularly in the case of the SLOF algorithm, a high-kurtosis distribution of SI scores exists, resulting in the measurement score ms p distribution displaying "groups" based on similar Δ p .)
It becomes evident that the majority of measurement scores ms p are greater than zero. To be exact, 58% of them are positive. This means that SLOF correctly determined the greater influencer in 668 out of 1152 pairs. Validity is similar to SLOF for SAOF (Figure 7) , SMOF (Figure 8 ), and LRA (Figure 9 ) as well. They correctly determined 61%, 61%, and 64% of greater influencers in pairs, respectively.
To prove the validity of each algorithm, let us formally use statistical hypothesis testing in the following manner. Consider the statement "SLOF algorithm works by sheer guessing of the correct measurements" as the null hypothesis H 0 being tested. The test statistic is "the number of correct measurements." Let us set the significance level α at 0.01. The observation is "668 correct measurements out of 1,152." Therefore, p value is the probability of observing between 668 and 1152 correct measurements with the null hypothesis being true. Calculation of p value is as follows [45] :
which equals approximately 3 28•10 −8 . In other words, guessing more than 58% out of 1152 measurements correctly p value is statistically very improbable. Since p value ≪ α, the null hypothesis is strongly rejected.
Therefore, the logical complement of the null hypothesis ¬H 0 can be accepted, stating that "the SLOF algorithm does not work by the sheer guessing of correct measurements," which validates the algorithm. Considering that the other algorithms (SAOF, SMOF, and LRA) have even greater test statistics, the null hypothesis can be safely rejected for them as well. The summary is shown in Table 2 .
To summarise, all of the algorithms were successfully validated by satisfying the single criterion for validation V1 . Note that the percentages of correct measurements are not comparable across the algorithms-which may be 58% percent of "correct pairs" for SLOF, and is not comparable with 64% of "correct pairs" for LRA, given that pairs are associated with different "weights" Δ p to them. This is the reason, for 9 Complexity example, that LRA is not more valid than SLOF. The mentioned challenge of ranking is a task for evaluation, not validation, as will be explained in detail in the following subsection. Figure 10 shows a boxplot of measurement scores ms p for each algorithm. Although all four algorithms belong to the same SmartSocial Influence class of algorithms, LRA is denoted with a different color (light blue) since it is the only solely literature-based algorithm (i.e., the benchmark algorithm) and the predecessor to SLOF, SAOF, and SMOF (which are the upgraded versions [4] ). The measurement scores are retrieved per pair, as either correct +Δ p /100 or incorrect −Δ p /100 . A summary of the boxplot is given in Table 3 .
Evaluation by Comparison.
Let us first consider the first criterion for evaluation E1 -the greatest average measurement score ms p , denoted with a "+" symbol in Figure 10 . The greatest ms p is found in SLOF and equals 0 0358. The smallest ms p is found in SMOF and equals 0 0240. In between are SAOF with 0 0271 and LRA with 0 0250 ms p , respectively. Observing the averages, SLOF and SAOF are evaluated as more truthful, while SMOF as less truthful than their predecessor LRA-showing a +43 4%, +8 7%, and −3 8% difference in ms p , respectively. Based on the first criterion used for evaluation E1 , the two algorithms-SLOF and SAOFdemonstrated and clearly showed significant improvements over their predecessor, the LRA algorithm, and provided a scientific contribution. In other words, this means that, on average, SLOF and SAOF surpass LRA (accuracy) in correctly determining the greater influencer between the two-while considering the differences in their respective SI scores.
Let us now consider the second criterion for evaluation E2 -the smallest spread of measurement scores. Statistically speaking, there are various estimators that estimate the spread of values across a distribution. They are called estimators of scale, in contrast to estimators of location (i.e., such as mean or median) [46] [47] [48] . The view is that the first criterion used for evaluation utilized the sample mean (average) as an estimator of location to rank the algorithms.
When dealing with a large amount of data or variable measurements, outliers and extreme values are common, along with certain departures from parametric distributions. To be "resistant" to outliers or underlying parameters of a distribution (namely nonnormality, asymmetry, skewness, and kurtosis), robust estimators of scale have to be employed [49] . In such situations, performance of robust estimators tends to be greater than their nonrobust counterparts (such as standard deviation or variance) [50] .
On the other hand, statistical efficiency (In (descriptive) statistics, efficiency of an estimator is its performance with regards to the (minimum) necessary number of observations. A more efficient estimator needs fewer observations; given that the amount of observations is not an issue with measurement scores, lower efficiency is not problematic.) of robust 10 Complexity estimators tends to be smaller. Caution should be used when seeking "resistance" to outliers-sometimes, they carry very important information, such as the early onset of ozone holes which were initially rejected as outliers [53] . Since measurement scores are a large amount of nonparametrically distributed data containing outliers, utilization of robust estimators of scale is mandatory. A thorough description of all estimators is beyond the scope of this paper; instead, only appropriate estimators are selected together with an explanation for selecting them. The estimator needs to be appropriate for comparing spread between measurement score distributions. The appropriate estimator successfully avoids all the "pitfalls" of the characteristics in measurement score distributions and additionally [48, 49, 54] (i) is applicable to variables using interval scale and not just ratio scale (Ratio scales (e.g., Kelvin temperature, mass, or length) have a nonarbitrary, meaningful, and unique zero value. Interval scales (e.g., Celsius temperature) explain the degree of difference, but not the ratio between the values. A measurement score of 0.4 is greater than that Boxplot uses values that are less than a 1.5x interquartile range from the 1st and/or 3rd quartile for the lower and upper whiskers (as defined by Tukey [51] ); box lower-bound is the 25th percentile, middle-bound is the median, and upper-bound is the 75th percentile, and "+" denotes an average (mean) value. Plotted using BoxPlotR [52] . (viii) has the best possible breakdown point (The breakdown point of an estimator is the proportion of incorrect observations an estimator can handle before producing incorrect results [55] . For example, consider the median; its breakdown point is 50% because that is the amount of incorrect observations introduced for it to have an incorrect median. The maximum achievable breakdown point is 50%, since that is the threshold at which it becomes impossible to discern correct from incorrect data. IQR has a breakdown point of 25%; Rousseeuw-Croux S n and Q n achieve 50%. The higher the breakdown point of an estimator, the greater its robustness.)
The interquartile range (IQR) is the difference between the upper and lower quartiles; also, it is the "height" of the box in a boxplot [56] . The coefficient of quartile variation (CQV) equals IQR divided by the sum of lower and upper quartiles [47] . Although IQR does not satisfy the criterion (viii), it is an appropriate statistic because it satisfies all of the other (more important) criteria; the breakdown point of the IQR is not critically low and equals 25%, together with the CQV for which the same reasoning of appropriateness applies. Furthermore, Rousseeuw-Croux estimators S n and Q n [57] offer breakdown points of 50%, do not assume distribution symmetry, and work independently of the choice of central tendency (mean or median)-all highly favourable traits. Notably, the median absolute deviation (MAD), as a robust measure of spread, was considered a serious contender due to its clear benefits, for example, over standard deviation as defined and elaborated in [50] . However, an important drawback of classical MAD with regard to criterion (vii) is its sensitivity to distribution asymmetry, a behaviour measurement score distribution definitely evident as shown in Figure 10 . Therefore, IQR, CQV, S n , and Q n form a group of selected, appropriate estimators of scale.
To conclude evaluation of the algorithms, a summary of boxplot parameters (measurements scores) and appropriate estimators is given in Table 4 . Next to each estimator is the criterion which the estimator is attached to; criterion E1 bears one and criterion E2 bears four estimators altogether.
All of the appropriate estimators gave their output in the form of a single number (i.e., values in brackets); these numbers were compared, and algorithms ranked accordingly (for the criterion (E1), greater values are better (more is better); for the criterion (E2), the opposite is true-smaller values are better). Ranks reflect true positions with respect to each estimator's output, respectively. Some ranks exhibit a "tie" (e.g., as with S n ), where three algorithms came in 2nd, and only one came in 1st.
Evaluation of the SmartSocial Algorithms: Conclusion
Phase. The last row (evaluation rank) in Table 4 declares the final, total rankings of algorithms with respect to evaluation. The final rank was produced as an arithmetic mean of the ranking of evaluation criteria E1 and E2 , the ranks of which were produced as arithmetic means of the respective evaluators. SLOF is compared to LRA in bold. As with criterion E1 , SLOF reigns supreme over the other algorithms along with criterion E2 as well. In other words, SLOF is the most accurate and precise algorithm of the four analysed SmartSocial Influence algorithms. Evaluation clearly demonstrates that SLOF exhibits significant improvements over its predecessor, the LRA, and provides an original scientific contribution.
SAOF shows a minor improvement, whereas SMOF shows no improvement in the overall rankings, while SAOF is more accurate and SMOF is more precise than LRA. An interesting notice is that they are ranked (throughout the criteria) very closely to LRA, lacking the demonstrative power of improvement as exhibited by SLOF.
It seems that SMOF would greatly benefit from increasing its accuracy, as its precision is already on par with that of LRA. Likewise, SAOF would greatly benefit from increasing its precision, as it is already more accurate than LRA. Nonetheless, future research and additional work are necessary to uncover as to why the algorithms rank as they do-and motivation in answering this question lies in further experimentation and auxiliary analysis which may very well shed some additional light on a potentially decisive answer.
Discussion
This section discusses the impact of the proposed methodology and possible implications of SLOF as the best-evaluated algorithm. But first, to avoid any misconceptions, let us explain what validation and evaluation are, and what they are not-in terms of their respective goals.
Validation proves that all of the four SmartSocial influence algorithms do not work by the sheer guessing of correct measurements. The alternative hypotheses may be either true, or false-one cannot reason as to how much the algorithms produce "correct, meaningful and truthful" results; only that they do not produce random results (as is the case with guessing), when compared against the ground truth or "golden standard." Validity is proven by ignoring the "pair weights" Δ p associated with each measurement and looking 12 Complexity at the percentage of correct measurements, as opposed to incorrect measurements. Evaluation proves that SLOF is the best-ranked algorithm according to a pre-given set of criteria-namely, accuracy and precision. For each algorithm, accuracy is calculated using the mean (average) measurement score (as an estimator of location), and precision is calculated using measurement score spread (or dispersion, using robust estimators of scale). The algorithm with the greatest accuracy and precision emerges as the winner.
Additionally, evaluation does not enable any kind of statistical inference-the goal of validation and evaluation is not generalizability. The experiment, by its very design, did not (representatively) sample a predetermined population (One might define the population as mostly those between 20 and 30 years of age, predominantly highly educated (mostly from Zagreb, Croatia), with university degrees in information technology, medicine, psychology, or sociology.); doing so would greatly lower the amount of Facebook friendships in a sample graph, making the job of comparing algorithms all the more difficult-which is exactly what the purpose of the evaluation was in the first place.
The definition of social influence has been from social psychology, which is reflected to a certain degree in the design of the algorithms. On the other hand, there is no guarantee as to how much social influence measured by the algorithms fits social influence as measured by social psychologists. In other words, social influence in the "digital" realm may or may not correspond to (or be associated with) with that in the "physical, real world"-it is solely a best-effort model of it [4, 34, 35] .
An analysis was conducted on the age and number of Facebook friends totalling 361 SmartSocial Influence experiment participants (The SmartSocial influence experiment was conducted in the period from September 2014 until May 2015. A total of 465 user profiles were created. Of these, 104 contained only telecommunication data, as these users did not provide their Facebook data. Consequently, the SmartSocial real-world sample comprised the remaining 361 profiles with complete, personal multisource data necessary for SmartSocial algorithms to run-both Facebook and telecommunication personal data.) (these are not the same participants who participated in the evaluation questionnaire (The SmartSocial Influence evaluation questionnaire was conducted in the period from 21st February 2016 until 14th March 2016. The first phase (pre-questionnaire) had 22 experts and 22 nonexperts as the participants. The second phase (main questionnaire) had 16 participants.) although some may overlap). Analysis of age draws some interesting conclusions (Figure 11 ). Up until SI of 61, there is a slowly rising trend of age with respect to the social influence scores of participants. However, as SI approaches ⟨60, 70], there is a sharp increase in the age of the participants, as there is a much greater representation of 30-year-olds in the sample. More interestingly, highly influential participants SI > 80 were all 25 years of age and younger, with the most influential ones SI > 90 being below 21.5 years of age. According to S LOF, the youth is more socially influential.
What is most surprising is the results from analysing the number of friends (Figure 12 ). Once more, a group of participants with SI = ⟨60, 70] shows specific characteristics. As observed with age, this group predominantly comprises those older than 30 years of age; they have the average number of friends that strongly correlated to age. The number of friends in all other groups of influencers equals a constant 475 to 575, while the 30-year-olds, of whom 50% are female, average 160 Facebook friends.
What follows are certain specifics of SLOF, the most truthful algorithm, with regard to the sample of experiment participants described in [4] . It is important to keep in mind that SI score groups do not hold an equal number of participants-this is easily observed in the SLOF distribution of SI scores [4] . A group of SI = ⟨0, 10] contains as much as 65% of the participants; SI = 0 holds 11% and SI = ⟨10, 20] holds 15% of the participants. The remaining 9% of participants altogether form a great minority with SI > 20. As is expected of a score such as SI, it follows a power law with a minority of participants being responsible for the majority of social influence. Therefore, no definitive conclusions regarding gender, age, or number of friends with respect to social influence on Facebook can be drawn; instead, a larger, more diverse realworld sample of participants is needed.
Comparing the specifics of SLOF to the state-of-the-art influence algorithm Klout would be noteworthy, but impossible as Klout has been a "black box" ever since official launch in 2008, meaning its proprietary method and processing details have been unknown and remain a secret. Only recently has Klout received attention from the scientific community with their paper outlining the principles and basic mechanism of calculating social influence combined with nine other SNSs [58] . The paper does not enable direct comparison of the Klout algorithm to SmartSocial Influence algorithms because (i) validation of Klout scores in the paper 13 Complexity is not as formal as the validation provided in this paper; (ii) validated scores include the top twenty people in specific categories (i.e., best ATP Tennis Players and Forbes Most Powerful Women); and (iii) it would be difficult to collect Klout scores of all 361 participants, since the Klout API as of 2017 does not yet enable fetching of Klout scores programmatically in a streamlined fashion. Klout's previous publications of Klout score distributions are obsolete due to several (major) revisions of the algorithm in the meantime. When taking everything into consideration, Klout is an impressive SNS for calculating social influence, but more transparency regarding the Klout algorithm is needed for a fair and direct comparison with alternative approaches.
Conclusion
This paper contributes to existing literature by proposing a new methodology for evaluating algorithms that calculate social influence in complex social networks. The paper has demonstrated the use of the proposed methodology using a case study in evaluating the accuracy and precision of four social influence calculation algorithms from the class of SmartSocial Influence algorithms. The concept and details of SmartSocial Influence algorithms have already been presented in [4, 34, 35] ; the proposed methodology validates all of them and has determined that the SmartSocial Influence algorithm (SLOF) is the most accurate and precise among them. This paper also contributes to existing literature by identifying the social influence calculation algorithm that offers higher accuracy and precision as benchmarked against the state-of-the-art LRA algorithm.
More broadly, the paper deals with a novel approach to social network user profiling with the goal of utilising multisource, heterogeneous user data in order to infer new knowledge about users in terms of their social influence. By doing so, the paper addresses an ongoing research challenge in utilising such vast amounts of multisource, heterogeneous user data with the goal of identifying key, socially influential actors in the process of provisioning information and communication services. These actors are users equipped with smartphones, which reveals new information in regard to their social influence. This new information about a mobile 14 Complexity smartphone user has not only scientific but also industrial applications. For example, the best-evaluated novel algorithm for calculating a user's social influence (i.e., SLOF) can be used by telecommunication operators for churn prevention and prioritizing customer care, or by social networking services for digital advertising and marketing campaigns. Some constraints in the proposed approach do exist. First, while the proposed methodology evaluates social influence algorithms, the question remains as to how to evaluate the very proposed methodology in return. To the authors' best knowledge, this approach is the first methodology to compare algorithms when calculating social influence based solely on available ego-user data rather than complete data on all social network users. That said, the authors of this paper will pursue encouragement of other similar research groups to develop alternative methodologies for evaluating algorithms that calculate social influence or more general global user properties, in online social networks. Second, the proposed methodology in this paper was applied on four algorithms from the SmartSocial Influence algorithm class. One of those-LRA-is a state-of-the-art benchmarking algorithm, while the other three-SLOF, SAOF, and SMOF-were previously developed by the authors of this paper. A more robust demonstration of the proposed methodology would include applying it on algorithms other than SmartSocial Influence class algorithms. This was not possible in this paper as the authors did not have access to (pseudo) code, test data, and ground truth data for other algorithms that solely use ego-user data for calculating ego-user social influence. However, they do hope that other research groups developing such algorithms will apply the proposed methodology, presented in this paper, for benchmarking their algorithms against the SmartSocial Influence class of algorithms.
For future work, the authors plan to demonstrate applicability of the proposed evaluation methodology to other global user properties in complex social networks extending beyond social influence. Furthermore, they plan to adapt the methodology such that it is directly applicable to other social networks other than Facebook and other types of social network users beyond humans, such as networked objects and smart devices forming the Social Internet of Things.
Appendix
A. Questionnaires
The following questionnaires were developed and carried out using Google Forms (https://docs.google.com/forms). The content of the questionnaires below has been translated into English, as originally the questionnaires were given to participants in their native Croatian language.
B. Pre-Questionnaire (Content Validity)
This pre-questionnaire was given to 22 experts in the form of 30 questions (items); each item is scored between 1 0, 5 0 , with the threshold for passing content validity >2 1. Next to each question Q i is its score CV Q i . Questions marked as chosen are used for the next step (face validity prequestionnaire). Table 5 : Pre-questionnaire (content validity) given to experts.
Instructions. The pre-questionnaire contains 30 questions which you need to score 1 to 5. The goal is to explore which questions are most suitable in determining social influence. A very suitable question is given a score of 5; the least suitable is given a 1. Best-scored questions in this pre-questionnaire will be used in compiling a new questionnaire which will subsequently be forwarded to participants. The scores you provide directly affect the process of screening for the most suitable questions. By participating in this pre-questionnaire as an expert, you are providing support to the final phase of Vanja Smailović's PhD research. It is important to understand the meaning of social influence. While scoring the questions, keep these definitions in mind at all times: -Social influence is a measure of how people, directly or indirectly, affect the thoughts, feelings, and actions of others; -social influence is the ability to drive action; and -social influence occurs when a person's emotions, opinions, and behaviours are affected by other persons. The newly compiled questionnaire (using some of the questions below) will be given to nonexperts who initially will not be aware of its purpose (surveying social influence). They, that is, the nonexperts, will have 4 pairs of their Facebook friends offered as answers, unlike the scale of 1 to 5 noted here. In other words, each nonexpert will choose the more influential friend in a pair-without being directly asked about their respective social influence. Your task is to score the given "criterion" in each of the questions, with respect to how much it conforms to the definitions of social influence (given above). The pre-questionnaire, unlike the next questionnaire, does not show you Facebook-friend pairs as answers, because they will be tailored and specific for each nonexpert. Your role as an expert is to focus on the questions, not the answers given to future nonexpert participants.
Q i
Question text Available answers CV Q i Passed Chosen
You've noticed a post "Dangerous levels of chlorine detected in our hot water used for showering." A greater impression on you would leave a post by your Facebook friend: _______ or _______. You've noticed a post "Gas station X has the best fuel." You would more likely refuel more frequently at the mentioned gas station if it were posted by your Facebook friend: _______ or _______ 
D. Main Questionnaire (Algorithm Validity)
The main questionnaire was given to 16 participants with the goal of obtaining measurement scores for each algorithm, used in their validation and evaluation. The main questionnaire uses questions which "passed" both validities in prequestionnaires; they are both content-valid and face-valid. You are driving on X section of road. You've noticed a post "Police radar-tracking speed at section X." Reading the post would more likely cause you to obey the speed limit if it were posted by your Facebook friend: _______ or _______" You have reached the final question. It is unique and very important. You will reply to it in the same manner as you replied to the questions earlier. Once more, you will choose a Facebook friend from the 4 pairs offered in answers-only this time, pay attention to the definitions of social influence below: -social influence is a measure of how people, directly or indirectly, affect the thoughts, feelings, and actions of others; -social influence is the ability to drive action; and -social influence occurs when one's emotions, opinions, and behaviours are affected by others. Read the definitions of social influence above. For each of the pairs, choose the Facebook friend whom you consider has the GREATER social influence on you on Facebook. While doing so, try to encompass all 3 definitions above as best as you can.
A or H B or G C or F D or E --- Table 7 : Main questionnaire given to participants.
The questionnaire contains 6 questions and takes 10 minutes to complete. Your answers will be anonymized and analysed collectively for all publishing or discussion purposes. By participating, you are supporting the final phases of Vanja Smailović's PhD research. Each of the 6 questions requires reading an imaginary Facebook post. Each question offers several pairs of your Facebook friends which are offered as answers. Your task, for each of the pairs, is to choose the Facebook friend which you consider to be the correct answer for a given question. If the question seems absurd or inapplicable, choose the Facebook friend whom you consider to be MORE correct. Read all the questions in advance-it is advisable to at least skim through them all before proceeding. Important: If the pairs repeat among the 6 questions-choose your answer always while paying attention to the question. On the other hand, watch out for pairs that repeat in a single question-those pairs require the same answer, because their goal is to check consistency. In other words, the same pairs between different questions are allowed to (and can) have a different answer-same pairs within a single question cannot! Do not communicate or consult with others while filling out the questionnaire and remain concentrated. You are allowed to go back in steps-the questionnaire is finalized, submitted, and locked only after you press Submit. 
