We study a large financial market where the discounted asset prices are modeled by martingale random fields. This approach allows the treatment of both the cases of a market with a countable amount of assets and of a market with a continuum amount. We discuss conditions for these markets to be complete and we study the minimal variance hedging problem both in the case of full and partial information. An explicit representation of the minimal variance hedging portfolio is suggested. Techniques of stochastic differentiation are applied to achieve the main results. Examples of large market models with a countable number of assets are considered according to the literature and an example of market model with a continuum of assets is taken from the bond market.
Introduction
Large financial markets were first introduced by Kabanov and Kramkov in [23] as a sequence of finite dimensional markets, called "small markets" in [31] . Each small market is defined on its own probability space, filtration and time horizon. With this approach the large financial market can be seen as a market where it is possible to choose a finite number of securities to trade, but this number is not a priori bounded. In this framework asymptotic arbitrage and the corresponding versions of the fundamental theorem * Centre of Mathematics for Applications (CMA), Department of Mathematics, University of Oslo, P.O. Box 1053 Blindern, N-0316 Oslo Norway. Email: giulian@math.uio.no, ingae@math.uio.no of asset pricing have been studied. The pioneering papers [23] and [24] provide a first extension of this fundamental theorem connecting the concepts of asymptotic arbitrage with the notion of contiguity of a sequence of equivalent martingale measures. A general version of this theorem is then given in [29] , where the concept of asymptotic free lunch is introduced -see also [30] , [31] . The relationship between "no-arbitrage" and "economic equilibrium" in a market with a countable number of assets is found e.g. in [32] and also [2] , [22] .
If we assume that all the probability spaces where the small markets are defined coincide, then we have an alternative approach. One can define a large market as a countable number of assets and, correspondingly, a sequence of price processes on one fixed probability space, filtration and time horizon. This is a model for an idealized market in which it is allowed to trade on countably many assets. This framework is more suitable for considering questions related to completeness and hedging problems. In fact it has been chosen in e.g. [5] and [8] where questions related the completion of the market and portfolio diversification are considered and in e.g. [10] and [7] where utility maximization and mean-variance hedging are considered.
A claim on a future wealth in a financial market is said to be attainable if it can be perfectly replicated by self-financed trading in assets available on the market. A financial market is said to be complete if any possible claim is attainable. An example of a complete market is the classical BlackScholes market. In general, however, markets are not complete and there are claims for which there is no perfectly replicating trading strategy. In this case one can try to find trading strategies whose final payoff is in some sense the closest to the initial claim. We need to make these concepts precise.
We consider a risk neutral market model on the complete probability space (Ω, F, P ) equipped with a filtration F := {F t , t ≥ 0} representing the flow of information associated to the market events. Let T > 0 be a fixed time horizon and the discount factor be identically equal to 1. Then a claim ξ is a random variable such that its discounted value is square integrable with respect to the risk neutral measure P . Moreover, the claim ξ is attainable if it is the payoff at T of a self-financing portfolio φ for a given initial endowment w and such that the associated discounted value process is a martingale with respect to F under P -see e.g. [26] . Note that w equals the expected discounted payoff. Denote by H the set of claims that are attainable on the market. A natural candidate for a best approximation to the claim ξ is the solution ξ to The problem of finding ξ and the corresponding self-financing trading strategy is commonly referred to as the problem of minimal variance hedging (cf. e.g. [1] ) or mean-variance hedging (cf. e.g. [43] ). The trading strategy generating the solution to (1.1) is referred to as a minimal variance (or mean-variance) hedging strategy for ξ or also the variance optimal trading strategy for ξ ( [20] ). The problem (1.1) has been extensively studied and we refer to [1] , [14] and [43] for overviews. The results rely heavily on the representation of payoffs as stochastic integrals and naturally the choice of framework of stochastic integration is crucial. Accordingly, the extensions to large financial markets have to be carried through carefully.
An example of a large market with a continuum of assets is a bond market with an infinity of different maturities. Such markets are studied in [4] , [9] and [11] . In [4] the authors suggest two different ways to construct a stochastic integral with respect to price processes taking values in the space of continuous processes: one based on the concept of controlled processes as integrators and another one "tailor made" for jump-diffusion price processes. Apart from some differences in hypotheses, the resulting integrals are the same. One admissible strategy, in this setting, is the permanent reinvestment of the whole portfolio value in the bond that is about to mature. This strategy gives the same return as the short rate of interest, which makes the assumption of a "bank account" paying the short rate of interest superfluous. Some Heath-Jarrow-Morton type of conditions are established for the existence of an equivalent martingale measure. The authors also consider market completeness and introduce the notion of "approximate completeness" which is then proved to be equivalent to uniqueness of the equivalent martingale measure. In [11] the framework of cylindrical stochastic integration is taken. However the authors conclude that the space strategies may be insufficient when discussing problems of hedging and completeness in view of the fact that the space of measure-valued integrands is incomplete. The authors also give an analysis of Kennedy's model of forward rates in terms of a Gaussian random field (cf. [27] , [28] ). This idea is taken further in [9] .
In this paper we study a large market model that is risk neutral in the sense that the discounted asset prices are martingales with respect to the physical measure. For this market model we consider the minimal variance hedging problem. In [7] , the problem (1.1) is studied in a market with a countable number of assets, using the method suggested in [21] and the construction for stochastic integrals with respect to a sequence of semimartingales as given in [12] (see also cylindrical integration in [36] ). Our method is substantially different both for choice of integration framework (we use an Itô type integral with respect to a martingale random field) and characterization of the hedging strategy (given in terms of non-anticipating stochastic derivative).
In order to deal with an infinite number of assets, we consider each asset to be indexed by x and we denote X the set of indexes. We interpret the set X as a topological space. Thus in a small financial market, i.e. a market with a finite number N of assets available, we have X = {1, ..., N } and in a large market with a countable number of assets available we have X = {1, 2, ...}. Both these cases correspond to discrete topological spaces. In the general setting, if x ∈ X denotes the single security, a set B ∈ B X is interpreted as a group of securities which will be called package B. In the risk neutral framework, the discounted prices are given by a martingale random field µ = µ(x, t), (x, t) ∈ X × [0, T ], which is at the base of our model.
The paper is organized as follows. In Section 2 we introduce the concept of martingale random field and examples are provided. Section 3 is dedicated to non-anticipating integration and differentiation. In particular we study the non-anticipating derivative in the framework suggested. This generalizes [14] and [13] . The non-anticipating stochastic derivative is naturally linked to the minimal variance hedging strategy as it is shown in the following section. Section 4 is dedicated to the market model and questions related to completeness of the market and minimal variance hedging are studied. The optimization problem is formulated both with respect to final payoffs to be achieved at the time horizon T and for processes of payoffs to be achieved within the time interval [0, T ]. The use of the non-anticipating derivative allows an explicit characterization of the minimal variance hedging strategy. Throughout the paper we deal with a reference filtration F = {F t , 0 ≤ t ≤ T } representing the information available on the market and the one the agents can rely on in their decision making process. If a trader has less information available, we say that he is in a situation of partial information. In this case he relies on the flow of information E = {E t , 0 ≤ t ≤ T } with E t ⊆ F t . A characterization of minimal variance hedging in the case of partial information setting is also given by means of the non-anticipating derivative. The final Section 5 presents two examples of large market: one with a countable number of assets available (also treated e.g. in [23] and [5] ), and one taken by the bond market with a continuum of assets.
Martingale random fields
Consider a fixed time horizon T > 0 and a complete probability space (Ω, F, P ) equipped with the right-continuous filtration
with F t representing the information available on the market at time t. We assume F 0 to be trivial up to P -null events and, for simplicity in notation, we set F = F T . Let L 2 (P ) := L 2 (Ω, F, P ) be the standard space of random variables with finite norm
Let X be a topological space equipped with the separable (i.e. countably generated) Borel σ-algebra B X . We assume B X to be generated by the countable semi-ring B (see e.g. [3, p. 166]) of sets in X. The Borel σ-algebra on (0, T ] (also separable) is denoted B (0,T ] . Note that this σ-algebra can be regarded as generated by a the semi-ring of intervals of the form (s, u] where 0 ≤ s < u ≤ T . Thus the sets
We denote P the predictable σ-algebra on Ω × X × [0, T ], i.e. the σ-algebra generated by sets of the form
We introduce the following definition.
is a martingale random field (with orthogonal values) with respect to F if it satisfies the following properties:
and m(X × {0}) = 0. The measure m is hereafter called the variance measure.
(ii) it is additive, i.e. for any pairwise disjoint ∆ 1 , . . . ,
(iii) it is F-adapted, i.e. for any t and for any ∆ ∈ B X × B [0,t] , the value µ(∆) is an F t -measurable random variable, (iv) it has the martingale property, i.e. for any 0 ≤ t ≤ T and any ∆ ∈ B X × B (t,T ] such that m(∆) < ∞ we have
Moreover, we assume that the martingale random field
Note that (i) and (iii) yield µ(X × {0}) = 0. Note also that we use the term set-function and not stochastic measure because we do not assume that for
, is a measure. Remark 2.1. The martingale random field is σ-additive in L 2 (P ) in the sense that for any pairwise disjoint sets
with convergence in L 2 (P ). The σ-finiteness of m implies that there is some collection of sets A n , n = 1, 2, ..., such that X × [0, T ] = n A n and E µ 2 (A n ) < ∞. Being this property a form of σ-finiteness for the setfunction µ, we call it σ-finiteness in L 2 (P ). Remark 2.2. The σ-finiteness of m ensures that the (separable) σ-algebra B X × B [0,T ] can be (countably) generated by the semi-ring sets ∆ of type (2.2) having m(∆) < ∞. We will exploit these facts in the proof of Theorem 2.1. Remark 2.3. Martingale (or martingale-difference) random fields were first introduced in mathematical statistics as forms of multi-parameter martingales already in the 70's and developed further in the 80's. Most of the studies concern ergodic properties and limit theorems. Various different definitions can be found in the literature according to the different interpretations of how the flow of information F and the type of ordering in the index set is taken into account within the "martingale property". In our case the ordering is the natural one given by "time". In the frame of stochastic calculus with respect to martingale random fields we have to recall the work by Wong and Zakai [44] , Cairoli and Walsh [6] . In their terminology our martingale random field is both a "strong" and a "weak" martingale. In fact we only have one natural reference filtration. Their work aimed to develop a non-anticipating calculus for different martingale-difference random fields on R 2 . However, most of the developments are achieved in the case of the so-called Brownian sheet. Besides, other form of calculus are developed, e.g. line integrals.
Theorem 2.1. Suppose that µ is a martingale random field with orthogonal values and define the set-function
on sets of type F × ∆ = F × B × (s, u] in P. Then P M extends to a measure on P which admits representation in the product form Proof. Recall that the sets of type (2.3) constitute a semi-ring generating the σ-algebra P. The set-function P M (2.7) is non-negative, additive and σ-finite on the sets (2.3), i.e. for
Note that for any Γ = F × ∆ of type (2.3) such that m(∆) < ∞ we have that P M (Γ) < ∞. Moreover, since m is σ-finite, then also P M (2.7) is σ-finite on the sets of the semi-ring (2.3). Thus P M extends (uniquely) to a σ-finite measure on the σ-algebra P that is generated by the sets (2. 
and µ s (∆) := µ(B × {s}) is a square integrable martingale. Let 10) denote the (unique) predictable stochastic process with non-decreasing trajectories, M s (∆) = 0, such that 
From the semi-ring properties and the additivity of µ we see that
. From (2.11) we define the non-negative set-function
on the semi-ring sets (2.2) with m(B × (s, u]) < ∞, see Remark 2.2. Naturally,
From (2.12) we see that the set-function M is additive and σ-additive in L 1 (P ) on the sets (2.2) in the sense that, for any
Note that since m is σ-finite and B X × B [0,T ] is generated by the semi-ring sets having finite measure m (see Remark 2.2), the set-function M is also σ-finite in L 1 (P ) on the sets (2.2), i.e. there exist ∆ n , n = 1, 2, ..., of type
Hence the set-function M in (2.13) extends to a non-negative, σ-additive, σ-finite (in L 1 (P )) set-function on the σ-algebra 15) are random variables and, if m(
Now it only remains to show that the set-function (2.15) admits a regular modification M so that, for any ω ∈ Ω,
is a measure and then
and in particular
. This can be proved, thanks to the tightness of the measure m, with similar arguments as the existence of the regular modification of conditional probabilities. We refer to [40] and we omit the details.
Remark 2.4. The result above may be put in relation with Theorem 1.5 in Cairoli and Walsh [6] . However, there are important differences as the fact that our result is achieved in the framework of measure theory and the fact that we use a predicable compensator.
are independent standard Brownian motions on [0, T ]. Let F be the Paugmented filtration generated by the Brownian motions. Then µ defined by
is a martingale random field w.r.t. F with orthogonal values. In this case the measures M, m are
are independent standard Brownian motions on [0, T ]. Let F be the Paugmented filtration generated by the Brownian motions. Let
The measure µ given by (2.16) is an orthogonal martingale random field w.r.t. F. In this case the measures M, m are
Example 2.3. Suppose X := {1, 2, . . .} and that η t (x), 0 ≤ t ≤ T (x ∈ X), are independent square integrable Lévy martingales on [0, T ], i.e., for every x, η t (x), 0 ≤ t ≤ T , is a Lévy process with characteristic exponent
(cf. e.g. [42] ). Let F be the P -augmented filtration generated by
is a martingale random field (w.r.t. F) with orthogonal values. The measures M, m are
Example 2.4. Suppose V := R\{0} and consider the Poisson random measure
where we have set
The set-function ν represents a σ-finite measure on
is the so-called compensated Poisson random measure. Let F be the Paugmented filtration of the σ-algebras generated by the values
Then the compensated Poisson random measure N is a martingale random field (w.r.t. F) with orthogonal values. In this case the corresponding conditional variance and variance measures are
The compensated Poisson random measures appear naturally in the context of Example 2.3. In fact, for every x ∈ X, the number of jumps of magnitude in B ∈ B V made by the Lévy martingale
with ν x (A) = E N x (A)]. Note that the measure ν x (dvdt) admits a product representation in the form
where J x (dv) is the so-called Lévy measure of η x -cf. Example 2.3. Recall that
See e.g. [42] for details. The Itô decomposition theorem shows that
where
are independent. Hence the set-function (2.17) admits representation as
The construction above leads also to the definition of
, as and example of Gaussian-Poisson mixture, see e.g. [19] .
3 Martingale random fields: non-anticipating integration and differentiation
Non-anticipating integration
We give a short review of the basic elements of the stochastic integration with respect to µ as integrator according to the classical Itô non-anticipating integraton scheme. This section introduces the grounds for the study of the non-anticipating differentiation.
We formalize the concept of partitions. Being m a σ-finite measure on X × [0, T ], it is always possible to select an increasing sequence (A n ) n of sets
In view of separability of X × [0, T ] generated by a product of semi-rings we can choose the sets A n of the form:
where the sets Then we call (A n ) n a sequence of partitions in X × [0, T ].
is a simple integrand if it admits the following representation
where ∆ 1 , . . . , ∆ K are pairwise disjoint sets of the form
Thus the simple integrands are elements of
with the finite norm given by
Note that a simple integrand is a predictable function, i.e. it is measurable w.r.t. P.
The stochastic integral with respect to µ is well-defined on simple integrands. Namely, we have
Moreover, the Itô isometry holds:
is a (general ) integrand if it can be represented as a limit φ = lim n→∞ φ n with convergence in L 2 (P × M ) of a sequence (φ n ) of simple integrands.
Remark 3.1. The set of general integrands corresponds to
that is the subspace of elements in L 2 (P × M ) admitting a predictable representative. To explain, as the simple integrands are predictable, so are their pointwise limits P × M -a.e. A general integrand is the limit φ = lim n→∞ φ n in L 2 (P ×M ) of some simple integrands (φ n ) n . We can define the predictable function φ as the pointwise limit φ(ω, x, t) = lim j→∞ φ n j (ω, x, t) of a subsequence (φ n j ) j for all the points (ω, x, t) where the limits exists and it can be set φ(ω, x, t) = 0 elsewhere. We can then see that φ is a modification of φ. Conversely, any predictable function in L 2 (P × M ) can be approximated P × M -a.e. by a linear combination of indicators
where 0 ≤ s < u ≤ T , B ∈ B and F ∈ F s -cf. (2.3). Since these sets consitute a semi-ring in P, these indicators constitute a complete system in L 2 (P). Thus any element in L 2 (P) represents an integrand.
In the following result we characterize explicitly a sequence of simple integrands (φ n ) n approximating the given element φ ∈ L 2 (P). This completes the remark aforementioned.
Proof. Denote by (θ n ) n a sequence of simple integrands:
With no loss of generality we can represent θ n and φ n on the elements of A n . Consider
by application of the Hölder inequality for conditional expectations. Hence
According to classical Itô integration scheme, for any integrand φ = lim n→∞ φ n we can define the non-anticipating integral as the limit
with convergence in L 2 (P ). Moreover, the basic rules of calculus hold:
and
From (3.6) and (3.7) we see that the set-function J(φ, ∆), ∆ ∈ B X ×B [0,T ] , is a martingale random field (see Definition 2.1) with corresponding conditional variance and variance measures given by
Thus martingale random fields appear naturally after non-anticipating integration with respect to another martingale random field as integrator.
Non-anticipating stochastic derivative
The non-anticipating integral J can be presented in other words as being the isometric linear operator
and the integration can be carried out via the limit (3.5) with the use of the integrands given in (3.4).
Definition 3.4. Let D = J * be the adjoint linear operator to the nonanticipating integral:
we call D the non-anticipating derivative.
The non-anticipating derivative was first introduced in [18] for the Brownian motion as integrator and the proofs exploited widely its properties. In [14] the derivative with respect to martingale processes was introduced. In [13] the first extension to random fields is considered, considering only random fields with independent values. Such are the random fields in the examples of Section 2. Note that the random fields generated by integration, see Remark 3.2, do not have, in general, independent values. Still in the framework of random fields with independent values, [15] provides some rules of calculus for the non-anticipating derivative alternative to the differentiation rule given in Theorem 3.1 below. Having introduced the concept of martingale random fields as in Definition 2.1, we see that the non-anticipating derivative can be extended to this framework.
Theorem 3.1. The non-anticipating derivative is well-defined for all the elements ξ ∈ L 2 (P ). The derivative Dξ is given by the limit
of the simple integrands
9) where the sets ∆ nk are the elements of A n -cf. Definition 3.1. Moreover, the following stochastic integral representation holds:
According to the Kunita-Watanabe decompostition (see also Föllmer-Schweizer decomposition) in our framework, for any ξ ∈ L 2 (P ) there exists an integrand ϕ such that
The novelty of (3.10) is the characterization of this integrand in terms of the very variable ξ and the integrator µ as the only given data. In this sense the representation (3.10) springs from the same motivation as the well-known Clark-Ocone formula, being at the same time substantially different. The Clark-Ocone formula has at its core the Malliavin derivative operator which can be regarded as the adjoint to the Skorohod integral and belongs to forms of stochastic calculus that do not necessarily take information (i.e. the filtration F) into account. The Clark-Ocone formula was initially tailored for the Brownian motion as integrator (see e.g. [35] , [37] ), and later on generalized to Poisson processes, Poisson random measures and Lévy processes (see e.g. [1] , [34] , [33] , [38] and [17] ). Only recently it has been extended to the frame of integration with respect to stochastic measures with independent values on a space-time product (see e.g. [15] ). The main difficulty in the extension of the Clark-Ocone formula has been the extension of the definition of the Malliavin derivative with respect to more general types of random measures. On the other side the very use of the Malliavin derivative implies the restriction of the use of this formula to the domain of this operator which is strictly included in L 2 (P ). Using techniques of white noise analysis one can extend such a domain to the whole L 2 (P ). This has been done for the Brownian setting and the Poisson random measures, see, e.g. [16] , [17] . We would like to remark that formula (3.10) above is well-defined for all elements ξ ∈ L 2 (P ).
Remark 3.3. Note that for any ξ of the form
for some ϕ ∈ L 2 (P), we clearly have Dξ ≡ ϕ. In fact, for any ∆ = B ×(s, u],
which is the approximation given in Lemma 3.1. Remark 3.4. Note that the non-anticipating derivative is continuous in the sense that
Proof of Theorem 3.1. The proof follows arguments in the same line of [14] .
Here we only sketch the fundamental steps. Let H ⊆ L 2 (P ) be the subspace of all stochastic integrals with respect to µ. For any ∆ nk = B nk × (s nk , u nk ] of the partition A n of level of refinement n, let H(∆ nk ) ⊆ L 2 (P ) be the subspace all random variables of form ξ = ψµ(∆ nk ) where ψ is F s nk -measurable. Then
Let ξ ∈ L 2 (P ), then its projection on H(∆ nk ) is given by
Hence the projection on
with ϕ n given by (3.9). Of course the projection ξ of ξ onto H is given by
and, from (3.7), we se that ϕ = J * ξ, then Dξ = ϕ. Naturally, Dξ (0) ≡ 0.
The large markets, minimal variance hedging and completeness
In a large market setting, we consider the risky assets to be indexed by the topological space X (cf. Section 2). This interpretation is consistent with the "small" market setting where X = {1, ..., N } and with the "countable" market setting studied e.g. in [7] , [8] where X := {1, 2, . . .}. In both these cases we can consider the discrete topology. In the general market model we are describing, X does not need to be discrete. Then if x ∈ X denotes the single security, a set B ∈ B X is interpreted as a group of securities which we call package B. In this line, if S t (x), 0 ≤ t ≤ T , is the price of a single security, we denote by S t (B), 0 ≤ t ≤ T , the price of the package B. The prices are F-adapted processes where F is the filtration corresponding to the flow of information available in time -cf. (2.1). Following the intuition given by the small markets, we consider prices to be additive in the sense that
be the price process of a reference riskless asset (money market account) with dynamics given by
The instantaneous interest rate r t , 0 ≤ t ≤ T , is a positive predictable process.
In this market µ, defined by
is interpreted as the excessive return associated with holding the securities package B over the time period (s, u]. We assume that
• X × (0, T ] can be generated by a semi-ring of sets of the form (2.2) for which
• the conditional expected values of the excessive returns associated with these packages and periods are zero, i.e.
, which extends to a σ-finite Borel measure m(dxdt), (x, t) ∈ X × [0, T ], is tight 2
• and the excessive returns associated with disjoint securities packages are conditionally non-correlated, i.e.
then, with µ(B × {0}) ≡ 0, µ admits extension
as a martingale random field, see Definition 2.1. The properties of additivity, adaptedness, martingality and orthogonality of µ follow readily from the definition and the assumptions above.
Remark 4.1. To this end it is sufficient that for any B ∈ B the excessive return process η(B) given by
is a square integrable martingale, which means that the probability measure P is risk neutral, and that the excessive return processes associated with distinct packages of securities have conditionally non-correlated increments, i.e.
Note that in this case the measure m is not merely σ-finite on
is a σ-finite measure on X. This will be the case for the markets studied in Section 5.
In this large market with X securities available a trading strategy will be characterized by a stochastic function φ ∈ L 2 (P) and an initial F 0 -measurable endowment w. At any time 0 ≤ t ≤ T , the stochastic function φ(x, t), x ∈ X, represents the holdings in the security x. Correspondingly, for any t, we denote by
the function describing the holdings in the package B. We will call φ, the density of investments.
The following argument gives a motivation for the use of the density of investments. Let us consider a finite number of investment possibilities in the pairwise disjont packages B 1 , ..., B K ∈ B (note that this would be the situation in a small market) and a discrete-time trading situation with 0 = s 1 < u 1 ≤ s 2 < ... < u J = T . We can consider holdings in each package B k of the form:
where the values φ kj are F s j -measurable random variables and represent a uniform amount of holdings over the packages B k . We assume
Hence the density of investments φ(x, t), (x, t) ∈ X × [0, T ], is given by
and is an element of L 2 (P). The corresponding value process ξ t , 0 ≤ t ≤ T (ξ 0 = w), of the self-financing strategy is given by
From (4.4) we can consider both the standard approximation that leads from discrete-time trading to continuous-time trading on [0, T ] and the approximation of square integrable functions via simple functions to extend the variety of investments possibility on X. To combine the two, we take the partitions of X × [0, T ] into account as in Definition 3.1 where, for every n, the B nk , k = 1, ..., K n , represent the packages available and 0 = s n1 < u n1 ≤ s n2 < ... ≤ u nKn = T are the trading times. We consider the convergence in L 2 (P × M ). The simple densities of investments of type (4.4) approximate the general ones φ(x, t), (x, t) ∈ X × [0, T ]. The approximation argument carries through in (4.5), thus given an initial endowment w and a (self-financing) density of investment φ, the corresponding value process is given by:
Clearly, the discounted value processξ t := ξt Rt , 0 ≤ t ≤ T , is a martingale w.r.t. F, in fact
Conversely, we have the following immediate result.
Proposition 4.1. Let ζ t , 0 ≤ t ≤ T , be a martingale w.r.t. F such that E ζ 2 t < ∞. If the random variable ζ T admits stochastic integral representation
by means of some ϕ ∈ L 2 (P), then the process ζ t , 0 ≤ t ≤ T , represents the discounted value process of the self-financing strategy with density of investments ϕ and initial endowment w.
Proof. It is enough to consider
so we have
and ξ 0 = w.
Market completeness
Let H ⊆ L 2 (P ) be the space of all replicable claims. Namely, a claim with payoff ξ belongs to H if there exists an F 0 -measurable w and φ ∈ L 2 (P) such that the corresponding value process ξ t , 0 ≤ t ≤ T , has final value ξ T = ξ. From Proposition 4.1, we see that ξ ∈ L 2 (P ) is replicable if and only if it admits representation in the form
Completeness of the market is linked to the possibility of giving integral representations to all random variables in L 2 (P ) which represent claims in our setting. This depends on the martingale random field µ stemming out of the price models. Confining ourselves to random fields with independent values, a characterization of those fields for which H = L 2 (P ) is given in e.g. [19, Theorem 3.4 ], see also [13, Remark 4] .
In [8] a study of completeness of large markets with X = {1, 2, ...} is given.
In particular the problem addressed is to characterize the relation between the completeness of the small markets X n = {1, ..., n} versus the one of the large market X = n X n . The following result is in the same line.
Theorem 4.1. Suppose that µ is some orthogonal martingale random field that is generating the filtration F i.e.
and denote by F (B) the filtration generated by µ "restricted to" B ∈ B X i.e.
Denote by P B the σ-algebra generated by sets of the form
If the market is complete, then for every B ∈ B X and every ξ ∈ L 2 (F (B)
For the market to be complete, it is sufficient that there exists some sequence of sets (B n ) n with X = N B n such that for every n and every ξ ∈ L 2 (F (Bn) T ) there exists some φ ∈ L 2 (P B ) such that (4.7) holds.
Proof. Suppose that the market is complete and that ξ ∈ L 2 (F 
and (∆ n1 , . . . , ∆ nKn ) N is a partition sequence, see Definition 3.1. Without loss of generality we assume that the B nk 's are contained in either B or B C so that
Noting that the first term is F
T -measurable and that
we have
and (4.7) holds for some φ ∈ L 2 (P B ) (cf. Remark 3.1).
For the latter part suppose that ξ ∈ L 2 (P ). By assumption there exists some sequence (φ n ) of elements in L 2 (P) such that
, we have that for any ξ ∈ L 2 (P )
. Hence there exists some φ ∈ L 2 (P) such that (4.7) holds -see Section 3.1.
Completeness in the case of a discrete X without the orthogonality assumption is treated in [8] : the last part of Theorem 4.1 is proved to hold in that setting (cf. [8, Proposition 3.15] ), but the first part does not hold in general. It is however proved that any attainable claim in the large market can be approximated by a trading strategy based on a finite number of assets ([8, Theorem 5.1]).
Minimal variance hedging
Let us now turn the attention to the generally incomplete markets. Then a given claim ξ ∈ L 2 (P ) may not be perfectly replicable, i.e. ξ / ∈ H. Then the minimal variance hedging problem (see (1.1)) is to find an initial endowment w and a density of investments φ such that the claim
The problem (4.9) is then equivalent to
The minimal variance hedging problem can be formulated for a whole process ξ t , 0 ≤ t ≤ T , with ξ t ∈ L 2 (P ). In this case the wish is to find the density of investments φ and the initial endowment w such that
The minimum is taken over all processes θ t , 0 ≤ t ≤ T , representing the value process of some strategy, i.e. given by
for some ϕ ∈ L 2 (P) and w ∈ R.
Theorem 4.2. Any claim ξ ∈ L 2 (P ) admits minimal variance hedge ξ achievable via the minimal variance hedging strategy characterized by an initial endowment
and a density of investment
Proof. This is a direct consequence of Theorem 3.1. We omit the details.
Theorem 4.3. Let ξ t , 0 ≤ t ≤ T , be a given stochastic process of desired payoffs in the course of time. If its discount process
is a martingale w.r.t. F in L 2 (P ), then the minimal variance hedge process
is obtained with the strategy
Proof. For any t, by application of Theorem 3.1 we havē
and ξ := R t ξ t . Then
for all processes θ t = R t w + X×[0,t] ϕ(x, s)µ(dxds) . On the other side, beingξ t , 0 ≤ t ≤ T , a martingale, then
, and
Corollary 4.1. Let ξ t , 0 ≤ t ≤ T , be a given stochastic process of desired payoffs in the course of time. If its discount processξ t , 0 ≤ t ≤ T , is a martingale w.r.t. F only on some subset T ⊆ [0, T ] with T ∈ T, i.e. E ξ t |F s =ξ s , for s, t ∈ T such that s ≤ t, then the process ξ t , 0 ≤ t ≤ T , characterized in (4.11) is the minimal variance hedge in the sense that
Cf. (4.10). Note that if T = {T }, we recover the result of Theorem 4.2.
Corollary 4.2. If the the given process ξ t , 0 ≤ t ≤ T , is such that ξ T ∈ H and
Then the process ξ t , 0 ≤ t ≤ T , characterized in (4.11) is the minimal upper hedge in the sense that ξ t ≤ ξ t ≤ ξ t , ∀t for any possible value ξ t , 0 ≤ t ≤ T , i.e.
The result can be put in relation with the so-called Snell envelope of ξ t , 0 ≤ t ≤ T . See e.g. [26] .
Corollary 4.2 can be applied, for example, to the case
if the call option ξ T = S T (B) − K) + written on the package B with strike price K is replicable on the market.
Minimal variance hedging and partial information
The information available on the market is modeled by the filtration F. We call this full information. However, we can consider the case of a trader having less information at disposal during his decision making process. In this case it is reasonable to model this partial information with a sub-filtration E of F:
Accordingly, the trader's density of investment will be predictable with respect to the sub-filtration E, i.e. measurable with respect to the σ-algebra P E generated by
For any ξ ∈ L 2 (P ), we can define the stochastic function D E ξ as the limit 12) of the simple integrands
13) where the sets ∆ nk are the elements of A n . Compare with the fomula (3.8) for the non-anticipating derivative Dξ. In this case a decomposition similar to (3.10) holds:
Comparing (3.10) and (4.14) we see that ξ (0)
. The minimal variance hedge this partially informed trader can achieve is characterized as follows. This is the corresponding result to Theorem 4.2 in the partial information context. Theorem 4.5. Let ξ ∈ L 2 (P ) be a given payoff. The minimal variance hedge ξ E :
that a partially informed trader can achieve relying only on the information E is given by the initial endowment
and the density of investments
Similarly we can derive the corresponding result to Theorem 4.3.
5 Examples of large markets
Large market with countable number of assets
With the notation introduced, the risky securities are indexed by the discrete topological space X = {1, 2, ...}. To any x ∈ X we associate the F-adapted price process
A riskless asset is also available with price process given by
cf. (4.2). As indicated (cf. Remark 4.1), we assume that the excessive return process associated with any x ∈ X, η(x) given by
is a square integrable martingale, and that for any distinct x, y ∈ X the corresponding excessive return processes have conditionally non-correlated increments, i.e.
The excessive returns generated by holding different collections of assets can now be represented by the martingale random field
The conditional variance and variance measures are then represented as
where M t (x) := η(x) t , 0 ≤ t ≤ T , and
Remark 5.1. The orthogonality of the martingale random field ensures that L 2 (P) coincides with the generalized integrands defined in [12, Definition 2] . This is not the case without orthogonality (cf. [12, Example 1]).
Remark 5.2. In the case the investments are restricted only to a finite number of assets, then it is well-known that, given the initial endowment w and the density of investments φ, the trading strategy can be made self financing by holding the number
φ(x, s)µ(dxds) + w − x∈X φ(x, t)S t (x) R t of units of riskless asset at any time t. As pointed out in [8] this observation is not trivially extended to general densities of investments involving an infinite number of assets because the sum x∈X φ(x, t)S t (x) is not necessarily welldefined. So even if the process X×[0,t] φ(x, s)µ(dxds), 0 ≤ t ≤ T , exists as the excessive return process associated with a self-financing trading strategy, it may be impossible to specify either the part invested in the riskless or risky assets.
In the sequel we consider a model of large markets already studied in [23] and [5] . See also [8] . Assume that W, W (1), W (2), . . . are independent Brownian motions and that the asset prices are given by the dynamics dR t = R t rdt and dS t (i) = S t (i) rdt + σ i dW t (i) + β i dW t , i = 1, 2, . . . where r and the σ i = 0 and the β i = 0 are uniformly bounded constants. Assume that one may also invest in another risky asset with price dynamics dS t = S t rdt + σdW t σ = 0, which we call the infinitely diversified portfolio as in [5] . Consider now the self-financing trading strategy (π, θ) where π denotes the number of the ith asset held and θ the number of the infinitely diversified porfolio held. The wealth dynamics associated with this strategy is dV t = V t rdt + π t S t (i)σdW t (i) + π t S t (i)β i + θ t S t σ dW t , 0 ≤ t ≤ T.
Hence, if the portfolio is balanced such that
We can model the risky assets using the space X := {0, 1, . . .} where the price dynamics of the asset x ∈ X are given by dŜ t (0) =Ŝ t (0) rdt + σdW t and dŜ t (x) =Ŝ t (x) rdt +σ x dW t (x) , x = 1, 2, . . . where
we are in the situation described in Example 2.2 and consider the model within the martingale random fields approach of Section 4.
Large market with a continuum of assets
Take X := [0, T ] and suppose that λ is a σ-finite measure on B X . Suppose that for any x ∈ [0, T ] there is a defaultable zero-coupon bond with face value 1. and maturity x and let P t (x) denote the time t price of the bond.
Clearly P x (x) = 1, if the bond has not defaulted, and some F x -measurable recovery value in [0, 1] otherwise. We assume that the for any t ≤ x the discounted price
Rt ∈ L 2 (P ) and satisfies
For t > x we take P t (x) :=
Rt
Rx P x (x) so that for any x ∈ X the excessive return process η(x) given by
is a square integrable martingale w.r.t. F. Moreover, we assume that the excessive return processes of bonds of distinct maturities x, y ∈ X have conditionally non-correlated increments, i.e. Hence µ is a martingale random field.
