We study sufficient conditions for the belonging of random process to certain Besov space and for the Central Limit Theorem (CLT) in these spaces.
1 Notations. Statement of problem.
Let T = {t} = [0, 1] be ordinary unit closed numerical segment, f : T → R be a numerical measurable function, which may be extended on the whole line R by zero value: f (t) := 0, t / ∈ T. The classical Lebesgue-Riesz norm |f | p = |f | p,T of such a function is defined as follows: It is known that
We reserve the notation ω(·) for the elements of probability space, which should appear further.
Recall that the so-called ordinary Besov space B The detail investigation of these spaces may be found in the classical monographs [4] , [5] , [6] , [58] , [71] ; see also articles [13] , [17] .
It is offered and considered, in particular, in the article [13] the following generalization of these spaces. Namely, denote Another approach to the definition of (more generalized) Besov's spaces may be found in articles [21] , [36] .
Our goal in this article is deducing of sufficient conditions for the belonging of almost all path of random process to certain Besov space and finding the sufficient conditions for the Central Limit Theorem (CLT) in these spaces.
We intend to investigate also the non-asymptotical tail estimated, for instance, exponential decreasing, for the distribution for the norm of normed sums of centered independent random processes with values in these spaces.
The offered here results are formulated in the very simple and natural terms generated only by the source random process: metric distance between its values and so on.
The paper is organized as follows. In the next section we consider the case of generalized Besov spaces. The third section contains the Grand Lebesgue Spaces norm estimation for Besov norm of random processes. The case of ordinary Besov spaces is investigated in fourths section.
The fifth section is devoted to the Central Limit Theorem in generalized Besov spaces. The Central Limit Theorem (CLT) in the classical Besov's spaces is content of the next section.
We deduce in the seventh section the non-asymptotical estimates, in particular, exponential ones for the norm of normed sums of independent random processes with paths in Besov spaces.
As ordinary, the last section contains the concluding remarks, namely, some remarks about possible generalization on the multivariate case.
In detail: let ξ = ξ(t) = ξ(t, ω), t ∈ T = [0, 1] be numerical bi -measurable valued random process defined apart from the set T on some probability space (Ω = {ω}, B, P). Question: under what conditions on the ξ(t) almost all its trajectories belong to certain Besov space
or more generally satisfies the Central Limit Theorem (CLT) in these spaces.
This problem for the general separable Banach space B instead the Besov's space B p α,s can be regarded as a classic, see, e.g. [11] , [32] , [43] . The case namely of Besov space is considered in the articles [9] , [12] , [13] , [30] , [72] .
The applications of the CLT in the Banach spaces in the Monte-Carlo method and in statistics is described in the articles [16] , [22] , [47] , [48] .
We intend to generalize obtained therein results, for instance, on the case of random processes with exponential decreasing tails of distributions.
Let us to pay attention that the expression for ∆ q [f, δ] p may be written as follows. Denote T (δ) = [−δ, δ], so that T = T (1); then
where the right-hand side of an equality (1.7) is a nothing more than a so-called mixed , or equally anisotropic Lebesgue-Riesz norm, see [3] , [5] , chapter 2. Further, 8) where the measure µ α is follow
Therefore, the value ||f ||B o,p,q α,s may be represented also through a three dimensional mixed norm.
We recall here for readers convenience the definition and used for us simple properties of the so-called mixed (anisotropic) Lebesgue (Lebesgue-Riesz) spaces, which appeared in the famous article of Benedek A. and Panzone R. [3] . More detail information about this spaces with described applications see in the books of Besov O.V., Ilin V.P., Nikolskii S.M. [5] , chapter 1,2; Leoni G. [34] , chapter 11; Lieb E., Loss M. [35] , chapter 6.
. . , l be measurable spaces with sigma-finite separable non -trivial measures µ k . The separability denotes that the metric space A k relative the distance
The anisotropic (mixed) Lebesgue-Riesz space L p consists on all the totally measurable real valued function
(1.10) In particular, for the r.v. ξ
Note that under conditions of separability of the measures {µ k } these spaces are also separable Banach spaces.
These spaces appear in the Theory of Approximation, Functional Analysis, theory of Partial Differential Equations, theory of Random Processes etc.
Let for example l = 2; we agree to rewrite for clarity the expression for |f | p 1 ,p 2 as follows:
Analogously,
Let us give an example. Let η = η(x, ω) be bi -measurable random field, (X = {x}, A, µ) be measurable space, p = const ∈ [1, ∞). As long as the expectation E is also an integral, we deduce
We will use also the so-called permutation inequality in the terminology of an article [1] ; see also [5] , chapter 1, p. 24-26. Indeed, let (Z, B, µ) be another measurable space and φ : ( X, Z) = X ⊗ Z → R be measurable function. In what follows
It is true the following inequality (in our notations): |φ| p, X;r,Z ≤ |φ| r,Z; p, X .
(1.12)
We put in what follows Z = Ω, µ = P.
2
The case of generalized Besov spaces.
Let us introduce some new notations.
Further, let m = const ≥ 1; the Pisier's natural distance d m (t, s), t, s ∈ T on the set T of order m, m = const ≥ 1 generated by our random process ξ(t) is defined as follows
if there exists (for given value m) and is finite, see [60] , [61] . So that
Denote also
Introduce a new measure on at the same set
Theorem 2.1. Suppose that for some value m ≥ max(p, q, s)
and moreover
Proof. The expression for ∆ q [ξ, δ] p may be rewritten as follows
Since m ≥ max(p, q, s), we can use the permutation inequality (1.12):
Thus,
with probability one, Q.E.D.
Remark 2.1. Simplification.
We intend to convince the reader on the simplicity of conditions of theorem 2.1. Namely, the expression for the right-hand side of (2.6) and (2.7a) may be rewritten as follows.
Note that the Pisier's natural distance d m (·, ·) from (2.2) and therefore in (2.11) may be relatively easy calculated or estimated in the majority of practical cases.
Remark 2.2.
It is reasonable to choose as a capacity of the value m in the theorem 2.1 its minimal value
But for exponential non-asymptotical estimations for the tail of distribution of the (random) norm
the estimation (2.7a) is very convenient.
Remark 2.3.
If in addition to the conditions of theorem 2.1 for some value k ≥ p, for instance for the value k = p |ξ(·, ·)| k,P,Ω; p,X < ∞,
with probability one and moreover
Indeed, it follows from the condition (2.13) that ξ(·) ∈ L p (T ) a.e., see e.g. [49] .
Let us choose for simplicity in (2.14a) k = m ≥ max(p, q, s), then we obtain for arbitrary such a values m
An example. Suppose in addition to the the conditions of theorem 2.1
The case when p = q = s = ∞ correspondent to the so-called Hölder space, see, e.g. [63] - [66] .
3
Grand Lebesgue Spaces norm estimation for Besov norm of random processes.
We recall in the beginning of this section briefly the definition and some simple properties of the so-called Grand Lebesgue spaces; more detail investigation of these spaces see in [15] , [26] , [29] , [33] , [43] , [44] ; see also reference therein.
Recently appear the so-called Grand Lebesgue Spaces GLS = G(ψ) = Gψ = G(ψ; B), 1 < B ≤ ∞, spaces consisting on all the random variables (measurable functions) f : Ω → R with finite norms 
We will denote supp(ψ)
The set of all ψ functions with support supp(ψ) = (1, B) will be denoted by Ψ(B) = Ψ(1, B).
These spaces are complete Banach spaces and moreover rearrangement invariant, see [4] , and are used, for example, in the theory of probability [29] , [43] , [44] ; theory of Partial Differential Equations [15] , [26] ; Functional Analysis [15] , [26] , [33] , [44] ; theory of Fourier series, theory of martingales, mathematical statistics, theory of approximation etc.
Notice that in the case when ψ(·) ∈ Ψ(∞) and a function p → p · log ψ(p) is convex, then the correspondent space Gψ(∞) coincides with some exponential Orlicz space.
Conversely, if B < ∞, then the space Gψ(B) does not coincides with the classical rearrangement invariant spaces: Orlicz, Lorentz, Marcinkiewicz etc.
Suppose ||f ||Gψ ∈ (0, ∞); then
whereψ(p) = p · ln ψ(p), and
is Young-Fenchel, or Legendre transform of the function g = g(p).
The last relations implies that in the case when ||f ||Gψ ∈ (0, ∞) the function f (·) obeys the exponential decreasing tail of distribution or equally belongs to some exponential Orlicz's space.
In detail: this Gψ space coincides with the exponential Orlicz's space relative the Young function N(z) = exp ψ * (ln |z|) − 1, |z| > e, see [29] .
Denote for instance
It is known that there exists absolute constants C 1 , C 2 ∈ (0, ∞) such that any centered (mean zero) r.v. η belongs to this space Sub(Ω) with positive finite norm
or equally
In the more general case, i.e. when ||f ||Gψ l = 1, then
Thus, the theory of Grand Lebesgue spaces allows us to obtain in particular the exponential estimates for tails of distributions for random variables, or equally estimate the norm of functions in exponential Orlicz spaces. 1, B) and define formally C/∞ = 0, C = const ∈ R 1 , then the norm in the space G(ψ r ) coincides with the L r norm:
Remark
Therefore, the Grand Lebesgue Spaces are the direct generalization not only of the exponential Orlicz's spaces, but also the classical Lebesgue-Riesz spaces L r .
Let us return to the formulated above problem. We will apply the mentioned in the second section one-dimensional degree of freedom m ≥ max(p, q, s). Denote As a consequence: 
In the case when in addition ξ(t) is centered Gaussian process, for instance, is ordinary Brownian motion: ξ(t) = w(t), we conclude l = 2 and following
Evidently, for the Brownian motion β = 1/2. 
We get substituting into (2. Gψ s/γ ≤ 1 (3.8) and thus
and let stillθ > 1. We observe ||ξ||B
We used some estimations from an article [50] .
4
The case of ordinary Besov spaces.
This case is more complicated. Note first of all
where and introduce the following distance (more exactly, semi-distance) on the set [−1, 1] :
3)
The finiteness of this distance for certain segment m ∈ [max(p, q, s), B], B = const ∈ (max(p, q, s), ∞] will be presumed.
We intend to apply the Orlicz's spaces norm tail estimates for the distribution of maximum (supremum) of random fields, based on the so-called entropy technique, see e.g. [14] , [11] , [32] , [29] , [43] Introduce following G.Pisier [60] , [61] ; see also [43] , chapter 3, section 3.17 the variables
where
Define the following ψ − function β = β(m) :
it is meaning δ ∈ T, and suppose the finiteness of these function for at last one value m > max(p, q, s) : 
with correspondent tail estimation.
Proof. Let m ∈ (max(p, q, s), L). Let us consider the normed random process (fields)
We observe using again the permutation inequality
Since the so-called entropy integral (4.5) convergent, one can apply the main result of the article [61] ; see also [43] , chapter 3, section 3.17:
which is equivalent to the estimate(4.7). with correspondent exponential tail estimation
We intend now to offer some important generalization of theorem 4.1. Namely, let λ m = λ m (δ), δ ∈ [0, 1] be some family of non-negative continuous functions such that
For instance, λ m may be the L m (Ω) deterministic component of a factorable module of continuity for the r.p. ξ(t), see in detail a preprint [51] .
Let m ∈ (max(p, q, s), L), and let us consider the normalized random process
Introduce an another (bounded) distance on the set T :
Introduce also again following G.Pisier [60] , [61] the variables
Define the following new ψ − function β r = β r (m) :
it is meaning δ ∈ T, and suppose the finiteness of these function for at last one value m > max(p, q, s) :
We observe analogously to the proof of theorem 4.1 with correspondent tail estimation.
Example 4.3. Let ξ(t) = w(t), 0 ≤ t ≤ 1 be the ordinary Brownian motion (Wiener's process). It is well known that one can take .15) and L r = ∞. We get from the proposition (4.14) of theorem 4.1a that if α < (2s) −1 , then almost everywhere
o,p α,s and moreover
Central limit theorem in generalized Besov spaces. 1 . Let (B, || · ||B) be certain separable Banach space builded on the real valued functions defined on our set T and {ξ j } = {ξ j (t)}, t ∈ T, ξ 1 (t) = ξ(t), j = 1, 2, . . . be a sequence of centered in the weak sense: E(ξ i , b) = 0 ∀b ∈ B * or equally Eξ j (t) = 0, t ∈ T independent identical distributed (i.; i.d.) random variables (r.v.) (or equally random vectors, with at the same abbreviation r.v.) defined on some non-trivial probability space (Ω = {ω}, F, P) with values in the space B. Denote
If we suppose that the r.v. ξ has a weak second moment:
then the characteristical functional (more exactly, the sequence of characteristical functionals)
of S(n) converges as n → ∞ to the characteristical functional of (weak, in general case) Gaussian r.v. S = S(∞) with parameters (0, R) : We recall the classical definition of the CLT in the space B.
(We will investigate in the sequel the case when the space B is our Besov's space B = B o,p,q α,s .) Definition 5.1. We will say as ordinary that the mean zero r.p. ξ(t) or equally the sequence {ξ i }, ξ(t) = ξ 1 (t) satisfies the CLT in the space B, write: {ξ j } ∈ CLT = CLT (B) or simple: ξ ∈ CLT (B), if the limiting Gaussian r.v. S belongs to the space B with probability one: P(S ∈ B) = 1 and the sequence of distributions Law(S(n)) converges weakly as n → ∞, i.e. in the ProkhorovSkorokhod sense, to the distribution of the r.v. S = S(∞) :
The equality (5.1) implies that for any continuous functional F :
for all positive values x. In particular,
2. The problem of describing of necessary (sufficient) conditions for the infinite -dimensional CLT in Banach space B has a long history; see, for instance, the monographs [2] , [11] , [20] , [32] , [43] and articles [19] , [18] , [73] ; see also reference therein.
The applications of considered theorem in statistics and method Monte-Carlo see, e.g. in [16] , [48] , [52] , [53] .
3. The cornerstone of this problem is to establish the weak compactness of the distributions generated in the space B by the sequence {S(n)} :
where D is Borelian set in B; see [62] ; [7] , [8] .
4. We will apply the famous Rosenthal's constants and inequality, see the classical work of H.P.Rosenthal [67] ; see also [25] , [28] , [56] , [59] etc.
Let p = const ≥ 1, {ζ k } be a sequence of numerical centered, i.; i.d. r.v. with finite p th moment |ζ| p < ∞. The following constants, more precisely, functions on p, are called constants of Rosenthal-Dharmadhikari-Jogdeo-Johnson-SchechtmanZinn-Latala-Ibragimov-Pinelis-Sharachmedov-Talagrand-Utev...:
We will use the following ultimate up to an error value 0.5 · 10 −5 estimate for K R (p), see [56] and reference therein:
Note that for the symmetrical distributed r.v. ζ k the constant C R may be reduced up to a value 1.53572 and that both the boundaries are exact.
5. We retain here all the notations (and conditions) of the second section, for instance, the Pisier's notations [60] , [61] 
and add some news:β
it is meaning δ ∈ T, and suppose the finiteness of these function for at last one value m > m ′ def = max(2, p, q, s) :
6. Theorem 5.1. Suppose that for some value m ≥ max(2, p, q, s)
We deduce using Rosenthal's inequality
since here m ≥ 2. We can apply the proposition (2.7a) of theorem 2.1
The right -hand of the last estimate meaning that t ∈ T, z ∈ T, δ ∈ T. and moreover
[44]; see also [10] , [55] . 
We get using Tchebychev's inequality 12) for sufficiently greatest values Z = Z(ǫ), ǫ ∈ (0, 1). Denote by W = W (Z) the set
Since the operator U is compact, the set W = W (Z) is compact set in the space B o,p,q α,s . It follows from the inequality (5.12) that
Thus, the sequence {S n } satisfies the famous Prokhorov's criterion [62] for weak compactness of the family of distributions in the separable metric spaces. This completes the proof of theorem 5.1.
6
Central limit theorem in the classical Besov spaces.
where the random processes ξ i (t) are independent copies of the centered (mean zero) r.p. ξ(t) belonging to the space B o,p α,s with probability one. For instance, ξ(·) may satisfy the conditions of theorem 4.1. However, the conditions of offered further theorem 6.1 "absorb" ones in theorem 4.1.
Define as above It follows from the Rosenthal's inequality
Introduce also the following distance (more exactly, semi-distance) on the set [−1, 1] :
Evidently,
The finiteness of the distance ρ m (z 1 , z 2 ) for certain segment m ∈ [max(2, p, q, s), B), B = const ∈ (max(2, p, q, s), ∞] will be presumed.
Introduce again following G.Pisier [60] , [61] ; see also [43] , chapter 3, section 3.17 the variables
it is meaning δ ∈ T ; and suppose the finiteness of these function for at last one value m > max(2, p, q, s) : with correspondent tail estimation.
Proof. Let m ∈ (max(2, p, q, s), L). We use the propositions (2.7); (2.7a) of theorem 2.1 applied for the sequence random processes S n (t); note that all our estimations are uniformly in n. This dives us the estimate (6.9).
The remainder part of proof theorem 6.1 is completely analogous to one in the theorem 5.1. with correspondent exponential tail estimation
It is no hard to generalize this example on the case which was considered in (4.10)-(4.11), theorem 4.1a. Indeed, let λ m = λ m (δ), δ ∈ [0, 1] be some family of non-negative continuous functions such that
it is meaning δ ∈ T, and suppose the finiteness of these function for at last one value m > m 0 := max(2, p, q, s) :
We observe analogously to the proof of theorems 4.1a and 6.1 Gβ r ≤ 1, (6.14)
7
Non-asymptotical estimates.
We intend to obtain in this section the non-asymptotical estimates for the probability A. The possible generalizations may be undertaken in two directions: multidimensional "time" t and multivariate increment h, see detail definitions and investigations of these Besov's spaces in [5] , [31] , [37] , [68] .
By our opinion, these generalizations are not hard for the point of view of offered here problems.
B. The considered above Central Limit Theorem in Besov's spaces may be grounded also for (strong) stationary sequences {ξ i }, superstrong mixingales, martingales etc., see [39] [40] , [41] , [42] , [46] , [57] .
In these articles was obtained in particular the analogs of Rosenthal's inequalities for stationary sequences, superstrong mixingales and martingales.
For example, the "Rosenthal's-Osekowski's" constant K R;Os (p) for the centered martingales, more exactly, for the mean zero identical distributed martingale differences {ζ k }, k = 1, 2, . . . (relative arbitrary filtration), i.e. see [42] , [57] . For the centered strictly stationary sequence of the r.v. {ζ k }, k = 1, 2, . . . satisfying the so-called superstrong mixing condition with coefficient β(k) the analogous constant may be named as a constant of Rosenthal-Nachapetyan K R;N (p) [39] and may be estimated as follows
See also [43] , chapter 2, section 2.9.
