= P(S, = s I V;).
(1) p,, can be computed recursively and { p n } is a regenerative process which converges in distribution. We also show that the capacity of the channel is and this limit exists a.s. The sup in (2) is taken over all distributions on the input alphabet.
Theorem 1 With the above mentioned assumptions on CSIT
and perfect CSIR, the channel cnpacity of the finite state Markov channel is
where fi is the limiting distribution of p , and (21 converges a.s. to (31.
AWGN CHANNEL WITH FADING
In this section we consider a Markov fading channel with additive white Gaussian noise (AWGN) with mean zero and variance one. The X, satisfies long term average power constraint E[X:] 5 P. Here we assume that the receiver has the perfect knowledge of instantaneous SNR, i.e. V, = SnE(lX,lz I V;] and the CSIT may be imperfect i.e. U, = g ( x -d + l , Z , ) where g is a deterministic function and {Z,} is an iid noise sequence. As in the previous section here we show that the OPA (Optimal Power Allocation Policy) can be made a function of the conditional distribution pn, defined in (1). We show that (4) converges a.s. i~s n + CO, for any power allocation policy 7(,). and y(.) 2 0, for all p for which p ( p ) > 0. Solving (6) for the minimum X such that the average power constraint J,-y(p)dp(p) 5 P is satisfied gives the optimal power allom tion policy.
Consider an AWGN channel with the fade values so = IV. EXAMPLES 
