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Introducción
El tema central de esta tesis son los solitones. Estos objetos dinámicos
fueron introducidos por Hruskal y Zahusky a mediados de los años 60 en
conexido con on modelo de la dinámica de fluidos, la ecuación de Korteweg
de Vries, propuesto a finales del siglo XIX. Durante las dos tiltinias décadas
la historia de los solitones ha estado estrechamente ligada al desarrollo de
la rica y profunda teoría matemática de los sistemas integrables en 1+1 di-
meosion~. En todos ellos romo propiedad característica, aparecen solitones
con los rasgos distintivos de ser ondas exponencialrnente localizadas que se
propagan sin deformación asintóticamente y que emergen de la interacción
Sto cambiar ni su forma ni su velocidad.
La motivación principal de este trabajo ese1 descubrimiento de solitones
en 2+1 di,nensiorses. realizado por Boi±ien 1989. Además, essos solitones
han aparecido en un importante modelo no lineal de la dinámica de los
Ruidos que es la ecuación de Oavey-Stewartson
iqí + q,~ + q» -+ (65 + U,)q O.
u, = ~ftdv¡q~.tus, («1)
U
2 = fi ¿rqq>; + ,t
y manifiestan una serie de importantes propiedades dinámicas diferentes
de las conocidas para los solilones en 1+1 dimensiones, corno ei cambio
de forma en su interacción. A partir de este hallazgo nuestros objetivos
iniciales han sido los siguientes
Estudiar las propiedades de los solitones de la ecuación de OS.
- investigar la posible existencia de solitones en otros modelos en 2-1-1 ¿
más dimensiones.
Introducción
Para acometer nuestra tarea liemos utilizado la técnica bas,daen eliot-
malismó fermiónico del. escuela de Kyoto (FFK) introducidopor Date et al
¡11,15,323. A rsuestrojuicio este formalismo es la mejor herramienta surgida
de la teoria de sistemas integrables en 1+1 dimensiones para analizar pro-
blemas en más dimensiones. Entre otras razones esto es debido a lo si-
guiente
- El método del scattering inverso en una dimensión no ha sido aún ge-
neralizado a dimensiones superiores.
- Métodos basados en problemas de Riemsnn-Bflbe,t de tipo no loca), que
han sido aplicados a modelos en 2-t-l dimensiones, conducen al manejo
de demasiadas variables dependientes en complicadas relaciones de
recurrencia para determinar las ecuaciones del modelo. Además, la
obtención de soluciones explícitas es mucho más dificil que en los casos
en 1.4-1 dimensiones.
Las generalizaciones surgidas de las técnicas de transformaciones de
Backlnnd superan nuestra capacidad de sufrimiento.
La gran ventaja del FFK es la economía en el conjunto de variables
depeodientes que utiliza. Tales variables son las famosas funciones r in-
troducidas por Ijirota ¡26.27) en la teoria de sistemas integrables. Este
hecho explica también a sencillez con que se obtienen soluciones explícitas
en este formalismo; es bien conocido el prestigio ganado por Hirota como
pescador” de solitones a través de sus “curiosas” funciones.
EL EfK gira sobre las siguientes ideas clave
- Una jerarquía de sistemas integrables es una estructura ligada a ciertas
órbitas de un grupo de Lic de dimensión infinita actuando en un cierto
espacio funcional.
- Los puntos de las órbitas son las funciones r.
• Los sistemas integrables son ecuaciones en las funciones r que caracte-
rizan la órbita dentro del espacio funcional ambiente
El paso de las ideas a los objetos explicitos se produce de la forma
siguiente
- Mediante expresiones cuadráticas en campos feriniónicos sobre circun-
ferencias se construyen álgebras de Lic de un cierto tipo que generan
los grupos del formalismo.
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- La realización de los campos fermiónicos como operadores de vértice
proporciona una representación de los grupos como operadores en un
espacio funcional cuyos elementos son funciones dependientes de un
número infinito de variables.
- Les grupos del formalismo poseen la propiedad de dejar invariante una
determinada expresión cuadrática en los campos fermiónicos. A&,
a través dc la representación por operadores de vértice, se deducen
ecuaciones invariantes bajo tales grupos. Estas ecuaciones son ecua-
ciones bilineales del tipo de Hirota f32¡ y constituyen las jerarquías
de sistemas integrables.
Las propiedades de nilpotencia de las variables fermiónicas permiten
determinar de manera sencilla diversos tipos de soluciones iso triviales
de los sistemas integrables.
Para comprender eí contenido de est,a tesis es quizás conveniente con-
tar su desarrollo. El punto de partida de nuestro análisis fué el estudio de
los solitones de la ecuación de OS mediante el FPK realizado por Jaíslent-
Manna-Martinez Alonso [29). En este trabajo se consideró la ecuación de
OS como un miembro de la jerarquía de HP en dos componentes y se de-
mostró que las soluciones multisolitónicas podían estudiarse de manera sen-
cilla con las técnicas propias del FFK. En una primera etapa ríos dedicamos
a investigar con detalle las propiedades de tales soluciones. El resultado más
sugestivo que obtuvimos fué la caraterización de soluciones multisolitónicas
en que se crean ose aniquilan solitones Posteriormente, nos tenté la Sm-
bición y buscarnos modelos con solitones en más de 241 dimensiones. Como
resultado de esta tentativa encontramos un modelo integTable en 3-t- 1 iii.
mensiones y un método para generar modelos en dimensiones arbitrarias
Sin embargo, tales modelos son sistemas sobredeterminados cuya relevancia
nos es desconocida. Buscando mejor suerte rebajamos nuestras pretensiones
junto con la dimensión de los modelos considerados e investigamos la jer-
.srqufa BR? ¡44] en 2 componentes. Allí, cucontrarnos sin sistema isitegrable
en 2+1 dimensiones
= Qrn + q
555 + 6(qu,h + G(qun~, (0”)
U55 = J~, u2. = q5.
que generaliza a la ecuación de KdX y que posee solitorres de tipo pulsante.
Desde el comienzo de nuestro estudio dcl FER estuvimos trabajando
con la jerarquía de HP en dos componentes. Uno de los miembros mas
simples de tal jerarquía es el llamado sistema Bousínesq
uí4nu,+w. =0. (0.3)
ID1 4 ~ 4- (use). = 0,
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que es un modelo relevante en hidrodinámica. La aplicación del FFK arroja
de manera inmediata un prototipo de solitón para (0.3). lIna de nuestras
obsesiones durante loe último. años ha sido el hecho de que este solitón
era completamente diferente del obtenido por Kaup !3~,3~1 hace ya algún
tiempo. Es bien conocido que los solitones de Kaup se comportan como to-
do. sus compañeros en 1+1 dimensiones. Sin embargo, hemos encontrado
que nuestros solitones de (03) no se comportan así sino que realizan pro-
casos de creación y aniquilación. A la luz de estos resultados, una de las
conclusiones de esta tesis es la necesidad de revisar el concepto clásico de
solitón para admitir estas nuevas propiedades dinam,cas.
El orden en que hemos organizado la presentación de nuestro trabajo
no se corresponde con el orden temporal en que ha sido realizado. Hemos
preferido ceñirnos a un criterio de progresión desde lo más sencillo a lo más
complejo. Así, el contenido de los 6 capítulos de que consta es el siguiente:
El primer capítulo es una exposición de los sistemas integrables que
aparecen en la dinámica de fluidos. A partir de las ecuaciones físicas básicas
se indica como el método de escalas múltiples proporciona una serie de
ecuaciones no lineales que resultan ser integrables, como por ejemplo las
ecuaciones de KdV, HP, Boussinesq, Schrúdinger no lineal y PS.
En el capítulo 2 se introducen la mayor parte de las herramientas
matemáticas del FFK que utilizamos, y se construyen las jerarquías de HP
con N componentes. Como ejemplos ilustrativos se estudian con detalle los
solitones de las ecuaciones de KdV y HP.
El capítulo 3 inicia el estudio de la jerarquía de HP en dos componentes
con la consideración de uno de sus miembros más distinguidos, el sistema
Boussinesq. Este capítulo contiene uno de los resultados de la tesis: la
caracterización de solitones de (0.3) que manifiestan procesos de creación
y aniquilación. También mediante el PFK pueden encontrarse los solitones
de Kaup, y se comprueba que no cambian su forma como resultado de la
interaccion.
La ecuación de PS es el tema sobre el que trata el capítulo 4. En él
se incluye una descripción detallada de la dinámica de los solitones de OS.
así como de otros tipos de soluciones que describen estructuras localizadas
coherentes. Los resultados más interesantes son
- Obtención de una solución niultisolit¿nica más general que las conside-
radas en [21,22,47].
- Caracterización de las trayectorias asintóticas de los solitunea.
- Determinación de soluciones en que se producen procesos de fusión y
fisión de solitones.
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El capítuloS contiene una aplicación del EFK para determinar modelos
integrables en N+l dimensiones en lajerarqula de HP con N componentes.
Se obtiene un modelo en 3-1-1 dimensiones que admite solitones con un
sugestivo aspecto de tipo tornado, pero que resulta ser sobredetermiííado.
En el capitulo 6 se describe una aplicación del FPK basada en las jer-
arquias de HHP. Se determina un modelo integrable dado por (0.2). que
admite solitones pulsantes de tipo “breather” y que poseen propiedades
dinámicas similares a los solitones de OS.
Para finalizar esca introducción queremos incluir algunas isopresiones e
vicertidumbres sobre tienes cuestiones relacionadas con nuestro tiabajo.
- Por qué aparecen un numero considerable de modelos integrables al
aplicar el método de escalas múltiples a. las ecuaciones de la dinámica
de fluidos? Podda existir una relación entre eí método de las es-
calas múltiples y el FF11. Un posible sintoma positivo sería la de-
iriostración de que miembros de órdenes superiores de las jerarquías
de NP tarobien son retevantes cola dinámica de fluidos.
- ¿ Hay otros modelos integrables en 1-iI dimensiones como (0.3) que ad-
mítan creación y aniquilación de solitones? Es necesario explorar las
reducciones de las jerarquías de NP y BNP con más de una compo-
nente.
- Creemos que existen numerosos sistemas integrables con solitones en 2-4-1
dimensiones. tIna forma de encontrarlos podría ser a través de reduc-
ciones de las jerarquías de HP y EN? con más de dos componente
- [lay sistemas integrables no sobredeterminados en N+1 dimensiones
(Y =3)? En el caso de no encontrarlos quizás fuera interesante
investigar los sobredeterminados.

Capítulo 1
Modelos integrables en la
dinámica de los fluidos
En este capítulo queremos ilustrar como los sistemas integrables que abor-
daremos posteriormente, aparecen a! intentar describir la dinámica de los
fluidos en ciertas condiciones y bajo aproximaciones que precisaremos en
cada caso. En primer lugar vamos a considerar el caso de un fluido in-
compresible situado en un campo gravitatorio constante y tal que tanto la
tensión superficial como la viscosidad sean despreciables [54 Entonces las
ecuaciones que describen eí rrsovimiento del fluido [511son:
-Ecuación de conservación de la masa:
-Ecuación de variación del momento lineal:
1—
+ (17 7)iZ= ——Vp— oi~. lib)31 p
donde ti es el vector velocidad en cada punto del fluido, pía densidad, que
hemos supuesto constante, pci campo de presión del fluido, y la aceleración
de la gravedad en [a superficie terrestre y es un vector unitario en la
‘lireción del eje
Definiendo el vector vorticidad comoZ = ‘7317, la ecuación (lib) puede
rescribirse de la forma:
317 -1 1-.
V(—17iT)+2317= ——Vp--q4, (12)
¿U 2 o
ci
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tomando ahora el rotacional y teniendo en cuenta (1-la) obtenemos:
+ (; = (~
at
de donde vemos que si iniciabriesite = 0, entonces la vorricidad per-
manece nula; como en los problemas de propagación de ondas en eí agua
que abordaremos a continuación supondremos que = O en el momento
inicial, el argumento es aplicable. Podemos por tanto definir un potencial
de velocidades p tal que:
1= ~, (iJa)
e introduciendo (l.3a> en (12), donde ya hemos tomado Z = O, obte-
nertiOs:
1-.
— —lt½12 92 (1-ab)p 2
donde la constante po podemos elegirla arbitrariamente ya que (13a) define
el potencial ysalso una función temporal. Las ecuaciones <¡.3) determinan
la velocidad y la presión del fluido en cada punto en función del potencial
de velocidades, luego necesitamos determinar p para conocer la dinámica
del fluido.
.4 partir de (1.1.) y (l3s) vemos que el potencial de velocidades satis-
face la ecuación de Laplace
(1.4)
Queremos ahoraencontrar las condiciones de contorno; para ello suponemos
que el fluido considerado se haya en un canal, estando limitado por una
superficie rígida en el rondo: r = —ha(z, y) y una superficie libre r =
o(zv,t) de interfase entre el fluido y ci aire (hemos considerado el origen
del eje z en la superficie libre del fluido en reposo). En la superficie libre
es necesario imponer dos condiciones: por una parte la componente de la
velocidad del fluido normal ala superficie debe coincidir con la componente
de la velocidad del. superficie normal a si misma, ya que el fluido no puede
cruzar la interfase. Esta condición es una condición cinemática y puede
expresarse como:
‘li+l’rhlt+’PsTty = ~, z =,y(r,y,t). (iSa)
Además, la presión debe coincidir en ambos lados de la interfase, condición
dinámica. Suponiendo la presión del aire constante y eligiendo la constante
ps de (1.3b) igual a la presión del aire encontramos:
1
:=rftr,wt). (lSb)
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Sobre la superficie del fondo, la uinica condición que debemos imponer es
que la velocidad normal del fluido debe ser nula, ya que hemos supuesto eí
fondo rígido; es decir:
pi + pXho
2 + p,h0, = 0, r = —/so(r,v).
En particular si consideramos canales de fondo horizontal z = —fi5, la
condición en el fondo se reduce a:
El problema está ya completamente formulado por (1.4) (15) y (1.6) como
Ap=0 —ho<z<o(r,y,t)
‘1* + PrOr + Py~7y = Pu }
p~O z—hc.
Una primera aproxiniación a la solución puede hacerse suponiendo que
p y s¡ son muy pequeñas y entonces las ecuaciones pueden linealizarse. De
las condiciones (1.5) encontramos ahora
~ + QPZ = 0~ Z = 0 (1.7)
y? = —IP, Ii~o.
Si queremos encontrar una solución al problema linealizado que represente
una onda plasia que se propaga horizontalmente deberemos tomar para el
potencial de velocidades una función de la forma
p(r,y,z,t.) _
que al introducirlo en (1.4) y (1.6) obtenemos para Z(z):
Z(z) = Z(O)coshé(;+ he
)
coshkh0
donde k
2 (~? -4-4); y teniendo en cuenta (1.7) llegamos a la relación de
dispersión
Y = gkthkh
0.
\olvamos al problema no linealizado y bagamos las siguientes aproxi-
mariones:
fl LI movimiento tiene lugar en dos dimensiones; es decir k, = 0.
u) La longitud de escalas ene1 eje res mucho mayor que la profundidad
del finido, condición que suele expresarse diciendo que el fluido es poco
profundo. Podemos exprs-sar esta aproximación como:
(kho)=«1
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iii) Las amplitudes son pequeñas respecto a la profundidad del canal:
‘limar
A
5
iv) Estas dos últimas cantidades son aproximadamente del mismo orden:
(kb5)
2 = 0(e).
Para considerar estas aproximaciones hacemos un cambio de variables
consistente en pasar a las variables adimensionales que encontramos al di-
vidir cada variable del problema entre la variable característica asociada.
Esto es:
2 2 eg • 9z=’fl—; r—— r _____ño — Ji
0’ = ‘~ = ch0 ~
Si ~ es analítica en = —1(z = —he), entonces tiene un desarrollo de
Tsylor convergente
= 2V + l)~p,(z ,t•).
“=0
Introduciendo este desarrollo en (14) y teniendo en cuenta (16) encon-
tramos
= f (—1)” (z + l)’”r” - (1.8)
y llevando ahora (1.8) a las condiciones (1.5) sobre la superficie libre, des-
preciando los términos de orden e
2 y definiendo os = ncontrarnos:
u. + {(1 + crf)w}
5. ~ ~<~»r•zr~ = 0,
4 ‘4. -i-ccc-w~. = o. (19)
Teniendo en cuenta que la componente de la velocidad en la direción del
eje r hasta orden e viene dada por:
= ap~ = ~ !<,,. + O(A)2
y escribiendo las ecuaciones (1.9) en términos de la velocidad y la altura de
1. superficie libre obtenemos el sistema Boussinesq:
,=. + ((1 +or)u)1. + ~(n,.z.r. = O
u,- + ,7. -1- noii,- = 0.
(1.10)
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La ecuación de louteweg-de Vries (KdV) puede obtenesse a partir de
este sistema considerando el movimiento de las ondas solamente hacia la
derecha(izquierda). Supongamos que las funciones ,( y st admiten un de-
sarrollo perturbativo en el parámetro e
00 00
= e~y?
0, un~O taO
a orden O ene las ecuaciones (1.10) quedan de la forma
‘Jet. -4-us±-~i0, noí.+T)~. =0,
y por sanco podemos escribir sus soluciones como:
= f(r — P) +g(s + t)
u0 = f(r — ~) — g(:• + e). (111)
Para evitar los términos seculares en las ecuaciones de primer orden uti-
lizamos el método de las escalas milítiples introduciendo una nueva variable
temporal más lenta r = 1 dc modo que
a a a
br br
Entonces, en orden e las ecuaciones son:
~ít- +uí± -lIjar +(‘loiie)r +sliorzz’ 1 (1.12)0it~ + ‘¡w = —fu
0. + oste5.)
pasando ahora a las variables características r = Y — It ¡ = Y + 0’ e
introduciendo (1.11) en (1.12) la condición para que no existan términos
seculares viene dada por:
2fr+3ffri~átr~=0
—2g. -4- ígg, -~- ~geuí= 0 (1 Aa)
que son las ecuaciones KdV para el movimiento de las ondas a derecha y a
izquierda.
Si en lugar de suponer que el movimiento es estrictamente en dos di-
mensionea (k2 0) suponemos que las ondas son casi-unidimensionales
(k)
2 Cíe)
es necesario introducir la variable y La, repitiendo entonces el proceso
es
arriba descrito llegamos a la ecuación dc Kadorntsev-Petvisshvdi HP
Ú.fr±3I.fr±Is,kr+fyy~03 114)
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Una ‘ea que hemos visto como aparecen cí sistema Boussinesq y las
ecuaciones HdV y HP para describir la dinámica de los fluidos en los que
la tensión superficial es despreciable vamos a indicar como podrian obte-
nerse las ecuaciones de Sebródinger no lineal y Oavey-Stewartson para des-
críhir la propagación de una perturbación en la superficie de un fluido
en el que la teasión superficial es importante utilizando el método de tas
escalas múltiples [13,[~1,[10], [17], [53]. Al introducir la tensión superficial
las ecuaciones (14), (Iba) y (16) no cambian, pero la condición dinámica
(1.5b) en la superficie libre se transforma ahora [50]en:
12 2 ____________________
p, + —<p + p + p~) + QVJ = T n~~(1 + T)~) +i7,,(l + ujfl — ly?xyYht?v
2 p
parar = ~l(’, pi). En este caso supondremos que las ondas que se generan
como resultado de la perturbación son de amplitud pequeña, además debido
a so naturaleza dispersiva lo que encontramos son paquetes de ondas casi-
unidimensionales y casi-monocromáticas. Hacemos entonces las siguientes
aproximaciones [13:
i) Las amplitudes son pequeñas, es decir /ra < 1 siendo a una
amplitud caracteristica.
ji) Las ondas son casi-monocromáticas ~ it 1 siendo g = (k, 1) el
número de ondas, (ti
2 = + 12) y ¿sc una variación caracteristica en sc.
iii) Las ondas son cssi-usidirnensionaks l~ it 1.
iv) Los tres efectos anteriores son aproximadamente del mismo orden
¿re —0(e), i!i=o().
sc si
En est.e csso la solución al problema linealirado viene dada por:{ coshk(z + bs),j s ~ ke~~3 + 01
cosbkh
0 J
donde denota complejo conjugado y O = kx — wI siendo la relación de
dispersión:
~J ~.(scg+si
3T)thscho.
Para ir a un orden superior utilizamos el método de las escalas múltiples;
entroduciendo las variables:
= ex, pi = e~s, ~,= el, ~2 =
tenemos en términos de las nuevas variables:
coslsk(z + he) -
p s{4s(r~,y,,t,,t~) + coshlche fÁ(zs.ys,Is.ií)e’ +
A(riys,ts, tu)e”1} +0(e2)
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siendo
y? = e{fls
5e + fi~e} + 0(e))
1W -
7i5~ g+sc2T~
donde imponemos como condición de contorno que ~ se anule cuando (4+
no. Tomando eí límite ts — cre en la condición que es necesario
imponer para que no existan términos seculares en orden e
2 encontramos
las ecuaciones
¿4, + ~ + pA,,., = yfA¡2A + xíAS,
~4s~c + 4~,,q =
(LISa)
(1mb)
donde hemos pasado a variables adisnensionales realizando el cambio de
variables
= e.<(r — c
51), 2 = cicle, O, =
r =
A = .é(gec)IA, ~ =
y hemos introducido:
cr=thkh0, T~
2r
— a
.2 =g¿cer(1+T), 2
‘“‘o
= —a
+ 8o-’
O 2.—
itT
u = 1+j~J(1—c2)(1+T)
st
3= zn{fl’~ c’)+í4~~}.
Si consideramos el caso de un fluido profundo (suponemos que se satis-
face el limite ch — cre) la ecuación (l.lSb) se reduce a ‘74’ = O mientras
quede (liSa) obtenemos:
IX, ~- .½
5Á«4- PIDA.,,, = (1.16)
donde
A_ _ ____
= 8~T+27
’
(i-.tT)ri±T)’
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en el caso de que el efecto de la tensión superficial sea superior al del
campo pavitatorio 2’ >- 1 tenemo, que A,,0 = O y (1.10) es la ecuación
de Schm&dinger no lineal en (~+1) dimensiones. La situación cambia si
consideransos el caso de un fluido poco profundo <scA — O). Realizando
este Límite en las ecuaciones (1.15) y reescalando encontramos:
i.4~ cA2., + A,, clAIt4 + A4’~., (1.111)
o~,, + 4’,, = —2(IA[’%, (l.l7c)
donde o = sgn<j — fl, considerando de nuevo que la tensión superficial es
más importante que el campo gravitatorio, e = —1. Introduciendo ahora
el cambio de variables
1, 1
-vi
y definiendo los potenciales
1 1Us —------4’~+-IV U —‘4’ +114(2
-~ 2
las ecuaciones (1.17) se ceducen a:
lA0 + A2, + A» + (Us + UOA = O
U, = jf
1.,,jAl~dy’+ní(r,e) (118)
2 = ~ft00 Al~dx’ + 202(15,1)
donde la ecuación (1.18) es conocida coito ecuación de Davev-Stewacsson
<rs>.
Para finalizar este capitulo vamos a recordar los modelos encontra-
dos. En primer lugar, para fluidos poco profundos en los que el efecto de
la tensión superficial es despreciable encontramos que su dinámica puede
venir descrita por el sistema Boussinesq o las ecuaciones de Korteweg-de
Vries ¡<dV o Kadomtsev-Petviashvili KP. Sin embargo si para el fluido con-
siderado el efecto de la tensión superficial es más importante que el del
campo graviratorio, entonces su dinámica queda descrita por la ecuación
de Schródinger no lineal en (2+1) dimensiones si se trata de un finido pro-
fundo, mientras que es la ecuación de Oavey-Stewartson OS la que rige su
comportamiento si el fluido es poco profundo.
La forma que hemos obtenido para la ecuación LS en (118) caía misma
que utilizaremos posteriormente en el formalismo fermiónico, sin embargo
no ocurre lo mismo para el sistema Boussinesq o las ecuaciones l4dV y
Capitulo 1 Modelos integrables en 1. dinámica de los fluidos 17
KB. Para escribir el sistema Boussinesq en la forma que nos aparecerá
posteriormente, tomamos en (1.10) e 1 y realizamos el cambio de variables
ual-fqt Y —± C
~vv VS
entonces eí sistema (1.10) se transforma en:
ut + un, + ID
2 = 0,
tus + un-,, + (sito), = 0.
que es la expresión del sistema Boussinesq con la que trabajaremos en el
capítulo 3. Analogamente haciendo el cambio de variables
f
2u, r ~• y 2
— r = —1
</V VS’
las ecuaciones (1.13) y (1.14) se convierten respectivament.e en:
uí -4- flnu±+ u,
0. = 0.
<ti, -4- 6un~ -4- ~ + o,, = 0,
expresiones que usaremos para las ecuaciones KdV y HP en eí capítulo 2.

Capítulo 2
Campos fermiónicos
sobre circunferencias y
operadores de vértice
Li La identidad bilineal
En este capítulo vamos a introducir el formalismo que utilizamos para
encontrar jerarquías de sistemas integrables y analizar sus reducciones
partir de las propiedades de ciertas álgebras de Lic [II], [161. [19), [32]
así como para construir soluciones a dichos sistemas. Para ello parti-
mos de unos operadores que denominaremos fermiones libres •j>
(e c 7:1 1 Y) que supondremos definidos sobre un espacio E
tisfaciendo las relaciones canonicas de anticonmutación:
(4~) tt>) = <‘4< <QI = O; {g4$, ‘4& = ¿~
Consideramos ahora los produclos cuadráticos de la forma <t4&; de las
relaciones canónicas de anticonmuración para los fermiones libres podemos
encontrar
de donde deducimos que los productos r$¼&$t’generan un álgebra de
Líe. Este algebra puede extenderse introduciendo las constantes, al álgebra
resultante la llamaremos gl(N•x.). La exponenciación del álgebra
9I(V~)
ijos condiós a uit grupo de Lic que denotaremos por C?(N.x.). Eleníentos
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típicos de este grupo son por ejemplo expresiones como
N
gexpA, AnS 2 o~¿,,’4í~¿»+c.l.
•jinmel
A partir de las relaciones de anticonmutaelón tenemos que:
N
b4,~2í)=22’4íoZ,,; ¡A,’4~fl=—2 2 ú2mÚ~». (21)
“o‘ nc
1 jti ,neZ
Definimos ator. las representaciones adjuntas ad A y ád A del álgebra
gl(N~> mediante
Y
[AVÁ’~]—2 2(adA)~m444>
jel ,,eZ
Y
[A, ‘4$fl = ~ ~ (Ad A)~m ~‘W
#i mcl
de (2.1) se deduce que:
ad A —(Id -uf —
siendo (o»L = ox,,,, Entonces, es LadI ver que:
Y
exp(ad A)wg1 — exp(aT)4> = 22 ~$P~¿rn
i=s ,i.el
Y
~< ~$$g — exp(—ád A)(~» — exp(o)4t = 22 .x¿,A4Q
.~I mcl
donde los coeficientes Xj,, están definidos por ~‘> — fexp(ofl4. Encon-
cramos entonces, la importante propiedad:
Y Y
—22 Qg>~¿,,,; t.4,’~g = 2 2 tmVra (22)
7 ~i me?
Definimos ahora eí operador C como:
Y
C 2 2 ~ ®
ii ,itl
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este operador actus sobre ~e$ y queremos encontrar los sectores u-y u-’
en E que satisfagan
Cr®r’=0. (2.3)
La ecuacién (2.3) es conocida cotoso identidad bilineal, siendo su principal
propiedad la invariancia del conjunto de sus soluciones bajo la acción del
grupo Cl(N~,) [33], [32], [49]. Para probar esta propiedad basta con ver que
se g ¿ GI(Nco) el operador C conmuta con g ®g lo que puede deniostrarse
facilmente utilizando (2.2)
N Y
cg & g 22 t$§g ®&$tg 2 E ;4§~ ®
‘os ,eZ Ja5 smc!
Y
—22 gV» ú2g44~» =gcógC.
s’oi me!
De este mudo si r, u-’ son soluciones de (2.3) entonces
Cpu- ®pr’ = g ® gCu- o u-’ = 0,
luego gr y pu-’ son también soluciones. Esta propiedad nos permitirá, a
partir de soluciones conocidas de (2.3) encontrar nuevas soluciones.
Queremos ahora escribir la identidad bili,seal en forma integral, para
alío deñn:mos los campos fermnónscce
— E .
5Áfl/rn V’ (14 E 4=U”, k E y
sS!
donde -y es la circunferencia [k( = R ere el plano compiejo, orientada posi-
ivarrí, uit e. Entonces (2 A) puede escri lirse como
v””(k) O v*ttú} u- O u-’ = 0 (2.4)
2.2 La realización mediante operadores de
vértice de campos fermiónicos con un
componen te
Como dijimos al principio de este capitulo, queremos obtener jerir’ltiiSS
de ecuaciones sllferenriales; para ello ‘amos a buscar una realización de
LOS campos f,-rm,dr~icos SOL teroLilios de operadores que dependan de ciarína
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variables compleja. y las deriv.das respecto de dichas variables 121, [131.
Empezamo. por considerar el casO más sencillo N = 1
Sea Yel espacio lineal de funciones r(I, r) que dependen de un parámetro
discreto ¡ E Z y de una coleción infinita de variables complejas z =
(r~ r,, - . -> E C, y que son anaiiticas para: cercano al origen. Seat
un parámetro complejo; introducimos los operadores de vértice «t), 4r(k)
que actuas sobre Fde la siguiente manera
ib(k)rCl O — kIle¿tt~lr(l ~i,r —
~r(t)T(I,r) = k~e¿(knlr(l + 1,x + «fl) (2.5)
donde
.0 1 11 1
«k,r) = 2 t’or.,, e(r) = Y r- ‘~< ~
Como hemos exigido que las funciones de Testen definidas cerca del
origen, e(j) debe ser un vector pequeño” para podee estar seguros de
que las funciones están definidas en r ±E(1). Esto quiere decir que debe
existir fij : ¡t~ > Rs. Pero para que la serie de potencias en t, ~(tr),
sea convergente debe cumplirse t¡ re fi2 para algún fi,. De este modo la
existencia de op(t) y t”(t) como operadores en Pos esperadapara valores
deten alguna coronaR1 <(ti re fi,.
Denotamos ahora los operadores de vértice mediante ~i,(k), e = ±1
ucado ~‘,(t) t’(k) y Ú’ ~(~)= V(k). Queremos ver en que casos tiene
sentido en Tel producto ~‘,,(ti)~’,,(t,) . - - ~,,(t4. De (2.5) vemos que al
realizar estos productos aparecen factores de la forma
exp F~eeei«kiE(h))1 = exp [—ECES ~, V~>”}
la serie converge si tel =k~ ¡con te !=1,, entonces
exP[—eieir—(r)”] =
en el caso e, e5, si te = b~ el factor se anula, luego eí producto y’,, (
ts).
- . y’,(t,,) tiene sentido en Fsi:
1141=11-21=.lt,I, con/re ~ k5 si e• ~
Introducimos ahora los operadores y>., .y~ mediante los desarrollos
,,cZ ,tl
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o equivalentemente
dk •f dk
—U” 0(k) 0—0
= J 2~1k 7, 2rik
siendo y- la circunferencia k¡ = fi, orientada positivamente respecto al
origen con fi., re R re fi,. Queremos demostrar que y>,,, y> son realizaciones
de los fermiones libres definidos anteriormente; con este fin denotaremos por
= (~-‘- - A— ) y definiremos T como el operador de translación que
actua subre E: ToQ) = o(l + lA, entonces los operadores de vértice pueden
escribirse como
t>(k) =~‘ (Ir) si kíet(í.r)e~< Ir)tT. (2.6)
Calculamos los productos
— (kq)’~ 1 ~(t z)4-E(s.r)(I — t)e (‘( +)+4 t)ít 7’— 2
v(k)0 (q) = (k)ieUk.2)~E(0x) ~i~eí~<tc½ílt
‘O l’t+ft’tt)W k ~
.,< (14< (q) = (~ )i e-~15(140 (q) (kq)> 1 ~—0k r}—E(e.z}( k q)eí’(+>+‘( I~
(2.7)
donde hemos tomado k-¡ > lí)- Para considerar los anticonmutadores de
los operadores 0.,t4, será util introducir de nuevo:
10, sic =1 )t dk-
>; si e ~—1 JJ.,2rik
y de este modo para el anticonmutador (t{. } encontramos
{t4.c4} {f’~ ~$~i~Ú’”0í(k)k ~4L~ ‘ m~ (~)} =
f ~A~U«”f ÁLq~(mt,(k¾»
0(14+
f ;áLfir~t%(q)f 4~~k ‘“04k)
47 1~.,q.-(m 5, 4%k”’o,(q)v tU
5,, ~ [5,4~0q’’”Úc(k)v¿yq) + fu
donde es la circunferencia [14= re con fi1 re r2 o r5 re r3 re fi2. Pero de
(2.7) vemos que y>,’(q)t,(k) —t,(k)y>,(q) luego:
¡ 9u-~/rk J ~
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y particularizando los valores dcc, ¿‘y teniendo en cuenta de nuevo (2.7)
es inmediato que:
(4,tec} = <4CS) = 0; ~ =
luego hemos probado que los operadores de vértice (2,6) son una realización
de los campos fermiónicos «14 y ?(k). Podemos entonces definir para los
operadores de vértice t,(k), ,,b,4q) el anticonMutador siempre que (Ii = q¡
y de lo visto hast, ahora encontramos:
{,lí(k),4t(q)} = {~(k),4?(q)} = 0, {y>(k),y>(q)) = 6,(k —q), ¡qE y
(2.8)
sicado y una circunferencia orientada positivamente alrededor del origen;
aaálogamente podemos escribir:
(1 —é,,~)&~(k—q), k,q e -y- (29)
donde la distribución £,(k — q) está definida por:
fi ~ — q)~gk) = 1½)
2.3 La realización en términos de operadores
de vértice de campos fermiónicos con 70
componentes
Vamos ahora a considerar la generalización de lo visto en la sección anterior
para un Y arbitrario, para ello definimos Y como el espacio lineal de Lun-
csones r(l,r) donde 1 = (ts - - - ¡Y), ¡e el; z = (:<‘> Z(v)) te) E
y asumimos que son analíticas alrededor de r = 0. Podemos entonces cons-
truir una colección finita de operadores Bt’\k) BI’»(k) í — lA’ en
una serie de circunferencias y41 = 1 Y) definidos como los operadores
4(k), ,4?(&) en (2.6) y actuando sobre las variables Ie,r<’>. Estos operadores
satisfacen las relaciones algebraicas
B~1(k), B~4>(q)] = 0, si i ~
{B~í(k), B~1(q)) = (1— t,,)¿,(k — q). (2.10)
Queremos construir un conjunto de operadores de vértice de la forma
44’1(k) — (2.11)
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que satisfagan las relaciones de anticonmutación
{4~’>(k), 4~Q(q)} = í” (1 4.’».,, (Ir — q) (2.12)
Puede verse que una solución a (211)(2.12) viene dada por los operadores
oYhk) que verifican:
o ~‘>(k)i4~\q) = n~?1(q)o~~(k) (2. 13a)
= 1 (2.lSb)
B~’~(k)o~& (q) = s4~. (k q)o~41(q)R~>(k) (2.1 3c)
donde los coeficientes ‘j~(k, q) satisfacen
= t q~,(k,q) = —vj[~(q,k), i ~ 5 (2.134)
lo comprobamos en primer lugar para el anticonmutador con í = .5; te-
r:tendo en cuenta <2.13) encontramos:
<y>~’t(k), t”(V(q)) = a~hí(k)aí(q){B~’í(k), B1(q)}
1 — 6,, >5, (Ir — 14 =
(1— 8,, >á-
0(Ir — q)
y en el caso 1 ~ .5
{‘4><é). flq)) — [,j~[(Ir q) + ,¿,(q, ~ = O
Este resultado es tambiin válido si consideramos los 2V campos en la misma
circunferencia, tenemos entonces:
Rk}<k) —
(&) — k.—i~ctkr’’>)5~> *1<1 (2.11)
donde T~ es el operador de transtación que actua sobre E como fla(l) =
o(I+e~) siendo c~ el vector en de componentes (e.» =
6e7 . Es inmediato
comprobar que una solución a (2.13) viene en este caso dada por:
Q(k) = (~l)2>> (2.15)
De esí.e modo obtenemos los operadores de vértice en Y componentes dados
por.
tv (Ir> = íkW (2.16)
= ‘t—i.~—U,xfl( a>e(->
que monstí luyen una realizaciósí de los campos fermióniros.
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2.4 Realfzacidn de las identidades bilineales
en términos de operadores de vértice
liemos visto que lo. operadores de vértice son una realización de los campos
fermiónicos ÚÁ’1(k), 4>(C>}k) es, Y. Podemos entonces escribir la identidad
(24) en la forma
Y
‘=5
siendo ¡ y 1’ vectores arbitrarios en ZN y r, s’ conjuntos de 2V «Acciones
infinita. de variables complejas próximas al origen. Utilizando ahora la
expresión de los operadores de vértice podemos escribir la identidad bilineal
corno
~fi dk{(~l)2,>.«>+ii>k¡.¡2e¿<kuí±í - (2.17)
ee,z — e({))r’(l’ + erg, r’ + «1))) = O
expresión que es conocida como identidad bilineal para la jerarquía de
Kadomtsev-Pet~iaabvili (KB) en 2V componentes.
2.5 Ecuaciones de Hirota
En esta sección vamos a enconcrar las ecuaciones diferenciales que pueden
obtenerse de la ecuación bilineal (2.17). Con este fin nos resultaráútil intro-
ducir los operadores bilineales de Hirota [27]. Dada una función analítica
P(z) de a E C~’o eí operador de Hirota P(D) (D = (Dt5t Dl’>);
DÓ) — (Dt’> 0$.. .4 que actuasobre productosordenados n(:)~.5(;)
está definido como
P(D)a(:) . ~(~)= P(O’ — 3”)o(z’)2(:”)I~-’o,’~. (218)
&donde a — (a~~
5(N)) con ate> = (~-fr- ), denotando
ahora Y
= E 2 o$$D$»
es facil ver de (2.18) que se satisfacen las propiedades
~$p)’ n$p)’~(~).a(~)osim5+..+my =2k+1, kEZ
exp(oD)a(z) - /3(z) = n(: 1- a)2(z — o)
(2.19)
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La último de estas propiedades nos ayudará a analizar las identidades mii-
neales (2.17). En efecto, realizando en (217) el cambio de variables x —
r—Lt, z’—’r+y,l’1—sencontranjos
‘al
— s+ ce, r)r(l — ce r) O
Podemos evaluar estas integrales calculando el residuo en Ir nc oc de sus
integrandos. Para este fin os conveniente introducir los polinomios de Schur
que dependen de
0(C> — (u
01 . 4$....> E C~ i = y- V. Estos
polinomios están definidos como los coeficientes del desarrollo:
cap~ k”v~1 —3 k”S (‘42). (2.21)
n’oI n’o5
Los polinomios de Schur de orden más bajo son
So(vOí) — 1 3 (u>>) — nO> 3 (~.Ó)) >~> 1
_ u
2 +
(el + ~) <j~ + 1
Se(v=>)= + l~< (C> (1> (C> 1 /2 + y5>3 4i’~ 5>3 4
Desarrollando la exponencial, de (221) encontramos para los polinomios de
Schur la expresión general
5~(~Ó>) E +1u<~< , ,s _ 0 2.22)
reO>
donde la s’m5 está extendida a todo n>’> — (o> c44) -. . -) de compo-
nentes enteras positivas tales que [a(O) a7> * 2o(~ * .
y donde denotamos por a<’>! u>> a
a>,>! — Jj¡j r>j~~
“‘os
Considerando ahora eí coeficiente de t en el desarrollo de Laurent del
integrando de (2.20) vemos que (220) puede escribirse como
5D ‘r’ S~(~.2y>>)S~~. >(DO>h’(l e-~-e_ ;)u-(l—c1. r) =
>2.23>
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donde D<’) = (Di’>, ~ jD$$, . -.). Introduciendo (2.22) en (2.23)
esicontramo,
2~1)z»’É 2v’PtL~dDW(¡ — s+eer)r(l — e1,r) = 0 (2.24)
1=5
donde y — (y(5l . - <Nl) y hemos definido:
alZÓ)!
siendo
= fl D~’~
e’os
y teniendo en cuenta que hemos asumido S,. O si st re 0. Como la
expresión es válida para todo valor de y, encontramos finalmente
sri z»-(/— cer) = 0. <2.251
Estas expresiones son equivalentes a >2.17) y constituyen la jerarqifis XP
con Y componentes en forma de ecuaciones de Hirota.
26 Método de obtención de soluciones de la
identidad bilineal
Después de haber visto como obtener ecuaciones diferenciales a partir de la
identidad bilineal queremos encontrar un método para obtener soluciones
a dichas ecuaciones, para ello comenzaremos por ‘er que existen algunas
soluciones triviales de las identidades bilineales (217). Dado os E
definirnos ~ 14 = 8,,,. = 8,,,,,, . .. 8,,,,,,, Entonces dados os, ni’ ~ ¿Y
tales que ni1 ~ m~ 1 = 1 0 podemos ver que las funciones
u-o, r) = r~ (1,14, rif, 14 a u-mO’ i <2.26)
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satisfacen (2.17)
dlr(— 1>S0~~“>
4”’it”’.—~n.~c(t.r’”—0~ nc O
‘=5 .5
Como demostramos al principio de este capitulo, el conjunto de solu-
clones de la identidad bilineal es invariante bajo la acción del grupo Gl(Noo).
De este modo a partir de cualquier par de soluciones triviales (u-,,,, r,,>)
rs, = sn~ y a psi-sir de cualquier elemento g e CI(Ncrc) podemos enontzar
una nueva solución (pu-,,,. pr,,,’). Este método de obtener soluciones de la
identidad bilineal es conocido como método de revestimiento.
Utilizaremos elementos g E Cl(A’u-c) de la forma
g = expE {-j,,-, dkdqoi-~(k,qN»s)(k)4ú).(q)}
siendo a’ (Ir, q) distribuciones apropiadas sobre y x y. En particular veremos
que ias soluciones solitónicas las obtenemos tomando elementos
Y y(t
= exp E E E a;4,,sÓ)(éti))oUft(q(i)).
Para ello vamos a necesitar conocer la expresión del producto de operadores
de vértice de la forma
)<>~ (q~ ) . . . tÁ~(k )4l’)’ (q~) (2.27)
keq E . k~ ~ gp i,j ir:
de acuerdo con las expresiones (2.16) basta con tener en cuenta que:
pUl<k)( l)~í> ¼ z (.1)2,» ‘tÁ’>(k)
= (~l)2s>. Át4i)»(k~
y>(11(k)qt. nc q5,- 5y>’>(k)
— q’~’ 4b)—(k),
45(i)< Ir)et(k .~‘ — O) 4-) ~ ~>y>I’/ (Ir)
(q)e~ sí — (1 e) 5¿Ct r>.$LL). (q), Ir’ #
— O) — 4) j#l4’TvI>(~) q’# Ir,
0>’>’ Cg )& ae</ — (í — ¶1) c —(/tt jy>(ií (q)
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A partir de estas expresiones vemos facilmente que el producto de ope-
radores de v¿rtice (2.27) viene dado por
fi {(t4)”exP«kiz<h ~«q1,z<’>)]¡~!L~ -
HL(kmkj)(4m~~qj
)
______ rr~(dt)exp __ ..cf(L)»~eí] -
(2.28)
Resumiendo, hemos definido los campos fermiónicos, así como sus rea-
lindones en términos de operadores de vértice sobre la circunferencia y. De
este modo, las soluciones obtenidas mediante el método de revestimiento a
las ecuaciones (2.25) dependerán de parámetros complejos sobre la circun-
ferencia~. Sin embargo, estas soluciones pueden extenderse analiticamente
a todo el plano complejo siempre que se satisfaga k, # en (2.27).
2.7 Ecuaciones de Kadorntsev-Petviashvili y
Korteweg de Vries
Despues de haber visto como a partir de los operadores de vértice pode-
mce obtener soluciones de ecuaciones diferenciales queremos ver a modo de
ejemplo el caso más sencillo. Para ello tomamos en la identidad biineal
(2.17)2V = 1; así
ir — E (~j»u-’~~”~ 1, r’4C (~)) = 0. (2.29)
Las ecuaciones de Hirota que pueden obtenerse a partir de esta identidad
bilineal las encontramos haciendo de nuevo la particularización Y = 1 en
(2.25), en este caso las ecuaciones se reducen a
P,,í.í’.í(D)r’(l’ 4 Ir) . rif — 1.r) = 0. (2.30)
Haciendo abora 1’ = ¡ — 2, redefiniendo la variable discreta 1 :1 — 1 — ¡ y
tomando r’ = u- (2.30) queda de la forma
P,i(D)r(lz) - r(lr) = 0. (2.31)
Si tomamos en (231) y = (1,1,00,...) y tenemos en cuenta la primera de
las ecuaciones (219), encontramos:
(D~ 4 3D~ — 4D5D3)r(lr) . r(l.r) = 0,
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como esta ecuación no contiene derivadas respecto de x,, para st =4 pode-
mos tomar a partir de ahora r,, — O n > 4 si además introducimos el
cambio de variables
rí = r, a2 = v’iy, a3 = —41 (2.32)
la ecuación se transforma en
(D~ + D~ + D~Di)r - u- = 0, (2.33)
definiendo ahora la fííncíon:
n 2b~ log u-
vemos que <2.33) es a ecuación de Kadomtsev-Petviashvili KB
<ni -1- ótnir + ~~rzr )z + u55 = 0. (2.34)
De lo visto en la sección 2.6 para obtener soluciones de esta ecuación
basta con actuar con elementos gE CI(oo) sobre la solución trivial u-c(l a) =6íe. Empezamos por to ar para g el caso más sencillo, es decir
p = sxp{o«p)40<q)}, o cG
siendo p, q E y y p ~ q. Desarrollando la exponencial y recordando las
reglas de anticonmutación, encontramos que los únicos términos no nulos
vienen dados por
p = 14 oy>’{p)4’(q)
de acuerdo con (27) 141,;) = pu-o(l a) viene dado por
u-(l, r) = { 1 + ~ } ¿~.
Evaluando ahora la función rif, a) en 2 = O y realizando el cambio de
variables (2.32) encontramos
u<ry,t) = ~(p— q)isech2 [2É5q-É}
q(a,yt) = <p— q)a+ v~<p’ — q2)y—4(p2 —q3ft +log—~—. (2.35)
La solución <2.35) representa un solitón unidimensional que se desplaza sin
deformarse. Podemos generalizar este resultado tomando el elemento del
grupo GI(u-ot
Y
g=exp2{atv(p.;V(qe)} p~.qe Ej. p~~q
1 i,j 1 Y
‘‘os
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de nuevo para hacer actoarg sobre la solución trivial empezamos por de-
arrollar la exponencial obteniendo
Pl
‘ E E ~í- as.4(pt,)V(qs5) - -
t=O ji~
teniendo ahora en cuenta (228) que nos da la expresión del producto de
operadores de vértice, inmediato ver que
$‘4.— •T cf4 q¿~
r(l,z) = 12...=. j~ 1expWpe.r) —¿(~e.~rY}~ — qe.
(pq —po.)(qe~
C,<i5 (qe, — Pe.)(Pe5 — q4 )j{ ~
es-alisando de nuevo r(¡.r) en? = 0, teniendo en cuenta <2.32) y denotando
= r(0,r) encontramos
r(t,yt) = 2 2 fi 1ri (PC, pe~)(q¿~
—
(236)
solución que representaN solitones unidimensionales que interaccionan sin
sufrir deformación fas]
Después de haber visto como aparece la ecuación KP en el forma-
lisano bilirseal queremos ver como en dicho fornialiasno podemos encontrar
la ecuación de Korteweg-de Vries KdV como una redución de la ecuación de
KP [16],1261, [32]. Para ello vamos a considerar los elementos g E GI(oc)
que son invariantes bajo el operador T2, es decir 7’2g7’—2 = g. Para ver la
forma de las realizaciones de estos elementos calculamos la transformación
de .4(p)tr(q) bajo i~, de acuerdo con (2.7) es facil ver que
12t(p)tb’<q)T’ — (E)2~4~)v(~) pq E~r, p#q
entonces un elemento g E Cl(oc) de la fornía
p = exp dpdqo(p,
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se transforma bajo T2 como
= exp dpdqo(p,q) (~) 44p)@’(q))
“-‘-55.5>
de donde se sigue que los siguientes elementos son invariantes bajo T2
g = exp (j d~c(P)44~)vi’(—~)) - (2.37)
Pero de acuerdo con (2.7) 4(p)4<(—p) viene dado por
;14p)49• (—p) = 1<... 1)~~’ ~t(p.r)—C(—P.s>~-—(s( ~)‘( é))~
2
donde
«pr) —«—pr) = 2 3p2n41r
2~.j
“‘os
y Isp componentes del vector e (~) — (si)
~:~)— _________
o = 12...
es decir que las realizaciones de los elementos de CI<oo) que nos vienen
dadas por <237) no dependen de las variables i-z,.; o nc 12. Las
funciones u- obtenidas a partir de la solución trivial (2.26) son entonces
independientes de las variables i-t,.~
,~a jerarquia de ecuaciones diferenciales obtenidas aplicando la reducción
a
—rif 14 = O
a la jerarqula (2.31) es conocida como la jeraqula KdV. El primer miembro
de esta jerarquía es la ecuación KdV
u,+Gnnr+ur,.r 0. (2.58)
Podemos obtener una solución a esta ecuación haciendo q = —p en (2.35),
encontramos entonces
= 2p’sech
t[pr ~49l4!log (9)] (2.39)
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cita solución es un solitón en (1+1) dimensiones. Podemos también obtener
la solteisin con N solitones [46],haciendo ~ = —p~ en (236), en est, caso
y fp, ..~ 12 ~
sí(z,t) = 2aflogr(z,1).
Hast, ahor, hemos aplicado el método de revestimiento unícamente
partiendo de ¡a solución trivial (226) pero podernos partir igualmente de
otras soluciones triviales. Consideremos de nuevo la jerarquía KP en un,
componente, queremos llegar a otras soluciones de KdV partiendo de nuevas
soluciones triviales pata lo que empezaremos por comprobar que la función:
ro(l, r) = e4r)hss = exP [—4~ na”zf] éso (2.40)
es solución de la jerarquía de 14P en una componente. Pata ello tenernos
en cuenta que
e,(x ~£ (4)) nc cdr) (í— )
luego introduciendo (2.40) en (2.29) tenemos que
Ir — e (4))ro@’ + 1,:’ 4 E (4» =
1)éu..soAs’
4-szca(z)e.(t) dket(k.x~:)+c(ts~rí(1 — Ir’
pero evaluando ahora la integral como el residuo en el origen tenemos que
5 dIr£kz’or’+cut.t~z(í — a =
— r’)Sn.~s(z — r’)o”~’ — oS,~,(r — r’)S,dr — :‘)o~} = 0
‘sso
con lo que comprobamos que rs(l, 14 es solución de (2-29). Definimos ahora
la función o-(l, 14 mediante:
r(lz) = e.(r)o(/:) (2.41)
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de este modo, en términos de a(I 14, la identidad bilineal (2.29) se traos-
forma en: ¡ dk{Ir~1 2~¿<kf~’)+«*X5>(~ cf)
aif — i,t — E ())c(I’ + Ir’ + E (j))) = O
tomando 1 = —E’ = 1, defIniendo c(z) = c<0, r), realizando el cambio de
variables r — r — y, z’ — r + y y recordando (2.19) y (2.21) tenemos que:
E SnV2y)Srn&2y)a”’e~0[S,.,~+
1(ñ) — aS,..,,,.5(D)]a . a = O
‘flan
e introduciendo (2.22) llegamos finalmente a las ecuaciones de Hirota
a!~!j.! D’[S¡~1f,51~5(D)—oS1=1~11(D)]a.r = O (242)
a+/5+’op
Para encontrar KdV entre las ecuaciones (2.42) tomamosp = (0,0,10...)
y suponiendo que a(r) no depende de las variables r5, llegamos a:
(D~ — -4D,D3 — 12aD~)a - a = O
que bajo el cambio de variables <2.32) se transforma en:
(4 + D~D5 — I2oDflc .c = 0. (2.43)
Si definimos ahora la función u(z 1) como
u(r,t) = —2o + 28~ ioga<rt)
donde hemos tomado rs.¾= O sin> 1. entonces es inmediato comprobar
que (2.43) se convierte en la ecuación EdI/.
Para encontrar soluciones necesitamos ver que elementos de G/(oc) al
actuar sobre (2.40) dan lugar a funciones <Ir) independientes de r~~- Si
consideramos como anteriormente el producto v(p)ví (—p) vemos que al
actuar sobre (2.40) obtenemos
tOp».> (—p)u-sif, r) =
(—I)’~~ 9— o F .( ~ ¿“+5 ‘\ J2 ~> exp ¡2 ~ í>p’ + rn)“=0
luego de nuevo los elementos de la forma (2.37) nos llevan a soluciones
de ¡(dV. Partiendo del caso más sencillo p = exp<csp(p)g<(—p)) y de la
solución trivial <2.40), obtenemos entonces para a(x, 1)
cp
2 —u ( / íz’\ ¡~a%)
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de donde ‘«z,~) tiene la forma:
= —2a + 2 (p+ !lfSechs9(rt) <2.44)
siendo
q.(r, 1) = (p + z —4 4 t~+ log [~2Z~] -
vemos entonces que (2.44) es de nuevo un solitón que tiene diferente relación
de dispersión que (239) y que se reduce a (2.39) en eí caso a = O. Podemos
tambida tomar para g
Pl
q = exp E{cít(pí)~í’(~pe)}
‘=1
desarrollando la exponencial tenemos que
Pl
= E E ce, ..cí~(pe)’flpe).d(pí)íP~pe)
,.=oi,< <~-
e introduciendo (2.28) encontramos
Pl
= E E c<, -.. c¿, J~ {(~I)¡e2D ,147’”-.. (.-i) -
‘-‘oO’i< . <t- jal
-II ~ pk——) -.~5~~5j -
teniendo en cuenta que
E5 (r+É{eQ-.~) ~e(+)})=
obtenemos para o(rt)
J’C(I)TTexpF2(r+—’~
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donde la suma está extendida a todos los suhconjutos de índices 1 c
<1 } y C(I) está definido por
I~.
C(1)=fl «Ci)UIPÍPJ—a)n (Pe-P~ ~
\ PC+PJ
Vemos entoncer que la función define Y solitones que se desplazan con
velocidades t.~ = 4(p~ — o + 4) y que no sufrea cambio de forma bajo
interacción,

Capítulo 3
Sistema Boussinesq
3.1 Sistema Bonssinesq como reducción de
la jerarquía de KP en dos componentes
Encate capitulo vamos a estudiar el sistensa Boícssinesq dentro del contexto
de las identidades bilineales. Este modelo es el miembro más sencillo no
trivial de la jerarquía de Jaulent-Miodek f313, jerarquía de sistemas inte-
grables asociada al onerador de Schródinger con el potencial dependiendo
de la energía en su forma más sencilla [393 fAOJ. Puede verse utilizando eí
concepto de módulo asintótico (28] que la jerarquia de Jaulent-Miodek es
una reducción de la jerarquía de NP en dos componentes [30]. De lo visto
hasta ahora sabemos que si encontramos el sistema Bonssinesq como una
reducción de la jerarquía de NP en dos componentes tenemos un método
para obtener soluciones.
Consideremos entonces la jerarquía de KP en dos componentes obtenida
de hacer A’ = 2en (2.17) y tomemos s = ¡—1’ = e
1+e2, r’ = u-. Laecua~on
que obtenemos entonces es:
dk ~ ~ (‘i ~riIi 1(1 —
5s (t))u-(~ —e,r’-4-ej (t))—
— ~2 (~))r(l — Cii-’ + E~ ()1 =0,
13.1)
donde podemos ver que para la elección de s que hemos realizado sólo
aparecen dos funciones r diferentes en la identidad bilineal. Tomamos 1 =
5s y psi-a simplificar la notación definimos
n<r) = u-(0r)
r
2(r)r(e, —e,r) <3.2)
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de este modo, la ecuación (31) queda como:
f =~{e¿tbní’55”>)rs(r — <~ (~))~~<z’ + ¡(+)>— (33)
—<z (*>)r, (r’+ ‘s(j))} = 0,
El objeto de esta sección es demostrar que el sistema Boussinesq aparece
como una reducción de (33). Para ello introducimos los operadores
e2 = 2j, cr, = (1)’T, (3.4)
Podemos obtener facilmente la acción de estos operadores sobre los ope-
radores de vértice ~Át)(k), ~<O(k) 1 = 14 de las expresiones (2.16). En-
contramos que para dichos operadores
— kÚ>Q)(k) ce~5(’»(k)C’ — k—l~(»(k) - (3.5)
— ~pU)(k) c,~U»<k)c~r
5 = ‘j,t ) k)
Estamos interesados en los elementos g del grupo G«2oc) que satisfacen
—I —i
c,csgc
2 e, g- (3-6)
Para ver la forma de las realizaciones en términos de operadores de vértice
de estos elementos. calculamos la transformación de 4í(i)(q~cS~Ir) bajo
c,c2. Teniendo en cuenta (35) es inmediato que:
e5c,~i’)(q)s U)(k)cí cE’ — Ir
luego para que el producto ~&l)(q)~r(fl(k) sea invariante bajo eso5 es nece-
sano que Ir = q. De este modo llegamos a que los elementos p admisibles
que satisfacen (3.6) deben ser de la forma:
= exp (j dq[u(q),¡<’>(q).p~’> (q) 4 b(q)ÚítqW/U-(q)]) - (3.7)
Pero de (2.16) tenemos que:
— ~ ti
2fr (q3 — (.1452- 2 q~ ¼+ís % ttt,r’ ~‘ 1~«Jlt — t
es decir, los productos ,jW(q)4(
2) (q), .4t2>(q)4Q(’Y (q) sólo dependen de las
variables re’>, ztS) mediante la combinación lineal 1’>~ rl’). Si realizamos
ahora el cambio de variables:
1 ~ — 4,’>); y = 1
= —(z,. <r$,’> + <3-8)
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encontramos que los elementos g de Gl(2cc) de la forma (3.7) son indepen-
dientes de las variables y,, luego las soluciones generadas por la aplicación
de dichos elementos a la solución trivial (226) son igualmente independi-
entes de las variables y, -
Queremos ahora encontrar las ecuaciones diferenciales que satisfacen las
funciones ,-~ (1 = 1,2) que no dependen de las variables y,., ya que de lo
visto hasta ahora sabemos que podremos encontrar soluciones mediante la
aplicación de elementos de GI(2oo) de la forma (37) sobre la solución trivial
(2.26). Con este fin definimos la variable z — 1(r<’ 1 +r<2>) —y la identidad hilineal (3.3) para funciones s que no dependen de y queda
de la forma:
f ~tcttz>{ ettkr~>r
5 (z — c ({)> u-2 (~‘ + 2< Y) — (39)
cE<kr)r5 (z + ~c (~)) rs (z’ — 1< (k))} — O-
lutroduciendo ahorael cambio de variables z — r—y 3<—’ r4y y teniendo
en cuenta las propiedades de los operadores diferenciales de Hirota llegamos
a:
J ~ t {c$(&—2Yíetsí-4-¾(* ))Ou-_ r ¿d.2¡íl<½—~s< j))n,5u-, } = O
igualando esta integral al residuo en el infinito y recordando la definición
(2.21) para los polinomios de Scbor tenemos:
~ {S,,.(—2y)e””’ — S’n(2y)e?~)S,,..~(—4ñ)rxrz = 0.
‘ato
Finalmente aplicando la expresión (2.22) para los polinomios de Sclsur y
teniendo en cuenta que la última igualdad es válida para todo valor de y
obtenemos:
E [(~l)t~l — (~l)lel1( ¿)D ~ ( —~D)rsr~ = 0 (3.10)
“4-fis,
que es la jerarquia de ecuaciones diferenciales obtenidas de la identidad
bilineal (3.9) como una redución de lajerarquis KP en dos componentes
El sistema Boussiaesq puede obtenerse tomando en (3.10) o = 1, -y
(lOO,.); n = 2, y = (100,...) y n = O, -y = (0010...); encon-
tramos entonces:
(D±+ Dflr,r, 0,
~ -4- Dflr,r2 = O. (311)
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siendo: = ~,, = ~Z; definiendo ahora las funciones uy ir como:
s¡=2Llog—, w=2O5logrs~ (3.12)
de (3.11> obtenemos:
ug + ‘PI5 + ttr = Oí
u< + ~ + (ts,n» = Q <313)
que es el sistema Boussinesq , que de acuerdo con lo visto en el capítulo 1
describe la propagación de ondas en un canal unidimensional poco profundo
en el que la tensión superficial es despreciable, siendo u la velocidad en
cada punto y os la altura de la interfase. Las ecuaciones (3.11) determinan
entonces la forma del sistema Bouasinesq en función de los operadores de
Hirota [46].
3.2 Obtención de soluciones solitónicas me-
diante el formalismo bilineal
3.2.1 Soluciones solitónicas básicas
Una vez que hemos encontrado eí sistema Boussinesq dentro de la jerarquía
NP en dos componentes vamos a preceder a buscar soluciones a dicho sis-
tema mediante el método de revestimiento. Con este fIn partimos de la
solución trivial
u-aif, 14 = s
5ía = &í,eáí,s. (3.14)
En la sección anterior vimos la forma general (37) de los elementos de
Gl(2oc) que aplicados a la solución trivial (314) nos dan soluciones de
(3.11); pata buscar soluciones con caracter localizado nos restringiremos a
los elementos de la forma
2 = CXl~ o41I>(p,),p(2)(p,.) + E b.4121(q,».ir(í» (3.15)
donde a,> b~, p~, q
1 (e = 1,.Mí;s = 1 %) son parámetros reales
tales que {p. }~ fl {q. }~“ = ~. En particular, el elemento más sencillo de
la forma (315) que al actuar sobre (314) da funciones r5, r~ no triviales
es:
9 exp{a0~>(p)~í~»(p) + ab. p, q E Ii.
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Desarrollando la exponencial tenemos que:
1 + oz((5i(p».((2»<p) + b~(S~(q»l(’»(q) +
luego de (3.2) las funciones r2 r2 vienen dadas por:
[1 4 obsP(Sí(p)4’(2)(p), t2>(q)spt’> (q)JcS¡e<¡,’o,2’oo
y teniendo en cuenta el cambio de variables
(5) (2) (1> (2)
rs ~1 , í=~L~~-El~ (316)
2 4
y que como <311) sólo contiene derivadas respecto z y podemos tocuar
— r~~>0 n=3 <317)
encontramos fInalmente
— obpq 2(r—e)r+4(s’-.qfls
(p—q)
2 ‘ (3.18)
luego de (3.12) tenemos que
2k2sh~ + wch
0
u— kchs7 (3.19)
sc = 2k
2sech%
donde
p=kr—wt4-y
5
y
Ir = p— q’ = —2(9 — q~), , = oipq
og (p —
La solución (3.19) representa una onda que se desplaza a velocidad u =
~ cuya amplitud u’ está localizada. En la figura 3.1 representamos dicha
2solución para la elección de parámetros p = 3, q = lo = 2 y b — _
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00< -/
-4 -2 ‘‘xv10 2 4
xv (altura)
Figura S.l
En las soluciones solitónicas de la ecuación de ¡(dV encontramos los
mismos solitones en los límites asintóticos 1 —. ±oo,sin embargo vamos
a ver como en el caso del sistema Bouasinesq podemos encontrar solitones
44
.4
u (velocidad)
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diferentes en ambos limites asintóticos. Con este fin tomamos el elemento
de GI(2oo) dado por:
U
g = exp{oúÁ21(p)~Á’1(p) + ~b4ií~(q,)4í5»(q,)} (320)
u,b~p,q.ER; s
defIniendo ahora los operadores Ay 8, a = 1 ~J como:
.4 = o~§~~>(p)4~2<(p); .8. = b, ~tI’>(qjW>< ‘> (q, )
tenemos que la exponencial en (3.20) puede desarrollarse, obteniendo para
9(l+A)(EHB.)
1 ‘el
escando la surnaextendidastodos los posibles subconjuntos 1 c{1
En términos de los operadores .4 y 8. las funciones u-2 u-2 vienen dadas por:
-w
= (t + E AB~ )~:el’, ‘o¿,’oo, (3-21)
u-2 = Atse<í
de donde vemos que u-2 sigue siendo la función dada por (3.18). luego no
contribuye a sc, mientras que u-2 en este caso tiene la forma:
5<
.s(r, 1) = 1 + E ob.pq. ¿~.P-’.~> (3.22)
(p — q~
donde
Ir —p—q~, re—2(p+q,) 11 ~1. <3.23)
Para poder realizar un análisis asintótico tomamos ahora q2 < q, -c ..
qs,<p;esdecirk,>k2>--->k~>0m,>t-2>-.>vasyevaluamus
la función u-5 sobre el rayo 41) z + cf. tenemos entonces:
Al
r:\rit),t) = ~ ab,pq
.
(3.24)2k..x .
siendo
(c)—k <c—m’,)k,(c—2k,+Ap). (3.25)
Queremos ahora considerar el comportamiento de sc en los limites asintóticos
— ±cc. De <3.21) y (3.12) tenemos que sc = 2A~ log u-, luego para que
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esa el límite t — —oc (1 .-. +oc) exista contribución a mu que se desplace a
urna velocidad e es necesario que pan dicho límite el término dominante en
(3.24) contenga más de un sumando; es decir sólo podrá haber contribu-
ciones a u, que se desplacen a las velocidades y
7, definidas en (323) o a
las velocidades c~, que verifiquen S,(4,) = 64c,.,); y > s. De (3.25) es
inmediato comprobar que estas últimas vienen dadas por:
= 2(k. + Ir,-) — 4),, (3.26)
ademá, como #,(c,,) = 2k,k, es siempre positivo, esta. velocidades no
dad, contribución en el límite 1 —. —oc. En dicho limite, sólo habrá
contribuciones que se desplacen a las velocidades o,- que verifiquen
8,(w) >
O si) ~ e, es decir sólo existe una estructura que se desplaza a velocidad
v~. De (3-24) tenemos que:
~5<~ + t-.it) — + abs pq, 2kLt cuando t — —oc, (3.27)( qs)2e
luego la form. de esta estructura es la del solitón (3.19)- Por otra parte en el
límite 1 — oc encontraremos contribuciones que se desplacen a velocidades
o, y c,~ que verifiquen:
6s14..) <0 VI e (3.28a)
O,(c.,) > 9(~,~) VI # rs. (3.28b)
La condición (SiSa) sólo la satisface la velocidad VM para la que tenemos:
obMPqM 2kMt
rif: -+ t’qt 1) -.- 1 + e cuando 1—oc. (329)
(p—qsfl2
Para analizar la condición (328b) consideramos la diferencia 6,(c,-~) —
Os(c,.) que de (3.25) y (3.26) puede escrihirse como:
— Oi(c,,) = 2(4 — k
1)(k, — Ir,) (330)
luego la expresión (3.30) es positiva si E > e ó ¡ < s y negativa si $ < 1 < e,
de donde vemos que (3.28b) se veriñca sólo si e = s + 1, s = 1 44—
1. Tenemos entonces que en límite 1 — oc existen contribuciones que se
desplazan a las velocidades c,4-5, dadas por (326) para las que la función
r1 se comporta como:
r,<z + c,4-s,t,t) CSk.,L5 {l +
cuandot—oc s1 41—1.
(331)
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Finalmente de (3.27), (329) y (331) vemos que la solución generada por
(320) describe un proceso de fisión de un solitón (3.19) en M solitones.
Para ilustrar este proceso consideramos el caso M = 2. De (3.22) te-
nemos que:
u-, = ~+ oh,pqs c2kI<t~ 5)4~ ob,pq, ~ tr—v,’í
U’ — qsY (p —
Ir
1 >k,>O, v1>v2.
En el imite asintótico 1 —. —oc, la solución ‘a se anula sobre todos los
rasos de la forma rif) = : + ct, excepto pata c = e5 cocí que los términos
dominantes para u-5 vienen dados por:
ob,pq1 25,~
rif: + VitI) -~ 1 + e cuando t — —oc.
(y — qí >2
Sin embargo, existen dos velocidades dadas por e2 y c2, = 2(k, + Ir,) — ‘Ip
para las que la solución u’ no se anula sobre los rayos :(1) = r + cl en eí
limite asrntótico 1 — 4oc. En este caso
nb,pq,
u-1 “-14 — q~)2 ~‘
5”~ cuando 1— ce>
(y
tsqs<p — q2)2 2(k,—ks>r
u-
1 — 1 + e cuando 1 —. oc
t2q2<p— qí)’
y la solución representa un proceso de fisión de un solitón que se desplaza
a una velocidad e1 en dos solitones que se desplazan a las velocidades u2 y
c25. Esta solución la representamos en la figura 3.2 donde hemos tomado
p= 4, qs = 1, q, =2, n ~ b, = 9 y 12=2.
‘1 A :1
a) t = b) t —0.5
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si-
5.
.5 • 5
e) 1 = O
‘a
u
-5 5 5
e)tzl f)t=l.5
Figura 3.2: Fisión
3.2.2 Soluciones solitónicas de Kaup
Al igual que hicimos en la sección 2.7 podemos aplicar el método de reves-
timiento partiendo de soluciones triviales diferentes de (3.14). Considere-
mos en este caso la función r¿(lr) deflaida como:
= i-~e(:)6¡,4-¡,, (3.32)
donde la función e(r) viene dada por:
c(r) = cap (— E rs:wz~r) - (3.33)
~rMno.a comprobar en primer lugar que r~(l:) es solución de la jerarquia
de KP en dc. componentes. Con este fin empezamos por tener en cuenta
d) t = 0.5
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que de ~ se sigue:
(:±<~ (E) —
(z ± (E) — c(:)e~<I.3<’’1 (334)Introduciendo (3.32) y (3.34) en (2.17) para N = 2 y suponiendo ahora que
hemos tomado para y la circunferencia orientada positivamente lk¡ = 1,
encontramos que:
¡ dIr
c~ f,r~’ ~3<’>’íeE(k.r<’í —r(’>ÁéIs~4 ‘It, +s,— 1,065; .4-t-s-4-I.0} = O
lo que puede comprobarse, haciendo en el segundo sumando el camhio de
variables Ir— ~. Definimos ahora la función c(1:) mediante
r<l:) = r~(lr)o(Ir) (3.35)
luego en términos de las funciones o- la forma bilineal de lajerarqula de NP
en dos componentes queda como:
u-if
1 —hz — c~(k))c<l1 —¼:‘ + 2<k)fle¿(kr(’
55<> )eC(+~<s—rsM —0
Tomando ahora!, = 1,11=0 y definiendo
o-, c<0, 0,:)
= c(1, —1:)
encontramos
5 ={c,(: — ~(4)>c~<:’+ei (~)— <3-36)
— c
2(k))cr,(r’ + <~<k)))ed<ízr)<u+ t(’t—r(2’) — O
Realizando el cambio de variables z — r — ~s,r’ — r 4v teniendo en
cuenta (2.19) y evaluando la integral en (3.36) como el residuo en el origen
encontrarnos:
E SnV2v<’~)Srn(21t<’>)e~”tSnm(D>’>)o2os — Sn~n(D
12>)o,cr,] =9
<3.37)
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donde lo. símbolo. S,. denotan de nuevo los polinomios de Schur. Utilizando
abon laexpresión (2.22) para los polinomios de Sehur y teniendo en cuenta
que la expresión (3~7) — válida para todo valor de y llegarnos a:
(....2)11D’ [s,.rnsí,..í’aosí(b(fl)a-2(r)as(r)— (3.38)
~ t1(D<’>)a, (5)02(z)] = O
Tomado ahora en (338) pan los valores:
= ~o,í,o, >- .~2í — (0,0,0,- --)
—(0 00 ,,) <2) = (0,10,-.)
(0 1 0 )- <2) — (1,0,0, - - -)
encontramos las ecuaciones
+Di’> )o~o, = 0
+ = 0
+Di’>) — 4fl<’~)ca = 0 (3.39>
+ Di’> ) — 4V~~~]ase2 = 0-
Sabemos, que mediante la acción de los elementos g E Cl(2cc) sobre
la solución trivial (332) y teniendo en cuenta (335) podemos obtener fun-
clones a- soluciones de (339), En particular si tomamos elementos de la
forma (315) que satisfacen (36), de (3.34) es inmediato comprobar que
las funciones e obtenidas, son de nuevo independientes de las variables y,,.
Para las funciones a-m, 02, obtenidas de este modo, teniendo en cuenta el
cambio de variables (316) las ecuaciones (339) se reducen a
(0±+ Dflc,cs = 0,
JD5(D±+ D~) + 1601)oso2 = 0- (340)
Si definimos en este caso las funciones u, sc como
elu=2&5log—, w= 16+2O~logoso2 (341)
e,
llegamos de nuevo al sistema Boussinesq (3.13),
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Para encontrar ahora soluciones o-~,o, de (340) reales, tenemos que
tomar elementos g e GI(2oc) de la forma:
= exjs +i~b.#~’>½.NÁ’~(qíj (3.42)
siendo o,, b,, w’ q. 14- = 1 11,5 = 1 44’,) parámetros reales que
satisfacen (p. }MI Cs {q4 }r~ = ~, En particular el caso más sencillo viene
dado por:
g = exp[iot’
t5>(p)~Á’1(pfl, op E El,
desarrollando la exponencial encontramos:
g = 1 +
y teniendo en cuenta que
e (: (!‘~ + e, (.!‘fl = e(r)e«tt”’ ~ri”> ¡52
— ‘ \p} \p// p’ —1
encontramos
cs(z.t) = 1 + 2L exp{2 (~— 1) :+4 (9 ‘1) t}>
c2(rt)=
y finalmente de (3.41) cenemos para ny sc
Ash’yo 2 =4k’(Ir’+4) (3.43)
sh’2~ -4-
y
75 2 -YO
w16+8sb%o{secl0(Ir:—i4+~——)+sec 2
2 h(Ir: ~t4
siendo
w21——91p \p’}
7s=logp,
en este caso es la función velocidad u la que torna la forma de una es-
tmuccusa localizada, mientras que la amplitud es la superposición de dos
estructuras localizadas iguales, centradas en puntos diferentes. En la figura
3.3 representamos esta solución para la elección de parámetros u =
p= 15.
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0.6
5001
400
300
200-
100
-0.6 44 -0.2 0 0,2 0.4 0.6
xv (altura)
Figura 8.3
-u (velocidad)
Queremos ahora estudiar el comportamiento de estos solitones bajo in-
aeración [341,[351-[361, [25], [451- Para ello tenemos que considerar la
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solución guerada por el elemento de 01(200) (3.42). En primer lugar vamos
a ver que la expresión (3.42> puede simplificaste, con este fin veamos como
aduan los operadores i#tflfr)~(2»(p), i~(í)(q)9’»(q) sobre la solución
tuivial ~. Tenemos entonces que:
091
= ~ q >c<s.x’”a”>)+c<Lr”’~s<í)
q —1
es decir, que la acción sobre ,~ de ~(S)(q)~P)(q) e igual a la acción de
con lo que podemos tomar sin pérdida de generalidad
5<
1 jal
desarrollando la exponencial podernos escribir
s=EA(f)
¡
donde la suma está extendida a todos los subconjuntoe 1 : ¡ C {l M}
y A(l) está definido como:
A(1) = fl ioj~«I)Qs5)4,(2»(p;).
se!
para ver como actua A(1) sobre ,-~ debemos empezar por calcular la ex-
presión del producto de operadores de vértice
~<
5~(k
1)g,(2). (Ir, )‘b<’>(k2)s4
t2~(k
2) . - - ~t’l(k, )4,1t2>.(Ir,-) <3.45)
pero dicho producto podemos analizarlo facilmente teniendo en cuenta que:
e~’(t) <‘>e«~¡.~~> = — ~t) ~¿<b,ntsí~~¿(#)íb>
Y (3.45) viene entonces dado por
jal j~.—b—’1-1 (1 — 1)2 ec(níIí021)}
-exp ~~É(h)~o)+fjtft(E] (3.46)
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como además necesitamos aplicar productos de la forma (3.4B> a u-¿ calco-
amos
e(r) fI <—~<~ ~ It2 Ir1
1 -5=5 ‘2—O —
Teniendo entonces en cuenta (346) llegamos a:
A(1)r¿ = r~e(I, ~1) fi exp [2 (~2 — 1) r -+- 4 — -½)íJ
donde hemos definido o(I, 1) como
a(ls,I) =fl {o;~/ —I fi (1 pi~’ 1JA PSP’ —íf
Entonces las funciones aif rl) a2(r,t) soluciones de (3.40) vienen dadas
por:
as(r,t)= ~e(01)flexpE2k5(z—t~t)J,
tr2(r,1)z EO(1J)fIexpi2k,(r—e,1)],
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asendo
k,srp5~.L, t½=—2(ps
t’na vez encontradas las soluciones procedemos a discutir el resultado,
para ello vamos a tomar a partir de ahora Ir5 > O (p~ > 1) y suponemos que
hemos ordenado las velocidades de modo que c1 > v~ > -. . > v~¡. Consi-
deremos las funciones o-1 o-~ evaluadas en (:-t- v,,~l,l), queremos determinar
el comportamiento de dichas funciones en los límites asintóticos t .— ±oc.
Definimos con este fin los conjuntos de índicos J~ como 4 = {1 < ¡ <
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3< : — st) > O}, entonces es fadil ver que cuando 1 — too los términos
dominates en a-~ a-2 vienen dado. por
f~ e~í<~~>~> {í +
• o(O.I,,.)
~ ¡J ¿&í(m—.eit){
1 +
«1,1..)
teniendo en cuenU que:
s(I~,I~ U{m}) = a,,,p~±ft 1 1 )2( ~ 2
o(Im,I,*) p~5—l ,e¡t Pm Pi PmPrI
encontramos que la función u toma asintóticamente la misma expresión que
en (3.43) donde ahora
km= (~mt)> wm=—2(PL—;~-)~ yo,,±=logpm,
__ r ~2, 9
]
2
es decir, que asociado a cada velocidad Vm st = 1 M existe un solitón
que al interaciona, con los demás mantiene su forma experimentando sólo
oa cambio de fase. Finalmente si consideramos y ~ y,-. m = 1,.., M es
inmediato ver que sobre el rayo :A-ut, u se anula asintóticameote en ambos
límites 1 —e +oc, luego la solución generada a partir de (344) está formada
por M solitones que interacionan sin cambiar su forma.
Para ilustrar el proceso de interación representamos en la figura 3.4 la
a
solución para M = 2 donde hemos tomado ps = 2, p~ = 4, 05 = ~ y
= II
-1• .5 0 5 ‘0 .11 .5 0 5 lO
a) 1 = —1 b) t = —0.6
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-¡y
‘br”
¡0.5 0 5
d) 1 = 0.2
.0< ¡
II1
f) t = 1
Figura 3.4
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c) 1 = —0.2
e) 1 = 11.6
Capítulo 4
La ecuación de
Davey-Stewartson
La ecuacs¿n de Davey-Stewartson OS, juega un papel fundamental en el
tudio de sistemas integrables debido tanto a sus aplicaciones fisicas como
a las propiedades que exiben sus soluciones. En particular, algunas de sus
soluciones, conocidas como drorniones, son estructuras coherentes bidimeo-
sionales que no conservan su forma bajo interaciósa [234,5,6,7,8,21,22,47).
En este capítulo vamos a obtener la ecuación OS del formalismo bilineal,
de este modo, a partir de los operadores de vértice podremos construir
soluciones y estudiar propiedades de las mismas.
4.1 La ecuación de Davey-Stewartson como
reducción de la jerarquía de KP en das
componentes
La ecuación DS está relacionada con el sistema de ecuaciones bilineales
(2.25) para JI’ = 2, Para obtener OS a partir de (2.25) empezamos por
definir las funciones rif:) 1 = 12,3 de acuerdo con
rs(r) =
= “Qe 4-es — er,
u-s(:) = r(¡
0 —e1
Tomando ahora a = e1 + e2, ¡ =
1o + e
5, r’ = r encontramos
21 (2)~D,r,-,-,+D5 rs-r,0, (4.1)
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~~2 + D~’>r, u-, = 0, (4.2)
donde hemos elegido -~(‘) = (0 0 ) -ye’> — (010.,.), para (4.1) y
= (0,1,0,. ~) y(s) — (0 0,...), para (42>. Para el mismo s los
mismos conjuntos 7(0) 7(2) y 1— la + e2 tenemos:
(.~12
D~j rs . u-, + ~: u-3 . u-1 = o (4.3)
II)
.0, r,-r,-t-D, r,-u-,=O, (4.4)
Finalmente, tomando s =
2e,, 1 = lo + e,; -)~‘) = ~0,0, ) ,~‘> —
(1,0,0,. - .) encontramo :
Si realizamos ahora el cambio de variables
(5) X (2) It (II 1 —1’ _ (2) .1 +
rs =¡ rl =j, Z
2 =—I—;---, , <4.6)4
y definimos:
7~
—‘ q= —, U=logrs (4.7>
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las ecuaciones bibneales (4.1)-(4.5) nos llevan al sistema de ecuaciones dife-
renciales:
1p1+Pn+P55+2(Utr4U,y)P=O.
íq 4 q±~+ q5, + 2(t[,-. 4 U,5)~ = 0, (4.8)
91’= lCr5.
Como (4.8) no incluye ninguna derivada con respecto a las variables 1’.
n= 3, podemos a partir deshora tomar 1’ = Dr,, = O o > 3. Si además
hacemos (z. pl) c e imponemos la reducción:
r,r, u-~=r (4.9)
(4.8) se convierte en el sistema:
iq, + qn + q,5 * 2(U~2 + ~ = (4.10)
½>‘ 4%
que implica que q satisface la ecuación de Davey-Stewartson
iqe+q~~+q55+<L’s+U,)q=O,
1 f’
= — 1 dp)q(~ + an;
2 j~
(4.11)
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u2 = 4f ¿z’lqI: + ~,
donde:
u,fr,t) = 2&flog i-,(r, —cnt), u2(y,t) = 2O~ logr,(-.oo,y,t).
De (4.1>-(46) y (4.9) tenemos que en términos de los operadores diferen-
ciales de Hirot. la form, de la ecuaci¿r. de ES [49]viene dada por:
(—IDt + D~ + D~)ri - r5= 0,
2D.D,r1 rs —
A partir de las últimas ecuaciones de (4.7) y (4.10) se deduce que
ql’ 4&O~ logrs(x,y,i)
de donde vemos que u-5 es la función más relevante en la teoria bilineal de
la ecuación 1)5.
A partir de ahora tomaremos >s = (0,0) y por tanto
rif:) =
= r(l,—l,r), (4.12)
4.2 Soluciones de la ecuación de DS en térmi-
nos de operadores de vértice
Hemos visto que la ecuación de DS aparece como una reducción de la
rarquía KP en 2 componentes. Para encontrar soluciones tendremos cte
partir de los elementos g E Gl(2oo) tales que sus realizaciones en s.érzrk:os
de operadores de vértice oes generen funciones u- que satisfagan la condict:
de redución (49). Para ello consideramos el operador e que actua accra
funciones en Ycon,o:
donde la función 0(l) está definida por:
6(l) = + j
ti(ti ~ l)} -4
j=1
haciendo actuar de nuevo el operador e sobre r(l,r) encontramos
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Dacio que
= (1)1.>
es entonces evidente que el operador e’. inverso del operador e, viene dado
por:
Supongamos ahora que consideramos elementos E GI(2cc) invariantes
bajo e, es decir:
= g <4.15)
y funciones u- E Y generadas mediante la acción de los g que satisfacen
(4.15) sobre la solución trivial u-o(’~ r) 1ss ~,,e8,,s- Entonces:
r(l, r) = g¿,o = ¿ge — ‘~‘o = ege ~e~ss=
= ero, r) ( 1 )‘~‘~r (—1, z).
Particularizando paraN = 2,1 = (0,0> y ¡ = <1, —1) obtenemos
r(0, Dr) = i’(00r)
r(1,—1,z) = <(—1 Ir)
y teniendo en cuenta (412) vemos que se verifica la condición de redución
- El problema de obtener soluciones de la ecuación OS nos queda con-
vertido en encontrar elementos y E G¡(2u-o) cuya realización en t¿rminos de
operadores de vértice satisfaga (4.15). Para obtener las representaciones de
dichos elementos debemos ronsiderar en primer lugar como se transforman
bajo e los operadores sÁQIr), ~ (k).
Supongamos que las variables rÁ sasisfacen
— < í
Asumiendo (46) — O o > 3 vemos que tal condición sejunto con Z. _
cumple para el caso de DS. Entonces se sigue que:
e4$e —l _ (—1)~~’z$’; c3ó,e~ (—l[~’3,, <4.16)
y por tanto
c~(Irr1~)e’ — Z(—l~*’z~k>~ — ~( k x~~)
(4.17)
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Pasa averiguar como se transforman bajo el operador e los operadores de
vértice necesitamos también conocer como se transforman los operadores
de translación t del Indice discreto 4
eTje’r(I,:) = e7’~(—l)2.—s ‘“<‘1r(—¡, x) =
e(—l)L... ‘.+é(l+c)+5u--~¡ — e
5,:) = (4-18>
(~l)Q><’+JíSi.s ‘~‘r(I —
Como (4.14) implica
N N
GQ) +6(4+ e5) —24+1=5—Ii + Z’~<” —1) + 2
11
se vetifica
l?(o4-O(—’-4-ei)--2~.i L+I = ~ - (4.19)
Así (4.18) y (419) nos dicen que
= (..1$.>7’.—~ (4.20)
La acción de e sobre el operador 1~ la encontramos invirtiendo (420)
veselca entonces que
= t(~1$+b = (—íy~t’’; (4.21)
luego a partir de (416), (417), (420), (4.21) y (2.16) se sigue ~naln,ente
que los operadores de vértice Ú’
0(k), 4(0(It) se transforman bajo e como:
e4Ó1(k)e— 5 = (1)’~’ (It• )—~ gÁ’»(— It”) (4.22)
Queremos ahora encontrar la expresión cuadrática más sencilla en tér-
minos de operadores de vértice que sea invariante bajo e. De las ecuanones
(4.22) vemos que
= ( 1)~’ (x) 4’(>’(~p”)g,O)(..~q) p # q (4.23)
luego la expresión que buscarnos será de la forma
+ o’~í»(q)s,5<’í(~p’) p+ q $0- (4.24)
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Para encontrar las relaciones que deben satisfacer a y a’ imponemos que
(4.24) sea invariante bajo e y utilizarnos (4.23)
e (o~’>(pftb(i~ (—9”) + o’~O)(o)vÓ)~ (—¡5” ))e —‘ —
0 (—1 >i+Lt y> (q)4íí (e”) + (a’)” (—1 Y ~‘ t~,ÁO(p)gÁ5)” (-,.q•9- (4.25)
entonces, para que el segundo miembro de $25) coincida con (4.24) la
condición que debe verificarse es
oq — (—l)’4’o”p (426)
En eí caso particular í = 5 vemos que oe$(t>(qfr()(~q) es in’-ariante bajo
e si se satisface aq = (aq” ) - es decir aq e R. Cualquier combinación
lineal, con coeficientes reales, de elemeislos de la forma (4.24) es entonces
nevariante bajo e, de este modo podernos obtener soluciones de la ecuación
DS mediante la aplicación a la solución trivial u-sIl,:) = t,o de elementos
de G¡(2m) cuya realizacodo en ternunos de operadores de vértice sea de la
forma:
y = exp ~ o2,, ()<q~)jt,í5)(~q$$~), (4.27)
j5,2
donde q> = (q~hí) e * ((1))’ sen A-II puntos diferentes en la circunferencia
- que satisfacen
1» ‘> -“ — - (4.28)
+9p r0 1 <LI’< \-I’)
y los coeficientes a2,, son números complejos que verifican
O ... _ < ípfl= q~)”~ (4.29)
— . ‘ ,,<
Denotando ahora
= O
2,~ í(q~y~¼)” (~q$~)”)
(4.27) se puede escribir como
g~exp E EEC.- (-4.30)
.3=1.2=1
De las reglas de antíceornutacido de los operadores de vértice y de la
condición (4.28) se sigue que:
1-42,, ,A4~
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lo que permite escribir en (430) la exponencial de la suma como producto
de exponenciales, es decir:
N<”
5 N<>t
9= fl flflexp4,. (431)
¿j5.2 ‘si “Sss
De las reglas de anticonmutacido se deduce que:
= a
lo que hace que el desarrollo de la exponencial de (431) se reduzca a:
e,cp = 1 + A~
y entonces (4.31) puede escribirse como:
N’1 N<~S
9= flfl fl[í+,~j. (432)
ijs,2 11 m5
Expresión que puede ser simplificada teniendo en cuenta que:
= — 0. (4.33)
Vamos ahora a introducir una ontación que nos permitirá llegar a un
conocimiento completo de y [29), L423. Definimos los conjuntos 1,, 17 como
conjuntos de indices que verifican:
A, 17 c fi, - Y(’>) (1 — 1,2) (434)
n(I, U 1,) = n(1~ U);)
donde n(1) denota el número de elementos de 1. Dados ahora los conjuntos
¡~171 = 1,2 definimos las particiones Aj C 1, que verifican
(4.35)
y las aplicaciones inyectivas o-,, : — 1, que cumplen:
17 = o,¡(Iss)Ua,s(h¡) , o-,
1(115)Óc,y(I,5) = & (4.36)
De (4.32) y (433) vernos que los factores en (4.32) pueden agruparse en
función de los índices que aparezcan en cada factor y (4-32) puede escribirse
como:
9 = (4.37)
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donde la suma está extendida a todos los conjuntos 11, .1 de la forma (4.34)
y A(Is,1~,1,, 1;) viene dado por:
4(1,, 17,121;) = E II 111 A2,.(,). (4.38)
ji = 5,2
La suma en (4-38) está extendida a todas las posibles particiones Iq de la
forma (4.35) y a todas las posibles aplicaciones luyectivas ajj de la forma
(4.36). Al haber agrupado los términos de (4.32) en función de los índices
que contienen, la dependencia en las variables r, y, 1 es común en cada
término (4.38) y puede verse facilmente que viene dada por:
exp Ef E ~~‘l+ 3 <~1 (4.39a)
1. ‘e’ ‘e’r
asendo
iP ~(2) 1 ~ +
r49, 1 . =2q, ~ . (4.3%)
Vimos al principio de la sección que rj es el principal objeto de nuesíro
estudio, sólo nos interesará por tanto calcular los .04(1,, 1~. 1~ ,1) tales que
al actuar sobre ro(1,r) y evaluarlo en! = O dan contribución no nula. Para
ello ti necesario que .04(/,, 1,1,, 1;) no contenga operadores de translación
en las variables discretas 1,, 1,; es decir que el número de elementos de
4 coincida con el número de elementos de 17. Un caso particular, que
como ‘-eremos más adelante e~ eí más importante, ~ /,. 4”. En este caso
a partir de la expresión <2.28) para eí producto de operadores de vértice
encontramos:
A(Is. I,,f2,f2)~to c(!,l (2)0(1, 1-,)exp 3~Y~ -4- ~r>”)1cts,-~ ‘e’. (4.48a)
siendo
_____ ql
—
rIZÓ = ____________ (j) 2
~~,~, -i- q, ~ ~ + q$;,1• (4.4Gb)
o<l:~, J
2) = Y~’ ‘<1,» o-<~) ]jJ TJ ~te.,(í) <~ 4Or)
,j¡, 2’ ~
donde la suma en (4,40r) se extiende igual que en (4.38) con .17 = 1,, y
s(Iq,o-ij) = ±1 ese
4 signo de la permutación de las variables anticonmu-
tantes
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donde a~ = ~ 0~> =
4.3 Estructuras coherentes. El dramión
En esta sección vamos a caracterizar la solución básicade la ecuación OS, el
dromión, pudiendo de este modo estudiar sus propiedades. Consideremos
en (4.27) el caso mía simple, es decir M’~ — = 1. Para este caso los
únicos términos rejevantes en el desarrollo (4-32) son:
g = 1 +Afl +4?+A1~+MI +ÁI?A?1 +AII.4??-
A partir de esta expresión para g es facil encontrar las funciones
u-1 = 1 + dse’””~~ + desa>1(t> + d~e2~~~t<í>+2AY(l), (4-41a)
rs = u-2 = —2pa~ exp(pr(t) + .Xy(t) + i([pj
2 + AI’)t], (4-41b)
donde
1 <i>. 1 (2) (441c)
P=l’R+,pt~qs , A~R+t>I=
3qi
011q5 (i = 12), d, = q, q5 (1’4? —
(4 .4 íd)
z(t) = z — 2p¡t - y(t) = y — 2ht, (4.41e)
Para valores positivos arbitrarios de los parámetros dif1 = 1,2,3) la función
q = es conocida como solución dromiónica o dromión de la ecuación OS.
A partir de (4.41) obtenemos:
4(lds —
— 1 + díe
2M.r(t) + d
2e
25”t’) -4- d
3e’Ps~(’>+»fl(’) (442)
que representa una perturbaciésre expouencialmente decreciente en todas las
direciones del plano (r y) que se propaga sin sufrir deformación. Queremos
ahora conocer el punto en el que ql alcanza el máximo. De (442) se deduce
que dicho punto será de la forma (zc(t),vc(i)) = (xc +2pftyc +2>,t)
donde (tez, vez) verifica las relaciones
~.-uRrc.-aflc — d,eMRKcAfiIc + d2eMRC+XRYC — d3eMRrc+SRYc
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5RtC~
255W + ~ ~ — dse>~~o+>>e~c — dseMRC+>fi5c
operando con estas ecuaciones llegamos a:
2flRrez +2Anyez = — logda
2pnrc — = íog
de donde
rez=j-K~íog
2~-- ‘ Vez—j{— log AL (4.43)
Una constante del movimiento para la ecuación OS es el funcional cono-
cido como energia de la solución q, que preferiremos llamar masa de q, ya
que es esta su interpretación en el contexto de la invariancia Calileana de
los operadores de Schródinger [37]. Este funcional viene definido por:
Al = ~ qj
2drdy, (4.4 4)
para comprobar que es una constante de la evolución considerarnos so
derivada respecto a lavariabletemporal y tenernos en cuenta (4.11), en-
contramos entonces
dM i ¡
df — 2 JR’ V{q”tq — q~7q}drr1y.
Cuando q está localizado, la expresión qtq—q7q tiende a Gen el infinito,
luego:
dAl
de
Teniendo en cuenta que <ql2 = 4B~8~ log u-~ la expresión (4.44) puede re-
escribirse como:
Al = 2J 08. ogrsdrdss = 2log rj(—oc, —oez)r,<oc. oc) (4.45)r,(oc. —co)u-x(—m, oc)
y en el caso de la solución con un solo dromión encontramos
Al = 2log
1-~-- (446)
Para encontrar la relación existente entre la altura del dromión (máximo
valor de y]) y la masa introducimos las expresiones <4.43) en (4.42)
teniendo en cuenta <4.46) legamos a:
= 2(].XnpnD~ (~ 1
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Para ilustrar la forma del dromión representemos jqj’ en la figura 4,1 co-
rrespondiente a la función e5 dada por (4,41a) y al. elección de paranletros
1
a
= 6,
u
(4,47)
a —
~— u r
—~. r
Figura 4.1:dromión
Podemos encontrar otros tipos de estructuras coherentes imponiendo
que alguno de los parámetros d1 se anule: Si hacemos d5 = O (ofl = 0) la
función 191 viene dada por:
= 1 * d,e’>’e-’(~) + d,e
2eatt~>+S~nYtt) (4,48)
luego tiene la forma de un kink localiaado en la litea:
pnx(i) + Xxy(t) = — log 4- (4-49)
Representamos esta estrsictura en la figura 4.2 para la misma elección de
parametros que en (447) excepto d, = O. El resultado a analogo si con-
siderarnos d, = O OnU = 0)-
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r
1uL
Fgura 42:kink
Por otra parte debido a (441d) y a (429) si 4 > O y 4 > O para que
4 se sisule debemos tomar PR ~ -c O. Entonces de (4.42) tenemos que
<~
que de nuevo tiene la forma de un kinlc, en este caso localizado en la Enea
1 d,
p5r(t) — >~y(t) = ~logy.
Si suponemos que d, y 4 se anulan simultaneamente (c4[ = o~ — O) kI
adquiere la forma:
— log d3= ~~]pR.~R11 sec.qpRr~¡> + >ny(t) 2 (4.50)
que es una estructura unidimensional localizada en la linea (4.49). Repre-
sentamos dicha estructura en la figura 4.3, para P~ = = ~,cf3 = 6.
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Figura 4.3
Finalmente, en el caso d5 = d5d2 (4? = 0)1. ecuación (446) junto a
(444) implica que la función I~ ¡se anula identicamente-
4.4 Dinámica de dramiones.
Después de haber estudiado la solución con un solo dromión de la ecuación
de OS queremos estudiar las propiedades dinámicas de los dromiones en
soluciones multidromiónicas. Para ello realizaremos un análisis asintótico
en la variable t de la función
¡q(x,y,1fl
2 = 4&
5a,logr1(x,y,t), (4-51>
De lo visto basta ahora es evidente que el comportamiento asintótico de
cada contribución (438) de n queda determinado por el módulo de las
fuaciones (439a)- Para considerar estas funciones tenemos en cuenta que:
h6~’>(±t) = ~ — .4’)~, Re6Ñ~>(y, fl = ~(9~~V)R(Y —
donde
= ~ v~í = (q~~)y; 1 = 1 re — 1 _ - -
luego
exp e~’~ +2 s~í» } =
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<4.52)
exp f~ ~(q~’~)p(x— cfi) E 1 (2)~(q, )R(x —
tic’.’; ‘eh,,; 3
De este modo hay A’~’) - A’121 velocidades caractersticas:
t’tm = (n~’1,s,g)) 1<1< V~’> 1-cm < .V12>
asociadas a(4.51). En la discusión posterior nos restringiremos a soluciones
que satisfagan
>0, ¡ —1 ______ 7’)
> <,, 1 = 1,2. (4.53)
4.4.1 Movimiento asintótico de dromiones
Consideremos ene1 plano (ry) el rayo definido por:
r(t) : + t4’>t y(t) — y + trk>±. (4.54)
Queremos analizar loa limites t — ±ccde (4.51) sobre <4.54). Para eíío
definimos los conjuntos de indices !~ romo:
entonces teniendo en cuenta las condiciones (4.53) y la expresi¿n (4.52) es
facil ver que el término dominante en (4.51) viene dado por la acción sobre
la solución trivial Ño de:
~(!t i¿, & U {12}. /+u 17,)) +A(It U {l, }‘ 1,~ U{lfl, f,~ U{l< J~ ‘J{1
2))
Teniendo en cuenta <4.51) y (456) es claro que la función q(r(t). y(f). 1) se
reduce cuando 1 — ±oca la solución drorniónica dada por la función
correspondiente a (4.41> donde ahora
1 ~>. — _
,í+ _
(4,57>
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df rc~c~~~4’ u<~1>j1 ‘J{la)
)
= e(1j~U{f¿}«It) s=l,2-
estando e y a definidas como en (440)
Hemos de señalar que estamos suponiendo que todos los parámetros de
(4.57) son estrictamente positivos y que 4 t 44. Entonces para cada
par de índices (
1s,i~) (1 =4 = N«l) exis e en la solución q(x,t,,t) un
dromión que se mueve con la velocidad 6i,,, =
Si tomamos ahora el rayo definido como:
t(t) — r 4 v~i~t, y(f) = y + v<~)t (4.58)
con (u<’),u(’)) diferente de (
54
1>,vf>) (1 =4 =~<0) el único término
dominante en (4.51) es el que viene dado por:
ACIt,It,It,Ih6ns
donde 4>’ — 17 E N<‘) : ~(u<’1 ,4’>) > 0}, luego cuando —e ±cn,$qj —. o
sobre el rayo (458) Si v<~> — _ para algún 1s, entonces, la contribución
dominante a r,, salvo un factor exponencial que depende liocalmente de las
varsables r, y, sólo depende de a, con lo que de nuevo I~I se anula en ambos
límstes asiatoticos sobre (4.58); ocurre análogamente cuando v<~> =
‘2
Esto quiere decir que asiatóticarnente la solución se reduce a Nt’) . Nt2)
dromiones. Nos referiremos a esta solución de la ecuación 1)5 como solución-
<s),Ntt) y al dromión que asintóticamente se desplara con velocidad
u,,,, como dromión-(¡,,k). En general los dromiones varian su forma bajo
1. interacción, para verlo basta con darse cuenta que la ‘nasa no coincide
en los linsites — ±~, lo que comprobamos introduciendo (457) en (4.46),
encontramos entonces:
a(1tU{ls),It U {l,})a(1fl4~
)
y en general M4,, #
Podemos ver también que la trayectoria asintótica del centro del dromión
(1) 5 t~)
-(1,, ½)viene dada por (4jt), t,,O~)) = (4, -+v, ¡‘y, + u,,t) donde
(rt,,vA) puede calcularse introduciendo <4.57) en (4.43). Para tt,> en-
contrainos:
1 í
_____ It){ ~, mu t’21>0t’j
-
log 1Te(ftU{ts)fflo(f,tU{4},f~U{f
2})f
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y teniendo en cuenta que:
(‘). ~ 2
* q,, ~—~-y5
= ~ II <‘~
tei4 y, +
podemos escribir
— 2 ~t+áflt-4lM* ) (460)
— — (qj~)n o
don de q~
t1
—
¿lila — ~log .1 (4.61a)
‘eft q~) +
= ~log q,’» oO/t U t4Clb’
2(q$’1)R (rL’,)
Análogamente:
* — 2
— (q~1)n ~ - <4.62)
donde ahora
= 1log ~» (,, it u 17,)
)
(4.63)
‘0.0 2 2<qfl)n ~(jt ‘Q
4.4.2 Movimiento asint6tico de los potenciales
La ley dinámica asociada a la ecuación DS está constituida por dos tipos
de interacciones. Por una parte existe en (4.11) un término no lineal y
no local debido a las integrales en U, + U, y además existe un término de
interacción lineal debido a las funciones de contorno u~ (1 = 1,2) dadas por
nór,t> = Q8flogr,(r, —cnt>
u
2<y.t> = 2t~logr,(—ccy.t) (464)
Queremos estudiar el comportamient.o asintótico de los potenciales u~
= 1.2) y su relación con eí movimiento del dromión. De la expresión
(4.37) sabemos que:
<4.65)
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donde las sumas están extendidas a todos los conjuntos de indic ¡<,1¡ C
{1 V«» (.= 1,2), tales que I~ y ¡~ tengas, igualnúmesodeelesnentos
y t deaot. el conjunto vacio.
En el caso Y<’> — — 1 de (441.) se sigue que:
us(r, t) = 2O~log(1+dseSM«’)) (466)
u,(p,t) 2Oflog(1+d,e»RY(¡í)
que representan dos solitones unidiniensionalea centrados en:
xez(i) = —~-logd, +2pjt (4.67)
vezQ) = —4,~ logd, + 2>ut
En el caso general un análisis asintótico análogo al realizado para el
estudio de la dinámica de los dromiones demuestra que la función sn se
descompone asintóticamente en ,V<’1 solitones que se desplazan con veloci-dades u<’> 1 =1, c V(’) 1 — 1 2 Las trayectorias de los centros vienen
ahora dadas por 4,00 = 4, + paran, y Yt e) — + <2)tVez,, ‘h,
par. ~ donde
= ?W~3~ +
yc,ts = 7~47(¡5 + AI~>t) (4.68)
donde 4.1* viene dada por (461a) y
1 qV1’e(1~ U <II) ~) — 1 í q~~»o(#, 1~ u <¡2)
)
= 2 g 2(q<1>)u(I~ ~) — og 2(q~1)no(& 1,~)
(469)
Vemos entonces que u
1 + u2 es asintóticamente una función con -
N<’) nodos que se desplazan con velocidades i~t5t5 = (vf’trí’>). De (4.60),
(4.62) y (468) vemos que el puato máximo del dromión-(¡s 4,) no coincide
con la posición del nodo que se desplaxa • ig,sal velocidad. Además de
(4Mb) y 04.63) sabemos que 4’~ depende de ‘44, con í ~ 5 mientras que
por (469) ~ sólo depende de o~, de este modo vemos que la dinámica
de los drumiones no queda determinada por la dinámica de los potenciales
y que mientras que el scattering de los dromiones es esencialmente bidi-
mensional, el scattering para los potenciales es unidimensional. El hecho
de que en ~21,22,47]se llegue a que la dinámica de los potenciales deter-
mina la dinámica de la solución se debe a que las soluciones consideradas
son un caso particular de las que hemos visto aqul. En efecto, es inmediato
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comprobar que los resultados de ¡2122.47] se obtienen a partir de los aquí
expuestos tomando:
55 22
0;) = o,»,,, = 0, I#l, vn ~ os’.
4.5 Tipos especiales de soluciones
Hasta ahora hemos estudiado las propiedades de la solución (N<’<, N<2})de la ecuación 135 suponiendo valores generales de los parámetros ‘4>, ~4
satisfaciendo (428), (429>, (4.53) tales que d~ > O <i = 1,2,3) y 4 #
dtdt para todos los dromiones asintotícos.
Podemos, no obstante, realizar ciertas elecciones de los parámetros que
satisfaciendo también <428), (429) y (453) nos muestren soluciones dife-
ressees de las estudiadas. Entre estas soluciones podemos ver que:
i) Pueden tener lugar procesos de fisión y fusión de dronsiones.
u) Pueden existir dromiones que no cambian su forma bajo interacción, e
incluso soluciones asintóticameote formadas sólo por este tipo de drorrtiones.
iii) Los dromiones pueden degenerar en kinlcs o en estructuras unidi-
mensionales
iv) Existen otras estructuras coherentes bidimensinna]es difetentes de
las estudiadas hasta ahora,
Los parámetros de los dromiones asintóticos vienen dados por <4.57)
en función de los símbolos o<1,, 1,) definidos en (4.4Gc). Vamos a estudiar
algunas de las propiedades de estos símbolos cuando imponemos ciertas
condiciones a los parámetros oV,,,. Supongamos, en primer lugar que dados
dos subconjuntos 1> c <1 ,..,v’>)j (1 — 1 9 exista algein entero 1 <
1< Nt’), 1 ~ 1, que verifique:
a%½~G $/‘e1, 5=1.2. (4.70>
Entonces de (4.40c) se sigue que
o(I, u {fl.L) = o¡,’o(1,.I~). (4.71)
Análogamente si existe un entero m : 1< os _ A’121. vn < 1, tal que:
- G Vos’ E II, 5 1,2. (4.72)
tenemos que:
Q(1i, 72 U (rn}) = Q~,»O<fs,12>. (4.73)
Si se cumple que existen dos enteros los : 1 < ¡ C V(’>- 1 < rss < Y’2>
¡ ~I,;m « 12 que satisfacen ambas (4.70) y (472),entonces además de
(4.71> y (4.73) de <4.4Gc) se deduce que:
s(I, U jI), ‘2 U {rnj) = (Q</O~m — (4.74)
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Volviendo de nuevo a la solución (N<’>,N<’)) asumirnos que hay dos
enteros <1,,!,) 1 ~ 4 ~ que s.tisfaren (4.70) y (472) respecto a los
subeonjuntos it (1 = 1,2) definIdos en (4.55). Es decir:
=0 s’l:¡j<~<Nb> 1=1,2. (4,75)
Entonces de acuerdo con (457), <4.71), (473) y (474) los parámetros del
dromión cuando t — +00 se reducen a:
cts” (i = 1,2); 4 = ctct(ai’, o~¡ ofl a?’,3 (4.76)
Análogamente si (Ii - ¡2) satisface:
a” —0 vi’ -
entonces
= cQo’, (i = 1,2); d = cj q(o~’,a1$, — 4~Oi½ )- (478)
A partir de estos resultados, encontraremos ahora soluciones que describen
procesos de interés en la dinámica de los dron,iones.
4.5.1 Fusión y fisión de dronajones
Supongamos que elegimos los parámetros a~» de modo que se satisfaga
(4.75) para un par de índices fijos (¡5,12>. Si además para dicho par dc
indices hacemos = O entonces de (4.76) tenemos que 4 = dtq.
Esto quiere decir que la solución y se anula asintóticamente sobre el rayo
(:4~ tI)tu + <2h) cuando t .- 400, luego el dromión no existe en dichovil VS,limite. Esto significa que podemos construir soluciones de la ecuación 135
en las que el número final de dromiones es inferior al número inicial. Este
tipo de soluciones describe procesos de fusión de dromiones.
Análogamente silos parámetros elegidos satisfacen (477) para un par
Oh,1~) y además atA, = O entonces de (478) tenemos que d = ~ En
este caso el dromión (¡r,k) no existe cocí límite t —‘ —ro ye1 número final
de dromiones es superior al número inicial. Este tipo de solución describe
un proceso de fisión de dromiones [233.
Es importante notar que la condición ofl, = O, que implica que ci
dromión se anule en uno de los límites asintóticos, no afecta a los potenciales
u
1.
Tomemos en particular la solución 02,1) y asumamos que o~j = 0. De
lo visto hasta ahora sabemos que la forma asintótica de la solución implica
¿os velocidades uí = (s41>,,42
1) = (~q9lq~)) (1 = 1,2)- En el limite
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— —00 la contribución de la solución en los rayos (r + ,‘~‘‘f, y +
para ¡ = 1 y 2 viene dada tespectivamente por la acción sobre mU. r) de
los operadores de vértice
1 4- -413 1-41+ (Afl.04~+ .AIIA?I), (4-TOe)
y
Áfl + (AflA4 + AHA%1) 4- G4IIA~ + A~A?I)+
(Á~4g.04~~ + A~—4MÁ~?4 AA?~Á~>> (4.79b)
mientras que cuando --e 4-00 las contribuciones dornina,,es corresponden
a
.0424+(,-4iI,41-A~Ai,[ )-t-A(~,4??+<.4 A 4~+AI1Afl .4~ +
(4.S0a~
y
1 +A4 + .4~ + A~ ,~?I, (4.8gb)
respectivamente, De las ecuaciones (4.79) se deduce que cuando 1 — —no la
solución se descompone en dos drorniones con velocidades iT,, y ~ Además
de <4.40), (4.57) y 4.46) encontramos que sus masas correspondientes son:
‘2 ‘1
U’ = 4 íog oMo?? — eí,oí
,
Q’’u—2 (4.81)
(eUo~ — o’4oI~>(oI1o?? —oI?o?i)
De las ecuaciones (4.80> vemos que cuando 1 — oc la solución se reduce al
dromión (1.1> ya que para el par de indices (2,1) tenemos que d~ 44
>.nmo babismos previsto. En este caso la masa del dromión (1.1) viene dada
por:
4kg “~Á”tI”~I — o~o3 “TI — “2I~12”II <4.82)
- a~(o>~o> — o’4ofl)U> U 22
Es decir, la solución que estamos estudiando representa un procean de fusión
de dromiones. De 4.81) y <4.82) es inmediato comprobar que se conserva
la masa total.
Análogamente ci tomarnos oH = Den lugar de oH O encontramos que
el dromión (1.1) se anula un el linsite asintótico t — — oc Tiene entonces
lugar un proceso de fisión de un dromión en dos dromiones finales.
El proceso de fusiórí es il,,st.rado en la figura 4.4 donde hemos represen-
tado la función (ql2 correspondiente a la elección de parámetros:
0i = 1— i _ 24- Ii,
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55 4 22así =;(..l+21) aU=—5+Si ,
o’Jzr—1+Sí ,
eju. determinan una función ra de la forma
= 1+21’(z—20+5I’(z—t)+r<y— 21)
+4f(z — 21)f(r — flcos(~ — ~) + I’(r — 21)f’(z —1)
-*3f’Oz — 2t)f4(u — 21) + 5f’(r — i)f4(y — 21)
r 31
+41(r — 21)f(r — t)j~e~ — 2*) cos(~ —
2f2(z — t)f’(r — 21)14(y — 2*)
donde 1(r) = exp(j)
a)t—20
A
c) 1 = —4
d) t = —2
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A A
4-5.2 Dromiones que no cambian de forma bajo inte-
raezcion
Consideremos el caso en el que (4.75) y <~~> se verifican simultanearnente,
entonces los paráineeros del drornión (Ji ~2) en los límites asintóticos t —
-oc están dados por (t76) y (4.78) respectivamente, de donde puede verse
que el dromión tiene la misma forma en ambos limites asintóticos. En
particular de (4.46). (4.76) y (4.78) encontramos que:
‘5 ‘2 ‘2 “1
= -“p,, =
2íog Of,;>Otj, — >0.0’>>
,
>5 ‘20<0<4
.Xdemás en este caso. de las expresiones (4.61b>, (-4.63) y (4.69) vemos que:
como consecuencia la posicion del centro del dromión y la del nodo cor~
respondiente están rolacionadas por
= .‘~ 4<;
a ______ <4.8.5
.0 = ~‘.0>.0 >
donde Mr,;, = M, ,¶lfl es la masa del dromión dada por (4.83).
Por lo tanto eí único efecto sobre el drom,on debido a la interaccion es u:>
e)t=1 f)1ur20
Egura 4.4: fusión
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desplazamiento dado por:
rt,. — = — z~>, = ~4.(6) —62>)
(415 >5 (4.86)
+ — + — snt2) (27Y,
5¡5 — Y,,¡, Yc,í, — l/c,, — ———m———t
0í — 6,,)(.~, 1*
Supongamos ahora que hemos tomado los parámetros ‘44, de modo que
verifiquen
¿44,=0, I#m l<l-<N01 l<m<N0> (4.87)
En este caso es evidente que (4,75) y (477) se verifican para todos los
pares (¡5,72). AdensAs como oj~, = O siempre que 4 # ¡~ se verifica df =
44 para todos los drorniones con 1> t 12 luego no existen dromiones con
velocidades ib,,, para 4 t ‘2- Es decir la solución correspondicate a (487)
representa min(N(’),N(2>) dromiones que se mueven con velocidades ib:
1 < ¡ =min(N<fl, N<’)) en ambos límites asintóticos y que conservan su
forma bajo interacción (2,3,4],
El ejemplo más sencillo lo tenemos de nuevo en la solución (2,1). La
reducción (4-87) sobre (4.27) para — 2 N<2> = lío convierte en:
y = exp{ afl ypt5)(q~5l),/>(5>. (~q~~)’) + a ~<‘>(q~S))~<tí>(~q~’») +
a[~ ~*t’)~ + e?1t<íí(v~í))~t ‘»(~ q~’>’) +
22o>, >~/2>(q~>) )v’<’<- (~q~2» )} - (4.88>
En principio la solución implicaría dos velocidades 61s = (4’>, s4’>) =
(~(¿‘))j (q~’>)j) (1 = 1,2>. En el limite t — —cn la contribución de la
solución sobre el rayo (r + 4’>f,y e v~~<t) para ¡ = 1,2 viene dada res-
pectivarnente por la acción sobre la solución tri~-ial de los operadora de
vértice:
1 + A[ + A?3 + (-dHA?? + .041?A?i), (4.89)
AlI +A1IA4~+ (AIIA?? + AI?A?t) + AH(AIIAH +
msenrras que cuando t — cn dichas contribuciones quedan determinadas
por
.4~j + -~I 1AM + AMA?? + AU(AIIA?? + A??A?1), (4.90)
14 AM 4 A?? + AMA??.
De (4.89) y (4.90) es evidens.e que para el dromión (2.1) se satisface 4 =
dtdf,es decir no existe dicho dromión en ninguno de los limites asintóticos.
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Para eí dromión (11) de (4.89), ~ (4.40> y (4.57) es inmediato que:
>5 t’)
= a,,q
5 9, — y> — — OHqH).0
2(q~’ >)a q?I 4 ~><>)~ ‘ 2 —
2(q~’~)p
<4.91)
________________________________ ql — q2e — (“1 ~22 — “HoM)W ~‘>(5) (5)—
<q> q> -
donde r O y 54 =
Vemos entonces que la solución que estamos estudiando es asintóticamen-
te un dromión que no cambia deforma, Su masa cnt — ±cezviene dada
por
>2 2!= 4log ‘‘,, “>>“, (4.92)
01>0,1
y de (4.86) encontramos
(‘1 <.0>
], ng .$u7fla,,~ ¡>4 ~ 4 q>.04q(.0> (4.93)
+ -Y5> = Y»
Ele (4.88) podemos ver que la función viene dada por la arción sobre la
solución trivial de
1 + Ai~ + sM +Al? + 4~~44 + (A:!AH + AHA:l)+ 101>
~>l 422 ->:/4>1422 4:2>421<
221>
4--~¶2t-sr-s + -‘‘-Mi,
íuego la masa total puede calcularse facilmente como
s. U ‘2 52 ‘5
51 = 4 ¡ drdy8,,~
5 log = 4 log >~s
—
>5 22
“isa-’
que de (4.92) vemos que co;ncide con la masa del dromión. La ir>seracción
que sufres1 dromión en esta solución es debsda sólo a la interacción con (os
potenciales.
En la figura 4.5 representamos la función <q> corrcspondic-n;e a la
lección de los parámetros
ay ~500’ -- 1000 500>
0.05. b~=0.1, 51=0.04, c,> 20
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donde hemos definido
‘e tO~
= a1191 -
————~y, s1,2; ‘s
1,2; ¿2=1
(495)
Ct,> = —
4q~~3qqf~4
4-
‘II ‘ji
.0,
a)t—4000 b)t1000
c)t=2500 d)*=5500
e)t=7000 f)i=12000
Figura 4,5
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La función r> viene dada por:
= 1+ 0.OSf(r — +0.04f’(y —
+ 0.lf(r - ffl)1000 oQO1 1
+“0<l + iO>f(x —
500
lío—’ A
+ ~ f(r — —)f(r — —) (4.96>
500 1000
4. l0<f(r — —L—)f>(~ — Á~) +
1000 500
fi: — —>1<’ — —--)f(y — —
4.4.lO~ 500> 1000
donde f(:) = exp(r). De (4.96) es intoediato obtener para los potenciales
u;(r.l)4u<Y t>¡ — %>log{140.0kf(;— —)+0.if(r— —< -4-
500 1000
I+4.l0e . 500 1000
2óflog<l -4- 0.0412(y — z~)} -
En la figura 4.6 representamos las curvas de nivel den, -4-u, junte con las
de ~g[2, puede acree de este modo tomo tiene lugar la interacción entre el
dromión y los potenciales. Es in!portan>e notar en la figura 4.5 como la
>nteracción del dro:nión con el potencial tiene lugar mediante la aparición
de un nuevo dro:,uon que >.oma la forma del dromión inicial haciendo que
cstc dcsapars-z-a.
:5’ o E) A = —1500
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ss—sn
c) 1 = 2000
u”
5 1• 5 5
e) t = 9000
‘5
o o a
d) 1 = 5500
II
a ‘5 a a
f) I = 12500
Egura 4.6
4.5.3 Procesos de interacción de kinks
Al estudiar las estructuras coherentes encontramos que si hacemos a~ en
la solución (1>1), esta solución toma la forma de un kink. Queremos ahora
coos,óerar soluciones en las que aparezcan estos tipos de estructuras en
procesos de interacción, La condición a?? que convierte el dromién en
un kink sugiere partir del elemento del grupo 01(200) (4.27) que satisface
(4.28). (4.29) y (4.53) tomando
(4.97)
de este modo la dinámica descrita anteriormente sigue siendo válida, pero
las estructuras coherentes asintóticas pueden ahora degenerar en kinks o en
estructuras unidimensionales e incluso pueden no existir. Para ver cuando
estamos en estos casos estudiamos los símbolos o(1í,I,) bajo la condición
(4.97>. De (4.40c) tenemos que la única partición de 1, que contribuye a
0<1,,]>) es
125=12, ‘22=4’ (4.98)
84 Capítulo -1 La ecuación de Dasey-Stess-artson
entonces de (4.36) debe satisfacerse 1, = cr,>(1,>) luego debemos tomar
‘>2 tal que n(1,9 = 0(12) y como .1,, c 1>, para que sea posible tomar
la partición (4.98) cl número de elementos dc 1, debe ser mayor o igual al
nómero de elementos de .1,. Es decir:
n(1>) < n(1-) no o(fí-12) = 0. (4.99)
Consideramos entonces la solución generada por el elemento de G¡<
2oc)
(4.27) con la condición (4.97). . Empezaremos por estudiar el compo>
tamsento asintótico de la solución cuando 1 -~ —oc sobre los rayos
(r — (q~’>)¡1, y -y- (q~2>)¡ ~> (4.100)
distinguiendo los siguientes casos
1) l2 > E, + 1. En este caso de lo expuesto anteriormente se deduce
que el término dado en (4.50> como término dominante se anula. Para
encontrar el término dominante hay que aumentar el número de elementos
de 1> o disminuir el número de elementos de 12 dependiendo de los valores
de En general, lo encontraremos en>re los términos A(1f .1k1?. I~)
donde 1, -4-1 =1 < osin{4, A’<>> -+ l}. Si de estos términos solo existe uno
que sea dominante se sigue que igl 0 en el limite asintótico t — —oc.
Pero puede comprobarse que Á(.1j. 1, 1<.!j y 4(1,7,1,7 - - 1,7 son del
mismo orden si se verifica
ti + 1 51<? =~‘Z~<2, At’1+ 1}
uego en este caso puede existir más de una contribución al término dorrsi-
nante y no se anula sobre el rayo (4.106) en el límite 1 — —oc. Lo
particular si solo se satisface (4.101) para dos indices ¡ y 1’, igl toma la
forma de una estructura unidimensional.
u) ¡2 = ¡>1-1. En este caso de (4.56) y (4.99> se deduce que el térmito
dominante viene dado por >4(17 u <A> .Ruj/>1./I±>>/7+>>luegoq>— O
sobre (4.1 00) en el limis e asi,>tócico — — oc
iii> j> /, De nuevo de <4.56> u (4.99> sl término dominanre viene dado
ahora por
A(J,71[.17.iE)+ -XIS uil>).I< u{l>1JE.J[)+
.4(I7>u {l,}, ],7 <E>>, ¡Su <4) Ip u <1,>)
y la solución toma sobre <4.1001 la forma de un kink en el limite asintótico
— -Ya.
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Iv) ¡2 < s, En este caso ninguna de las contribuciones al término
dominante dadas en (4,56) se anulan luego sobre el rayo (4100) la solución
toma la forma de un dromión en el limite asintótico t —e —~,
Pasamos ahora a estudiar el comportamiento de la solución sobre el rayo
(4,100) cuando consideramos el límite asintótico t — Co. Para considerar
las contribuciones al término dominante debemos distinguir los casos:
i) I~ -< N(2> — N<’> + 1, — 1. De (4,99) vemos que (4-56) se anula, El
t&mino dominante puede verse que estA ahora entre A(It, ‘t, 1k,,s.~<
t>4’,
~N(ss—NQs+j)donde enar{0,N(’> — N<2> + ¡2] =1 <
1s — 1. De nuevo si el
término dominante es único I~t — O sobre (4.100) cuando t — oc; pero si
se verilica
>j {q~r~(q»> — q~3) + q~,> (2> — 9N(2)Ntt)+jJ )} = O
~Nt.s+JR(q~JjrI+I
maz{0, N<’> — Nt2> + ¡2> ~ ¿<1’ S ¡~—1
(4.102)
puede existir más de una contribución al término dominante y entonces q¡
sobre (4.100) en el límite t — no no se anula.
si) ‘2 = Y(’> — Nt2> + ¡,—1. Entonces el término dominante viene dado
por A(1¡t U {¡,},It u {ls),I¿ 1,) y — Oea el límite e —s oc sobre
(4-100)
iii) 1,— N<’> N<>~ + Ji. En este caso el término dominante es
A(Iit i¿ t I~) + A(lt u{¡
5},It u
y (q¡ sobre (4.100) tiene la forma de un k-inh cuando * —‘ cc-
iv) ‘2 > — N
t5> + 2>. De nuevo ninguna de las contribuciones al
término dominante (4.56) se anula luego la solución sobre (4.100) toma la
forma de un dromión cuando t — oc.
Resumiendo lo visto hasta ahora hemos encontrado soluciones en las
que aparecen kiak-s y dromiones. El número de kinks viene dado por
msn{,V(’>, Nt’)) y en general no conservan sus velocidades pasando de:
- v~’~), 1 =¡ =min{N<’) Nr»> cuando — —cg
a («>>, s4~., Ñ<’>
41t osnr{l, N
t1> — Nt2) 4 1) =1 =
cuando t — oc
sólo en el caso particular A.t!) — Nt» los kinlcs conservan sus velocidades,
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Los dromiones corresponden a las velocidades:
(v~’>,v~>>), 1, = 1,..., N<’>, ‘2 = 1,.. mín{N<4>¡s —
cuando 1 — —oc
y
(141)e>.2>) 1 —1 ____y;>) 12 = mar{l.iV~>> — Nt’> + 1, + 1)
cuando t — oc.
Vemos también que el número de dromiones se conserva; en eí caso A>
4» <
Y<’> viene dado por ~N<~(N<’ >—l) y todos ellos cambian de velocidad bajo
neeracción. Si A1>> > <2) tenemos v(2>(2N(s) — y(’> — 1> dromiones
de los que N(2><N(>) 4 1) cambian de velocidad y ,Vt»(N<’1 — <‘> — 1)
conservan su velocidad bajo interacción. Estos últimos son los que corres-
ponden a las velocidades
Pueden también aparecer otras estructuras coherentes en alguno de los
límites asintóticos si se verifican las condiciones (4.101) é (4.102).
4.5.4 Otras estructuras coherentes bidimensionales
Analizaremos ahora otros tipos de soluciones diferentes al dromión y al
kink que se mueven rígidamente con una velocidad característica. Con este
fin vamos a proceder de dos modos diferentes encontrando así diferentes
estructuras coherentes soluciones de la ecuación DS [411.
En primer lugar partimos de la solución generada por ei elemento del
grupo C!(2oc> dado por (4.27), (4 28~ ‘-4 2~} con V<’ _ _ — 1 y
donde hemos tomado (q~fl, — (q, ;, para que exista una sola velocidad
dada por (—<q~’1>¡, <qi~);)~ De (4 32) ~ersíos que en el desarrollo de y nos
aparece el térnsino AH, la dependenc,a n las variables (r. Y <> de dicbo
término ‘lene dada por:
4. ![(qd qji>’q-? — ~ QS}.0)p}
luego la presencia de este térmsno ace Que la soluciót! que consideramos
no sea una estructura coherente excepto en eí caso trivial q~, en el
que la solución se reduce a un dromión. Para evitarlo tenemos que tomar
o i~ = 0. Pero esta misma dependencia en las variables, muí! iplicada por el
factor exp:q<>~ Ip— q~}t 4}la tenemos en el término Á~~Á?~.luego de nuevo es
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necesario hacer al! = O ¿ a¡~ 0, tomamos la última posibilidad. Entonces
el elemento del grupo G¡(2oo) que estamos considerando viene dado por:
g — ~ + a4~t(5><45>)tt2>(~q~’») +
+ o~[~<2>(q¶2)»¿(1) (~qj!»> + (4-103)
donde (q~53)¡ (q~I>)¡, Des.rrollando la exponencial vemos que la soluciónque estamos buscando viene Jada por la acción del operador de .&tice
1 + Afl + AM + A?! + A[A44 + (A~[Afl + AflAfl)+
AMAU + AII(A[IA,, + AflA!?)
En la figura 4.7 representamos ¡qL2 para la elección de parámetros
(1) (2)
4= 41, 40.5, c,;2
donde b, c,> están definidos como en (495) y la función r1 que determina
la solución es de la forma
1 13r!(r,y,t) = l+f(r—t)+—f’(x—t)+f(y—t)+—f(r—t)+
2 18
12
siendo 1(z) = exp(t). Esta solución representa un estado ligado de dos
dromiones.
Fgura 4.7
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Si ahora sobre el elemento (4103) hacemos o?? = O (b~ = O) encon-
tramos una estructura coherente, localizada excepto en una direción, pero
diferente al kink. Eligiendo el resto de los parámetros igual que en (4.104>
la función r1 viene dada por:
rs(r.y,I) = 1 + I(r —1)-y- iJ>(z fl+ If~(r —/) -1-
18
2f(z — I)f(y — t) 4 —f
3(z — t)f(y — t)
9
y y]2 queda representado en la figt!ra 4.8. En este caso la solución es un
estado ligado dromión-lcinlc.
Figura 4.8
Podriamos también partir del elemento de G/<2co> de la forma:
g = exp{a>’ t~11(q)wt>>’ (—q~) -4- o>2&í>í(y<)0<2»(~p +
Q21 t~2>(p’ >9<4~ (—< ) # 2>u’ ‘}(p~Afr ( f
1ue de acuerdo con (4.26) genera solucioues de la ecuación DS si se verifica
«y ,o”p E~. ..%:>~. =0- y <4.106>
~4.I05)
La exponencial puede desarrollarse y ol’t,»emcs que la solución viene dada
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por la acción sobre la solución trivial del operador de vértice
1 + eS’t(O(q)~b(>»(~q) + a”t’>(pW’<2~i—pt+
a>5
a>t a’ 4’<’~(qW~< (q )s4tS)(q’ft8P)~ (~p’o )~b(2)(p94’0» (—q
la dependencia en 1.. variables z,y,t de los términos a>’.p(’)(q)s4(’»(~q)
y a22k<2>&)’P<2>(—p) viene dada respectivamente por expfqn(z + q¡t)] y
CCp[PR(l/ — p,t)] luego la velocidad debe ser = (—q¡p,). Si queremos
ahora que la solución sea una estructura coherente que se desplace con
velocidad (—q¡,p¡). al realizar el cambio
t
97t,yy+p,t (4.107)
la solución no debe depender de la variable temporal. Consideramos abora
el término oIsa
2I.é<s)(qs)gÁ1»(~pfl4’t2)(p)4’(>»(~q’fl su dependencia en
las variables z,y,t viene dada por:
exp[q~(z + qt) + p%Ó, — pí,U]
y realizando el cambio (4.107) encontramos
exp{qf~z + 41/ + (4(q~ — 92) +4(pr — p’flJt}
luego tenemos que imponer
(4.108>
Bajo esta condición es inmediato comprobar que la solución determinada
por la realización del elemento CJ(2oc) dado por (4105) es una estructura
coherente, En la figura 4.9 representamos qL’ para dicha solución habiendo
realizado la elección de parámetros
it aq2-44j q%2+~, ~ — 6
—> — p’ 1—— -
a>’ =~±<4+i), a22 ~ 28817 s~341> =~r
y en este caso la función rj viene dada por:
rs(z,y,t) = 1-+-f’(z++14(v— ~)+t(z+4)fVy—
2 6 577 26
132 t t 13 1 4,1.>
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donde ahora f(z) exp(z) y la solución es un estado ligado kink-kirsk.
P>gura 4.9
lina estructura similar ha sido encontrada experimentalmente en ondas
superficiales de un 6uido poco profundo sometido a una perturbacido (183.
Capítulo 5
Estructuras coherentes
localizadas en dimensión
arbitraria
5.1 Soluciones localizadas de lajerarqufa KP
en N componentes
Ea los capítulos precedentes hemos encontrado estructuras coherentes loca-
lizadas en (1+1) y en (2+1) dimensiones. Queremos ahora generalizar estos
resultados encontrando una estructura localizada en (N.y-1) dimensiones,
solución de la jerarqula KP en N componentes y estudiando el compor-
tamiento de esta estructura en soluciones en las que interacciona con otras
estructuras similares [43]. De lo visto en el capitulo 2 sabemos que pode-
mos encontrar soluciones de lajerarquía de KP en N componentes mediante
la acción de las realizaciones en términos de operadores de vértice de los
elementos y E Cl(Noc) sobre la solución trivial:
En este capitulo vamos a centrarnos en las soluciones obtenidas al actuar
sobre (Sí> para m
1 = 0 s = 1, Y con elementos y E C¡(Noc) de la
forma
y = exp a~?nsWI1(~k¼tPW1~~$&•j (5.2)
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donde ~ 1 = 1 V o = 1.-. N, son puntos en la citcwnfesencia y con
> o y q$~> ~ si n os y o~¿,, son pararnetros con!plejoe. en
principio arbitrarios.
De las relaciones canónicas de anticonmutación para los campos
vemos que realizando el desarrollo de la exponenrial en <5.2)
podemos escrsbir g como.
-~ N’
fi II Ji] [14 o<(>(q~I>)WJ»(~q2>)]
5=! “.0=!
Faciendo actuar ahora y sobre <Sí> y agrupas!do los térininos que tienen
igual dependencia en las variables :~ encontramos que <~~) puede es-
cribirse de la forma
r<¡z) = Zo<í. .P:r)ra(lx) (5.3)
donde
= c(I.Iflexp L~,ki<Q~ y>’)> — E
N
(5.4)
1,5), P = <7> . It ) con 1~ ~ subcos,juntos arbitrarios
de {1 \) (i — 1..Y>, n, el número de elementos de A - ~‘:eí número de
elementos de 1$ y la suma en <53) extendida a todos los posibles conjuntos
1, It Si tomamos ahora ci caso particular / 0, al hacer actuar los
operadores o(1. It:> sobre re<l,r) vevalitarlo en 1 = O de (5.1> y (5.4>
tenemos que para que la contribución de o(l, It;) a 0<0:) no se anule, es
necesario tomar rs, = n~. Encontrsrs,usv “tunces que:
~oode ahora la suma se extiende a los conjuntos 1, P tales que LIC
tengan el mismo número dc elementos, los coeficientes c> 1. It en t.5.4) son
números complejos que pueden caract-r>zarse en términos de los parámetros
que definen E G!( Nc’c) en <5.21
Consideremos ahora la función (7 ry d;tcrrninada por:
5
rl,(7(r) = . log r<0. :>.34> <a< < :4;)> <5.0>
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En primer lugar vansos a demostrar que para Y > 1, U(x) es una función
que tiende exponeaclalznente a~ ea todas las direcionesen elespacio realN-
dimensional correspondiente a las variables <L~’> xj”, ,.,
4N» Con este fin
tomamos un vector unitario arbitrario 6 E R y definimos los subeonjuntos
ut>O
u1CO ‘ ~ t!j>O,U~<O
(5.7)
Eligiendo ahora i = (z~’\ ,, r~’~>) = y tomando el limite asintótico
— oc, el término dominante en la suma (5.3) corresponderá a los pares 1,
P de la forma Ji = I~ ui~’, 4’ = 4t u4’ siendo 4~V c .1, (i =
subconjuntos de igual número de elementos. Los sumandos que contribuyen
al término dominante son por tanto de la forma a(1 UY, I~uJ”; z) donde:
Y = (4.44, I~uJ’— (Pul’,-., IZuJk)
JÉI = (3’., ‘»). 1 U)” = (¡tui1»,-., 1$ U4~)
Podemos entonces escribir i-(Ox) como suma de un término dominante en
la direción 6, que denotaremos como rs(z) y un término subdominante
en dicha direción que denotaremos por r2(;). De lo visto anteriormente
tenemos que
-np-
Volviendo ahora a (5.5) podemos escribir L(z) en términos de r1 (r) y r,(r)
como:
U(r) = aNlogrs(r) _____________ log
Br, 5;, .5;, ~ (í + r2( (5.9)
El segundo término en (59) tiende a O exponencialmente cuando r — oc y
debido a que hemos supuesto Y > 1 el primer térosino puede escribirse de
la forma:
— 5;jt)5;~1..54N)
(5.10>
Además de <~~) se deduce:
exp [Z(z ~ :01) — > «—qk1’ ríO))] (5.11)Loas set ,s5J
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luego cuando r — oc encontramos:
U(r) = 2> 5: log
I} (5.12>exP Uq$il ról) — Ni «—t~1’ rl’)))‘»EJ
Pero de (57) como ti ~ O se sigue que ,~ = ~ para al menos un valor
= 1.,. N. Esto implica que todos los términos en <5.l1)son independientes
de al menos una de las variables ;~> lo que significa que (5.12> se anula.
Concluimos por tanto que 11(r) tiende exponencialmente a O en todas las
díreciones.
Una vez demostrado el caracter localizado de 11<;) estudiemos la dinámi-
ca de estas funciones obtenidas a partir de soluciones de la jerarquis de NP
en Y componentes. Tenemos que introducir una variable temporal, para
ello tomamos un entero r > 1 e introd ucimos la variable temporal 1 corno:
— 1 o4, n > 1, 1 1 ,..,N, (5.13>
donde n~ son parámetros imaginarios puros si res par y reales si res impar.
Queremos ahora estudiar las propiedades asintoticas de (7<:> coando 1 —
±oc. De (5.4> vemos que existe un cot>junto de velocidades características
Y-dimensionales dadas por:
Le
5> flN=(te r~Á<) «í=. ReIo~ <qk<)’1
-. e - n—t __.V~Reqk (5.14)
Suponernos a partir de ahora que los números complejos 4» están ordena-
dos de modo que:
(‘1
Teniendoen cuenta (-5.13> la funcion <0 r> y por tanto t.’(r) dependen solo
de las variables S = (r\’í z 4 de &nalicemos el comportamiento
asintótico de 11(r) sobre el raso r,~,, It) (¿‘)(í> r))(/)> definido
como:
De (5.4> sabemos que cuando e — ~ los términos dominantes de <53)
vienen dados por
r(0.z(l)) u(1
4, i~ r<l>) + E E s<i~ ‘. I~ -<riti). (5.1?>
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Sendol<í><i,<---<i,<Ny
U = {i =n =Y
5 : a > ns},
=1 i~ ‘‘~ i E {.s,--., ‘1 (518)
Entonces cuando — +oc:
____________ a(I~”’~,I~’
”
LI(r(t)) = 5z~í>..8z7> log ~+? Ni a(I#,I+;x<t))
‘=5’,. ,1,,
(5.19)
pero de (5,4) (5.14) (5-16) y (5,18) sabemos que el segundo miembro en
(519) no depende del tiempo. Ello significa que cuando e — +oo ea la
función U encootramnos NI?’!, -Y» estructuras localizadas coherentes que
se mueven con velocidades (5.14) en el espacio N-dimensional determinado
por las variables £= (z~~> ... ;7J>)~ Vaince aboraa demostrar que no bay
otras estructuras asintóticas, Consideremos una velocidad 14-dimensional
v= (r,,.eN) : 9~ I!...,.Nl= ss< = NÍ,l< ¡<Ny consideremos el
rayo 9(t) - (r<’\t) .. ;t»)(f)) definido como:
r(O(t) — ;lI> 4 u t; (520)
para encontrar los términos dominantes de (5.5) sobre el rayo (520) em-
pezamos por definir eí conjunto de indices K = {i : = para algún n’ E
1 NT,)) y el orden de 1< lo denotaremos como M. Podemos ahora es-
cribir los términos dominantes como:
Al
r<0.rO)) .-.-n(f+ ~xQ))+Ni Ni qJ’III jui.-
ti ,EK
(5.21)
donde
— { 1=n<M:s$V-cv¿},
= ~ 4u<r8. i E Vs~ a,-) ¡EA (5.22)
.1, en otro caso
luego
U(r(t))—~-j—-———-—-j~log 1±Ni Ni o(f~,I~;r(t))
re!.,, %CX 1
(5.23)
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Pero de la hipótesis ~!=~n! 5Ñ deducimos que M <Y, luego de (5.4) el
argumento del logaritmo en (5.23) es independiente de al menos una de las
variables zV>. Es decir que cuando 1 — oc sobre el rayo (5.20) U — 0, Ve-
mos de este modo que cuando 1— oc la función U consta de N,N Vv
estructuras localizadas que se mueven con velocidades (5.14> en eí es-
pacio N-dimensional determinado por las variables E = (z~>~ ...
Análogamente podemos llegar a igual resultado para el limite asintótico
— —oc, donde en este caso el comportamiento de U sobre los rayos (5.16)
viene dado por:
2.1~1~..
U(z(t)) = arr ~v lOg [1 + (1 1; re;; ]
siendo 1=1’ =i,--=4SV y
1;— = {l =n ~ Y
1: n o r~}
— f IU{n¿, iE -[is....i,.}I 1— ¡4 e>
Concluimos por tanto que la función U obtenida a partir de <5.2) está
asiotóticaznente formada por Nt 4V> . . . A”, estructuras localizadas que se
desplazan a las velocidades N-dimensionales dadas por (5.14) y que en ge-
neral cambian de forma después de sufrir la nt.eraccson.
5.2 Sistema integrable (3+1)-dimensional
Acabamos de encontrar una estructura col>erente localizada 14-dimensional,
sabemos además que para Y = 2 la ecuación de US admite soluciones de
la forma (5.4) y (5.5> con los comportamientos asintóticos mostrados en la
sección anterior- Vamos ahora a buscar un sistema integrable que admita
,>sce tipo de soluciones para Y = 3. Con este fin partimos de la ecuación
de Hirota <2.25> tomamos .V = 3.1 = 410.0>. = 41,l,0~ r = <y
definimos las funciones r1, 4 = 1.2.3,4 como:
= r(0, 0, 0:;)
= r(l—1,tl;r)
= r(l.0,—l: y> 45.24)
~4(X) = rjO—1, 1::).
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Realizando para ~ las elecciones:
~<‘í—(00 )- yt’>(0,l,O,...); >(3>~(QQ -)
Y’> (0 O )- 7<2) (0,0,.); y<~> —(1 0 -)
y(l>—.(0 O ) y<~)—(O,0,...); ~(>—(O 1 __
-y(l> (0 O ) 7(2) — (1,0,0,...); y() —(1 0 0 - -
encontramos las ecuaciones de flirota:
(fl~~> + DI
2> )r
2r> = O
(~DI~> + <1VD, )nr, = 0,+ 1~47’3 = 0, (525)
DI
3>r
2 r5 + D1
3>r
4rs = 0
+ (2>
D5 r.rs = 0.
Tomando ahora a = (2,00) además de las funciones: definidas en (5.24)
nos aparecen las funciones r(—1, 1,0;;) y r(—1,0 1;;). Pero como vunos
cola sección -4.2 tomando elementos g E CI(Noc) de la forma (4.27), (4.28),
(4.29) se satisface que
<Ir) =
donde
PI
9(I) = ~{jlj + ~t(G+1)1
jet
luego restringiendonos a estos elementos tenemos que:
r(—1,1,0;r) =
r(—l,0, 1;;) = —rS. (5.26>
Eligiendo ahora para y:
(0 0,...>; y<2> = (1,0,0... ); ,.(>) —(0 0 ___
= (0,0,.. >; -y(~> (0,0,.. .); y(a) = (1.0,0....)
—(0.0 )- -yt~) — (1,0,0.1; y(
5) = (10,0,..
obtenemos:
DI’>DV>rírs — 2Ir,I~ =0
DI’>DV>rars + 2lrsI’ = 0 (5.27)
(3> - __ (2).D, r~r2— D,r, r
3.
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Fnalmente tomando s = (1,0,1) y eligiendo para y:
encontramos:
D1’>D~’>r,ra + D~’>r~r2 = 0 (5.28)
Para transformar estas ecuaciones de Hirota en ecuaciones diferenciales en
(3+1) dimensiones realizamos ahora eí cambio de variables:
9’ = 9>1 — +
7 2 — 4 4
~, 2) e
= ;~ ~t+~I’+V” (5.29)
2 (~) 1
~3 ~
con lo que las ecuaciones (5.25), (5.27) y (5.28> se transforman en:
(iD,+D~+ Dflnr=+~D2r3r4 =0
2D>rtr2 = r2r4
2D,D2r>r, = D5r3r4
2D1D,rst-s — (r 2 (5.30)
2D,-D2rsrs =
D2r~r, = D5r;r,
2D~D>r5r3 + D~r¿r2 = 0.
Como estas ecuaciones no contienen ninguna derivación con respecto a las
variables e’ y t” podemos tomar 1’ e” = 0. Entonces de (5.29) se deduce
que las variables r~C> u =2 son de la forma (5.13) con r = 2. al
02 = >- y 03 = —~ Definiendo ahora las funciones
4’ 4’
U=logrt, ~ r5 7~4q=—. p— y—, (5.31)y> y1
el sistema de ecuaciones <5.30) se convierte en:
— iqj + q~. + q~ + q~. + 2(U~~ + U>,5)q 2pm, = 0, (5.32a)
p
= ~q(>, = — ><>2 <5.32b)
pqU5. = —p,,q2, pqúry = —yp~, + q~p,,. (5.32c)
Este es un sistema de ecuaciones sobredeterminado ya que contiene cenco
ecuaciones para las tres variables dependientes q, p y U. Obviamente es
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una generalización (3+1)-dimensional de la ecuación de DS, a la cual se
reduce cuando no hay dependencia en la variable z.
Podemos generar soluciones al sistema (5.32) a partir de elementos y de
la forma (52) que satisfagan:
Las propiedades de dichas soluciones son las descritas en la sección 5.1-
La más sencilla de estas soluciones se obtiene haciendo N, = = =
1, y está foamada poz una sol. estsuctuya que se desplaza a la velocidad
(q>~>,q<J>, q~í) Denotando:
A” — o’~ ~
tenemos que la función rt(r,y, xl) viene dada por:
ri(;,y,z) = { 1+A’>+A”+A~’+A>%4”+A’2A1 +
AUAas + A>3A3’ + A22A~ + A”A’2 + (5.33)
+ A”A’3A5’ + A’3A3>A” +
+ A’t423A3> + A2>A32.4>3}rs(l, ;)l;=o-
Introduciendo ahora los parámetros reales definidos como:
Oil Ci). >. O).isQi — o?
1aWq~’ q
>
¿ =— ; c —— , 5<J2q~
________________ 1
= Re { ~ 9r~- q~3
»
9) 4,)obtenemos finalmente que la función r> sobre el rayo <; — q,, it + q~, ,z—
q~>) está expresada como:
‘It CI> (2;
ts = 1 + C>t>~ + c2e~s~» + c~e~~2 + (c>c2 +
(c’c3 +
4>~),8~’~~’ + (¿c3 + c23)ee(~h+4V + (5.34)>‘((2;3 1 23 2 ‘3 3 12 523(c>c2c +c c +c c +c c +c
Sabemos que U~Y, es una función exponencialinente localizada, por otra
parte de (5.32b) se desprende que tf,-, es también un objeto relevante.
Representamos entonces en las figuras 5.1 y 5.2 las superficies de nivel de
ambas funciones correspondientes a dada en (5.34) y a la elección de
parastsetros:
4!) (2) (3) 3
= q>
5 = = 1, c> = c
2 = c 1
2 = ¿3 = 1, cta = —0.99, ¿23 =
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Figura 5.1
Fie.ura o.2
Capítulo 6
Otras perspectivas:
jerarquías BKP
Hasta ahora hemos estudiado únicamente sistemas integrables obtenidos a
partir de la jerarquías de NP. El objeto de este capítulo es mostrar como
existen otras posibilidades para construir sistemas integrables. Con este
fin consideraremos las llamadas jerarqufas de BKP (15] y las analizaremos
desde el punto de vista del formalismo bilineal-
Las jerarquías BKP están asociadas a un álgebra de Clifioró [14] gene-
rada por campos fermiónicos neutros: ~(O(k) (í = 1 Y) definidos
sobre la circunferencia y del plano complejo y que satisfacen las relaciones
de anticonmutacióo
{~(‘1 (k), ~(i 1 (q)} — ~~Q_(~ + q) (6.1)
donde 6,(k + q) denota la distribucson:
dkJ + q)f(k) = f(—q>.
De las relaciones de anticonmutarión encontramos que los productos cuadrá-
ticos ~<O~)~U>(q) generan un álgebra de Lic que denotaremos por
y cuyos elementos son de la forma:
J dp 42ríp , 2sríq .Z n~ (p, q»ú>(p»O)(q),1=>
donde a”<p, q) son distribuciones en y x y. La exponenciación de cate
álgebra nos genera un grupo de Lie que denotaremos GO(A’oc). También
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de las relaciones de conmutación se sigue facilmente que:
¡~(O(p»U)(q) #
0(k)) — ~ (k, k’M<’>(i’),
2rik’ <6.2)
u
donde
X”(k, k’) — ó’%”¿_ (k 4 q)&,(t-5 — p> — ¿6~’¿(k + p>Ñ,(k’ — q)
X>’(kk’) — 6.,>60¿_ (k q)Ñ(k’ + p> — ¿‘>6»6,(k — p)5.(k’ -s- q>.
(6.3>
De (6.3) es inmediato que Xt<(k, Ir’) — —X>>(k, Ir), luego teniendo en
cuenta (6.2) y haciendo igual uso del concepto de representación adjunta
del capitulo 2 tenemos que:
Y dk’
0j,<~ k’>~Óí(k’)
= 2;ik’ (6.4)
— SL Qii (Ir’ k14
0>(—k’).
3=>
Definimos ahora el operador E como:
-~ ~ik~4<á>(é)~iíVk) (6.5)
Este operador tiene la propiedad de conmutar con los operadores g S
siendo g un elemento arbitrario de CO(N~). Para demost:ar este hecho
hasta con tener en cuenta las relaciones (6.4>. Tenemos entonces que:
y
~ g J 2rik ¿ $1>(~~>g =
/ dé / dé’
a — t —7 ~J(k)g .‘~ tW’(k’. k)gp<’~( Ir’) 4ó.G)
J,2cVkj,2rik’
—SL.. ~qqí.’<(~’( ® gss1»(k’> — ges pu
,;=1
lina vez consideradas las propiedades del grupo dr Lie CO(.Voc), para
obtener sistemas integrables seguiremos ci mismo procedimiento que e> u>-
lizado al estudiar la jerarquia de NP. Del,em~ entonces pie citar una re-
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presentación de los campos fermiónicos neutros que actue sobre un cierto
espacio de funciones Fasí como considerar una identidad bilineal que nos
dará los sistemas integrables. Vamos a considerar en las siguientes secciones
como obtener estas representaciones y la identidad bilineal para los casos
N 1 y 1V = 2.
6.1 Jerarquía BKP en una campanente
Se, Y el espacio de funciones que depende de una coleción infinita de va-
nabíes complejas que denotaremos como; = (;s,z~,.,., ;,~,+i,...) y que
son analiticss para r cercano al origen. t)eflnirnos los operadores «k)
actuando sobre Fconio:
«k>r(r) = ~e«&>e2«t)er(r3 (6.?)
donde
ssO
y (~ (tX,+, = - ~
De (57) es claro que si consideramos productos cuadráticos 4s(k)«q) nos
aparecen factores de la forma
0-’t(t,4*Y~ que teniendo en cuenta (6.8)
pueden evaluarse y obtenemos
= exp [—2E ~wVr(q)2n+5]
1 1¡r’f QNs- lq\%
j k+q
Por otra parte definiendo los anticonmutadores de operadores de la forma
(6.7) por:
{«k) ~(q>)= hm (#(ke<)ó(q) + ¿(qe<»(k))
y teniendo cts cuenta la identidad
~ — ~ = ~6,(k+q)
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encontramos que la relacción de anticossmutación es la dada en (61) para
= j = 1 luego los operadores (6-7) son representaciones de los campos
fermiónicos neutros en una componente,
Supongamos ahora que queremos encontrar las funciones r<:), r’(r) que
verifican
Br(:) ® r’(:’) = 4r<:) fo r’(r’) (6.9)
siendo .8 eloperador definido por (6.5). Esta rélación nos define la identidad
bilineal y podemos expresarla en función de las representaciones (6.?> como:
J 2:1k ~ —2< )r’(z’ +2< (~)) = r(r)r’(;’) (6.10)
Para obtener ecuaciones diferenciales de (6.10) hacemos igual que en el
caso de las jerarquías de NP el cambio de variables;—.: — y, ; —:4 y.
Teniendo entonces en cuenta las propiedades de los operadores bilineales
de Hirota tenemos que:
dé ¼~sí . ~½+>‘< ~))D.>(:) . r(:) e”~’r’(r) . r(:)
2:1k
evaluando ahora la integral como su residuo en eí infinito, tomando ,-‘ =
y definiendo los polinomios 94:) a partir de los polinomios de Sch’ír .8,,(z)
como:
84:) = S~(z)I~>,,c. m = 1,2,...
encontramos
Ni S4~2y)&(2D)esDr(:) . r(r) = c>’~r(r) . r(r). (6.11)
‘1=0
Pero de (2.22) tenemos que
8,1(r) = Ni t- (6.12)
donde abora a = (a,,az,... .o~m+s..) y [a] = a,4 3o~ + - + (2m +
i)a,,,>.-, + - . .. Introduciendo (6.12) en <6.11) llegamos a:
Lo — P.~ú<D)] r&> . r(:> = 0 <6.13)
estando P,,(D) definido como:
= Ni (j$ DSlcs>*,-(2D)
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Es. primera, ecuaciones no triviales que podemos obtener de (613> vienen
dadas al realizar para 1 = (7i,¶a. -. -) 1.. elettioiity = (0,2,0,0,. - -) y
7 = (1,0, o, 1.0,0, - - j; las ecuaciones en función de los operadores biliacales
de Rirota son
(Df — 5Df Ds — 5121 +9D~Ds)r(r) - r(;) = 0,
(Df + 7D~D3 — 35D?DI — 42D,Ds — 21D,D? + 9ODsDr)r(r) - i-(;) = 0-
Pan obtener soluciones a las ecuaciones que constituyen la jerarquía
BKP en una componente (613) necesitamos conocer una solución para
(610), pero es inmediato comprobar que r(r) = r’(z) = rs(;) siendo
to(x) = 1 es solución. Teniendo ahora en cuenta que el operador E con-
rauta con ® g para todo g E OO(oo) vemos que dada una solución r de
(69), gr es también solución, luego obtendremos soluciones de las ecu,-
c,ooes (6.13) haciendo actuar los elementos g E GO(oc) sobre la solución
trivial ro(s) = 1.
6.2 Jerarquía BICi’ en das componentes
Queremos ahora encontrar una realización de los campos fermiónicos neu-
tros en N componentes que satisfaga las relaciones de anticonmutación (6.3)
donde ahora í = l,2,..,Y. Construimos para ello los operadores B<
1>(k)
c mo los peradores «k) de la sección anterior n las colecciones de varia-
bIes infinitas z’~ i = 1.1V, es decir:
B<’>(k) — .—~e< j>’e~t
-4
Es inmediato ver que estos operadores satisfacen las relacciones algebraicas:
= 0, si i ~5
{B<~~<k), BtÓ(q»= á,(k + q).
Nuestro objetivo es definir operadores ¿t’)(k) = o(i)(b)B(i)(k) que satisfa-
gan (6.1). Puede verse que una solución vendrá dada por los operadores
aO)(k) que verifiquen
o<1<k)Bbl(q) — sO)(q)a(il(k)
— 1 (6.14)
{o(i)(é) o<-’>(q)} = 0, i # .1,
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Para comprobarlo consideraznos en primer lugar el anticonmutador con
= 5 tenemos entonces:
{~(i)(é) t(’)(q)} — {BtIl (k), Bt0 (q) } = é, (k 4 q)
y ea el caso i ~ j
{~<O(é) ~U)<q))= {et>(k), o<>(q >} Bíií(k)RíJ 1(q) = 0.
En el caso Y = 2 una solución para (6.14) [44] es proporcionada por
n(’)(k) — o 1 — 1,2 siendo o~ las matrices de Pauli
Luego una representación de los operadores fermiónicos neutros para Y = 2
la constituyen los operadores
pli)( Ir> — 1 ¿(5 z’)< — 24j 4V” c~. (6.15>
El espacio Fsobre eí que actuan estos operadores es eí espacio de funciones
de dos componentes
r(:)zz ( ~ )
que dependen de dos coleciones infinitas de variables complejas: = <z(Q
¿~l2}) ~() — (Á>,r~>,... , Á~$>) 4 ~ = 1.2 y que son analíticas cerca
del origen. Queremos en este caso encontrar las funciones 7(z), r’(r) que
satisfagan:
Br(:) 0 r’<:’) = 0.
En función de los operadores 6.15> la iden>idad bilineal puede escribirse
cOmO:
J dIr< c(~ r’’’—r’<’;«>,(9>) — 2e<{).z<24> ~ csr’(r~’> +
‘Ir
Vr- r(rí >t 2) — 2c< £) fo o, r’(r( i/, :4’>’ + 24 ~))} caO.
(616)
Realizando en (6.16) los productos ensoriales pueden obtenerse cuatro
ecuaciones para las funciones 0<:), o’<z-), :3(:) y .3<:>. Consideraremos a
partir de ahora solamente la dada por:
2c ({))c%:<’>’. ~ .+ 2c ( ~))} = 0.
(6.17)
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Para determinar las ecuaciones diferenciales asociada, a (6.17) procedemos
de nuevo haciendo el cambio de variables:.— r—y, — r+~y evaluando
la integral como su residuo en el origen. Tomamos a’ = a (r’ = i-) y
obtenemos
2{Sn(2v<¼Ñ,d2ñ<’>)— Sn(.—2y<’>)Sn(2D<’~))e~~a(x) - a(x) = O
n0
introduciendo ahora (6.12) llegamos finalmente a:
— P4’2(D)] a(s) - a(z) = 0 (618)
donde
PW(D)— Ni (~~2)l~í>l
En este caso las ecuaciones más sencillas no triviales las obtenemos de (5.18)
realizando para y las elecciones:
ytl> = (1,0,0,...); <2) (0,1,0,0,..)
= (0,1,0,0.. ). <2) —(1 0,0,..).
Encontramos entonces:
— D~’>)a a = 0, D~’1(D~’> — D~»)a a — 0 (6.19)
Enlizando ahora el cambio de variables:
(2) 1 (2>,
5t :> , tfr’>+z~2>), <~ =1 <5) —
y definiendo la función q como
q = 8r8~ loga
el sistema <6.19) se con~erte en:
= qn: + qn, + 6(qus>z + 6(qu2)y, (6.20)
055 = Ir, u
2, =‘J~.
Para encontrar soluciones de (6.20) sabemos que necesitamos partir de una
solución de (6.16); pero es evidente comprobar que r(x) = r’(r) = re(z)
donde ahora
re(r)= (1) (6.21)
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es solución. Podemos a partir de <6.21) generar nuevas soluciones. Con
este fin tomamos elementos de OO(2oc) de la forma
¡ N<> N<3t
g=exp(NiNi Ni úW,,p<’í<Ir~ , (6.22)
al
donde kI~> .4- éW ~ 0, k~’> + é~» # 0. Como queremos obtener soluciones
reales imponemos que y sea real, Jara ello los coeficientes o~ deben
satisfacer
dii
Empezamos por considerar el caso más seucillo que corresponde a tomar
en (6 22) y4’> — ‘e~(’1 — 1 tenemos así
y = exp{ o>>~1>~(Ir<>’)o<>~(Ir>>> ) +
+
y desarrollando la exponencial
= í + o:soC>l(é~><)~tll(É>).) + a>2¿(>><Ir~’>)¿<2~<Ir’>) +
a2> ¿12(k>2>)#>>1(k>>1) 4 o’24’2>(k’2>)~>(k’”) 4
a
Para calcular r aplicamos (6.23) sobre la solución trivial (6.21).y teniendo
en cuenta que en (6.20) no aparecen derivadas respecto a t’, rk’~+> i = 1.2
rs >1 podemos tomar C’ = 0.:,,>., = Qi ca 1.2 n >1. Encontramos de
este modo
cr(z.y,t> = 14 osl><i,r)> 4 o~f>(C,y>’ -4- c(I,(t,:>f,<t,y))> -4-
f>(i,r>f,(t,y>R.e(io’>ft<t,:.p)}, (6.24>
donde
1> (t, r> = expfk~ (: — vti)1, f~ (~.p> = expFC’(y —
¡2(t r p)-exp[i(~> >z — — >1
Ir>>>5> ¡ ____ c— (.0>a~ ~o>>
0> =10 02í0 29>>
R
Capítulo 6 Otras perspectivas: jerarquías BR)’ 109
cOn
(Ir(>~ te w — lm(k<’~5 — Ir<’15).
PO
a
La solución q(z, y,t) de (6.20) correspondiente a (624) describe una es-
tructura exponencialmente localizada en el plano (r, y) que se desplaza con
una velocidad e = (es e» y oscila con una fiecuencia w. En la figura 6.1
representamos dicha estructura para la elección de parán~etros
6
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d) t = 0.39
Figura 6.1
Denominaremos “breather” a esta estructura coherente debido a su ana-
logia con el solitón pulsante de la ecuación de sine-Gordon.
Una vez vista la forma de la solución más sencilla volvamos al caso
más general de las soluciones generadas por la acción de los elementos
de CO<2x) daeloe en (622). Para analizar estas soluciones seguiremos
métodos ssmilares a loe utilizados en el caso de la ecuación de Davey-
Stewar>son. Empezamos por denotar
y teniendo en cuenta que de las relaciones de anticonmutarión se deduce
que:
[4fl 41] =0 A0 A” = A? A’’ _ 0
podemos escribir g como:
N<O J, it
g= fJ flfl(1+4). (625)
31,2 1=1
Para agrupar todos los términos con igual dependencia en las variables z,
y’ t definimos los subconjuntos de índicas .f~,1 C {1,., N(i)) (1— 1,2)
tales que no’, U1
2) = 0(11 u.I1) donde n(1> denotad número de elementos
de 1; las pariciones Ji¡ c 1, que verifican
1-, = I~> u),2 , 1,, ~‘i2 = ~, (6.26)
y las aplicaciones inyectivas oij : .li~ —. 15, que cumplen:
E = o,1(I,1>Uo,ftI,y) , o-,¡(I,,)flo,5(I,~) =& (627>
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Entonces (6.25) puede escribirse de la forma
9 = ~ (628)
escando la suena exteoclidsa todos los conjuntos h,fl c <1,-.., Nt’>) y tal
que
A(Ií,¡~,I,,4) = Ni Jlj fl AZ,,g>. (6.25?)
ij1.2 I~I.,
donde ahora la suma está extendida a todas las posibles particiones /i~ y a
todas las posibles aplicaciones inyectivas c~. N’ótese que a diferencia de lo
visto para la ecuación OS no es necesario aquí que o(A) ca n(I1) para que
al actuar sobre la solución trivial la contribución de (6.29) no se anule.
La dependencia en las variables:, y, 1 de cada término de la forma <6.25?)
viene finalmente dada por
exPNi{Z&’í + 24t }
siendo
— k~’1x + 4’½ <2> — k12>y 4- k$4>’t.
Para estudiar las propiedades de la solución generada por (6.28> valona
a realizar un análisis asintótico en la variable temporal de la función
q(r.y,t) = O
2O5logo(ry,1)
similar al realizado en el caso de la ecuación DS. De lo expuesto anterior-
mente sabemos que el comportamiento asintótico de cada t¿rnsino (6.29)
vendrá determinado por:
NiexPZ{Z8{’>+ ~ = (630)
exp k9(z — 4’~t) + Ni k~fl5(y —
“‘CliP,
donde
Suponiendo que hemos elegido los coeficientes 4> de modo que (k~>)a > 0,
l=l,...N
t’>, 1=1,2 y que las veloc dades están ordenadas de modo que
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s4’í > s4> > . - - > el término dominante de la solución sobre los
rayos 41) = r + t’~4t, y(t) = y + s4>t en los limites 1 —. ±~ vendrádeterminado por:
4(lt,I,tit,ffl+A(It u{ó},t,¡t4 U {b})s-
A<Jt,It U {ls},14 U {13}- Ifl) 4 4<It U U {l’}, It, Ifl.4- (6.31)
A(I,~, 1,,!, U 02), !>~ u (2,)) 4 A(I>t U (it) ‘~ U (¡o), I,~u (2,), 4~ U <‘2)>
donde los conjuntos de indices ~ están definidos como en (4.55). La estruc-
tura que determina (6.31) es siA,ilar a la dada por (6.24) donde los coefi-
cientes son función de los parámetros complejos 411 = 1,2 ¡ — 1
y pueden calcularse teniendo en cuenta que:
Además es inmediato ver que sobre los rayos r(l) ca; 4 v>t, y(t) cay + 5’~t
donde (e
1, t-,) ~ (~4’í, vr>) ¡~ — 1_____V<’> la solución q(z pi) se anula
en ambos límites asintóticos. Concluimos entonces que la solución deter-
minada por (622) describe un proceso en eí que interaccionan N>
1 -N<’>
breathers’ sufriendo no solo un desplazamiento sino también un cambio de
forma. Asimismo de lo visto hasta ahora podemos decir que la dinámica
de los ‘breathers’ que describe la ecuación (6.20> es similar a la dinámica
de dromiones descrita por la ecuación 135, podemos por ejemplo bajo las
mismas condiciones que las expuest.as en eí capitulo 4 encontrar procesos
de fusión y fisión de bresahera’,
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