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Let y,(G) denote the nth term of the lower central series of a group G and R a normal 
subgroup of the free group F. Then it is shown that y,(R) n r,(F) is the isolator in R of the 
product of all [R n y,,(F), R n yi2(F), . . . , R II y&F)] such that i, + i, + * * - + i, = n; and that 
(1 + f”r) fl F is the isolator in R of the product of all [R rl y,,(F), R n y,,(F), . . . , R Ti n,(F)], 
tz2,suchthatforeachj,l~j~t,i,+i,+...+i;+...+i,=n.(Heref=Ker(HF~7),and 
r = Ker(ZF+ Z(FIR)).) The latter result is a solution to Fox’s problem. A theory of basic 
commutators relative to the normal subgroup R of F is developed. 
1. Introduction 
Let l-+ R + F* G * 1 be a free presentation of a group G with F a free group 
and R a normal subgroup of F. 
Theorem A. For s, n 11, 
where the product is over all s-tuples (iI, i,, . . . , i,) such that i, f i, + - * - + i, = n. 
Here r,(H) denotes the mth term of the lower central series of a group H and 
I,(H) is the isolator of H in K defined, when K/H is nilpotent, to be {k E 
K: km E H for some m I 1). 
This enables us to solve a problem of Fox [1] on the determination of certain 
ideals in the free group ring. The presentation above determines ideals f = 
ker(ZF+ Z), the augmentation ideal of F, and r = Ker(ZF-+ ZG). Thus y: is the 
ideal in ZF generated by all r - 1 with r in R. 
Write yi for y,(F). 
Theorem B. For n L 1, 
(1 f f”r) n F = &I-I [R n yi , R n Q . . . , R n x,] 
1 
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where the product is over all tuples (iI, i,, . . . , i,), with t 2 2, such that for each j, 
~~j(t,i,$i,+.-.$i;~+..~i*=n. (*denotesmissingthatterm). 
It is proved in [5, Theorem 4.21 that Theorem B follows from the case s = 2 of 
Theorem A. We give a direct proof of Theorem B which is readily deduced from 
the techniques devised for proving Theorem A. In Gupta’s notation [5, Definition 
4.11, the case s = 2 of Theorem A shows that R is m-separable for all m. Since this 
paper was originally written, a paper in Russian by Yunus [16], in which Theorem 
B is also proved, has been brought to the notice of the author. Yunus’ technique 
is different and relies on a matrix representation of (1 + f”r) n F due to Gupta 
and Passi [6]. 
Our identification for the general case y,(R) n Ye, s 2 2, is interesting in its own 
right. The result follows from an investigation of (R n r,) l(R n r,,,) which may 
be of independent interest. We define what could be described as basic com- 
mutators relative to R. These may be found useful elsewhere. We show how 
linearly independent elements in (R f’l r;) l(R fl ~i+l) generate in a basic com- 
mutator-like process linearly independent elements in (R n yj) l(R fl yi+ 1), j > i, 
where it will be clear which of these are in y,(R) for any t 2 2. 
For a history of the Fox problem the reader should consult the excellent survey 
article by Gupta [4]. It is a well-known result of Magnus [lo] that (1 + f”) n F = 
r,(F). It is also well known that (1 + fr) n F = y..(R). This latter result which is 
closely related to the famous Magnus matrix representation [12] of F/y*(R) is 
proved by Fox using his free differential calculus, in his original paper [ 11, where 
he attributes it to Schumann [13]. A proof may also be derived from Magnus’ 
paper [12]. The best proofs, in my opinion, of both these results may be found in 
Gruenberg [2, Chapter 41. He proves the more general result that (1 + fr”) n F = 
y,+,(R) and also the related result 1 + (fr + rf) n F= [R, F]. (Let H,(G, Z) 
denote the nth homology group of G with integer coefficients - see e.g. [2] for 
the basic definitions. Then this latter result is related to the Hopf formula 
H,(G, Z) z (R n F’) l[R, F] g (r n f2)/(fr + rf) . 
Gruenberg [2, Chapter 31 proves the general result that 
H2AG, Z) z (f n V-l) /(ff + cf) 
and 
H2n+l(G, Z) = (f? n ff)/(r”“l + fff) . 
Is there a group theoretical identification for N,( G, 2) similar to the Hopf 
formula, at least for small m?). It is shown in [S] that (1 + f”r) n F = y,(R fl 
y2(F)) * y3(R). Gupta proved Theorem B for the case of finite G in [3] and for the 
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case n 5 7 in [5]. Stohr [14] has identified (1 + fr”f) fl F as the isolator in R of 
]y,+,(~)~ Fl. 
The commutator in a group is [a, b] = a-lb-lab and [a, b, c] = [[a, b], c]. For 
subsets P, Q of a group G, the group [P, Q] is the subgroup of G generated by the 
set UP, 41: P E ft 4 E &>, and [P, Q, R] = [[P, Q], R]. For any positive integer 
n, y,(G) denotes the nth term of the lower central series of G, i.e. r,(G) = G and 
yn + 1 (G) = [ yn (G), G]. Throughout, F denotes a non-cyclic finitely generated free 
group and R is a normal subgroup of F. We shall write my, for r,(F). For definition 
and properties of basic commutators the reader is referred to [7] or for a more 
general approach to [15]. 
The following definition comes from [15, Section 181. For any pair a, b of basic 
commutators the commutator [b +-a] is defined by 
(i) if a > b, then [b +a] = [a *b], 
(ii) if a < b and b = [b,, b,] and b, > a, then [b +a] = [[b, +-a], b,l, 
(iii) otherwise [b +a] = [b, a]. 
Order formal commutators on a set of variables by their weights initially and 
order commutators of the same weight lexicographically, i.e. [b,, a,] < [b,, a,] if 
b, < b, or b, = b, and a, < a2. 
Let a be any formal commutator on a set of variables X. Define a correspond- 
ing commutator a as follows: If a has weight 1, i.e. is a member of X, then ii = a. 
Suppose then a has weight > 1 and a = [b, c]. Define a inductively to be [ 6 +- C]. 
The second components of a are defined by: if a = [a,, a,], then a2 is a second 
component of a and so are the second components of a,. (A formal commutator 
of weight 1 has no second component.) 
The following three lemmas are essentially due to Ward [ 151. 
Lemma 1.1. Suppose a, b are basic commutators, a # b. Then 
(i) [b + a] exists and is a basic commutator, 
(ii) weight [b +- a] = weight b -I- weight a, 
(iii) b<[b+-a], 
(iv) [b +a] 5 [b, a], 
(4 b,<~,~[Q-4<[b,+-4, 
(vi) [b+-a] = [b, +-a]+ b = b,. 0 
Lemma 1.2. Let a, b be basic commutators such that [b, a] has weight n. Then 
[b, a] = [b +a]‘t~~~u~ . . . uyt modulo y,,+,(F) , 
E, cyi = t 1, ui are basic commutators, [b +-a] > ui for each i. 0 
The proofs of Lemmas 1.1 and 1.2 follow directly from [15, Lemmas 18.1- 
18.41. 
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Lemma 1.3. Suppose c z by’b? . . . bf’ module Y~+~(F), Cyi E Z, bi basic com- 
mutators of weight m, b, > b, > - - * > b,. Let a be a basic commutator of weight Y, 
and r t- m = n. Then [c, a] = [b, +alkffl * @up . . . uft modulo y,,,(F) where 
[b, +- a] > ui for each i and the Ui are basic commutators. 
Proof. It is easily verified that [c, a] = [b,, a]“l[b,, ala2 . . . [b,, a]“’ modulo T~+~. 
Since b, > bi, it follows from Lemma 1.1 that [b, +a] > [bi +-a], 2~ i 5 t, and 
the result follows from Lemma 1.2. 0 
Lemma 1.4. Let a be a formal commutator of weight n. Then a E a*@u~ . . . ufil 
modulo yn+I where cy = +I and ul, u2, . . . , u, are basic commutators of weight n 
such that a > ui for each i. 
Proof. Use induction on n. If n = 1, then a E X and the result is obvious. Suppose 
then a = [b, c], where weight b = t, weight c = q, t + q = n. Then by induction 
b z br1U7‘1UY2 
. . . VP mod yfyr+1 and c = Cfl~~l~~ . . . w> mod Y~+~. Then by Lem- 
mas 1.1~1.~ [b, c]=[b+-cl*’ . u~lu~2 1 2 . . . L@ mod Y~_+~ where [6+-c] > uj for 
each i. Now a = [b +- <] and the result follows. Cl 
The following lemma is easily verified using standard commutator identities. 
Lemma 1.5. Let a E G, b E H, c E K, where G, H, K are subgroups of a group. 
Then 
[a, b, cl = [a, c, b][a, [b, 41 mod [[G, HI, KC Kll 
- [[G HI, FL KII - [[G K], [K Kll . 0 
Let C be a finite set of basic commutators. Define C-commutators, the C-weight 
of such a commutator, and to each C-commutator x a corresponding basic 
commutator X, as follows. The elements of C of weight 1 are the C-commutators 
of weight 1; their C-weight is 1 and X = x. Suppose the C-commutators of weight 
< n have been defined and ordered, and the C-weight of such a commutator x 
and a corresponding basic commutator X have also been defined. Then a = [b, c] 
is a C-commutator of weight n if 
(i) b, c are C-commutators and weight b + weight c = n, 
(ii) b>c, 
(iii) if b = [b,, b2] for C- commutators b,, b,, then b, 5 c. 
Define the C-weight of a to be C-weight b + C-weight c, and 5 = [b +- F]. If x is 
an element of C of weight n such that there does not exist a C-commutator a, 
already defined and necessarily of weight n, such that a = X, then define x be a 
C-commutator of weight n and C-weight 1, and X = x. 
If the condition that there does not exist a C-commutator a previously defined 
such that G = x holds for all x of weight n in C, then we say that C is an n-basic 
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set. (By eliminating elements from C we may finish up with such a basic set.) 
The C-commutators of weight rz follow those of weight < n. The C- 
commutators of weight y1 are ordered according to: a < b if a < 6, and order 
arbitrarily after that. (We do not know at this stage if a = 6 implies that a = b.) 
Say C is a basic set if it is n-basic for all n. 
Theorem 1.6. Let C be a basic set. Suppose a is a C-commutator. Then a is unique 
(i.e. if a = 6, for C-commutators a, b, then a = b). 
Proof. Note first of all that if a = b, then a and b have the same weight. We now 
prove by induction on the weight the following: 
(i) if 5 = b, then a = b, 
(ii) if CY is a C-commutator and a! occurs as a second component of a, then a! 
occurs as a second component of a. 
If a, b have weight 1, then the result is clear. If either a or b have C-weight 1, 
the result is also clear as C is a basic set. We can assume then that C-weight a > 1, 
C-weight b > 1, and so a = [a,, a,], b = [b,, b2] for C-commutators a,, b,, a2, b,. 
By induction a, f a, and 6, Z b2. If & > al (in the ordering of the basic 
commutators), then weight a, = weight a2 and so by the ordering of the C- 
commutators a2 > a, which is impossible. Hence a, > a, and similarly 6, > b2. 
We can therefore assume that a1 has the decomposition 5, = [ y,, y_. , . . . , y,], 
s~l,suchthata=[a,t~~]=[y,,a;,y,,....,y,].Ifb,=a,,thenb#aunless 
Z, = 6, and then by induction a, = b,, a2 = b, and so a = b. Assume then b2 f$. 
Let [x,, x2,. . . , x,] = b,, t 2 1, be the decomposition of b, such that b = 
[b, + b2] = [XI) 62, x.2, . . . , x,]. Consider the following cases: 
(1) ~22, t22. Since ~12 and b2#&, it follows that Zz is a second compo- 
nent of bl, implying, since [b,, b,] is basic, that a2 5 b,. Similarly, since t L 2, we 
get that b, I a2. Thus b, = a2 and hence 6z = a,, contrary to the assumption. 
(2) s = 1, t = 1. Then Zz = b2 contrary to assumption. 
(3) sr2,t=l.Weobtainasin(l)thata,~b,,.Ast=l,wefindthatb,=y, 
and so b;_ is a second component of al. Hence b, 5 a2 and so a2 = b,. Therefore 
a2 = b2, which is a contradiction. 
(4) s = 1, t 2 2. This is similar to (3). 
Thus statement (i) follows by induction. 
Finally consider a = [ yl, &, yz, . . . , y,], s 2 1. The second components of a 
are either Zz or a second component of a,. The second components of a, will by 
induction be second components of a,, and hence second components of a. Also 
a2 is a second component of a. Hence statement (ii) follows by induction. 0 
This gives the following theorem: 
Theorem 1.7. When C is a basic set, the C-commutators of weight m are linearly 
independent module ym + 1. 
XapnH ‘3 ‘J, PSZ 
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Since D,,, is independent in (R 17 7,) l(R n y3), it may be extended to a 
maximal independent set D,,, U Y2. I claim that such a set Y2 exists with the 
following properties: The set YZ consists of { yZ1, rz2, . . . , r2sc21} such that 
where C2i and d,, are basic commutators of weight 2 such that cZ1 > cZ2 > 
* * * %s(2) > d,, > d,, > - - - >d,,, cq E a(O), & E Z. Further, if b E B,,,, then 
b#cZjfor anyj=1,2 ,..., s(2). 
Suppose then D1,, U Yz is maximal independent in (R fl y2) l(R f7 y3). Alter Y2 
as follows: Let x E YZ and write x as a product of basic commutators and their 
inverses modulo y3. Suppose that dY occurs in this expression and that there exists 
b E B,,, such that 6 = d. Let Y be the element in D,,, corresponding to b E I?,,,. 
Then Y = b*c mod y3 where c is a product of basic commutators and their inverses, 
each of which is less than 6. Replace x by xarmY in D,,, U Y2. The new set so 
obtained is still maximal independent since replacing x by x?-’ is equivalent to 
replacing x by x?, and cy # 0. Further the expression for xQrPY as a product of 
basic commutators modulo y3 contains only basic commutators less than 6, and 
thus we may systematically eliminate any basic commutator d in an expression for 
any x in Y2 as a product of basic commutators modulo y3 where there exists b in 
B,,, with b = d. Finally, by a series of operations each equivalent to replacing an 
element of YZ by a non-zero power of itself, we may assume that YZ has the form 
as stated. 
Hence there exists a set YZ such that 
(1) D,,, U Yz is maximal independent in (R f7 y2)l(R fl y3); 
(2) The elements of Y2 have the form (*); 
(3) If a is in R n y., then some non-zero power of a is a product modulo R fl y3 
of elements of D, 2 U Y2 and their inverses. 
Note that (3) follows directly from (1). 
Let C2 = {cZ1, cz2, . . . , c2s(2) } (obtained from (*)). Then C, U C2 is a basic set 
and so we may form (C, U C2) -commutators. The ones of weight n, which are 
independent modulo Y~+~, are denoted by B,,,. (It is not necessary that B,,, C 
B2.A Let 024 be the commutators obtained from B,,, by replacing cii by yii. 
Then we may apply Lemmas 1.4 and 1.8 to show that D,,, is independent modulo 
Y n+l. We then look at D,,, and proceed as before to obtain sets Y3 and C3, etc. 
The formal inductive process is set out below. 
Define C,, Y,, C2, Y2 as before. Suppose sets Ci, Yi, i = 1,2, . . . , rz - 1, have 
been defined with the following properties: 
(1) c, u CZ u * * . U C, _1 is a basic set (and so in particular its elements are 
basic commutators). 
(2) For each i, Yi C R, and there is a l-l correspondence xi ++ cj between the 
elements of Yi and Ci such that 
x, 3 cYiupl 6 
I I 1 u2 . . . u:’ module yiyi+l ,
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(Y,#O, cj>u~>u2>~~*>u,. Further, if 4 is any (C, U C, U **. U C,_l)- 
commutator of weight i, then 4 # C, for any c in Ci* 
Let Bi,, denote the (C, U C2 U . . ’ U Ci)-commutators of weight m and let Di,, 
denote the commutators obtained from B;,, by replacing an element of C, by the 
corresponding element of Yk. 
(3) Bi i+l U Yi+l (i = l, 2, . . . ) 
X+1) @‘n X+2)* 
n - 2) is maximal linearly independent in (R n 
Now consider B,_l,, and the corresponding set D,_, ,n. As before, from 
Theorem 1.7 and Lemma 1.8 these sets are independent modulo yH+ 1 and 
consequently D, _ 1 ,n is independent in (R fl y,)l(R n Y~+~). We extend Dn_l,n to 
a maximal independent set in (R n y,) l(R n yn+ 1). As for the case Y2, we claim 
that Y,, may be chosen as follows: The set Y, consists of {ml, rn2, . . . , rnstnl} such 
that 
ruj = c;d;;df:’ . . . d,“;j modulo 3/n+1 , (**:) 
where c,~, d,, are basic commutators of weight n with c,~ > c,* > * * * > c,,~,~ > 
d,, > d,, > . . . > d,, , (xi in Z\(O), pkj in Z. Further, if b E B, _l,n, then 6 # cnj for 
anyj=1,2,. . .,s(n). 
Let x be in Y,. Write x as a product of basic commutators and their inverses 
modulo Ye+ 1. Suppose that dY occurs in this expression and that there exists b in 
BrZ-Pl,Fl such that 6 = d. Let Y be the element in Drz_l,n corresponding to b E 
Bfl-I,,. Then Y = b”c modulo ‘Y,+~ (a, # 0) where c is a product of basic com- 
mutators and their inverses each of which is less than b. Replace x by xarmY in 
D n_l,n Y,. The new set obtained is still maximal independent since replacing x by 
XaFy is equivalent to replacing x by xa and a # 0. Further, the expression for 
Xa? as a product of basic commutators modulo r,il contains only basic 
commutators less than b, and we may systematically eliminate any basic com- 
mutator d in an expression for any x in Y, where there exists b in B,_, n with 
6 = d. Finally, by a series of operations each equivalent to replacing an element 
of Y, by an non-zero power of itself, we may assume that Y has the form as 
stated. 
The set C, U C2 U . - - U C, is basic. If a is in R n yn, then since B,_n,n U Yn is 
maximal independent in (R n 7,) l(R fl y,,,), some power of a is congruent 
modulo (R n r,,,) to a product of elements of B,_l,, U Y, and their inverses. 
Let B, = C, U C, U . . * UC, and R,=YlUY2U~~~UYm. There is a l-l 
correspondence between B, and R,. The B,-commutators of weight n are 
denoted by B,,,. The set obtained by replacing each element of B, in B,,, by the 
corresponding element of R, will be denoted by R,,, and elements of R,,n will be 
termed R,-commutators of weight n. Their R,-weight will be the B,-weight of 
the corresponding element of B,,,. For s ~1, define R(n, s) =fl [R fl yil, R fl 
‘Yi,? ’ ’ . 7 R n yj,l where the product is over all tuples (il, i,, . . . , i,), ij 2 1, and 
i, + i, + - - - + i, = n. In particular R(n, 1 j = R n yn. 
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Theorem 2.2. Let a be in R(n, s). Then some non-zero power of a is congruent 
modulo R(n + 1, s) to a product of elements of R(n, m) and their inverses, of 
R.-weight 2 s. 
Proof. When s = 1 it is equivalent to showing that some non-zero power of 
a E R n ‘y, is congruent modulo R n yn+ 1 to a product of R.-commutators and 
their inverses of weight n and R,-weight 2 1. It is clear that D,_ l,n U Y, is the set 
of R,-commutators of weight n and R,-weight 2 1. The result follows for s = 1 
since D,_, n u Y, is a maximal independent set in (R n y,J(R n Y,+~). 
Suppose’then that s > 1 and that the result is true for positive integers less than 
s. It is sufficient to show that an element from one particular [R fl 3/i,, R n 
‘yi*’ * * * 2 R fl ri,l has the desired property, as the groups in the expression for 
R(n, s) commute modulo R(n + 1, s). The result then follows from the following 
lemma: 
Lemma 2.3. Let b be an R,-commutator of weight k and R,-weight i and c an 
R,-commutator of weight 1 and R,-weight j. Let i -I- j = s and k + I= n. Then 
[b, c] is congruent mod&o R(n + 1, s) to a product of R,-commutators and their 
inverses of weight n and R,-weight s. 
Proof. We may assume without loss of generality that b > c. Consider the 
sequence of R,-commutators up to and including weight n. This is a finite set and 
we proceed by induction on weight b and for a particular value of weight b by 
how far along this sequence that c occurs. Hence we may assume the result when 
b has smaller weight and for the particular value under consideration, when c is 
further along in the sequence. 
If R,-weight b = 1, then [b, c] is an R,-commutator. Suppose then b = [b,, b2] 
where b,, b, are R,-commutators. We may then assume that b,, b, have weights 
k,, k, and R,,-weights i,, i,, respectively, with k, + k, = k and i, + i, = i 
(k,, k,, i, , i, 11). If b, 5 c in the ordering of the R,-commutators, then [b, c] is 
an R,-commutator and we are through. Assume then b, > c. Then weight 
b, L weight c and by Lemma 1.5 
[b,, b,, c] = [b,, c, b,] - [b,, [b,, c]] modulo R(n + 1, s) . 
Now by induction [b,, c] is congruent modulo R(k, + I + 1, i, + j) to a product 
of R,-commutators and their inverses, all of weight (k, + Z) and R,-weight 
(iI + j). Each d, occuring in this product has weight I weight b and > weight c. 
Since b, > c, induction can be applied to [b 1, c, b2]. 
Consider [b, , [b,, cl]. If weight b, > weight [b,, c], first apply induction to 
[b,, c] and then induction on weight b, for every R,-commutator d obtained from 
[b,, c] (noting that weight b, > weight d). If weight [b,, c] = weight b, , then 
[b2, c] can be expressed in terms of R,-commutators f of weight (k, + I) and 
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R,-weight (i, + j), modulo R(k, + I + 1, i, + j), and then either [f, b,] or 
[f, b,]-l is an R,-commutator. If weight [b2, c] > weight b,, then apply induction 
to CP?, 4 hl noting that weight [b,, c] I weight b and b, > c. This completes 
the proof of the lemma. 0 
The proof of the theorem is completed by considering d E [R n 3/i,, R n 
?/i*, * - - , R n Ye,_,] and e E R n +Yiyi,, applying induction to d and e, and then 
Lemma 2.3 to [di, ei] where di and ei are the R, -commutators produced from d, e 
respectively. 0 
We are now in a position to prove Theorem A. 
Theorem A. For s, n L 1 
where the product is over all tuples (il, i,, . . . , i,> such that i, + i, + - - - + i, = n. 
Proof. It is easy to see that R(n, s) C_ y,(R) n yn. Since R&(R) n yn is torsion- 
free, it follows then that I,(R(n, s)) c y,(R) fl yn. 
To show that y,(R) n yn c I,(R(n, s)), proceed by induction on n. Since 
R lR f3 ?/n is torsion-free, I,(R n 7,) = R fl ‘y, and so the result is true when s = 1. 
Consider then s > 1. If n 5 s, then y,(R) n y, = y,(R) = R(n, s). Since R/y,(R) is 
torsion-free, it follows that I,(R(n, s)) zs ‘y,(R) and the result is true in this case. 
Suppose then that n > s 2 2 and that the result is true for smaller values of n. Let 
a E y,(R) n yn ; then by induction a E I,(R(n - 1, s)). Hence, some non-zero 
power of a is in R(n - 1, s) . Therefore, by Theorem 2.2, some non-zero power of 
a is congruent modulo R(n, s) to a product of R,-commutators and their inverses 
of weight (n - 1) and R,-weight I s. But since R.-commutators of weight (n - 1) 
are independent modulo yn by Theorem 1.7, and a E yn, this product is identically 
1. Therefore a E I,(R(n, s)) and the proof is complete by induction. 0 
3. On FOX’S problem concerning (1 + f”r> n F 
Let F be free on X and R free on IV. It follows from [2, Chapter 41 that fn/fn+l 
is free abelian on (X - 1)” = {(xi1 - l)(xiZ - 1) . . . (xin - 1): xij E X} and that 
frtrlfn+ll: is free abelian on (X - l)( IV--- 1). H ence, from [7, Chapter 51 the set of 
basic products of weight n on (X - 1) is a basis for frrlfn+’ and { b(w - 1): b a 
basic product of weight n on (X - l), w E W} is a basis for fnr/fn+k. A basic 
product is a product b, b, . . . b, of basic commutators, b, I b, 5 . - - 5 b,. If the b; 
are group basic commutators (on X), then also (b, - l)(b, - 1) . . . (b, - 1) may 
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be considered a basic product and the set of these of weight n is also a basis for 
fnlfn+l. We require a basic product to be a product with the opposite inequality 
b, r b, 1. - - 2 b, and the Hall-Gruenberg results still hold. 
Proposition 3.1 (Hall-Gruenberg). (i) A basis for fn/fn+l is 
(a) the set A of basic products b, b, . . . b, of weight n on X - 1, b, L 
b =-b,, or . . - 
(b) tie set B of basic products (b, - l)(b, - 1) . . . (6, - 1) of weight n, where 
the bi are basic commutators on X, b, 2 b, 2 - - - 2 b,. 
(ii) A basis for fnxlfn+‘r is 
(a) { b(w - 1): b E A, w E W}, or 
(b) {b(w - 1): b E B, w E W}. Cl 
Corollary 3.2. The set {(b, - l)(b, - 1) . . . (b, - 1): b, 1 b, 2 - * - 2 b,, each bi a 
C-commutator, for a basic set C, Clcl weight b, = n> is independent mod&o f “‘I. 
Proof. This follows from Lemma 1.4 and Theorem 1.6. Cl 
Let R, = YI U Y2 U - - . U Y, . (The Yi have been previously defined.) 
Lemma 3.3. R, is independent modulo R’. 
Proof. If a E R’, then by Theorem 2.2 for any m 2 1 some non-zero power of a is 
congruent modulo 3/m + 1 to a product of R,-commutators and their inverses of 
weight m and R,-weight L 2. Each element of R, has R,-weight 1 and hence no 
non-trivial product of elements from R, can be in R’. Cl 
Lemma 3.4. Zf [a, b, ] c is a basic commutator and a # c, then so is [a, c] or [c, a], 
depending on whether a > c or c > a. 
Proof. (i) Suppose a > c: If a = [a,, a,], then a2 5 b 5 c and so [a, c] is basic. 
(ii) Suppose c > a: Let c = [cl, cZ]. If c2 5 a, then [c, a] is basic. If c2 > a, then 
weight c2 1 weight a and so weight c1 1 weight c2 1 weight a. Now weight 
c I weight a + weight b 5 2 - weight a. Hence weight c = 2 - weight a. Therefore 
weight c1 = weight c2 = weight a and hence weight b = weight a = weight c, = 
weight c2. Thus [a, b] and [c, , cz] = c have the same weight. Since [a, b] > c, it 
follows that a L c1 and hence a > c2, which is impossible. Therefore cZ 5 a. 0 
We are now in a position to prove Theorem B. Let R(n) = n [R fl yi,, R f7 
9$*, - * - 7 R n n,], where the product is over all tuples (iI, i,, . . . , i,), s 2 2, 
with i, + i, + a. + + c + - - - + i, = n, for all j, 1 ‘j 5 s. 
Theorem B. (1 + f”r> fI F = I,(R(n)), n L 1. 
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Proof. That I,(R(n)) c (1 + f”u) n F is known and we include here just an outline 
of this. First, use induction on s to show that [R fl Ye,, R n q, . . . , R f~ n,] C 
(1 + f”r) n F. It then follows, using ab - 1= (a - 1) + (b - 1) + (a - l)(b - l), 
that R(n) c (1 + f”r) fl F. We can then deduce that I,(R(n)) c (1 + f”r) n F since 
by [2, Chapter 41 Fl((1 + f”r) fl F) is torsion-free. 
We now show by induction on n that (1 + f”r) n F C_ I,(R(n)). When n = 1, it is 
known (see e.g. [l] or [2]) that (1+ fr) n F= y*(R), and since R/y,(R) is 
torsion-free, it follows that (1 + fr) n F = 1,(7*(R)) = IR(R(l)). Suppose then 
nil and aE(l+f ‘+‘r) n F. Then, by induction for some t 2 1, a’ E R(n). By 
Theorem 2.2 some non-zero power of a is congruent modulo R(n + 1) to a 
product n of R.-commutators and their inverses of R,-weight L 2. 
Let c E n be an R.-commutator of R.-weight s 2 2 and such that c contains 
constituents xi in R,, i = 1,2, . . . , t, such that weight c - weight xi = n for each i, 
(and all other constituents z in R, satisfy weight c - weight z > n). Then 
c - 1= 2 *(dil - l)(djz - 1) . . . (ditci, - l)(xj - 1) modulo f”r . (1) 
i 
The di, are R,-commutators, obtained in the following way. If c = [cl, c,] and Xi 
is contained in cl, then dil = c2 and (di2 - l)(di3 - 1) . . . (dircij - 1)(x, - 1) is 
(inductively) obtained from c,. If xi is contained in c2, then dil = c1 and 
(djz - 1) . . . (ditci, - l)(xi - 1) is (inductively) obtained from c,. It is easy to see 
that any of the expressions in the sum on the right-hand side of (1) determines c 
and an expression involving xk cannot equal an expression involving xd for k # d 
even if xk = xd. To show that these expressions are independent modulo f”r it is 
only necessary to show that the (dil - l)(diz - 1) . . . 
modulo fntl, 
(dil(i, - 1) are independent 
since by Lemma 3.3 the (xi - 1) are independent modulo fr. This 
product (d+ - l)(diZ - 1) . . . (dit(i, - 1) is of weight n and is ‘almost’ a basic 
product but can easily be transformed into a unique basic product. Let dij = dj and 
t(i) = t (where it is clear that we are dealing with a particular xi). 
Letrj=(d,-l)(d,+l-l). . .(d,-l)(xi-1) d an so ri determines a constituent 
cj of c (for example c, = c). Suppose di < d,+l. Then cj = [~j+l, c~+~, dj] and 
rj ~ (di+l - l)(di - l)rj+, + ([dj,,, dj] - l)rj+2 modulo f”r (and [dj+l, dj] - 1 > 
(dj+l - l)(d, - 1)). From Lemma 3.4, [d,+l, di] is basic and since di+l> Ci+* 5 
dj, the product ([di+l, dj] - l)ri+, determines cj uniquely. In this way the product 
(d, - l)(d, - 1) . . . (d, - 1) corresponds to a unique basic product. Hence, these 
products are independent modulo f”. Since a - 1 E f”r, the conclusion is that n is 
identically 1 and so some non-zero power of a is in R(n + l), as required. 0 
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