Abstract. We provide a formula describing the G-module structure of the Hurwitz-Hodge bundle for admissible G-covers in terms of the Hodge bundle of the base curve, and more generally, for describing the G-module structure of the push-forward to the base of any sheaf on a family of admissible G-covers. This formula can be interpreted as a representation-ringvalued relative Riemann-Hurwitz formula for families of admissible G-covers.
Introduction
Much of the motivation for this paper arises from the classical Riemann-Hurwitz Theorem, which we now briefly recall.
Let π : E -C be a surjective morphism between smooth projective curves (or compact Riemann surfaces), where E has genusg and C has genus g. Of particular interest to us is the case where E has N connected components and C is connected. The Riemann-Hurwitz formula
where deg( π) is the degree of the map π and S b π is defined by
where r(q) is the ramification index of q. This formula is important because it relates the global quantitiesg, g, N , and deg( π) to each other through S b π , which is the sum of local quantities. The Riemann-Hurwitz formula has a particularly simple form when the smooth complex curve E has an action of a finite group G such that every nontrivial element of G has a finite fixed point set and E b π -C is the quotient map where C is a smooth, connected curve of genus g.
Let { p 1 , . . . , p n } ⊂ C be the branch points of π. The restriction of the curve E to C − { p 1 , . . . , p n } has a free G action, i.e., the restriction is a principal G-bundle over C −{ p 1 , . . . , p n }. It will be convenient to choose, for all j ∈ {1, . . . , n}, points p j in π −1 (p j ). This gives a pair -(C; p 1 , . . . , p n ), called a smooth, pointed, admissible G-cover of genus g with n marked points. The isotropy group of the point p j is a cyclic group m j of order r j , where the generator m j acts on the tangent space T e pj E by multiplication by exp(2πi/r j ). Since π −1 (p j ) is isomorphic to G/ m i as a G-set, we have S b π = n i=1
|G| ri ri−1 2 . Furthermore, if G 0 is a subgroup of G fixing a connected component of E, then N is the order of the set of cosets G/G 0 . Therefore, the Riemann-Hurwitz formula in this case can be writteñ
where, for all i = 1, . . . , n,
There should be a generalization of the Riemann-Hurwitz formula, Equation (1), to families
-T , where each fiber E t has genusg and N connected components, and the fiber C t is a connected, genus-g curve for all t in T . That is, we would like an equation in the K-theory of T which, after taking the (virtual) rank, yields Equation (1). Although the answer is not known in general, we provide a complete answer in this paper for the case where E forms an admissible G-cover for a finite group G.
We prove a generalization of Equation (2) for flat, projective families of pointed admissible G-
-T , which may also include curves and covers with nodal singularities. Our generalization of the Riemann-Hurwitz formula (given in Equation (107)) takes values in Rep(G), the representation ring of G. Since any such family of curves is the pull-back of the universal family of G-curves from the moduli space M G g,n of pointed admissible G-covers, we need only prove the Rep(G)-valued Riemann-Hurwitz formula for the universal family of G-covers when the base is T = M G g,n . Every term in Equation (2) has a counterpart in our Rep(G)-valued Riemann-Hurwitz formula. The termg corresponds to R 1 π * O E (the dual Hurwitz-Hodge bundle), while the term g corresponds to R 1 π * O E (the dual Hodge bundle), and for all i ∈ {1, . . . , n} the S mi term corresponds to an element S mi in K-theory, constructed from the tautological line bundles associated to the i-th marked point of E. In other words, the Rep(G)-valued Riemann-Hurwitz formula expresses the dual Hurwitz-Hodge bundle in terms of other tautological K-theory classes on M G g,n . Our generalized Riemann-Hurwitz formula (Equation (107)) has several interesting and useful consequences. Among other things, it allows one to explicitly describe, without reference to the universal G-cover, the virtual class for orbifold Gromov-Witten invariants for global quotients in degree zero. It also yields a new differential equation which computes arbitrary descendant Hurwitz-Hodge integrals. These applications will be explored elsewhere [JK09] .
We note that Tseng [Ts] has also obtained a differential equation which can be used to calculate descendant potential functions of Hurwitz-Hodge integrals. However, he works directly in the Chow ring, while our differential equation is a consequence of our Rep(G)-valued relative RiemannHurwitz formula, which lives in equivariant K-theory. It would be very interesting to make explicit the relationship between his results and ours.
Relation to the results of [JKK07]. The paper [JKK07] gives a simple formula for the obstruction bundle of stringy cohomology and K-theory of a complex manifold X with an action of a finite group G. That formula allows one to completely describe the stringy cohomology of X in a manner which does not involve any complex curves or G-covers. It also yields a simple formula for the obstruction bundle of Chen-Ruan orbifold cohomology of an arbitrary Deligne-Mumford stack.
One interpretation of the present result is as a generalization of the results of [JKK07] to stringy (or orbifold) Gromov-Witten theory. That is, the results of [JKK07] are essentially limited to the case of genus zero with three marked points, while the results of this paper are for general families of arbitrary genus and arbitrary numbers of marked points. Applications and details of how this can be applied to orbifold Gromov-Witten invariants are developed in [JK09] .
Overview of background and results. We now describe the background and results of this paper in more detail.
The moduli space M g,n of stable curves of genus g with n marked points is endowed with tautological vector bundles arising from the universal curve C π -M g,n and its universal sections M g,n σi -C , where i = 1, . . . , n. Pulling back the relative dualizing sheaf ω of π by a tautological section yields a line bundle L i = σ * i ω on M g,n whose fiber over a stable curve (C; p 1 , . . . , p n ) is the cotangent line T * pi C. Its first Chern class is the tautological class ψ i := c 1 (L i ) for all i = 1, . . . , n. The Hodge bundle E := π * ω is a rank-g vector bundle over M g,n whose dual bundle is isomorphic to R := R 1 π * O C by Serre duality. The Chern classes of the Hodge bundle give tautological classes λ j := c j (E) for j = 0, . . . , g.
For any finite group G, there is a natural generalization of the moduli space of stable curves M g,n , namely the space M G g,n of pointed admissible G-covers of genus g with n marked points. A pointed admissible G-cover is a morphism (E; p 1 , . . . , p n ) -(C; p 1 , . . . , p n ), where (C; p 1 , . . . , p n ) is an n-pointed stable curve of genus g together with an admissible G-cover E, and for each i ∈ {1, . . . , n} p i is a choice of one point in the fiber over p i . Since the pointed curve (C; p 1 , . . . , p n ) can be recovered from (E; p 1 , . . . , p n ) by taking the quotient by G, we will sometimes denote the pointed G-cover by just (E; p 1 , . . . , p n ). Basic properties of the stack M G g,n of pointed G-covers of genus g with n marked points are described in [JKK05] .
An (unpointed) admissible G-cover consists of the same data except that one forgets the marked points p 1 , . . . , p n on E while retaining the marked points p 1 , . . . , p n on C. The stack of (unpointed) admissible G-covers of genus-g curves with n marked points is equivalent [ACV] to the stack M g,n (BG) of stable maps into the stack BG, where BG = [pt/G] is the quotient stack of a single point modulo the trivial action of G. For any G, there are forgetful morphisms M G g,n t -M g,n (BG) s -M g,n , where the first morphism forgets the marked points p 1 , . . . , p n on the G-cover E, while the second forgets the G-cover E. When G is the trivial group, then both of these morphisms are isomorphisms.
Consider the universal G-cover E π -M G g,n , whose fiber over a point [E, p 1 , . . . , p n ] ∈ M G g,n is the G-cover E itself. The projection π is G-equivariant, where E inherits a tautological G-action, and where the action on M G g,n is trivial. The universal section σ i associated to the i-th marked point on the G-cover yields a tautological line bundle L i := σ * ω π for all i = 1, . . . , n, where ω π is the relative dualizing sheaf of π. That is, L i is the line bundle on M G g,n whose fiber over (E; p 1 , . . . , p n ) is the cotangent line T * e pi E. Similarly, let R be the G-equivariant vector bundle Taking the rank of the Rep(G)-valued Riemann-Hurwitz formula, Equation (107), yields the original Riemann-Hurwitz formula (Equation (2)) for admissible G-covers.
The idea behind the proof of the Main Theorem (4.23) is to apply the Lefschetz-RiemannRoch Theorem, a localization theorem in G-equivariant K-theory, to the universal G-cover. This expresses the push-forward of any G-equivariant sheaf on the universal G-cover over M G g,n in * There is another G-action present on M G g,n as well, namely that arising from the action on the sections of E . However, the trivial action will be more useful for our purposes and will be the action we use throughout this paper unless otherwise specified.
terms of the normal bundles to the fixed point loci which, for the universal G-cover, can only occur at its punctures and nodes.
Structure of the paper. The structure of this paper is as follows. In Section 2, we recall some facts from representation theory, equivariant K-theory and cohomology, and then prove a version of the Lefschetz-Riemann-Roch theorem for stacks that we will need. In the third section, we review properties of the moduli spaces M G g,n and M g,n (BG), tautological bundles associated to them, and the universal G-curve and the gluing morphisms on M G g,n . We also establish some basic properties of the dual Hurwitz-Hodge bundle R with respect to gluing and forgetting tails. We also introduce its associated tautological classes. In the fourth section, we prove the Main Theorem and the Rep(G)-valued Riemann-Hurwitz Theorem for families. As a corollary, we prove a Rep(G)-valued version of Mumford's Identity for the Hurwitz-Hodge bundle. In the fifth section, we calculate the Rep(G)-valued Chern character of the dual Hurwitz-Hodge bundle R on M G g,n . We then show that our Rep(G)-valued Chern character of R reduces, in a special case, to a formula for the ordinary Chern character of the Hurwitz-Hodge bundle obtained by generalizing Mumford's calculation of the ordinary Chern character of the Hodge bundle on M g,n .
Future directions for research. The Rep(G)-valued Riemann-Hurwitz formula allows one to use the structure of the representation ring to obtain additional information about the structure of its associated potential functions. We hope to treat these in a subsequent paper.
In this paper we have focused on developing formulas for global quotients. It is natural to try extend these to general Deligne-Mumford stacks. We hope to treat this in a later paper. Related to this, it would be very interesting to generalize our results to the case where G is a Lie group.
Finally, the Rep(G)-valued Riemann-Hurwitz Theorem, in nice cases, can be regarded as a formula for a G-index theorem of the Dolbeault operator ∂ for families of Riemann surfaces, i.e., as a relative holomorphic Lefschetz theorem. It would be interesting to generalize these results to other differential operators.
subgroup. The set of conjugacy classes of G is denoted by G and for any element m ∈ G we let m ∈ G denote the conjugacy class containing m. For all m in G, we have the useful identity
Clearly, |m| and |Z G (m)| are independent of the choice of representative m in m. Let Rep(G; Z) denote the (virtual) representation ring of G, i.e., the Grothendieck group of finite-dimensional complex representations of G. Since every representation of G is uniquely decomposable into the direct sum of irreducible representations, Rep(G; Z) is a free Z-module with a basis given by the set Irrep(G) of irreducible representations of G. We denote the trivial irreducuble representation of G by 1. The ring Rep(G; Z) also has a metric (a nondegenerate, symmetric pairing) η, where η(V, W ) := dim C Hom G (V, W ). Furthermore, Irrep(G) is an orthonormal basis with respect to η. The regular representation C[G] of G is the group ring acted upon by left multiplication and it satisfies the useful identity
where the sum runs over all V α ∈ Irrep(G). In addition, Rep(G; Z) has an involution called dualization, corresponding to taking any representation W of G and replacing it by its dual W * . Dualization preserves the product and metric. Since dualization also preserves the set Irrep(G), Equation (5) 
. We will later need to work with Q coefficients, so we let Rep(G) := Rep(G; Z) ⊗ Z Q and extend the product and metric Q-linearly.
A representation of G is determined, up to isomorphism, by its character, i.e., if φ : G -Aut(V ) is a G-module, then its character χ(V ) is the function defined by the trace χ γ (V ) := Tr(φ(γ)) for all γ in G. The character χ(V ) is a class function, i.e., it is a function on G. Evaluating at the identity element, we obtain χ 1 (V ) = dim V . In particular, the character of the regular representation is
for all γ in G, since left multiplication by γ acts without fixed points unless γ is the identity. The character χ can be linearly extended to Rep(G) to obtain a (virtual) character and every element in Rep(G) is determined by its character.
If ν : L -G is a group homomorphism, then there is an associated ring homomorphism
given by pulling back by ν. An important special case is when L is a subgroup of G and ν is an inclusion. The pullback of a G-module V via the inclusion map yields an L-module called the restriction to L and is denoted by Res L G V . We denote the induced ring homomorphism by Res
Restriction and induction are adjoint via Frobenius reciprocity. Restriction obviously commutes with dualization; therefore, by Frobenius reciprocity, induction commutes with dualization, as well.
An important special case for our purposes is the cyclic group m generated by an element m of order r := |m|. Let V m denote the irreducible representation of m , where m acts as multiplication by ζ r := exp(−2πi/r). For all integers k, let
In other words, V 
and the isomorphism of algebras
where Q[V m ] is the polynomial ring on the variable V m . Furthermore, Equation (5) in this case reduces to
The canonical involution of groups σ : m -m , taking a group element to its inverse, induces a ring automorphism σ
Therefore, we have
A useful identity intertwining the cyclic group and conjugation is
for all γ, m in G and k = 0, . . . , |m| − 1. There are several useful dimensions associated to elements of
where the second equality follows from Equation (5). Given, in addition, a group element m in
Frobenius reciprocity implies that for all k = 0, . . . , |m| − 1,
where η is the metric on Rep( m ). Finally, we will need some maps associated to taking G-invariants. There is a Q-linear map Rep(G) -Rep(G) which associates to a G-module W , the submodule W G of G-invariant vectors. This map commutes with induction, i.e., (Ind
and with dualization. The regular representation is respected by induction, i.e., for any subgroup
This leads to a useful Q-linear map
Note that for any W ∈ Rep(G) the G-invariants of
and for any γ ∈ G, its trace is given by
Equations (16) and (17) imply that I also commutes with induction, i.e., for all W in Rep(L),
Finally, I also commutes with dualization, since C[G] is self-dual and taking G-invariants commutes with dualization.
2.2. Equivariant K-theory and cohomology. Let X be a variety or orbifold (DM-stack) with the action of a finite group G. Let K(X ) and K G (X ) denote the Grothendieck group (with Q coefficients) of coherent sheaves and G-equivariant coherent sheaves on X , respectively. Suppose that G acts trivially on X . In this case, there is an algebra isomorphism
since the G-action on an equivariant vector bundle acts linearly on each fiber.
Definition 2.1. Let χ γ : Rep(G) -C denote the homomorphism which sends each representation to its character at γ. We will abuse notation and also write χ γ to denote the map
plays an important role in the Lefschetz-Riemann-Roch Theorem, which is a fundamental tool in this paper. Note that χ γ • Φ takes a G-equivariant bundle E to the eigenbundle decomposition
where the sum runs over all eigenvalues ζ of γ and E γ,ζ is the eigenbundle of E where γ acts with eigenvalue ζ.
is just the map which forgets the G-equivariant structure of the elements of K G (X ).
Definition 2.3. If γ is an element of a finite group G, and if X has a G-action, then we can define a morphism
as the composition of χ γ • Φ with the obvious restriction res :
. We can also compose ℓ γ with the morphism that forgets the G-equivariant structure and only retains the γ -equivariant structure, that is, ℓ γ • Res G γ . When there is no danger of confusion, we denote this composition by ℓ γ as well:
Remark 2.5. The map Φ commutes with push-forwards, in the sense that Φ • f * = (f * ⊗ id Rep(G) ) • Φ for any morphism f : X -Y between orbifolds with a trivial G action.
Of course, if f is not representable, there will be additional correction terms to the GRR formula, as described, for example, in [To] .
Definition 2.6. Let X be connected. The Rep(G)-valued rank rk :
The virtual rank is χ 1 of ch and is denoted by rk :
The Lefschetz-Riemann-Roch is a fundamental tool for this paper. We need the theorem in the case of a family of semi-stable curves X f -Z over a base Z which is a Deligne-Mumford quotient stack, that is, a DM stack Z for which there exists an algebraic space Y and a linear algebraic group scheme P such that Z = [Y /P ].
In order to make sense of the theorem in this case we will need to invert certain elements of the K-theory of Z . Specifically, we need to invert the element
If Z (and hence X ) were a projective variety, then χ γ • Φ λ −1 (C X γ /X ) would already be invertible (see, for example, [FL, VI §9]), but when Z is a more general DM stack, that may no longer be true, so we will need to localize, as follows. Proof. By [EG, Thms 4.1, 5.1] the localization K(Z ) H of the ring K(Z ) = K P (Y ) at the ideal H is isomorphic to the completion K(Z ) of K(Z ) along the ideal H. Edidin and Graham [EG] prove that K(Z ) is isomorphic to
. Moreover, since Z is a DM stack of finite dimension, the Chow groups A i (Z ) vanish for i >> 0. Therefore we have
Theorem 2.9 (Lefschetz-Riemann-Roch (LRR) for quotient stacks 
Denote the K-theoretic push-forward along f by Rf * (F ) := 
For a smooth scheme, this theorem is proved [FL, VI §9] , in the singular case in [BFQ, Qu] , and in the non-projective case in [Ta] . We know of no published proof of the theorem that would apply to the case we need, so we give the proof here.
Proof. Since Z is a smooth DM quotient stack with quasi-projective coarse moduli, we can use the theorem of Kresch and Vistoli [KV, Thm 1], which shows there is a smooth, quasi-projective scheme Z, and a finite, flat, surjective, local complete intersection (lci) morphism g : Z -Z . We will endow Z with the trivial γ -action. The fiber product X := X × Z Z is a semi-stable curve over Z, and it naturally inherits a γ -action from X . Denote the first and second projections from the fiber product by g ′ : X -X and f ′ : X -Z, respectively. Because the morphism g is finite and surjective, the pullback g
By Proposition 2.8 the pullback is also injective on localized K-theory:
, where C X γ /X is the conormal bundle of X γ in X. By the usual Lefschetz-Riemann-Roch theorem for quasi-projective schemes [BFQ] , the front face of the following diagram (Diagram (26)) commutes. And since g is flat, the two sides commute. It is straightforward to check that the bottom face commutes.
Note that X γ is the fiber product X γ = X × X X γ , and the inclusions X γ ⊂ -X and X γ ⊂ -X are regular embeddings. Therefore the excess conormal sheaf
′ is finite and flat, so the rank of E is zero-that is,
This shows that the top face of the diagram commutes.
Since all the faces commute, except possibly the back, then for any F ∈ K γ (X ) H , we have
Since g * is injective, this gives Rf
3. Tautological bundles on the moduli space of (admissible) G-covers 3.1. Moduli space of admissible G-covers. We recall properties of the moduli spaces M g,n (BG) and M G g,n that we will need throughout this paper. For any finite group G, let M g,n (BG) denote the moduli space of admissible G-covers and let M G g,n denote the moduli space of pointed admissible G-covers. We adopt the notation and definitions from [JKK05] . We will denote by M , M (BG), and M G the disjoint union over all g and n of M g,n , M g,n (BG), and M G g,n , respectively. Note that our definition of M g,n (BG) differs slightly from that of Abramovich-Corti-Vistoli [ACV] in that the source curves possess honest sections σ i instead of just gerbe markings.
The
. Thus we have the following proposition.
In particular, Lefschetz-Riemann-Roch (Theorem 2.9) holds for the universal G-cover E -M G g,n . 3.1.1. Graphs. Let Γ g,n denote the set of (connected) stable graphs of genus g with n tails and exactly one edge. Elements in Γ g,n are either trees or loops. If Γ belongs to Γ g,n , then we let Γ cut denote the set of (possibly disconnected) stable graphs Γ cut obtained by cutting Γ along its edge together with a choice of ordering of the two new edges. We denote the n + 1st edge by + and the n + 2nd edge by −. For example, if Γ is a tree and n > 0 or the genera of the two vertices are different, then Γ cut contains two disconnected stable graphs. If Γ is a loop, then there is a single graph Γ cut in Γ cut . Notice that the gluing morphisms on M are naturally indexed by Γ cut , rather than Γ, since an ordering on the half edges must be specified.
To describe operations on M G g,n (m), where m belongs to G n , we must decorate the graphs.
Let Γ g,n (m) denote the set of (connected) stable graphs of genus g with exactly one edge and with n tails, such that the i-th tail is decorated by m i for all i = 1, . . . , n. If Γ is a such decorated graph, then let | Γ| ∈ Γ g,n indicate the same graph but without decorations. Choose m in G, and define Γ g,n (m, m) to be the set of equivalence classes of the set of (connected) stable graphs of genus g with n tails whose i-th tail is decorated with m i for all i = 1, . . . , n, one half edge is decorated with some group element m + = m in m, and the other half edge is decorated by the group element m − = m −1 . Two such graphs Γ, Γ ′ ∈ Γ g,n (m, m) will be considered equivalent if there exists an isomorphism α of the underlying stable graphs such that the induced decorated graph α Γ ′ differs from Γ only in the group elements (m + , m − ) or (m 
3.1.2. Notation. Throughout this paper we will use the following notation and refer to the following diagrams. To reduce clutter, and when there is little chance of confusion, we will adopt the following convention: when a map (e.g., π) or an object (e.g., C ) is the pullback, in a Cartesian square, of a universal map or object, we will use the same name for both maps-thus π is the label for several parallel maps in the following diagrams.
We let π : C -M g,n denote the universal curve over the stack M g,n , and let s :
-M g,n (BG) denote the morphism induced by forgetting the sections of the universal All these morphisms, stacks, and universal objects fit together in the following diagram.
We define st := s • t and π = π • π, and let
-E be the ith section of the pointed admissible G-cover π. Let σ i := π • σ i : M g,n -C be the ith section of the universal curve π. We will also find it useful to decompose the gluing morphisms. If Γ cut ∈ Γ cut,g,n glues to give the graph Γ ∈ Γ g,n and has an underlying graph | Γ cut | = Γ cut ∈ Γ cut,g,n , then the corresponding
Γcut , where µ is the obvious map from the stack of curves or G-covers with cut graph to the stack of curves or G-covers with uncut graph.
These fit together in the following diagram, to which we will refer throughout the paper.
Remark 3.2. Note that while the top two squares in Diagram (28) are both Cartesian, usually neither of the bottom two squares is Cartesian. Moreover, the morphisms µ Γcut and µ e Γcut are generally notétale. The morphism µ Γcut fails to beétale precisely on the locus where M Γ has a self-intersection, that is, on the locus M Γ ′ of two-edged graphs Γ ′ which have the property that contracting either of the two edges of the graph Γ ′ gives the one-edged graph Γ.
Similarly, the morphism µ e Γ fails to beétale on the locus M G e Γ ′ of decorated two-edged graphs Γ ′ which have the property that contracting either of the two edges of Γ ′ gives Γ.
denote the forgetting tails map. Associated to the this map we have the following diagram:
3.1.3. Basic Properties of the Morphisms and Stacks.
where
In particular, the fundamental classes are related by the equality
In addition, for any Γ cut ∈ Γ cut,g,n (m, m + , m − ), let Γ be the graph obtained by gluing the cut edge, let Γ cut := | Γ cut |, and let Γ := | Γ|. For all α in A
• (M Γcut ) we have the equality
For any class β ∈ A • ( Γcut∈Γcut,g,n M Γcut ) and for any m ∈ G n , we have
Proof. Let F be the fibered product
It is straightforward to see that the stack | e Γ|=Γ M G e Γ is the reduced induced closed substack underlying F (i.e., the result of annihilating nilpotents in the structure sheaf). So the fibered product F also breaks up into a union of pieces indexed by Γ 
We also have that j Thus, after accounting for automorphisms of the smooth versus the nodal G-covers, the number of pointed admissible G-bundles over the smooth curve that contract to give the same nodal Gcover is r e Γ = |m|. And we have
where the last equality follows from the fact that st is flat. This proves that Equation (30) holds, and Equation (31) is a special case.
It is easy to see that q is finite and surjective; indeed, the product F ′ consists of all triples (C cut , (E glued → C glued , p 1 , . . . , p n ), α), where C cut is a curve in M Γcut , and (E glued → C glued , p 1 , . . . , p n ) is a pointed G-cover in M G e Γ , and α is an isomorphism between C glued and the curve obtained by gluing C cut . Normalizing E at the node gives a new G-cover E cut , and any choice of p + with monodromy m + will give an element of M G e Γcut which maps to the original triple. Moreover, the degree of q is
as can be seen from the fact that
and the degree of the second projection pr 2 :
which gives us Equation (32). Finally, to prove Equation (33) 
where the first equality follows from Equation (30), the second from counting the number of graphs Γ cut with | Γ cut | = Γ cut , and the third from Equation (32).
3.2. Tautological bundles and cohomology classes associated to the universal G-curve and their properties.
Definition 3.4. We define the bundle R on M g,n (BG) to be the push-forward
Since the map M G g,n t -M g,n (BG) is flat, and the universal admissible G-cover over M G g,n is the pullback of the admissible universal G-cover over M g,n (BG), the push-forward
,n is the pullback of R from M g,n (BG). We will abuse notation and also use R to denote this bundle on M G g,n .
Definition 3.5. Let L i be the line bundle given by pulling back the relative dualizing sheaf ω π along the sections σ i , and let ψ i be the first Chern class of L i :
Similarly, on M G e Γcut , we have additional sections σ + and σ − and corresponding line bundles:
Proof. If z is a local coordinate on E near p i , then x := z |mi| is a local coordinate on C near p i . Locally on E near p i , the relative dualizing sheaf ω π is generated by the one-form dz and the pullback π * (ω π ) is generated by dx = |m i |z |mi|−1 dz. This shows that
where D i is the divisor in C corresponding to the image of σ i . It is well-known (See, for example [JKV, Lm 2.3]) that
Combining this with the fact that σ i = π • σ i , we have
Taking first Chern classes completes the proof.
We also need to define the analogue of Arbarello-Cornalba's kappa classes.
Definition 3.7. For the universal curve π :
whereD i is the image of the ith section
Similarly, for the universal G-cover π :
where D i denotes the image of the section σ i , and g∈G/mi gD i is the sum of all the translates of D i . Now let It is immediate to check that
where π : E -C is the covering map. Combining this with the fact that π is finite of degree |G|, we have the following proposition.
Proposition 3.8. The classesκ a and κ a on M G g,n are related as follows:
Remark 3.9. It is important to note that in addition to the definition of kappa classes given here, there is another common definition of kappa classes due to Mumford:
and the obvious analogue for admissible G-covers would bẽ
Mumford's kappa classes don't behave as well as Arbarello-Cornalba's kappa classes, but the different definitions are related, as follows.
Proposition 3.10 ([AC96, Eq (1.5)]).
Next we make a definition that will play an important role in the forgetting-tails morphism.
Definition 3.11. Let Γ i be the one-edged tree with n + 1 tails, and with one of its two vertices having only two tails, p i and p n+1 , decorated by 1 and m i , respectively, and the other vertex having n − 1 tails p 1 , . . . ,p i , . . . p n decorated with m 1 , . . . ,m i , . . . , m n , respectively (See Figure 1) . (1) The bundle R is preserved by the forgetting tails morphism τ : 
where we have usedκ a to denote both the class π * (c 1 (
Proof. To prove the first equation (50), we consider the following diagram with a Cartesian square:
where E ′ is the pullback of E along τ , and π g,n+1 = π ′ g,n •υ. The map υ contracts any components that are made unstable by the removal of the marked point p n+1 and the points in its G-orbit, and υ is an isomorphism away from these components. Because the only fibers that have dimension greater than zero are curves of genus-zero, the first derived push-forward vanishes R 1 υ * O Eg,n+1 = 0, and the push-forward is the trivial bundle
Therefore, by the Leray spectral sequence, we have
Since the square is Cartesian and τ is flat, this gives
as desired.
Equations (51) and (52) follow from their counterparts on M g,n . Specifically, it is well-known
where Γ i = | Γ i | is the undecorated graph underlying the forgetting-tails graph Γ i of Definition 3.11. By Proposition 3.6, we have
However, by Proposition 3.3, we have that
so taking |m i |-th roots gives the desired relation.
To prove Equation (54), we first note that in the following diagram the two squares are Cartesian:
The upper-left vertical map ν is the normalization of the admissible G-cover at the nodes cut in Γ cut , and π e Γcut = π ′ • ν. Since the squares are Cartesian, we have
On E ′ , we have the following short exact sequence:
Pushing forward to M G e Γcut , we have the following long exact sequence in
This gives the desired relation in K-theory. The proof of Equation (55) is similar. Equation (53) follows immediately from the fact that in Diagram (58) the map ν is an isomorphism in a neighborhood of the image of the sections σ ± .
The Hurwitz-Hodge bundle and a relative Riemann-Hurwitz Theorem
In this section we prove the relative Riemann-Hurwitz formula, which generalizes the formula of [JKK07] and allows us to write the equivariant K-theory class of the Hurwitz-Hodge bundle in a useful form.
We begin with a discussion in Subsection 4.1 of several generating functions that we will need to describe the result. Next, in Subsection 4.2 we will use these generating functions to describe classes S mi in K G (M G g,n ) which are associated to each puncture. In the relative Riemann-Hurwitz formula, these classes describe the contribution from each puncture to the overall formula for R. As our last preliminary step, in Subsection 4.3 we describe classes S e Γcut in K G (M G g,n ) associated to each cut graph Γ cut ∈ Γ cut . These classes describe the contribution from each node to the overall formula for R. In Subsection 4.4 we bring all these pieces together to state and explain the main theorem and its consequences, and in Subsection 4.5 we prove the main theorem.
Generating functions and Bernoulli polynomials.
Definition 4.1. Let r ≥ 1 be an integer. Define the rational functions
and
Since
we see that F r (x, y) is a polynomial of order r − 1 in y, i.e.,
where F r,k (x) is the rational function
Note also that one can expand F r,k (x) about x = 1 to obtain the following power series
Combining Equations (64) and (62), we may thus regard F r (x, y) as an element in
A simple computation gives the following proposition.
Proposition 4.2. Let r > 0. If y ∈ C satisfies y r = 1, but y = 1, then we have
Remark 4.3. This relation for F r (x, y) is not true for y in a general commutative ring, and in particular, it is not true in the representation ring of G.
We can expand
and B n (z) is the n-th Bernoulli polynomial, defined by
We have the well-known relations
We also have B n (0) = 0 for all odd n > 1. Combining this with the definition of δB n and Equation (69) gives
(70) for all integers n ≥ 1 and x ∈ C where δ 1 n is the Kronecker delta function. The first few terms are
Thus, F r (t, y) may be regarded as an element of Q[[t]][y].
Proposition 4.4. If r ≥ 1 is an integer, then
Furthermore, for all s ≥ 0,
Proof. Equation (71) follows by performing the summation in Equation (62) after plugging in y = 1. Plugging in x = e t/r into Equation (71) 
Expressing both sides of this equality in terms of Bernoulli polynomials yields
The result follows by equating coefficients of t j for j ≥ 0.
Definition 4.5. For any function f (x, y), define its dual function f * (x, y) by
Proposition 4.6. Let r ≥ 1 be an integer, then for all k = 1, . . . , r − 1, we have
Proof. Equation (76) is immediate. Equation (77) follows since
Another useful generating function is the following.
Definition 4.7. Let r ≥ 2 be an integer. Let
and for all k = 0, . . . , r − 1, let
We may regard C r (x + , x − , y) as an element of Q[y,
Proposition 4.8. For all integers r ≥ 2 and k = 0, . . . , r − 1,
where both equalities may be regarded as in
Furthermore, if R r is the commutative algebra
then we have the following equality in
Proof. Equation (82) follows immediately from Equation (80) and the second equality in Equation (78). Equation (81) follows from Equation (80) after performing the summation
We will now prove Equation (80). Plugging in definitions yields the equality
Since the coefficient of y 0 of the right hand side of this equation is zero, we have C r,0 (x + , x − ) = 0. Similarly, picking off the coefficient of y j for all j ∈ {1, . . . , r − 1}, we obtain
Performing the resulting summations and solving for C r,j (x + , x − ) yields Equation (80).
4.2.
Contribution from the punctures. In this section, we define a class S mi in K G (M G g,n ) associated to the ith puncture of the universal pointed admissible G-cover. This class plays a central role in the formula for R. Definition 4.9. Let m = (m 1 , . . . , m n ) in G n and pick i = 1, . . . , n. Let r i = |m i |. Define
as given in Equation (63). And define
Remark 4.10. Note that the definition of S mi,k makes sense because the element
H . This can be seen by expanding H ri ( L i ) as a power series in ( L i − 1), which has rank zero, and is, therefore, nilpotent in K(M G g,n (m)) H . We also define the following more general sheaf to represent the contribution of the punctures to a more general equation for a push-forward of the form Rπ * F from the universal G-cover to M G g,n .
Definition 4.11. For any F ∈ K G (E ) on the universal admissible G-cover E π -M G g,n (m), and for any i ∈ {1, . . . , n}, let
and because of the I G in the definition we may apply Equation (19) to see that
for all F .
Definition 4.12. The dual functions are defined as follows:
Remark 4.13. Note that S * mi (F ) is precisely the dual of S mi (F ), that is S * mi (F ) = H om(S mi (F ), O).
Proposition 4.14. For any m in G n , and for all i = 1, . . . , r i − 1, where r i = |m i |, we have Proof of Proposition 4.14. Equation (91) follows from Equation (10). Equation (92) follows from Equation (76).
, where we have used Equation (77) in the first line.
We now apply Ind G mi to the resulting equality to obtain
Equation (93) follows immediately from Equation (97) after using Equation (91) and the fact that C[
Equations (94) and (95) are easily seen by noticing that
, and so
, and for any i ∈ {1, . . . , n} we have
Proof. For any γ = m l i = 1, we can apply Proposition 4.2 to get
By Equation (6) and the fact that every representation is completely determined by its characters, it follows that S *
This shows that first equality holds. The proof of the second equality is similar.
Corollary 4.17. For every F ∈ K G (E ) we have
Proof. Applying I mi and Ind G mi to Equation (98) we have It is easy to see that the terms ρ e Γcut * L ± do not depend on all the data of Γ cut , but rather are determined only by the glued graph Γ. This yields the following proposition.
Proposition 4.19. The element S e
Γcut depends only on the glued graph Γ, and for any Γ cut ∈ Γ cut ( Γ) we have
By Equation (19) the projection onto the G-invariant part S 
The formula for S e Γcut can be rewritten in a different form that is often easier to work with, as follows.
Proposition 4.21. We have the following equality in
Proof. Equation (103) follows from Equations (78), (91), (80) and (82).
Finally, we define the contribution from the nodes to a more general push-forward.
Definition 4.22. For any graph Γ cut ∈ Γ cut,g,n (m), and for any F ∈ K G (E ) let 
We will give the proof in Section 4.5, but first we make a few remarks about the theorem and its consequences. The following corollary is one of the most important consequences of the Main Theorem.
Corollary 4.24 (A Rep(G)-valued relative Riemann-Hurwitz Theorem). The following equality holds in
where R is the pullback of the dual Hodge bundle from M g,n and O is the structure sheaf of Similarly, we have
Proof of Corollary 4.24. Equation (107) follows immediately from the Main Theorem applied to the structure sheaf O, after using the fact that
To see Equation (108), first use Serre duality to see that Φ( R * ) = Φ(Rπ * ω E ) + C[G/G 0 ] ⊗ O. Now note that, by the residue map, the dualizing sheaf at a node is trivial
Also, by Corollary 4.17 we have
Now applying Theorem 4.23 and using the previous relations gives
Remark 4.25. Taking the Rep(G)-valued rank of Equation (107) yields the equality in Rep(G)
since rk(S Γ ) = 0. This is precisely Equation (8.4) from [JKK07].
Corollary 4.26 (Relative Riemann-Hurwitz Formula). The following relation holds in
The rank of R is given by the usual Riemann-Hurwitz Formula:
Proof. Take the character χ 1 of Equation (107) and then apply Equations (71) and (81) to obtain the desired result. Taking the rank of Equation (111) yields the usual Riemann-Hurwitz Formula (114).
Remark 4.27. Equation (111) can be rewritten as
where N is the number of connected components in a fiber of
= |G| is the degree of π, and r i the order of i-th ramification. It is tempting to interpret Equation (115) for a more general family of curves E b π -C π -T , and not necessarily just for a family of admissible G-covers. In this case we would regard S mi as the sum of all ramifications of the family occuring on the smooth locus of the family of curves, and the sum over S e Γcut as ramifications occuring on the nodal locus of the family of curves.
Corollary 4.28. The following Rep(G)-valued generalization of Mumford's identity holds in
Proof of Corollary 4.28. By equations (107) and (108) we have
Pulling back the usual Mumford identity ch(R) + ch(R * ) = 2g from M g,n to M G g,n (m), and using the fact that (118) and (93), we obtain Equation (116). Applying the Rep(G)-valued Chern character gives Equation (117).
The Mumford identity for the ordinary Hodge bundle implies that the positive, even-dimensional components of its Chern character must vanish. Similarly, our generalization of the Mumford identity for the Hurwitz-Hodge bundle yields the following result. 
For all j ≥ 1 and W in Rep(G), we have the equality
In particular, when
Proof of Corollary 4.29. To avoid notational clutter, identify
is an orthonormal basis for Rep(G), we have
which, after plugging in the expansion of R, becomes
where we have used that ch j (F
where the last equality holds because Irrep(G) is preserved by dualization. Plugging this into the previous equation yields
Given any W = β W β ε β in Rep(G), apply η(W, ·) to the previous equation to obtain the desired result.
4.5. Proof of the Main Theorem. We now proceed with the proof of the main theorem (Theorem 4.23).
Lemma 4.30. Suppose that the following equality holds in
Proof of Lemma 4.30. Consider the maps
Taking G-invariants of both sides of Equation (120) and using the vanishing of T G , we obtain the desired result.
We are now ready to prove the Main Theorem (Theorem 4.23). By Lemma 4.30, we need only show that Equation (120) holds, where
since S mi (F ) and S e Γcut (F ) are both G-invariant (see Equations (88) and (104)). Suppose that for all γ = 1 in G,
then, by Equation (6) and the fact that every representation is completely determined by its characters, it follows that the two sides of Equation (106) must agree up to a term proportional to C [G] ; that is, Equation (120) must hold for some
Therefore, we need to prove that Equation (122) holds. This is an application of the LefschetzRiemann-Roch Theorem (Theorem 2.9), which in this case says
The components of the fixed-point locus are of two types: first, G-translates of the images D i of the sections σ i ; and second, components of the nodal locus over M G e Γ for certain choices of Γ ∈ Γ g,n . We will address the two cases in the next two subsections. 4.5.1. Contribution from the punctures. For each j ∈ {1, . . . , n} the translates of D j which are fixed by γ are of the form gD j , where there is some choice of an integer l with m l j = gγg −1 . For such a translate, the conormal bundle C gDj /E is just the restriction of the canonical dualizing bundle ω π to gD j , and the element γ acts on this conormal bundle as ζ l j = exp(−2πli/|m j |) = 1. Moreover, the map π γ restricted to gD j is an isomorphism, and the translated section gσ j is its inverse. Thus, the contribution to the LRR formula from this translate is
The number of distinct translates of D j that correspond to a specific choice of m
(see [JKK07, Pf of Lm 8.5] for details). So summing over all j ∈ {1, . . . , n} and all contributions from translates of D j gives
On the other hand, it is well-known (e.g., [FH, ex 3.19 ]) that for any subgroup H ≤ G and any representation W ∈ Rep(H), the character of the induced representation is
Applying this to χ γ (S mj (F )), and using Proposition 4.2, we have
This shows that the contribution from the punctures in the LRR formula (123) is precisely n j=1 χ γ (S mj (F )).
4.5.2.
Contribution from the nodes. Let Γ cut ∈ Γ cut,g,n (m) be a cut graph labeled with m on the + half of the cut edge, and labeled with m −1 on the − half, such that m l = γ for some integer l. Let It might seem more natural to index the fixed nodes by Γ instead of Γ cut , but that will cause problems later, since we need to track the actual monodromy m of the node (which Γ cut does), and not just its conjugacy class m (which is all that Γ can track).
We will use the following diagram throughout the rest of this section. -E g,n is the sum of two line bundles
which have the property that
Using Diagram (125) we see that the contribution to the LRR formula from
Now, for a given choice of node in E with monodromy m, there are exactly 2/| Aut( Γ)| choices of Γ cut labeled with m that correspond to the node, so summing over all possible nodes fixed by γ corresponds to summing over all Γ cut and dividing by 2/| Aut( Γ cut )|. Thus, for a given γ, the contribution to the LRR formula from the nodes is m∈G l:m l =γ e Γcut∈ e Γcut,g,n(m,m,m
If we replace m by m ′ ∈ m, or if we replace γ by γ ′ ∈ γ the bundles ρ e Γcut * L ± are unchanged, and the terms of the form ζ l m are unchanged, so we can sum over m and l such that m l ∈ γ and divide by the order of the conjugacy class γ. Thus the contribution to the LRR formula can be rewritten as 1 |γ|
e Γcut∈ e Γcut,g,n(m)
This completes the proof of Theorem 4.23.
4.6. Group automorphisms and the Hurwitz-Hodge bundle. In this section, we study the action of the automorphism group of G on the moduli space of G-covers and the Hurwitz-Hodge bundle. Let G be a group. Let Aut(G) denote the automorphism group of G. Given any element γ in G, the map Ad γ : G -G, which takes m → γmγ −1 for all m in G, is an inner automorphism of G. The group In(G) of of all inner automorphisms of G is a normal subgroup of Aut(G). The outer automorphism group Out(G) of G is the quotient group Aut(G)/ In(G).
We will now describe an action of Aut(G) on M G g,n and M g,n (BG). Let (E, ̺; p 1 , . . . , p n ) denote a pointed admissible G-cover with monodromies m = (m 1 , . . . , m n ), where the G-action on E is denoted by ̺ : G -Aut(E). Given any θ in Aut(G), (E, ̺ • θ −1 ; p 1 , . . . , p n ) is also a pointed admissible G-cover, but with monodromies θ(m) := (θ(m 1 ), . . . , θ(m n )). Furthermore, if
is a morphism which is G-equivariant with respect to the G actions ̺ and ̺ ′ , then the same map
and ̺ ′ • θ −1 G actions. Hence, Aut(G) acts on the category of pointed admissible G-covers. Since the same discussion applies to families of (pointed) admissible G-covers, we obtain an action L :
is defined in the same way. Since θ respects the conjugacy classes of G, it induces an action on 
Since the monodromies change by conjugation under the action of an inner automorphism, In(G) need not act trivially upon
and K(M g,n (BG)), since twisting the group action ̺ by an inner automorphism Ad γ yields a new group action
that is isomorphic to ̺ via the isomorphism ̺(γ). Therefore, the action of Aut(G) on K G (M g,n (BG)) and K(M g,n (BG)) factors through an action of the outer automorphism group Out(G).
For all θ in Aut(G) and F in K G (E ), the following properties hold:
In particular, the class of the Hurwitz-Hodge bundle
Furthermore, Equations (130) and (131) continue to hold if M G g,n is everywhere replaced by M g,n (BG) above.
(2) For all i = 1, . . . , n and m in G n , we have the equality in
where 
and Proof. Recall the diagram (125) used in the proof of the main theorem. Let C Sing be the conormal bundle of the singular locus Sing in E , and let P be Mumford's polynomial [Mu83, Lem 5.1]:
using the convention that
Notice that if s ≥ 1 then
The Grothendieck-Riemann-Roch theorem states that
Combining the argument of [Mu83, §5] with an argument similar to that given in Equation (129), we have
Now using Equation (49) to relateκ a and Mumford'sκ ′ a , we have
Applying the relations between ψ i and ψ i given in Equation (44) and the relations betweenκ and κ given in Equation (48) we get,
Finally, we have R 1 π * (ω π ) = αO, where α is the number of connected components of a fiber of E over a general point of a given connected component N g,n (m) of M G g,n . Since α = |G/G 0 |, this finishes the proof.
5.2.
Computation of the the Chern character using Corollary 4.24. In this section, we will compute the Rep(G)-valued Chern character ch( R) of the Hurwitz-Hodge bundle using Corollary 4.24.
Definition 5.2. Define the formal power series
Proof. Throughout this proof we will refer to Diagram (125). Let T f = Ω * f denote the relative tangent bundle of a morphism f and N i = −T i denote the normal bundle of a regular embedding i. We have
where the third and fourth equalities use the Grothendieck-Riemann-Roch Theorem, the fifth uses the fact that µ e Γcut isétale, and the sixth uses the projection formula. Using Equations (126) and (128), we now have 
Plugging this back into our earlier calculation gives the desired result. 
Proof. Equation (143) follows from the definition of S mi given in Equation (85), from the relation between ψ i and ψ i given in Proposition (3.6). Equation (146) follows from Equation (141) and the fact that the Chern character is a ring homomorphism.
We will now prove Equation (147). Equation (141) where we have plugged in the definitions and canceled the numerator of ∆ with the denominator of C r+ in the first equality and we have used Equation (68) in the second. In the third and fourth equalities, we have used Equation (70). But for all j ≥ 1, 
Plugging this in and then applying − r+ 2|G| Ind G m+ yields Equation (147).
5.3.
Relating the Chern characters of the Hurwitz-Hodge bundle. It is not a priori obvious that the two ways of computing the Chern character are consistent. We will now show that one is a special case of the other, that is to say, that the Chern character ch : 
where it is understood that the sum over q vanishes when j = 1 in the last two equations.
Proof. We first observe that for all m in G and k = 0, . . . , |m| − 1,
Comparing Equations (73), (74), and Equation (143) yields Equation (150).
To prove Equation (151), we apply χ 1 to Equation (147) 
Applying st * , we obtain Equation (152) after using Equation ( 
Now, plug in Equations (150), (151), (152) into Equation (143) 
Proof. Since B 2 (x) − B 2 (0) = x 2 − x, Equation (147) 
from part of Equation (152) to obtain the desired result. The second equation can be obtained from the first by applying χ 1 .
Remark 5.8. In the special case that G = {1}, Equation (157) reduces to the well-known relation [Mu77, pg. 102] 
Γcut∈Γcut,g,n ρ Γcut * (1).
To see this, recall that λ 1 := −c 1 ( R) and that Mumford uses the class we call κ ′ 1 instead of κ 1 , which is why the equation here differs from his by the term n i=1 ψ i .
