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1Classification-Aided Multitarget Tracking
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Abstract—Multitarget tracking (MTT) is a challenging task
that aims at estimating the number of targets and their states
from measurements of the target states provided by one or mul-
tiple sensors. Additional information, such as imperfect estimates
of target classes provided by a classifier, can facilitate the target-
measurement association and thus improve MTT performance.
In this letter, we describe how a recently proposed MTT frame-
work based on the sum-product algorithm can be extended to
efficiently exploit class information. The effectiveness of the pro-
posed approach is demonstrated by simulation results.
Index Terms—Multitarget tracking, probabilistic data associ-
ation, sum-product algorithm, classification, factor graph.
I. INTRODUCTION
Multitarget tracking (MTT) [1], [2] aims at estimating the
number of targets and their states from measurements pro-
vided by one or multiple sensors. A major challenge in MTT
is posed by measurement origin uncertainty (MOU) [1], i.e.,
the fact that it is not known if a measurement is produced by
a target, and by which target. A Bayesian message passing al-
gorithm that efficiently addresses MOU was presented in [3].
This algorithm has been used to develop an MTT tracking
method [4], [5] that employs the sum-product algorithm (SPA)
[6]–[8] to approximate the marginal posterior probability den-
sity functions (pdfs) of the target states. SPA-based MTT was
demonstrated to be highly scalable and to outperform several
previously proposedMTT methods [4], [5]. Moreover, the flex-
ibility of the SPA approach allows for several extensions such
as integration of data provided by heterogenous sensors [9],
[10] and adaptation to time-varying parameters [11].
Compared to processing only the sensor measurements, as
is done by most existing MTT methods (e.g., [4], [5], [11]–
[23]), exploiting additional target-related information generally
leads to improved MTT performance. Here, we consider the
exploitation of imperfect class information [24], [25], which
assigns a target to one among several categories. In the mar-
itime domain, for example, such categories could be commer-
cial ships, military ships, and fishing boats. This class infor-
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mation is generally the output of a classifier and allows, e.g.,
the use of class-dependent motion or measurement models.
Feature-aided and classification-aided tracking techniques
[24]–[31] have lately encountered a growing interest, in par-
ticular following recent advances in deep learning classifica-
tion methods [32]–[34]. In this letter, we show how imperfect
target class information can be integrated into the SPA-based
MTT method of [4], [5]. More concretely, we propose an SPA-
based MTT method that takes into account the output of a
classifier distinguishing between target-related classes as well
as between target- and clutter-originated measurements. Our
simulation results show that the proposed classification-aided
MTT method outperforms the MTT method of [4].
The remainder of this letter is organized as follows. Sec-
tion II presents the system model and its statistical formula-
tion. Section III describes the proposed method. Section IV
reports simulation results.
II. SYSTEM MODEL AND STATISTICAL FORMULATION
The system model described in this section recalls the one
introduced in [4] and, in addition, establishes statistical char-
acterizations of the target class and of the imperfect class in-
formation provided by the classifier.
A. Target Model
We consider K potential targets (PTs) indexed by k ∈
K , {1, . . . ,K}, whose existence at time n is indicated by
rn,k ∈{0, 1}, i.e., rn,k=1 if PT k exists and rn,k= 0 other-
wise. Note thatK is an upper limit of the number of actual tar-
gets that can be tracked simultaneously, i.e., the (time-varying)
number of actual targets need not be known in advance except
that it is not larger than K . (Scalable SPA-based multisensor
MTT methods with a time-varying number of PTs K are pre-
sented in [5].) The state of PT k at time n is represented by the
vector xn,k and consists of the PT’s position and possibly fur-
ther parameters, such as the PT’s velocity; a “dummy” state is
formally considered also if rn,k= 0. Each PT k belongs to one
of C distinct classes c∈{1, . . . , C} at time n; the class of PT
k at time n is specified by the class index variable ℓn,k ∈ {1,
. . . , C}, which is unknown just as xn,k and rn,k. We allow
ℓn,k to be time-dependent, although in most applications it
is constant. The time evolution of the state of a PT k that
exists at times n−1 and n (i.e., rn−1,k = rn,k = 1) is mod-
eled as xn,k = θℓn,k
(
xn−1,k,u
(ℓn,k)
n,k
)
, where u
(ℓn,k)
n,k is a pro-
cess noise that is independent and identically distributed (iid)
across n and k. The state transition function θℓn,k(·, ·) is se-
lected from a set {θc(·, ·)}
C
c=1 by the class index variable ℓn,k.
2Furthermore, also the statistics of u
(ℓn,k)
n,k generally depend on
ℓn,k. The function θℓn,k(·, ·) and the statistics of u
(ℓn,k)
n,k de-
fine the state transition pdf f(xn,k|xn−1,k, ℓn,k). In addition
to the dynamics of the PTs, also other PT characteristics (e.g.,
color, size, type) may be related to the PT class.
For convenience, we define the augmented state vector yn,k
, [xTn,k, rn,k, ℓn,k]
T as well as the stacked vector y, [yT0 , . . . ,
yTn]
T, where yn , [y
T
n,1, . . . ,y
T
n,K ]
T. The time evolution of
the augmented state of a PT k is statistically described by the
transition pdf f(yn,k|yn−1,k). Assuming that xn,k and rn,k
are conditionally independent of ℓn−1,k given xn−1,k, rn−1,k,
and ℓn,k, this transition pdf can be obtained as
f(yn,k|yn−1,k) = f(xn,k, rn,k, ℓn,k|xn−1,k, rn−1,k, ℓn−1,k)
= f(xn,k, rn,k|ℓn,k,xn−1,k, rn−1,k, ℓn−1,k)
× p(ℓn,k|xn−1,k, rn−1,k, ℓn−1,k)
= f(xn,k, rn,k|ℓn,k,xn−1,k, rn−1,k)
× p(ℓn,k|xn−1,k, rn−1,k, ℓn−1,k). (1)
Here, an expression of f(xn,k, rn,k|ℓn,k,xn−1,k, rn−1,k) is
provided in [11, Sec. II-C]. If the PT’s dynamic model is in-
dependent of ℓn,k, then f(xn,k, rn,k|ℓn,k,xn−1,k, rn−1,k) =
f(xn,k, rn,k|xn−1,k, rn−1,k); an expression of this pdf is pro-
vided in [4, Sec. II-A]. Furthermore, the transition probability
mass function (pmf) p(ℓn,k|xn−1,k, rn−1,k, ℓn−1,k) is given as
follows. If PT k did not exist at time n−1, i.e., rn−1,k =0,
then p(ℓn,k|xn−1,k, 0, ℓn−1,k)=1/C. Else, if PT k existed at
time n−1, i.e., rn−1,k = 1, then p(ℓn,k|xn−1,k, 1, ℓn−1,k) is
described by the transition matrix D(xn−1,k) ∈ [0, 1]
C×C ,
with [D(xn−1,k)]i,j = p(ℓn,k = i|xn−1,k, 1, ℓn−1,k = j),
i, j∈{1, . . . , C}. We note that
∑C
i=1 [D(xn−1,k)]i,j = 1.
B. Measurement and Classifier Model
There are S sensors indexed by s∈{1, . . . , S}. Each sensor
s provides, at time n, M
(s)
n measurements q
(s)
n,m , m ∈M
(s)
n
, {1, . . . ,M
(s)
n }. An existing PT k (i.e., with rn,k = 1) is
detected by sensor s—in the sense that it generates a mea-
surement at sensor s—with probability P
(s)
d (xn,k, ℓn,k). A
measurement originating from PT k follows the measurement
model q
(s)
n,m = ψs(xn,k,v
(s)
n,m). Here, v
(s)
n,m is measurement
noise that is iid across n and m and independent across s. The
functionψs(·, ·) and the statistics of v
(s)
n,m define the likelihood
function f
(
q
(s)
n,m
∣∣xn,k). A “false alarm” (clutter) measurement
is distributed according to pdf f0
(
q
(s)
n,m
)
. The number of false
alarms at sensor s is Poisson distributed with mean µ(s).
Each measurement q
(s)
n,m is accompanied by an estimate
ζ
(s)
n,m of the class index, which is provided by a classifier.
Here, ζ
(s)
n,m =0 expresses the classifier’s belief that measure-
ment q
(s)
n,m is clutter-generated, and ζ
(s)
n,m=c∈{1, . . . , C} that
it is generated by a target that belongs to class c. For conve-
nience, we define the augmented measurement vector z
(s)
n,m,
[q
(s)T
n,m, ζ
(s)
n,m]T as well as the stacked vectors z
(s)
n ,
[
z
(s)T
n,1 , . . . ,
z
(s)T
n,M
(s)
n
]T
, zn,
[
z
(1)T
n , . . . , z
(S)T
n
]T
, and z, [zT1 , . . . , z
T
n]
T.
The statistical dependency of a target-generated aug-
mented measurement z
(s)
n,m on the underlying PT state xn,k
and PT class ℓn,k is described by the likelihood function
f
(
z
(s)
n,m
∣∣xn,k, ℓn,k). Assuming that ζ(s)n,m is conditionally in-
dependent of q
(s)
n,m given xn,k and ℓn,k, we obtain
f
(
z(s)n,m
∣∣xn,k, ℓn,k) = f(q(s)n,m, ζ(s)n,m∣∣xn,k, ℓn,k)
= p
(
ζ(s)n,m
∣∣q(s)n,m,xn,k, ℓn,k)f(q(s)n,m∣∣xn,k, ℓn,k)
= p
(
ζ(s)n,m
∣∣xn,k, ℓn,k)f(q(s)n,m∣∣xn,k, ℓn,k)
= p
(
ζ(s)n,m
∣∣xn,k, ℓn,k)f(q(s)n,m∣∣xn,k). (2)
Here, in the last step, we used that the measurement model
ψs(· , ·) does not depend on ℓn,k. The pmf p
(
ζ
(s)
n,m
∣∣xn,k, ℓn,k)
models the performance of the classifier; it is described
by a confusion matrix G(s)(xn,k) ∈ [0, 1]
(C+1)×C . Here,
[G(s)(xn,k)]i,j = p
(
ζ
(s)
n,m= i
∣∣xn,k, ℓn,k= j) is the probability
that the classifier output is i∈{0, . . . , C} when the measure-
ment is generated by a target belonging to class j∈{1, . . . , C}.
We note that
∑C
i=0 [G
(s)(xn,k)]i,j = 1.
The pdf of a false alarm (clutter-generated) augmented mea-
surement is given by fFA
(
z
(s)
n,m
)
= p0
(
ζ
(s)
n,m
∣∣q(s)n,m)f0(q(s)n,m),
where p0
(
ζ
(s)
n,m = i
∣∣q(s)n,m) is the probability conditioned on
q
(s)
n,m that the classifier output is i ∈ {0, . . . , C} when the
measurement q
(s)
n,m is clutter-generated.
We note that the proposed model can be extended to classi-
fiers providing “soft” probabilistic information. Here, instead
of a class estimate ζ
(s)
n,m, the classifier output is a probability
vector p
(s)
n,m =
[
p
(s)
n,m,1, . . . , p
(s)
n,m,C
]T
where p
(s)
n,m,i ∈ [0, 1] is
the classifier’s estimate of the probability that measurementm
is generated by a target belonging to class i ∈ {1, . . . , C}.
C. MOU Model
The association between the measurements and the existing
PTs is unknown, and it is also possible that a measurement
q
(s)
n,m does not originate from any existing PT (false alarm)
or an existing PT does not generate any measurement (missed
detection). We make the assumption—known as point target
assumption—that an existing PT can generate at most one
measurement at a given sensor and a measurement can origi-
nate from at most one existing PT [1]. Let us define the PT-
oriented association variable a
(s)
n,k, k ∈K to be m∈M
(s)
n if
PT k generates measurement m at sensor s, and zero if PT
k is missed by sensor s. Similarly, the measurement-oriented
association variable b
(s)
n,m, m ∈ M
(s)
n is k ∈ K if measure-
ment m at sensor s originates from PT k, and zero if it
is a false alarm. Following [3], [35], we define the indica-
tor function Ψ
(s)
km
(
a
(s)
n,k, b
(s)
n,m
)
to be one if the values of a
(s)
n,k
and b
(s)
n,m are consistent, i.e., if they do not describe different
PT-measurement associations, and zero otherwise. More for-
mally, Ψ
(s)
km
(
a
(s)
n,k, b
(s)
n,m
)
=0 if either a
(s)
n,k =m and b
(s)
n,m 6= k
or a
(s)
n,k 6=m and b
(s)
n,m = k, and Ψ
(s)
km
(
a
(s)
n,k, b
(s)
n,m
)
= 1 other-
wise. The vectors a and b comprise, respectively, all the a
(s)
n′,k,
k ∈K and all the b
(s)
n′,m, m ∈M
(s)
n for all the sensors s and
all the times n′=1, . . . , n.
A Bayesian network showing the statistical dependencies
among y, a, b, z, and M
(s)
n′ for all sensors s ∈ {1, . . . , S}
and all times n′=1, . . . , n is presented in the supplementary
material manuscript [36].
3III. THE PROPOSED METHOD
MTT aims to determine if a PT k∈K exists and, if it exists,
to estimate its state xn,k. This essentially amounts to calcu-
lating the posterior existence probability p(rn,k=1|z) and the
posterior state pdf f(xn,k|rn,k=1, z). PT k is detected—i.e.,
declared to exist—if p(rn,k = 1|z) is larger than a suitably
chosen threshold Pth [37, Ch. 2]. Then, an estimate of xn,k is
given by xˆn,k,
∫
xn,kf(xn,k|rn,k=1, z)dxn,k [37, Ch. 4].
The statistics p(rn,k=1|z) and f(xn,k|rn,k=1, z) can be ob-
tained from the posterior pdf f(xn,k, rn,k, ℓn,k|z)=f(yn,k|z)
essentially via marginalization. Thus, it remains to calculate
the posterior pdfs f(yn,k|z) for all k∈K.
The posterior pdf f(yn,k|z) is a marginal density of the
joint posterior pdf f(y,a, b|z). With the assumptions made
in Section II and those made in [4] (also stated in the supple-
mentary material manuscript [36]), one can show that
f(y,a, b|z) ∝
K∏
k=1
f(y0,k)
n∏
n′=1
f(yn′,k|yn′−1,k)
×
S∏
s=1
υ(s)
(
xn′,k, rn′,k, ℓn′,k, a
(s)
n′,k; z
(s)
n′
)M(s)n′∏
m=1
Ψ
(
a
(s)
n′,k, b
(s)
n′,m
)
.
(3)
Here, f(yn,k|yn−1,k) is given by (1), and f(y0,k) is the prior
pdf of the augmented state of PT k at time n = 0, which
generally includes also some prior probabilistic information
on the PT class. Furthermore, υ(s)
(
xn,k, rn,k, ℓn,k, a
(s)
n,k; z
(s)
n
)
is given for rn,k = 1 by P
(s)
d (xn,k, ℓn,k)f
(
z
(s)
n,m
∣∣xn,k, ℓn,k)
/
(
µ(s)fFA
(
z
(s)
n,m
))
if a
(s)
n,k=m∈M
(s)
n and 1−P
(s)
d (xn,k, ℓn,k)
if a
(s)
n,k =0, and for rn,k =0 by δa(s)
n,k
,0
, where f
(
z
(s)
n,m
∣∣xn,k,
ℓn,k
)
is given by (2) and δ
a
(s)
n,k
,0
is one if a
(s)
n,k =0 and zero
otherwise. A detailed derivation of (3) is provided in [4]; the
resulting factorization formally differs from (3) only by the
definitions of the transition pdf f(yn,k|yn−1,k) and the func-
tion υ(s)
(
xn,k, rn,k, ℓn,k, a
(s)
n,k; z
(s)
n
)
. A sketch of that deriva-
tion is included in the supplementary material manuscript [36].
If some of the sensors are not accompanied by a classifier pro-
viding estimates of the target class, then for these sensors the
definition of the function υ(s)(·) from [4] has to be used.
The factor graph [6]–[8] describing the factorization (3)
is shown for one time step in Fig. 1. Following the ap-
proach in [4], approximations of the marginal posterior pdfs
f(yn,k|z) = f(xn,k, rn,k, ℓn,k|z), known as beliefs and de-
noted as f˜(yn,k)= f˜(xn,k, rn,k, ℓn,k), can be calculated effi-
ciently by running iterative SPA message passing on this fac-
tor graph. Since the factor graph contains loops, there is no
unique order of calculating the messages, and different orders
may result in different beliefs. We define the order by the fol-
lowing rules: first, messages are not sent backward in time, and
second, iterative message passing is only performed for prob-
abilistic data association, and separately at each time step and
at each sensor. The second rule implies that for loops involv-
ing different sensors, only a single message passing iteration
is performed. The structure of the factor graph in Fig. 1 equals
that in [4], even though the underlying Bayesian model—i.e.,
the functions represented by the factor nodes “fk” and “υk”
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a
(s)
n,k
, b
(s)
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(s)
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and the variables represented by the variable nodes “yk”—are
different. The derivation and expressions of the messages are
thus analogous to [4] and are omitted because of space restric-
tions. However, a detailed statement of our method is provided
in the supplementary material manuscript [36].
IV. NUMERICAL STUDY
A. Simulation Setup
We simulated six targets “A” through “F” that move in a
rectangular region of interest (ROI) during 140 time steps with
a constant speed of 1 m/s. The target trajectories and the ROI
are shown in Fig. 2. The targets move toward the ROI center
starting from positions uniformly placed on a circle of radius
150 m, and then, approximately at time n=75, they perform
a right turn of 60 degrees. Targets A, C, and E start and stop
to exist at times n=10 and n=130, respectively, and targets
B, D, and F at times n= 1 and n=120, respectively. There
are C=3 target classes; targets A and D belong to class c=1,
targets B and E to class c= 2, and targets C and F to class
c=3. However, the tracking method has no prior knowledge
about these class affiliations.
The PT states are xn,k=[xˇ
T
n,k, ˙ˇx
T
n,k]
T with two-dimensional
(2D) position xˇn,k and 2D velocity ˙ˇxn,k. The dynamic model
used by the tracking methods is a nearly constant velocity
model, i.e., xn,k = θ(xn−1,k,un,k) = Axn−1,k + Wun,k,
where A ∈ R4×4 and W ∈ R4×2 are as in [38, Sec. 6.3.2]
(with a time step duration of 2 s) and un,k is iid zero-mean
Gaussian with a per-component standard deviation of 0.1 m/s2.
4Note that the PTs’ dynamic model does not depend on the PT
class, but the PT class may be related to some other target
characteristic(s) such as color, size, or type. In the tracking
methods, the number of PTs is chosen asK=20. The elements
of the class transition matrix D(xn−1,k) =D are chosen as
[D]i,j= 0.95 if i=j and [D]i,j=0.025 if i 6=j.
There are S = 1 or 2 sensors equally spaced on a circle
of radius 3 km around (0, 0). The sensors measure range and
bearing. The target-generated measurements are thus modeled
as q
(s)
n,m = ψs
(
xn,k,v
(s)
n,m
)
=
[
‖xˇn,k − p
(s)‖, φ(xˇn,k,p
(s))
]T
+ v
(s)
n,m, where p
(s) is the position of sensor s, φ(xˇn,k,p
(s))
is the angle of the vector xˇn,k − p
(s), and v
(s)
n,m is iid—
also across s—zero-mean Gaussian with covariance matrix
diag(σ2r , σ
2
b ), where σr =5 m and σb =0.1
◦. The false alarm
pdf f0(q
(s)
n,m) is linearly increasing with respect to range and
uniform with respect to bearing within the ROI, and zero out-
side the ROI. The mean number of false alarms, µ(s), is 5, 10,
or 20. The probability of detection is P
(s)
d (xn,k, ℓn,k) = Pd
= 0.9. Each sensor includes a classifier whose output ζ
(s)
n,m∈
{0, 1, 2, 3} accompanies measurement q
(s)
n,m, where ζ
(s)
n,m = 0
expresses the classifier’s belief that q
(s)
n,m is clutter-generated
and ζ
(s)
n,m = 1, 2, and 3 that it is generated by a target be-
longing to class 1, 2, and 3, respectively. The elements of
the classifiers’ confusion matrix G(s)(xn,k) = G are cho-
sen as [G]i,j = 0.85 if i = j and [G]i,j = 0.05 if i 6= j,
with i∈ {0, 1, 2, 3}, j ∈ {1, 2, 3}. The pmf p0
(
ζ
(s)
n,m
∣∣q(s)n,m) is
chosen independently of q
(s)
n,m as p0
(
ζ
(s)
n,m = 0
)
= 0.85 and
p0
(
ζ
(s)
n,m= i
)
=0.05 for i∈{1, 2, 3}.
B. Results
We compare the performance of the proposed classifier-
aided method with that of the baseline method of [4], which
does not use the classifier output ζ
(s)
n,m. The performance is
assessed in terms of the time-averaged mean generalized op-
timal sub-pattern assignment (MGOSPA) error [39], the time-
averaged mean optimal sub-pattern assignment (MOSPA) er-
ror [40], the time-averaged MOSPA-for-tracks (MOSPA-T) er-
ror [41] (all three with order 1 and cutoff parameter 20 m; the
time-averaged MOSPA-T error additionally with label error
penalty 20 m), and the false alarm rate (FAR). The MGOSPA
and MOSPA errors take into account estimation errors for cor-
rectly detected targets and errors due to incorrect target de-
tections. The MOSPA-T error additionally penalizes incorrect
switches of the estimated tracks; it equals the MOSPA error
when there are no switches. The FAR is the number of false
tracks per unit of space and unit of time.
Tables I and II report these metrics, averaged over 200 sim-
ulation runs, for S = 1 and S = 2 sensors, respectively, and
for three different values of µ(s). It can be seen that the pro-
posed method consistently outperforms the baseline method;
the gain in performance increases with the clutter level. In par-
ticular, for µ(s) =20, the FAR is about 4.5 times lower than
that obtained with the baseline method, and the time-averaged
MOSPA-T error is about 53% (for S=1) and 62% (for S=2)
lower. Fig. 3 displays the MOSPA-T error versus time, for
S =1 or 2 sensors and mean number of false alarms µ(s) =
10. Again, the proposed method consistently outperforms
TABLE I
TIME-AVERAGED MGOSPA, MOSPA, AND MOSPA-T ERRORS
AS WELL AS FAR FOR S=1 SENSOR.
µ(s)
MGOSPA [m] MOSPA [m] MOSPA-T [m]
FAR
[km−2s−1]
Basel. Prop. Basel. Prop. Basel. Prop. Basel. Prop.
5 22.4 20.8 5.0 4.4 10.0 4.7 0.64 0.31
10 25.8 21.9 6.0 4.8 10.7 5.2 1.38 0.53
20 39.1 24.2 8.6 5.6 12.7 6.0 4.62 1.01
TABLE II
TIME-AVERAGED MGOSPA, MOSPA, AND MOSPA-T ERRORS
AS WELL AS FAR FOR S=2 SENSORS.
µ(s)
MGOSPA [m] MOSPA [m] MOSPA-T [m]
FAR
[km−2s−1]
Basel. Prop. Basel. Prop. Basel. Prop. Basel. Prop.
5 16.7 15.7 3.5 3.3 9.0 3.5 0.37 0.21
10 19.5 16.4 4.4 3.5 9.6 3.8 1.05 0.36
20 30.0 18.4 7.1 4.2 11.6 4.5 3.69 0.83
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Fig. 3. MOSPA-T error versus time for µ(s)=10.
the baseline method. In particular, the MOSPA-T error of the
baseline method noticeably increases right after the turn of
the targets (approximately at time n = 78), which indicates
the occurrence of switches among the estimated tracks. The
MOSPA-T error of the proposed method, instead, keeps ap-
proximately the same level, which indicates that no or almost
no track switches occur. Note that the peaks observed at var-
ious times are due to target appearance and disappearance.
These results demonstrate the benefit of using class infor-
mation to improve the performance of the SPA-based MTT
methodology. Indeed, the class information allows a more re-
liable association between measurements and targets, which
reduces track switches and thus increases tracking accuracy.
Additional results assessing the performance of the proposed
method for different values of the number of classes C and
different choices of the confusion matrix G are provided in
the supplementary material manuscript [36].
V. CONCLUSION
A challenging issue in MTT is the unknown association be-
tween measurements and targets. The use of class information
in addition to sensor measurements can improve probabilis-
tic target-measurement association and, in turn, overall MTT
performance. In this letter, we showed how the output of a
classifier can be integrated into the SPA-based MTT frame-
work recently proposed in [4], and we demonstrated experi-
mentally significant performance advantages of the resulting
classifier-aided method over the method of [4].
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This manuscript supplements the related manuscript, ‘Classification-Aided Multitarget Tracking Using the
Sum-Product Algorithm’ [1] by the same authors. The presented material comprises a Bayesian network related
to the transition probability density function (pdf) for the augmented state in [1, Eq. (1)]; a Bayesian network
related to the likelihood function in [1, Eq. (2)]; a Bayesian network related to the joint pdf f
(
y,a, b,m,z
)
; a
derivation of the factorization of the joint posterior pdf in [1, Eq. (3)]; a detailed statement and description of
the multitarget tracking method proposed in [1, Sec. III]; and additional simulation results. Basic definitions,
notation, and assumptions are given in [1] and will be repeated here only partly.
1 Bayesian Networks Related to the Augmented State Transition pdf
f(yn,k|yn−1,k) and the Likelihood Function f
(
z
(s)
n,m
∣∣xn,k, ℓn,k)
Let us consider the augmented state transition pdf f(yn,k|yn−1,k) = f(xn,k, rn,k, ℓn,k|xn−1,k, rn−1,k, ℓn−1,k).
Starting out from the factorization in [1, Eq. (1)], we can further factorize f(xn,k, rn,k, ℓn,k|xn−1,k, rn−1,k,
ℓn−1,k) according to
f(xn,k, rn,k, ℓn,k|xn−1,k, rn−1,k, ℓn−1,k)
= f(xn,k|rn,k, ℓn,k,xn−1,k, rn−1,k) p(rn,k|ℓn,k,xn−1,k, rn−1,k)p(ℓn,k|xn−1,k, rn−1,k, ℓn−1,k). (1)
The Bayesian network illustrating the statistical dependencies of the random variables involved in this expres-
sion is shown in Fig. 1a.
Next, we consider the likelihood function f
(
z
(s)
n,m
∣∣xn,k, ℓn,k) = f(q(s)n,m, ζ(s)n,m∣∣xn,k, ℓn,k). According to [1,
Eq. (2)], we have
f
(
q(s)n,m, ζ
(s)
n,m
∣∣xn,k, ℓn,k) = p(ζ(s)n,m∣∣xn,k, ℓn,k)f(q(s)n,m∣∣xn,k). (2)
The Bayesian network illustrating the statistical dependencies of the involved random variables is shown in
Fig. 1b.
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Figure 1: Bayesian networks related to (a) the factorization of the augmented state transition pdf f(yn,k|yn−1,k) =
f(xn,k, rn,k, ℓn,k|xn−1,k, rn−1,k, ℓn−1,k) in (1) and (b) the factorization of the likelihood function f
(
z
(s)
n,m
∣∣xn,k, ℓn,k)=
f
(
q
(s)
n,m, ζ
(s)
n,m
∣∣xn,k, ℓn,k) in (2). For simplicity, the following short notations are used: x¯k , xn−1,k, r¯k , rn−1,k, ℓ¯k ,
ℓn−1,k, xk , xn,k, rk , rn,k, ℓk , ℓn,k, qm , q
(s)
n,m, and ζm , ζ
(s)
n,m. The color of each edge matches the color of the
associated parent node.
2 Factorization of the Joint pdf f(y,a, b,m, z) and Related Bayesian
Network
In this section, we develop a factorization of the joint pdf f(y,a, b,m,z) and we show the related Bayesian
network. Let us recall some relevant notation: we define yn , [y
T
n,1, . . . ,y
T
n,K]
T, y , [yT0 , . . . ,y
T
n]
T, z
(s)
n ,[
z
(s)T
n,1 , . . . ,z
(s)T
n,M
(s)
n
]T
, zn,
[
z
(1)T
n , . . . ,z
(S)T
n
]T
, z , [zT1 , . . . ,z
T
n]
T, a
(s)
n ,
[
a
(s)
n,1, . . . , a
(s)
n,K
]T
, an,
[
a
(1)T
n , . . . ,
a
(S)T
n
]T
, a , [aT1 , . . . ,a
T
n]
T, b
(s)
n ,
[
b
(s)
n,1, . . . , b
(s)
n,M
(s)
n
]T
, bn ,
[
b
(1)T
n , . . . , b
(S)T
n
]T
, b ,
[
bT1 , . . . , b
T
n
]T
, mn ,[
M
(1)
n , . . . ,M
(S)
n
]T
, and m , [mT1 , . . . ,m
T
n]
T. Our derivation is based on the following commonly used
assumptions:
A1) The augmented state vector yn evolves over time n according to a first-order Markov model [2, 3].
A2) The augmented states yn,k of different potential targets (PTs) k evolve independently [4–6].
A3) Given yn, the association vectors a
(s)
n and b
(s)
n and the number of measurements M
(s)
n are conditionally
independent of yn′ with n
′ 6=n, and conditionally independent of a
(s′)
n′ , b
(s′)
n′ , and M
(s′)
n′ with n
′ 6=n and
s′∈{1, . . . , S} or with n′=n and s′∈{1, . . . , S} \ {s} [4–6].
A4) Given y, a, andm, the measurement vector z is conditionally independent of b [4–6]. That is, f(z|y,a,
b,m)=f(z|y,a,m).
A5) Given y, a, andm, the measurement vectors z
(s)
n are conditionally independent across n and s [4–6].
A6) Given yn, a
(s)
n , and M
(s)
n , the measurement vector z
(s)
n is conditionally independent of yn′ with n
′ 6=n,
and conditionally independent of a
(s′)
n′ and M
(s′)
n′ with n
′ 6= n and s′ ∈ {1, . . . , S} or with n′ = n and
s′∈{1, . . . , S} \ {s} [4–6]. That is, f
(
z
(s)
n
∣∣y,a,m)=f(z(s)n ∣∣yn,a(s)n ,M (s)n ).
A7) Given yn, a
(s)
n , andM
(s)
n , the measurement vectors z
(s)
n,m are conditionally independent acrossm [4–6].
A8) Given a
(s)
n and M
(s)
n , the association vector b
(s)
n is conditionally independent of yn [4–6]. That is,
p
(
b
(s)
n
∣∣a(s)n ,M (s)n ,yn)=p(b(s)n ∣∣a(s)n ,M (s)n ).
2
As a first step, we express the joint pdf f(y,a, b,m,z) in terms of the likelihood function and the prior
pdf, i.e.,
f(y,a, b,m,z) = f(z|y,a, b,m)f(y,a, b,m) = f(z|y,a, b,m)p(a, b,m|y)f(y). (3)
Using, in turn, Assumptions A1 and A2, we have
f(y) = f(y0)
n∏
n′=1
f(yn′ |yn′−1) =
K∏
k=1
f(y0,k)
n∏
n′=1
f(yn′,k|yn′−1,k),
and thus (3) becomes
f(y,a, b,m,z) = f(z|y,a, b,m)p(a, b,m|y)
K∏
k=1
f(y0,k)
n∏
n′=1
f(yn′,k|yn′−1,k).
Next, Assumptions A3 and A4 give
f(y,a, b,m,z) = f(z|y,a,m)
(
K∏
k=1
f(y0,k)
)
n∏
n′=1
(
S∏
s=1
p
(
a
(s)
n′ , b
(s)
n′ ,M
(s)
n′
∣∣yn′)
)
K∏
k′=1
f(yn′,k′ |yn′−1,k′).
Then, using Assumptions A5, A6, and A7, we obtain
f(y,a, b,m,z) =
(
K∏
k=1
f(y0,k)
)
n∏
n′=1
(
S∏
s=1
f
(
z
(s)
n′
∣∣yn′ ,a(s)n′ ,M (s)n′ )p(a(s)n′ , b(s)n′ ,M (s)n′ ∣∣yn′)
)
×
K∏
k′=1
f(yn′,k′ |yn′−1,k′) (4)
=
(
K∏
k=1
f(y0,k)
)
n∏
n′=1
[
S∏
s=1
(M (s)
n′∏
m=1
f
(
z
(s)
n′,m
∣∣yn′ ,a(s)n′ ,M (s)n′ )
)
p
(
a
(s)
n′ , b
(s)
n′ ,M
(s)
n′
∣∣yn′)
]
×
K∏
k′=1
f(yn′,k′ |yn′−1,k′). (5)
We have
p
(
a(s)n , b
(s)
n ,M
(s)
n
∣∣yn) = p(b(s)n ∣∣a(s)n ,M (s)n ,yn)p(a(s)n ,M (s)n ∣∣yn)
= p
(
b(s)n
∣∣a(s)n ,M (s)n )p(a(s)n ,M (s)n ∣∣yn)
= p
(
b(s)n
∣∣a(s)n ,M (s)n )p(a(s)n ∣∣M (s)n ,yn)p(M (s)n ∣∣yn), (6)
where Assumption A8 was used in the second step. Inserting (6) into (5), we finally obtain
f(y,a, b,m,z) =
(
K∏
k=1
f(y0,k)
)
n∏
n′=1
[
S∏
s=1
(M (s)
n′∏
m=1
f
(
z
(s)
n′,m
∣∣yn′ ,a(s)n′ ,M (s)n′ )
)
p
(
b
(s)
n′
∣∣a(s)n′ ,M (s)n′ )
× p
(
a
(s)
n′
∣∣M (s)n′ ,yn′)p(M (s)n′ ∣∣yn′)
]
K∏
k′=1
f(yn′,k′|yn′−1,k′). (7)
The Bayesian network illustrating the statistical dependencies of the random variables involved in (7) is shown
in Fig. 2, assuming S=2 sensors for simplicity.
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Figure 2: Bayesian network related to the joint pdf f(y,a, b,m, z) in (7). For simplicity S = 2 sensors are assumed,
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(s)
n , and z
s
m,z
(s)
n,m. The color of each edge matches the color of the associated parent node.
3 Factorization [1, Eq. (3)] of the Joint Posterior pdf f(y,a, b|z)
A detailed derivation of the factorization [1, Eq. (3)] of the joint posterior pdf f(y,a, b|z) is provided in [4].
For a sketch of that derivation, we first observe that the likelihood function f
(
z
(s)
n
∣∣yn,a(s)n ,M (s)n ) can be
factorized as (cf. [4, 6])
f
(
z(s)n
∣∣yn,a(s)n ,M (s)n ) = Cw(z(s)n ,M (s)n ) K∏
k=1
w
(
xn,k, rn,k, ℓn,k, a
(s)
n,k;z
(s)
n
)
, (8)
where Cw
(
z
(s)
n ,M
(s)
n
)
,
∏M (s)n
m=1 fFA
(
z
(s)
n,m
)
is a normalization factor that depends on z
(s)
n and M
(s)
n , and
w
(
xn,k, rn,k, ℓn,k, a
(s)
n,k;z
(s)
n
)
is defined as
w(s)
(
xn,k, 1, ℓn,k, a
(s)
n,k;z
(s)
n
)
,


f
(
z
(s)
n,m
∣∣xn,k, ℓn,k)
fFA
(
z
(s)
n,m
) , a(s)n,k=m ∈M(s)n
1, a
(s)
n,k= 0,
w(s)
(
xn,k, 0, ℓn,k, a
(s)
n,k;z
(s)
n
)
, 1.
Furthermore, the prior probability mass function (pmf) p
(
a
(s)
n , b
(s)
n ,M
(s)
n
∣∣yn) can be factorized as (cf. [4, 6])
p
(
a(s)n , b
(s)
n ,M
(s)
n
∣∣yn) = Ch(M (s)n )
K∏
k=1
h
(
xn,k, rn,k, ℓn,k, a
(s)
n,k;M
(s)
n
)M (s)n∏
m=1
Ψ
(
a
(s)
n,k , b
(s)
n,m
)
, (9)
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where Ch
(
M
(s)
n
)
, e−µ
(s)
(µ(s))M
(s)
n /M
(s)
n ! is a normalization factor that depends on M
(s)
n , and h
(
xn,k,
rn,k, ℓn,k, a
(s)
n,k;M
(s)
n
)
is defined as
h(s)
(
xn,k, 1, ℓn,k, a
(s)
n,k;M
(s)
n
)
,


P
(s)
d (xn,k, ℓn,k)
µ(s)
, a
(s)
n,k ∈M
(s)
n
1−P
(s)
d (xn,k, ℓn,k), a
(s)
n,k = 0,
h(s)
(
xn,k, 0, ℓn,k, a
(s)
n,k;M
(s)
n
)
, δ
a
(s)
n,k
,0
.
Then, we note that because the measurements z are observed and thus fixed,M
(s)
n andm are fixed as well, and
thus we have f(y,a, b|z)=f(y,a, b,m|z). Using Bayes’ rule, we further have up to a constant factor
f(y,a, b|z) ∝ f(z|y,a, b,m)f(y,a, b,m) = f(y,a, b,m,z).
Therefore, the factorization of the joint posterior pdf f(y,a, b|z) is proportional (up to a constant factor) to
the factorization of the joint pdf f(y,a, b,m,z). Hence, by inserting (8) and (9) into (4), and omitting the
constants Cw
(
z
(s)
n ,M
(s)
n
)
and Ch
(
M
(s)
n
)
, we obtain the factorization [1, Eq. (3)], i.e.,
f(y,a, b|z) ∝
K∏
k=1
f(y0,k)
n∏
n′=1
f(yn′,k|yn′−1,k)
S∏
s=1
υ(s)
(
xn′,k, rn′,k, ℓn′,k, a
(s)
n′,k;z
(s)
n′
)M (s)n′∏
m=1
Ψ
(
a
(s)
n′,k, b
(s)
n′,m
)
,
where
υ(s)
(
xn,k, rn,k, ℓn,k, a
(s)
n,k;z
(s)
n
)
, w(s)
(
xn,k, rn,k, ℓn,k, a
(s)
n,k;z
(s)
n
)
h(s)
(
xn,k, rn,k, ℓn,k, a
(s)
n,k;M
(s)
n
)
.
4 SPA-based Message Passing Method
This section provides a description of the classification-aided multitarget tracking method proposed in [1,
Sec. III]. Following the approach in [4, 6], approximations of the marginal posterior pdfs f(yn,k|z)=f(xn,k,
rn,k, ℓn,k|z), known as beliefs and denoted as f˜(xn,k, rn,k, ℓn,k), are calculated at each time n for all PTs k
in an efficient way by running the iterative sum-product algorithm (SPA) [7, 8] on the factor graph depicted in
Fig. 3. Since this factor graph contains loops, there is no unique order of calculating the individual messages
passed between the nodes of the factor graph, and different orders may result in different beliefs. In our method,
the order is defined by the following two rules: first, messages are not sent backward in time, and second, it-
erative message passing is only performed for probabilistic data association, and separately at each time step
and at each sensor. The second rule implies that for loops involving different sensors, only a single message
passing iteration is performed.
Combining this message passing order with the generic SPA rules for calculating messages and beliefs
[7, 8], one obtains the SPA message passing operations constituting the proposed method. The calculation
steps performed at time n are listed in Algorithm 1. First, a prediction step is performed for all PTs k ∈
{1, . . . ,K}, which comprises the calculation of messages α(yn,k) = α(xn,k, rn,k, ℓn,k). This calculation
involves the beliefs computed at the previous time n− 1, i.e., f˜(xn−1,k, rn−1,k, ℓn−1,k), and the transition pdfs
f(xn,k, rn,k, ℓn,k|xn−1,k, rn−1,k, ℓn−1,k). Next, the following steps are performed for all PTs k ∈{1, . . . ,K}
and for all sensors s ∈ {1, . . . , S} in parallel: a measurement evaluation step, in which the measurements,
incorporated into the function υ(s)
(
xn,k, rn,k, ℓn,k, a
(s)
n,k;z
(s)
n
)
, are employed to calculate messages β
(
a
(s)
n,k
)
; a
data association step, in which the messages β
(
a
(s)
n,k
)
are converted into messages η
(
a
(s)
n,k
)
by means an iterative
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Figure 3: Factor graph describing the factorization of f(y,a, b|z) in [1, Eq. (3)] for one time step n. For simplicity,
the sensor index s and the time index n are omitted, and the following short notations are used: fk , f(yn,k|yn−1,k),
υk, υ
(s)
(
yn,k, a
(s)
n,k; z
(s)
n
)
, ak, a
(s)
n,k, bm, b
(s)
n,m, Ψkm,Ψkm
(
a
(s)
n,k, b
(s)
m,n
)
,M ,M
(s)
n , f˜
−
k , f˜(yn−1,k), f˜k, f˜(yn,k),
αk,α(yn,k), βk,β
(
a
(s)
n,k
)
, ηk, η
(
a
(s)
n,k
)
, γk, γ
(s)(yn,k), νm,k, ν
(p)
m→k
(
a
(s)
n,k
)
, and ζk,m, ζ
(p)
k→m
(
b
(s)
n,m
)
.
procedure (in Algorithm 1, p ∈ {1, . . . , P} denotes the iteration index); and a measurement update step, in
which messages γ(s)(xn,k, rn,k, ℓn,k) are calculated. We note that the data association step closely follows [9]
and is equal to that in [4]. Finally, in the belief calculation step, beliefs f˜(xn,k, rn,k, ℓn,k) are calculated for
all PTs k ∈ {1, . . . ,K} and used as input at the next time n + 1. The detection of the individual PTs k and
the estimation of the states xn,k of the detected PTs are carried out by using the beliefs f˜(xn,k, rn,k=1, ℓn,k)
instead of the posterior pdfs f(xn,k, rn,k = 1, ℓn,k|z) (cf. the discussion at the beginning of [1, Sec. III]). A
particle-based implementation of this SPA-based message passing method that avoids an explicit evaluation of
integrals and message products can be obtained by extending the implementation presented in [4].
5 Simulation Results
In this section, we analyze the performance of the proposed classification-aided multitarget tracking method
for C = 1, 2, 3, 6 target classes. We recall that C = 1 means that all the targets fall into the same class, and C =
2, 3, 6 means that the targets belong to 2, 3, or 6 different classes. In all cases, the classifier also distinguishes
between target- and clutter-generated measurements. The main purpose of the presented simulation results is
to demonstrate the dependence of the performance of our method on the performance of the classifier, which is
modeled by the confusion matrixG(s)(xn,k)=G and the pmf p0
(
ζ
(s)
n,m
∣∣q(s)n,m).
The simulated scenario is that of [1, Sec. IV-A], with the trajectories and the region of interest (ROI) shown
in [1, Fig. 2] and the mean number of false alarms set to µ(s)=20. For C=1, all six targets belong to the same
class c=1; for C= 2, targets A, C, and E belong to class c=1 and targets B, D, and F belong to class c=2; for
C= 3, targets A and D belong to class c=1, targets B and E belong to class c=2, and targets C and F belong to
class c=3; and for C= 6, targets A, B, C, D, E, and F belong to classes c=1, 2, 3, 4, 5, and 6, respectively. We
emphasize that the tracking method has no prior knowledge about these class affiliations. However, it uses the
output of the classifier, which indicates—associated with each target-generated measurement produced by the
sensor—an imperfect estimate of the target class, where the error of this estimate is modeled probabilistically by
the confusion matrix G (specified further below). The elements of the class transition matrixD(xn−1,k)=D
are chosen as [D]i,j = 0.95 if i= j and [D]i,j = 0.05/(C−1) if i 6= j. The performance is assessed in terms
of the time-averaged MGOSPA error [10], the time-averaged MOSPA error [11], the time-averaged MOSPA-T
error [12] (all three with order 1 and cutoff parameter 20 m; the time-averaged MOSPA-T error additionally
6
Input (from previous time n−1): f˜(xn−1,k , rn−1,k , ℓn−1,k)
Prediction: for k∈{1, . . . , K} do
α(xn,k , rn,k, ℓn,k= i)
=
C∑
j=1
∫
f(xn,k , rn,k|ℓn,k= i,xn−1,k , rn−1,k=1) di,j(xn−1,k) f˜(xn−1,k , rn−1,k=1, ℓn−1,k=j) dxn−1,k
+
1
C
∫
f(xn,k , rn,k |ℓn,k= i,xn−1,k , rn−1,k=0) F˜ (xn−1,k) dxn−1,k
for i∈{1, . . . , C}, and with di,j(xn−1,k), [D(xn−1,k)]i,j and F˜ (xn−1,k) ,
∑C
j=1 f˜(xn−1,k , rn−1,k=0, ℓn−1,k=j)
end
for all s∈{1, . . . , S} (in parallel) do
Measurement evaluation: for k∈{1, . . . ,K} do
β
(
a
(s)
n,k
)
=
C∑
ℓn,k=1
∫
υ(s)
(
xn,k , 1, ℓn,k, a
(s)
n,k
;z
(s)
n
)
α(xn,k , 1, ℓn,k) dxn,k + δ
a
(s)
n,k
,0
αn,k
with αn,k ,
∫ ∑C
ℓn,k=1
α(xn,k , 0, ℓn,k) dxn,k
end
Data association:
for k∈{1, . . . , K},m∈{1, . . . ,M
(s)
n }, and p∈{1, . . . , P} do
ν
(p)
m→k
(a
(s)
n,k
) =
K∑
b
(s)
n,m=0
Ψ(a
(s)
n,k
, b
(s)
n,m)
K∏
k′=1
k′ 6=k
ζ
(p−1)
k′→m
(b
(s)
n,m)
ζ
(p)
k→m(b
(s)
n,m) =
M
(s)
n∑
a
(s)
n,k
=0
β(a
(s)
n,k
)Ψ(a
(s)
n,k
, b
(s)
n,m)
M
(s)
n∏
m′=1
m′ 6=m
ν
(p)
m′→k
(a
(s)
n,k
)
with ζ
(0)
k→m(b
(s)
n,m) =
∑M(s)n
a
(s)
n,k
=0
β(a
(s)
n,k
)Ψ(a
(s)
n,k
, b
(s)
n,m)
end
for k∈{1, . . . , K} do
η
(
a
(s)
n,k
)
=
M
(s)
n∏
m=1
ν
(P )
m→k
(
a
(s)
n,k
)
end
Measurement update: for k∈{1, . . . ,K} do
γ(s)(xn,k , rn,k, ℓn,k) =
M
(s)
n∑
a
(s)
n,k
=0
υ(s)
(
xn,k , rn,k, ℓn,k, a
(s)
n,k
;z
(s)
n
)
η
(
a
(s)
n,k
)
end
end
Belief calculation: for k∈{1, . . . , K} do
f˜(xn,k , rn,k , ℓn,k) =
1
Cn,k
α(xn,k , rn,k, ℓn,k)
S∏
s=1
γ(s)(xn,k , rn,k , ℓn,k)
where Cn,k is a normalization constant
end
Algorithm 1: The proposed SPA-based message passing method—listing of the operations performed at time n.
Expressions of the pdfs f(xn,k, rn,k|ℓn,k,xn−1,k, rn−1,k=0) and f(xn,k, rn,k|ℓn,k,xn−1,k, rn−1,k=1) involved
in the prediction step are provided in [6, Eq. (8)] and [6, Eq. (9)], respectively.
with label error penalty 20 m), and the false alarm rate (FAR), all averaged over 200 simulation runs.
We consider two cases. In the first case, for an increasing number of classes C , the diagonal elements of the
confusion matrix G are fixed whereas the off-diagonal elements are decreased. More specifically, we choose
[G]i,j = 0.85 if i = j and [G]i,j = 0.15/C if i 6= j, for i ∈ {0, 1, . . . , C} and j ∈ {1, . . . , C}. Furthermore,
we choose p0
(
ζ
(s)
n,m
∣∣q(s)n,m)= p0(ζ(s)n,m) as p0(ζ(s)n,m=0)= 0.85 and p0(ζ(s)n,m= i)= 0.15/C for i∈{1, . . . , C}.
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C
MGOSPA MOSPA MOSPA-T FAR
[m] [m] [m] [km−2s−1]
1 27.8 6.5 11.2 1.83
2 25.6 5.9 7.7 1.24
3 24.2 5.6 6.0 1.01
6 22.9 5.2 5.3 0.80
Baseline [4] 39.1 8.6 12.7 4.62
(a)
C
MGOSPA MOSPA MOSPA-T FAR
[m] [m] [m] [km−2s−1]
1 21.4 5.1 10.2 1.50
2 19.4 4.4 5.4 1.01
3 18.4 4.2 4.5 0.83
6 17.3 3.8 3.9 0.62
Baseline [4] 30.0 7.1 11.6 3.69
(b)
Table 1: Time-averaged MGOSPA, MOSPA, and MOSPA-T errors as well as FAR for fixed diagonal elements of the
confusion matrixG. (a) S=1 sensor, (b) S=2 sensors.
C
MGOSPA MOSPA MOSPA-T FAR
[m] [m] [m] [km−2s−1]
1 25.0 5.7 10.6 1.15
2 27.5 6.4 8.6 1.69
3 29.4 6.8 8.1 2.19
6 35.9 8.1 11.1 3.78
Baseline [4] 39.1 8.6 12.7 4.62
(a)
C
MGOSPA MOSPA MOSPA-T FAR
[m] [m] [m] [km−2s−1]
1 19.2 4.4 9.7 0.97
2 20.9 4.9 6.5 1.37
3 22.5 5.4 6.0 1.81
6 27.7 6.6 8.9 3.02
Baseline [4] 30.0 7.1 11.6 3.69
(b)
Table 2: Time-averaged MGOSPA, MOSPA, and MOSPA-T errors as well as FAR for fixed off-diagonal elements of the
confusion matrixG. (a) S=1 sensor, (b) S=2 sensors.
Table 1 shows the MGOSPA, MOSPA, MOSPA-T, and FAR performance of the proposed method as well as
of the baseline method of [4] (which does not use the classifier output) for S = 1 and S = 2 sensors. One
can observe that, as expected, the performance of the proposed method improves for an increasing number of
classes C , i.e., all the metrics—the MGOSPA,MOSPA, and MOSPA-T errors as well as the FAR—decrease as
C increases.
In the second case, we keep the off-diagonal elements of the confusion matrixG fixed whereas the diagonal
elements are decreased for increasing C . More specifically, we choose [G]i,j = 1 − 0.10 · C if i = j and
[G]i,j = 0.10 if i 6= j, for i ∈ {0, 1, . . . , C} and j ∈ {1, . . . , C}, as well as p0
(
ζ
(s)
n,m = 0
)
= 1 − 0.10 ·C and
p0
(
ζ
(s)
n,m= i
)
= 0.10 for i∈{1, . . . , C}. Table 2 shows that for growing C , the MOSPA-T error of our method
decreases up to C = 3. Indeed, here the diagonal elements of G are still dominant, i.e., the classifier still
provides sufficiently reliable estimates of the target classes. However, for C= 6, the MOSPA-T error is larger,
getting closer to that of the baseline method of [4]. Here, the diagonal elements ofG are only [G]i,i= 0.4, and
the classifier is no longer able to reliably estimate the target classes. Looking at the FAR, on the other hand,
one can observe that it consistently increases for growing C . Indeed, as C grows, the ability of the classifier
to correctly identify clutter-generated measurements decreases, which results in a larger number of false tracks
among the estimated tracks. This also leads to higher MGOSPA and MOSPA errors.
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