An example of an infinite dimensional and separable Banach space is given, that is not isomorphic to a subspace of l 1 with no infinite equilateral sets.
Introduction
A subset S of a Banach space X is said to be equilateral if there exists a constant λ > 0 such that x − y = λ, for x, y ∈ S with x = y.
The question whether an infinite dimensional Banach space contains an infinite equilateral set has been answered in the negative by Terenzi in [5] , who constructed an equivalent norm | · | on l 1 such that the Banach space (l 1 , | · | ) contains no infinite equilateral sets. We note that quite recently have also been proved some positive results, every renorming of c 0 [4] and every uniformly smooth Banach space [2] , admits an infinite equilateral set.
In this note, we produce some further examples of (infinite dimensional) Banach spaces not admitting infinite equilateral sets. To this end, we follow the method of Terenzi's proof in [5] . (For the sake of completeness, we give a more elaborate description of the involving parts of his arguments.) Actually, we consider a sequence of (real) finite dimensional Banach spaces (X n ) n≥1 each having an 1-unconditional basis, and we prove, in almost the same way, as Terenzi in his original proof (in this case, X n = R, for n ≥ 1) that the space Z = ( 0 an example of a separable Banach space not isomorphic to a subspace of l 1 , having no infinite equilateral sets. The note is divided in two sections. The first section is devoted to the construction and the basic results concerning the norm | · | and the second section is devoted to the proof of our main result.
1
Let (X n , · n ) n≥1 be a sequence of Banach spaces. By c 00 ((X n )) we denote the vector space ∞ n=1 {(x 1 , . . . , x k , 0, . . .) : x k ∈ X k , for k = 1, 2, . . . , n} and we shall write (x 1 , . . . , x n ) instead of (x 1 , . . . , x n , 0, . . .). We also denote by Z the Banach space ( ∞ n=1 ⊕X n ) 1 . We define, by induction, a norm on the vector space c 00 ((X n )) as follows: let n ∈ N and x k ∈ X k , for k = 1, . . . , n then, (x 1 , . . . , x n ) = x 1 1 , if n = 1 and (x 1 , . . . , x n ) = 1 − 1 n + 1 ( x n n + (x 1 , . . . , x n−1 ) )+ + 1 n + 1 max x n n n , (x 1 , . . . , x n−1 ) , for n ≥ 2. We now let (X, · ) be the completion of the space (c 00 ((X n )), · ). ) x n n . It remains to prove that
x n n , for any m ∈ N. Both inequalities are proved inductively. For m = 1 the first inequality apparently holds. We assume that the inequality holds for some
By the inductive step we get that,
as desired. The second inequality also holds for m = 1. We now assume that the inequality holds for some m ≥ 1. Then,
As before we get the conclusion by the inductive step.
Remark 1.2. Should we have that
m n=1 x n n > 0, it can be proved that
Indeed, let k be the first non zero coordinate of the vector (x 1 , . . . , x m ), then
Now we proceed inductively to finish the proof.
By Proposition 1.1 it can be proved that the spaces Z and X are 2-isomorphic, which is the content of the following proposition. Proof. It follows immediately from Proposition 1.1, since c 00 ((X n )) is a dense subspace in both Z and X. (Actually, we defined an equivalent norm on Z.) Proposition 1.4. The sequence (X n ) n≥1 is a monotone Schauder decomposition of each of the spaces X and Z, furthermore, it is 1-unconditional decomposition X and Z.
Proof. It is clear that for every n ∈ N the space X n is a closed subspace of both X and Z. Now it is direct from the definition of the norms of X and Z that for every x = (x 1 , . . . , x n , . . .) ∈ c 00 ((X n )), every (ε i ) i≥1 ∈ {−1, 1} N and each m ∈ N we have
So we are done.
It should be mentioned here that by Proposition 1.1 the Schauder decomposition (X n ) n≥1 of the space X is equivalent to itself, considered as a Schauder decomposition of Z. 
ii) Let x = (x 1 , . . . , x k , . . .) ∈ X. We assume that there exist c > 0 and k ∈ N such that xn n n < c ≤ (x 1 , . . . , x k ) , for every n > k. Then
Proof. i) For m = 1, we have nothing to prove. We assume now that the conclusion holds for some m ≥ 1. Let now x n ∈ X n , for n = 1, . . . , m + 1. By the inductive step there exist d
Now we have that
By the definition of the norm in the first case we take that
In the second case, the definition of the norm gives that
ii) Firstly, we observe that by the definition of the norm
Further, for any s > k we have that
Again, the definition of the norm gives that
Combining (1.1) and (1.2), we take that for any s > k
x n n . Now we let s → ∞ to take the conclusion. iii) Let x ∈ X with x = 0. Since x also belongs to Z, by the definition of the norm of Z, there exists M > 0 such that x n n ≤ M, for every n ∈ N. Now we have that 
Then by Proposition 1.4, we have that
Now ii) gives the conclusion.
, for n ≥ k and
Proof. The proof is immediate from i) and ii) of Proposition 1.5. Definition 1.7. Let x, y ∈ X. We will say that the norms of the vectors x and y have the same representation if there exist
d n x n n and y = ∞ n=1 s n y n n such that d n = s n , for every n ∈ N. We will write x ∼ y, when the norms of the vectors x and y have the same representation.
We now consider the following example. Let k > 1, we choose x n ∈ X n , for
Firstly, we observe that max
can be either of the terms
and (x 1 , . . . , x k−1 ) , so for the first n coordinates of x the coefficients d n can be chosen in either of the ways described in i) of Proposition 1.5, hence the representation of the norm of the vector x = (x 1 , . . . , x k ) is not unique. Further, we consider the vectors y = (x 1 , . . . , x k−1 , y k ) and
Then, whenever one of the following holds, x ∼ y.
.
Indeed, i) is apparent by Definition 1.7 and ii) derives from Proposition 1.1
and ii) of Proposition 1.5.
To state the pointwise convergence of (x m ) to x, we will write x m p → x. Proof. Since (x m ) m≥1 is bounded, there exists L > 0 such that sup({ x mn n : m, n ∈ N} ∪ { x n n : n ∈ N}) ≤ L. As in iii) of Proposition 1.5, there exists
By the pointwise convergence of (x m ) to x, there exists N ∈ N such that
Consequently, we have that (
, for every n > k 0 and m ≥ N. Now ii) of Proposition 1.5 yields that
. Now it suffices to show that there exists an infinite subset M of {m ∈ N : m ≥ N} such that the norm of the vectors of the set {x m : m ∈ M} ∪ {x} have the same representation. By Remark 1.8, it would be sufficient to show that that there exists an infinite subset M of {m ∈ N : m ≥ N} such that for any n = 1, . . . , k 0 − 1 we have
for every m ∈ M (2).
For any n = 1, . . . , k 0 −1 we have that either a) (x 1 , . . . , x n ) >
. Again, by the pointwise convergence of (x m ) to x, the number N in (1) can be assumed large enough, so whenever one of a) or b) holds, the corresponding inequality holds for the vector x m , for every m ≥ N. Let now (x 1 , . . . , x n ) =
for some n ∈ {1, . . . , k 0 − 1}, then there exists an infinite subset B of {m ∈ N : m ≥ N} such that one of the following alternatives, (x m1 , . . . , x mn ) >
, holds true for all m ∈ B. Applying the last argument inductively, we find an infinite subset M of {m ∈ N : m ≥ N} such that property (2) is satisfied, so we are done.
2
This section is devoted to the proof of our main result. From now on, the spaces X n are assumed to be of finite dimension (each having a normalized 1-unconditional basis).
Let Y be a (real) Banach space with dim Y = n and e 1 , . . . , e n be a basis of Y . A sequence y m = n k=1 a mk e k , m ≥ 1 in Y will be called monotone if it is monotone in every coordinate.
We will usually write x = ∞ n=1 x n for the element x = (x 1 , . . . , x n , . . .) of X. Proof. Since each X n is finite dimensional, we have that X n is isometric to some Y *
The fact that the space c 00 ((Y n )) is dense in E implies that the weak* topology of the space Z ∼ = X coincides on the bounded subsets of X with the topology of pointwise convergence of Definition 1.9. It follows that our assertion is immediate consequence of the following:
Proof of the Claim. We assume that x > 1. Then, by Proposition 1.4, there exist k ∈ N and ε > 0 such that
Since x m p → x, there also exists m ∈ N such that
x mn , by Proposition 1.4 Proof. We are going to prove that the assumption, X contains an equilateral sequence, leads to a contradiction. So let x m = ∞ n=1 x mn , m ≥ 1 be an equilateral sequence in X. First, we observe that we may assume that x m = 1 and x m − x k = 1, for m = k ∈ N. By Proposition 2.1, it may be assumed further that there exists x ∈ X such that x m p → x and x ≤ 1.
The proof that our assumption leads to a contradiction is divided in 5 steps.
Step 1. By passing to a subsequence, we may have that x m − x = 1 2 , for every m ∈ N.
Proof of Step 1. We first observe that there exists at most one m ∈ N such that x m − x < 1 2 . Indeed, assuming that there exist s = l ∈ N such that x i − x < 1 2 , for i = s, l, we would have that
a contradiction. Therefore, we may assume that
, for every m ∈ N.
We are going to prove that
, for finitely many m ∈ N. We suppose that there exists a subsequence of (x m ), denoted again by (x m ), such that x m − x > We fix m ∈ N. Then there exist k ∈ N and l ≥ k such that
Indeed, both (2.5) and (2.6) are consequences of the fact that 
The last, by Proposition 1.4, yields that
We have that
+ b s ), for every n ∈ N. The last, combined with (2.9) and (2.5), gives that
Now, by ii) of Proposition 1.5, we take that
Finally, we have that,
, by (2.6), (2.10) and (2.11)
by the right hand side inequality of Proposition 1.1
, by (2.5) and (2.10)
Step 2. x = 1 2
Proof of
Step 2. For any m ∈ N,
. We assume that x > x mn − x n n ≤ x m − x = 1, for every m ∈ N, so ∞ n=1 x mn − x n n ≤ 2 and consequently, x mn − x n n ≤ 2, for every m, n ∈ N. Then there exists s ∈ N such that xmn−xn n n < 1 2 + b, for every m ∈ N and n ≥ s.
By the pointwise convergence of (x m ) to x, we choose m ∈ N such that
, by (2.13) and (2.16)
and ii) of Proposition 1.5
, by (2.12) and (2.16)
, by (2.14), a contradiction.
Step 3. The following assertion is not true. For every l ∈ N there exists m 0 ∈ N such that x mn = x n , for every n ≤ l and m ≥ m 0 .
Proof of Step 3. We assume that the assertion is true. Then there exists a subsequence of (x m ), denoted again by (x m ), and a strictly increasing sequence (t(m)) in N such that
x mn , for every m ∈ N. (2.17)
By Remark 1.2 and (2.17), we take that
18) for every m ∈ N. We now fix m ∈ N. Then, by iii) of Proposition 1.5, there exists k 0 > m such that
Since by Proposition 1.1,
, we take that x mn − x kn n ≤ 2, for every n ∈ N. Therefore
Properties (2.20), (2.21), (2.22) and ii) of Proposition 1.5 now give that
by (2.20)
Step 3 informs us that there exists l ∈ N such that for every m ∈ N there exist n ≤ l and k ≥ m such that x kn = x n . Since the set {1, . . . , l} is finite there exist n 0 ≤ l and a subsequence of (x m ), denoted again by (x m ), such that x mn 0 = x n 0 , for every m ∈ N. By iii) of Proposition 1.5, there exists a strictly increasing sequence (t(m)) in N such that t(1) ≥ n 0 and
x mn − x n n , for every m ∈ N.
Corollary 1.6 now gives that for every m ∈ N there exists (A mn )
Step 4. Let m ∈ N, then there exists an infinite subset M of N such that
Proof of Step 4. We observe that
. Now the conclusion is direct from Proposition 1.10.
For the remaining of this proof we are going to assume that (x mn ) m≥1 ⊆ X n is monotone for every 1 ≤ n ≤ n 0 . This is proved by a standard diagonal argument.
Step 5. For m ∈ N we denote by M m an infinite subset of N as in Step 4. There exist m ∈ N and k ∈ M m such that
A mn x mn − x n n .
Step 5. Firstly, it is obvious that we can assume that m < min M m , for m ∈ N. Also we may assume that
be an 1-unconditional basis of X n , for 1 ≤ n ≤ n 0 . Let also
a sn j e n j and x n = dn j=1 a n j e n j be the expressions of the vectors x sn ∈ X n and x n ∈ X n , respectively, on the basis e n 1 , . . . , e n dn , for s ∈ N and 1 ≤ n ≤ n 0 . By the monotonicity of the sequences (x mn ) m≥1 , for 1 ≤ n ≤ n 0 , we have that |a mn j −a kn j | ≤ |a mn j −a n j | for any k ∈ M m , 1 ≤ n ≤ n 0 and 1
Indeed, assuming that λ k n j = −1, for some 1 ≤ n ≤ n 0 and 1 ≤ j ≤ d n , then a mn j = a n j and 2a mn j = a n j + a kn j , a contradiction by the monotonicity of the sequences (x mn ) m≥1 , for 1 ≤ n ≤ n 0 . Now we are going to use the following result: for any unconditional basis (e i ) in a Banach space X, for all m ∈ N, all scalars
where ubc {e i } is the unconditional basis constant of the basis (e i ). A proof of the last can be found in [1] . By the 1-unconditionality of e n 1 , . . . , e n dn and the above inequality, we have
for every k ∈ M m and 1 ≤ n ≤ n 0 (2.17).
Let us assume that for every m ∈ N and k ∈ M m , max 1≤j≤dn 0 |λ k n 0 j | = 1. We put B s = {j ≤ d n 0 : a sn 0 j = a n 0 j }, for s ∈ N. Now for m ∈ N and k ∈ M m the choice of λ k n 0 j and our last assumption yield that B m B k . So for m = 1 and k ∈ M 1 , we have that B 1 B k . For k ′ ∈ M k we will also have that B k B k ′ . Inductively, since the set {1, . . . , d n 0 } is finite, we can find s ∈ M 1 such that B s = {1, . . . , d n 0 }, a contradiction, since x sn 0 = x n 0 , for every s ∈ N.
The last along with (2.17) entails that there exist m ∈ N and k ∈ M m such that
then by (2.17), we get that
The proof of Step 5 is complete.
Finally, we are in position to prove that our initial assumption leads to a contradiction. Let m ∈ N and k ∈ M m , as in Step 5. We put y = n 0 n=1 x kn + ∞ n=n 0 +1 x n , then by Step 4
Also,
The last combined with (*) gives that
Corollary 2.3. (Terenzi [5] ) There exists an equivalent norm · on l 1 such that (l 1 , · ) does not contain an equilateral sequence.
Proof. We take X n = R, n ≥ 1, in Theorem 2.2, then clearly X ∼ = l 1 and Terenzi's norm on X satisfies the assertion.
As it was mentioned in the Introduction the most part of our proof is essentially the same with Terenzi's. The distinction between the two proofs lays on Step 5 of Theorem 2.2. Terenzi considers 1-dimensional Banach spaces, thus to prove Step 5 it suffices to observe that x sn 0 = x n 0 , for every s ∈ N and since the sequences (x mn ) m≥1 , for 1 ≤ n ≤ n 0 are monotone, we have that for 1 ≤ n ≤ n 0 either x mn ≤ x kn ≤ x n or x mn ≥ x kn ≥ x n , where the inequalities are strict when n = n 0 .
Terenzi constructed still another renorming of l 1 not admitting any equilateral sequence [6] . Using Terenzi's methods it can be proved that the space l 1 equipped with its canonical norm contains infinite dimensional subspaces which do not contain an equilateral sequence. By [4] we can choose a weak* closed stictly convex subspace X of (l 1 , ||·|| 1 ) and we assume that there exists a normalized 1-equilateral sequence (x n ) in X. The proof of Step 1, which here can be simplified, yields that there exists x ∈ X with ||x|| ≤ 1 such that ||x n − x|| = 1 2 , for n ∈ N. Then for n ∈ N ||(x 1 − x) − (x n − x)|| = 1 = ||x 1 − x|| + ||x n − x||.
By the strict convexity of X this implies that x 1 − x = −(x n − x) or x n = 2x − x 1 , for every n ∈ N, a contradiction. The aforementioned result and its proof were suggested to us from Professor P. Dowling. We include it here with his kind permission. Proof. For n ≥ 1, we take X n = l n p , with p > 2, in Theorem 2.2. Then the Banach space (X, · ) does not contain an equilateral sequence. On the other hand, X can not be embedded in l 1 , because its isomorphic version Z = ( ∞ n=1 ⊕l n p ) 1 has cotype≥ p > 2 and the space l 1 has cotype 2 (see Th. 23, p.98 in [7] and Remark 6.2.11, Th. 6.2.14 in [1] ).
