For e = 0, it is well known that the breathers (m, w > 0) are a family of solutions to the unperturbed equation (1.1)0.
(We use atn for the arc tangent and ch, sh, th for the hyperbolic functions.) Let us here define a breather to be a nontrivial time periodic solution to a wave equation that decays as Ix ( --~ oo (often, exponential decay is stipulated). Not much is rigorously known about (non-)existence of breathers, but it is generally suspected that their existence is a very rare and singular phenomenon (see already [11] , or already [9] , as the referee kindly suggests).
We are interested whether there exists a similar family of breather solutions to the perturbed equation that reduces to (1.2) for E = 0, i. e. whether the family of breathers persists under some perturbation. A necessary condition that the breather u* ( ~, ~; m) persists is that the variational equation has a solution. Since recently [1] , [4] , [5] , thm. 1, it is known (we omit technical details) that in order for (1.3) to have a solution for infinitely many m, it is necessary and sufficient that A(.) lies in the linear space spanned by the four functions sin u, u cos u, cos u, and a certain A (u) given below. (The sufficiency part follows from Theorem 12 in [5] and will be worked out explicitly for the present case in section 3 .) The first three of those functions can be readily explained: For these perturbations, equation
can be reduced to the unperturbed equation ( 1.1 ) o by scaling the variables (x, t) and u and by shifting u by a constant function. We ruled out the latter possibility (cos u) by the a priori normalization 0(0, ~) = 0, which is obviously necessary for the existence of a breather, whereas sin u and u cos u are the leading orders of scaling perturbations, under which breathers trivially persist. By normalizing the scalings, too, we can get rid of the perturbations sin u and u cos u as well and are left with A(u) as the only remaining perturbation under which, according to (1.3) [5] . We [5] . These conditions (which depend on m) have to hold for every value of m for which the corresponding breather is assumed to persist. By an analytic continuation argument (details omitted here), they have to hold identically in m, if they hold for infinitely many m (for details, see [1] and [5] ).
This determines the four dimensional space spanned by the solutions given above. The two odd ones among the spanning solutions correspond to the scalings and are therefore trivial perturbations. The algebraic calculation involved in determining these solutions (given in [5] , but omitted here) is insensitive to parity, and along with the odd ones, it produces two even solutions, namely cos u and A(u). As [5] , where the first order of the perturbation was allowed to have arbitrarily small domain of analyticity. In that case, too, one had to work with poles accumulating at 0, and a "locally, but not uniformly" finite calculation had to be replaced by a hopefully clever argument. But where the xn satisfy = 0 and are 27r /w-periodic in t. These conditions are also sufficient for the solvability of (3.1). See [5] for the arguments. The calculation applies the scheme of eigenfunction expansions given in [7] .
The general scheme
In order to calculate v, we need a modified scheme of the sufficiency proof given in [5] . Let [7] . See [5] For other non-real values of ~, ~ grows exponentially as either x -~ o0 or x --~ -oo. We cite the explicit formulas for ~ form [7] ; they are derived in the scattering theory for the sine Gordon equation, but can be checked without this theory in a straightforward, though lengthy way:
where we have set
SECOND ORDER NONPERSISTENCE OF THE SINE GORDON BREATHER
Following [7] , the path of integration r given in (3.2) is a path in the complex A-plane that coincides with the real axis except that it leaves it twice in order to go around ~~ . See figure 1. The contributions from ~ã re quite fundamental for the theory, because the basis necessarily includes functions whose time evolution is not periodic (~~ below). The small circles in the figure are not important now, but will be explained after (3.15 We give the detailed evaluation of (3.11), (3.12) below; the author has also done the much messier calculation according to (3.8) is two-to-one on R B f 0~, but one-to-one on each half-line, we split the integral in halves. &#x26;i contains a factor ~~4n2(~), which goes together with the first factor in the formula for ~)(A, t). We use that a = n/n according to (3.4) and that where H = 2A + 1/803BB = ±k2 + 1 with the :1: sign for 03BB 0. So, (k,O) lives on a 2-sheeted cover of the complex k-plane (branched at k = :1:i), and the two halves of r (in the A-plane) map into two paths on this 2-sheeted cover, both of which lie above the same path Fo, which goes from -~ to +00 in the complex k-plane.
We do another manipulation: the binomial coefficients ( ) in (3.16 [1] , [5] , in a set of points that accumulates in the interior of the common domain of analyticity. This allows to do the analytic continuation and thus concludes the proof of Lemma 5.. There is a subtlety in the assumptions here that is not needed in first order perturbation theory: The point m = 0 is in the interior of the domain of analyticity of the function by the above-mentioned non-obvious result of first order perturbation theory. But 0 must be expected to be on the boundary of the domain of analyticity of ch 0 3 C 0 0 3 B A ( 0 3 B B n ) 2 m times the right hand side of (4.4). Therefore, 0 is not sufficient as a point of accumulation for the analytic continuation argument. It is for this purpose that p" has been introduced in the hypotheses. This detail has erroneously been omitted in Theorem 2.5 and Lemmas 5.4, 5, 8 of [6] . This extra hypothesis may well be an artefact of our method of proof; but we simply cannot get rid of it.
Isolating the relevant vanishing pole conditions
We use the abbreviation kn :== 1~(~n) _ ~ n2cv2 _ 1. Occasionally, we will find it convenient to reinstate the dependence kn = kn that was suppressed until now. 
