Abstract. This paper presents a method for the identification and classification of medical data of hepatic pathological changes by using SVM FNN and KNN. The liver lesion classifier is a neural network model trained by experts' handdivided samples and cross-validated to optimize the results. It can achieve better identification performance with medical data of hepatic pathological changes by training a variety of different neural network structures.
INTRODUCTION
The liver is one of our vital organs, controlling the synthesis of proteins, detoxifying the food we consume. Once diseased, the liver's normal function will be affected and the body health will be threatened. The most common liver diseases include fatty liver, cirrhosis, liver cancer. In modern medical technology field, medical imaging and medical data sets are indispensable for the diagnosis and recognition of liver diseases. The two methods are widely used in clinical diagnosis and have important clinical application in various aspects, such as surgical planning, surgical navigation, the tracking of pathological changes and the evaluation of therapeutic effects.
In the field of medical data analysis, it is common to use artificial neural network to realize auxiliary diagnosis. Lee, sun, et al. put forward the application of machine learning method to establish breast cancer diagnosis model, for the purpose of improving the identification precision of the breast cancer diagnosis. They adopted three methods based on machine learning: BP (Back Propagation) network, LV (Learning Vector Learning Vector Quantization Network) and SVM (Support Vector Machine) as the training algorithm when setting the model. The simulation results showed that the diagnostic models seen in the three machine learning methods had high recognition rates. Cao, Ying, et al established a diagnostic prediction model based on BP neural network, logistic regression and stochastic forest algorithm. They compared the diagnostic value of the three models for prostate cancer, and eventually verified that all three models had higher diagnostic validity.
Due to the large amount of medical data sets and the wide range of difficulties, doctors' manual analysis of medical data sets has become increasingly time-consuming and inefficient. In order to improve this situation, the methods using computationally intensive (such as deep learning analytic medical data sets) prevail currently. This paper studied various neural network models such as SVN, FNN, KNN etc. to find the method of automatically extracting the characteristics of cervical medical data. Meanwhile, we determined whether the patient is diseased according to the classification of data based on the semantics. The proposed diagnosis combining traditional machine learning and deep learning network models ensured the accuracy and reliability of computer aided diagnosis.
EXPERIMENTS
Our team used the data set of Indian patients with liver disease for experiments and conducted experiments on the network model. The data set is a CSV file with a total of 583 records. It contains 416 liver patient records and 167 non-liver patient records. The attribute information of the data set contains the data of the 10 related test samples, which are age, gender, tot bilirubin, direct bilirubin, and tot proteins, albumin, ag ratio (albumin and globulin ratio), SGPT (aminotransferase), SGOT (serum aspartate aminotransferase) and Alkphos (alkaline phosphatase), The label indicates whether the test sample belongs to a liver disease patient.
We adopted machine learning and deep learning algorithms to achieve the effect of automatic classification and identification of liver diseases after network training through the relevant feature attributes.
(1) SVM (Support Vector Machine) is a common method of discrimination. In machine learning, it is a supervised learning model that is generally used for pattern recognition, classification, and regression analysis. The SVM maps the sample space to a high-dimensional or even infinite dimensional feature space through a nonlinear mapping, so that the problem of nonlinear separability in the original sample space is transformed into a linearly separable problem in the feature space. In short, it is dimension raising and linearization. Dimension raising is a method of mapping the samples to a high-dimensional space. As for regression and other issues, it is very likely that the sample set cannot be linearly processed in the low-dimensional sample space; while in the high-dimensional feature space, it can be mapped by a linear super-dimension plane to realize linear partitioning. The SVM method cleverly solves the complex computational problem caused by dimension-raising: it applies the expansion theorem of kernel function without knowing the explicit expression of nonlinear mapping; to some extent, it avoids the "dimensionality Disaster "problem.
We used RBF (Radial Based Function) as the kernel function of the SVM to perform experiments.
(2) KNN is one of the simplest classification methods in data mining classification technology. The so-called knearest neighbor indicates that the number of the nearest neighbors is k. That is to say each sample can be represented by its closest k neighbors.
The idea of this method: if a sample has the k most similar (i.e. the nearest neighbor in the feature space) samples in a feature space belonging to a certain category, the sample also belongs to this category. In the KNN algorithm, the selected neighbors are already correctly classified objects. The method determines the category to be sub-sampled according to the category of the nearest one or several samples in the class-decision. The KNN method, although also theoretically dependent on the limit theorem, is only relevant for a very small number of adjacent samples in class decision making. Because the KNN method mainly depends on the limited neighboring samples instead of the discriminant domain, it is more efficient than other methods for the cross-over or overlap of the sample sets to be divided.
In the third step, we trained the preprocessed datasets through deep learning and FNN (feedforward neural network).
FNN (Feedforward Neural Network) is the simplest neural network in which neurons are arranged in layers. Each neuron is connected to the neurons only in the previous layer. It operates by receiving the output of the previous level, and outputting to the next level. There is no feedback between layers, which can be represented by a directed acyclic graph. It is currently the most widely used and the one of the fastest growing artificial neural network.
We used three layers of neurons, the first two layers are activated using the relu function and the last is bisected using the sigmoid function.
ANALYSIS
The accuracy rate of each network after experimental training shows as Table 1 . The accuracy of SVM is 0.7896, the accuracy of KNN is 0.7886, and the accuracy of FNN is 0.9766. By comparison, the accuracy of the feedforward neural network is higher than the other two machine learning algorithms.
The accuracy of FNN and the training results of loss function (cost function) are as Fig.1 and Fig.2 . The figure shows that the designed FNN network structure performed smoothly and steadily.
CONCLUSION
Multiple artificial neural network provides an effective method for medical diagnosis. The three kinds of artificial neural network models in this paper (SVM, FNN, KNN) can promote the application of data feature extraction and auxiliary diagnosis of liver disease. In a certain sense, it can simplify the medical diagnosis process and reduce the professional requirements of diagnosticians, providing a basic way to gradually improve the diagnostic intelligence level.
