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ABSTRACT
This disertation focuses on two topics in Statistical Learning. One is biclustering,
and the other is deep learning. The whole dissertation has three chapters, where Chapter
1 and 2 focus on biclustering; Chapter 3 focuses on the deep learning topic.
Biclustering is a Statistical Learning technique that simultaneously partitions the
set of samples and the set of their attributes into homogeneous subsets. In Chapter 1,
motivated by movie rating data, we firstly propose a Bayesian model and an MCMC
algorithm for model estimation. Because this algorithm is too slow to be of practical
use with current computation power, we next propose a simplified model and design a
Genetic Algorithm for maximizing the likelihood function. This approach works well on
a small data set. However, due to the NP-hard nature of the problem, both approaches
fail to be practically useful with current computation power. Nonetheless, they provide
principled ways of solving a biclustering problem for future use as computation power
develops.
Also motivated by movie rating data, where missing values need to be addressed,
in Chapter 2 we propose a new Prototype-based Biclustering method. We evaluate
our method on test cases with various percentages of missing values in terms of the
Rand Index between our result and “true” partitions. In fact, our method has good
performance on test cases even with a large missing value percentage. We further evaluate
our method on a gene expression data set, that contains no missing values. Our method
outperforms an existing biclustering method, i.e., Spectral Biclustering, in terms of a
Mean Squared Error criterion.
xDeep Learning is a Statistical Learning topic which involves a “deep” network archi-
tecture mimicing the information representation structure in human brain. In Chapter 3,
motivated by a hand-written digit classification problem, we propose a Bayesian frame-
work for fitting Boltzmann machine models that can be used in deep learning contexts.
The proposed approach surpasses the previously available methods in that it provides a
principled fitting method using an MCMC algorithm. The approach presented is shown
to provide a reasonably effective way to extract features from multivariate data for use
in classification.
1CHAPTER 1. MODEL-BASED BICLUSTERING
A paper to be submitted
Jing Li
Stephen B. Vardeman
Department of Statistics
Iowa State University
Ames, IA, 50010
Abstract
Biclustering is a Statistical Learning technique that simultaneously partitions the set
of samples and the set of their attributes into subsets. In this paper, motivated by
movie rating data, we first propose a Bayesian model and an MCMC algorithm for
model estimation. Because this algorithm is too slow to have much practical use with
current computation power, we next propose a simplified model and designed a genetic
algorithm for maximizing a corresponding likelihood function. This approach works well
on a small data set. However, due to the NP-hard nature of the problem, both approaches
presented here fail to be effective for most practical problems with current computation
power. Nonetheless, these approaches provide principled ways of solving a biclustering
problem for future use when computation power develops to an appropriate level.
Keywords. statistical learning, biclustering, model-based, genetic algorithm, global
optimum
21.1 Introduction
Clustering is the segmenting of heterogeneous collections of objects into homogeneous
groups. It is an exploratory tool for data analysis. It was first developed in the 1950s
(e.g., Sneath (1957); Sokal et al. (1958)), and has a long and rich history. The goal
of this study is to develop a model-based biclustering method producing results in a
“checkerboard” structure as defined in Chapter 2. The motivating application of this
chapter is the same as that in Chapter 2. That is, the work presented here is motivated by
the movie rating data discussed in Chapter 2. Therefore, we here describe our methods
in terms of “movies” and “raters” as we do in Chapter 2. The difference between this
chapter and Chapter 2 is that we here develop model-based biclustering approaches in
contrast with the heuristic prototype-based approach that we developed in Chapter 2. We
discuss the NP-hardness of this problem in Chapter 2, and conclude that it is unrealistic
to solve the problem by directly seeking a global optimization. However, the approaches
we present in this chapter are not heuristic and do seek a global optimization. As
we may expect based on our later discussion of the NP-hard nature of this problem,
the model-based approaches presented here have limited practical use. However, they
represent an effort at finding a global optimization solution using principled approaches.
In future, if computation power develops to the point that NP-hard problems are not
computationally infeasible, the approaches developed here could be useful for solving the
biclustering problem. If we could obtain a solution through the approach here, it would
probably be better than one obtained from a heuristic approach because the approaches
in this chapter are principled methods.
This chapter is divided into two parts. In the first part, we present a Bayesian model
for the movie rating data and develop an MCMC algorithm for it. Unfortunately, this
MCMC algorithm is too slow to be used in practice. Therefore, in the second part, we
simplify the model and use a genetic algorithm to search for a global solution to maximize
3a likelihood. We can see from our example that this genetic algorithm works well for
small data sets. However, it can only be used in relatively small problems.
1.2 An Initial Model
Suppose Y is a movie rating data set for biclustering. Let yij denote the rating score
that movie i gets from rater j. Let yij be 0 if movie i is unrated by rater j and 1 if
it is rated by rater j, i.e., we only consider the data as “rated” or “unrated” in this
model. Suppose further that the movie index set I = {1, 2, . . . , I} is partitioned into
mutually exclusive and exhaustive sets S1, S2, . . . , SNP and that the rater index set J =
{1, 2, . . . , I} is partitioned into mutually exclusive and exhaustive sets T1, T2, . . . , TMQ .
Denote the partition of the movie index set as P ; the partition of the rater index set as
Q.
Define for every non-empty T ⊂ J a parameter λT ∈ (0, 1) that more or less indexes
the “rate” at which a rater group’s loyalty to movie classes drops off across classes.
Suppose that there are positive weights w1, w2, . . . , wI on movies that are related to
the likelihoods of a rater watching and rating them.
For every non-empty T ⊂ J and partition P of movies, let iT,P map P one-to-one
onto {1, 2, . . . , NP}. (This function will identify in decreasing order of preference movie
types as viewed by people in the rater type.)
Then, if rater j ∈ T rates nj =
∑
i I[yij 6= 0] movies in {ij1, ij2, . . . , ijnj} ⊂ I, we’ll let
SP(ijl ) = the element of P containing ijl
and suppose that the subset of movies the person rates is selected with probability
proportional to
nj∏
l=1
wijl
(λTj)iTj,P (S
P (ijl )), (1.1)
where Tj denotes the set of raters that includes the rater j. Of interest here are
41. P , the partition of the movie index set I
2. Q, the partition of the rater index set J
and secondarily,
3. the λT values
4. the vector of weights w = (w1, w2, ..., wI), and
5. the ordering of the elements of any P for a given rater class T represented by iT,P(·)
(this is essentially just a permutation of an index set for the elements of P).
1.2.1 Likelihood
In using expression 1.1, it will be convenient to consider the transforms of λT defined
by
γT ≡ ln( λ
T
1− λT ).
The likelihood function will be written in terms of the γT as
L(P ,Q, γT ,w, iT,P(·)) =
J∏
j=1
pj
∝
J∏
j=1
nj∏
l=1
wijl
(λTj)iTj,P (S
P (ijl )),
where
λT =
eγ
T
1 + eγT
.
1.2.2 Priors
Let ∆1(P) be a prior distribution over partitions of the movie index set I. Let
∆2(Q) be a prior distribution over partitions of the rater index set Q. (We could start
with uniform priors or perhaps more appropriately, we might make weights on partitions
5related to entropy.) The algorithm developed below leaves the choice of these priors
completely unconstrained. Further calculation is easy to make when we decide which
distributions to use.
We use the following prior distribution for γT :
piγ(γ
T |θ) ∝
∏
Ti,Tj are neighbors
exp{−θ(γTi − γTj)2}, θ > 0.
In order to define “neighbors”, we consider the J -vector of 0’s and 1’s
eT = (I[1 ∈ T ], I[2 ∈ T ], . . . , I[J ∈ T ]).
Then, Ti and Tj are “neighbors” if e
Ti and eTj differ only in one coordinate.
We consider θ as a fixed parameter. One might do sensitivity analysis on θ to see if
it affects the results very much.
For each combination of T and P , we will use a uniform distribution on permutations
of {1, 2, . . . , NP} as the prior distribution for iT,P(·). Denote the joint prior distributions
for all the pairs of T and P as pii(iT,P(·)). Assume iT,P(·)’s are independent for different
pairs of T and P . Then, pii(iT,P(·)) is the product of uniform densities for each iT,P(·).
Also, for simplicity, because w1 +w2 + · · ·+wI = 1, it is convenient to use a Dirichlet
distribution for the prior distribution of w. Because we do not have any knowledge about
the likelihood of a rater watching and rating a particular movie before we see the data,
we will use a symmetric Dirichlet distribution, Dir(α) for a positive real parameter α, as
the prior for w. Denote the prior distribution of w as pi(w).
According to above modeling structure, the posterior distribution has density
po(P ,Q,w, γT , iT,P(·)) ∝ ∆1(P)·∆2(Q)·pi(w)·piγ(γT |θ)·pii(iT,P(·))·L(P ,Q,w, γT , iT,P(·))
(1.2)
1.2.3 MCMC algorithm
A possible MCMC algorithm for sampling from the posterior specified by 1.2 is as
follows.
6(a) Update P .
1. Obtain a proposed partition P∗ from the Du-process transition mechanism (work
by Chuanlong Du, to be published.) (See Appendix A for more details.), i.e.,
sample
P∗ ∼ JDu(P∗|P(s)),
where P(s) is the current value for P .
2. Compute the acceptance ratio
r1 =
po(P∗,Q(s),w(s), γT (s), i(s)T,P∗(·))
po(P(s),Q(s),w(s), γT (s), i(s)T,P(s)(·))
· JDu(P
(s)|P∗)
JDu(P∗|P(s))
=
∆1(P∗)
∆1(P(s)) ·
L(P∗,Q(s),w(s), γT (s), i(s)T,P∗(·))
L(P(s),Q(s),w(s), γT (s), i(s)
T,P(s)(·))
=
∆1(P∗)
∆1(P(s)) ·
∏J
j=1
∏nj
l=1w
(s)
ijl
(λT
(s)
j )
i
(s)
Tj,P∗ (S
P∗ (ijl ))
∏J
j=1
∏nj
l=1w
(s)
ijl
(λT
(s)
j )
i
(s)
Tj,P(s)
(SP(s) (ijl ))
=
∆1(P∗)
∆1(P(s)) ·
J∏
j=1
nj∏
l=1
(λT
(s)
j )
i
(s)
Tj,P∗ (S
P∗ (ijl ))−i
(s)
Tj,P(s)
(SP
(s)
(ijl ))
Note that the acceptance ratios in this document are computed in their log form
in practice for efficiency.
3. Set P(s+1) to P∗ or P(s), the first with probability min(1, r1).
(b) Update Q.
1. Obtain a proposed partition Q∗ from the Du-process transition mechanism, i.e.,
sample
Q∗ ∼ JDu(Q∗|Q(s)),
where Q(s) is the current value for Q.
2. Compute the acceptance ratio
r2 =
po(P(s+1),Q∗,w(s), γT (s), i(s)T,P(s+1)(·))
po(P(s+1),Q(s),w(s), γT (s), i(s)T,P(s+1)(·))
· JDu(Q
(s)|Q∗)
JDu(Q∗|Q(s))
7=
∆2(Q∗)
∆2(Q(s)) ·
L(P(s+1),Q∗,w(s), γT (s), i(s)
T,P(s+1)(·))
L(P(s+1),Q(s),w(s), γT (s), i(s)
T,P(s+1)(·))
=
∆2(Q∗)
∆2(Q(s)) ·
∏J
j=1
∏nj
l=1w
(s)
ijl
(λT
∗
j )
i
(s)
T∗
j
,P(s+1)
(SP
(s+1)
(ijl ))
∏J
j=1
∏nj
l=1 w
(s)
ijl
(λT
(s)
j )
i
(s)
T
(s)
j
,P(s+1)
(SP(s+1) (ijl ))
=
∆2(Q∗)
∆2(Q(s)) ·
∏J
j=1
∏nj
l=1 (λ
T ∗j )
i
(s)
T∗
j
,P(s+1)
(SP
(s+1)
(ijl ))
∏J
j=1
∏nj
l=1 (λ
T
(s)
j )
i
(s)
T
(s)
j
,P(s+1)
(SP(s+1) (ijl ))
3. Set Q(s+1) to Q∗ or Q(s), the first with probability min(1, r2).
(c) Update w. The full conditional distribution of w is
p(w|P ,Q, γT , iT,P(·),y) ∝
I∏
i=1
wα−1i ·
J∏
j=1
nj∏
l=1
wjil
∝
I∏
i=1
wα−1i ·
I∏
i=1
wnii
∝
I∏
i=1
wα+ni−1i
∼ Dir(β),
where β = (α+n1− 1, α+n2− 1, . . . , α+nI − 1)′, where ni is the number of ratings
on movie i. Thus, we want to generate w(s+1) from Dir(β).
(d) Update γT .
1. Obtain a new candidate value for γT from the proposal density
Jγ(γ
T ∗|γT (s)) ∼ N(γT (s) , σ2γ).
Denote the proposed value as γT
∗
. (Jγ is symmetric, i.e., Jγ(γ
T ∗|γT (s)) =
Jγ(γ
T (s) |γT ∗).)
2. Compute the acceptance ratio
r4 =
po(P(s+1),Q(s+1),w(s+1), γT∗, i(s)T,P(s+1)(·))
po(P(s+1),Q(s+1),w(s+1), γT (s), i(s)T,P(s+1)(·))
8=
piγ(γ
T ∗|θ)
piγ(γT
(s) |θ) ·
L(P(s+1),Q(s+1),w(s+1), γT∗, i(s)
T,P(s+1)(·))
L(P(s+1),Q(s+1),w(s+1), γT (s), i(s)
T,P(s+1)(·))
=
∏J
j=1 exp
[−θ(γT ∗ − γTj)2]∏J
j=1 exp
[−θ(γT (s) − γTj)2] ·
∏
j∈T
∏nj
l=1wijl
(λT
∗
)
i
(s)
T,P(s+1)
(SP
(s+1)
(ijl ))
∏
j∈T
∏nj
l=1 wijl
(λT (s))
i
(s)
T,P(s+1)
(SP(s+1) (ijl ))
=
J∏
j=1
exp
{
−θ
[
(γT
∗ − γTj)2 − (γT (s) − γTj)2
]}
·
∏
j∈T
nj∏
l=1
[
λT
∗
λT (s)
]i(s)
T,P(s+1)
(SP
(s+1)
(ijl ))
=
J∏
j=1
exp
{
−θ(γT ∗ − 2γTj + γT (s))(γT ∗ − γT (s))
}
·
∏
j∈T
nj∏
l=1
[
λT
∗
λT (s)
]i(s)
T,P(s+1)
(SP
(s+1)
(ijl ))
,
where T ′js are the index sets of raters that are neighbors of T .
3. Set γT
(s+1)
to γT
∗
or γT
(s)
, the first with probability min(1, r4).
(e) Update iT,Ps+1(·).
1. Sample i∗T,P(·) from Ji
(
i∗
T,P(s+1)(·)|i
(s)
T,P(s+1)(·)
)
, where this jumping kernel specifies
random choice of 2 adjacent entries to switch, i.e., switch the kth and k+1st entries
only for randomly chosen k, where k is between 1 and NP − 1.
2. Compute the acceptance ratio
r5 =
po(P(s+1),Q(s+1),w(s+1), γT (s+1), i∗T,P(s+1)(·))
po(P(s+1),Q(s+1),w(s+1), γT (s+1), i(s)T,P(s+1)(·))
·
Ji
(
i∗
T,P(s+1)(·)|i
(s)
T,P(s+1)(·)
)
Ji
(
i
(s)
T,P(s+1)(·)|i∗T,P(s+1)(·)
)
=
pii(i
∗
T,P(s+1)(·))
pii(i
(s)
T,P(s+1)(·))
·
L(P(s+1),Q(s+1),w(s+1), γT (s+1), i∗
T,P(s+1)(·))
L(P(s+1),Q(s+1),w(s+1), γT (s+1), i(s)
T,P(s+1)(·))
=
∏
j∈T
∏nj
l=1 w
(s+1)
ijl
(λT
(s+1)
)
i∗
T,P(s+1)
(SP
(s+1)
(ijl ))
∏
j∈T
∏nj
l=1 w
(s+1)
ijl
(λT (s+1))
i
(s)
T,P(s+1)
(SP(s+1) (ijl ))
= (λT
(s+1)
)
∑
j∈T
∑nj
l=1
{
i∗
T,P(s+1)
(SP
(s+1)
(ijl ))−i
(s)
T,P(s+1)
(SP
(s+1)
(ijl ))
}
93. Set i
(s+1)
T,P(s+1)(·) to i∗T,P(s+1)(·) or i
(s)
T,P(s+1)(·), the first with probability min(1, r5).
1.2.4 Results and discussion
We started with uniform priors as ∆1(P) and ∆2(Q). Also, we chose θ = 3, α = 1
and σ2γ = 1. These priors and parameter values can easily be changed if more reasonable
ones are available in practice. We started with them in order to see if the algorithm
developed above works or not. (We could conduct sensitivity analysis on θ and α to
check if they have big impact on the results of partitions. Also, σ2γ is adjustable to make
better proposals for γT ’s.)
There are two series of parameters, γT ’s and iT,P(·)’s that need to be treated specially
when implementing the algorithm. Firstly, there are 2J such γT ’s in the model. Even for
a moderately large J , this will be a number much much larger than that of iterations we
could obtain. Also, it will not be practical to keep track of all of them in each iteration.
Moreover, if T is not a subset of the current Q, and we update its γT , we are not going
to sample it from a posterior, but only from its prior distribution. Thus, we chose not
to update a γT unless its T is a subset of the current Q. We did the following when
applying the algorithm to the small data set. We initialized all the γT ’s with 0. For
the current Q, we checked for each subset of Q, denoted as T , if T was visited in the
previous iterations or not. If T has been visited, we found the latest γT for that T and
used it as our current value for γT . If T had not been visited before, the initial value for
γT was used as the current value. One thing worth noticing is that when we update γT ,
in addition to finding the current value for γT , we also need to find the current values
for its J neighbors in the same way as we find the current value for γT .
Secondly, we find current values for iT,P(·)’s as we do for γT ’s. The reason is as
follows. Surely we could generate a new permutation for iT,P(·) from its uniform prior
every time we did not visit T,P in the last iteration. However, it makes sense that a
randomly selected iT,P(·) will not be as good as the permutation such that the jth position
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in the permutation corresponds to the jth movie set ordered decreasingly by the number
of ratings of the set T of raters on each movie set. Thus, we initialized iT,P(·)’s by such
permutations. Whenever we need to update an iT,P(·) for the current P and T ∈ Q, we
checked if T,P were visited together in previous iterations. If T,P were visited, we used
that corresponding iT,P(·) as the current value to be updated. Otherwise, we used its
initial value as the current one.
The way we find current values for γT ’s and iT,P(·)’s suggests that it would take longer
and longer to compute per iteration as the iteration number increases, because the list
of previous iterations that we need to check gets longer and longer. This is verified by
applying the algorithm on the small data set with only 10 ratings. The trial data set is
shown in Table 1.1. This data set was used to test if the MCMC algorithm previously
was able to work efficiently or not. The algorithm was coded in R. For example, it took
several minutes to obtain 1000 iterations; however, it took a few hours to obtain 10000
iterations.
Table 1.1 Trial Data Set for Model 1.4
Rater ID Movie ID Rating
1 20 4
1 33 4
1 61 4
1 117 3
1 155 2
2 13 4
2 50 5
2 251 5
2 280 3
2 281 3
The above example on the small data set indicates that it would take even longer to
apply the algorithm to a larger real data set. Therefore, improvements need to be made
to make this method useful for a real data set. Firstly, we may simplify the model such
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that the number of parameters is within the range that we can keep track of. Secondly,
we may think of a better way to obtain current values of γT ’s and iT,P(·)’s instead of
checking previous iterations. We may also need to change the model. Finally, we could
treat this problem as an optimization problem in the sense that we find the partitions
for movies and raters such that they maximize the posterior density. We could restart
the algorithm every small number of iterations such that it would not take too long to
obtain the iterations and we would use the most updated parameter values as the starting
values to obtain a new set of iterations. We would eventually have many “small” sets of
iterations for each of which we would keep track of the posterior density value. Then, we
would be able to find a set of partitions for movies and raters such that their posterior
probability is the largest. In this way, we may be able to get close to the posterior mode.
Other optimization algorithms may also be helpful in finding a posterior mode.
In summary, the MCMC algorithm developed for the model for biclustering the movie
rating data works but is very slow given current computation power. We need to make
improvements in the model, the algorithm, the programming or the computational power
in order for this new methodology to be useful for a real data set.
1.3 Modeling Movie Ratings on a 5-Star Scale
Because the initial model has too many parameters, we now look at the problem from
another perspective, and try to construct a model that is more computationally feasible.
Let rij be the rating that movie i gets from rater j. The movie rating was actually done
on a 5 star scale, and thus, rij can take values of 1, 2, 3, 4 and 5. If movie i was not
rated by rater j, then rij takes a missing value and is here set to 0. Note that rij is not
“real-valued” in the sense that the scores 1, 2, 3, 4, 5 are probably not “evenly spaced”,
i.e., are only ordinal-level values. Let r˜ij be an unobserved real rating score that movie
12
i would get from rater j. That is, assume
rij =

1 if r˜ij ∈ [0.5, 1.5)
2 if r˜ij ∈ [1.5, 2.5)
3 if r˜ij ∈ [2.5, 3.5)
4 if r˜ij ∈ [3.5, 4.5)
5 if r˜ij ∈ [4.5, 5.5)
As before, suppose further that the movie index set I = {1, 2, . . . , I} is partitioned into
mutually exclusive and exhaustive sets S1, S2, . . . , SNP and that the rater index set J =
{1, 2, . . . , I} is partitioned into mutually exclusive and exhaustive sets T1, T2, . . . , TMQ .
Denote the partition of the movie index set as P ; the partition of the rater index set as
Q.
Let r¯Si,Tj be the sample mean of the available rating scores for all the raters in the
subset of Tj to rate movies in the subset of Si. Note that r¯Si,Tj is between 1 and 5 and
may not be an integer.
Then, it is perhaps reasonable to model r˜ij as
r˜ij ∼ Truncated Normal(µSi,Tj , σ2), r˜ij ∈ [0.5, 5.5], (1.3)
where σ2 is the variance and a tuning parameter of the model and µSi,Tj is the mean
(before truncation) rating score for all the raters in the subset Tj to rate movies in the
subset Si. µSi,Tj can be estimated as r¯Si,Tj . Taking r¯Si,Tj as µSi,Tj , a likelihood function
might be
L(P ,Q) =
∏
rij 6=0
FTN
(
rij + 0.5− r¯Si,Tj√
σ2
)
− FTN
(
rij − 0.5− r¯Si,Tj√
σ2
)
,
where FTN(x) is the truncated standard normal cdf for which x ranges from
0.5−r¯Si,Tj
σ
to
5.5−r¯Si,Tj
σ
. As before, we let ∆1(P) be a prior distribution over partitions of the movie
index set I. Let ∆2(Q) be a prior distribution over partitions of the rater index set Q.
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Then, the posterior distribution has density
po(P ,Q) ∝ ∆1(P) ·∆2(Q) · L(P ,Q). (1.4)
Although we could get posterior samples, it would not be very useful for two reasons.
Firstly, it is difficult to tell if an MCMC chain for partitions converges to stationarity
or not. Secondly, with the large partition space we will have, it is likely not possible to
visit enough of it to get a good posterior sample to represent the distribution. Thus,
in order to make a decision on the point estimate of partitions, we could choose an
objective function such as the likelihood function penalized with a complexity function
of the number of parameters in the model. By optimizing the objective function, we can
in theory get a point estimate of the partitions.
The space consisting of all combinations of possible partitions for users and for items,
is very large and therefore, it is important to choose an algorithm that is able to explore
the space in an efficient way. Genetic Algorithms (GAs) are known for the capability
to search in a complex and large space. They are stochastic search and optimization
methods inspired by principles of evolution and genetics. See Michalewicz (1996).
1.3.1 Genetic algorithms
Genetic Algorithms work with a population of individuals which represent solutions
to an optimization problem. Each individual has a fitness value which represents a
measure of how good the solution is. The population of solutions evolves towards a
better population. In each generation, the population undergoes mutation and crossover
to generate a new population.
The following is a sketch of the basic structure of a general genetic algorithm.
1. i = 0, select M individuals as the initial population P0.
2. Evaluate fitness for individuals from Pi.
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3. If the stop criterion is satisfied, stop and return the best individual.
4. Let Pi+1 be an empty set.
5. Select a pair of individuals I1, I2 from Pi by some selection scheme.
6. With probability pc, cross over I1 and I2 to get I
∗
1 and I
∗
2 .
7. With probability pm, I
∗
1 and I
∗
2 undergo mutation to form I
∗∗
1 and I
∗∗
2
8. Include I∗∗1 and I
∗∗
2 into Pi+1.
9. If Pi+1 has less than M individuals, goto 5.
10. i = i+ 1 and goto 2.
The technical meanings of “fitness”, “selection”, “crossover” and “mutation” are problem
specific
1.3.2 Clustering using genetic algorithms
GAs for clustering are based on the framework above. To implement a GA for cluster-
ing, we need to make decisions on the representation of the problem, the selection scheme,
crossover and mutation operators and probabilities, and the size of the population. They
are described in the following.
1.3.2.1 Representation
Each individual represents one solution to the biclustering problem. That is, each
individual consists of a partition of users and a partition of items. There are some possible
ways of representing partitions in the literature of GAs Michalewicz (1996), where all use
a string of integers as a representation of partitions. Here, for the ease of implementing
the crossover operator that we designed, we chose to use a binary matrix to represent
a partition. Suppose P is a partition for N movies/items and has K clusters/elements,
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then, P will be represented as an N ×K matrix, for which the ijth entry is 1 if item i
is in the jth subset of P and 0 otherwise.
1.3.2.2 Selection
A number of selection schemes are available in the literature. The most widely used
selection mechanisms are the roulette-wheel selection and tournament selections. We
chose to use the deterministic tournament selection that randomly choose two individu-
als/solutions from the population and then selects the one with the better fitness value.
1.3.2.3 Crossover
Suppose we have two partitions P1 and P2 with K1 and K2 clusters. Then, the
following are the steps to obtain a pair of “child” partitions.
1. Randomly select c1 and c2 such that c1 ∈ {1, . . . , K1} and c2 ∈ {1, . . . , K2}.
2. Suppose SP1c1 is the subset of P1 numbered with c1 and SP2c2 is the subset of P2
numbered with c2. Then, under the current representation, S
P1
c1
and SP2c2 are length
N vectors of 0’s and 1’s. Compute SP1c1
T
SP2k for k = 1, . . . , K2, then, find
kc1 = argmax
k
SP1c1
T
SP2k .
Find kc2 in a similar way.
3. Then, let S∗c1 ≡ Sc1 ∪Skc1 . Let S¯c1 ≡ S∗c1\Sc1 . Create P∗1 based on P1 such that for
k = 1, . . . , K1
Sk =
 S
∗
c1
if k = c1
SP1k \{SP1k ∩ S¯c1} Otherwise
Similarly, P∗2 can be obtained.
4. Delete empty sets in P∗1 and P∗2 if there is any. Now we have the child partitions
P∗1 and P∗2 .
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1.3.2.4 Mutation
Du-Process is used as the mutation scheme. In particular, for the simulation study,
one-step Du-Process is used.
1.3.2.5 Fitness
The fitness function measures how good an individual is in the problem. Under our
statistical model framework for the biclustering problem, it is reasonable to choose the
log likelihood as our objective function. It is also natural to penalize the log likelihood
with the complexity, which is a function of the number of parameters in the model. The
following is a version of possible fitness function. Other versions may be considered in
other situations, however, the following works well for the simulation study later. The
fitness function we will use is
f(P ,Q) = −2 lnL(P ,Q) + 1
2
KP ·KQ · ln(N),
where P and Q are the partitions for items and users respectively; KP and KQ are the
number of subsets in P and Q respectively; N is the number of ratings in the data set.
1.3.3 Simulation study
1.3.3.1 A simulation without missing values
In this simulation study, we simulated a data set from model 1.3. Let P and Q
be the true partitions from which the data set will be generated. Here, P is taken
to be the following partition for 15 items. For simplicity, we write in terms of indices
of items/movies. In our computation, we used the binary matrix representation form
for partitions. Here, P = {{1, 2, 3}, {4, 5, 6}, {7, 8, 9}, {10, 11, 12}, {13, 14, 15}}; Q =
{{1, 2, 3}, {4, 5, 6}, {7, 8, 9, 10}}. We chose σ to be 0.5 in this case. The matrix for the
mean values is shown in Table 1.2. The simulated data set is shown in Figure 1.1, where
ratings were shown in five different colors indicating five levels of ratings.
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We chose the crossover and mutation probabilities as 0.8 and 0.2 respectively; we
also chose the size of population to be M = 6. For the initial population, we first chose
the partitions with singletons as subsets, then, we used the Du-process to generate other
individuals in the initial population. The reason that we chose the initial population this
way is that the crossover operator generates a child partition that have less than or equal
to the number of clusters of the parent based on which the child partition is generated.
Then, we applied the GA for this data set. After 1000 iterations/generations, the
population converges to the “true” partitions from which the data set was generated.
The fitness value for the best individual in each generation was plotted in Figure 1.2.
The above implementation was done twice for different starting populations. The results
are the same for the two implementations.
Table 1.2 Matrix of Pre-Truncation Means for Simulation
S1 S2 S3 S4 S5
T1 1 2 3 4 5
T2 5 4 3 2 1
T3 2 3 1 4 5
1.3.4 Conclusions and discussion
Note that the simulated data set contains 15 × 10 = 150 ratings, which is still a
relatively small number. For larger data sets, we found that the GA proposed here is
still not fast enough to find a global minimum for the fitness function. This is because
of the problem is NP-hard, which was mentioned in Busygin et al. (2008). NP-hard is a
concept in computation complexity theory. A problemA is NP-hard if every problemB in
NP can be reduced in polynomial time to A, or intuitively speaking, an NP-hard problem
is at least as complex as those hardest problems in NP. Therefore, it is unrealistic to look
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Figure 1.1 Simulated Data Set
Figure 1.2 Fitness Values for Best Individuals
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for a global optimum for these problems when the sample size is moderately large. Here
in the context of our biclustering problem, the total number of partitions of an n-element
set is the Bell number Bn. Thus, for the simulated data set, the problem size is 15× 10,
and therefore, the total number of partitions is B10×B15 = 1.6×1014. And we found the
true solution within 1500×6 checks, which means we only checked 1500×6
1.6×1014 = 5.625×10−11
part of the whole solution space. The GA is efficient in this sense, however, for a larger
problem, for instance, if we consider a problem with sample size 150×100, we will need to
find an optimum in a space of partitions of size B100×B150 ≈ 10308.5, which is infeasible
with current computational power. Therefore, by the complexity of the problem, we
stop looking for a global solution and will look for an ad-hoc algorithm that finds local
optimization solutions. We propose and look into a prototype-based biclustering method
in detail in the next chapter.
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CHAPTER 2. A PROTOTYPE-BASED TWO-WAY
CLUSTERING METHOD
A paper to be submitted
Jing Li
Stephen B. Vardeman
Department of Statistics
Iowa State University
Ames, IA, 50010
Abstract
Biclustering is a statistical learning technique that simultaneously partitions the set of
samples and a set of their attributes into subsets. Biclustering is known to be an NP-
hard problem. Therefore, various heuristic approaches have been pursued in literature.
Motivated by movie rating data, where missing values need to be addressed, we propose a
new prototype-based Biclustering method. We evaluated our method on test cases with
various percentages of missing values in terms of the Rand Index between our result and
the “true” partitions. Our method has good performance on test cases even with large
missing-value percentage. We further evaluate our method on a gene expression data set
with no missing values. Our method outperforms a competing biclustering method from
the literature, i.e., spectral biclustering, in terms of a Mean Squared Error criterion.
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2.1 Introduction
Biclustering is a statistical learning technique that simultaneously partitions a set of
samples and the set of their attributes into subsets. In contrast, a traditional one-way
clustering approach only partitions the set of samples. There is a large literature on bi-
clustering methods, most of which are heuristic approaches. The reason that researchers
take a heuristic approach is that biclustering problem is known to be NP-hard (see Busy-
gin et al. (2008)). Therefore, it is unrealistic to search for a global optimum for this
problem. We can illustrate the complexity of this problem by calculating the number
of possible solutions of a biclustering problem. For instance, suppose we have a data
set of size 150 by 100, i.e., there are 150 samples and 100 attributes to be partitioned
simultaneously. The size of this data set is only moderate by current standards. The
total number of partitions of an n−element set is the Bell number Bn. Then this example
of dimensions 150 by 100, the total number of partitions is B100 × B150 = 1.6 × 10308.5,
which is infeasible to search directly with current computation power. Therefore, the
NP-hard level complexity of this problem demands that we look for a heuristic approach
for finding good biclusterings.
There are a large number of applications of biclustering. The review of biclustering
in data mining by Busygin et al. (2008) points to applications in many fields such as
biomedicine, text mining and marketing.
In biomedicine, microarray data analysis is a very important application for biclus-
tering. The objective of biclustering a microarray data set is not only to identify similar
genes, but also to identify similar conditions in which a sample of a gene was taken. We
will provide an implementation of our proposed algorithm on a cancer microarray data
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set later in this paper. Biclustering has been applied in other biomedical problems. For
example, in Liu et al. (2003), biclustering was used in the analysis of drug activity data
in order to cluster chemical compounds and their features simultaneously. In Lazzeroni
et al. (2002), biclustering was used in the analysis of nutritional data, where foods and
their nutritional attributes were clustered simultaneously.
In marketing, biclustering is used to simultaneously partition customers into groups
and products into groups. For example, for each rating score that is available in the
famous Netflix problem (see Toscher et al. (2009)), the corresponding rater and movie
are known. The goal of a biclustering algorithm on a movie rating data set is to obtain
both rater groups, in each of which raters are similar in their overall rating profile on
each movie group, and movie groups, in each of which movies are similar in their rating
profile by each rater group. In fact, the approach presented in this paper was initially
motivated by the famous Netflix movie rating data. Note that such data sets usually
have a high percentage of missing values, because usually a rater does not rate all movies
in the list. In fact, in the movie rating data sets that are available to us, the percentage
of missing values is at least 94%. Therefore, we test the performance of our proposed
algorithm on simulated test data sets with missing values.
Although we defined the term biclustering briefly at the beginning of this section,
biclustering is a very broad term. That is, the partitioning results of various biclustering
algorithms in literature can be quite different in nature from one to another
(Madeira et al. (2004)). For example, in Kluger et al. (2003), the authors proposed
a Spectral Biclustering method such that the biclustering result is actually a result of
rearranging the raw data matrix as illustrated in Figure 2.1. Suppose the rows i denote
genes and columns j denote conditions (e.g., patients or cell types). Suppose the colour
of each entry denotes the gene expression level for the corresponding gene and condition.
The matrix on the left side is the raw data, which we denote by X. After row and column
rearranging, we have the result matrix on the right side in a checkerboard-like structure
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with blocks of various gene expression levels. Note that both genes and conditions were
partitioned into disjoint subsets. There exist other types of biclustering algorithms. For
instance, the biclustering approach proposed in Cheng et al. (2000) seeks to divide a
gene expression data matrix X into a pre-specified number of “biclusters”, which are
not necessarily disjoint. However, in this paper, we pursue a biclustering approach that
produces results with checkerboard structure.
Figure 2.1 Biclustering with “Checkerboard” Structure Results
2.2 A New Biclustering Algorithm
In this section, we present the new biclustering algorithm. Because this approach was
initially motivated by movie rating data like the famous Netflix data, we here discuss our
algorithm in terms of “movies” and “raters.” Suppose X is the movie rating data set for
biclustering. Let raters index rows and movies index columns. Suppose further that the
movie index set J = {1, 2, . . . , J} is partitioned into mutually exclusive and exhaustive
sets S1, S2, . . . , SNP and that the rater index set I = {1, 2, . . . , I} is partitioned into
mutually exclusive and exhaustive sets T1, T2, . . . , TMQ . Denote the partition of the
movie index set as P ; the partition of the rater index set as Q. Let Xij be the rating
score of movie j by rater i, for i ∈ {1, 2, . . . , I} and j ∈ {1, 2, . . . , J}.
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As we mentioned in Section 2.1, our goal of biclustering is to generate a rearranged
data matrix with a checkerboard structure such that each block of the matrix is as
coherent as possible, where we need to define what we mean by block being “coherent.”
Depending on the purpose in a real problem, “coherent” can have different meanings, and
hence different objective functions to be optimized can be appropriate. For illustration
purposes, we present our algorithm here with the goal of optimizing a within-cluster sum
of squares (WCSS) given both the number of row groups and that of column groups.
That is, suppose after rearranging the rows and columns, we obtain a result matrix as
illustrated on the right side of Figure 2.1. Using the above notations, we have MQ row
groups and NP column groups, i.e., MQ groups for raters and NP groups for movies.
Then, let A denote the prototype matrix with entry
Aij ≡ 1|{Xi′j′ : i′ ∈ Ti; j′ ∈ Sj; Xi′j′ 6= NA}|
∑
{Xi′j′ : i′∈Ti; j′∈Sj ; Xi′j′ 6=NA}
Xi′j′
, for i ∈ 1, 2, . . . ,MQ and j ∈ 1, 2, . . . , NP , where |(·)| is the cardinal number function
and missing values are denoted as “NA.” Then, the WCSS function to be minimized is
WCSS ≡
∑
Xi′j′ 6=NA;
i′∈{1,2,...,I};
j′∈{1,2,...,J}
(Xi′j′ − Aij)2 (2.1)
Our biclustering algorithm is the following. For simplification of notation purpose, let
a ≡ MQ and b ≡ NP . (Note that our algorithm already accommodates data sets with
missing values by ignoring them in the computation.)
1. Select prototypes for raters Pu1 , Pu2 , . . . , Pua such that Pui ∈ U for i = 1, 2, . . . , a,
where U is the set of rating records for all raters. Each element of U is a vector of
length J , which is the total number of movies. The number of elements in U is I,
which is the total number of raters.
2. Select prototypes for movies Pi1 , Pi2 , . . . , Pib such that Pij ∈ M for j = 1, 2, . . . , b,
whereM is the set of rating records for all movies. Each element ofM is a vector
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of length I, which is the total number of raters. The number of elements in M is
J , which is the total number of movies.
3. For given a and b, let the two-way prototype table be denoted as A, where Aij ≡
PuiPij , where PuiPij is the rating of rater prototype i on movie prototype j. This
is for the initial calculation of Aij. For the next iterations, Aij is the block mean of
rater group i on the movie group j ignoring missing values as calculated above. If
all scores corresponding to a rater group and a movie group are missing, we must
choose an arbitrary value to use in place of a cell mean. For the movie rating data,
because the rating scores ranges from 1 up to 5, we chose 3 because a score 3 means
the rater does not like or dislike a movie very much. When no data is available for
a rater group’s opinion on a movie group, it seems reasonable to assume the rater
group does not like or dislike the movie group very much.
4. Initial partitions for movies and raters are generated randomly with pre-specified
numbers of groups.
5. Set s = 0. We start with P(s) = P(0) and Q(s) = Q(0).
6. For a row ui′ , which corresponds to rater i
′, for i′ = 1, 2, . . . , I, where I is the
number of raters, find the distance between the prototype Pui and rater i
′ defined
as
d(Pui , ui′) ≡
b∑
j=1
(Aij − u¯i′j)2 · |{l : l ∈ Qj}|, (2.2)
where u¯i′j =
1
|Qj |
∑
l∈Qj
ui′l 6=NA
ui′l. Find the prototype Pu(ui′) such that
Pu(ui′) ≡ argmin
Pui
d(Pui , ui′).
Move ui′ to PPu(ui′ ), i.e., the subset of P including prototype Pu(ui′).
7. Do step 6 for column ij′ , for j
′ = 1, 2, . . . , J , where J is the number of movies, then
we will end up with new partitions P(s+1) and Q(s+1).
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8. Do steps 6 and 7 S times or until the memberships of clusters do not change, i.e.,
the algorithm converges.
2.3 Results
In order to assess the performance of the proposed biclustering algorithm, we firstly
applied it to simulated data. These results will be presented in Section 2.3.1. Then, we
applied the algorithm on a real microarray data set. Then, we compared our biclustering
result with that obtained using the Spectral Biclustering method Kluger et al. (2003),
which, as mentioned in Section 2.1, is a benchmark approach that seeks to generate
biclustering results with a checkerboard structure. The comparison criterion used here
is Mean Squared Error (MSE)
MSE ≡ 1
N
WCSS, (2.3)
where WCSS is defined as in Equation 2.1; N ≡ I · J , where I is the number of rows of
the data matrix and J the number of columns. For data sets of the same dimensions,
this MSE criterion is equivalent with the WCSS criterion. We can see that MSE= 0
for trivial or constant biclusters where each entry forms one bicluster. These trivial
biclusters are usually not very interesting. We will ignore these trivial biclusters by
choosing the number of groups for rows and columns respectively.
2.3.1 Performance on simulated data
Our goal is to compare the biclustering results on simulated data sets with different
levels of missing values, thus, we at first simulate a test case with no missing values and
then create patterns of missingness in principled ways.
Test cases were generated in the following way. We firstly needed to decide the
numbers of prototypes/groups of movies and raters. Suppose we decide to look into a
test case with 5 groups of movies and 5 groups of raters. Thus, the prototype matrix
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is 5 by 5, where the rows correspond to the rater groups and columns to movie groups.
Each entry Aij in the prototype matrix A corresponds to the rating score of rater group
i on movie group j. Then, we will randomly select from {1, 2, 3, 4, 5} as the value for
each cell in the prototype matrix.
Firstly, we tested the performance of the biclustering algorithm with test cases derived
from a fixed prototype matrix. For example, we generated a 5 by 5 prototype matrix
in Table 2.1. Then, based on this prototype matrix, we firstly obtain the data set with
no missing values by expanding the prototype matrix to a 100× 150 data set. We here
assume equal group sizes for the raters and for the movies. That is, if rater i′ ∈ Ti, a
rater group, and movie j′ ∈ Sj, a movie group, then, let Xi′j′ = Aij. Then, we obtained
the data matrix X with no missing values.
Next, we also generated data sets with missing values at 10%, 50% and 90%. Here,
we assume that the probability of a rating score is not missing is proportional to the
score value. This is a reasonable assumption because a movie with a higher rating score
would usually get watched by more people and hence more ratings. Let k be a rating
score in the data set with no missing values, for k = 1, 2, 3, 4, 5. Let Pr(k) ∝ k be the
probability that the score k is not missing in the data set. Then, we could solve for each
total missing percentage, i.e., 10%, 50% and 90%, the values of Pr(k) for k = 1, 2, 3, 4, 5.
We simulated data sets with missing values S = 1000 times. Then, we implemented
our biclustering algorithm on each simulated data set and also on the data set with no
missing values.
In order to compare the biclustering results with the partitions for rows and columns
that actually generated the test case, we used the Rand Index Rand (1971) to measure
the similarity between the “true” clustering and the result of applying our algorithm.
The definition of an RI follows. Given a set of n elements S = {o1, . . . , on} and two
partitions of S to compare, P = {P1, . . . , Pr}, a partition of S into r subsets, and
Q = {Q1, . . . , Qt}, a partition of S into t subsets, define the following:
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1. a = the number of pairs of elements in S that are in the same set in P and in the
same set in Q
2. b = the number of pairs of elements in S that are in different sets in P and in
different sets in Q
3. c = the number of pairs of elements in S that are in the same set in P and in
different sets in Q
4. d = the number of pairs of elements in S that are in different sets in P and in the
same set in Q
Rand Index is defined as RI = a+b
a+b+c+d
. Based on this definition, we can see that
RI ∈ [0, 1], with 0 indicating that the two clusterings do not agree on any pair of points
and 1 indicating that the clusterings are exactly the same.
The summary and histograms of Rand Indices between the true row clusterings and
row clustering results from our biclustering algorithm are shown in Table 2.2 and Fig-
ure 2.2 for data simulated with one common prototype matrix with no missing values
or 10%, 50% and 90% missing values. The results related to the columns are shown in
Table 2.3 and Figure 2.3. We can see that in general, our algorithm has good perfor-
mance because most of the Rand Indices between the true clusterings and our results
are close to 1. It is worth of noticing that the performance of our algorithm seems to
be the best in terms of Rand Index when the missing percentage is 10% or 50%. The
performance of our algorithm seems to be not as good when there were no missing values
in the simulated data. This is because our algorithm is a heuristic approach and hence,
it seeks a local optimum. In our test case construction, it is easy to have prototypes that
are very similar. For example, the first two columns of the prototype matrix in Table 2.1
only differs at the fourth entry. Therefore, in the non-missing case the algorithm easily
converged to a local optimum. In fact, the non-missing cases converged within fewer it-
erations than missing ones did. Similar observations can be found for results obtained by
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implementing our algorithm on data sets simulated with a random prototype matrix at
each run. The results are shown in Table 2.4 and 2.5; Figure 2.4 and 2.5. In addition to
the above observations, we can also see that for all the results shown here, our algorithm
performs the worst when the missing percentage is at its highest, 90%. This is common
for almost all the clustering algorithms and is completely reasonable.
We have seen that our algorithm has good performance on simulated data sets
marginally. That is, the row clustering results and column clustering results well match
the true row and column clusterings respectively. Lastly, in order to see how well our al-
gorithm performs jointly, we computed the percentage of perfect reconstructions, shown
in Table 2.6. We can see that in general our algorithm has good performance in that
starting from totally random initial prototypes, our biclustering results matched the
original two-way grouping perfectly for over 90% of cases when the data sets, with 10%
or 50% missing values, were simulated using a common prototype matrix; over 80% if
simulated using random prototype matrices. Also, as we observed previously for the
algorithm on data marginally, it performs not as well when the simulated data sets have
no missing values.
We observed missing values slowed down the algorithm computationally. In addition,
we found that at 90% missing percentage, the perfect reconstruction rate for data simu-
lated with one common prototype matrix in Table 2.1 was lower than if simulated with
random prototype matrices. As we discussed previously, this is probably because it is
easier for the algorithm to converge to a local optimum when data was simulated using
our chosen prototype matrix in Table 2.1.
2.3.2 Results on a real microarray data set
In order to see the performance of the proposed algorithm on a real data set, we
firstly tried the algorithm on a movie rating data set with 100,000 ratings, in which
94% of data were missing. The data set has 943 raters and 1682 movies. We found the
30
Table 2.1 Example of a Prototype Matrix
1 1 1 4 5
3 3 5 5 2
4 4 3 4 3
3 2 4 4 1
5 5 3 5 1
Table 2.2 RI Summary Table for Clustering Results of Rows for Data Simulated with
One Common Prototype Matrix
Missing Percentage
0% 10% 50% 90%
Min 0.76 0.92 0.92 0.40
1stQ 0.92 1 1 0.98
Median 1 1 1 1
Mean 0.96 1 1 0.96
3rdQ 1 1 1 1
Max 1 1 1 1
Stdev 0.06 0.01 0.004 0.11
Table 2.3 RI Summary Table for Clustering Results of Columns for Data Simulated
with One Common Prototype Matrix
Missing Percentage
0% 10% 50% 90%
Min 0.76 0.86 0.92 0.67
1stQ 0.92 1 1 0.95
Median 1 1 1 0.96
Mean 0.94 1 1 0.95
3rdQ 1 1 1 0.97
Max 1 1 1 0.97
Stdev 0.10 0.02 0.01 0.04
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Figure 2.2 RI Histograms for Row Partitioning for Data Simulated with One Common
Prototype Matrix
Figure 2.3 RI Histograms for Column Partitioning for Data Simulated with One Com-
mon Prototype Matrix
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Table 2.4 RI Summary Table for Clustering Results of Rows for Data Simulated with
Random Prototype Matrices
Missing Percentage
0% 10% 50% 90%
Min 0.19 0.19 0.19 0.19
1stQ 0.92 1 1 0.55
Median 1 1 1 0.92
Mean 0.92 0.96 0.94 0.76
3rdQ 1 1 1 1
Max 1 1 1 1
Stdev 0.17 0.15 0.18 0.30
Table 2.5 RI Summary Table for Clustering Results of Columns for Data Simulated
with Random Prototype Matrices
Missing Percentage
0% 10% 50% 90%
Min 0.19 0.19 0.19 0.19
1stQ 1 1 1 0.79
Median 1 1 1 0.94
Mean 0.94 0.96 0.95 0.86
3rdQ 1 1 1 0.99
Max 1 1 1 1
Stdev 0.15 0.13 0.16 0.17
Table 2.6 Percent of Perfect Reconstructions
Fixed Random
Prototype Prototype
Matrix Matrix
0% missing 61.2% 63.7%
10% missing 94.5% 87.3%
50% missing 98.3% 80.7%
90% missing 0% 12.6%
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Figure 2.4 RI Histograms for Row Partitioning for Data Simulated with Random Pro-
totype Matrices
Figure 2.5 RI Histograms for Column Partitioning for Data Simulated with Random
Prototype Matrices
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algorithm was not fast enough for application on this data set with the high missing
percentage. We then applied it on a real microarray data set that has no missing values.
In Ross et al. (2000), the NCI60 cancer microarray data set was reported. It has 6830
genes and 64 samples. The raw data matrix X is presented in Figure 2.6, where the
rows i index the genes; columns j index the samples; entry Xij indexes the ratio of
ratio of induction/repression such that the magnitude is indicated by the intensity of
the colors displayed. If the color is black, it means the ratio of control to experimental
cDNA is equal to 1. In all cases red indicates an increase in mRNA abundance while
green indicates a decrease in abundance in the experimental sample with respect to the
control.
We implemented both our prototype-based algorithm and the Spectral Biclustering
method on this raw microarray data set. We are aware that there are various data
preprocessing methods available for microarray data biclustering. However, we here
applied our algorithm on this raw data set instead of preprocessing the data first. The
reason is that we would like to illustrate with this example that our proposed algorithm
is applicable to a real data set. The biclustering result from the Spectral Biclustering
method is shown in Figure 2.7 and that from our algorithm in Figure 2.8. That is, the
rows and columns were reordered according to the biclustering results from each method.
We also computed the Mean Squared Error (MSE) for results from both methods. Given
fixed number of groups for genes and number of groups for samples, we observed about
3% decrease in MSE using our method. The number of groups for genes is 100 and that
for samples is 10. We chose these numbers of groups for genes and samples for illustration
purposes here. In future, other numbers of groups can be used. The initial clusters were
obtained using K-means on both genes and samples.
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Figure 2.6 NCI60 Cancer Microarray Data Set Heat Map
Figure 2.7 Results of SVD method Figure 2.8 Results of Our Method
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2.4 Conclusions and Discussion
In this paper, we presented a prototype-based biclustering method. We found that
it has good consistency and performance evaluated using simulated data. Also, it out-
performs the Spectral Biclustering method (which is an SVD-based method and a com-
parable benchmark) in terms of Mean Squared Error criterion.
In addition, the algorithm presented in Section 2.2 can be generalized to accommodate
other analysis purposes. For example, in the analysis of microarray data such as the
NCI60 data set in Section 2.3.2, a distance function commonly used in literature is the
Pearson Correlation Coefficient. We may change the objective function in Equation 2.2
to a Pearson Correlation Coefficient between a prototype and rater/movie.
Another observation about this algorithm is that this algorithm would end up with
empty clusters for some “bad” choices of initial clusters. This phenomenon is similar
with empty clusters possible in K-means algorithm. That is, the algorithm determines
the new membership for movies and raters in the following way. Suppose P(s) and Q(s)
are the current partitions for movies and raters respectively. The new partition Q(s+1)
for raters is determined by firstly finding for each rater, the objective function value in
Equation 2.2 between a rater prototype Pui and the rater. Then, move each rater to
his/her “best” prototype group simultaneously. Then, we get an update for partition
of raters, Q(s+1). Similarly, P(s+1) can be obtained conditional on P(s) and Q(s+1).
Therefore, empty subsets may exist in P(s+1) and Q(s+1). These empty subsets are to be
deleted.
According to this observation, it is important that we choose good initial clusters for
both the rows and columns. We recommend that one could run a one-way clustering
algorithm on both rows and columns as we did for the analysis of microarray data. Then,
we could use the one-way clustering results as initial clusters.
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We have seen in Section 2.2 that here we moved rows or columns all at once. In
future, we could consider a variant of this proposed algorithm such that moves rows or
columns one at a time.
Also, since our proposed algorithm only produces a partition of a two-dimensional
data matrix for given numbers of groups of rows and columns, another possible direction
of this work is to modify our proposed algorithm for a hierarchical variant.
Another comment about this algorithm is that missing values in data can slow down
the algorithm substantially. In fact, the computation time increases roughly linearly as
the missing percentage increases. This is illustrated in Figure 2.9, where the computation
time for S = 1000 runs on test cases with various missing value percentages simulated
with one prototype matrix in Table 2.1 was plotted against the missing value percentage.
One must be cautious when implementing this algorithm if data has a high percentage of
missing values. However, a linearly increasing computation time is still within a practical
range in many cases when the data matrix is not too large. Also, in Section 2.3.1, we have
seen that the proposed approach has very good performance on data with missing values
in terms of correctly reconstruct group membership for simulated data. As computation
power improves, the algorithm presented in this paper has potential on analysis of data
with missing values.
To sum up, the work presented here has shown that the proposed prototype-based
algorithm has good performance on both simulated and real data. If one wants to
bicluster a data matrix possibly with missing values into a checkerboard structure, the
algorithm here is a good option. In particular, if a minimum Mean Squared Error is
the goal to be achieved, the algorithm presented here can outperform a comparable
benchmark approach, the Spectral Biclustering method.
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Figure 2.9 Computer Time versus Missing Value Percentage for S = 1000 Runs on Test
Cases with a Common Prototype Matrix
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CHAPTER 3. A BAYESIAN FRAMEWORK FOR
FITTING BOLTZMANN MACHINES
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Abstract
Deep Learning is a Statistical Learning topic which involves a “deep” network architec-
ture mimicing the information representation structure in human brain. In this paper,
motivated by a hand-written digit classification problem, we proposed a Bayesian frame-
work for fitting Boltzmann machine models. The proposed approach improves on previ-
ous available methods because it provides a principled fitting method using an MCMC
algorithm. We show that the approach presented here provides a reasonably effective
way to extract features from multivariate data for classification.
Keywords. statistical learning, deep learning, Boltzmann machine, feature extraction,
model degeneracy
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3.1 Introduction
Deep Learning is a field in Statistical Machine Learning. It includes methods that
have a “deep” architecture mimicing the information representation structure in human
brain. In the realm of Deep Learning, Convolutional Neural Networks (CNNs) and Deep
Belief Networks (DBNs) are well established (see Arel et al. (2010)). In DBNs, models
consist of several layers of Restricted Boltzmann Machines (RBMs). A RBM is a type
of network structure that has only two layers and only allows inter-layer connections.
(prohibiting intra-layer connections) For example, Figure 3.1 shows a graph illustrating
a RBM, where the blue nodes denote the unobservable/hidden layer; the white nodes
denote the observable layer.
Figure 3.1 A Restricted Boltzmann Machine
Let oi, for i ∈ 1, 2, . . . ,m, be the ith observable part of x, a realization of a Restricted
Boltzmann Machine; let uj, for j ∈ 1, 2, . . . , n, be the jth unobservable/hidden part of x.
We can see that according to the restriction of RBMs, only inter-layer connections are
allowed. Hinton (2002) proposed a by now quite popular estimation method for RBMs,
involving minimizing what is called “contrastive divergence”. However, this approach is
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heuristic and can only train a RBM or stacked RBMs, which exclude connections within a
layer of nodes (or between non-adjacent layers of nodes). In this chapter, we will focus on
developing a principled estimation method for DBNs using a Bayesian framework. Once
we develop a Bayesian framework for this type of problem, we can estimate parameters
in the model using an MCMC algorithm. We obtain the posterior samples through Gibbs
sampling. Also, our proposed approach can accommodate broader variants of Boltzmann
Machine models, e.g., a fully connected Boltzmann Machine that allows every node to
be connected with every other node in the model.
Firstly, we motivate a general version of the model with a hand-written digits data
set. This is a standard example in DBNs. The goal of a hand-written digits recognition
problem is to classify the images of digits 0 up to 9 into a digit class. For each image,
the data available for classification purpose are pixel intensities of the image.
3.1.1 Hand-written digits data
In a typical hand-written digits data set, the rows encode individual hand-written
images; the columns give intensities for a given pixel from the images. The data sets
that we use in this chapter are from the ElemStatLearn package in R. There are two
hand-written digits data sets, of which one is a training set and the other a test set.
The training set contains 7291 observations, each of which is a vector of length 257,
where the first element indicates the digit class that the image belongs to; the rest
elements are the intensities of the pixels of the 16 × 16 image of a hand-written digit,
for which the intensities are real numbers ranging from −1 to 1. A sample of the images
of the digits is shown in Figure 3.2. The frequency table for each digit class is shown in
Table 3.1.
Similarly, the test set has 2007 images. The column variables are in the same order
as in the training set.
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Figure 3.2 Sample of Images of Hand-Written Digits
Table 3.1 Frequency Table for the Data Set by Digit Classes in the Training Set
0 1 2 3 4 5 6 7 8 9
Frequency 1194 1005 731 658 652 556 664 645 542 644
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3.2 A Bayesian Boltzmann Machine Approach
3.2.1 A general version of Bayesian Boltzmann machine model
Now let us focus on solving the digit classification problem using a Boltzmann Ma-
chine Model in a Bayesian framework. Suppose we have K classes of characters that we
would like to classify. In this case, K = 10. Then, in the context of modeling with Boltz-
mann Machines, one assumes that images from a simple digit class k, for k ∈ 1, 2, ...K,
were generated from a common Boltzmann Machine model that shares the same set of
parameters, denoted as θk. (for k ∈ 1, 2, ...K)
Without loss of generality, let us focus on the case of a single digit class that shares the
set of parameters, denoted as θ. Suppose that x1,x2, . . . ,xN are independent Boltzmann
Machine realizations in this digit class with the same set of parameters θ. We will
suppose that some sub-vectors of the xi, for i ∈ 1, 2, . . . , N , oi are observable and let
ui stand for the parts of the xi that are unobserved. In particular, the observable part
in xi, denoted as oi, for i ∈ 1, 2, . . . , N , is actually the observable pixel intensity data
for the ith observation in this digit class. Suppose the number of observable nodes, i.e.,
the number of elements in oi, is no, which is 256 in the hand-written digit data sets
in ElemStatLearn; also suppose the number of unobservable nodes, i.e., the number of
elements in ui, is p1. Further, let p1 +no = p2. Then, xi can be written as xi = (o
′
i,u
′
i)
′ =
(oi1, . . . , oino , ui1, . . . , uip1)
′ = (xi1, xi2, . . . , xip2)
′, for i ∈ 1, 2, . . . , N .
In the context of Boltzmann Machine modeling, the parameter vector θ includes two
types of parameters. One group of parameters are associated with single nodes; the other
group are those that are associated with edges between two nodes. Suppose we denote
the vector of the first type of parameters in θ as α; the second one as β. Because the total
number of nodes is p2, the total number of edges is
(
p2
2
)
, denoted in what follows as p3.
Then, the parameter vector α can be written as α = (α1, α2, . . . , αp2)
′. Similarly, the set
of elements in parameter vector β can be written as {βjl : j < l, ∀j, l ∈ {1, 2, . . . , p2}}.
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Then, the joint density of x1,x2, . . . ,xN can be written as
N∏
i=1
f(xi|α,β) = γ(α,β)−N
N∏
i=1
exp
[
p2∑
j=1
α0jxij +
∑
j<l
βjlxijxil
]
. (3.1)
Now the normalizing constant γ(α,β) involves integration and summation, and is diffi-
cult to compute in practice for problems of interesting size. Thus, we propose a prior for
(α,β) of the form
g(α,β) ∝ γ(α,β)N exp
(
−c
(
p2∑
j=1
α20j +
∑
j<l
β2jl
))
, (3.2)
where c is a tuning parameter for this model. This prior for (α,β) is chosen such
that it cancels out the intractable normalizing constant in the likelihood function when
multiplying the two terms together to produce a form for the posterior distribution.
Then, the joint posterior for α,β and x1,x2, . . . ,xN is proportional to
exp
[
N∑
i=1
(
p2∑
j=1
α0jxij +
∑
j<l
βjlxijxil
)]
exp
[
−c
(
p2∑
j=1
α20j +
∑
j<l
β2jl
)]
, (3.3)
i.e.,
exp
[
−c
p2∑
j
α20j +
p2∑
j
α0j
(
N∑
i
xij
)
− c
∑
j<l
β2jl +
∑
j<l
βjl
(
N∑
i
xijxil
)]
. (3.4)
3.2.2 MCMC algorithm for the general model
It seems that we only have three types of variables, α,β,ui, for i ∈ 1, 2, . . . , N , for
the posterior of the general version of Bayesian Boltzmann Machine model, where ui is
the vector of unobservable latent variables for xi, which is the i
th realization generated
from the Boltzmann Machine corresponding to this digit class. Because in the hand-
written digit data sets, the observable variables are continuous ranging from −1 to 1, we
derive the conditional posterior distribution for oi, the observable nodes for xi, assuming
oij ∈ [−1, 1] ∀ j ∈ 1, 2, . . . , no. But as a matter of convenience, we assume that the hidden
nodes in ui are binary, i.e., uij ∈ {−1, 1} ∀ j ∈ 1, 2, . . . , p1. We assume that hidden nodes
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are binary because we found that even if we assume hidden nodes are continuous, the
posterior samples of the hidden nodes tend to pile up −1 and 1. Then, based on the joint
posterior distribution in Equation 3.4, we here provide a Gibbs sampling algorithm (a
type of Markov Chain Monte Carlo (MCMC) algorithm) in order to get posterior samples
from the joint posterior distribution for the parameters. At every iteration of the MCMC
algorithm, we draw samples conditional on the last iteration and current updates. The
MCMC algorithm that we develop for the general version of the BM model is presented
below.
Firstly, the conditional posterior distribution for α0j, for j = 1, 2, . . . , p2, is
N
 N∑i=1xij
2c
, 1
2c
, where N(a, b) denotes the Normal distribution with mean a and vari-
ance b. Thus conditionally, we update α0j, for j = 1, 2, . . . , p2 by sampling from this
distribution.
Secondly, the conditional posterior distribution for βjl, for all j < l, j, l ∈ {1, . . . , (p2)},
is N
 N∑i=1xijxil
2c
, 1
2c
. Thus, conditionally, we update βjl, for all j < l, j, l ∈ {1, . . . , (p2)},
by sampling from this distribution.
Thirdly, for i = 1, 2, . . . , N and j = 1, . . . , p1, the conditional posterior distribution for
uij, i.e., the hidden nodes, is a Bernoulli distribution with probability p, i.e., Bernoulli(p),
where p = a
1+a
, where
a =
Pr(uij = 1|x\uij,α,β)
Pr(uij = −1|x\uij,α,β) = exp
2
α0j + ∑
l<k;k∈{1,...,p2}
βlkxik
 ,
where x\uij denotes the combined observable and hidden variables in the Boltzmann
Machine without the hidden variable uij; l = j + no, which is the identification number
in xi adjusted for the observable variables.
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Lastly, for i = 1, 2, . . . , N and j = 1, . . . , no, the posterior distribution for xij, i.e.,
oij, the observable nodes, is proportional to
∝ exp

α0j + ∑
k<j;k∈{1,...,p2}
βjkxik
xij
 .
This form of distribution can be sampled by the method of sampling in the Appendix B
for a distribution with a Probability Density Function (pdf) proportional to exp(ax),
where a = α0j +
∑
k 6=j;k∈{1,...,p2}
βjkxik in this context and x = xij. Then, conditionally, we
get a sample for xij, i.e., oij, for i = 1, 2, . . . , N and j = 1, . . . , no, by sampling from this
distribution by inverting the Cumulative Distribution Function (CDF) of xij. See the
Appendix for more details of sampling from this distribution.
If the purpose of the MCMC algorithm is only to obtain posterior samples for α and
β, the last step for sampling an observable node is not needed. If the purpose of the
MCMC algorithm is to simulate a distribution for observable variables, i.e., to simulate
images of hand-written digits based on parameters α and β, the first two steps are not
needed.
Therefore, we could either obtain posterior sample draws for α and β or simulate
images of hand-written digits based on the above conditional posterior distributions,
3.2.3 Restrictions for RBMs
Although the above MCMC algorithm draw samples based on a posterior distribution
of a general version of Boltzmann Machine, it is easy to adapt the above algorithm for
other versions of Boltzmann Machine by putting restrictions on the parameters. For
instance, if we want to get posterior samples from a Restricted Boltzmann Machine
model, we need to make a few restrictions. For the purpose of illustration, we will show
the restrictions for a RBM with one hidden layer. Again let oi be the observable part of
xi; let ui be the unobservable/hidden part of xi. Then, the joint posterior distribution
involves their interaction terms such as βjkoijoik and βlmuiluim, where βjk and βlm need
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to be set to 0 for all j < k, ∀ j, k ∈ 1, 2, . . . , no, where no is the number of observable
nodes, and for all l < m, ∀ l,m ∈ 1, 2, . . . , p1, where p1 is the number of hidden nodes.
3.3 Results
Based on the MCMC algorithm above, we obtained posterior samples of the param-
eters for different variants of the general version of Boltzmann Machine model presented
in Section 3.2. For illustration purposes, we consider three different variants of Boltz-
mann Machine model, that is, we consider a Restricted Boltzmann Machine model with
one hidden layer, a RBM with two hidden layers and a Boltzmann Machine model that
fully connected, i.e., in which every node is connected with every other node.
3.3.1 RBM with one hidden layer
For a RBM with one hidden layer as illustrated in Figure 3.1, we estimated parameters
α and β through the MCMC algorithm presented in Section 3.2 for each digit class
separately based on the hand-written digit data set zip.train. Here, we fitted a model
with 100 hidden nodes in the hidden layer. The number of hidden nodes was arbitrarily
chosen for illustration. If we use notation presented in Section 3.2, we have θ = (α′,β′)′.
Let θi, for i ∈ 0, 1, . . . , 9, denote the parameters corresponding to the training data of
digit i. That is, we trained our parameters on each digit class separately. Then, we
obtained the posterior samples for parameters θi, for i ∈ 0, 1, . . . , 9. Using the posterior
means, denoted as θˆi, for each parameter vector of θi for i ∈ 0, 1, . . . , 9, we computed the
un-normalized log probability scores for each observation in the test data set zip.test
using trained parameters from each digit class. (much as Hinton (2002) did) Let S(x|θ)
be the un-normalized log probability score function. Then, based on Equation 3.1, we
have the following equation for computing the un-normalized scores,
S(x|θˆ) =
N∑
i=1
(
p2∑
j
αˆojxij +
∑
j<l
βˆjxijxil
)
, (3.5)
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where the posterior means for θ were used for computation of the un-normalized scores.
That is, we computed for each observation in the test set zip.test, the un-normalized
scores S(x|θ), for i ∈ 0, 1, . . . , 9.
Because the un-normalized scores can include negative values and have a large mag-
nitude in most cases, we adopted the transformation proposed in Reising et al. (2011),
h(θ) =

ln(θ) for θ ≥ 2
θ(ln(2)/2) for 2 < θ < 2
− ln(|θ|) for θ ≤ −2
(3.6)
The scatter plot for the transformed un-normalized log probability scores for classes 0
and 1 is shown in Figure 3.3. Observations from class 1 were in red; those from class 0
black. We can see that the two classes are separable with some error. For illustration
purposes, only the scatter plot for classes 0 and 1 is shown here. Scatter plots for other
comparisons can be generated in a similar way. All of them look similar with Figure 3.3
in the sense that two classes in consideration are separable with some error, where the
overlap between the two classes may vary from one comparison to another. More plots
from other comparisons will be shown in Section 3.3.3.
3.3.2 RBM with two hidden layers
Similarly with the RBM model with one hidden layer fitted above, we also considered
a RBM model with two hidden layers, where the first hidden layer has 100 nodes and
the second 50 nodes. The scatter plot for the transformed un-normalized log probability
scores for classes 0 and 1 is shown in Figure 3.4. Observations from class 1 were in red;
those from class 0 black. Comparing with results using a RBM model with one hidden
layer shown in Figure 3.3, we can see that similarly as the previous results, the two
classes are separable with some error. However, it seems that the two classes separate
better if using a RBM with two hidden layers. For the same illustration purposes as in
Section 3.3.1, only the scatter plot for classes 0 and 1 is shown here.
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Figure 3.3 Transformed Un-normalized log Probability Scores for Test Images from
Classes 0 and 1 Computed with Parameters of RBMs with One Hidden
Layer Trained on Classes 0 and 1
Figure 3.4 Transformed Un-normalized log Probability Scores for Test Images from
Classes 0 and 1 Computed with Parameters of RBMs with Two Hidden
Layer Trained on Classes 0 and 1
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Next, we simulated images using the MCMC algorithm presented in Section 3.2 based
on trained parameters for each digit class. A sample of the simulated images for class 0
are shown in Figure 3.5. We can see that they look almost identical to each other, i.e.,
there is not enough variability in the simulated images in order to look like real hand-
written images. In particular, they all look like the image produced if we take the mean
of the class 0 images in the training set. The cause of this phenomenon is that the model
we consider in this paper seems to be degenerate according to Schweinberger (2011).
In fact, model degeneracy is closely related to the performance of models used in this
paper. (which are common exponential family models that have been used for quite a
while). We will discuss the model degeneracy issue further in the Section 3.4.
Figure 3.5 Simulated Images for Class 0 Based on a RBM with 2 Hidden Layers
3.3.3 Full BMs
As we mentioned before, in a full Boltzmann Machine model, every node connects
with every other node. Here, we considered a full Boltzmann Machine model with 10
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hidden nodes, which is comparable to a RBM with one hidden layer of 143 hidden
nodes in terms of the number of non-zero entries of θ = (α′,β′)′. The scatter plots
for the transformed un-normalized log probability scores for classes 0 and 1 is shown in
Figure 3.6. The plot on the left is the whole scatter plot; the one on the right shows
the part of the scatter plot that has the most points, with outliers deleted. Observations
from class 1 were in red; those from class 0 black. We can see that the scatter plot looks
similar to the ones that compare classes 0 and 1; two classes are separable with some
error.
Similarly, we present the scatter plots for the transformed un-normalized log proba-
bility scores for classes 7 vs 9 in Figure 3.7; 2 vs 8 in Figure 3.8. We can see that the
two classes in each comparision are separable with some error. However, if we compare
scatter plots in Figure 3.6, Figure 3.7 and Figure 3.8, we can see that classes 0 and 1
separate the best in all three comparisons; 7 and 9 separate the worst in the sense that
the scatter plot in Figure 3.7 has the most “overlap points”; separation between classes
2 and 8 is at the middle level. The high error rate between classes 7 and 9 is well known,
for instance, Hinton (2002) pointed out this fact. Also, it is easy to understand this
because these two digits are similar to each other when people write them.
Next, as in Section 3.3.2, we simulated images using the MCMC algorithm presented
in Section 3.2 based on trained parameters for each digit class. A sample of the simulated
images for class 0 are shown in Figure 3.9. Similar to what we have seen in Section 3.3.2,
the simulated images look almost identical to each other. In fact, we also found that the
simulated images look similar to those shown here even when we adjusted the tuning
parameter c in the model presented in Equation 3.4.
Although the models presented in this paper all have the degeneracy issue, we still
observed that the un-normalized log probability scores seem to be able to provide a
reasonably good separation between classes. Therefore, we treated the un-normalized
log probability scores as “features” for classification purposes. That is, we computed
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Figure 3.6 Transformed Un-normalized log Probability Scores for Test Images from
Classes 0 and 1 Computed with Parameters of Full BMs Trained on Classes
0 and 1
Figure 3.7 Transformed Un-normalized log Probability Scores for Test Images from
Classes 7 and 9 Computed with Parameters of Full BMs Trained on Classes
7 and 9
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Figure 3.8 Transformed Un-normalized log Probability Scores for Test Images from
Classes 2 and 8 Computed with Parameters of Full BMs Trained on Classes
2 and 8
Figure 3.9 Simulated Images for Class 0 Based on a Full BM
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the un-normalized log probability scores for each observation, in both the training set
zip.train and the test set zip.test, under the trained parameters set from each digit
class. Then, we applied the Random Forest method to the feature set based on the
training set. Then, we applied the resulting classification rule to the test set. We
obtained the classification confusion matrix shown in Table 3.2, for the results on the
test set. In contrast, we also applied the Random Forest method to the original data
sets directly. The classification confusion matrix is shown in Table 3.3, for the results
on the test set. We can see that the classification error rate ranges from 2% to 10% for
various digit classes based on Random Forest results on the original data with 256 pixel
intensity feature variables. Also, the classification error rates are around twice those
for Random Forest results based on the un-normalized log probability scores. In fact,
pooling all observations from all the classes together, we have that the Random Forest
on the original data gives a 94.2% correct classification rate, while the rate is 87.6%
employing only the 10 un-normalized log probability scores features. That is, Random
Forest classification gave more prediction errors on the test set when using the only
the un-normalized log probability scores as features in place of the 256-dimensional raw
data. However, we can still see that the feature extraction through the un-normalized
log probability scores is reasonably effective.
3.4 Conclusions and Discussion
Motivated by the hand-written digits classification problem, the work presented in
this paper focuses on developing a Bayesian framework for Boltzmann Machine mod-
els and thus a principled estimation method. In contrast, previous literature such as
Hinton (2002) developed only an ad-hoc fitting method. Moreover, our approach can
accommodate Boltzmann Machine models with an arbitrary connection structure. In
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Table 3.2 Confusion Matrix for Test Set Results Based on Random Forest Classification
for Un-normalized Log Probability Scores
Predicted Class
0 1 2 3 4 5 6 7 8 9 Class Error
Actual Class
0 345 0 2 1 2 1 8 0 0 0 0.039
1 1 249 0 1 4 1 6 0 0 2 0.057
2 6 0 169 5 8 2 1 2 5 0 0.15
3 5 0 6 131 0 17 0 1 5 1 0.21
4 1 1 6 0 170 1 4 1 3 13 0.15
5 9 0 0 8 3 134 1 0 3 2 0.16
6 7 1 4 0 5 4 148 0 1 0 0.13
7 1 0 2 0 7 0 0 124 3 10 0.16
8 5 0 1 8 3 6 0 1 139 3 0.16
9 0 3 0 1 11 1 0 8 4 149 0.16
Table 3.3 Confusion Matrix for Test Set Results Based on Random Forest Classification
for Original Data
Predicted Class
0 1 2 3 4 5 6 7 8 9 Class Error
Actual Class
0 353 0 2 0 2 0 1 0 0 1 0.017
1 0 255 0 0 4 0 4 1 0 0 0.034
2 2 0 182 4 2 1 1 1 5 0 0.081
3 0 0 4 150 0 11 0 0 1 0 0.096
4 0 2 4 0 190 0 2 0 0 2 0.05
5 3 0 0 5 1 147 0 0 1 3 0.081
6 0 0 3 0 3 3 159 0 2 0 0.065
7 0 0 2 0 6 0 0 137 1 1 0.068
8 3 0 2 4 1 3 0 0 149 4 0.10
9 0 2 0 0 4 0 0 0 3 168 0.051
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contrast, the ad hoc approach in Hinton (2002) can only handle models with layered
structures.
However, as we mentioned previously in the Section 3.3, according to Schwein-
berger (2011), the type of models presented here (which have been widely used in
decades) have a serious defect, that is, they tend to put on most of their probability
mass on modes. Indeed, we observed this unfavorable property by seeing that simulated
hand-written digit images, such as those shown in Figure 3.5, basically show no variation
from one simulation to another. Also, they all look similar with the image produced if we
take the mean of all available data. Tuning the fitting method would not help because
of this model degeneracy issue.
Nonetheless, BMs still captured a part of features in the data. We have seen that
although classification using un-normalized log probability scores alone as features is
not as good as using the whole data vector, the prediction in this case still has a high
level of correctness. And also, we here only considered the Random Forest method for
classification. It is possible that these features will perform better paired with other
classification methods, such as Support Vector Machines and Boosting, to name a few.
In fact, it is a good future direction to study the performance of these features with these
other classifier methods.
It is also interesting to observe here that the un-normalized probability scores for
a RBM either with one hidden layer or two hidden layers are all positive and have no
outliers. In contrast, a full BM can have negative values with some outliers. This may
still be explained by the instability characteristic of the model presented in Equation 3.4
according to Schweinberger (2011). Models taking this form are called “2-star” models in
Schweinberger (2011), where a 2-star model includes stable sufficient statistic
∑
i
∑
j xij
and unstable sufficient statistic
∑
i
∑
j<l xijxil. It is the unstable statistic that causes
the instability and model degeneracy problem. Apparently, a full BM has more unstable
statistic terms (which are actually the interaction terms) in proportion compared with
57
a RBM with the same number of parameters in θ. It seems that based on the empirical
results we have here, we could conclude that a discrete exponential model, such as the
one presented in Equation 3.4, is more unstable in performance if it has more unstable
sufficient statistic terms, holding the total number of parameters constant. This might
be an interesting direction for future study.
In order to improve the prediction, we could also consider model averaging. That is,
we could take a weighted average of the un-normalized log probability scores based on
different models, such as models with different number of hidden nodes and connecting
structures. Hinton (2002) reported model averaging in this way to be effective.
To sum up, the approach outlined here provides a reasonably effective way to extract
features from multivariate data for classification. It also surpasses the previous available
method in terms of fitting because it provides a principled fitting method for Boltzmann
Machine models.
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APPENDIX A. DU-PROCESS
Here we describe a construction due to Du (2014). For partition P = {SP1 , SP2 , . . . , SPkP},
a one-step Markov transition to a new partition Q = {SQ1 , SQ2 , . . . , SQkQ} (where kQ is of
necessity one of kQ − 1, kQ or kQ + 1) is made as follows.
1. Pick an index from the index set I = {1, 2, . . . , N} at random, call this index i0.
2. Find the element of P to which i0 belongs, call this set SPk0 .
3. If SPk0 is a singleton, move index i0 to one of the sets S
P
k for k 6= k0 chosen at
random with equal probabilities (kP − 1)−1 to create the new partition.
4. If SPk0 is not a singleton, move index i0 to one of the sets S
P
k for k 6= k0 or to a new
singleton set {i0}, where the choice is made at random with equal probabilities
(kP)−1 to create the new partition.
It is remarkable that this simple prescription produces an irreducible, aperiodic, positive
recurrent Markov Chain (on the space of partitions).
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APPENDIX B. SAMPLING FROM A DISTRIBUTION
PROPORTIONAL TO EXPONENTIAL FUNCTION BY
INVERTING A CDF
Suppose a random variable X has a Probability Density Function (pdf) proportional
to exp(ax), that is,
fX(x) = k exp(ax), x ∈ [−1, 1], k > 0,
where fX(x) is the pdf of X. Then, the Cumulative Density Function (cdf) is
FX(x) =
∫ x
−1
fX(t)dt
=
∫ x
−1
k exp(at)dt
= k
∫ x
−1
exp(at)dt
= k
1
a
exp(at)|x−1
= k
1
a
[exp(ax)− exp(−a)].
We also know that FX(1) = 1, that is
k
1
a
[exp(a)− exp(−a)] = 1.
Thus, k = a
exp(a)−exp(−a) . Further, as is well known, the cdf FX(x) is a Standard Uniform
random variable. Suppose y is a sample from the Standard Uniform distribution, then,
we could get a sample x from the distribution of X by solving the following equation,
y = k
1
a
[exp(ax)− exp(−a)] = 1
exp(a)− exp(−a) [exp(ax)− exp(−a)].
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Then, we get x = 1
a
log (y(exp(a)− exp(−a)) + exp(−a)), which is the solution we could
use for sampling from the distribution of a random variable X, of which the pdf is
proportional to exp(ax) on [−1, 1].
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