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INTRODUCCIO´N
El presente trabajo se enmarca en hacer uso de la te´cnica de programacio´n de
sistemas inmunes artificiales y de las leyes de control o´ptimo cuadra´tico para controlar
el funcionamiento de dos sistemas, puente gru´a y pe´ndulo invertido, mediante la
implementacio´n de estrategias de tipo iterativo que permitan manipular la cantidad de
variables del sistema que se desean controlar y que arrojen soluciones sin necesidad de
recurrir a la sintonizacio´n por ensayo y error, cumpliendo a la vez con determinados
criterios de disen˜o impuestos. Este proyecto se presenta como un ejercicio acade´mico
que permite afianzar los conocimientos adquiridos en las a´reas de sistemas de control y
programacio´n, a la vez que juega el papel de demostracio´n y ejemplificacio´n de varias
nociones de las teor´ıas de modelado de sistemas dina´micos y control o´ptimo.
En el cap´ıtulo uno se desarrolla el modelado matema´tico de ambas plantas,
demostrando que esencialmente estas constituyen un mismo sistema linealizado en
diferentes puntos de operacio´n y demostrando el postulado de que un modelo lineal es
aplicable a un sistema no lineal solo cuando funciona bajo determinadas condiciones.
Se hace uso de una te´cnica de programacio´n adicional, la parametrizacio´n estructurada,
para implementar una actualizacio´n de los modelos lineales obtenidos.
En el cap´ıtulo dos se presenta alguna teor´ıa de control o´ptimo cuadra´tico encontrada
en la literatura, donde se demuestra anal´ıticamente co´mo un vector de ganancias de
un controlador puede ser calculado mediante esta te´cnica haciendo uso de las matrices
Q y R. Tambie´n se presenta teor´ıa acerca de las funciones de costo.
En el cap´ıtulo tres se ilustran los or´ıgenes y aspectos notables de la te´cnica
de programacio´n de sistemas inmunes artificiales, desde la descripcio´n general del
funcionamiento del sistema inmune biolo´gico en vertebrados, pasando por los tipos
de sistemas inmunes artificiales que han implementado diversos investigadores (que
son recreaciones de procesos aislados del funcionamiento global del sistema inmune
biolo´gico), la hibridacio´n con otras te´cnicas, hasta llegar a la descripcio´n del algoritmo
CLONALG, en el cual se basan las estrategias propuestas en este proyecto y la
presentacio´n de dichas estrategias.
Finalmente, en el cap´ıtulo cuatro se exponen los resultados obtenidos tanto en
entorno de simulacio´n como en ensayos realizados sobre un prototipo f´ısico que cubre
los dos sistemas a controlar, compara´ndolos con resultados obtenidos a partir de otras
te´cnicas de control o´ptimo y cla´sico, como son los algoritmos gene´ticos y el PID,
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respectivamente.
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JUSTIFICACIO´N
El objetivo fundamental y problema ba´sico de la ingenier´ıa de control es regular
el funcionamiento de los sistemas de una forma predeterminada, o como se afirma en
el texto Teor´ıa de Control: “determinar una entrada u = [u1 u2 ... um]
t de modo que
imparta sobre la salida c = [c1 c2 ... cp]
t cierto comportamiento deseado”. (Cita textual
de [1], p. 3 y 4). Con este fin se han desarrollado me´todos matema´ticos e informa´ticos
que permiten calcular los para´metros de los controladores, dispositivos que en u´ltimas
son los responsables de llevar el sistema a las condiciones requeridas y mantenerlo
trabajando dentro de ellas.
Sin embargo, los controladores calculados por reubicacio´n de polos simple, si bien
cumplen su objetivo de regular el comportamiento del sistema de forma aceptable, no
necesariamente obedecen a la maximizacio´n o minimizacio´n de criterios de eficiencia,
como un determinado tiempo de establecimiento de la sen˜al o una cantidad mı´nima de
sobrepasos en la misma. Particularmente en sistemas multivariables existen infinitas
combinaciones de para´metros (ganancias) de controlador mediante los cuales se puede
reubicar el mismo conjunto de polos de un sistema en lazo cerrado, lo que hace dif´ıcil
para el ingeniero de control saber cua´l de estas combinaciones es la ma´s adecuada,
no solo para inducir en el sistema el comportamiento deseado (teniendo en cuenta
las limitaciones del mismo, por ejemplo, el valor ma´ximo que pueda tener la sen˜al de
control segu´n las especificaciones de la fuente de poder), sino tambie´n para satisfacer
los mencionados criterios de eficiencia. Las te´cnicas cla´sicas de reubicacio´n de polos no
proporcionan una respuesta a estas inquietudes.[2]
Dado lo anterior, se deben implementar me´todos de optimizacio´n para dichos
controladores, pues a trave´s de ellos se obtiene la combinacio´n de para´metros ma´s
ido´nea para atender las condiciones de disen˜o de cada planta. Esta optimizacio´n se
puede realizar a trave´s del uso de te´cnicas metaheur´ısticas de programacio´n, como
lo son los sistemas inmunes artificiales, te´cnica que resulta u´til en sintonizacio´n de
diversos tipos de controlador (PID, LQR y otras te´cnicas).[3]
Por otro lado, los sistemas de control se presentan dentro del programa de
Ingenier´ıa Mecatro´nica como una importante l´ınea de aprendizaje, por lo que desarrollos
conducentes a la profundizacio´n en dicha l´ınea se presentan como una opcio´n viable y
significativa dentro de la realizacio´n de proyectos para el programa. La sintonizacio´n
de controladores o´ptimos para sistemas multivariables reales puede considerarse una
profundizacio´n del conocimiento adquirido en las asignaturas de sistemas de control,
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pues su contenido concluye con el manejo de controladores o´ptimos para sistemas reales
de tipo SISO.
xii
OBJETIVOS
OBJETIVO GENERAL
Disen˜ar un me´todo de sintonizacio´n de controlador o´ptimo multivariable mediante
el uso de la te´cnica metaheur´ıstica de sistemas inmunes.
OBJETIVOS ESPECI´FICOS
Sintonizar un controlador o´ptimo cuadra´tico cla´sico para sistemas multivariables.
Seleccionar la combinacio´n ma´s adecuada de matrices de peso para funciones de
costo de sistemas multivariables, segu´n unas condiciones de disen˜o previamente
establecidas.
Recalcular y acoplar a sistemas reales el controlador o´ptimo cuadra´tico
multivariable, con la combinacio´n ideal de matrices de peso encontrada, con el
fin de verificar su funcionamiento.
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MARCO DE REFERENCIA
MARCO HISTO´RICO
Control o´ptimo
El trabajo con sistemas multivariables fue la razo´n principal por la cual el trabajo
con la teor´ıa de control cla´sica perdio´ fuerza, pues esta se hab´ıa impulsado por el
desarrollo con sistemas SISO. Alrededor de 1960, el desarrollo creciente en el campo
de la computacio´n hizo posible el ana´lisis en el dominio del tiempo de sistemas mucho
ma´s complejos, en lo cual se basa la teor´ıa de control moderna (adema´s de basarse en
el estudio de los sistemas mediante variables de estado).
Desde esta e´poca y hasta los an˜os ochenta se investigo´ rigurosamente sobre las
te´cnicas de control o´ptimo y control adaptativo, lo cual simplifico´ el disen˜o de los
sistemas de control al basarse en un modelo real de la planta a controlar. No obstante,
la estabilidad del sistema finalmente depend´ıa del error presentado entre el sistema real
y su modelo, por lo que a partir de all´ı (de´cadas del 1980 y 1990), se ahondo´ en la
investigacio´n de la teor´ıa del control robusto, en donde se definen primero los l´ımites
admisibles para el error y se cin˜e el disen˜o del controlador al cumplimiento de esta
caracter´ıstica.[4]
Sistemas inmunes artificiales
El desarrollo de algoritmos inspirados en sistemas inmunes bajo la te´cnica de
seleccio´n clonal (que es la que tratara´ el presente trabajo) esta´ basado en la teor´ıa del
mismo nombre, propuesta por el bio´logo australiano Frank MacFarlane Burnet en 1959,
la cual afirma que ante la presencia de determinado ant´ıgeno en un organismo, solo
los linfocitos afines a e´l se activara´n y reproducira´n en gran cantidad por mecanismos
asexuales (clonacio´n); la nueva generacio´n de linfocitos tendra´ una afinidad un poco
ma´s alta con el ant´ıgeno que la anterior (proceso conocido como affinity maturation).
Este ciclo reproductivo continuara´ hasta producir los anticuerpos que tengan ma´xima
afinidad con el ant´ıgeno invasor en cuestio´n, neutralizando los clones que no sean
necesarios.[5]
Los algoritmos de sistemas inmunes artificiales han sido utilizados en aplicaciones
como seguridad informa´tica, optimizacio´n computacional y reconocimiento de patrones,
entre otras. Los autores Leandro de Castro y Fernando Von Zuben desarrollaron
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CLONALG, el algoritmo basado en la teor´ıa de seleccio´n clonal ma´s ampliamente
utilizado y que ha sido disen˜ado en primera instancia, como bien afirman sus autores
en [6], “para implementarse en aprendizaje de ma´quina y reconocimiento de patrones y
luego adaptado para resolver problemas de optimizacio´n, enfatizando en optimizacio´n
multimodal y combinatoria”. (Cita textual de [6], p.1).
Otros investigadores destacados en la materia, utilizando tanto la teor´ıa de seleccio´n
clonal como otras teor´ıas sobre el sistema inmune biolo´gico, son Dipankar Dasgupta
(arquitectura multiagente para simular el comportamiento global del sistema inmune,
1999), Stephanie Forrest (modelo de seleccio´n negativa, 1994), Celada y Seiden
(auto´matas celulares, 1992), entre otros.[7]
MARCO CONTEXTUAL
El presente trabajo sera´ desarrollado en el departamento de Risaralda, en la ciudad
de Pereira, en la Universidad Tecnolo´gica de Pereira, en la Facultad de Ingenier´ıa
Ele´ctrica, en el Laboratorio de Investigacio´n en Control Automa´tico.
MARCO TEO´RICO-CONCEPTUAL
Ca´lculo de las ganancias de realimentacio´n del controlador o´ptimo
La sen˜al de control se calcula mediante la ecuacio´n
u(t) = −Gx(t) +Hr(t) (1)
donde G y H son las ganancias de realimentacio´n del controlador, x(t) es el vector de
estados del sistema y r(t) es la sen˜al de referencia.
La funcio´n de costo esta´ dada por
V =
∫ T
t
[x′(τ)Q(τ)x(τ) + u′(τ)R(τ)u(τ)] dτ (2)
donde Q y R son las matrices de peso (x y u corresponden a las denominaciones de la
ecuacio´n anterior).
Si se tiene en cuenta el tiempo de establecimiento como una restriccio´n de disen˜o en
un proceso con un tiempo de duracio´n finito, la funcio´n de costo se calcula mediante
V =
∫ T
t
[x′(τ)Qx(τ) + u′(τ)Ru(τ)] dτ + x′(T )Zx′(T ) (3)
donde la forma cuadra´tica adicional x′(T )Zx′(T ) corresponde a una penalizacio´n del
tiempo de establecimiento.
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Algoritmo de sistema inmune artificial
La te´cnica metaheur´ıstica de programacio´n a implementar en el presente trabajo
se basara´ en el algoritmo de seleccio´n clonal CLONALG, mencionado previamente.
Se pretende generar aleatoriamente una primera poblacio´n (matriz) de anticuerpos y
crear un ciclo continuo en el cual, en cada iteracio´n, se evalu´e cada anticuerpo y se
reproduzcan solo aquellos con la mayor afinidad antige´nica; las mutaciones producidas
generara´n cada vez anticuerpos con mayor afinidad que sus antecesores.
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1. MODELADO MATEMA´TICO DE LA PLANTA
1.1. BREVE DESCRIPCIO´N DE LOS PROBLEMAS DE
CONTROL
En el presente trabajo se dara´ tratamiento a dos problemas de control que pueden
abordarse a partir del mismo prototipo f´ısico, anteriormente descrito.
1.1.1. Puente gru´a
El problema de control del puente gru´a comprende el movimiento de un carro en
un solo eje, en este caso el eje horizontal del plano cartesiano, que tiene unido a s´ı un
pe´ndulo (una barra y una masa). El objetivo de control en este caso es poder establecer
en que´ punto del eje horizontal debe estar ubicado el centro del carro. Naturalmente,
el pe´ndulo seguira´ el movimiento del carro, pero su propio movimiento debe cesar
(idealmente) en el instante en que el carro alcance su posicio´n final. En realidad, el
pe´ndulo tendera´ a balancearse dada su inercia rotacional, pero la sen˜al de control
aplicada al sistema debe ejercer un efecto de regulacio´n sobre la variable de posicio´n
angular, es decir, forzar el pe´ndulo a su posicio´n cero (la masa colgando hacia abajo).
Este problema de control puede observarse en la pra´ctica en sistemas como las gru´as
de carga de los puertos.
1.1.2. Pe´ndulo invertido
El pe´ndulo invertido es, en esencia, matema´ticamente igual al puente gru´a. La
diferencia radica en la posicio´n en la que debe estar el pe´ndulo del sistema: la barra
perfectamente vertical y la carga hacia arriba, es decir, 180◦ de diferencia con respecto
de su posicio´n en el puente gru´a. Por lo tanto, lo fundamental en este caso es procurar
que el pe´ndulo mantenga esta posicio´n, o que al menos su a´ngulo con respecto de la
vertical no salga de una determinada zona de tolerancia (p. ej. ±10◦), con el fin de no
permitir la ca´ıda del mismo.
Es importante mencionar que para que la planta f´ısica funcione en su modalidad
de pe´ndulo invertido, el algoritmo de control debe ser capaz de llevar el pe´ndulo a su
posicio´n vertical con la carga arriba, ya que el estado de reposo involucra la carga
abajo. La accio´n de control resultante de los algoritmos desarrollados en el presente
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trabajo no pretende realizar el trabajo de balancear el sistema hasta lograr la posicio´n
deseada de la barra, sino mantenerla regulada una vez alcance dicho estado.
1.2. INFORMACIO´N GENERAL DEL PROTOTIPO
FI´SICO
1.2.1. Informacio´n general
En la figura 1.1 se observa una fotograf´ıa del prototipo f´ısico con el cual se
realizara´n las pruebas de laboratorio sobre sistema real concernientes a este proyecto.
En la figura 1.2 se muestra una representacio´n esquema´tica del funcionamiento de
dicho sistema.
Figura 1.1: Fotograf´ıa del prototipo f´ısico del sistema (tomado de
www.feedback-instruments.com).
Figura 1.2: Representacio´n esquema´tica del sistema.
Fundamentalmente, el modelo a escala presentado se compone de una barra con
ruedas aseguradas en sus extremos, a manera de carro, la cual es movilizada mediante
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un motor DC y una banda dentada. A su vez, el carro sostiene una barra meta´lica de
uno de sus extremos; dicha barra tiene una pequen˜a masa del mismo material en su
otro extremo, actuando a manera de pe´ndulo. El movimiento del carro esta´ guiado
por el riel de un metro de largo (0.5 m de carrera a cada lado, teniendo como cero la
mitad) sobre el cual esta´ montado y es cortado en ambos extremos de dicho riel por
un par de sensores de tipo final de carrera.
Este sistema hace uso de encoders o´pticos incrementales a modo de sensores de
posicio´n para el carro y el pe´ndulo. La lectura se realiza por medio de dos haces de
luz, emitidos desde dos fuentes distintas (A y B) hacia un disco perforado. Las ranuras
en este disco forman dos circunferencias de distinto radio y esta´n desfasadas en una
con respecto de la otra, de modo que las sen˜ales ele´ctricas generadas por los receptores
A y B son ondas rectangulares con diferencia de fase. El signo de dicha diferencia
permite establecer la direccio´n en la que se mueve el carro. El esquema de este proceso
es descrito por la figura 1.3.
Figura 1.3: Medicio´n de posicio´n en el prototipo f´ısico.
La sen˜al de control es enviada desde un computador hacia el conversor D/A del
sistema f´ısico y de all´ı al amplificador que posee el motor DC que moviliza el carro.
Toda la interfaz que incluye el conversor y el amplificador de sen˜ales se encuentra
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embebida en el bloque de control del prototipo. En la parte externa de dicho bloque
hay un interruptor para la alimentacio´n ele´ctrica y otro para cortar el funcionamiento
del motor DC.
1.2.2. Para´metros f´ısicos entregados por el fabricante
Los para´metros encontrados en la tabla 1.1 son los correspondientes a las
magnitudes f´ısicas del modelo que se deben tener en consideracio´n a la hora de
modelarlo matema´ticamente.
Nombre Descripcio´n Unidad
l Distancia del eje de rotacio´n al centro de
masa del sistema
0.3434 [m]
fc Coeficiente de friccio´n del carro 0.05 [Ns/m]
fp Coeficiente de friccio´n rotacional 0.007 [Nms/rad]
J Momento de inercia del pe´ndulo con
respecto al eje de rotacio´n
0.0136 [kgm2]
g Gravedad 9.81 [m/s2]
mc Masa del carro 1.12 [kg]
ml Masa de la carga 0.11 [kg]
Tabla 1.1: Para´metros f´ısicos del prototipo segu´n manual del usuario.
1.2.3. Para´metros f´ısicos ajustados por medicio´n
Los autores de [9] realizaron mediciones sobre el prototipo f´ısico usado en este
proyecto, encontrando que el valor de algunas magnitudes difer´ıa de lo sen˜alado en el
manual, en el momento en el que ellos desarrollaban su trabajo. En la tabla 1.2 se
presentan los valores ajustados de los para´metros empleados en el modelo matema´tico
de la planta, segu´n las mediciones mencionadas.
1.3. MODELO NO LINEAL
El siguiente modelo describe de forma muy aproximada la dina´mica de ambos
sistemas (puente gru´a y pe´ndulo invertido) mediante ecuaciones diferenciales. Estas
ecuaciones se obtienen mediante la aplicacio´n de las leyes f´ısicas que recaen sobre los
sistemas reales. Para estos casos, se hara´ uso de la Segunda Ley de Newton en el ana´lisis
del diagrama de cuerpo libre, representado en la figura 1.4, el cual se descompone
en diagrama de cuerpo libre del carro (1.5) y diagrama de cuerpo libre del pe´ndulo (1.6).
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Nombre Descripcio´n Unidad
l Distancia del eje de rotacio´n al centro de
masa del sistema
0.3434 [m]
fc Coeficiente de friccio´n del carro 0.67 [Ns/m]
fp Coeficiente de friccio´n rotacional 0.0000093
[Nms/rad]
J Momento de inercia del pe´ndulo con
respecto al eje de rotacio´n
0.00001 [kgm2]
g Gravedad 9.81 [m/s2]
mc Masa del carro 0.84385 [kg]
ml Masa de la carga 0.013 [kg]
Tabla 1.2: Para´metros f´ısicos ajustados.
Figura 1.4: Diagrama de cuerpo libre de todo el sistema.
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Es muy importante aclarar que se presenta un solo modelo no lineal dada la
similitud de ambos problemas de control. La diferencia se evidenciara´ a la hora de
realizar la linealizacio´n, pues esta debe hacerse en diferentes puntos de operacio´n para
cada caso, resultando en modelos lineales distintos.
Figura 1.5: Diagrama de cuerpo libre del carro.
Realizando suma de fuerzas en el eje x en el carro (
∑
Fx = ma), tomando como
referencia que las fuerzas que van hacia la derecha son de signo positivo, se obtiene la
ecuacio´n (1.1). No´tese que el carro solo tiene movimiento en este eje, por lo que es la
u´nica suma de fuerzas realizada sobre e´l.
U(t)− Fr −H = mcx¨ (1.1)
donde Fr es la friccio´n del carro con respecto de su superficie de desplazamiento:
Fr = fcx˙.
Realizando suma de fuerzas en el eje x en la carga (
∑
Fx = ma), tomando como
referencia que las fuerzas que van hacia la derecha son de signo positivo, se obtiene la
ecuacio´n (1.2).
H = ml
d2
dt2
(x− l sen θ) (1.2)
Realizando suma de fuerzas en el eje y en la carga (
∑
Fy = ma), tomando como
referencia que las fuerzas que van hacia arriba son de signo positivo, se obtiene la
ecuacio´n (1.3).
V −mlg = ml d
2
dt2
(l cos θ) (1.3)
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Figura 1.6: Diagrama de cuerpo libre de la carga.
Desarrollando las derivadas se obtienen las expresiones consignadas en (1.4)
d2
dt2
(x− l sen θ) = x¨− lθ¨ cos θ + lθ˙2 sen θ (1.4)
d2
dt2
(l cos θ) = −lθ¨ sen θ − lθ˙2 cos θ
Realizando suma de momentos en el centro de masa de la carga (
∑
M = Jθ¨) se
obtiene la ecuacio´n (1.5).
Jθ¨ +Dp −Hl cos θ + V l sen θ = 0 (1.5)
donde Dp es la friccio´n rotacional: Dp = fpθ˙.
Se despeja H de las ecuaciones (1.1) y (1.2) y se igualan para obtener la ecuacio´n
(1.6).
U(t)− fcx˙ = (mc +ml)x¨+mll(θ˙2 sen θ − θ¨ cos θ) (1.6)
Despejando H de la ecuacio´n (1.2) y V de la ecuacio´n (1.3) y reemplazando en la
ecuacio´n (1.5), se obtiene la ecuacio´n (1.7).
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Jθ¨ + fpθ˙ −mll cos θ(x¨− lθ¨ cos θ + θ˙2l sen θ) + l sen θ[mlg +mll(θ¨ sen θ + θ˙2 cos θ)] = 0
(1.7)
Las ecuaciones (1.6) y (1.7) describen el modelo del sistema. Se evidencian varias no
linealidades en ellas, tales como variables cuadra´ticas y multiplicaciones entre variables.
Dado que los algoritmos de control desarrollados involucran el uso de la te´cnica de
control lineal cuadra´tico (LQR), es necesario linealizar estas ecuaciones alrededor de los
respectivos puntos de operacio´n que corresponden al puente gru´a y al pe´ndulo invertido.
1.4. MODELOS LINEALIZADOS
El modelo descrito en las ecuaciones (1.6) y (1.7) puede linealizarse reemplazando
los valores nume´ricos correspondientes a las variables que aparecen multiplicadas
(para´metros ajustados, consignados en la tabla 1.2) y, au´n ma´s notable, reemplazando
los te´rminos sen θ y cos θ por el primer te´rmino que se obtiene en las series de Taylor
de estas funciones, segu´n sea el punto de operacio´n alrededor del cual se linealiza.
1.4.1. Modelo lineal de puente gru´a
En este caso el modelo debe linealizarse alrededor del punto de operacio´n θ = 0,
por lo que los te´rminos sen θ y cos θ se reemplazan por los primeros te´rminos de la
serie de McLaurin (serie de Taylor centrada en cero) correspondiente para cada funcio´n.
Bajo la suposicio´n de que el a´ngulo permanecera´ siempre cercano a cero, que es de lo
que se trata la regulacio´n de esta variable, se consideran las aproximaciones presentadas
en (1.8).
sen θ ≈ θ (1.8)
cos θ ≈ 1
θ˙2 ≈ 0
Las ecuaciones lineales para el modelo de puente gru´a corresponden entonces a (1.9)
y (1.10).
U(t)− fcx˙ = (mc +ml)x¨−mllθ¨ (1.9)
Jθ¨ + fpθ˙ −mllx¨+mll2θ¨ +mllgθ = 0 (1.10)
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Despejando x¨ de (1.9) se obtiene la ecuacio´n (1.11).
x¨ =
1
mc +ml
U(t)− fc
mc +ml
x˙+
mll
mc +ml
θ¨ (1.11)
Despejando θ¨ de (1.10) se obtiene la ecuacio´n (1.12).
θ¨ =
mll
J +mll2
x¨− mllg
J +mll2
θ − fp
J +mll2
θ˙ (1.12)
Con el fin de simplificar la escritura de las ecuaciones (1.11) y (1.12), se reemplazan
los te´rminos de valor constante como se indica en (1.13).
a =
1
mc +ml
(1.13)
b =
fc
mc +ml
c =
mll
mc +ml
d =
mll
J +mll2
e =
mllg
J +mll2
f =
fp
J +mll2
(1.14)
Reescribiendo las ecuaciones (1.11) y (1.12) con las constantes de (1.13) se obtienen
las ecuaciones (1.15) y (1.16).
x¨ = aU(t)− bx˙+ cθ¨ (1.15)
θ¨ = dx¨− eθ − f θ˙ (1.16)
Reemplazando (1.16) en (1.15) y viceversa, se obtienen respectivamente las
ecuaciones (1.17) y (1.18).
x¨ =
a
1− cdU(t)−
b
1− cdx˙−
cf
1− cdθ˙ −
ce
1− cdθ (1.17)
θ¨ =
ad
1− cdU(t)−
bd
1− cdx˙−
f
1− cdθ˙ −
e
1− cdθ (1.18)
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1.4.2. Modelo lineal de pe´ndulo invertido
El punto de operacio´n para este modelo es θ = pi. En este caso se empleo´ el me´todo
general para linealizacio´n de sistemas multivariables descrito en [10] (pa´gina 41), el
cual tambie´n se basa en expansio´n en series de Taylor de la ecuacio´n de estado no
lineal, despreciando las derivadas de orden superior.
Las ecuaciones lineales para el modelo de pe´ndulo invertido corresponden entonces
a (1.19) y (1.20).
U(t)− fcx˙ = (mc +ml)x¨+mllθ¨ (1.19)
Jθ¨ + fp ˙theta+mllx¨−mllgθ +mll2θ¨ = 0 (1.20)
Despejando x¨ de (1.19) se obtiene la ecuacio´n (1.21).
x¨ =
1
mc +ml
U(t)− fc
mc +ml
x˙− mll
mc +ml
θ¨ (1.21)
Despejando θ¨ de (1.20) se obtiene la ecuacio´n (1.22).
θ¨ = − fp
J +mll2
θ˙ +
mllg
J +mll2
θ − mll
J +mll2
x¨ (1.22)
Con el fin de simplificar la escritura de (1.21) y (1.22), se reemplazan sus te´rminos
constantes por los mismos presentados en (1.13), obteniendo las ecuaciones (1.23) y
(1.24).
x¨ = aU(t)− bx˙− cθ¨ (1.23)
θ¨ = −dx¨+ eθ − f θ˙ (1.24)
Reemplazando (1.24) en (1.23) y viceversa, se obtienen respectivamente las
ecuaciones (1.25) y (1.26).
x¨ =
a
1− cdU(t)−
b
1− cdx˙+
cf
1− cdθ˙ −
ce
1− cdθ (1.25)
θ¨ = − ad
1− cdU(t) +
bd
1− cdx˙−
f
1− cdθ˙ +
e
1− cdθ (1.26)
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1.5. REPRESENTACIO´N DE LOS MODELOS LINEALES
EN ESPACIO DE ESTADOS EN TIEMPO CONTINUO
A partir de este punto, resulta particularmente conveniente llevar los modelos que se
tienen hasta ahora, compuestos por ecuaciones diferenciales, a una representacio´n que
permita su tratamiento mediante el uso del a´lgebra vectorial, permitiendo visualizar
de manera ma´s clara y elegante las relaciones entre las variables del sistema y, ma´s
importante au´n, facilitando la realizacio´n de ca´lculos posteriores sobre los modelos en
software especializado en computacio´n nume´rica, como lo es Matlab.
Para ambos sistemas (puente gru´a y pe´ndulo invertido), se definen las variables de
estado presentadas en (1.27).
x1 = x
x˙1 = x˙ = x3
x˙3 = x¨
(1.27)
x2 = θ
x˙2 = θ˙ = x4
x˙4 = θ¨
Las expresiones en (1.27) representan la correspondencia de variables de estado
mostrada en (1.28). 
x1
x2
x3
x4
 =

xcarro
θpendulo
Vcarro
ωpendulo
 (1.28)
1.5.1. Puente gru´a en espacio de estados
De acuerdo a la asignacio´n de variables de estado realizada en (1.27), se puede
escribir el modelo lineal de puente gru´a descrito en las ecuaciones (1.17) y (1.18) como
el conjunto de ecuaciones estado y de salida descrito en (1.29) y (1.30).

x˙1
x˙2
x˙3
x˙4
 =

0 0 1 0
0 0 0 1
0 − ce
1−cd − b1−cd − cf1−cd
0 − e
1−cd − bd1−cd − f1−cd


x1
x2
x3
x4
+

0
0
a
1−cd
ad
1−cd
U(t) (1.29)
y =
[
1 0 0 0
] 
x1
x2
x3
x4
+ [0]U(t) (1.30)
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Valores nume´ricos del modelo de espacio de estados de puente gru´a
A partir de las ecuaciones de estado y salida (1.29) y (1.30) y los para´metros del
prototipo f´ısico ajustados v´ıa medicio´n, presentados en la tabla 1.2, se obtienen los
valores nume´ricos correspondientes al modelo de espacio de estados del puente gru´a, los
cuales se aprecian en las ecuaciones (1.31) y (1.32).

x˙1
x˙2
x˙3
x˙4
 =

0 0 1 0
0 0 0 1
0 −0.1501 −0.7939 0
0 −28.8497 −2.2995 −0.0061


x1
x2
x3
x4
+

0
0
1.1849
3.4322
U(t) (1.31)
y =
[
1 0 0 0
] 
x1
x2
x3
x4
+ [0]U(t) (1.32)
1.5.2. Pe´ndulo invertido en espacio de estados
De acuerdo a la asignacio´n de variables de estado realizada en (1.27), se puede
escribir el modelo lineal de pe´ndulo invertido descrito en las ecuaciones (1.25) y (1.26)
como el conjunto de ecuaciones estado y de salida descrito en (1.33) y (1.34).

x˙1
x˙2
x˙3
x˙4
 =

0 0 1 0
0 0 0 1
0 − ce
1−cd − b1−cd cf1−cd
0 e
1−cd
bd
1−cd − f1−cd


x1
x2
x3
x4
+

0
0
a
1−cd
− ad
1−cd
U(t) (1.33)
y =
[
1 0 0 0
] 
x1
x2
x3
x4
+ [0]U(t) (1.34)
Valores nume´ricos del modelo de espacio de estados de pe´ndulo invertido
A partir de las ecuaciones de estado y salida (1.33) y (1.34) y los para´metros
del prototipo f´ısico ajustados v´ıa medicio´n, presentados en la tabla 1.2, se obtienen
los valores nume´ricos correspondientes al modelo de espacio de estados del pe´ndulo
invertido, los cuales se aprecian en las ecuaciones (1.35) y (1.36).
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
x˙1
x˙2
x˙3
x˙4
 =

0 0 1 0
0 0 0 1
0 −0.1501 −0.7939 0
0 28.8497 2.2995 −0.0061


x1
x2
x3
x4
+

0
0
1.1849
−3.4322
U(t) (1.35)
y =
[
1 0 0 0
] 
x1
x2
x3
x4
+ [0]U(t) (1.36)
Resulta importante aclarar que en las ecuaciones de salida de los anteriores modelos
u´nicamente se toma en cuenta el estado correspondiente a la posicio´n del carro,
dado que es la u´nica variable en la que se aplicara´ seguimiento de referencia con los
controladores. La variable θ, correspondiente al a´ngulo del pe´ndulo, solo sera´ regulada.
1.6. REPRESENTACIO´N DE LOS MODELOS LINEALES
DE ESPACIO DE ESTADOS EN TIEMPO DISCRETO
Debido a que todo el proceso de control del funcionamiento del prototipo
(entendiendo como tal el ca´lculo de las ganancias de los controladores mediante
algoritmos basados en sistemas inmunes artificiales y los ensayos de laboratorio)
se hara´ mediante software ejecutado en computadores, y teniendo en cuenta que
los computadores trabajan solamente con datos de tipo discreto, se hace necesario
discretizar los modelos de espacio de estados en tiempo continuo presentados
anteriormente.
El me´todo de discretizacio´n elegido se conoce como Retenedor de Orden Cero (o
ZOH, Zero Order Holder, por sus siglas en ingle´s). El procedimiento matema´tico de
discretizacio´n de las ecuaciones en tiempo continuo por este me´todo se encuentra
expuesto en [11] (pa´ginas 314 y 315). No obstante, el toolbox de control de Matlab
permite realizar esta operacio´n mediante la utilizacio´n del comando c2d, el cual tiene
por defecto el ZOH como me´todo de discretizacio´n. Dicho comando requiere como
argumentos de entrada las matrices [A,B,C,D] que componen el sistema de espacio de
estados en tiempo continuo, el per´ıodo de muestreo y el me´todo de discretizacio´n (se
omite este u´ltimo si se usa el me´todo por defecto).
1.6.1. Criterios de eleccio´n del tiempo de muestreo
Para la determinacio´n de un tiempo de muestreo adecuado a las necesidades del
ejercicio, tal que se pudiesen tomar la cantidad de muestras adecuadas para representar
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adecuadamente la sen˜al sin aumentar excesivamente el costo computacional en las
pruebas en tiempo real, se han tenido en cuenta dos tipos de criterio: de lazo cerrado y
de lazo abierto. Este u´ltimo se ha tenido en cuenta dado que sobre la carga (pe´ndulo)
se ejerce u´nicamente control de tipo indirecto y, por ende, su comportamiento puede
aproximarse a como ser´ıa en lazo abierto, adema´s del hecho de que el sistema en
general opera en lazo abierto entre puntos de muestreo, lo que conlleva oscilaciones
ocultas.
El criterio empleado para lazo cerrado menciona que un muestreo razonable implica
tomar de cuatro a diez muestras por tiempo de crecimiento [12]. En sistemas con
respuesta de tipo exponencial, como en el caso de la respuesta en lazo cerrado del
movimiento del carro ante una entrada de tipo escalo´n unitario, se indica tomar
entre cuatro y diez muestras por constante de tiempo del sistema (τ). Dado que el
instante aproximado en el que el sistema alcanza el 98.2 % de su valor de respuesta
en estado estacionario es 2s, se dice que 4τ = 2s, con lo que se tiene que τ = 0.5s.
As´ı, pues, si se tomasen cuatro muestras por constante de tiempo, se tendr´ıa un
tiempo de muestreo ts = 0.5/4 = 125ms; si se tomasen diez muestras por constante de
tiempo, se tendr´ıa ts = 0.5/10 = 50ms. Con esto, el rango de valores elegibles como
tiempo de muestreo esta´ entre 50 y 125 ms, segu´n el criterio de respuesta en lazo cerrado.
El criterio de lazo abierto implica muestrear con una frecuencia de 10 a 30 veces
el valor de la frecuencia de ma´s alto intere´s dentro del sistema en lazo abierto.
En este caso, dicha frecuencia ser´ıa la frecuencia natural de oscilacio´n del pe´ndulo,
determinada aproximadamente por ωn =
√
g
L
, donde L es la distancia del eje de
rotacio´n del pe´ndulo al centro de masa del sistema y, como se puede observar en la
tabla 1.2 de para´metros ajustados, tiene un valor de 0.3434 m, dando como resultado
una ωn de 5.34
rad
s
. Dividiendo este valor entre el factor 2pi para conversio´n a Hercios,
se obtiene una frecuencia angular de 0.851 Hz. Si se tomasen muestras con una
frecuencia de diez veces este valor, se obtendr´ıa una frecuencia de muestreo de 8.5
Hz, que convertida a tiempo arroja un ts = 117ms. Por otro lado, si se tomasen
muestras con una frecuencia de treinta veces este valor, se obtendr´ıa una frecuencia
de muestreo de 25,51 Hz, arrojando un ts = 39ms. Con esto, el rango de valores
elegibles como tiempo de muestreo segu´n criterio de lazo abierto esta´ entre 39 y 117 ms.
Si se juntan los rangos arrojados por ambos criterios, se obtiene que puede elegirse
un tiempo de muestreo razonable para este sistema que este´ entre 50 y 117 ms, con el
fin de proporcionar una sen˜al discreta equilibrada entre cantidad de muestras y costo
computacional del muestreo, factores de gran utilidad pra´ctica. Sin embargo, es muy
importante mencionar que dentro del entorno de simulacio´n sobre el cual se desarrollan
las pruebas virtuales, el costo computacional no es un factor limitante para tomar ma´s
muestras de la sen˜al, pues dichas simulaciones se ejecutan en un tiempo muy corto
dentro del software. As´ı, pues, resulta va´lido elegir un tiempo de muestreo menor que
el mı´nimo valor del rango obtenido de los criterios, al menos para las simulaciones, por
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lo cual para dicho uso se emplea un tiempo de muestreo de 1 ms.
Se definen las variables de estado en tiempo discreto para ambos sistemas en el
conjunto de expresiones (1.37).
x1(k) = x
x˙1(k) = x˙ = x3(k)
x˙3(k) = x¨
(1.37)
x2(k) = θ
x˙2(k) = θ˙ = x4(k)
x˙4(k) = θ¨
Las expresiones en (1.37) representan la correspondencia de variables de estado
mostrada en (1.38).

x1(k)
x2(k)
x3(k)
x4(k)
 =

xcarro
θpendulo
Vcarro
ωpendulo
 (1.38)
1.6.2. Puente gru´a en espacio de estados discreto
El sistema de espacio de estados correspondiente al modelo de puente gru´a,
discretizado mediante el uso de la funcio´n c2d de Matlab, se presenta en las ecuaciones
(1.39) y (1.40). A partir de este procedimiento computarizado se obtienen directamente
los valores nume´ricos finales del sistema discreto.

x1(k + 1)
x2(k + 1)
x3(k + 1)
x4(k + 1)
 =

1 −7.503 ∗ 10−8 9.996 ∗ 10−4 −2.5012 ∗ 10−11
0 1 −1.1494 ∗ 10−6 9.9999 ∗ 10−4
0 −1.5004 ∗ 10−4 0.9992 −7.503 ∗ 10−8
0 −0.0288 −0.0023 1


x1(k)
x2(k)
x3(k)
x4(k)

+

5.9229 ∗ 10−7
1.7156 ∗ 10−6
0.0012
0.0034
U(k)
(1.39)
y =
[
1 0 0 0
] 
x1(k)
x2(k)
x3(k)
x4(k)
+ [0]U(k) (1.40)
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1.6.3. Pe´ndulo invertido en espacio de estados discreto
El sistema de espacio de estados correspondiente al modelo de pe´ndulo invertido,
discretizado mediante el uso de la funcio´n c2d de Matlab, se presenta en las ecuaciones
(1.41) y (1.42). A partir de este procedimiento computarizado se obtienen directamente
los valores nume´ricos finales del sistema discreto.

x1(k + 1)
x2(k + 1)
x3(k + 1)
x4(k + 1)
 =

1 −7.503 ∗ 10−8 9.996 ∗ 10−4 −2.5012 ∗ 10−11
0 1 1.1494 ∗ 10−6 0.0010
0 −1.5004 ∗ 10−4 0.9992 −7.503 ∗ 10−8
0 0.0288 0.0023 1


x1(k)
x2(k)
x3(k)
x4(k)

+

5.9229 ∗ 10−7
−1.7156 ∗ 10−6
0.0012
−0.0034
U(k)
(1.41)
y =
[
1 0 0 0
] 
x1(k)
x2(k)
x3(k)
x4(k)
+ [0]U(k) (1.42)
1.7. MODELOS DISCRETOS ACTUALIZADOS
MEDIANTE PARAMETRIZACIO´N
ESTRUCTURADA
Dado que ha pasado cierto tiempo desde que los para´metros del prototipo f´ısico
fueron actualizados mediante las mediciones realizadas por los autores de [9], se
implementa la te´cnica de parametrizacio´n estructurada para proporcionar una nueva
actualizacio´n de esta informacio´n, con base en datos nume´ricos de sen˜al de control,
posicio´n del carro y posicio´n angular del pe´ndulo recogidos del funcionamiento de un
controlador PID de muestra que se incluye dentro del software de fa´brica del prototipo.
Se espera que esta nueva actualizacio´n de para´metros proporcione modelos ma´s fieles
a la realidad y, por ende, un mejor desempen˜o de los controladores calculados en el
presente trabajo.
La parametrizacio´n estructurada es una te´cnica de estimacio´n de valores nume´ricos
que permite al usuario decidir cua´les para´metros desea estimar y cua´les no, dentro de
un mismo modelo de espacio de estados. Resulta ser de gran utilidad cuando se tienen
las estructuras de las matrices de dicho modelo, las cuales se extraen del conocimiento
de la dina´mica del sistema a tratar. La descripcio´n de la te´cnica y el procedimiento
para crear un algoritmo de parametrizacio´n estructurada para un sistema de espacio
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de estados, tanto continuo como discreto, se encuentra en [13]. En los casos espec´ıficos
de este trabajo, dichas estructuras son proporcionadas por los modelos de espacio de
estados discretizados presentados en (1.39), (1.40), (1.41) y (1.42). El criterio para
fijar un valor dentro de las matrices a estimar es que dicho valor corresponda a 1 o´ 0,
pues estos valores dependen exclusivamente de la funcio´n de transferencia del modelo,
mientras que el valor nume´rico de los otros para´metros depende de las condiciones
f´ısicas del prototipo.
Las ecuaciones de estado en tiempo discreto del modelo de puente gru´a actualizado
mediante parametrizacio´n estructurada corresponden a (1.43). Solo se muestran dichas
ecuaciones y no la ecuacio´n de salida porque los para´metros de esta u´ltima permanecen
iguales.

x1(k + 1)
x2(k + 1)
x3(k + 1)
x4(k + 1)
 =

1 −1.3718 ∗ 10−4 4.5188 ∗ 10−4 3.0262 ∗ 10−4
0 1 −3.5315 ∗ 10−4 7.1073 ∗ 10−4
0 −5.7892 ∗ 10−4 0.9862 0.003
0 −0.0288 −0.0051 1


x1(k)
x2(k)
x3(k)
x4(k)

+

−1.0362 ∗ 10−4
1.6761 ∗ 10−5
0.0032
5.7846 ∗ 10−4
U(k)
(1.43)
Las ecuaciones de estado en tiempo discreto del modelo de pe´ndulo invertido
actualizado mediante parametrizacio´n estructurada corresponden a (1.44). Solo se
muestran dichas ecuaciones y no la ecuacio´n de salida porque los para´metros de esta
u´ltima permanecen iguales.

x1(k + 1)
x2(k + 1)
x3(k + 1)
x4(k + 1)
 =

1 0.0025 0.0023 7.4002 ∗ 10−4
0 1 −8.5119 ∗ 10−4 −2.7142 ∗ 10−4
0 −6.9539 ∗ 10−4 0.9995 −4.7639 ∗ 10−5
0 0.0293 0.0014 1


x1(k)
x2(k)
x3(k)
x4(k)

+

3.8263 ∗ 10−4
−7.9938 ∗ 10−5
9.4716 ∗ 10−4
−0.0034
U(k)
(1.44)
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2. CONTROL O´PTIMO Y REGULADOR LINEAL
CUADRA´TICO LQR
2.1. GENERALIDADES DEL CONTROL O´PTIMO
El control o´ptimo es un a´rea de la ingenier´ıa de control moderna que ha cobrado
mucha fuerza. Un sistema de control o´ptimo permite maximizar o minimizar el valor
de una funcio´n determinada, denominada ı´ndice de desempen˜o. Difiere de lo que ser´ıa
el ideal de un sistema de control en que el o´ptimo puede alcanzar un funcionamiento
superior a las te´cnicas cla´sicas de control pero es alcanzable en presencia de restricciones
f´ısicas, mientras que el ideal puede ser imposible de implementar.
El problema del control o´ptimo, dada una condicion inicial x(0), consiste en
encontrar un vector de control permitido u(k) que transfiera el estado a la regio´n
deseada del espacio de estados y para el cual se minimiza o maximiza, segu´n sea el
caso, una funcio´n de costo.
En general, un problema de optimizacio´n puede formularse si se cuenta con la
siguiente informacio´n:
Ecuaciones del sistema a controlar
Clase de vectores de control permitidos
Restricciones propias del problema
I´ndice de desempen˜o (funcio´n de costo a maximizar o minimizar)
Para´metros del sistema
La solucio´n de un problema de control o´ptimo consiste en encontrar un vector
de control u(k) que sea o´ptimo dentro de los vectores de control delimitados por
las restricciones f´ısicas de la planta. Adema´s de dichas restricciones, este vector de
control depende de la naturaleza del ı´ndice de desempen˜o (maximizar o minimizar), las
condiciones iniciales y las condiciones deseadas del sistema (estados y salidas). Dadas
todas estas delimitaciones, resulta dif´ıcil, a excepcio´n de unos pocos casos, encontrar
solucio´n a un problema de control o´ptimo de forma anal´ıtica, por lo que frecuentemente
estas soluciones se encuentran mediante el uso de herramientas computacionales.
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Resulta importante destacar que se dan casos en los que una determinada
combinacio´n de planta, restricciones, estados deseados y funcio´n de costo hace
que sea imposible dar solucio´n a un problema de control o´ptimo, pues se estar´ıa
requiriendo un funcionamiento ma´s alla´ de las capacidades del sistema. Cuestiones
como la controlabilidad y observabilidad (o bien estar en capacidad de medir todas las
variables) del sistema, entre otras, son criterios de disen˜o importantes a la hora de dar
solucio´n a un problema de control o´ptimo.
En el sentido ma´s estricto, se debe propender a que la solucio´n a un problema
de control o´ptimo obtenida matema´ticamente de´, en la mayor´ıa de los casos, el
desempen˜o ma´s alto posible bajo el ı´ndice de desempen˜o dado, convirtie´ndose ma´s en
una herramienta de medicio´n que en una solucio´n pra´ctica. En este u´ltimo aspecto,
debe evaluarse hasta que´ punto el desempen˜o de un sistema de control o´ptimo complejo
excede al de un sistema de control subo´ptimo simple antes de decidir cua´l llevar a
implementacio´n, pues a menos que sea justificable, no debe construirse un sistema
de control complicado y costoso, por ma´s que este sea o´ptimo. Dado lo anterior,
una vez encontrado el grado de desempen˜o ma´ximo mediante el uso de la teor´ıa del
control o´ptimo, se debe, en lo posible, disen˜ar un sistema de control ma´s simple cuyo
desempen˜o se acerque al o´ptimo, es decir, construir un prototipo f´ısico y realizar
sobre e´l los ensayos y modificaciones a los que haya lugar hasta obtener un resultado
satisfactorio con caracter´ısticas de desempen˜o cercanas a las del sistema o´ptimo teo´rico.
[11]
2.2. FUNCIO´N DE COSTO (´INDICE DE DESEMPEN˜O)
Cuando se disen˜a un sistema de control o´ptimo o un regulador o´ptimo es necesario
encontrar una regla para la decisio´n de control presente, que este´ sujeta a unas
restricciones dadas, para minimizar en cierta medida la desviacio´n del sistema de lo
que ser´ıa su comportamiento ideal. Esta regla es lo que se conoce como ı´ndice de
desempen˜o o funcio´n de costo, una funcio´n cuyo valor se considera una indicacio´n de
que´ tanto se parece el desempen˜o real del sistema a su desempen˜o deseado. Como se
ha dicho previamente, en la gran mayor´ıa de los casos el comportamiento del sistema
se hace o´ptimo al elegir un vector de control u(k) para el cual el ı´ndice de desempen˜o
se minimice (o maximice, segu´n sea su naturaleza). La eleccio´n de una funcio´n de
costo es un criterio de gran importancia dentro del problema de control o´ptimo, pues
determina la naturaleza del sistema resultante: lineal o no lineal, estacionaro o variante
en el tiempo.
Este ı´ndice debe seleccionarse basa´ndose en los requerimientos a cumplir con el
sistema. Los requisitos de disen˜o por lo regular incluyen no solo especificaciones de
desempen˜o, sino que involucran las restricciones de la planta, con el fin de que el
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control sea f´ısicamente realizable. En la pra´ctica, la eleccio´n de este ı´ndice es muy
dif´ıcil, tanto ma´s dif´ıcil en cuanto ma´s complejo es el sistema, debido al conflicto
entre la factibilidad anal´ıtica y la utilidad pra´ctica a la hora de su seleccio´n. De
cualquier manera, es preferible escoger un ı´ndice de desempen˜o desde un punto de vista
meramente pra´ctico, sin que ello deje de implicar un compromiso entre una evaluacio´n
u´til del sistema y un problema matema´tico.
Es muy importante anotar que un sistema de control que es o´ptimo bajo un
determinado ı´ndice de desempen˜o es generalmente no o´ptimo bajo otro diferente.
Adema´s, llevar a cabo un problema de control o´ptimo en te´rminos de hardware puede
resultar en una tarea dif´ıcil y costosa, pues puede conllevar inutilidad la inversio´n de
una cantidad considerable de recursos en la implantacio´n de un controlador o´ptimo
que es tal solo bajo un sentido individual limitado. En los sistemas pra´cticos puede
resultar ma´s favorable buscar una ley de control o´ptimo aproximada que no este´ atada
r´ıgidamente a un solo ı´ndice de desempen˜o. [11]
2.2.1. Tipos de ı´ndices de desempen˜o
A continuacio´n se presentan algunos tipos de ı´ndices de desempen˜o que pueden
introducirse como funcio´n objetivo en un problema de control o´ptimo, segu´n los criterios
de optimizacio´n requeridos.
Tiempo mı´nimo
El objetivo es encontrar un vector de control o´ptimo u que conduzca al sistema
desde un estado inicial x0 hasta un estado final xf en el menor tiempo posible. Su
expresio´n matema´tica se presenta en la ecuacio´n (2.1).
J =
∫ tf
t0
dt (2.1)
Esfuerzo de control mı´nimo
El objetivo es llevar el sistema de un estado inicial x0 hasta un estado final xf
utilizando la menor cantidad de energ´ıa posible en la sen˜al de control. Su expresio´n
matema´tica se presenta en la ecuacio´n (2.2).
J =
∫
uTRu dt (2.2)
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Control terminal
Se trata de disminuir el error que se introduce en el sistema al pasar de un estado
x(t) a un estado x(t + 1). Su expresio´n matema´tica se presenta en (2.3), donde Q es
real sime´trica, semidefinida positiva de n x n.
eT (t+ 1)Qe(t+ 1), e(t) = x(t)− r(t) (2.3)
Seguimiento de referencia (tracking)
El objetivo es hacer que el sistema siga lo ma´s ra´pido posible cualquier cambio en
la referencia r(t) en un intervalo t0 ≤ t ≤ tf . Para un vector de control o´ptimo u(t)
restringido, es decir, que no tenga componentes infinitas (es lo que se debe manejar
en la pra´ctica), la ecuacio´n que representa este ı´ndice de desempen˜o es (2.4), donde la
matriz Q es real sime´trica semidefinida positiva y R es real sime´trica definida positiva.
J =
∫ tf
t0
(eTQe+ uTRu) dt (2.4)
Si el criterio de disen˜o de mayor importancia es minimizar el error producido en las
variables de estado, entonces los valores de la matriz Q deben ser mayores, mientras
que si es ma´s importante restringir los valores de la sen˜al de control, debe darse ma´s
peso a la matriz R.
ITAE
Esta funcio´n de costo (que recibe su nombre de su definicio´n en ingle´s Integral of
Time multiplied by Absolute Error) tiene como objetivo minimizar el error a medida
que este var´ıa en el tiempo, es decir, se multiplica el error por el tiempo con el fin
de reducir la contribucio´n de este en el intervalo [0, tf ]. Su expresio´n matema´tica es
mostrada en la ecuacio´n (2.5). [14]
J =
∫ tf
0
(|e(t)| t) dt (2.5)
El ı´ndice de desempen˜o empleado en los algoritmos del presente trabajo es una
combinacio´n entre el ITAE y el esfuerzo mı´nimo de control, con el fin de minimizar el
error absoluto en el sistema y a la vez garantizar una limitacio´n en la energ´ıa de la
sen˜al de control.
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2.3. CONTROL O´PTIMO CUADRA´TICO
2.3.1. Control o´ptimo cuadra´tico en tiempo continuo
Aquellos problemas de control o´ptimo que se pueden resolver de forma anal´ıtica
permiten obtener una buena visio´n de las estructuras de programacio´n que pueden
aplicarse a la solucio´n de casos pra´cticos. Un ejemplo de un problema de control
o´ptimo con solucio´n anal´ıtica es el problema de control o´ptimo de sistemas lineales
basados en ı´ndices de desempen˜o cuadra´tico, los cuales han sido muy utlilizados en
casos pra´cticos como medida del desempen˜o del sistema.
Conside´rese el sistema de control presentado en la ecuacio´n (2.6), donde x(k) es el
vector de estados (vector-n), u(k) es el vector de control (vector-r), G es una matriz de n
x n y H es una matriz de n x r. Supo´ngase que es de estado completamente controlable.
x(k + 1) = Gx(k) +Hu(k), x(0) = c (2.6)
Dentro del problema de control o´ptimo cuadra´tico se desea establecer una ley para
el vector de control u(k) = [u(0)u(1)u(2) ... u(N − 1)] tal que este sea o´ptimo y que un
ı´ndice de desempen˜o cuadra´tico se minimice o maximice, segu´n sea el caso. Un ejemplo
de ı´ndice de desempen˜o o funcio´n de costo de tipo cuadra´tico se muestra en la ecuacio´n
(2.7).
J =
1
2
x∗(N)Sx(N) +
1
2
N−1∑
k=0
[x∗(k)Qx(k) + u∗(k)Ru(k)] (2.7)
Las matrices S y Q de la ecuacio´n (2.7) son matrices de n x n, hermı´ticas (o reales
sime´tricas), semidefinidas positivas o definidas positivas, mientras que R es una matriz
de r x r hermı´tica (o real sime´trica) y definida positiva. El primer te´rmino del lado
derecho de dicha ecuacio´n otorga peso dentro del ı´ndice de desempen˜o al estado final
del sistema x(N), el primer te´rmino dentro de los corchetes otorga importancia al
vector de estado x(k) (k=0, 1, 2, ..., N-1) y el segundo te´rmino dentro de los corchetes
toma en cuenta el gasto de energ´ıa de la sen˜al de control u(k) (k=0, 1, 2, ..., N-1). Se
asume, en teor´ıa, que el vector u(k) no esta´ restringido por ninguna clase de condicio´n
f´ısica de la planta. [11]
El estado inicial del sistema esta´ en un valor arbitrario x(0) = c. El estado final
x(N) puede ser fijo, caso en el que el te´rmino 1
2
x∗(N)Sx(N) desaparecer´ıa de la
ecuacio´n (2.7), reemplaza´ndose por la condicio´n del estado terminal fijo x(N) = xf . Es
de observar que en el problema de minimizacio´n de la funcio´n de costo J, la inclusio´n
del te´rmino 1
2
x∗(N)Sx(N) implica que se desea que el estado final x(N) este´ lo ma´s
cerca posible del origen.
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Solucio´n del problema de control o´ptimo cuadra´tico empleando
multiplicadores de Lagrange
Se abordara´ el problema de control o´ptimo cuadra´tico es un problema de
minimizacio´n que involucra una funcio´n dependiente de varias variables, por lo cual
puede resolverse mediante el me´todo convencional de minimizacio´n. Si el problema de
minimizacio´n esta´ sujeto a restricciones, puede resolverse an˜adie´ndolas a la funcio´n a
minimizar mediante el uso de los multiplicadores de Lagrange.
En este problema se minimiza J, dada por la anterior ecuacio´n (2.7), cuando
esta´ sujeta a restricciones inclu´ıdas dentro de la tambie´n anterior ecuacio´n (2.6), donde
k = 0, 1, 2, ..., N−1 y la expresio´n x(0) = c corresponde a la condicio´n inicial del vector
de estado. Al emplear un conjunto de multiplicadores de Lagrange λ(1), λ(2), ..., λ(N),
se define una nueva funcio´n de costo L referida en la ecuacio´n (2.8).
L =
1
2
x∗(N)Sx(N) +
1
2
N−1∑
k=0
{[x∗(k)Qx(k) + u∗(k)Ru(k)]
+λ∗(k + 1)[Gx(k) +Hu(k)− x(k + 1)] + [Gx(k) +Hu(k)− x(k + 1)]∗λ(k + 1)}
(2.8)
La razo´n de escribir los te´rminos que involucran el multiplicador de Lagrange de
la forma mostrada en la ecuacio´n (2.8) es asegurar que L = L∗ (L es una cantidad
escalar real). Obse´rvese que λ∗(0)[c−x(0)] + [c−x(0)]∗λ(0) puede sumarse al ı´ndice de
desempen˜o L, pero no se hace para simplificar la presentacio´n del mismo. Se concluye,
pues, que minimizar la funcio´n L definida por la ecuacio´n (2.8) equivale a minimizar la
funcio´n J definida por la ecuacio´n (2.7) bajo las mismas restricciones inclu´ıdas en (2.6).
Para minimizar la funcio´n L, se necesita minimizar L respecto de cada componente
de los vectores x(k), u(k) y λ(k) e igualar los resultados a cero. No obstante, desde
el punto de vista computacional resulta ma´s conveniente diferenciar a L respecto de
x¯i(k), u¯i(k) y λ¯i(k), donde estos son los complejos conjugados de xi(k), ui(k) y λi(k)
respectivamente (no´tese que la sen˜al y su complejo conjugado contienen exactamente
la misma informacio´n matema´tica). Se tienen entonces las ecuaciones (2.9), (2.10) y
(2.11), las cuales son condiciones necesarias para que L tenga un mı´nimo.
∂L
∂x¯i(k)
= 0, i = 1, 2, ..., n; k = 1, 2, ..., N (2.9)
∂L
∂u¯i(k)
= 0, i = 1, 2, ..., r; k = 0, 1, ..., N − 1 (2.10)
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∂L
∂λ¯i(k)
= 0, i = 1, 2, ..., n; k = 1, 2, ..., N (2.11)
Las expresiones simplificadas para las derivadas parciales de las ecuaciones (2.9),
(2.10) y (2.11) corresponden a las ecuaciones (2.12), (2.13) y (2.14).
∂L
∂x¯(k)
= 0, k = 1, 2, ..., N (2.12)
∂L
∂u¯(k)
= 0, k = 0, 1, ..., N − 1 (2.13)
∂L
∂λ¯(k)
= 0, k = 1, 2, ..., N (2.14)
Para la diferenciacio´n parcial de formas cuadra´ticas complejas y bilineales con
respecto a variables vectores se usan las expresiones en (2.15).
∂
∂x¯
x∗Ax = Ax y
∂
∂x¯
x∗Ay = Ay (2.15)
Entonces, las ecuaciones (2.12), (2.13) y (2.14) pueden obtenerse como (2.16), (2.17),
(2.18) y (2.19).
∂L
∂x¯(k)
= 0 : Qx(k) +G∗λ(k + 1)− λ(k) = 0, k = 1, 2, ..., N − 1 (2.16)
∂L
∂x¯(N)
= 0 : Sx(N)− λ(N) = 0 (2.17)
∂L
∂u¯(k)
= 0 : Ru(k) +H∗λ(k + 1) = 0, k = 0, 1, ..., N − 1 (2.18)
∂L
∂λ¯(k)
= 0 : Gx(k − 1) +Hu(k − 1)− x(k) = 0, k = 1, 2, ..., N (2.19)
La ecuacio´n (2.19) no es ma´s que la ecuacio´n de estados del sistema, mientras que
la ecuacio´n (2.17) indica el valor final del multiplicador de Lagrange. El multiplicador
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λ(k) se conoce frecuentemente como covector o vector adjunto.
Ahora se procedera´ a simplificar las ecuaciones obtenidas. De la ecuacio´n (2.16) se
obtiene la ecuacio´n (2.20) con la condicio´n final λ(N) = Sx(N).
λ(k) = Qx(k) +G∗λ(k + 1), k = 1, 2, 3, ..., N − 1 (2.20)
Al resolver la ecuacio´n (2.18) para u(k) y observar que R−1 existe (se garantiza
porque es definida positiva), se obtiene la ecuacio´n (2.21).
u(k) = −R−1H∗λ(k + 1), k = 0, 1, 2, ..., N − 1 (2.21)
A su vez, la ecuacio´n (2.19) puede reescribirse como la ecuacio´n (2.22), que es la
ecuacio´n de estados del sistema.
x(k + 1) = Gx(k) +Hu(k), k = 0, 1, 2, ..., N − 1 (2.22)
Sustituyendo (2.21) en (2.22) se obtiene la ecuacio´n (2.23), con la condicio´n inicial
x(0) = c.
x(k + 1) = Gx(k)−HR−1H∗λ(k + 1) (2.23)
Para solucionar el problema de minimizacio´n se deben resolver las ecuaciones (2.20)
y (2.23) simulta´neamente. No´tese que para el sistema de ecuaciones, la ecuacio´n (2.22)
tiene especificada su condicio´n inicial x(0), mientras que (2.20) tiene especificada su
condicio´n final λ(N), por lo que el problema se transforma en un problema con dos
puntos de valores en la frontera. Si este problema es resuelto, entonces los valores
o´ptimos para el vector de estado y el vector de multiplicadores de Lagrange pueden
ser determinados y el vector o´ptimo de control u(k) se puede obtener en la forma de
lazo abierto. No obstante, al emplear la ecuacio´n de Riccati, este vector o´ptimo puede
obtenerse en la forma de lazo cerrado mostrada en la ecuacio´n (2.24), donde K(k) es
la matriz de realimentacio´n de dimensiones r x n.
u(k) = −K(k)x(k) (2.24)
Ahora se obtendra´ el vector de control o´ptimo u(k) en la forma de lazo cerrado pero
obteniendo primero la ecuacio´n de Riccati. Supo´ngase que λ(k) puede escribirse de la
forma mostrada en la ecuacio´n (2.25), donde P (k) es una matriz sime´trica real de n x
n.
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λ(k) = P (k)x(k) (2.25)
Sustituyendo la ecuacio´n (2.25) en (2.20) se obtiene la ecuacio´n (2.26).
P (k)x(k) = Qx(k) +G∗P (k + 1)x(k + 1) (2.26)
Y sustituyendo la ecuacio´n (2.25) en (2.23) se obtiene la ecuacio´n (2.27).
x(k + 1) = Gx(k)−HR−1H∗P (k + 1)x(k + 1) (2.27)
Obse´rvese que en las ecuaciones (2.26) y (2.27) se ha eliminado λ(k). Este proceso
se conoce como transformacio´n de Riccati y es de suma importancia para resolver el
problema con dos puntos de valores en la frontera.
Factorizando x(k + 1) en la ecuacio´n (2.27) se obtiene la ecuacio´n (2.28).
x(k + 1)[I +HR−1H∗P (k + 1)] = Gx(k) (2.28)
Para sistemas de espacio de estados que sean controlables puede asumirse que P (k+
1) es semidefinida positiva o definida positiva. Si P (k + 1) es semidefinida positiva o
definida positiva, entonces la inversa de I + HR−1H∗P (k + 1) existe. As´ı, la ecuacio´n
(2.28) puede escribirse como la ecuacio´n (2.29).
x(k + 1) = [I +HR−1H∗P (k + 1)]−1Gx(k) (2.29)
Sustituyendo (2.29) en (2.26) y factorizando x(k) se obtiene (2.30).
x(k)P (k)−Q−G∗P (k + 1)[I +HR−1H∗P (k + 1)]−1G = 0 (2.30)
La ecuacio´n (2.30) debe cumplirse para toda x(k), por lo que puede expresarse como
la ecuacio´n (2.31).
P (k) = Q+G∗P (k + 1)[I +HR−1H∗P (k + 1)]−1G (2.31)
Utilizando el principio de inversio´n de matrices
(A+BD)−1 = A−1 − A−1B(I +DA−1B)−1DA−1
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haciendo las sustituciones A = I, B = HR−1 y D = H∗P (k+ 1) y simplificando, se
obtiene
[I +HR−1H∗P (k + 1)]−1 = I −H[R +H∗P (k + 1)H]−1H∗P (k + 1)
En consecuencia, la ecuacio´n (2.31) puede expresarse como la ecuacio´n (2.32).
P (k) = Q+G∗P (k + 1)G−G∗P (k + 1)H[R +H∗P (k + 1)H]−1H∗P (k + 1)G (2.32)
La ecuacio´n (2.32) se denomina ecuacio´n de Riccati. En referencia a las ecuaciones
(2.17) y (2.25), cuando k = N se tiene que P (N)x(N) = λ(N) = Sx(N), o bien,
P (N) = S. Por lo tanto las ecuaciones (2.31) y (2.32) pueden resolverse hacia atra´s,
es decir, obtener P (N), P (N−1), ..., P (0) comenzando desde P (N), el cual es conocido.
En cuanto a las ecuaciones (2.20) y (2.25), el vector de control o´ptimo u(k) dado
por la ecuacio´n (2.21) puede escribirse como lo muestra la ecuacio´n (2.33).
u(k) = −R−1H∗λ(k + 1) = −R−1H∗(G∗)−1[λ(k)−Qx(k)]
= −R−1H∗(G∗)−1[P (k)−Q]x(k) = −K(k)x(k) (2.33)
La ecuacio´n (2.33) proporciona la forma realimentada del vector de control o´ptimo
u(k). No´tese que este es proporcional al vector de estado. Esta ecuacio´n indica que la
ley de control o´ptimo requiere la realimentacio´n del vector de estado a trave´s de la
ganancia variable en el tiempo K(k). La figura 2.1 muestra el esquema de lazo cerrado
de un regulador o´ptimo basado en un ı´ndice de desempen˜o cuadra´tico. Como puede
verse all´ı, el vector de ganancias K(k) puede calcularse fuera de l´ınea y almacenarse
para uso posterior, cuando el verdadero proceso de control comience, siempre que se
conozcan la matriz de estados G, la matriz de control H y las matrices de peso Q, R
y S, pues dicho ca´lculo no depende del estado inicial x(0). El vector de control o´ptimo
u(k) puede determinarse para todo k al multiplicar el vector de estados x(k) por la
ganancia −K(k). [11]
2.3.2. Control o´ptimo cuadra´tico en tiempo discreto
Conside´rese el sistema de control en tiempo continuo mostrado en la ecuacio´n (2.34),
donde u(t) = u(kT ), kT ≤ t < (k + 1)T .
x˙(t) = ax(t) + bu(t) (2.34)
El ı´ndice de desempen˜o (de nuevo abordado desde la perspectiva de minimizacio´n)
corresponde a la ecuacio´n (2.35).
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Figura 2.1: Lazo de control de un regulador o´ptimo basado en un ı´ndice de desempen˜o
cuadra´tico [11]
J =
1
2
x∗(tf )Sx(tf ) +
1
2
∫ tf
0
[x∗(t)Qx(t) + u∗(t)Ru(t)]dt (2.35)
El sistema de control en tiempo continuo es aproximado por su equivalente discreto,
cuya ecuacio´n corresponde a (2.36), donde G(T ) = eaT y H(T ) = b
a
(eaT − 1).
x((k + 1)T ) = G(T )x(kT ) +H(T )u(kT ) (2.36)
El ı´ndice de desempen˜o discretizado cuando tf = NT se escribe como muestra la
ecuacio´n (2.37).
J =
1
2
x∗(NT )Sx(NT ) +
1
2
N−1∑
k=0
[x∗(kT )Q1x(kT ) + 2x∗(kT )M1u(kT ) + u∗(kT )R1u(kT )]
(2.37)
Obse´rvese que el te´rmino integral de la ecuacio´n (2.35) no es reemplazado por
1
2
N−1∑
k=0
[x∗(kT )Qx(kT ) + u∗(kT )Ru(kT )]
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pero se modifica mediante la inclusio´n de un te´rmino cruzado que involucra a x(kT )
y u(kT ) y la modificacio´n de las matrices Q y R.
El problema de control o´ptimo en tiempo discreto se resume en encontrar una
secuencia de control o´ptima u(0), u(T ), ..., uu((N − 1)T ) tal que se minimice la funcio´n
de costo de la ecuacio´n (2.37) reescrita como se ve en la ecuacio´n (2.38) (ve´ase [11],
pa´ginas 581 y 582).
J =
1
2
x2(NT ) +
1
2
N−1∑
k=0
[Q1x
2(kT ) + 2M1x(kT )u(kT ) +R1u
2(kT )] (2.38)
No obstante, la funcio´n de costo J de la ecuacio´n (2.38) puede ser escrita de tal
forma que no incluya el te´rmino cruzado que relaciona a x(kT ) y u(kT ), pudiendo
solucionar el problema de control o´ptimo en tiempo discreto de manera similar a como
se soluciono´ en tiempo continuo. Siendo as´ı, la sen˜al de control u(k) se hallar´ıa mediante
la expresio´n (2.39).
u(k) = −[R +H∗Pˆ (k + 1)H]−1[H∗Pˆ (k + 1)G+M∗]x(k) (2.39)
Pˆ (k), que es el valor de Pˆ en el instante anterior a (k + 1) (como aparece en la
ecuacio´n (2.39)), es una modificacio´n de la ecuacio´n (2.31), correspondiente al desarrollo
del problema de control o´ptimo en tiempo continuo. Se muestra el valor de Pˆ (k) en la
ecuacio´n (2.40). [11]
Pˆ (k) = Qˆ+ GˆPˆ (k + 1)[I +HR−1H∗Pˆ (k + 1)]−1Gˆ, Pˆ (N) = S (2.40)
Es de gran importancia mencionar que, para efectos del desarrollo del presente
trabajo, se dio solucio´n al problema de control o´ptimo desde el enfoque de minimizacio´n
y aborda´ndolo directamente en tiempo discreto. Para ello, dentro de los algoritmos para
hallar el vector de ganancias K fuera de l´ınea se incluyo´ la funcio´n dlqr, perteneciente
al toolbox de control de Matlab, previamente calculadas las matrices Q y R mediante
la te´cnica metaheur´ıstica de sistemas inmunes, la cual sera´ abordada en el siguiente
cap´ıtulo. En la funcio´n de costo a minimizar en el presente trabajo no se incluyo´ el
te´rmino que da peso al estado final x(NT ) ni al te´rmino cruzado, sino solo a aquellos
te´rminos que inclu´ıan el vector de estados y la energ´ıa de sen˜al de control de forma
separada, relacionados respectivamente con las matrices Q y R.
2.4. OTROS CRITERIOS DE DISEN˜O IMPORTANTES
Algunos criterios de gran importancia a la hora de implementar cualquier sistema
de control, incluyendo por supuesto el control o´ptimo, son la controlabilidad, la
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alcanzabilidad, la observabilidad y la detectabilidad.
Conside´rese el sistema de espacio de estados discreto mostrado en la ecuacio´n (2.41).
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) (2.41)
Supo´ngase que el estado inicial x(0) es dado. El estado en el instante n, donde n es
el orden del sistema esta´ dado por la ecuacio´n (2.42).
x(n) = Anx(0) + An−1Bu(0) + ...+Bu(n− 1)
= Anx(0) +WcU (2.42)
en donde
Wc = [B AB
2B · · · An−1B]nxnm
U = [u(n− 1) · · · u(n)]Tmnx1
Si Wc tiene rango n, es posible encontrar n ecuaciones de las cuales pueden
extraerse las sen˜ales de control, de modo que el sistema es transferido de su estado
inicial a un estado final deseado x(n). Es de observar que no habra´ una u´nica solucio´n si
hay ma´s de una sen˜al de entrada (como es el caso de los sistemas que trata este trabajo).
Los autores de [15] definen la controlabilidad de esta forma: “Un sistema (...) es
controlable, si es posible encontrar una secuencia de control tal que el origen pueda ser
alcanzado desde cualquier estado inicial en un tiempo finito”.
A su vez, definen la alcanzabilidad as´ı: “Un sistema (...) es alcanzable si es posible
encontrar una secuencia de control tal que un estado arbitrario pueda ser alcanzado
desde cualquier estado inicial en un tiempo finito”. Un teorema de la alcanzabilidad
tambie´n es propuesto all´ı: “Un sistema (...) es alcanzable si y solo si la matriz Wc tiene
rango n”, en referencia a la matriz Wc presentada en la ecuacio´n (2.42). Esta matriz
es llamada matriz de controlabilidad. Cabe anotar que un sistema no necesariamente
es alcanzable si es controlable, aunque si la matriz A es invertible, ambos conceptos
son equivalentes. [15] Si un sistema no cumple con estas condiciones, es evidente que
se dificulta en gran medida la aplicacio´n de una estrategia de control.
Otros criterios citados al principio de esta seccio´n son la observabilidad y la
detectabilidad. Sin embargo, estos se aplican cuando se desean estimar algunos estados
del sistema dentro del lazo de realimentacio´n del control. En lo que concierne al presente
trabajo, se miden todas las variables de estado a realimentar en el lazo de control, por
lo que no se usa ningu´n tipo de observador de estados y, por ende, estos conceptos
carecen de importancia pra´ctica.
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3. SISTEMAS INMUNES ARTIFICIALES
Los sistemas inmunes artificiales (AIS por su denominacio´n en ingle´s Artificial
Immune Systems) son una rama de la inteligencia computacional surgida en la de´cada
de 1990, en la que se modelan matema´ticamente principios inmunolo´gicos, no solo
para entender mejor los procesos biolo´gicos de defensa sino para utilizarlos como una
herramienta computacional para resolver problemas de ingenier´ıa reales, en a´reas como
reconocimiento de patrones, deteccio´n de errores, seguridad informa´tica, ana´lisis de
datos y optimizacio´n, entre otras. [16]
Esta te´cnica metaheur´ıstica de programacio´n guarda ciertas similitudes con otras
te´cnicas inspiradas en procesos propios de la naturaleza, como las capacidades de
extraccio´n de caracter´ısticas, sen˜alizacio´n, memoria, aprendizaje y recuperacio´n
asociativa [19]. No obstante, tiene sus particularidades y ha demostrado ser efectiva
en varias aplicaciones pra´cticas, sobre todo cuando se usa como parte de una solucio´n
h´ıbrida (combinada con otras te´cnicas de inteligencia computacional). Una idea general
de las a´reas que componen la inteligencia computacional puede apreciarse en la figura
3.1.
Figura 3.1: AIS como rama de la Inteligencia Computacional [19].
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3.1. TEORI´A BIOLO´GICA DE LOS PROCESOS INMUNES
En organismos vertebrados, el sistema inmune involucra o´rganos, ce´lulas y mole´culas
espec´ıficas, distribu´ıdos en todo el cuerpo, que conforman una red adaptativa, robusta
y capaz de autoregularse, destinada a proteger el organismo ante cualquier tipo de
amenaza externa, conocida o desconocida.
Con el fin de hacer frente de manera eficiente a una amplia variedad de amenazas,
el sistema inmune se ha valido de la evolucio´n para desarrollar mecanismos de defensa
sofisticados. Tal es el caso de la organizacio´n de mu´ltiples niveles de defensa, destinados
a reconocer las ce´lulas propias del cuerpo de otras ce´lulas u organismos extran˜os,
el´ımina´ndolas tanto mediante acciones gene´ricas como acciones espec´ıficas para cada
tipo de invasor. Estas dos plataformas de defensa son reconocidas respectivamente
como sistema inmune innato y sistema inmune adaptativo.
3.1.1. Sistema inmune innato
El sistema inmune innato provee una u´nica barrera de defensa inmediata para
cualquier tipo de amenaza. Esta respuesta puede presentarse cuando los organismos
extran˜os son identificados por receptores de conocimiento de patrones (implica el
complejo mayor de histocompatibilidad) o cuando se detecta algu´n tipo de estre´s en
ce´lulas que han sido dan˜adas por la infeccio´n. Esta barrera se encarga de segregar
sen˜ales qu´ımicas para atraer ma´s ce´lulas inmunes hacia el foco de infeccio´n, adema´s de
ingerir el ant´ıgeno propio de la amenaza detectada. Una vez los segmentos de ant´ıgeno
digeridos han sido asociados a las prote´ınas de Complejo Mayor de Histocompatibilidad,
los linfocitos tipo T pueden reconocer la presencia de organismos no deseados y lanzar
la respuesta inmunitaria primaria de tipo gene´rico.
3.1.2. Sistema inmune adaptativo
Luego de activarse los linfocitos tipo T como primera linea de defensa, son llamados
los linfocitos tipo B cuyo receptor tenga el mayor grado de coincidencia posible con
el ant´ıgeno detectado y se adhiera a este por medio de secreciones qu´ımicas. Una vez
activados, los linfocitos tipo B modifican su receptor (anticuerpo) mediante un proceso
conocido como hipermutacio´n soma´tica, con el fin de obtener afinidad completa con
el ant´ıgeno y comenzar a producir clones de s´ı mismos para contrarrestar la amenaza.
Esta es la respuesta del sistema inmune adaptativo.
Cada uno de los linfocitos tipo B que conforman el sistema inmune adaptativo
esta´ programado para que, al detectar una amenaza, puedan producir un anticuerpo
espec´ıfico para ella. Un anticuerpo es una mole´cula en forma de ((Y)) adherida a la
superficie de la membrana de estos linfocitos, capaz de unirse a un ant´ıgeno espec´ıfico,
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cuya representacio´n se aprecia en la figura 3.2. La medida de compatibilidad de un
anticuerpo con un ant´ıgeno es conocida como afinidad e indica tambie´n la facilidad con
la que dicho anticuerpo puede neutralizar la amenaza (a mayor afinidad, ma´s efectiva
la accio´n de defensa).
Figura 3.2: Anticuerpo y diversos ant´ıgenos (imagen de dominio pu´blico).
La estructura de un anticuerpo se compone de tres partes, a saber:
La regio´n constante, que es su punto de unio´n con el linfocito tipo B al que
pertenece.
La regio´n variable, que es responsable del reconocimiento del ant´ıgeno.
La regio´n de transicio´n entre las dos anteriores.
Para que el sistema inmunitario adaptativo pueda, como bien dice su nombre,
adaptarse a diferentes tipos de organismos invasores y generar respuestas eficaces y
ma´s ra´pidas (en el caso de amenazas conocidas), debe constantemente diversificar
sus anticuerpos. Los linfocitos tipo B reconstruyen sus anticuerpos a trave´s de dos
mecanismos: la recombinacio´n, que es la reorganizacio´n de los fragmentos de material
gene´tico de las diferentes subregiones de la regio´n variable del anticuerpo, y la
hipermutacio´n soma´tica, que se trata de producir mutaciones dentro de este material
gene´tico. Mediante mecanismos de reproduccio´n celular, los linfocitos tipo B cuya
estructura ha sido reorganizada se replican de forma ide´ntica. Este proceso se conoce
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como affinity maturation. Los linfocitos maduros se convierten entonces en ce´lulas de
plasma y secretan ma´s anticuerpos espec´ıficos para combatir un ant´ıgeno.
Luego de contrarrestar la infeccio´n, la mayor´ıa de linfocitos tipo B espec´ıficos para
dicho ant´ıgeno son aniquilados por los linfocitos tipo T del sistema inmune innato, con
el fin de mantener el balance de ce´lulas blancas en el cuerpo y evitar lo que se conoce
como transtornos autoinmunes. Los pocos linfocitos tipo B maduros que sobreviven
se guardan en el organismo como una especie de registro del ant´ıgeno combatido en
la memoria inmunolo´gica, con el fin de erradicar eficazmente infeccio´nes ide´nticas o
similares en el futuro. [17] [18]
3.2. PRINCIPALES TIPOS DE SISTEMAS INMUNES
ARTIFICIALES
Dentro de esta rama de la inteligencia computacional, existen varios tipos de
mecanismos y procesos biolo´gicos del sistema inmunitario que han sido tomados como
idea central para construir metodolog´ıas de programacio´n que permitan solucionar
problemas de tipo ingenieril. Entre los ma´s discutidos por los investigadores se
encuentran la Seleccio´n Negativa, los Modelos de Redes Inmunitarias y la Seleccio´n
Clonal. [19]
3.2.1. Modelos de Redes Inmunitarias
La teor´ıa de la red inmunitaria fue propuesta en la mitad de la de´cada de
1970 y plantea que el sistema inmune se compone de una red de linfocitos tipo B
interconectados que comparten un idiotipo (similitudes en la regio´n variable de sus
anticuerpos, que es la que reconoce los ant´ıgenos). Estas ce´lulas constantemente se
regulan y eliminan unas a otras para mantener la estabilidad de la red. Para que dos
linfocitos se consideren como “interconectados”, la afinidad entre ellos debe superar
un cierto l´ımite; la fuerza de la conexio´n entre ce´lulas es directamente proporcional a
la afinidad entre ellas. Adema´s, segu´n esta teor´ıa, los anticuerpos de estos linfocitos
pueden no solo reconocer ant´ıgenos, sino que pueden reconocerse unos a otros, dadas
sus caracter´ısticas comunes.
En un modelo de red inmune artificial (AIN, por su denominacio´n en ingle´s Artificial
Immune Network) la poblacio´n de linfocitos tipo B esta´ compuesta ba´sicamente de
dos subpoblaciones: la poblacio´n inicial y la poblacio´n de clones. La poblacio´n inicial
se genera a partir de datos para entrenamiento de ma´quina obtenidos previamente (en
el caso de la puesta a punto de un controlador, por ejemplo, pueden tomarse datos
generados a partir de la implementacio´n de otro controlador que haya funcionado
adecuadamente con la planta). Se toman como parte de la poblacio´n inicial solo una
cierta cantidad de individuos, quedando los sobrantes como objetos de entrenamiento
para el reconocimiento de ant´ıgenos, es decir, que actuara´n como el grupo de ant´ıgenos
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invasores inicial. A continuacio´n, se seleccionan aleatoriamente individuos de esta
poblacio´n de ant´ıgenos y se “presentan” ante la red inmune, para su reconocimiento
por parte de esta. Aquellos linfocitos para los cuales el proceso de reconocimiento y
acoplamiento con el ant´ıgeno es exitoso y que tienen un nivel de afinidad con otros
linfocitos igual o mayor al l´ımite establecido, son clonados y sometidos a mutacio´n.
Luego, el algoritmo hara´ el intento de integrar cada nuevo linfocito de la poblacio´n
de clones a la red inmune. Si un linfocito no logra ser integrado exitosamente,
sera´ eliminado; entonces, un nuevo linfocito sera´ generado en su lugar, usando un
ant´ıgeno como plantilla, y sera´ integrado a la red inmune. La poblacio´n de clones se
convierte entonces en la nueva poblacio´n inicial y se repite el proceso siempre y cuando
el criterio de parada no se haya alcanzado. [20]
Una versio´n optimizada del algoritmo de AIN fue presentada en [21] y propone el
concepto de la “Esfera Artificial de Reconocimiento” (Artificial Recognition Ball, ARB
en ingle´s), un arreglo de cierto nu´mero de linfocitos tipo B similares entre s´ı. Una
ARB es ba´sicamente un objeto de datos n-dimensional que puede ser emparejado con
un ant´ıgeno o con otra ARB mediante el me´todo de la distancia euclidiana. Se crea un
v´ınculo entre dos linfocitos si la afinidad (distancia euclidiana) entre ellos supera un
l´ımite preestablecido (Network Affinity Threshold, NAT ).
3.2.2. Seleccio´n Negativa
Uno de los propo´sitos del sistema inmunitario biolo´gico es diferenciar entre aquellas
ce´lulas y mole´culas que pertenecen al organismo que protege y aquellas que no. Entre
la segunda categor´ıa, este sistema debe, adema´s, hacer una diferenciacio´n entre los
distintos tipos de ce´lulas ajenas al organismo, con el fin de generar la respuesta
inmunitaria adecuada en cada caso. El sistema inmunitario desarrolla esta habilidad
mediante la evolucio´n, usando la memoria inmunitaria, para cumplir el propo´sito de
reaccionar ante invasores a la vez que pasa de emprender cualquier tipo de accio´n
contra las ce´lulas del organismo al que protege.
El timo es un o´rgano perteneciente al sistema inmunolo´gico. All´ı se da la maduracio´n
de los linfocitos tipo T, responsables de la respuesta inmunitaria gene´rica, los cuales
poseen un cierto tipo de receptores especiales que se crean mediante un arreglo
pseudo-aleatorio de material gene´tico. Durante el proceso de maduracio´n de los
linfocitos T ocurre un subproceso llamado seleccio´n negativa, en el que estas ce´lulas
son forzadas a interactuar con prote´ınas propias del organismo. Aquellos linfocitos que
generan respuesta inmune contra estas prote´ınas son destru´ıdos, mientras que aquellos
que no la generan son considerados aptos y se les permite abandonar el timo para
circular por el torrente sangu´ıneo del organismo y protegerlo ante amenazas externas.
Uno de los primeros algoritmos de sistemas inmunes artificiales que fue aplicado a
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problemas de ingenier´ıa esta´ documentado en [22] y se basa en la te´cnica de seleccio´n
negativa, utilizando el principio de discriminacio´n entre lo propio y lo extran˜o para
detectar cambios en un conjunto de datos. A pesar de que este algoritmo ha sido
optimizado a trave´s del tiempo, la esencia del proceso de deteccio´n permanece: se debe
crear un conjunto de “organismos detectores”, que son los que hacen el proceso de
diferenciacio´n y detectan los cambios (estos detectores son los ana´logos de los linfocitos
tipo T). En la etapa inicial, se genera aleatoriamente un conjunto de detectores, se
toman muestras de este conjunto y se prueba cada uno de los detectores generados
para ver si generan compatibilidad con estas muestras. Aquellos en los que se detecte
compatibilidad son eliminados y los dema´s pasan a formar parte del conjunto oficial
de detectores que implementa el algoritmo para operar. De esta forma, en la fase de
operacio´n del algoritmo, se expone cada uno de los items del paquete de datos que debe
ser revisado al conjunto de detectores. Si alguno de estos items genera compatibilidad
con alguno de los detectores, es considerado como anormal, de la misma forma que
un linfocito tipo T que genere reacciones ante una prote´ına propia del organismo es
considerado como inservible.
3.2.3. Seleccio´n Clonal
Los algoritmos de sistemas inmunes artificiales basados en este principio se centran
en las caracter´ısticas fundamentales de la respuesta inmunolo´gica de un organismo ante
est´ımulos de ant´ıgenos, la cual es complementaria al funcionamiento de los linfocitos
tipo T y el principio de seleccio´n negativa. El principio de seleccio´n clonal establece que,
en un sistema inmunitario biolo´gico, u´nicamente aquellas ce´lulas (linfocitos tipo B) que
reconocen el ant´ıgeno en cuestio´n pueden producir anticuerpos en gran cantidad para
generar la respuesta inmunolo´gica y, adema´s, reproducirse de forma asexual (generar
clones mediante mitosis). Estos clones sera´n sometidos a un proceso de hipermutacio´n,
con el fin de generar una poblacio´n nueva de ce´lulas inmunes que tenga mayor afinidad
con el ant´ıgeno invasor y, por ende, genere una mejor respuesta inmunolo´gica. Este
proceso de mutacio´n y seleccio´n es conocido como affinity maturation. Eventualmente,
cuando la amenaza sea neutralizada, algunos de los linfocitos tipo B que hayan
generado mayor afinidad con el ant´ıgeno son conservados como parte de la memoria
del sistema inmune.
En los sistemas inmunes artificiales deben diferenciarse dos componentes principales:
el ana´logo del ant´ıgeno es la funcio´n objetivo que se desea minimizar o maximizar,
mientras que los anticuerpos esta´n representados por las posibles soluciones que arroja
el algoritmo. Desde esta perspectiva, es importante destacar que la tasa de proliferacio´n
de cada ce´lula inmune (cua´ntos clones de ella se producen) es directamente proporcional
a la afinidad que sus anticuerpos tengan con el ant´ıgeno. A su vez, el grado de mutacio´n
que tiene cada clon producido es inversamente proporcional a la afinidad entre el
ant´ıgeno y los anticuerpos de la ce´lula original a partir de la cual fue producido.
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Adema´s, los individuos con el mayor grado de afinidad deben ser preservados como
posibles soluciones al problema y el u´nico criterio va´lido para su reemplazo deber´ıa ser
la existencia de individuos au´n ma´s aptos, basa´ndose en evidencia estad´ıstica. [24]
Los principios fundamentales de la teor´ıa de seleccio´n clonal de Frank Burnet son
[23]:
Las ce´lulas nuevas son copias de sus padres (clones) sujetos a mecanismos de
hipermutacio´n soma´tica.
Eliminacio´n de todo linfocito cuyos receptores hayan reaccionado a componentes
del organismo.
Los procesos de proliferacio´n y diferenciacio´n celular ocurren al contacto de ce´lulas
inmunes maduras con el ant´ıgeno.
La no eliminacio´n de clones que hayan reaccionado al contacto con ce´lulas propias
del organismo es la base de los transtornos autoimunes.
3.3. HIBRIDACIO´N DE AIS CON OTRAS TE´CNICAS DE
PROGRAMACIO´N
Como se ha dicho anteriormente en este cap´ıtulo, los sistemas inmunes artificiales
tambie´n han cobrado importancia al ser usados como uno de los elementos integradores
de un algoritmo, en combinacio´n con otras te´cnicas metaheur´ısticas de programacio´n
inspiradas en procesos de la naturaleza. A continuacio´n se hara´ un breve repaso de
algunos ejemplos de estas combinaciones, mediante la revisio´n de algoritmos concebidos
para trabajar en problemas de optimizacio´n con restricciones en el sistema.
3.3.1. Sistemas inmunes artificiales y algoritmos gene´ticos
Se han dado diferentes metodolog´ıas de trabajo en la hibridacio´n de estas dos
te´cnicas, no obstante, se ha notado una tendencia en la conservacio´n de los roles
de una y otra dentro de los algoritmos: los algoritmos gene´ticos constituyen una
especie de “capa exterior” del algoritmo, responsable de realizar la minimizacio´n o
maximizacio´n correspondiente de forma libre de restricciones, mientras que el sistema
inmune artificial esta´ embebido en el algoritmo gene´tico, como una “capa interior”,
responsable de elegir una poblacio´n de posibles soluciones, dentro de las encontradas
por el algoritmo gene´tico, que se halle dentro de los l´ımites de factibilidad establecidos
por las restricciones f´ısicas de la planta.
Dado lo anterior, los anticuerpos estar´ıan representados por las posibles soluciones
que se encuentran dentro de dichos l´ımites de factibilidad, mientras que los ant´ıgenos
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son aquellas que esta´n fuera de los l´ımites. La afinidad se mide por el criterio de
distancia de Levenshtein. En esta aplicacio´n se pone en pra´ctica el principio de los
algoritmos de AIS basados en la seleccio´n clonal, en el cual se plantea que mediante
clonacio´n e hipermutacio´n soma´tica se ira´ creando una poblacio´n de anticuerpos con
un grado de afinidad cada vez mayor: las posibles soluciones generadas que quedan
fuera de los l´ımites de factibilidad se van acercando a estar dentro de ellos con cada
iteracio´n, mediante la reduccio´n de su distancia de Levenshtein con respecto de esta
regio´n. [25]
3.3.2. Sistemas inmunes artificiales y otras te´cnicas de optimizacio´n
Se han propuesto algoritmos que combinan principios de los AIS con te´cnicas
como la clasificacio´n estoca´stica [26], la escalada de montan˜a [27] y los enjambres
de part´ıculas [28], todos enfocados en la optimizacio´n con restricciones. En ellos,
los sistemas inmunes artificiales fueron de utilidad para facilitar el manejo de las
soluciones posibles segu´n las restricciones, o bien para mejorar capacidad de bu´squeda
de soluciones del algoritmo.
Un aspecto comu´n en estos algoritmos h´ıbridos que vale la pena destacar, es que
a pesar de mostrar un desempen˜o formidable, su estructura h´ıbrida es bastante ma´s
compleja que la de aquellos algoritmos en los que se usa una sola te´cnica. [29].
3.4. CLONALG
El algoritmo de sistema inmune artificial implementado para el presente trabajo fue
inspirado en CLONALG, algoritmo creado por Leandro Nunes de Castro y Fernando
Von Zuben, el cual es una implementacio´n computarizada de los aspectos ba´sicos de los
principios de seleccio´n clonal y affinity maturation, que describen el comportamiento
de los linfocitos tipo B en la respuesta del sistema inmune adaptativo. El diagrama de
flujo que representa el funcionamiento de este algoritmo es presentado en 3.3.
En el caso espec´ıfico de problemas de optimizacio´n, este algoritmo comienza con una
poblacio´n inicial de anticuerpos Ab, para los cuales es evaluada una funcio´n de costo f
en el paso 2, que actu´a como el s´ımil del ant´ıgeno al que se exponen las ce´lulas inmunes.
El valor de esta evaluacio´n en cada anticuerpo determina la afinidad que e´ste ha logrado
con el ant´ıgeno, por lo que el paso 3 corresponde a la reorganizacio´n de los anticuerpos de
la poblacio´n inicial en funcio´n del valor obtenido en la evaluacio´n de la funcio´n de costo,
obteniendo la matriz Abn. Sobre esta poblacio´n de anticuerpos organizados por afinidad
se realiza la clonacio´n, recordando que el nu´mero de clones obtenidos de cada individuo
es directamente proporcional a su afinidad; as´ı se obtiene la poblacio´n de anticuerpos
clonados C. Sobre esta poblacio´n de clones se aplica el proceso de hipermutacio´n
soma´tica (maduracio´n), en donde el procedimiento matema´tico implementado queda
a criterio del disen˜ador (pueden aplicarse mutaciones basadas en funciones de Gauss o
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Figura 3.3: Diagrama de flujo de CLONALG para problemas de optimizacio´n. [6]
de Cauchy, por ejemplo); se obtiene entonces la poblacio´n de clones hipermutados C∗.
Sobre ellos vuelve a evaluarse la funcio´n de costo y vuelven a organizarse segu´n el valor
de su afinidad, obteniendo una nueva matriz Abn. Al final del ciclo, un cierto nu´mero d
de anticuerpos con la ma´s baja afinidad es reemplazado por un nu´mero igual de nuevos
anticuerpos, para mantener la diversidad de la poblacio´n, iniciando una nueva iteracio´n
con esta nueva poblacio´n compuesta por clones y nuevos anticuerpos. El criterio de
parada es preestablecido y corresponde a un cierto nu´mero de generaciones Ngen. [6]
3.5. ALGORITMO DE SISTEMA INMUNE ARTIFICIAL
DESARROLLADO PARA ESTE PROYECTO
Lo primero que hay que mencionar acerca del algoritmo que atan˜e al presente
trabajo es que se desarrollo en dos variantes: una para control en lazo directo y otra
para control por accio´n integral. La diferencia fundamental entre ambas versiones es
que en la de control en lazo directo se trabaja con el sistema de espacio de estados
discreto sin modificacio´n alguna y en la de control por accio´n integral se realiza todo
el procedimiento con el sistema discreto aumentado y al final se extraen las ganancias
requeridas de la ganancia aumentada Ka calculada para este sistema.
Cabe recordar que la meta en el caso de lazo directo es obtener el vector o´ptimo
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de ganancias K (no se incluye el ca´lculo de Kg dentro del algoritmo), mientras que
en el caso integral es obtener dicho vector y adema´s el valor de la accio´n integral
Ki. A continuacio´n se proporcionara´n ma´s detalles sobre la estructura de cada
implementacio´n.
3.5.1. Sistema inmune artificial para control por ganancia en lazo directo
El primer paso ejecutado es la validacio´n del taman˜o de la matriz A del sistema de
espacio de estados discreto y la creacio´n de una matriz Bt tal que Bt = Bt. Esto se
hace para determinar el taman˜o (cantidad de filas) que tendra´ la matriz que conforma
la poblacio´n inicial de anticuerpos. Cada anticuerpo es una columna de la matriz.
Seguidamente, se establece el nu´mero de individuos que conformara´n esta poblacio´n
inicial (nu´mero de columnas de la matriz poblacio´n). En las pruebas realizadas para el
presente trabajo se establecio´ que la poblacio´n de anticuerpos ser´ıa de 100. Este dato
se establece dentro del co´digo del algoritmo. Con estos datos, se crea la matriz inicial
de anticuerpos, la cual esta´ compuesta de nu´meros generados aleatoriamente.
El paso a seguir es establecer el nu´mero de generaciones que evaluara´ el algoritmo
en busca de las ganancias o´ptimas, lo cual se traduce en el nu´mero de iteraciones a
realizar. Este es el criterio u´nico de parada que tiene el algoritmo. En este caso, se
evaluara´n 100 generaciones de anticuerpos. Acto seguido se crea una matriz donde
se almacenara´ la mejor solucio´n de cada generacio´n, la cual tendra´ utilidad cuando
se alcance el nu´mero requerido de iteraciones, para calcular el vector de ganancias
a partir del anticuerpo que se destaque como el “mejor entre los mejores”, teniendo
como criterio la evaluacio´n del ı´ndice de desempen˜o.
Se procede entonces a calcular, para cada individuo de la matriz de anticuerpos, las
matrices Q y R y la ganancia K, para luego evaluar la funcio´n de costo. Las matrices
Q y R se manejan como matrices diagonales; su diagonal principal se forma a partir
de los valores del anticuerpo evaluado, es decir, los primeros n valores del individuo
forman la diagonal de la matriz Q, donde n corresponde al nu´mero de filas de la matriz
A del sistema discreto, mientras que los valores del anticuerpo desde n+1 hasta el final
corresponden a la diagonal de la matriz R. Con estas matrices y las matrices A y B del
sistema discreto se calcula el vector de ganancias K para cada anticuerpo, mediante la
funcio´n dlqr, perteneciente al toolbox de control de Matlab. Hecho esto, se procede a
evaluar la funcio´n de costo en el vector K obtenido. La funcio´n de costo evaluada se
muestra en la ecuacio´n (3.1). Se da una penalizacio´n al te´rmino de esfuerzo mı´nimo,
para que lleve al mı´nimo posible la energ´ıa de la sen˜al de control.
J =
∫ tf
0
((|e(t)| t) + 10 ∗ u) dt (3.1)
40
En esta instancia se procede a clasificar los anticuerpos de la poblacio´n en orden
ascendente segu´n el valor resultante de la evaluacio´n del ı´ndice de desempen˜o, es decir,
aquel con el menor valor de J sera´ el primero en la lista. Esta clasificacio´n se lleva
a cabo mediante la funcio´n sort de Matlab y resulta de gran utilidad para las fases
siguientes del algoritmo: la clonacio´n y la hipermutacio´n soma´tica.
En la fase de clonacio´n se implementa un para´metro conocido como cloning factor,
que determina la cantidad de clones a producir para cada individuo de la poblacio´n.
Para el presente trabajo se elige un cloning factor de 0.3. La cantidad de clones por
anticuerpo Nci esta´ dada por la ecuacio´n (3.2), donde cf es el cloning factor, N es el
nu´mero de individuos de la poblacio´n e i corresponde a la posicio´n del anticuerpo en la
lista generada por la anterior clasificacio´n (p. ej., para el anticuerpo que ha clasificado
en primer lugar, i = 1). Se redondea estrictamente a nu´meros enteros. [3]
Nci = round(
cf.N
i
) (3.2)
As´ı, por ejemplo, para el anticuerpo clasificado como primero (el del menor valor
de J) se producir´ıan 30 clones, 15 para el segundo, 10 para el tercero, etc, teniendo en
cuenta el valor establecido para el cloning factor.
En la fase de hipermutacio´n se modifica la varianza de la distribucio´n de los
para´metros que componen los anticuerpos (que por defecto ha sido una distribucio´n
uniforme con media 0 y varianza 1, es decir, (U(0,1))) segu´n la afinidad de cada
anticuerpo (su valor de J). Dicha modificacio´n se realiza mediante la ecuacio´n (3.3),
donde ρ0 es la tasa de decaimiento y fitn es el valor del ı´ndice de desempen˜o del clon
a ser mutado. [3]
p = exp(−ρ0.f itn) (3.3)
En te´rminos de procedimiento dentro del algoritmo, la hipermutacio´n se realiza
con un valor diferente de p para cada conjunto de clones pertenecientes al mismo
anticuerpo y se lleva a cabo multiplicando dicho valor por un vector de nu´meros
aleatorios con distribucio´n gaussiana (de ah´ı el nombre de hipermutacio´n soma´tica
de tipo Gaussiano) que tiene el mismo taman˜o que cada uno de los clones y luego
sumando este vector a cada uno de los clones.
Seguidamente se procede a realizar un nuevo proceso de evaluacio´n de afinidad,
esta vez con los clones hipermutados. Se estiman de la misma manera que en el
procedimiento anterior las matrices Q y R, el vector K y el valor del ı´ndice de
desempen˜o J. Acto seguido, se hace la clasificacio´n de los clones hipermutados segu´n
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su valor de J con sort y se guarda el mejor de la generacio´n en el vector de soluciones,
enunciado anteriormente. Al final de la iteracio´n, se genera una nueva poblacio´n inicial
a partir de clones hipermutados.
Cuando el algoritmo alcanza el nu´mero de iteraciones preestablecido, se hace un
u´ltimo procedimiento: un nuevo proceso de clasificacio´n con sort pero sobre el vector
que guarda la mejor solucio´n de cada iteracio´n, con el fin de determinar cua´l de ellas
tiene el menor valor de funcio´n de costo. Sobre este anticuerpo se realizan, una vez
ma´s, los ca´lculos de Q, R y K. Este vector K es entonces el vector de ganancias
definitivo que el algoritmo ha encontrado como la solucio´n de control o´ptima para el
sistema discreto que se le ha dado como para´metro de entrada.
En la figura 3.4 se presenta un diagrama de flujo que resume el funcionamiento de
este algoritmo.
3.5.2. Sistema inmune artificial para control por accio´n integral
Esta variante guarda similitud con el algoritmo para control por lazo directo en
pra´cticamente todo el procedimiento. Como se menciono´ anteriormente, las diferencias
primordiales son el trabajo a partir del sistema discreto aumentado (el cual se calcula
dentro del algoritmo, antes de comenzar las iteraciones) y la extraccio´n, al final de las
iteraciones, de las ganancias K y Ki del vector de ganancias definitivo arrojado.
Las ecuaciones de estado y salida del sistema discreto aumentado con el que se
trabaja en esta variante son las ecuaciones (3.4) 7 (3.5), respectivamente, donde A, B
y C son las matrices de estados, control y salida del sistema discreto y e(k) es el error
en el instante k.
[
x(k + 1)
e(k + 1)
]
=
[
A 0
−C 1
] [
x(k)
e(k)
]
+
[
B
−D
]
U(k) (3.4)
y =
[
C 0
] [x(k)
e(k)
]
(3.5)
El vector de ganancias arrojado al final de la ejecucio´n del algoritmo contiene todas
las ganancias del controlador de accio´n integral; es el vector aumentado Ka. El vector
de ganancias K corresponde a los primeros n− 1 componentes del vector Ka, donde n
es el nu´mero de filas de la matriz de estados aumentada. El u´ltimo te´rmino incluido en
Ka corresponde −Ki ∗ h, donde h es el tiempo de muestreo del sistema discreto. Para
extraer la ganancia Ki, como resulta lo´gico, se divide este te´rmino entre −h (para los
modelos tratados tiene un valor de 1 ms).
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Validar tamaños de matrices del sistema discreto 
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Para todos los 
anticuerpos de 1 a n 
Calcular Q, R y K (mediante dlqr) y evaluar función de costo J 
Ordenar anticuerpos por afinidad (minimización  de menor a mayor valor de 
función de costo) 
Producir n clones 
Realizar hipermutación de tipo Gaussiano sobre los clones 
Para todos los 
clones de 1 a n 
Ordenar clones por afinidad y guardar el de menor valor de J 
Calcular Q, R y K (mediante dlqr) y evaluar función de costo J 
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alcanzado N? 
NO 
SI 
Elegir el menor valor de J entre los mejores de cada generación 
Calcular Q, R y K (dlqr)  DATOS DEFINITIVOS 
Fin 
Figura 3.4: Diagrama de flujo de algoritmo de AIS para control en lazo directo.
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En la figura 3.5 se presenta un diagrama de flujo que resume el funcionamiento de
este algoritmo.
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NO 
SI 
Elegir el menor valor de J entre los mejores de cada generación 
Calcular Q, R y Ka (dlqr) 
Fin 
Calcular K definitiva y Ki 
Figura 3.5: Diagrama de flujo de algoritmo de AIS para control por accio´n integral.
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4. RESULTADOS
Mediante la ejecucio´n de los algoritmos descritos en el cap´ıtulo anterior, utilizando
los modelos en espacio de estados discreto tanto de puente gru´a como de pe´ndulo
invertido, se pudieron obtener conjuntos de ganancias para controladores o´ptimos, los
cuales fueron puestos a prueba en simulacio´n en el entorno Simulink de Matlab y en
el prototipo f´ısico descrito en el cap´ıtulo uno. Tambie´n se realizo´ la implementacio´n
de dos algoritmos gene´ticos, uno para control por ganancia en lazo directo y otro
para control por accio´n integral, con el fin de comparar los resultados obtenidos de
los algoritmos inmunes. Adema´s, en la implementacio´n sobre el prototipo, dichos
resultados tambie´n se comparan con el desempen˜o de un controlador PID que viene
implementado dentro del software de entrenamiento del prototipo, con el fin de mostrar
y comparar el funcionamiento pra´ctico de diversas te´cnicas de control (incluyendo el
control o´ptimo). A continuacio´n se expondra´n los resultados de dichas pruebas.
4.1. RESULTADOS EN SIMULACIO´N
4.1.1. Entorno y condiciones de simulacio´n
El entorno sobre el cual se implementaron las simulaciones es Simulink, herramienta
de programacio´n gra´fica y de flujo de datos de Matlab. Se implemento´ un lazo de control
para ganancia en lazo directo y otro para accio´n integral, en archivos separados, pero
compartiendo la caracter´ıstica comu´n de tener dentro de dichos lazos una estructura
gene´rica de un sistema en espacio de estados discreto. Estos lazos de control se utilizan
para simular los resultados tanto de los algoritmos de sistema inmune artificial,
competencia del presente trabajo, como los algoritmos gene´ticos implementados para
propo´sitos de comparacio´n.
El lazo de control para simulacio´n de controladores por ganancia en lazo directo
se muestra en la figura 4.1. En e´l se representa en diagrama de bloques la ecuacio´n
fundamental de este tipo de controladores, donde la sen˜al de control es descrita por
u(k) = −Kx(k)+Kgr(k). Resulta importante resaltar que la ganancia Kg se calcula en
el mismo entorno, previa ejecucio´n de la simulacio´n, gracias a la accio´n de los callbacks
de Simulink. Esta ganancia esta´ descrita por la ecuacio´n (4.1), donde A, B, C y D son
las matrices del sistema de espacio de estados discreto, I es una matriz identidad cuyas
dimensiones son ide´nticas a las de la matriz A del sistema discreto y K es el vector de
ganancias del controlador o´ptimo.
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Kg = ((C −DK)(I − A+BK)−1B +D)−1 (4.1)
Figura 4.1: Lazo de control para ganancia en lazo directo.
El lazo de control para simulacio´n de controladores por accio´n integral se muestra
en la figura 4.2. En este se representa en diagrama de bloques la ecuacio´n que describe
la sen˜al de control: u(k) = −Kx(k) + Kie(k). Se hace uso del bloque integrador en
tiempo discreto disponible en Simulink para el trabajo con el error.
Figura 4.2: Lazo de control para accio´n integral.
La estructura del bloque gene´rico de espacio de estados discreto se aprecia en la
figura 4.3. Es ba´sicamente la representacio´n en diagrama de bloques de las ecuaciones
gene´ricas de estado y salida de un sistema de espacio de estados discreto, mostradas
en (4.2).
x(k + 1) = Ax(k) +Bu(k)
y(k + 1) = Cx(k) +Du(k) (4.2)
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Figura 4.3: Espacio de estados discreto en diagrama de bloques.
Es de gran importancia resaltar que, en el caso del sistema de puente gru´a, se ha
usado la misma sen˜al de referencia para las pruebas sobre todos los algoritmos, tanto
en el prototipo f´ısico como en el entorno de simulacio´n. Dicha sen˜al de referencia es
una sen˜al cuadrada cuyo valor empieza en 0.1 y aumenta progresivamente en pasos de
0.1 cada 10 segundos, hasta llegar a 0.4; pasados 10 segundos ma´s vuelve a 0.1. Como
las pruebas tienen una duracio´n de 40 segundos cada una, los valores posteriores al
valor inicial de dicha sen˜al de referencia son 0.2, 0.3 y 0.4, que es el valor final. Las
unidades en las que se expresa esta sen˜al en te´rminos del desplazamiento del prototipo
son metros. Esta sen˜al se representa en la figura 4.4. Por otra parte, para el pe´ndulo
invertido tendra´ referencia cero permanente, pues en e´l se pretende simular u´nicamente
el efecto de regulacio´n.
Otro aspecto a tener en cuenta dentro de las condiciones de la simulacio´n es que,
como se dijo al describir los problemas de control que atiende este trabajo en el cap´ıtulo
uno, la intencio´n del ejercicio del control sobre el sistema de puente gru´a es llevar la
posicio´n del carro (en adelante se referira´ a ella como x) al valor de la referencia en
cualquier instante de tiempo, a su vez que se regula la posicio´n angular (en adelante
se referira´ a ella como θ) de la carga en el punto requerido en cada caso, restringiendo
siempre la energ´ıa de la sen˜al de control u al mı´nimo posible. En el sistema de pe´ndulo
invertido, la intencio´n del ejercicio es regular todos los estados, suponiendo que el valor
0 es alcanzado cuando la barra ha sido balanceada hasta llegar a posicio´n vertical.
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Figura 4.4: Sen˜al cuadrada de referencia para pruebas.
4.1.2. Simulaciones del sistema de puente gru´a
Algoritmos de sistema inmune artificial
Los valores de x y θ obtenidos en la simulacio´n del algoritmo de sistema inmune
artificial en el puente gru´a para control por ganancia en lazo directo se muestran
en las figuras 4.5 y 4.6 respectivamente; el valor de la sen˜al de control en la figura 4.7.
Se observa que el tiempo de establecimiento de x en cada cambio de referencia es de
alrededor de 2,5 s, por lo que puede considerarse que el seguimiento de referencia se
hace de forma ra´pida. Al mismo tiempo, los picos ma´ximos de θ no sobrepasan el valor
de 0.02 rad, lo cual indica un leve movimiento de la carga en cada cambio de valor de
referencia; dado que el sobrepaso no tiene un valor muy elevado, se considera que la
regulacio´n es exitosa.
A su vez, se observa que la sen˜al de control alcanza picos de 0.1 V en cada cambio
de referencia, por lo que puede decirse que la energ´ıa de control se mantiene dentro del
rango de valores aceptables (el cual es de ±2, 5 V) y que la restriccio´n implementada
en la funcio´n de costo para dicho criterio de disen˜o ha regulado exitosamente el gasto
energe´tico.
Los valores de x y θ obtenidos en la simulacio´n del algoritmo de sistema inmune
artificial en el puente gru´a para control por accio´n integral se muestran en las
figuras 4.8 y 4.9 respectivamente; el valor de la sen˜al de control en la figura 4.10. Se
aprecia que el seguimiento de referencia en la posicio´n del carro x se logra de forma
ma´s lenta que en el control por ganancia en lazo directo, pues el sistema toma casi 5
segundos en alcanzar dicho valor en cada cambio de la sen˜al; sin embargo el cambio
llega a ser exitoso, pues se logra llegar a la referencia sin error de estado estable. Por
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Figura 4.5: x durante simulacio´n de AIS para control por ganancia en lazo directo en
puente gru´a.
Figura 4.6: θ durante simulacio´n de AIS para control por ganancia en lazo directo en
puente gru´a.
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Figura 4.7: u durante simulacio´n de AIS para control por ganancia en lazo directo en
puente gru´a.
otro lado, se observa que la regulacio´n de θ se da en mejor forma con este algoritmo,
pues el pico ma´ximo alcanzado por esta variable es visiblemente menor que su s´ımil en
el control por ganancia en lazo directo; no obstante, el tiempo de establecimiento en
cero de θ es casi el doble que en lazo directo para cada cambio de valor de la referencia,
mostrando que ambos algoritmos dan solucio´n al mismo problema de control de manera
ligeramente distinta y que, en la pra´ctica, la eleccio´n ha de decantarse por aquel cuyas
particularidades ofrezcan mejores prestaciones a la situacio´n espec´ıfica que se desea
tratar.
En la figura 4.10 puede apreciarse que el gasto energe´tico en la sen˜al de control
es bastante pequen˜o en comparacio´n con el algoritmo de control por ganancia en lazo
directo (obse´rvese que la escala de voltaje de la figura 4.10 es ma´s pequen˜a que aquella
de la figura 4.7), por lo que puede concluirse que, a pesar de que se uso´ la misma
restriccio´n de esfuerzo mı´nimo en el ı´ndice de desempen˜o de ambos algoritmos y que
en ambos casos se alcanzan con e´xito el seguimiento de referencia y la regulacio´n, el
desempen˜o energe´tico del control por accio´n integral resulta o´ptimo y el de ganancia
en lazo directo pasa a ser una opcio´n sub-o´ptima con respecto del primero.
Algoritmos gene´ticos (GA)
Los valores de estados obtenidos en la simulacio´n del algoritmo gene´tico en el
puente gru´a para control por ganancia en lazo directo se muestran en la figura
4.11 y el valor de la sen˜al de control en la figura 4.12. Puede observarse que la
posicio´n del carro no llega a alcanzar el valor de referencia adecuadamente en el
tiempo de simulacio´n, a pesar de existir un crecimiento de la velocidad del carro
51
Figura 4.8: x durante simulacio´n de AIS para control por accio´n integral en puente
gru´a.
Figura 4.9: θ durante simulacio´n de AIS para control por accio´n integral en puente gru´a.
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Figura 4.10: u durante simulacio´n de AIS para control por accio´n integral en puente
gru´a.
en cada cambio de referencia, por lo que se deduce que la restriccio´n de energ´ıa de
la sen˜al de control no permite imprimir en el motor del puente gru´a la velocidad
necesaria para realizar el seguimiento de referencia que se requiere. Se observa en la
figura 4.12 que efectivamente la sen˜al de control tiene un impulso cada 10 segundos,
que es el tiempo del cambio de valor de la sen˜al cuadrada de referencia, pero justo
despue´s de este impulso su valor decrece sin que x haya alcanzado el valor de referencia.
Los valores de x y θ obtenidos en la simulacio´n del algoritmo gene´tico en
el puente gru´a para control por accio´n integral se muestran en la figura 4.13 (x
corresponde a la l´ınea azul y θ a la l´ınea magenta) y el valor de la sen˜al de control en la
figura 4.14. Se observa que el tiempo de establecimiento de x es ma´s o menos igual al
medido utilizando un sistema inmune artificial bajo la misma accio´n de control (figura
??); no obstante, se aprecian leves oscilaciones en la sen˜al antes de su establecimiento.
Pese a esto u´ltimo, puede decirse que el seguimiento de referencia es aceptable, si bien
es preferible el desempen˜o del sistema bajo el AIS.
Las oscilaciones tambie´n esta´n presentes en el proceso de regulacio´n de θ y si bien
no alcanzan un valor elevado, se nota una desmejor´ıa con respecto del desempen˜o del
AIS, sobre todo en el tiempo de establecimiento de la sen˜al. Esto u´ltimo es entendible
si se consideran las oscilaciones registradas en el movimiento del carro, si bien no
se puede caer en el perjuicio de ocultar que el sistema de control deber´ıa ser capaz
de controlar dicha oscilacio´n en menor tiempo. Por lo anterior, en lo que refiere al
control de estados, esta solucio´n es considerada como subo´ptima en comparacio´n con
su ana´loga en AIS.
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Figura 4.11: Estados del sistema durante simulacio´n de GA para control por ganancia
en lazo directo en puente gru´a.
Figura 4.12: u durante simulacio´n de GA para control por ganancia en lazo directo en
puente gru´a.
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Por otro lado, el desempen˜o energe´tico de la sen˜al de control exhibe una desmejor´ıa
notable con respecto de las dema´s simulaciones, por lo que el desempen˜o de este
algoritmo, en conjunto, no puede considerarse la solucio´n o´ptima al problema de control.
Figura 4.13: x y θ durante simulacio´n de GA para control por accio´n integral en puente
gru´a.
4.1.3. Simulaciones del sistema de pe´ndulo invertido
Sobre el sistema de pe´ndulo invertido se evaluo´ u´nicamente la te´cnica de control
por ganancia en lazo directo, ello bajo ambas te´cnicas metaheur´ısticas trabajadas
anteriormente: sistema inmune artificial y algoritmo gene´tico. Para poder evidenciar
gra´ficamente el efecto de regulacio´n en la simulacio´n, se ha establecido una condicio´n
inicial diferente de cero (0.1 m) para la posicio´n del carro. La condicio´n inicial de la
carga se ha dejado en cero, pues se supone que para que esta accio´n de control entre
a ejercerse en el sistema la barra debe estar en posicio´n vertical. En los gra´ficos se
muestran los resultados de las simulaciones para este sistema de 0 a 15 segundos, ya
que en el tiempo restante no existe variacio´n en la evolucio´n de las variables.
Algoritmo de sistema inmune artificial
Los valores de x y θ obtenidos en la simulacio´n del algoritmo de sistema inmune
artificial en el pe´ndulo invertido para control por ganancia en lazo directo se
muestran en la figura 4.15 (x corresponde a la l´ınea azul y θ a la l´ınea magenta) y el
valor de la sen˜al de control en la figura 4.16. El efecto de regulacio´n sobre la posicio´n
del carro es apreciable, as´ı como una subsecuente oscilacio´n en la carga por este
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Figura 4.14: u durante simulacio´n de GA para control por accio´n integral en puente
gru´a.
posicionamiento. En te´rminos de la simulacio´n, las dos variables alcanzan la referencia
cero dentro de un tiempo de establecimiento corto, por lo que se concluye que la
velocidad del carro (y, por ende, la accio´n de control) es suficiente para balancear el
pe´ndulo. En la figura 4.16 puede observarse que la energ´ıa de control no sobrepasa los
l´ımites reproducibles en el prototipo real y que con el voltaje alcanzado por la sen˜al de
control se puede ejercer el efecto de regulacio´n.
Algoritmo gene´tico
Los valores de x y θ obtenidos en la simulacio´n del algoritmo gene´tico en el
pe´ndulo invertido para control por ganancia en lazo directo se muestran en la
figura 4.17 (x corresponde a la l´ınea azul y θ a la l´ınea magenta) y el valor de la
sen˜al de control en la figura 4.18. Se observa que el tiempo de establecimiento de
x es ligeramente mayor (por alrededor de 2 s) con respecto del algoritmo de AIS
para el mismo sistema, mientras que θ exhibe un comportamiento muy similar con
respecto de su s´ımil en AIS: mismo patro´n de oscilaciones y tiempos de establecimiento
pra´cticamente ide´nticos. En teor´ıa, la simulacio´n demuestra que a pesar del incremento
en el tiempo de establecimiento, el problema de control es resuelto, pues se alcanza
el estado de regulacio´n y el pe´ndulo logra balancearse (alcanza la referencia cero y
permanece en ella). La sen˜al de control muestra un comportamiento similar a la del
algoritmo de AIS, aunque inicia la simulacio´n con un valor ma´s alto que en aquella,
mantenie´ndose de todos modos dentro del rango soportado por el sistema.
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Figura 4.15: x y θ durante simulacio´n de AIS para control por ganancia en lazo directo
en pe´ndulo invertido.
Figura 4.16: u durante simulacio´n de AIS para control por ganancia en lazo directo en
pe´ndulo invertido.
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Figura 4.17: x y θ durante simulacio´n de GA para control por ganancia en lazo directo
en pe´ndulo invertido.
Figura 4.18: u durante simulacio´n de GA para control por ganancia en lazo directo en
pe´ndulo invertido.
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4.2. RESULTADOS DE PRUEBAS EN PROTOTIPO
FI´SICO
Ya que en el desarrollo teo´rico mostrado en el cap´ıtulo uno se ha podido evidenciar
que tanto el puente gru´a como el pe´ndulo invertido son linealizaciones del mismo
modelo alrededor de diferentes puntos de operacio´n, las pruebas en el prototipo f´ısico
se realizaron u´nicamente sobre el funcionamiento del mismo como puente gru´a. Estas
pruebas se han llevado a cabo mediante la utilizacio´n del software Matlab en interfaz
con la tarjeta de adquisicio´n de datos del prototipo. A continuacio´n se muestran los
datos obtenidos a partir de la puesta en marcha de tres controladores distintos sobre el
sistema:
PID de muestra (para efectos de comparacio´n)
Ganancia en lazo directo mediante sistema inmune artificial
Accio´n integral mediante sistema inmune artificial
Solamente se prueban sobre el sistema real los algoritmos de sistema inmune
artificial, dado que son la competencia directa del presente trabajo. La sen˜al de
referencia para todos los casos es la misma que se uso´ en las simulaciones del sistema
de puente gru´a.
Es importante destacar en este punto que el tiempo de muestreo utilizado para
discretizar el sistema en espacio de estados que se ha usado en las pruebas en tiempo
real, no es el mismo que se ha usado para las pruebas en simulacio´n, por las razones
expuestas en el cap´ıtulo uno sobre los criterios de seleccio´n del tiempo de muestreo.
Dado que el rango de valores razonables para equilibrar cantidad de muestras y costo
computacional que atienden tanto el criterio de lazo abierto como el de lazo cerrado se
encuentra entre 50 y 117 ms, se ha elegido para estas pruebas discretizar el sistema
con un tiempo de muestreo de 50 ms.
4.2.1. Controlador PID
Los valores de las constantes de este controlador de muestra corresponden a P = 4,
I = 0.3 y D = 2. La posicio´n del carro x durante la prueba y la sen˜al de referencia
se aprecian en la figura 4.19, el a´ngulo de la carga θ en la figura 4.20 y los valores de
la sen˜al de control en la figura 4.21. Si bien el tiempo de establecimiento es bastante
aceptable, es notable que x mantiene un error de estado estacionario durante toda la
duracio´n de la prueba. Las oscilaciones de la carga son permanentes, aunque pequen˜as
(se mantienen aproximadamente entre ±0.1). En cuanto a la sen˜al de control u, puede
decirse con certeza que con este controlador se genera un gasto energe´tico mucho mayor
con respecto de los controladores o´ptimos simulados; naturalmente, esto se da porque
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en esta te´cnica cla´sica de control no se implementa ningu´n tipo de minimizacio´n de
este criterio.
Figura 4.19: x y referencia durante prueba de PID sobre prototipo f´ısico de puente gru´a.
Figura 4.20: θ durante prueba de PID sobre prototipo f´ısico de puente gru´a.
4.2.2. Controlador por ganancia en lazo directo calculado mediante sistema
inmune artificial
La posicio´n del carro x durante la prueba y la sen˜al de referencia se aprecian en
la figura 4.22, el a´ngulo de la carga θ en la figura 4.23 y los valores de la sen˜al de
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Figura 4.21: u durante prueba de PID sobre prototipo f´ısico de puente gru´a.
control en la figura 4.24. Se observa que la x presenta oscilaciones durante la totalidad
de la prueba, adema´s de diferentes valores de error de estado estacionario en cada
cambio de referencia; se concluye entonces que el seguimiento de referencia se realiza
de manera aceptable pero ma´s lenta con este controlador con respecto del PID descrito
anteriormente. Por otro lado, es destacable que las oscilaciones presentadas en el a´ngulo
de la carga son menores en comparacio´n con el PID (obse´rvese la variacio´n en las
escalas nume´ricas del eje y entre las figuras 4.20 y 4.23.), por lo que en la regulacio´n de
esta variable se obtiene un mejor desempen˜o. En cuanto a la sen˜al de control, se observa
que el gasto energe´tico se mantiene en un rango bastante pequen˜o (no sobrepasa ±1 V),
lo cual se debe a la restriccio´n de esfuerzo mı´nimo aplicada en el ca´lculo de las ganancias.
4.2.3. Controlador por accio´n integral calculado mediante sistema inmune
artificial
La posicio´n del carro x durante la prueba y la sen˜al de referencia se aprecian en
la figura 4.25, el a´ngulo de la carga θ en la figura 4.26 y los valores de la sen˜al de
control en la figura 4.27. Una mejora notable con respecto del algoritmo de control
por ganancia en lazo directo es que la posicio´n del carro no presenta oscilaciones
indeseadas durante el seguimiento de referencia, si bien conserva un error de estado
estacionario de valor constante en todos los cambios de referencia y ligeramente
mayor a aquel observado en lazo directo, siendo pronunciadamente similar al error
de estado estacionario en el PID. Tambie´n se observa que las oscilaciones en θ
se dan en menor cantidad y con picos y valles menores con respecto de los dos
controladores anteriores y que la regulacio´n es alcanzada en intervalos de tiempo
mayores. En cuanto a la sen˜al de control, puede decirse que el gasto energe´tico es
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Figura 4.22: x y referencia durante prueba de controlador por lazo directo basado en
AIS sobre prototipo f´ısico de puente gru´a.
Figura 4.23: θ durante prueba de controlador por lazo directo basado en AIS sobre
prototipo f´ısico de puente gru´a.
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Figura 4.24: u durante prueba de controlador por lazo directo basado en AIS sobre
prototipo f´ısico de puente gru´a.
bastante pequen˜o (apenas sobrepasa el l´ımite inferior del rango ±0.1 V); no obstante,
esta sen˜al se mantiene aplicada de forma constante hasta que x alcanza el valor de
la referencia (con error de estado estacionario), instante en el cual disminuye para
tratar de minimizar este error, gracias al componente de accio´n integral del controlador.
4.2.4. Medida cuantitativa de desempen˜o de los controladores
Si bien el ana´lisis gra´fico de las sen˜ales entrega, en cierta medida, luces sobre el
desempen˜o de cada controlador evaluado sobre el sistema real, conviene aplicar una
evaluacio´n cuantitativa sobre los mismos, con el fin de obtener resultados ma´s exactos.
Para dicho propo´sito, entonces, resulta adecuado usar como medida cuantitativa la
evaluacio´n de la funcio´n de costo utilizada para formular los controladores o´ptimos,
aplicada sobre las sen˜ales obtenidas en cada uno de los tres controladores probados
sobre el prototipo f´ısico. Se usa este tipo de medida y no otra porque la intencio´n es
medir si los controladores o´ptimos lo son en efecto para las restricciones de disen˜o
para las cuales fueron concebidos; la evaluacio´n de satisfaccio´n de otro tipo de criterios
queda fuera de alcance porque, como bien se menciono´ en las nociones de control
o´ptimo del cap´ıtulo dos, un controlador disen˜ado para ser o´ptimo bajo cierta funcio´n
de costo puede no serlo bajo otra.
Dado que las pruebas fueron realizadas sobre Matlab y, por tanto, se dispone de
los datos extra´ıdos de ellas en formatos de este software, se empleara´ el mismo para
el ana´lisis cuantitativo. Para la evaluacio´n de la funcio´n de costo es necesario recoger
las lecturas de los valores de r (sen˜al de referencia), x (posicio´n del carro), θ (posicio´n
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Figura 4.25: x y referencia durante prueba de controlador por accio´n integral basado
en AIS sobre prototipo f´ısico de puente gru´a.
Figura 4.26: θ durante prueba de controlador por accio´n integral basado en AIS sobre
prototipo f´ısico de puente gru´a.
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Figura 4.27: u durante prueba de controlador por accio´n integral basado en AIS sobre
prototipo f´ısico de puente gru´a.
angular de la carga), u (sen˜al de control) y t (tiempo) durante toda la duracio´n de la
prueba, variables que esta´n definidas como vectores. Se procede a evaluar la funcio´n de
costo J mediante el comando J = sum(t′∗abs(r−x))+sum(t′∗abs(theta))+10∗sum(u),
ya que dentro de dicha evaluacio´n se tiene en cuenta tanto el error en x como el
error en θ. Los datos obtenidos de la realizacio´n de este procedimiento, para cada
controlador, se muestran en la tabla 4.1.
Controlador Valor de J
PID 4.0587 ∗ 104
AIS + lazo directo 2.3565 ∗ 104
AIS + accio´n integral 2.1789 ∗ 104
Tabla 4.1: Evaluacio´n cuantitativa del desempen˜o de controladores en pruebas sobre
prototipo f´ısico
Dado que la intencio´n del ejercicio fue minimizar el error en los estados y el esfuerzo
de la sen˜al de control, lo cual se traduce en minimizar la funcio´n de costo planteada,
puede observarse que los resultados obtenidos en los controladores o´ptimos son mejores
que el obtenido para las lecturas del PID, dado que son menores que el valor de la
funcio´n de costo para este u´ltimo. Puede afirmarse, por tanto, que el desempen˜o de los
controladores disen˜ados es efectivamente o´ptimo frente a te´cnicas cla´sicas de control,
teniendo en cuenta que lo es para aquellos criterios de disen˜o que le fueron impuestos
y no necesariamente para otros.
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5. CONCLUSIONES
Un conjunto de controladores o´ptimos calculados bajo la misma te´cnica
metaheur´ıstica de programacio´n pueden brindar resultados diferentes debido a la
accio´n de control espec´ıfica implementada en cada uno de ellos. Para el caso del
presente trabajo, se pudo apreciar co´mo las acciones de ganancia en lazo directo e
integral influ´ıan para que aspectos como el rango del gasto energe´tico en la sen˜al
de control, el error de estado estacionario y las oscilaciones fuesen diferentes, sin
importar el uso de la misma te´cnica de ca´lculo de las ganancias (AIS o´ GA en
cada caso) y el disen˜o basado en el mismo sistema.
Se confirman las nociones expuestas en la teor´ıa de control o´ptimo acerca de que
una solucio´n o´ptima bajo determinado criterio puede no serlo bajo otro, pues
se ha observado co´mo la restriccio´n en el gasto energe´tico afectaba la calidad
en el seguimiento de referencia en te´rminos de velocidad y tiempo mı´nimo de
establecimiento. Por lo tanto, a la hora de disen˜ar una solucio´n de o´ptima de
control para un sistema real, es aconsejable realizar pruebas en la sintonizacio´n
para asegurarse de que la(s) restriccio´n(es) implementada(s) no sean un obsta´culo
para el funcionamiento adecuado. Si no puede encontrarse una solucio´n o´ptima
en la ejecucio´n, es preferible optar por una subo´ptima con desempen˜o aceptable
segu´n las necesidades.
La creacio´n de te´cnicas metaheur´ısticas de programacio´n basadas en procesos
naturales se muestran como una herramienta importante para la resolucio´n de
problemas de control o´ptimo, a su vez que expanden el entendimiento humano
acerca del desarrollo y funcionamiento de feno´menos biolo´gicos, como el sistema
inmune en vertebrados y el funcionamiento de los genes en la reproduccio´n de una
poblacio´n.
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6. RECOMENDACIONES
Implementar soluciones o´ptimas similares a las presentadas en este trabajo sobre
sistemas diferentes al puente gru´a y el pe´ndulo invertido y evaluar su desempen˜o
sobre prototipos reales, para determinar en cua´les casos ser´ıa preferible el uso de
este tipo de soluciones y en cua´les no. De igual forma, ejercer control en ma´s de
uno de los estados del sistema, en aquellas plantas que as´ı lo permitan.
Implementar soluciones de control o´ptimo para los sistemas tratados en el presente
trabajo, que involucren el uso de otras te´cnicas metaheur´ısticas para el ca´lculo de
las ganancias de control (p. ej. enjambres de part´ıculas, recocido simulado, entre
otras).
Realizar optimizaciones de los algoritmos mediante hibridacio´n de las te´cnicas de
ca´lculo de las ganancias de controlador presentadas en este trabajo con otras
te´cnicas de programacio´n, con el fin de mejorar aspectos como el tiempo de
ejecucio´n de los algoritmos o la convergencia, teniendo cuidado de no llevar el
disen˜o a niveles demasiado complejos, con el fin de obtener soluciones aplicables
a los sistemas reales.
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