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Modification of Moment-Based Tail Index
Estimator: Sums versus Maxima
Natalia Markovich and Marijus Vaicˇiulis
Abstract In this paper, we continue the investigation of the SRCEN estimator of
the extreme value index γ (or the tail index α = 1/γ) proposed in [12] for γ > 1/2.
We propose a new estimator based on the local maximum. This, in fact, is a modifi-
cation of the SRCEN estimator to the case γ > 0. We establish the consistency and
asymptotic normality of the newly proposed estimator for i.i.d. data. Additionally, a
short discussion on the comparison of the estimators is included.
Key words: asymptotic normality, extreme value index, mean squared error, tail
index
1 Introduction and main results
Let Xk, k ≥ 1 be non-negative independent, identically distributed (i.i.d.) random
variables (r.v.s) with the distribution function (d.f.) F . Suppose that F belongs to the
domain of attraction of the Fre´chet distribution
Φγ (x) =
{
0, x≤ 0,
exp{−x−1/γ}, x> 0,
Φ := Φ1,
which means that there exists normalizing constants am > 0 such that
lim
m→∞
P
(
Lm
am
≤ x
)
= lim
m→∞
Fm (amx) = Φγ (x), (1)
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for all x> 0, where Lu,v =max{Xu, . . . ,Xv} for 1≤ u≤ v and Lv = L1,v. The param-
eter γ > 0 is referred to as positive extreme-value index in the statistical literature.
Meerschaert and Scheffler [13] introduced the estimator for γ ≥ 1/2, which is
based on the growth rate of the logged sample variance ofN observationsX1, . . . ,XN :
γˆN =
1
2ln(N)
ln+
(
Ns2N
)
,
where s2N = N
−1 ∑Ni=1 (Xi− X¯N)
2
, X¯N = (X1+ . . .+XN)/N and ln+(x) = 0∨ lnx.
McElroy and Politis [12] divided the observationsX1, . . . ,XN into non-intersecting
blocks {X(k−1)m2+1, . . . ,Xkm2}, 1 ≤ k ≤ [N/m
2] of the width m2, while each such
block was divided into non-intersecting sub-blocks of the width m. To estimate
γ > 1/2 the so-called SRCEN estimator was proposed as the sample mean over
all blocks:
γˆ
(1)
N (m) =
1
[N/m2]
[N/m2]
∑
i=1
ξi(m),
where
ξi(m) =
ln
(
∑im
2
j=(i−1)m2+1
X2j
)
2ln(m)
−
1
m
m
∑
k=1
ln
(
∑
(k−1)m2+km
j=(k−1)m2+(k−1)m+1
X2j
)
2ln(m)
, (2)
and [·] denotes the integer part. In applications a simple heuristic rule for the choice
of sub-block width m = [N1/3], provided in [12], works quite well, see the Monte-
Carlo simulation studies in [12], [17] and [18].
Using the inequality of arithmetic and geometric means we obtain that for sample
X1, . . . ,XN , γˆ
(1)
N (m)≥ 1/2 holds with equality if and only if X
2
(i−1)m2+1
= . . .= X2
im2
,
1≤ i≤ [N/m2].
In this paper we provide an estimator similar to the SRCEN estimator but one
that can be used for γ > 0, not only for γ > 1/2. Namely, we replace the sums in (2)
by corresponding maxima and introduce the new estimator
γˆ
(2)
N (m) =
1
[N/m2]
[N/m2]
∑
i=1
ξ˜i(m)
where
ξ˜i(m) =
ln
(
L(i−1)m2+1,im2
)
ln(m)
−
1
m
m
∑
j=1
ln
(
L(i−1)m2+( j−1)m+1,(i−1)m2+ jm
)
ln(m)
.
In fact, the estimator γˆ
(2)
N (m) is based on the convergence Eln(Lm)/ ln(m)→ γ as
m→ ∞, which implies
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2E
(
ln(Lm2)
ln(m2)
)
−E
(
ln(Lm)
ln(m)
)
→ γ, m→ ∞. (3)
Thus, the estimator γˆ
(2)
N (m) is nothing else, but a moment-type estimator for the left
hand side in (3).
Note that γˆ
(2)
N (m) as well as γˆ
(1)
N (m) are scale-free, i.e., they do not change when
X j is replaced by cX j with c> 0.
Typically, the estimators, whose constructions are based on the grouping of the
observations into the blocks, are well suited for recursive on-line calculations. In
particular, if γˆ
(1)
N (m) = γˆ
(1)
N (m;X1, . . . ,XN) denotes the estimate of γ obtained from
observations X1, . . . ,XN and we get the next group of updates XN+1, . . . ,XN+m2 , then
we obtain
γˆ
(1)
N (m;X1, . . . ,XN+m2) =
1
N˜+ 1
N˜+1
∑
i=1
ξi(m) =
1
N˜+ 1
(
N˜γˆ
(1)
N (m)+ ξN˜+1(m)
)
,
denoting N˜ = [N/m2]. After getting L additional groups {XN+(k−1)m2+1, . . . ,XN+km2},
k = 1, ...,L, we have
γˆ
(1)
N (m;X1, . . . ,XN+Lm2) =
1
N˜+L
N˜+L
∑
i=1
ξi(m)
=
1
N˜+L
(
N˜ γˆ
(1)
N (m)+ ξN˜+1(m)+ ...+ ξN˜+L(m)
)
.
It is important that γˆ
(1)
N (m;X1, . . . ,XN+Lm2) is obtained using γˆ
(1)
N (m) after O(1) cal-
culations. The same is valid for γ̂
(2)
N (m) substituting ξi(m) by ξ˜i(m). The discussion
on on-line estimation of the parameter γ > 0 can be found in Section 1.2.3 of [11].
There are situations when data can be divided naturally into blocks but only the
largest observations within blocks (the block-maxima) are available. Several such
examples are mentioned in [15], see also [1], where battle deaths in major power
wars between 1495 and 1975 were analyzed. Then the estimator γˆ
(2)
N (m) can be
applied while the estimators γˆN and γˆ
(1)
N (m) are not applicable.
We will formulate our assumptions in terms of a so-called quantile functionV of
the d.f. F , which is defined as the left continuous generalized inverse:
V (t) := inf
{
x≥ 0 : −
1
lnF(x)
≥ t
}
.
The domain of attraction condition (1) can be stated in the following way in terms
of V : regarding the d.f. F , (1) holds if and only if for all x> 0,
lim
t→∞
V (tx)
V (t)
= xγ , (4)
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i.e. the functionV varies regularly at infinity with the index γ > 0 (writtenV ∈ RVγ),
see, e.g., [3, p.34].
First our result states that γˆ
(2)
N (m) is a weakly consistent estimator for γ > 0. For
the sake of completeness we include a corresponding result (as a direct consequence
of Prop. 1 in [12]) for the SRCEN estimator γˆ
(1)
N (m).
Theorem 1. Let observations X1, . . . ,XN be i.i.d. r.v.s with d.f. F.
(i) Suppose F satisfies the first-order condition (4) with γ > 1/2. Suppose, in
addition, that the probability density function p(x) of F exists and is bounded, and
also that p(x)/x is bounded in a neighborhood of zero. Then for the sequence m=
m(N) satisfying
m(N)→ ∞,
N ln2m
m2
→ ∞, N → ∞, (5)
it holds
γˆ
(1)
N (m)
P
→ γ, (6)
where
P
→ denotes convergence in probability.
(ii) Suppose F satisfies (4) with γ > 0. Suppose, in addition,
F(δ ) = 0 (7)
for some δ > 0. Then for the sequence m= m(N) satisfying (5) it holds
γˆ
(2)
N (m)
P
→ γ. (8)
As usual, in order to get asymptotic normality for estimators the so-called
second-order regular variation condition in some form is assumed. We recall that
the function V is said to satisfy the second-order condition if for some measurable
function A(t) with the constant sign near infinity, which is not identically zero, and
A(t)→ 0 as t → ∞,
lim
t→∞
V (tx)
V (t) − x
γ
A(t)
= xγ
xρ − 1
ρ
(9)
holds for all x> 0 with ρ < 0, which is a second order parameter. The function A(t)
measures the rate of convergence ofV (tx)/V (t) towards xγ in (4), and |A(t)| ∈ RVρ ,
see [8].
In this paper, we assume a second order condition stronger than (9). Namely, we
assume that we are in Hall’s class of models (see [9]), where
V (t) =Ctγ
(
1+ρ−1A(t)(1+ o(1))
)
, t → ∞ (10)
with A(t) = γβ tρ , whereC > 0, β ∈R\{0} and ρ < 0. The relation (10) is equiva-
lent to
F(x) = exp
{
−
( x
C
)−1/γ(
1+
β
ρ
( x
C
)ρ/γ
+ o
(
xρ/γ
))}
, x→ ∞. (11)
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Theorem 2. Let the observations X1, . . . ,XN be i.i.d. r.v.s with d.f. F.
(i) Suppose F satisfies the second-order condition (11) with γ > 1/2 and, in
addition, that the probability density function p(x) of F exists and it is bounded,
and also that p(x)/x is bounded in a neighborhood of zero. Then for the sequence
m= m(N) satisfying m→ ∞ and
N1/2m−2∨(−1+ρ)∨(−2γ) ln(m)→ 0, if − 1∨ρ 6= 1− 2γ,
N1/2m−2γ ln2(m)→ 0, if − 1∨ρ = 1− 2γ,
N1/2 ln(m)
m
(
γˆ
(1)
N (m)− γ
)
d
→N
(
0,
(
γ2− (1/4)
)
pi2
6
)
, N → ∞, (12)
holds, where
d
→ stands for the convergence in distribution.
(ii) Suppose F satisfies (7) and (11) with γ > 0. Then, for the sequence m=m(N)
satisfying (5) and
N1/2
m
A(m)→ ν ∈ (−∞,+∞), (13)
it follows
N1/2 ln(m)
m
(
γˆ
(2)
N (m)− γ
)
d
→N
(
−
νΓ (1−ρ)
ρ
,
γ2pi2
6
)
, N → ∞. (14)
The rest of the paper is organized as follows. In the next section we investigate the
asymptotic mean squared error (AMSE) of the introduced estimator, and compare
this estimator with several classical estimators, using the same methodology as in
[4]. The last section contains the proofs of the results.
2 Comparison
The AMSE of the estimator γˆ
(2)
N (m) is given by
AMSE
(
γˆ
(2)
N (m)
)
:=
1
ln2(m)
{
Γ 2(1−ρ)A2(m)
ρ2
+
γ2pi2m2
6N
}
. (15)
Regular variation theory, provided in [5] (see also [4]), allows us to perform the
minimization of the sum in the curly brackets of (15). Namely, under the choice
m¯(N) =
(
6Γ 2(1−ρ)β 2
−ρpi2
)1/(2(1−ρ))
N1/(2(1−ρ)) (1+ o(1)), N → ∞,
we have
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AMSE
(
γˆ
(2)
N (m¯)
)
∼ Γ 2(−ρ)β 2
(
6β 2Γ 2(1−ρ)
pi2(−ρ)
)1/(1−ρ)
Nρ/(1−ρ)
ln2(N)
, N → ∞.
Probably, the Hill’s estimator
γ
(H)
N (k) =
1
k
k−1
∑
j=0
ln
(
XN− j,N
XN−k,N
)
,
is the most popular, [10]. Here, 1 ≤ k ≤ N is a tail sample fraction, while X1,N ≤
X2,N ≤ . . . ≤ XN,N are order statistics from a sample X1, . . . ,XN . Let us denote r =
−1∨ρ and
υ =

β , −1< ρ < 0,
β +(1/2), ρ =−1,
1/2, ρ <−1.
From [4] it follows that the minimal AMSE of the Hill’s estimator under assumption
(11) satisfies the relation
AMSE
(
γ
(H)
N
(
k¯
))
∼
1− 2r
−2r
(
−2rυ2γ2−4r
(1− r)2
)1/(1−2r)
N2r/(1−2r), N → ∞,
where
k¯(N) =
(
(1− r)2
−2rυ2
)1/(1−2r)
N−2r/(1−2r) (1+ o(1)), N→ ∞.
Now we can compare the estimators γˆ
(2)
N (m˜) and γ
(H)
N
(
k¯
)
. Denote the relative mini-
mal AMSE in the same way as in [4]:
RMAMSE(γ,β ,ρ) = lim
N→∞
AMSE
(
γ
(H)
N
(
k¯
))
AMSE
(
γˆ
(2)
N (m¯)
) .
Following [4] we may conclude that γ
(H)
N
(
k¯
)
dominates γˆ
(2)
N (m¯) at the point (γ,β ,ρ)
if RMAMSE(γ,β ,ρ) < 1 holds. Note that RMAMSE(γ,β ,ρ) = 0 holds for −2 <
ρ < 0, i.e. γ
(H)
N
(
k¯
)
dominates γˆ
(2)
N (m¯), while for ρ ≤−2 we have RMAMSE(γ,β ,ρ)=
∞ and thus, γˆ
(2)
N (m¯) outperforms γ
(H)
N
(
k¯
)
in this region of the parameterρ . It is worth
to note that the same conclusion holds if we replace Hill’s estimator by another es-
timator investigated in [4].
Unfortunately, it is impossible to compare the performance of γˆ
(1)
N (m) and other
estimators taking the AMSE as a measure. By taking ν = 0 in (14) one can compare
the estimators γˆ
(1)
N (m) and γˆ
(2)
N (m) under the same block width m
2. By compar-
ing variances in the limit laws (12) and (14) we conclude that γˆ
(1)
N (m) outperforms
γˆ
(2)
N (m) for γ > 1/2.
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3 Proofs
Let us firstly provide preliminary results that are useful in our proofs.
Lemma 1. Let X1, . . . ,XN be i.i.d. r.v.s with d.f. F. Suppose F satisfies (4) with γ > 0
and (7). Then
lim
m→∞
Eln
(
Lm
V (m)
)
= χγ, (16)
lim
m→∞
Eln2
(
Lm
V (m)
)
= γ2
(
χ2+
pi2
6
)
, (17)
lim
m→∞
Eln4
(
Lm
V (m)
)
= γ4
(
χ4+ χ2pi2+
3pi4
20
+ 8χζ (3)
)
, (18)
lim
m→∞
E
(
ln
(
Lm2
V (m2)
)
ln
(
Lm
V (m)
))
= χ2γ2, (19)
holds, where χ ≈ 0.5772 is the Euler-Mascheroni constant defined by
χ = −
∫ ∞
0 ln(t)exp{−t}dt, while ζ (t) denotes the Riemann zeta function, ζ (3) ≈
1.202.
Proof of Lemma 1.We shall prove (16). LetY be a r.v. with d.f. Φ . It is easy to check
that it holds
ln
(
Lm
V (m)
)
d
= ln
(
V (mY )
V (m)
)
.
By TheoremB.1.9 in [3], the assumptionV ∈ RVγ , γ > 0 implies that for arbitrary
ε1 > 0, ε2 > 0 there exists m0 = m0(ε1,ε2) such that for m≥ m0, my≥ m0,
(1− ε1)y
γ min
{
yε2 ,y−ε2
}
<
V (my)
V (m)
< (1+ ε1)y
γ max
{
yε2 ,y−ε2
}
holds. Whence we get that under restriction 0< ε1 < 1 it follows
ln(1− ε1)+ (γ− u(y)) ln(y)< ln
(
V (my)
V (m)
)
< ln(1+ ε1)+ (γ + u(y)) ln(y), (20)
where u(y) =−ε2I{y< 1}+ ε2I{y≥ 1} and I{·} denotes the indicator function.
We write for m> m0,
E
(
ln
(
V (mY )
V (m)
))
= J1,m+ J2,m,
where
J1,m =
∫ m0/m
0
ln
(
V (my)
V (m)
)
dΦ(y), J2,m =
∫ ∞
m0/m
ln
(
V (my)
V (m)
)
dΦ(y).
The statement (16) follows from
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lim
m→∞
J1,m = 0, (21)
lim
m→∞
J2,m = χγ. (22)
Substituting my= t we get
|J1,m| ≤
∫ m0
0
∣∣∣∣ln( V (t)V (m)
)∣∣∣∣dΦ(t/m)
=
∫ m0
0
|lnV (t)|dΦ(t/m)+Φ(m0/m) |lnV (m)| .
By using dΦ(t/m) = mΦ (t/(m− 1))dΦ(t) we obtain
|J1,m| ≤ mΦ (m0/(m− 1))
∫ m0
0
|lnV (t)|dΦ(t)+Φ(m0/m) |lnV (m)| .
Assumption (7) ensuresV (0)≥ δ , which implies
∫ m0
0 |lnV (t)|dΦ(t)< ∞. Since the
sequence V (n) is of a polynomial growth and Φ(m0/m) = exp{−m/m0} tends to
zero exponentially fast, then relation (21) follows.
To prove (22) we use inequality (20). Then we obtain
|J2,m− χγ| ≤max{− ln(1− ε1), ln(1+ ε1)}+ ε2E |ln(Y )|+ γ
∫ m0/m
0
|ln(y)|dΦ(y).
One can check that E |ln(Y )| = χ − 2Ei(−1), where Ei(x), x ∈ R \ {0} denotes the
exponential integral function, Ei(−1)≈−0.219384.
Since ε1 > 0 and ε2 > 0 may be taken arbitrary small, the proof of relation (22)
will be finished if we show that
∫ m0/m
0 |ln(y)|dΦ(y)→ 0, m→ ∞. Substituting t =
my we get∫ m0/m
0
|ln(y)|dΦ(y) =
∫ m0
0
|ln(t/m)|dΦ(t/m)
= m
∫ m0
0
|ln(t/m)|Φ(t/(m− 1))dΦ(t)
≤ mΦ(m0/(m− 1))(ln(m)+E |ln(Y )|)→ 0,
as m→ ∞. This completes the proof of (22), and also of relation (16).
Proofs of relations (17) and (18) are similar and thus are skipped. It remains
to prove (19). We note that Lm and Lm+1,m2 are independent r.v.s and Lm2 = Lm ∨
Lm+1,m2 . Let Y1 and Y2 are independent r.v.s with d.f. Φ . Then it holds
ln
(
Lm2
V (m2)
)
ln
(
Lm
V (m)
)
d
= ln
(
V (mY1)∨V(m(m− 1)Y2)
V (m2)
)
ln
(
V (mY1)
V (m)
)
,
and consequently,
Modification of Moment-Based Tail Index Estimator 9
E
(
ln
(
Lm2
V (m2)
)
ln
(
Lm
V (m)
))
=E
(
ln
(
V (mY1)∨V (m(m− 1)Y2)
V (m2)
)
ln
(
V (mY1)
V (m)
))
.
Let us recall that V (t), t ≥ 0 is a non-decreasing function, see, e.g., Prop. 2.3 in [6].
By using this property we obtain
E
(
ln
(
V (mY1)∨V(m(m− 1)Y2)
V (m2)
)
ln
(
V (mY1)
V (m)
))
= J3,m+ J4,m+ J5,m,
where
J3,m = E
(
ln
(
V (mY1)
V (m2)
)
ln
(
V (mY1)
V (m)
)
I{Y1 > (m− 1)Y2}
)
,
J4,m = E
(
ln
(
V (m(m− 1)Y2)
V (m2)
))
E
(
ln
(
V (mY1)
V (m)
))
,
J5,m = E
(
ln
(
V (m(m− 1)Y2)
V (m2)
)
ln
(
V (mY1)
V (m)
)
I{Y1 > (m− 1)Y2}
)
.
Let us rewrite quantity J4,m as follows:
J4,m =
{
ln
(
V (m(m− 1))
V (m2)
)
+Eln
(
Lm(m−1)
V (m(m− 1))
)}
Eln
(
Lm
V (m)
)
.
For any ε > 0 there exists natural m˜0 such that 1/m< ε form≥m0. ThenV (m
2(1−
ε))/V (m2)≤V
(
m2(1− 1/m)
)
/V (m2)≤ 1. By (4) we getV (m2(1−ε))/V (m2)→
(1− ε)γ , m→ ∞. Since ε > 0 can be taken arbitrary small, the relation V (m(m−
1))/V (m2)→ 1, m→ ∞ holds. By using the last relation and (16) we deduce that
J4,m → χ
2γ2 holds as m→ ∞.
Next, we have
J3,m = E
(
ln2
(
V (mY1)
V (m)
)
I{Y1 > (m− 1)Y2}
)
+ ln
(
V (m)
V (m2)
)
E
(
ln
(
V (mY1)
V (m)
)
I{Y1 > (m− 1)Y2}
)
.
We apply the Ho¨lder’s inequality to get
|J3,m| ≤
{
Eln4
(
Lm
V (m)
)}1/2
{P(Y1 > (m− 1)Y2)}
1/2
+
∣∣∣∣ln( V (m)V (m2)
)∣∣∣∣{Eln2( LmV (m)
)}1/2
{P(Y1 > (m− 1)Y2)}
1/2 .
We find that P(Y1 > (m−1)Y2) = 1/m holds. Let us recall the well-known property
of regularly varying functions: if V ∈ RVγ , then
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lim
m→∞
lnV (m)
ln(m)
= γ, (23)
see, e.g., Prop. B.1.9 in [3]. By using (23) we obtain ln
(
V (m2)/V (m)
)
∼ γ ln(m),
m→ ∞. Thus, keeping in mind (17) and (18) we obtain |J3,m| = O
(
m−1/2 ln(m)
)
,
m→ ∞. By a similar argument we obtain
∣∣J5,m∣∣=O(m−1/2), m→ ∞. This finishes
the proof of (19) and Lemma 1.
Proof of Theorem 1. First we prove (8). Let us rewrite
γˆ
(2)
N (m) = γ +
{
Eγˆ
(2)
N (m)− γ
}
+ SN(m), (24)
where
Eγˆ
(2)
N (m)− γ =
{
lnV (m2)− lnV (m)
ln(m)
− γ
}
+
1
ln(m)
(
Eln
(
Lm2
V (m2)
)
−Eln
(
Lm
V (m)
))
(25)
and
SN(m) =
1
[N/m2] ln(m)
[N/m2]
∑
i=1
{{
ln
(
L(i−1)m2+1,im2
V (m2)
)
−Eln
(
Lm2
V (m2)
)}
−
1
m
m
∑
j=1
{
ln
(
L(i−1)m2+( j−1)m+1,(i−1)m2+ jm
V (m)
)
−Eln
(
Lm
V (m)
)}}
.
By combining (16) and (23) we deduce that Eγˆ
(2)
N (m)− γ → 0, m→ ∞. Thus, it is
enough to prove that SN(m)
P
→ 0 as N → ∞. By Chebyshev’s inequality, for any
ε > 0 it holds P(|SN(m)|> ε)≤ ε
−2E(SN(m))
2 .We have
E(SN(m))
2 =
1
[N/m2] ln2(m)
{
Var
(
ln
(
Lm2
V (m2)
))
−2Cov
(
ln
(
Lm2
V (m2)
)
, ln
(
Lm
V (m)
))
+
1
m
Var
(
ln
(
Lm
V (m)
))}
. (26)
Use (16)-(17) and (19) to deduce that the sum in the curly brackets has a finite limit
as m→ ∞. Thus, assumption (5) ensures E(SN(m))
2 → 0, m→ ∞. This finishes the
proof of (8).
Consider now (6), where the restriction γ > 1/2 holds. Assumption (4) is equiv-
alent to 1−F ∈ RV−1/γ . By the Representation Theorem (see, Thm. B.1.6. in [3]),
there exists a function ℓ ∈ RV0, such that
1−F(x1/2) = x−1/(2γ)ℓ
(
x1/2
)
, x→ ∞. (27)
Modification of Moment-Based Tail Index Estimator 11
Following the Mijnheer Theorem (see, Thm. 1.8.1 in [16]), we determine the norm-
ing function a(m) ∈ RV2γ from
lim
m→∞
mℓ
(
a1/2(m)
)
(a(m))1/(2γ)
= d(γ), d(γ) = Γ (1− 1/(2γ))cos(pi/(4γ)) . (28)
Put Q(m) = (X21 + . . .+X
2
m)/am. Then Q(m)
d
→Z, as m → ∞, where Z is totally
skewed to the right 1/(2γ)-stable r.v. with characteristic function
Eexp{iθZ}= exp
{
−|θ |1/(2γ)
(
1− i sgn(θ ) tan
(
pi
4γ
))}
. (29)
Similarly to (24) we use the decomposition
γˆ
(1)
N (m) = γ +
{
Eγˆ
(1)
N (m)− γ
}
+ S˜N(m),
where
S˜N(m) =
1
2[N/m2] ln(m)
[N/m2]
∑
i=1
ln
 im2∑
j=(i−1)m2+1
X2j
a(m2)
−ElnQ(m2)

−
1
m
m
∑
j=1
ln
 (i−1)m2+im∑
j=(i−1)m2+(i−1)m+1
X2j
a(m)
−ElnQ(m)
 .
The bias of the estimator γˆ
(1)
N (m) is given by Eγˆ
(1)
N (m)− γ = ∆(m
2)− (1/2)∆(m),
where
∆(m) =
lna(m)
lnm
− 2γ +
1
lnm
{ElnQ(m)−ElnZ} .
In Prop. 1-2 of [12] it is proved
ElnQ(m)→ ElnZ, Eln2Q(m)→ Eln2Z, (30)
Cov
(
lnQ(m2), lnQ(m)
)
→ 0, m→ ∞. (31)
It is worth to note that the moments ElnZ and Eln2Z can be found explicitly. Indeed,
there is a direct connection between moments of order r< 1/(2γ) and log-moments
of order k ∈N:
E lnk Z =
dk
drk
EZr
∣∣∣∣
r=0
, (32)
see [19]. Regarding the moments EZr, the following relation is proved in Section
8.3 of [14]:
EZr =
Γ (1− 2γr)
Γ (1− r)
(
1+ tan2
(
pi
4γ
))γr
, −1< r < 1/(2γ). (33)
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By using (32) and (33) we obtain
ElnZ = −χ + 2χγ + γ ln
(
tan2
(
pi
4γ
)
+ 1
)
, (34)
Eln2Z = χ2−
pi2
6
+ 4χ2γ2− 4χ2γ +
2pi2γ2
3
+ γ2 log2
(
tan2
(
pi
4γ
)
+ 1
)
+4χγ2 log
(
tan2
(
pi
4γ
)
+ 1
)
− 2χγ log
(
tan2
(
pi
4γ
)
+ 1
)
. (35)
We combine (23) and the first relation in (30) to deduce that ∆(m)→ 0, m→ ∞,
which implies Eγˆ
(1)
N (m)− γ → 0, m→ ∞. Thus, relation (6) will be proved if we
show that under assumptions (5), E
(
S˜N(m)
)2
→ 0. The last relation can be verified
by using (30) and (31), and
E
(
S˜N(m)
)2
=
Var
(
lnQ(m2)
)
− 2Cov
{
lnQ(m2), lnQ(m)
}
+m−1Var(lnQ(m))
4[N/m2] ln2(m)
.
(36)
This completes the proof of Theorem 1.
Proof of Theorem 2. In view of decomposition (24), the assertion (14) follows
from
E(SN(m))
2 ∼
pi2γ2m2
6N ln2(m)
, (37){
E(SN(m))
2
}−1/2
SN(m)
d
→ N (0,1), (38)
N1/2 ln(m)
m
(
Eγˆ
(1)
N (m)− γ
)
→ −
νΓ (1−ρ)
ρ
, N → ∞, (39)
where ν is the same as in (13).
Relation (37) follows from (26) by applying (16)-(17) and (19). To prove (38),
by using (16)-(19) we check the 4-th order Lyapunov condition for i.i.d. random
variables forming a triangular array. We skip standard details.
By using (10) we obtain
lnV (m)
ln(m)
− γ =
1
ln(m)
{
ln(C)+
A(m)
ρ
(1+ o(1))
}
, m→ ∞.
Following the proof of Lemma 2 in [18] one can obtain
Eln
(
Lm
V (m)
)
− χγ =
Γ (1−ρ)− 1
ρ
A(m)(1+ o(1)), m→ ∞.
We combine the last two relations, assumption (13) and decomposition (25) to verify
(39).
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Let us discuss the proof of (12) now. Relations (30), (31), (34)-(36) imply
E
(
S˜N(m)
)2
∼ m2N−1 ln−2(m)
(
γ2− (1/4)
)
pi2/6, N → ∞. In view of the last re-
lation it is enough to prove that{
Var
(
S˜N(m)
)}−1/2
S˜N(m)
d
→ N (0,1) , (40)
Eγˆ
(1)
N (m)− γ =
{
O
(
m−1∨ρ∨(1−2γ)
)
, −1∨ρ 6= 1− 2γ,
O
(
m1−2γ ln(m)
)
, −1∨ρ = 1− 2γ .
(41)
We skip a standard proof of (40) and focus on the investigation of the bias Eγˆ
(1)
N (m)−
γ . Firstly, we prove that
lna(m2)− lna(m)
2ln(m)
− γ = O
(
m−1∨ρ
ln(m)
)
, m→ ∞. (42)
The relation (11) can be written in the form 1−F(x) = x−1/γℓ(x), x→ ∞, where
function ℓ ∈ RV0 has the form
ℓ(x) =C1/γ
(
1+ C˜(β ,ρ)(x/C)(−1∨ρ)/γ + o
(
x(−1∨ρ)/γ
))
, x→ ∞, (43)
where
C˜(β ,ρ) =

β/ρ , −1< ρ < 0,
−(2β − 1)/ρ , ρ =−1, β 6= 1/2,
−1/2, ρ <−1.
Now, by using (28), one can find that under assumption (11) the norming function
satisfies the asymptotic relation
a(m) =
(
C1/γ/d(γ)
)2γ
m2γ
(
1+ 2γC˜(β ,ρ)d−(−1∨ρ)(γ)m−1∨ρ + o
(
m−1∨ρ
))
as m→ ∞, while the last relation implies (42).
We claim that
ElnQ(m)−ElnZ
lnm
=
{
O
(
m−1∨ρ∨(1−2γ)
)
, −1∨ρ 6= 1− 2γ,
O
(
m1−2γ ln(m)
)
, −1∨ρ = 1− 2γ
(44)
as m→ ∞.
Then terms ln−1(m2)
{
ElnQ(m2)−ElnZ
}
and (2ln(m))−1
{
lna(m2)− lna(m)
}
−
γ are negligible with respect to ln−1(m){ElnQ(m)−ElnZ} and thus, the relation
(41) follows.
To verify (44) we use the similar decomposition ElnQ(m)− ElnZ = R1,m −
R2,m−R3,m as in the proof of Prop. 3 in [12], where
R1,m =
∫ ∞
0
{P(lnQ(m)> x)−P(lnZ > x)}dx,
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R2,m =
∫ 0
− lnm
{P(lnQ(m)< x)−P(lnZ < x)}dx,
R3,m =
∫ − lnm
−∞
{P(lnQ(m)< x)−P(lnZ < x)}dx.
By using substitution t = exp{x} we obtain
R1,m =
∫ ∞
1
t−1 {P(Q(m)> t)−P(Z > t)}dt.
Similarly we get R2,m =
∫ 1
1/m t
−1 {P(Q(m)< t)−P(Z < t)}dt. From Corollary 2 in
[2] it follows
sup
t≥0
fγ (t) |P(Q(m)> t)−P(Z > t)|= O
(
λ
(
m2γ
)
+m−2γ
)
, m→ ∞,
where fγ (t)= 1+t
2γ ln−2 (e+ t) and λ (R)=λ1(R)+R
−1+1/(2γ)λ2(R), R> 0, where
λ1(R) = sup
u≥R
u1/(2γ)
∣∣P(X21 > u)−P(Z > u)∣∣ ,
λ2(R) =
∫ R
0
∣∣P(X21 > u)−P(Z > u)∣∣du.
It is well-known that P(Z > x) =C1x
−1/(2γ)
(
1+C2x
−1/(2γ)+ o
(
x−1/(2γ)
))
, x→∞
holds, whereCk =Ck(γ) are some constants. The asymptotic of P(X
2
1 > u) is given
in (27), where a function ℓ slowly varying at infinity is given in (43). Recall that
γˆ
(1)
N (m) is a scale-free estimator. Thus, without loss of generality, we may assume
that the scale parameterC in (43) satisfies C1/γ =C1. Then we have
P(X21 > x)−P(Z > x) = Dx
(−2∨(ρ−1))/(2γ)+ o
(
x(−2∨(ρ−1))/(2γ)
)
, x→ ∞, (45)
where D 6= 0 is some constant. By applying (45) we obtain immediately λ1
(
m2γ
)
=
O
(
m−1∨ρ
)
, m→ ∞. If −2∨ (ρ − 1)> −2γ , by ex. 1.2 in [7], a relation f (x) ∼ xr,
x→ ∞ implies ∫ x
0
f (t)dt ∼
{
xr+1/(r+ 1), r >−1,
ln(x), r =−1,
x→ ∞ (46)
and thus we obtainm1−2γλ2(m
2γ) =O
(
m−1∨ρ
)
, m→∞. In the case−2∨ (ρ−1) =
−2γ , by applying (46) one more time we get m1−2γλ2(m
2γ) = O
(
m1−2γ ln(m)
)
,
m→ ∞. As for the case −2∨ (ρ− 1)<−2γ , we have m1−2γλ2(m
2γ ) = O
(
m1−2γ
)
,
m→ ∞. By putting the obtained results together we get
sup
t≥0
fγ (t) |P(Q(m)> t)−P(Z > t)|=
{
O
(
m−1∨ρ∨(1−2γ)
)
, −1∨ρ 6= 1− 2γ,
O
(
m1−2γ ln(m)
)
, −1∨ρ = 1− 2γ
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as m→ ∞.
Applying the last asymptotic relation we obtain immediately
|R2,m|=
{
O
(
m−1∨ρ∨(1−2γ) ln(m)
)
, −1∨ρ 6= 1− 2γ,
O
(
m1−2γ ln2(m)
)
, −1∨ρ = 1− 2γ
and |R1,m|= o(|R2,m|) as m→ ∞. Since the relation |R3,m| = O
(
m−1
)
= o(|R2,m|),
m→ ∞ holds (see proof of Prop. 3 in [12]), the statement of Theorem 2 follows.
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