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iRe´sume´
Ce travail de recherche est consacre´ a` la formalisation d’un processus de prise de
de´cision collective et justifie´e a` l’aide d’un syste`me multi-agents. Ce syste`me est
constitue´ d’agents cognitifs, autonomes et sociaux en interaction. S’appuyant sur
la communication par envoi de messages, on parle de mode`le d’interaction directe
entre agents. Dans ce manuscrit, nous de´fendons la the`se selon laquelle le dialogue
peut eˆtre conside´re´ comme un processus argumentatif au travers duquel les parti-
cipants jouent et arbitrent pour aboutir a` une de´cision collective. Nous proposons
ici un mode`le de dialogue entre agents. Ce mode`le, intitule´ DIAL (DIALogue Is an
Argumentative Labour), sert de base a` un syste`me d’aide a` la concertation.
The goal of this research work is the formalization of a justified and collective de-
cision by a Multi-Agent System (MAS). Such a system consists of autonomous,
congitive and social agents communicating by messages. In this thesis, we assert
that the dialogue could be considered as an argumentative process in which parties
play and arbitrate to reach an agreement. We propose here a dialectics multiagent
system to formalize such a process. This system, entitled DIAL (DIALogue Is an
Argumentative Labour), is used to provide a group decision support system.
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1Introduction
Dans ce chapitre nous pre´senterons la proble´matique ge´ne´rale de la the`se. A` la
suite de l’expose´ des motivations de ce travail de recherche, nous le situerons dans
un contexte scientifique, en l’occurrence les Syste`mes Multi-Agents (SMA), et en
pre´cisons les objectifs. Enfin nous de´taillerons la structure de ce manuscrit.
Motivation
Dans le monde re´el, la plupart des de´cisions implique un large panel d’acteurs dont
l’adhe´sion influe fortement sur leur succe`s. Le processus de de´cision doit ainsi donner
aux acteurs la conviction que la de´cision est e´quitable (fair effect process). Ce constat
est a` l’origine d’un changement de perspective dans l’e´laboration des proce´dures
de´mocratiques en insistant sur les dimensions collectives et discute´es des de´cisions.
Dans le domaine de la de´cision publique, on peut distinguer deux modalite´s de
formation d’une volonte´ ge´ne´rale : la de´mocratie repre´sentative et la de´mocratie
dialogique. La de´mocratie repre´sentative consiste en un processus d’agre´gation des
pre´fe´rences individuelles a` travers lequel les profanes et les citoyens de´le`guent leur
pouvoir aux e´lus et aux experts. La de´mocratie dialogique est un processus parti-
cipatif de composition des perspectives et des inte´reˆts au travers duquel la socie´te´
civile de´bat et de´libe`re. Les forums hybrides, les confe´rences de consensus et les
groupes de discussion, qu’ils portent sur des controverses socio-techniques (OGM,
ESB, the´rapie ge´nique, te´le´phonie mobile, . . . ) ou sur des projets territoriaux (au-
toroute, centrale nucle´aire, gestion de l’eau, . . . ), constituent des expe´rimentations
de de´mocratie dialogique.
Dans le cadre de notre travail, nous nous inte´ressons a` cette dernie`re modalite´. Nous
souhaitons fournir un outil informatique d’aide a` la concertation pour que les ac-
teurs puissent collaborer a` distance et de manie`re asynchrone. Les de´cisions prises
jusqu’alors a` huis clos et dont la justification restait obscure deviennent, via l’ou-
til informatique, ouvertes et transparentes. Ce changement de perspective permet,
d’un point de vue social et politique, de tirer parti de l’e´largissement du cercle de
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concertation afin d’en enrichir l’expertise et de pre´venir d’e´ventuels blocages, et du
point de vue de la prise de de´cision rationnelle, d’exploiter la cre´ativite´ des diffe´rents
acteurs au cours de la phase de formulation du proble`me.
Ce travail de recherche est consacre´ a` la formalisation d’un processus de prise de
de´cision concerte´e afin d’e´laborer un outil informatique d’aide a` la concertation.
Contexte scientifique
Conside´rant que la prise de de´cision est un processus multi-acteurs, notre e´tude se
situe dans le cadre des syste`mes multi-agents. Nous nous inte´ressons plus particu-
lie`rement a` des agents cognitifs, autonomes et sociaux en interaction.
On de´signe ici par agent autonome, un programme informatique qui repre´sente
un acteur, qui le mode´lise ou qui l’assiste. Souhaitant mode´liser les me´canismes
de raisonnement e´volue´s des acteurs, nous conside´rons des agents cognitifs, i.e.
des agents capables de manipuler des repre´sentations symboliques et explicites. Le
processus de de´cision e´tant collaboratif, nous conside´rons des agents sociaux, i.e.
des agents qui coope`rent avec d’autres agents dans un SMA.
Le processus de de´libe´ration est le re´sultat de l’activite´ psychologique individuelle
re´alise´e par les acteurs pour atteindre leurs buts. En conse´quence, nous conside´rons
ici les mode`les de coordination subjective. En d’autres termes, les agents sont
conside´re´s comme des entite´s coordinantes, les sujets de la coordination et non pas
comme des entite´s coordonne´es c’est-a`-dire les objets de la coordination.
En re´sume´, notre travail se focalise sur les mode`les de coordination subjective entre
agents cognitifs, autonomes et sociaux. S’appuyant sur la communication par envoi
de messages, ils sont qualifie´s de mode`les d’interaction directe entre agents.
Objectifs et contributions
Cette the`se contribue a` l’e´tude des mode`les de dialogue entre agents. Ces mode`les
d’interaction directe entre agents logiciels s’inspirent de la dialectique. Par dialec-
tique, on de´signe l’e´tude ou la conception de dispositifs pour la mise en situation de
l’argumentation.
Nous de´fendons la the`se selon laquelle le dialogue peut eˆtre mode´lise´ comme un
processus argumentatif au travers duquel les participants jouent et arbitrent pour
aboutir a` une de´cision collective. Nous proposons un mode`le de dialogue entre agents
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qui sert de base a` l’e´laboration d’un outil informatique d’aide a` la concertation. Cet
objectif se de´compose en deux sous-objectifs :
– Mode`le de dialogue entre agents. La de´finition d’un cadre formel dans lequel deux
agents dialoguent pour atteindre un accord. Le raisonnement argumentatif des
agents leur permet de ge´rer les interactions entre des arguments contradictoires
que chacun conside`re comme plus ou moins forts. Les agents justifient les hypo-
the`ses sur lesquelles ils s’engagent et prennent en compte les engagements de leur
interlocuteurs en fonction de la re´putation de l’agent qui a transmis cette infor-
mation. Un agent tiers, responsable de la de´cision finale, rend son arbitrage non
seulement en fonction des arguments avance´s mais e´galement en fonction de son
estimation de la compe´tence relative de chacun des deux joueurs.
– Syste`me d’aide a` la concertation. La de´finition d’un outil informatique qui fournit
d’une part des fonctionnalite´s pour l’e´laboration collaborative d’une repre´senta-
tion du proble`me et qui fournit d’autre part des fonctionnalite´s pour l’e´lucidation
des consensus et des conflits.
Organisation du manuscrit
Ce manuscrit est organise´ en trois parties. La premie`re partie dresse un e´tat de l’art
des mode`les de dialogue entre agents. La seconde partie de´crit notre mode`le. La
troisie`me partie aborde sa mise en œuvre. L’agencement des chapitres centraux est
repre´sente´ dans la figure 0.0.0.I.
Partie I : E´tat de l’art. Cette partie de´gage les caracte´ristiques essentielles que
doit posse´der un mode`le de dialogue entre agents pour formaliser une de´cision col-
lective et de´battue. Dans cette perspective, cette partie met en exergue les limites
de l’approche mentalistique et pre´cise comment l’approche dialectique y re´pond.
Mode`le d’interaction directe entre agents. Dans ce chapitre, nous montrons
que pour interagir, des agents logiciels doivent partager un langage commun, appele´
langage de communication d’agents (ACL). En s’inspirant de la the´orie des actes
de langages, l’approche mentalistique pre´sente´e dans ce chapitre spe´cifie la pragma-
tique des messages en terme d’e´tat mentaux. Pour les trois raisons suivantes, cette
approche ne permet pas de mode´liser une prise de de´cision concerte´e :
1. Les messages constituent des briques e´le´mentaires qui doivent eˆtre ordonne´es
dans une conversation, conforme´ment a` un protocole d’interaction. D’une part,
ces protocoles sont trop rigides. D’autre part, les proprie´te´s d’un protocole ne
permettent ni de garantir l’obtention d’un re´sultat ni de pre´juger de sa qualite´.
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2. La se´mantique des actes de langages est prive´e et subjective. Un agent qui
assiste a` une conversation ne confe`re pas le meˆme sens a` un acte de langage
que son destinataire. A fortiori, il ne re´alise pas les meˆmes infe´rences.
3. Le mode`le de raisonnement sous-jacent ne permet pas a` un agent de ge´rer les
incohe´rences entre ses propres croyances et les informations rec¸ues.
Pour pallier cette dernie`re lacune, on envisage un mode`le de raisonnement argumen-
tatif.
Argumentation. Dans ce chapitre, nous montrons en quoi l’argumentation consti-
tue un mode`le de raisonnement adapte´ au processus cognitif d’un agent autonome
et social pour ge´rer les interactions entre les arguments internes qui explicitent ses
croyances et les arguments externes qui cre´ditent des croyances contradictoires pro-
venant d’autres agents.
Ne´anmoins, l’argumentation ne constitue pas un mode`le satisfaisant pour e´tudier
la dynamique des flux informationnels dans un processus d’argumentation. C’est
pourquoi nous envisageons les travaux relatifs a` la dialectique.
Dialectique. Dans ce chapitre, nous de´finissons la dialectique, qu’elle soit descrip-
tive ou formelle, comme l’e´tude ou la conception de dispositifs au travers desquels
l’argumentation est mise en situation. Un syste`me dialectique est un dispositif au
travers duquel un ensemble de participants jouent des coups dialogiques. D’une part,
un dialogue est re´gule´ par une convention, i.e. un ensemble de re`gles dialectiques.
Ces re`gles spe´cifient, e´tant donne´ un contexte dialogique, les locutions qui sont auto-
rise´es (ou non). D’autre part, les de´clarations sont stocke´es au fur et a` mesure dans
des structures de donne´es intitule´es tableaux d’engagements.
Ayant dresse´ le cadre ge´ne´ral dans lequel peut se situer notre travail, nous examinons
les diffe´rents travaux abordant une proble´matique semblable a` la notre.
Mode`le de dialogue entre agents. Dans ce chapitre, nous pre´sentons les mode`les
d’interaction directe entre agents qui s’inspirent de la dialectique. Contrairement a`
l’approche mentalistique, cette approche permet de mode´liser une prise de de´cision
concerte´e :
1. L’approche conventionnelle. Les re`gles dialectiques constituent une alternative
au protocole d’interaction. D’une part, ce sont des structures collaboratives de
communication flexible qui permettent de coordonner l’activite´ dialogique des
agents. D’autre part, le syste`me dialectique multi-agents constitue un cadre
formel qui permet de garantir l’obtention d’un re´sultat et d’e´valuer sa qualite´.
2. La se´mantique sociale des actes de langage. Les engagements pris sont pu-
bliques et objectifs. Un agent qui assiste au dialogue confe`re le meˆme sens aux
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actes de langages et re´alise les meˆmes infe´rences qu’il en soit le destinataire ou
non.
3. La se´mantique argumentative des actes de langage. Le raisonnement des agents
s’appuie sur un logique argumentative. Ce mode`le de raisonnement permet aux
agent de ge´rer les incohe´rences entre ses propres croyances et les informations
transmises par d’autres agents.
Les caracte´ristiques essentielles que doit posse´der un mode`le de dialogue entre agents
ayant e´te´ de´gage´es, nous sommes en mesure de re´aliser une synthe`se des travaux
existants et de proposer notre propre mode`le.
Partie II : DIAL. Cette partie de´crit le mode`le DIAL, un mode`le de dialogue entre
agents qui permet de formaliser une prise de de´cision concerte´e. Suite aux exigences
identifie´es dans la partie pre´ce´dente, nous proposons ici un mode`le de dialogue entre
agents qui y re´pond.
Syste`me d’argumentation multi-agents. Nous de´finissons dans ce chapitre la
logique argumentative qui constitue le mode`le de raisonnement des agents. Cette
logique argumentative permet de ge´rer les interactions entre des arguments contra-
dictoires qui sont plus ou moins forts selon l’agent envisage´.
Dans un tel syste`me d’argumentation, les connaissances sont communes. A` l’inverse,
les connaissances sont distribue´es dans un syste`me multi-agents argumentatifs.
Syste`me multi-agents argumentatifs. Nous pre´sentons dans ce chapitre les e´le´-
ments du mode`le DIAL qui permettent aux agents d’e´changer leurs connaissances et
de raisonner conjointement. Les agents argumentatifs font non seulement re´fe´rence
a` des e´chelles de valeurs diffe´rentes, mais ils ont aussi des connaissances diffe´rentes.
Dans un tel syste`me multi-agents argumentatifs, les connaissances sont e´change´es
mais les convictions des agents diffe`rent. A` l’inverse, un syste`me dialectique multi-
agents permet d’aboutir a` un accord.
Syste`me dialectique multi-agents. Nous pre´sentons dans ce chapitre les e´le´-
ments du mode`le DIAL qui permettent de ge´rer le flux d’information en re´gulant
l’enchaˆınement des messages afin de mener a` bien l’interaction.
Le mode`le DIAL ayant e´te´ de´crit, nous sommes en mesure de synthe´tiser cette
contribution et d’en proposer une application.
Partie III : Application. Cette partie de´crit un outil informatique d’aide a` la
concertation qui s’appuie sur le mode`le DIAL.
Syste`me d’aide a` la concertation. Le syste`me propose´ dans ce chapitre fournit
des outils pour l’e´laboration collaborative des sche´mas argumentatifs et pour e´lucider
les consistances et les inconsistances entre les pre´fe´rences des acteurs et donc de´tecter
les consensus et les conflits.
6 Introduction
Mode`le d’interaction directe entre agents
Partie I Argumentation Dialectique
Mode`le de dialogue entre agents
Partie II Syste`me d’argumentation multi-agents Syste`me multi-agents argumentatifs Syste`me dialectique multi-agents
Partie III Syste`me d’aide a` la concertation
Fig. 0.0.0.I: Organisation du manuscrit
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Etat de l’art

“When I use a word,” Humpty
Dumpty said, in rather a
scornful tone, “it means just
what I choose it to mean –
neither more nor less.” “The
question is,” said Alice,
“whether you can make words
mean so many different things.”
Alice Through the Looking Glass
by Lewis Carroll
Chapitre 1
Mode`le d’interaction directe entre
agents
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1.1 Introduction
La plupart des syste`mes de communication entre entite´s informatiques s’appuye sur
le mode`le de Claude Shannon [60]. Dans ce mode`le, la communication est conside´re´e
comme la reproduction exacte ou approximative d’une information entre un e´metteur
et un re´cepteur.
Selon Claude Shannon, un syste`me informatique communiquant (cf figure 1.1) est
constitue´ de cinq e´le´ments :
1. une source d’information qui produit le message ;
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2. un e´metteur qui encode voire compresse le message dans le but de ge´ne´rer un
signal ;
3. un canal de communication, e´ventuellement bruite´, qui transmet le signal ;
4. un re´cepteur qui de´code voire de´compresse le signal dans le but de reconstruire
le message transmis ;
5. un destinataire de l’information qui rec¸oit le message.
Source E´metteur Canal Re´cepteur Destinataire
Expression Source de bruit Interpre´tation
Envoi
Message
Reception
Message
Envoi
Signal
Re´ception
Signal
Fig. 1.1.0.I: Sche´ma d’un syste`me informatique communiquant selon Claude Shan-
non
Cette approche, bien qu’ayant prouve´ son efficacite´, est insuffisante pour la de´finition
d’un mode`le d’interaction directe entre agents. En effet, la se´mantique des messages
n’est pas conside´re´e comme pertinente par Claude Shannon. Or cette dimension
est essentielle pour la ge´ne´ration et l’interpre´tation automatique de messages par
des agents logiciels. Pour communiquer, les agents ne doivent pas seulement lire les
messages, ils doivent comprendre ces messages et savoir les manipuler.
Dans cette optique, des langages de communication d’agents (ACL, i.e. Agent Com-
munication Language) ont e´te´ de´finis pour automatiser la ge´ne´ration, l’interpre´tation
voire le se´quencement des messages. Ce chapitre est de´die´ a` leur pre´sentation.
Dans un premier temps, nous allons pre´senter dans la section 1.2 la the´orie des
actes de langage qui est le fondement de la plupart des langages de communication
d’agents. Nous pre´senterons ensuite dans la section 1.3 le langage le plus re´pandu :
FIPA-ACL. Nous terminerons ce chapitre par la pre´sentation des protocoles d’inter-
actions qui permettent d’enchaˆıner les e´changes de messages (cf section 1.4).
1.2 The´orie des actes de langage
La the´orie des actes de langage est une the´orie de la communication fonde´e dans
les anne´es 60 par Austin1 [6] et de´veloppe´e par Searle2 [58] ainsi que Vanderve-
ken3 [64, 63]. Cette the´orie affirme que la production d’un e´nonce´ s’assimile a` l’ac-
1John Langshaw Austin (1911-1960), philosophe anglais.
2John R Searle, professeur de philosophie a` Berkeley, Californie.
3Daniel Vanderveken, professeur de philosophie a` Trois-Rivie`res, Que´bec.
1.2. THE´ORIE DES ACTES DE LANGAGE 11
complissement d’une action. En d’autres termes, parler c’est agir ! Cette the´orie
permet d’identifier les constituants e´le´mentaires de la communication. C’est la rai-
son pour laquelle, elle a e´te´ d’une grande influence dans le domaine des syste`mes
multi-agents.
Cette the´orie met en exergue les e´nonciations qui re´alisent une action (cf section
1.2.1) et en propose une typologie (cf section 1.2.2).
1.2.1 Langage : de la repre´sentation a` l’action
La philosophie du langage [68] est une partie de la philosophie qui porte sur la
signification ou le sens en ge´ne´ral. Elle associe le sens d’une phrase a` la repre´sentation
d’un e´tat des choses qui peut eˆtre vraie ou fausse. Cette philosophie du langage
✭✭ ide´al ✮✮ conside`re le langage ordinaire comme confus, simpliste, et rempli d’erreurs.
Il doit eˆtre corrige´ dans une version formelle plus rigoureuse et sans ambigu¨ıte´,
conforme´ment a` la logique.
A` l’inverse, la philosophie du langage ordinaire [6] introduite par John Austin pre´-
tend e´viter les exce`s de formalisme pour donner plus d’attention aux usages et aux
pratiques. Elle attaque le repre´sentationalisme sur lequel se fonde toute la philoso-
phie du langage. Elle prend le contre-pied de la the´orie pre´ce´dente en mettant en
cause la fonction descriptive du langage. Cette nouvelle the´orie isole un phe´nome`ne
e´vident mais auquel la philosophie du langage n’a pas accorde´ suffisamment d’at-
tention : certains e´nonce´s ne refle`tent pas la re´alite´. L’exemple suivant illustre ce
phe´nome`ne.
Exemple n◦ 1.2.1.I [E´nonce´ et re´alite´]
Dans la figure 1.2.1.I, nous avons reproduit un syllogisme bien connu exprime´ en langage
naturel. D’apre`s la philosophie du langage, la signification de ce syllogisme est assimilable
a` un ensemble de formules de la logique des pre´dicats. Cette ide´alisation nous permet
de confirmer que Socrate est mortel.
Socrate est un homme
Tous les hommes sont mortels
Socrate est mortel
homme(Socrate)
∀x homme(x)→ mortel(x)
mortel(Socrate)
Fig. 1.2.1.I: Syllogisme e´crit en langage naturel et traduit en logique des pre´dicats
Une telle analyse est re´ductrice. Que peut-on dire du sens associe´ a` chacune des phrases
suivantes : “Passe-moi une clef de 12 !”, “Je vous de´clare pacse´s.”, “Je m’engage a` me
pre´senter a` un concours de recrutement de l’enseignement supe´rieur, conforme´ment au
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dispositif de l’article 2 du de´cret n◦ 88-654 du 7 mai modifie´.”? Sont-elles vraies ou
fausses ?
Pour pallier cette lacune, Austin [6] conside`re qu’une e´nonciation vise a` accomplir
une action pour modifier l’e´tat du monde. Cet acte intentionnel est appele´ acte de
langage. Austin s’est efforce´ de mettre en e´vidence les e´le´ments spe´cifiques a` de tels
actes en distinguant :
– la valeur de locution : la signification de la production d’une suite de signes.
Cette composante se rapporte a` la formulation d’un e´nonce´, i.e. ce qui est dit ;
– la valeur d’illocution : l’intention exprime´e par l’action re´alise´e. Cette compo-
sante de´signe l’action effectue´e lors de la formulation de l’e´nonce´, i.e. l’acte re´alise´
par le fait de le dire ;
– la valeur de perlocution : l’effet obtenu par la suite de signes sur l’interlocu-
teur. Cette composante se rapporte aux conse´quences sur les e´tats mentaux de
l’interlocuteur, i.e. le but dans lequel cet acte a e´te´ re´alise´ ;
La valeur illocutoire, c’est-a`-dire l’intention ainsi exprime´e, est pre´sente´e par Austin
comme la caracte´ristique essentielle de l’acte. C’est pour cette raison qu’il est d’usage
de parler d’acte illocutoire en lieu et place d’acte de langage.
Exemple n◦ 1.2.1.II [Acte de langage] Reprenons l’une des phrases qui n’a pu
eˆtre analyse´e dans l’exemple pre´ce´dent.
La locution “Passe moi une clef de 12 !” a une valeur illocutoire : l’e´metteur donne un
ordre. Ce qui est dit a un effet perlocutoire : l’interlocteur transmet ou du moins a
l’intention de transmettre la clef de 12.
On distingue ainsi deux cate´gories d’actes illocutoires. D’une part, les constatifs
sont des e´nonce´s dont la ve´rite´ de´pend de l’e´tat du monde. D’autre part, les perfor-
matifs, ceux qui accomplissent une action, sont des e´nonce´s dont la ve´rite´ de´pend
du fait qu’ils ont (ou non) e´te´ prononce´s. Les performatifs ne sont pas uniquement
des ordres. Une typologie permet de classifier ces performatifs.
1.2.2 Typologie des actes
La the´orie des actes de langage tente de classifier les verbes selon l’acte illocutoire
qu’ils accomplissent. Searle [58] propose les cinq cate´gories suivantes de performatifs :
1. les actes assertifs expriment une affirmation : observer, informer, te´moigner,
de´mentir ;
2. les actes commissifs engagent le locuteur dans une action : promettre, sou-
haiter, menacer ;
3. les actes directifs engagent l’interlocuteur dans l’exe´cution d’une action :
demander, supplier, questionner, ordonner, conseiller ;
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4. les actes de´claratifs re´alisent une action par leur seule e´nonciation : de´finir,
condamner, ratifier ;
5. les actes expressifs expriment l’e´tat mental du locuteur : s’excuser, remercier,
fe´liciter, re´criminer.
La the´orie des actes de langage est une the´orie de la signification et de la communi-
cation qui analyse la forme logique des actes illocutoires. Les actes sont de la forme :
F (P ), ou` P est le contenu propositionnel c’est-a`-dire la composante repre´senta-
tionnelle de l’acte et ou` F repre´sente la force illocutoire c’est-a`-dire la composante
intentionnelle de l’acte.
Les actes illocutoires sont des actions intentionnelles. Toute tentative de les accom-
plir peut re´ussir ou e´chouer. Les actes illocutoires ont donc des conditions de succe`s
et de satisfaction.
Les conditions de succe`s d’un acte illocutoire sont les conditions qui doivent
eˆtre remplies dans un contexte d’e´nonciation pour que le locuteur re´ussisse a` y
accomplir cet acte. Il faut d’abord re´ussir a` dire ce que l’on veut affirmer, promettre,
de´clarer, demander ou exprimer. Ensuite, il faut que le contexte de l’e´nonciation soit
approprie´ pour l’accomplissement de l’acte illocutoire vise´. Par exemple, la promesse
qui consiste a` se pre´senter a` un concours de recrutement de l’enseignement supe´rieur
n’est manifestement pas tenue si l’auteur ne soutient pas sa the`se.
Afin de couvrir toutes les forces illocutoires, la notion the´orique de satisfaction vient
ge´ne´raliser la notion classique de ve´rite´. Les conditions de satisfaction d’un acte
illocutoire sont les conditions qui doivent eˆtre remplies pour qu’il y ait correspon-
dance entre les mots et l’e´tat du monde.
En accomplissant un acte illocutoire, le locuteur relie son contenu propositionnel
au monde avec l’intention d’e´tablir une certaine correspondance entre les mots et
les choses selon une direction d’ajustement. La typologie searlienne met les cinq
buts illocutoires en correspondance avec les quatre directions d’ajustement entre les
mots et les choses :
– la direction d’ajustement des mots aux choses : quand un acte illocutoire
a cette direction d’ajustement, il est satisfait dans un contexte si son contenu
propositionnel est vrai dans le monde au moment de l’e´nonciation. Le but des
actes assertifs est de repre´senter comment les choses sont dans le monde ;
– la direction d’ajustement des choses aux mots : quand un acte illocutoire
a cette direction d’ajustement, il est satisfait dans un contexte si les objets du
monde ont e´te´ change´s pour correspondre aux mots. Le but des actes directifs et
commissifs ont la direction d’ajustement des mots aux choses. Ils ont pour but
de transformer le monde, par l’action future du locuteur (actes commissifs) ou de
l’interlocuteur (actes directifs) ;
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– la double direction des choses aux mots : quand un acte illocutoire a cette
direction d’ajustement, il est satisfait dans un contexte si le monde correspond
au contenu propositionnel. Dans les actes de´claratifs, les objets de re´fe´rences sont
transforme´s pour correspondre aux mots par le fait meˆme de leur utilisation ;
– la direction vide d’ajustement : certains actes n’ont pas de ve´ritable condition
de satisfaction. Lors de l’e´nonciation d’actes expressifs, le locuteur exprime ses
e´tats d’aˆme sur les objets de re´fe´rences.
En re´sume´, la the´orie des actes de langage est une the´orie de la signification et de la
communication qui analyse la forme logique des actes illocutoires et en propose une
typologie. Les langages de communication d’agents s’inspirent de cette typologie. Ils
mettent a` disposition un re´pertoire d’actes de langage utilisables par des agents. Ces
actes sont munis d’une se´mantique intentionnelle.
1.3 Langage de communication d’agents
Pour communiquer, des agents doivent connaˆıtre, comprendre et utiliser un langage
commun, appele´ langage de communication d’agents (ACL, i.e. Agent Communica-
tion Language). A` cet effet, un tel langage doit avoir :
– une syntaxe : on de´finit la structure des symboles ;
– une se´mantique : on de´finit le sens de ces symboles ;
– une pragmatique : on de´finit la manie`re dont ils devront eˆtre utilise´s.
Cette trichotomie fut l’objet de nombreuses critiques dans le domaine de la lin-
guistique computationnelle. E´tant donne´ que ces trois aspects ne sont pas aise´ment
distinguables dans le langage naturel, une telle approche n’est pas viable pour l’ana-
lyse de texte. Toutefois, ce triptyque constitue un mode`le adapte´ a` l’e´laboration
d’un langage de communication d’agents. La de´finition de diffe´rents niveaux d’abs-
traction permet a` une couche de s’affranchir des proble`mes adresse´s par les couches
de niveaux infe´rieurs.
Nous allons pre´senter dans cette section l’ACL le plus largement re´pandu qui est
conside´re´ comme un standard de fait : FIPA-ACL. Ce langage a e´te´ propose´ par la
FIPA4 (Foundation for Intelligent Physical Agents), organisation a` but non lucratif,
cre´e´e en 1996 et qui propose des standards pour l’interope´rabilite´ des agents logiciels.
Dans la section 1.3.1, nous aborderons brie`vement la syntaxe du langage FIPA-
ACL. Nous pre´senterons ensuite sa se´mantique (cf section 1.3.2). La section 1.3.3
est consacre´e a` la pragmatique des messages qui est au cœur de la proble´matique
aborde´e par les langages de communication d’agents.
4http://www.fipa.org
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1.3.1 Syntaxe
La syntaxe des messages FIPA-ACL est de´finie dans le document [7] sous la forme
d’une grammaire BNF. Ce document propose e´galement d’utiliser une grammaire
DTD 5 pour XML6.
La figure 1.3.1.I pre´sente une partie de cette grammaire. Par souci de concision, la
grammaire DTD ne pre´sente ici que 4 des 69 performatifs valides : accept-proposal,
agree, cancel et cfp. Cette grammaire permet de plus l’adjonction de nouveaux
parame`tres par l’utilisateur (user-defined).
<!-- Document Type: XML DTD -->
<!-- Quatre des 69 performatifs valides-->
<!ENTITY %communicative-acts "accept-proposal
| agree
| cancel
| cfp ">
<!-- Les parame`tres du messages -->
<!ENTITY %msg-param "receiver
| sender
| content
| language
| encoding
| ontology
| protocol
| reply-with
| in-reply-to
| reply-by
| reply-to
| conversation-id
| user-defined">
<!ELEMENT fipa-message ( %msg-param; )*>
Fig. 1.3.1.I: Grammaire DTD d’un message FIPA-ACL
5Document Type definition
6eXtensible Markup Language
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1.3.2 Se´mantique
La se´mantique d’un message FIPA-ACL est de´finie dans [8]. Un message FIPA-ACL
est constitue´ d’une liste non-ordonne´e de 14 champs dont nous pre´cisons ici le sens.
Un message FIPA-ACL comporte 2 champs (cf figure 1.3.1.I) relatifs a` la commu-
nication. sender et receiver correspondent respectivement a` l’agent e´metteur et a`
l’agent re´cepteur du message.
Un message FIPA-ACL comporte 4 champs relatifs au contenu. Le champ content
indique le contenu propositionnel du message. Le langage d’encodage du contenu est
spe´cifie´ par le champ encoding. Ce contenu doit eˆtre une expression bien forme´e
du langage de repre´sentation spe´cifie´ par le champ language. Les constantes du
contenu propositionnel doivent eˆtre de´finies dans une ontologie spe´cifie´e par le champ
ontology.
L’enchaˆınement des messages, appele´ conversation, est ge´re´ a` l’aide de cinq champs :
protocol fait re´fe´rence a` l’un des onze protocoles propose´s (par exemple, le protocole
Contract Net [13]) ; conversation-id comporte l’identifiant de la conversation a`
laquelle appartient ce message ; reply-with, comprend l’identifiant de ce message
auquel il pourra eˆtre fait re´fe´rence par la suite ; in-reply-to englobe l’identifiant
du message auquel celui-ci re´pond et reply-by renferme la date butoire de re´ponse.
La notion de protocole sera aborde´e dans la section 1.4.
1.3.3 Pragmatique
La pragmatique des messages FIPA-ACL, i.e. la se´mantique des performatifs est
formule´e en terme d’e´tats mentaux. On parle alors d’approche mentalistique.
La se´mantique de ces performatifs est spe´cifie´e non seulement en langage naturel
mais e´galement de manie`re formelle en SL (Semantic Language). La FIPA propose
dans [12] une bibliothe`que de 22 performatifs.
SL est un langage de logique modale du premier ordre muni de trois ope´rateurs (B,
U, C). Les formules utilisant ces ope´rateurs modaux peuvent eˆtre interpre´te´es de la
manie`re suivante :
– Bip : l’agent i croit p ;
– Cip : l’agent i a pour but d’atteindre l’e´tat du monde p ;
– Uip : l’agent i doute de p mais l’estime plus vraisemblable que ¬p ;
On de´finit de la manie`re suivante deux abre´viations :
– Bifip ≡ Bip ∨Bi¬p : l’agent i croit p ou ¬p ;
– Uifip ≡ Uip ∨ Ui¬p : l’agent i doute de p ou de ¬p.
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Afin de raisonner en terme d’actions, le langage est muni de termes pour repre´senter
l’e´ve´nement vide (e), une action (par exemple, ai), une se´quence d’actions (par
exemple ai; aj), ou un choix non de´terministe entre deux actions (par exemple ai|aj).
Dans ce meˆme but, quatre ope´rateurs ont e´te´ introduits (Feasible, Done, Agent,
Single) . Les formules utilisant ces ope´rateurs peuvent eˆtre interpre´te´es de la manie`re
suivante :
– Feasible(a, p) : l’action a est re´alisable et a pour conse´quence p ;
– Done(a, p) : l’action a a e´te´ effectue´e et a eu pour conse´quence p ;
– Agent(i, a) : l’agent i est l’unique agent qui effectue l’action a dans le passe´ et
dans le futur ;
– Single(a) : l’action a est atomique. En d’autres termes, ce n’est pas une se´quence
d’action (on a Single(ai|aj)⇔ Single(ai) ∧ Single(ai)) ;
C’est a` partir des ope´rateurs pre´ce´dents que les notions de but persistant et d’inten-
tion sont de´finies. On parle d’attitudes mentales composites. Ces attitudes mentales
sont indispensables pour formaliser l’intention exprime´e par l’illocution (cf section
1.2). La persistance d’un but peut, par exemple, eˆtre formalise´e de la manie`re sui-
vante :
Exemple n◦ 1.3.3.I [Persistance d’un but] L’agent i a pour but persistant d’at-
teindre l’e´tat du monde p si et seulement si :
1. il a pour but que p devienne vrai a` un instant dans le futur et p n’est pas actuel-
lement vrai.
2. avant que l’agent abandonne son but, une des deux conditions suivantes doit eˆtre
remplie :
– (a) l’agent croit que son but est satisfait ;
– (b) l’agent croit que le but ne sera jamais satisfait.
L’axiomatisation ainsi que la se´mantique formelle associe´e aux ope´rateurs du langage
SL est de´finie dans [11].
Un message FIPA-ACL muni d’un performatif act et d’un contenu p e´mis par l’agent
i a` l’agent j est note´ 〈i, act(j, p)〉. Un message FIPA-ACL est associe´ d’une part a`
une formule qui conditionne son illocution (FP, i.e. Feasibility Preconditions). Cette
formule correspond aux conditions de succe`s de l’acte de langage (cf section 1.2).
Un message FIPA-ACL est associe´ d’autre part aux effets attendus sur les e´tats
mentaux du re´cepteur (RE, i.e. Rational Effect). Ces effets correspondent a` la valeur
perlocutoire de l’acte (cf section 1.2).
Exemple n◦ 1.3.3.II [Message FIPA-ACL] On peut a` titre d’exemple spe´cifier
l’acte inform de la manie`re suivante :
〈i, inform(j, p)〉
FP : Bip ∧ ¬Bi(Bifjp ∨ Uifjp)
RE : Bjp
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L’e´metteur informe le re´cepteur de la ve´racite´ d’une proposition avec l’intention que
ce dernier adopte cette croyance. Si l’agent sait au pre´alable que l’e´tat du monde est
atteint, en l’occurrence que le re´cepteur croit (ou se doute de) p (ou de ¬p), il ne peut
pas avoir pour intention d’atteindre cet e´tat du monde. A` l’inverse, l’agent recevant un
tel message sait que l’e´metteur croit en p. De plus, il peut induire que le re´cepteur a
pour intention de l’informer.
Les messages constituent des briques e´le´mentaires qui doivent eˆtre ordonne´es dans
une conversation. Les agents doivent reconnaˆıtre les intentions des autres et raisonner
a` partir d’elles. L’imple´mentation de cette the´orie pose le proble`me de l’automatisa-
tion de l’infe´rence [11]. Paradoxalement, contraindre la se´quence des actions permet
de re´duire la complexite´ computationnelle lie´e a` la ge´ne´ration d’une re´ponse [17].
C’est l’objet des protocoles d’interaction.
1.4 Protocole d’interaction
Une conversation est une se´quence de messages e´change´s entre deux ou plusieurs
agents. Elle doit eˆtre conforme a` un protocole d’interaction.
De´finition n◦ 1.4.0.I [Protocole d’interaction]
On appelle protocole d’interaction un ensemble de re`gles plus ou moins ge´ne´-
riques qui sont partage´es par les agents du syste`me et auxquelles les interactions
doivent se conformer.
Les protocoles permettent de guider l’interaction des agents. Ce sont des plans de´-
finis a priori pour coordonner leurs interactions. On affecte un nom a` chacun des
protocoles pour les identifier. Un certain nombre d’agents, deux ou plus, participent
a` une conversation. Le protocole spe´cifie le roˆle qui leur est affecte´. Par exemple,
l’agent qui de´bute une conversation joue le roˆle de l’initiateur. Le comportement
d’un protocole de´crit la se´quence des messages qui peuvent eˆtre e´change´s. Ce com-
portement est spe´cifie´ dans un langage formel ou semi-formel.
Nous allons dans cette section explorer plusieurs formalismes pour spe´cifier le com-
portement d’un protocole et proposer un exemple pour chacun de ces formalismes.
Nous de´buterons par un langage de description semi-formelle : l’AUML (cf section
1.4.1). Nous envisagerons ensuite d’utiliser les automates finis de´terministes pour
de´crire de manie`re plus formelle le comportement d’un protocole (cf section 1.4.2).
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1.4.1 Langage semi-formel
Le langage de mode´lisation unifie´ UML7 (Unified Modelling Language) est une no-
tation universelle pour la mode´lisation d’objets. Ce langage est tre`s re´pandu dans
le domaine du ge´nie logiciel (Software Engineering). Toutefois, il ne permet pas
de mode´liser un syste`me multi-agents. C’est dans cette perspective que le langage
de mode´lisation unifie´ a` base d’agents AUML8 (Agent-based Unified Modelling Lan-
guage) a e´te´ propose´. Ce langage permet notamment de repre´senter le comportement
des protocoles FIPA [14].
1.4.1.1 Formalisme
Le langage AUML e´tend la notion de diagramme de se´quence utilise´e dans UML 2.0
a` celle de diagramme d’interaction qui permet de repre´senter les protocoles d’inter-
action et leurs instances, i.e. les conversations [29].
Un diagramme d’interaction est un graphique constitue´ d’un cadre qui permet
d’identifier le protocole (nom, parame`tres, etc. . . ). Ce cadre de´limite la repre´senta-
tion graphique du flux de messages entre les diffe´rents roˆles. Un diagramme d’inter-
action est une repre´sentation graphique en deux dimensions. Le temps est repre´sente´
selon un axe vertical. Les diffe´rents roˆles joue´s par les participants sont repre´sente´s
selon un axe horizontal.
En UML 2.0, une ligne de vie dans un diagramme de se´quence est associe´e a` une
instance unique. En AUML, une ligne de vie dans un diagramme d’interaction est
associe´e a` un roˆle. Une ligne de vie est repre´sente´e par un trait vertical pointille´
surmonte´ d’un rectangle qui contient le nom du roˆle associe´.
Les messages FIPA-ACL (cf section 1.3) sont repre´sente´s dans un diagramme d’in-
teraction a` l’aide d’une fle`che qui lie la ligne de vie du roˆle joue´ par l’agent e´metteur
et la (ou les) ligne(s) de vie du (ou des) roˆle(s) joue´(s) par les agents destinataires.
Dans le diagramme d’interaction d’un protocole, les messages ne sont pas totalement
spe´cifie´s. Seule une partie des champs est informe´e. En d’autres termes, les messages
repre´sente´s dans un diagramme d’interaction sont plus ou moins ge´ne´riques. Dans
la plupart des cas, les agents sont libres d’en choisir le contenu ( :content). E´tant
donne´ que les lignes de vie sont associe´es a` des roˆles, la cardinalite´ des messages doit
eˆtre pre´cise´e. La cardinalite´ est une expression qui indique le nombre d’agents qui
e´mettent et/ou rec¸oivent le type de message envisage´.
Les agent sont libres de choisir parmi une liste de messages ge´ne´riques autorise´s. Ce
choix peut eˆtre repre´sente´ de manie`re compacte et concise a` l’aide d’ope´rateur. Par
7http://www.uml.org
8http://www.auml.org
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exemple, l’ope´rateur or dont le symbole est ✸ permet de se´lectionner au moins un
des messages ge´ne´riques propose´s.
La FIPA propose une librairie de protocole d’interaction [14]. Le protocole d’inter-
action ✭✭ Contract Net ✮✮ [13] fait partie de cette librairie.
1.4.1.2 Exemple
Reid G. Smith [61] est l’un des premiers chercheurs a` envisager une approche multi-
agents pour l’allocation de taˆches. A` cette intention, il utilise une me´taphore or-
ganisationnelle. Les agents se coordonnent par l’interme´diaire de contrats qui sont
ne´gocie´s au travers d’un protocole intitule´ ✭✭ Contract Net ✮✮ . Ce travail fut large-
ment repris par la communaute´ SMA [20].
Un agent participant a` une conversation conforme au protocole ✭✭ Contract Net ✮✮
peut jouer un des deux roˆles suivants : soit il propose de sous-traiter une taˆche en
jouant le roˆle de gestionnaire, soit il propose d’exe´cuter une taˆche en jouant le roˆle
de contractant. Comment se de´roule ce protocole ? Le gestionnaire commence par
soumettre a` un ensemble d’agents, i.e. les contractants, un appel a` sous-traitance.
Chacun des contractants e´value cette annonce et, lorsqu’il dispose des ressources ne´-
cessaires, il envoie au gestionnaire une proposition. Le gestionnaire rassemble toutes
les propositions qu’il a rec¸ues et alloue la taˆche aux contractants qui ont fait les
meilleures offres. Les contractants ainsi se´lectionne´s informent le gestionnaire du
bon (ou du mauvais) de´roulement de l’exe´cution.
Le protocole ✭✭ Contract Net ✮✮ [13] fait partie de la librairie des protocoles d’inter-
action propose´s par la FIPA [14]. Son comportement est repre´sente´ dans la figure
1.4.1.I sous la forme d’un diagramme d’interaction. L’initiateur sollicite m parti-
cipants lors d’un appel d’offre (call for proposal). Cet appel pre´cise la taˆche a`
effectuer ainsi que les conditions fixe´es par l’initiateur pour cette taˆche. Il peut s’agir
de contraintes sur le prix, le de´lai, ou plus ge´ne´ralement sur la qualite´ requise de la
taˆche. Lesm participants qui rec¸oivent cet appel sont conside´re´s comme des contrac-
tants potentiels. Parmi eux, n (avec n ≤ m) participants re´ussissent a` re´pondre a`
cet appel avant la date butoire. Ils e´mettent n re´ponses parmi lesquelles i (note´ i2n)
sont ne´gatives et j (avec j ≤ n) sont positives (propose). Ces re´ponses pre´cisent les
conditions sous lesquelles la taˆche peut eˆtre effectue´e. Les n− j autres re´ponses sont
ne´gatives (refuse). La date butoire de l’appel ayant e´te´ de´passe´e, l’initiateur est en
mesure d’e´valuer ces j propositions pour en se´lectionner l (avec l ≤ j). Il confirme
ces de´le´gations de taˆches (accept-proposal). Les j−l autres propositions sont refuse´es
(refuse-proposal). Les l contractants ainsi se´lectionne´s informent le gestionnaire du
bon (inform-done) ou du mauvais de´roulement (failure) de la taˆche voire du re´sultat
(inform-result).
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1.4.1.3 Limites
Le comportement d’un protocole est repre´sente´ graphiquement a` l’aide d’un dia-
gramme d’interaction. Ce diagramme est lisible et facile a` comprendre pour un in-
ge´nieur logiciel familier avec le langage de mode´lisation unifie´ UML 2.0. De plus,
un grand nombre d’outils permettent de ge´ne´rer automatiquement du code a` partir
de diagrammes UML. On peut citer le plugin eclipseUML de´veloppe´ par Omondo9.
Cette meˆme de´marche peut eˆtre envisage´e entre le code d’un agent logiciel et un
diagramme AUML. Cependant, AUML n’est qu’un langage semi-formel. Il posse`de
une syntaxe bien de´finie base´e sur UML. La se´mantique de ses notations restent
ne´anmoins ambigue¨ car elles sont de´crites en langage naturel. Les proprie´te´s atten-
dues du syste`me sont ge´ne´ralement de´crites de manie`re informelle et elles ne sont pas
ve´rifiables. C’est la raison pour laquelle notre attention se tourne vers des langages
plus formels.
1.4.2 Langage formel
Les automates sont des objets informatiques bien connus en the´orie des langages. Un
automate permet de de´crire de manie`re formelle le comportement d’un protocole.
Nous conside´rons ici l’exemple d’un protocole de marchandage.
1.4.2.1 Formalisme
Dans la the´orie des langages, un automate est une proce´dure qui permet d’identifer
si un mot appartient ou non a` un langage re´gulier. De manie`re similaire, nous uti-
liserons ce formalisme pour de´cider si une conversation est conforme (ou non) a` un
protocole.
Les automates sont de´finis a` partir d’un alphabet fini, c’est-a`-dire un ensemble fini
de caracte`res note´ Σ = {a, b, c . . .}. Nous de´signerons par les lettres u, v, w, . . . les
chaˆınes de caracte`res issues de cet alphabet, c’est-a`-dire les e´le´ments du mono¨ıde
Σ∗. λ de´signe la chaˆıne vide. Un langage L est un sous-ensemble quelconque de Σ∗.
Les chaˆınes de ce langage sont appele´es des mots. Un automate est une machine a`
e´tat fini. On parle e´galement de graphe d’e´tat transition.
9http://www.omondo.com/
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De´finition n◦ 1.4.2.I [Automate fini]
Un automate fini est un quintuplet A = (Q,Σ, δ, q0, F ) ou` :
– Q est un ensemble fini d’e´tats ;
– Σ est un alphabet fini ;
– δ : Q× Σ→ 2Q est une fonction de transition ;
– q0 ∈ Q est l’e´tat initial ;
– F ⊆ Q est un ensemble d’e´tats finaux.
Dans ce formalisme graphique, les nœuds du graphe repre´sentent des e´tats et les
arcs repre´sentent des transitions d’un e´tat a` un autre.
On parle d’automate de´terministe dans la mesure ou` a` partir d’un e´tat et d’une
lettre, la fonction de transition permet d’atteindre au plus un e´tat.
De´finition n◦ 1.4.2.II [Automate fini de´terministe]
Soit A = (Q,Σ, δ, q0, F ) un automate fini. A est un Automate Fini De´termi-
niste (AFD) ssi :
∀q ∈ Q ∀a ∈ Σ ‖δ(q, a))‖ ≤ 1
Dans la the´orie des langages, un automate constitue une proce´dure qui permet de
de´cider si un mot appartient (ou non) a` un langage. On dit d’un tel langage qu’il
est reconnu par un automate.
De´finition n◦ 1.4.2.III [Langage reconnu]
Soit A = (Q,Σ, δ, q0, F ) un automate fini. Soit u = x1.x2 . . . xn une chaˆıne de
caracte`res issue de Σ. La chaˆıne de caracte`res est accepte´e par l’automate A
ssi la se´quence des e´tats d’acceptation (q0, . . . , qn) est une se´quence de n+1 e´tats
de l’automate de´finie tq ∀0 ≤ i ≤ n− 1 qi+1 = δ(qi, xi+1) et qn ∈ F . Un langage
est reconnu par un automate ssi tous les mots de ce langage sont accepte´s
par cet automate.
D’apre`s le the´ore`me de Kleene, un langage L est accepte´ par un automate A ssi il
constitue un ensemble re´gulier, c’est-a`-dire s’il peut eˆtre de´fini par une expression
re´gulie`re [62].
Exemple n◦ 1.4.2.I [Automate fini] Conside´rons, par exemple, l’automate A1 re-
pre´sente´ dans la figure 1.4.2.I. Il comporte 5 e´tats, Q = {1, 2, 3, 4, 5}. Il est de´fini sur
un alphabet a` six lettres Σ = {a, b, c, d, e, f}. L’e´tat initial q0 est l’e´tat 1 repre´sente´ par
un double cercle. Les e´tats 4 et 5 sont finaux, F = {4, 5}. Ils sont repre´sente´s par des
cercles noirs. La fonction de transition est repre´sente´e par les arcs reliant les e´tats. Il
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s’agit ici d’un automate fini de´terministe puisque tous les arcs provenant d’un meˆme e´tat
sont e´tiquete´s par des lettres diffe´rentes. La chaˆıne de caracte`res abac est accepte´e par
l’automate A1. Le langage reconnu par cet automate est de´fini par l’expression re´gulie`re
suivante :
[(b|λ)a(ba)∗(c|f)]|[(a|λ)b(ab)∗(d|e)]
Le comportement d’un protocole peut eˆtre repre´sente´ a` l’aide d’un AFD. Les tran-
sitions sont alors e´tiquete´es par des types de messages. On pre´cise l’e´metteur, le
re´cepteur et le performatif utilise´s. Les nœuds y repre´sentent alors les e´tats conver-
sationnels d’un participant : soit un e´tat d’e´mission soit un e´tat de re´ception.
De´finition n◦ 1.4.2.IV [Automate de comportement]
Soit A = (Q,Σ, δ, q0, F ) un automate fini de´terministe. A repre´sente le com-
portement d’un protocole qui met en jeu deux participants a et b ssi :
– Q est un ensemble fini d’e´tats conversationnels qui sont soit des e´tats d’e´mission
pour l’agent a soit des e´tats d’e´mission pour l’agent b ;
– Σ est un ensemble de messages ge´ne´riques perf(s, r), ou` perf est un performatif
et s, r sont respectivement l’e´metteur et le re´cepteur du message ;
– δ : Q× Σ→ 2Q est une fonction de transition ;
– q0 ∈ Q est l’e´tat initial du protocole ;
– F ⊆ Q est un ensemble d’e´tats finaux du protocole.
Le langage reconnu par un tel automate peut eˆtre de´fini par une expression re´gu-
lie`re dont les lettres repre´sentent des types de messages. Les conversations doivent
respecter cette expression re´gulie`re pour eˆtre conforme au protocole.
Ce formalisme permet de spe´cifier et de ve´rifer des proprie´te´s formelles sur un pro-
tocole.
De´finition n◦ 1.4.2.V [Protocole borne´ et vivace]
Soit A = (Q,Σ, δ, q0, F ) un automate fini de´terministe qui repre´sente le compor-
tement d’un protocole. Ce protocole est :
– vivace ssi tous les e´tats conversationnels sont accessibles depuis l’e´tat initial ;
– borne´ ssi le langage reconnu est fini ;
Si un protocole est borne´ alors toutes les conversations qui s’y conforment sont finies.
Si un protocole est vivace, tous les types de messages peuvent potentiellement eˆtre
e´mis dans les conversations qui s’y conforment.
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1.4.2.2 Exemple
Un protocole de marchandage met en jeu deux participants qui e´changent des pro-
positions et des contre-propositions dans le but de conclure une affaire, c’est-a`-dire
de trouver un compromis attractif pour les participants. C’est un e´change de conces-
sions.
Peynan Faratin propose dans sa the`se [22] de repre´senter le comportement de ce
protocole a` l’aide d’un automate. La figure 1.4.2.II pre´sente une version simplifie´e
de cet automate. Les deux participants sont nomme´s a et b. proposal(a, b) signifie que
l’agent a fait une proposition a` l’agent b. Parce que l’e´tat 1 est initial, le protocole
pre´conise de de´buter par une proposition qui e´mane de l’un des participants. Parce
que les e´tats 4 et 5 sont finaux, la conversation se termine sur une acceptation
(accept) ou sur un abandon (withdraw). La discussion consiste en un e´change de
propositions et de contre-propositions.
Pour eˆtre conforme au protocole, les conversations doivent respecter l’expression
re´gulie`re suivante :
[(propose(b, a)|λ)propose(a, b)(propose(b, a).propose(a, b))∗
(withdraw(b, a)|accept(b, a))] |
[(propose(a, b)|λ)propose(b, a)(propose(a, b).propose(b, a))∗
(withdraw(a, b)|accept(a, b))]
Ce langage n’est pas fini. En conse´quence, le protocole de marchandage tel que nous
l’avons formalise´ n’est pas borne´. De plus, ce protocole est vivace. En effet, tous les
e´tats conversationnels sont accessibles depuis l’e´tat initial.
Un agent doit d’une part raisonner afin de ve´rifier que les conditions d’illocution
(Feasible Preconditions) d’un message sont ve´rifie´es. D’autre part, la strate´gie d’un
agent permet de se´lectionner le message qui sera effectivement e´mis. En conse´quence,
on doit distinguer les proprie´te´s du protocole et les proprie´te´s des conversations
conformes a` ce protocole dans un SMA donne´. Par exemple, le protocole de mar-
chandage tel qu’il est formalise´ ci-dessus n’est pas borne´. Cela ne signifie pas pour
autant que les conversations qui s’y conforment bouclent syste´matiquement. On peut
de´finir la strate´gie des participants pour qu’elle supprime la pre´sence de cycle dans
les conversations. De meˆme, le protocole de marchandage tel qu’il est formalise´ ci-
dessus est vivace. Cela ne signifie pas pour autant que tous les performatifs seront
effectivement utilise´s dans les conversations. La` encore, on peut de´finir une stra-
te´gie qui permet d’atteindre syste´matiquement un consensus. Ainsi, le performatif
withdraw ne sera jamais utilise´.
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1.4.2.3 Limites
Utiliser un automate fini de´terministe pour de´crire le comportement d’un protocole
permet de disposer d’une repre´sentation graphique tre`s lisible, compre´hensible et
intuitive. De plus, un tel formalisme est sans ambigu¨ıte´. Il permet de de´crire le motif
que doivent respecter les conversations qui se conforment au protocole. On peut donc
envisager de ge´ne´rer automatiquement, a` partir d’un automate de comportement, du
code qui sera directement interpre´table par un agent logiciel. Toutefois, ce formalisme
nous limite aux protocoles qui impliquent deux participants.
Bien d’autres formalismes peuvent eˆtre utilise´s pour spe´cifier le comportement d’un
protocole : les re´seaux de Petri [36], les re´seaux de Petri colore´s [59], le langage
LOTOS [35] ou un langage de logique temporelle [35]. Quel que soit le formalisme
utilise´, un certain nombres de proprie´te´s sur les protocoles peuvent eˆtre spe´cifie´es de
manie`re formelle puis ve´rifie´es.
1.5 Synthe`se
Dans ce chapitre, nous avons montre´ que pour interagir des agents logiciels doivent
partager un langage commun, appele´ langage de communication d’agents (ACL).
La the´orie des actes de langage permet d’identifier les constituants e´le´mentaires
de la communication. Selon cette the´orie, la production d’un e´nonce´ s’assimile a`
l’accomplissement d’une action : ✭✭ Parler, c’est agir ! ✮✮ Profe´rer une e´nonciation
est un acte intentionnel, appele´ acte illocutoire. Cette the´orie propose de classifier les
verbes qui agissent, appele´s performatifs, selon l’acte illocutoire qu’ils accomplissent.
La plupart des langages de communication d’agents sont inspire´s de la the´orie des
actes de langage.
C’est le cas du langage de communication d’agents FIPA-ACL. La pragmatique des
messages, i.e. la se´mantique des actes de langage est formule´e en termes d’e´tats men-
taux. On parle alors d’approche mentalistique. Pour les trois raisons suivantes,
cette approche ne permet pas de mode´liser le dialogue au sens politique, c’est-a`-dire
comme une prise de de´cision concerte´e.
1. La the´orie des actes de langage conside`re les e´nonce´s comme des e´piphe´no-
me`nes. En pratique, les messages constituent des briques e´le´mentaires qui
doivent eˆtre ordonne´es dans une conversation, conforme´ment a` un protocole
d’interaction, i.e. une convention sociale qui re´git l’enchaˆınement des messages.
D’une part, ces protocoles sont trop rigides. Par exemple, les caracte´ristiques
d’une taˆche ne peuvent eˆtre modifie´es au travers du protocole ✭✭ Contract
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Net ✮✮, elles sont fixe´es par l’appel d’offre. D’autre part, parce qu’un proto-
cole ne spe´cifie ni le raisonnement des agents ni leurs strate´gies, ses proprie´te´s
ne nous permettent pas de garantir l’obtention d’un re´sultat au terme d’une
conversation et de pre´juger de sa qualite´.
2. Conside´re´e comme la cle´ pour l’usage et la compre´hension d’un acte de langage
par un agent, la valeur illocutoire doit faire l’objet d’une convention. Cette
valeur institutionnelle n’est pas explicite dans la the´orie des actes de langage.
En conse´quence, la se´mantique des actes de langage est prive´e et subjective.
Un agent qui assiste a` la conversation ne confe`re pas le meˆme sens aux actes de
langage que le destinataire. A fortiori, il ne re´alise pas les meˆmes infe´rences.
3. La se´mantique des actes de langage est spe´cifie´e en termes d’e´tats mentaux. Ce
mode`le de raisonnement n’est pas adapte´ a` la gestion de conflits. Par exemple,
lorsqu’un agent rec¸oit une information de la part d’un autre agent son e´tat
mental est modifie´. L’information rec¸ue est syste´matiquement adopte´e qu’elle
confirme ou infirme le point de vue de l’agent.
Pour pallier cette dernie`re lacune, nous allons pre´senter dans le chapitre 2 un mode`le
de raisonnement qui permet a` un agent de ge´rer les incohe´rences entre ses propres
croyances et les informations transmises par d’autres agents.
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FIPA-ContractNet-Protocol
Initiator Participant
m
i2n
j = n− i
k2j
l = j − k
cfp
n
deadline
refuse
propose
reject-proposal
accept-proposal
failure
inform-done : inform
inform-result : inform
Fig. 1.4.1.I: Protocole FIPA ✭✭ Contract-Net ✮✮
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Fig. 1.4.2.I: Repre´sentation d’un automate
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propose(a,b) propose(b,a)
propose(b,a)
propose(a,b)
withdraw(b,a) withdraw(a,b)
accept(b,a) accept(a,b)
Fig. 1.4.2.II: Protocole de marchandage
“The one who has the last word
laughs best.”
Adage
Chapitre 2
Argumentation
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2.1 Introduction
Lorsqu’un agent social et autonome raisonne et interagit avec le monde qui l’entoure,
il peut eˆtre confronte´ a` diffe´rentes sources d’incohe´rence : croyances errone´es, obser-
vations non fiables, e´changes d’informations avec d’autres agents, etc . . . Un agent
intelligent doit donc disposer d’un me´canisme de raisonnement qui permet de ge´rer
ces incohe´rences. L’argumentation est un bon candidat. L’argumentation constitue
un mode`le adapte´ au processus cognitif d’un agent autonome et social pour ge´rer
les interactions entre des arguments internes qui explicitent ses croyances et des
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arguments externes qui cre´ditent des croyances contradictoires provenant d’autres
agents.
Dans un premier temps, nous allons dans la section 2.2 pre´senter la notion d’argu-
ment et ses fondements philosophiques. Dans un second temps, nous allons pre´senter
dans quelle mesure ces travaux ont influence´ les mode`les d’argumentation en IA.
D’une part, on conside`re dans un syste`me d’argumentation les arguments comme
des entite´s abstraites (cf section 2.3). D’autre part, on conside`re dans une logique
argumentative que les arguments sont munis d’une structure (cf section 2.4).
2.2 Argument
L’argumentation permet de tirer des conclusions en se re´servant le droit de les re´-
tracter a` la lumie`re de nouvelles informations (cf section 2.2.1). D’une part, Stephen
Toulmin fonde l’argumentation sur la notion d’e´vidence afin de donner une structure
aux arguments (cf section 2.2.2). D’autre part, Cha¨ım Perelman et Lucie Olbrechts-
Tyteca fondent l’argumentation sur la notion d’adhe´sion afin de donner une force
aux arguments (cf section 2.2.3).
2.2.1 Motivation
La de´duction classique (cf Annexe A.4) est une ope´ration de conse´quence (note´e
⊢) qui permet de calculer la signification des formules en construisant des preuves.
Par exemple, la preuve pre´sente´e ci-dessous permet, a` partir d’un certain nombre de
pre´misses, de conclure qu’Olivier est vieux :
Olivier a 84 ans.
Olivier est un homme.
Tous les hommes de plus de 80 ans sont vieux.
84 ≥ 80.
Olivier est vieux.
La de´duction classique ve´rifie la proprie´te´ de monotonie : si Φ est une conse´quence
de Γ alors c’est e´galement une conse´quence de tout ensemble qui contient Γ :
si Γ ⊢ Φ et Γ ⊂ ∆ alors ∆ ⊢ Φ.
En d’autres termes, l’adjonction de nouvelles formules a` un ensemble Γ ne peut
jamais remettre en cause ce que l’on peut de´duire de Γ. Une preuve nous contraint
a` en accepter la conclusion dans la mesure ou` on en accepte les pre´misses. On parle
de monde clos.
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Contrairement a` la logique classique, l’argumentation permet de tirer des conclu-
sions en se re´servant le droit de les re´tracter a` la lumie`re de nouvelles informations.
On construit et on compare des arguments en faveur d’une conclusion ainsi que des
contre-arguments en de´faveur de cette meˆme conclusion. Par exemple, l’argument
suivant permet d’aboutir a` la meˆme conclusion que pre´ce´demment : ✭✭ Olivier est
vieux parce qu’il est octoge´naire. ✮✮
Les pre´misses d’un argument peuvent ge´ne´rer des contre-arguments qui le contre-
disent. Contrairement a` une preuve, un argument peut eˆtre de´fait (defeat). Un ar-
gument est ouvert aux objections. On parle de monde ouvert.
Un argument n’est admis qu’a` la condition que toutes les objections qui ont e´te´
e´mises sont a` leur tour de´faites. On distingue diffe´rentes sources d’objections :
1. les arguments laissent certaines pre´misses implicites en supposant que l’au-
dience y adhe`re. Par exemple, on pre´suppose qu’Olivier est un homme ;
2. les arguments utilisent des termes vagues, impre´cis ou des formules ouvertes.
Par exemple, aucun seuil d’aˆge n’est mentionne´. On peut demander a` le pre´-
ciser ;
3. les arguments admettent des objections dans des cas exceptionnels. Par exemple,
Olivier est peut-eˆtre immortel ;
4. les arguments peuvent eˆtre avance´s meˆme lorsque l’on doute de certains faits.
Par exemple, je ne suis pas certain qu’Olivier soit octoge´naire.
Cette liste n’a pas la pre´tention d’eˆtre exhaustive. Elle permet cependant d’e´tablir
une distinction entre un argument et une preuve.
En re´sume´, lorsqu’on dispose d’informations incomple`tes, incertaines ou impre´cises,
lorsque le monde est ouvert, il est pre´fe´rable d’utiliser un syste`me d’argumentation
pour mode´liser le raisonnement plutoˆt qu’un syste`me de preuves. C’est le cas d’un
agent autonome et social. Un argument peut eˆtre muni d’une structure et d’une
force.
2.2.2 Structure des arguments
Stephen Toulmin1 de´finit l’argumentation graˆce a` la notion de ve´rite´. Son ouvrage
majeur intitule´ “The use of argument” [57] a e´te´ une source d’inspiration majeure
en logique et en IA. Ce travail se focalise sur la justification d’un argument lorsqu’il
est calomnie´ (challenge).
1Philosophe anglais, actuellement professeur a` l’USC (1922- )
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Stephen Toulmin envisage dans [57] l’argumentation comme la construction d’un
sche´ma d’analyse vers une conclusion a` l’aide de donne´es et de justifications. Comme
l’e´voque la figure 2.2.2.I2 , il distingue six briques de base :
– la conclusion (claim), i.e. le fait que l’on va justifier ;
– les donne´es (data) i.e. les faits sur lesquels l’argument s’appuie ;
– la garantie (warrant) le´gitime le saut entre les donne´es et la conclusion ;
– le fondement (backing), i.e. le support a` la garantie ;
– le qualificateur modal (modal qualifier) indique la force du saut entre les donne´es
et la garantie ;
– la condition d’exception (rebutal) apparaˆıt lorsque le saut entre les donne´es et la
garantie n’est pas le´gitime.
X est français
Données
statistiques
Fondement
la plupart des
français aime le fromage
Garantie
probablement
Qualificateur modal
X = Maxime
Condition dexception
X aime le fromage
Conclusion
Fig. 2.2.2.I: Sche´ma de l’argumentation selon Stephen Toulmin
En re´sume´, un argument est un sche´ma qui permet d’aboutir a` une conclusion. Les
re´fe´rences a` ce sche´ma sont multiples dans les travaux en logique argumentative (cf
section 2.4). Le travail de Cha¨ım Perelman pre´sente´ ci-dessous s’appuie plus sur la
notion d’adhe´sion que sur la notion d’e´vidence.
2.2.3 Force des arguments
Cha¨ım Perelman3 et sa collaboratrice Lucie Olbrechts-Tyteca publient en 1958 un
ouvrage majeur intitule´ “Traite´ de l’Argumentation” [15]. D’apre`s cet ouvrage, la
rhe´torique ne doit pas seulement prendre en conside´ration l’aspect factuel mais e´ga-
lement l’importance que l’audience attache aux faits.
Ainsi, l’objet de la the´orie de l’argumentation est : . . . l’e´tude des techniques dis-
cursives permettant de provoquer ou d’accroˆıtre l’adhe´sion des esprits aux the`ses
qu’on pre´sente a` leur assentiment . . . Gae¨lle Desbordes et Bernard Moulin pro-
posent dans [18] une formalisation de ces techniques a` l’aide du mode`le agent et de
graphes conceptuels.
2NdR : Maxime aime toutefois le gruye`re, la mozarella, la raclette, le maroille et le reblochon.
3Philosophe polonais (1912-1984) professeur de logique, de morale et de me´taphysique a` l’Uni-
versite´ de Bruxelles jusqu’en 1978
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La notion d’e´vidence est rejete´e au profit de celle d’adhe´sion. A` la diffe´rence de
l’e´vidence, l’adhe´sion implique l’orateur, i.e. la personne qui argumente et surtout
l’audience, i.e. la personne a` laquelle s’adresse l’argumentation. L’adhe´sion des es-
prits est caracte´rise´e par une intensite´ variable, pas ne´cessairement proportionnelle
a` la probabilite´ d’une the`se. Toute argumentation est relative a` l’audience qu’elle
cherche a` influencer. Perelman et Olbrechts-Tyteca diffe´rencient deux types d’au-
dience : l’audience universelle et l’audience forme´e.
D’une part, l’audience universelle est constitue´e par l’humanite´ tout entie`re. Une
argumentation qui s’adresse a` une audience universelle doit convaincre de l’e´vidence
des raisons fournies, c’est-a`-dire de leur validite´ absolue et intemporelle. La rhe´to-
rique efficace pour une audience universelle est celle qui manie la preuve logique. Le
consensus repose sur des faits et des ve´rite´s.
D’autre part, l’audience forme´e est constitue´e de la seule personne a` laquelle on
s’adresse, i.e. l’interlocuteur dans le dialogue. Une argumentation qui s’adresse a`
une audience forme´e pose le proble`me de la controverse. Convaincre quelqu’un, c’est
vaincre par des arguments plus forts. Le consensus repose sur des valeurs et sur leurs
hie´rarchies. Quand elles sont vagues, les valeurs sont universelles et quasi-semblables
a` des ve´rite´s. Quand elles sont pre´cises, les valeurs se pre´sentent simplement comme
conformes aux aspirations de certains groupes particuliers.
En re´sume´, diffe´rentes personnes peuvent faire des choix diffe´rents selon leurs pre´-
fe´rences, c’est-a`-dire l’e´chelle de valeurs a` laquelle elles se re´fe`rent. Un argument
persuasif pour une audience ne l’est pas ne´cessairement pour une autre audience.
Les pre´fe´rences peuvent (ou non) eˆtre prises en compte dans les syste`mes d’argu-
mentation abstraits pre´sente´s dans la section suivante.
2.3 Syste`mes d’argumentation abstraits
Nous allons tout d’abord pre´senter le mode`le de calcul argumentatif de´fini par Phan
Minh. Dung propose´ dans [21]. Ce travail a largement inspire´ la plupart des syste`mes
d’argumentation propose´s a` ce jour. Nous envisagerons ensuite deux extensions de
ce cadre [1, 9] qui permettent d’affecter une force aux arguments. A` cette intention,
le syste`me d’argumentation propose´ par Leila Amgoud et Claudette Cayrol [1, 2]
incorpore la notion de pre´fe´rence (cf section 2.3.2) et le syste`me d’argumentation
propose´ par Trevor Bench-Capon incorpore la notion de valeur (cf section 2.3.3).
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2.3.1 Syste`me d’argumentation
Phan Minh. Dung propose dans [21] un mode`le de calcul pour mode´liser l’argumen-
tation humaine lors de la re´solution de proble`mes. Un argument est dit acceptable
s’il peut eˆtre soutenu malgre´ les critiques qui lui sont attribue´es. L’acceptabilite´
d’un argument de´pend des arguments (respectivement des contre-arguments) qui le
de´fendent (respectivement qui l’attaquent).
Ainsi, un argument est une entite´ abstraite dont la se´mantique n’est de´finie que par
les relations qui le lient avec les autres arguments. C’est la raison pour laquelle on
parle de syste`me d’argumentation abstrait. Par souci de concision, nous employerons
ici le terme de syste`me d’argumentation.
De´finition n◦ 2.3.1.I [Syste`me d’argumentation]
Un syste`me d’argumentation est un couple AS = 〈AR, attacks〉 ou` :
– AR est un ensemble fini d’arguments ;
– attacks une relation binaire sur AR (attacks ⊆ AR× AR).
attacks(P,Q) se lit ✭✭ P attaque Q ✮✮ ou ✭✭ Q est attaque´ par P ✮✮.
Par abus de langage, on dit qu’un ensemble d’arguments S attaque Q, ou bien Q
est attaque´ par S (note´ attacks(S,Q)) ssi un argument de S attaque Q.
Exemple n◦ 2.3.1.I [Syste`me d’argumentation] Dans la figure 2.3.1.I, le syste`me
d’argumentation AS est repre´sente´ a` l’aide d’un graphe oriente´ dont les sommets sont
des arguments et les arcs repre´sentent des relations d’attaque.
P
Q
R S
Fig. 2.3.1.I: Repre´sentation sous forme de graphe oriente´ du syste`me d’argumen-
tation AS
L’objectif de ce syste`me consiste a` de´terminer dans quelle mesure un argument est
acceptable ou non. La se´mantique d’un syste`me d’argumentation assigne un statut
aux arguments dans un ensemble donne´ en fonction des relations qui les lient les
uns aux autres. Un argument est acceptable si les autres arguments acceptables
le de´fendent des attaques qui lui sont porte´es. C’est dans cette perspective que se
situent les de´finitions suivantes.
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De´finition n◦ 2.3.1.II [Libre de conflit/Acceptabilite´/Admissibilite´]
Soient AS = 〈AR, attacks〉 un syste`me d’argumentation, S ⊆ AR un ensemble
d’arguments et P ∈ AR un argument.
1. S est libre de conflit ssi ∀P,Q ∈ S ¬attacks(P,Q) ;
2. P est acceptable vis a` vis de S (note´ accS
AS
(P ) ) ssi
∀Q ∈ AR attacks(Q,P )⇒ attacks(S,Q) ;
3. S libre de conflit est admissible (note´ admAS(S)) ssi ∀Q ∈ S acc
S
AS
(Q).
En logique classique, une the´orie a une unique extension qui est un point fixe de l’ope´-
ration de de´duction. En logique non-monotone, une the´orie peut admettre plusieurs
extensions. L’argumentation constitue un mode`le de raisonnement non-monotone
dont la se´mantique est de´finie par diffe´rentes extensions. A` cet effet, on conside`re
ici trois types d’extension : l’extension raisonnable (ground extension), l’extension
pre´fe´re´e (preferred extension), l’extension stable (stable extension).
L’extension raisonnable est de´finie a` l’aide de la fonction caracte´ristique du syste`me
d’argumentation.
De´finition n◦ 2.3.1.III [Fonction caracte´ristique]
Soit AS = 〈AR, attacks〉 un syste`me d’argumentation. La fonction caracte´ris-
tique de ce syste`me d’argumentation (note´e FAS) est de´finie telle que :
FAS : 2
AR → 2AR
FAS(S) = {P ∈ AR ; acc
S
AS
(P )}
Il est aise´ de s’apercevoir que si un argument est acceptable e´tant donne´ un ensemble
d’arguments alors il est acceptable e´tant donne´ un de ses sur-ensembles. En d’autres
termes, FAS est monotone par rapport a` l’inclusion ensembliste.
De´finition n◦ 2.3.1.IV [Extension raisonnable]
Soit AS = 〈AR, attacks〉 un syste`me d’argumentation. L’extension raisonnable
de ce syste`me d’argumentation est le plus petit point fixe de FAS. On note GEAS(S)
le pre´dicat correspondant.
En d’autres termes, une extension raisonnable peut eˆtre calcule´e par l’algorithme
2.3.1.
Exemple n◦ 2.3.1.II [Extension raisonnable] Dans la figure 2.3.1.III, les sys-
te`mes d’argumentation AS1 et AS2 sont repre´sente´s respectivement a` gauche et a` droite.
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Entre´e : AS
Sortie : S
S = ∅ ;
re´pe´ter
S ′ = S ;
S = S ∪ {P ∈ AS; accS
AS
(P )}
jusqu’a` S = S ′;
Fig. 2.3.1.II: Algorithme pour la construction d’une extension raisonnable d’un
syste`me d’argumentation
AS1
P
Q
R S
AS2
P
Q
R S
Fig. 2.3.1.III: Repre´sentation sous forme de graphe oriente´ des syste`mes d’argu-
mentation AS1 (a` gauche) et AS2 (a` droite)
Chacun de ces syste`mes d’argumentation posse`de une unique extension raisonnable :
GEAS1({R,S, P}) et GEAS2(∅).
Un syste`me d’argumentation a toujours une unique extension raisonnable qui peut
eˆtre e´ventuellement vide. Afin d’enrichir la se´mantique d’un syste`me d’argumenta-
tion, on de´finit une extension pre´fe´re´e comme un ensemble admissible maximal.
De´finition n◦ 2.3.1.V [Extension pre´fe´re´e]
Soit AS = 〈AR, attacks〉 un syste`me d’argumentation. Une extension pre´fe´re´e
de ce syste`me d’argumentation est un ensemble admissible d’arguments S qui est
maximal (au sens de l’inclusion). On note pref
AS
(S) le pre´dicat correspondant.
Une extension pre´fe´re´e repre´sente une position consistante qui peut se de´fendre par
elle-meˆme de toute attaque et qui ne peut pas eˆtre e´tendue sans introduire de conflit.
Exemple n◦ 2.3.1.III [Extension pre´fe´re´e] Le syste`me d’argumentation AS2 pre´-
sente´ dans l’exemple pre´ce´dent posse`de une unique extension raisonnable : GEAS2(∅) et
deux extensions pre´fe´re´es : pref AS2({P,R}) et pref AS2({P, S}).
Un syste`me d’argumentation n’a pas ne´cessairement une unique extension pre´fe´re´e.
On peut alors distinguer plusieurs classes d’acceptabilite´.
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De´finition n◦ 2.3.1.VI [Cre´dulite´/Scepticisme]
Une rationalite´ qui accepte seulement les arguments qui sont dans toutes les
extensions pre´fe´re´es est dite sceptique. Si elle accepte les arguments qui sont
dans au moins une extension pre´fe´re´e, la rationalite´ est qualifie´e de cre´dule.
L’extension raisonnable est incluse dans toutes les extensions pre´fe´re´es. De plus,
une extension pre´fe´re´e peut eˆtre e´ventuellement vide. C’est la raison pour laquelle
l’extension stable a e´te´ introduite.
De´finition n◦ 2.3.1.VII [Extension stable]
Soit AS = 〈AR, attacks〉 un syste`me d’argumentation. Un ensemble d’argu-
ments S ⊆ AR libre de conflit est appele´ extension stable ssi ∀P ∈ AR −
S attacks(S, P ). On note le pre´dicat correspondant ainsi stableAS(S).
Une extension stable est un ensemble libre de conflit qui attaque tous les arguments
externes.
Exemple n◦ 2.3.1.IV [Extension stable] Dans la figure 2.3.1.IV, sont repre´sente´s
les syste`mes d’argumentation AS2 et AS3 respectivement a` gauche et a` droite. Les deux
AS2
P
Q
R S
AS3
P
Q R
Fig. 2.3.1.IV: Repre´sentation sous forme de graphe oriente´ des syste`mes d’argu-
mentation AS2 (a` gauche) et AS3 (a` droite)
extensions pre´fe´re´es ( pref AS2({P,R}) et pref AS2({P, S})) de AS2 sont e´galement des
extensions stables. Le syste`me d’argumentation AS3 ne posse`de pas d’extension stable.
Un syste`me d’argumentation n’a pas ne´cessairement d’extension stable. Toutefois
lorsqu’elle existe, elle n’est pas vide. De plus, toute extension stable est une extension
pre´fe´re´e. La re´ciproque n’est pas ne´cessairement vraie. Si elle est ve´rifie´e, on parle
de syste`me d’argumentation cohe´rent.
De´finition n◦ 2.3.1.VIII [Syste`me d’argumentation cohe´rent]
Soit AS = 〈AR, attacks〉 un syste`me d’argumentation. AS est dit cohe´rent
ssi toute extension pre´fe´re´e est e´galement une extension stable.
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Le tableau 2.3.1.I synthe´tise la complexite´ algorithmique d’un certain nombre de
proble`mes de de´cision [46]. Le lecteur peu familier avec les classes de complexite´
peut se re´fe´rer a` l’annexe B.
Proble`me Description Complexite´
admAS(S) Est-ce que S est un ensemble admissible ? P
GEAS(S) Est-ce que S est une extension raisonnable ? P
pref
AS
(S) Est-ce que S est une extension pre´fe´re´e ? coNP-complet
stableAS(S) Est-ce que S est une extension stable ? P
has-stable(AS) Est-ce que AS posse`de une extension stable ? NP-complet
c(P,AS) Est-ce que P est accepte´ par un agent cre´dule ? NP-complet
s(P,AS) Est-ce que P est accepte´ par un agent sceptique ? Π2P
Tab. 2.3.1.I: Complexite´ algorithmique des proble`mes de de´cision lie´s au syste`me d’argu-
mentation
Contrairement a` une extension pre´fe´re´e, une extension stable n’est jamais vide mais
elle n’existe pas syste´matiquement. Identifier une extension stable est algorithmi-
quement plus facile qu’identifier une extension pre´fe´re´e. Toutefois de´terminer son
existence est NP-complet .
La notion d’extension pre´fe´re´e est plus inte´ressante que celle d’extension raison-
nable puisqu’elle permet d’introduire diffe´rentes interpre´tations : le scepticisme et
la cre´dulite´. Toutefois elle est algorithmiquement plus difficile a` identifier sauf sous
certaines conditions.
The´ore`me n◦ 2.3.1.I [Syste`me d’argumentation sans circuit]
Soit AS = 〈AR, attacks〉 un syste`me d’argumentation. Si le graphe associe´ ne
contient pas de circuit alors ce syste`me posse`de une unique extension pre´fe´re´e
non-vide qui est e´galement une extension raisonnable et une extension stable.
Par conse´quence, le proble`me de de´cision pref
AS
(S) est sous ces conditions polyno-
mial4.
Il est important de noter que la plupart des approches en raisonnement non-monotone
et en programmation logique ne sont que des formes particulie`res de cette the´orie.
En effet, Dung [21] pre´cise les relations qui existent entre les diffe´rentes extensions
et celles des autres formes de raisonnements non-monotones. Cela explique en grande
partie la popularite´ qu’a eue ce travail.
4C¸a roule avec un syste`me d’argumentation sans circuit !
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Toutefois, dans le cadre propose´ par Dung, une attaque d’un argument sur un autre
argument est syste´matiquement victorieuse. Ce choix n’est pas toujours approprie´.
Par exemple, les principes de lex posteriori et de lex specialis permettent de trancher
entre deux arguments conflictuels.
Exemple n◦ 2.3.1.V [lex posteriori/lex specialis] Dans le domaine le´gislatif, se
pose la question de l’attitude du juge lorsqu’il existe des relations conflictuelles entre les
sources du droit. De`s lors, le droit pre´voit des re`gles qui permettent de circonscrire le
conflit. On peut citer le principe de lex posteriori qui se fonde sur l’apparition dans le
temps des lois : la loi la plus re´cente va s’imposer devant celle plus ancienne. On peut
citer e´galement le principe de lex specialis : la loi spe´cifique s’applique aux de´pens de la
loi ge´ne´rale.
Il est parfois souhaitable de pouvoir choisir entre deux arguments qui s’attaquent
mutuellement. Notre tempe´rament, nos pre´fe´rences personnelles, le contexte peuvent
nous amener a` conside´rer un argument plus fort qu’un autre argument. On ignore
alors l’une de ces attaques. La prise en compte des pre´fe´rences entre les arguments
constitue l’objectif du travail pre´sente´ dans la section suivante.
2.3.2 Syste`me d’argumentation a` base de pre´fe´rences
Leila Amgoud et Claudette Cayrol e´tendent dans [2, 1] le mode`le de calcul pre´ce´dent.
L’acceptabilite´ d’un argument de´pend des arguments (respectivement des contre-
arguments) qui le de´fendent (respectivement qui l’attaquent) mais e´galement de la
force de ces arguments.
Ainsi, le syste`me d’argumentation (cf de´finition 2.3.1.I) est muni d’une relation de
pre´fe´rence qui lie les arguments.
De´finition n◦ 2.3.2.I [Syste`me d’argumentation a` base de pre´fe´rences]
Un syste`me d’argumentation a` base de pre´fe´rences est un triplet PAS =
〈AR, attacks, pref 〉 ou` :
– 〈AR, attacks〉 est un syste`me d’argumentation tel que nous l’avons de´fini pre´-
ce´demment (cf de´finition 2.3.1.I) ;
– pref une relation de pre´fe´rences, c’est a` dire une relation d’ordre strict sur AR
( pref ⊂ AR× AR).
pref (P,Q) se lit ✭✭ P est pre´fe´re´ a` Q ✮✮.
Les arguments sont lie´s par une relation de pre´fe´rence, c’est-a`-dire une relation
asyme´trique et transitive (cf annexe C).
De cette manie`re, l’attaque d’un argument P contre un argument Q peut e´chouer si
Q est pre´fe´re´ a` P . C’est la raison pour laquelle la de´finition suivante a e´te´ introduite.
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De´finition n◦ 2.3.2.II [De´faire]
Soient PAS = 〈AR, attacks, pref 〉 un syste`me d’argumentation a` base de pre´-
fe´rences, P,Q ∈ AR deux arguments. P de´fait Q (note´ defeats(P,Q)) ssi on a
attacks(P,Q) ∧ ¬ pref (Q,P ).
Par abus de langage, on dit qu’un ensemble d’arguments S de´fait Q ou bien Q est
de´fait par S (note´ defeats(S,Q)) ssi un argument de S de´fait Q.
En d’autres termes, P attaque avec succe`s Q si Q n’est pas pre´fe´re´ a` P . La de´finition
2.3.1.II a par conse´quent e´te´ modifie´e de la manie`re suivante :
De´finition n◦ 2.3.2.III [Libre de conflit/Acceptabilite´/Admissibilite´]
Soient PAS = 〈AR, attacks, pref 〉 un syste`me d’argumentation a` base de pre´fe´-
rences, S ⊆ AR un ensemble d’arguments et P,Q ∈ AR deux arguments.
1. S est libre de conflit ssi ∀P,Q ∈ S¬defeats(P,Q) ;
2. P est acceptable vis a` vis de S (note´ accS
PAS
(P ) ) ssi
∀Q ∈ AR defeats(Q,P )⇒ defeats(S,Q) ;
3. S libre de conflit est admissible (note´ admPAS(S)) ssi ∀P ∈ S acc
S
PAS
(P ).
Comme dans la de´finition 2.3.1.V, une extension pre´fe´re´e est un ensemble admissible
d’arguments qui est maximal au sens de l’inclusion. On note pref
PAS
(S) le pre´dicat
correspondant.
On peut repre´senter un syste`me d’argumentation a` base de pre´fe´rences au moyen
d’un graphe oriente´. Les sommets sont des arguments qui sont relie´s par des arcs si
l’argument repre´sente´ par le nœud source de l’arc de´fait l’argument repre´sente´ par le
nœud destination de l’arc. La relation de pre´fe´rences e´tant une relation d’ordre strict,
elle est asyme´trique et transitive (cf annexe C). Par conse´quence, un tel graphe ne
posse`de pas de circuit. D’apre`s le the´ore`me 2.3.1.I, l’extension pre´fe´re´e correspond a`
l’extension raisonnable. Elle est unique et non-vide. De plus, le proble`me de de´cision
associe´ est polynomial.
Exemple n◦ 2.3.2.I [Syste`me d’argumentation a` base de pre´fe´rences] La fi-
gure 2.3.2.I repre´sente le syste`me d’argumentation a` base de pre´fe´rence PAS4. A` gauche,
les relations d’attaque sont repre´sente´es a` l’aide d’un graphe oriente´. Au centre sont e´nu-
me´re´es les relations de pre´fe´rence. PAS4 est repre´sente´ par le graphe oriente´ a` droite.
L’extension pre´fe´re´e ( pref AS4({P,R})) de AS4, qui est e´galement une extension raison-
nable, est non-vide et unique.
En re´sume´, l’extension du syste`me d’argumentation pre´sente´e ici permet d’incor-
porer la notion de pre´fe´rences. On peut donc mode´liser les choix re´alise´s par ce
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Fig. 2.3.2.I: Repre´sentation du syste`me d’argumentation a` base de pre´fe´rences AS4
que Cha¨ım Perelman appelle une audience forme´e, i.e. une audience particulie`re de
l’argumentation. Toutefois, cette approche ne nous permet pas de conside´rer simul-
tane´ment plusieurs audiences. C’est l’objet des travaux pre´sente´s dans la section
suivante.
2.3.3 Syste`me d’argumentation a` base de valeurs
Trevor Bench-Capon [9] e´tend lui aussi le syste`me d’argumentation propose´ par
Dung afin de doter les arguments d’une force. Le syste`me d’argumentation propose´
permet de conside´rer simultane´ment l’adhe´sion de plusieurs audiences via plusieurs
classes d’acceptabilite´ et donc d’enrichir la se´mantique du syste`me d’argumentation.
Ainsi, le syste`me d’argumentation (cf de´finition 2.3.1.I) est muni d’un ensemble de
valeurs et d’un ensemble d’audiences. Plusieurs arguments peuvent proˆner la meˆme
valeur.
De´finition n◦ 2.3.3.I [Syste`me d’argumentation a` base de valeurs]
Un syste`me d’argumentation a` base de valeurs est un quintuplet
VAS = 〈AR, attacks, V, promote,Π〉 ou` :
– AS = 〈AR, attacks〉 est un syste`me d’argumentation (cf de´finition 2.3.1.I) ;
– V un ensemble fini de valeurs {v1, . . . , vt} ;
– promote : AR → V est une fonction qui met en relation les arguments et les
valeurs. On dit qu’un argument P proˆne une valeur v ssi promote(P ) = v ;
– Π est un ensemble d’audiences {α, . . . , ω} ;
Une audience correspond au concept d’audience forme´e propose´ par Perelman (cf
section 2.2.3). Les audiences se diffe´rencient les unes des autres de par les pre´fe´-
rences qu’elles affectent aux valeurs. Il existe potentiellement autant d’audiences
que d’ordres stricts sur l’ensemble des valeurs. On peut associer un syste`me d’argu-
mentation a` chacune des audiences.
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De´finition n◦ 2.3.3.II [Syste`me d’argumentation spe´cifique a` une au-
dience]
Un syste`me d’argumentation spe´cifique a` une audience α est un quintu-
plet AAS = 〈AR, attacks, V, promote,Π,≻α〉 ou` α ∈ Π est l’audience en question
et tq :
– 〈AR, attacks, V, promote,Π〉 est un syste`me d’argumentation a` base de valeurs
(cf de´finition 2.3.3.I) ;
– ≻α est une relation de pre´fe´rences entre des valeurs c’est-a`-dire une relation
d’ordre strict sur V qui de´pend de l’audience α.
v1 ≻α v2 se lit ✭✭ v1 est pre´fe´re´ a` v2 ✮✮ selon l’audience α.
A` partir de cette de´finition, on est amene´ a` rede´finir le succe`s d’une attaque (cf
de´finition 2.3.2.II) pour inclure l’audience concerne´e.
De´finition n◦ 2.3.3.III [De´faire pour une audience]
Soit AAS = 〈AR, attacks, V, promote,Π,≻α〉 un syste`me d’argumentation spe´ci-
fique a` une audience α. Soient P,Q ∈ AR deux arguments. P de´fait Q pour
une audience α (note´ defeatsα(P,Q)) ssi :
attacks(P,Q) ∧ ¬(promote(Q) ≻α promote(P )).
Par abus de langage, on dit qu’un ensemble d’arguments S de´fait Q pour une au-
dience α, ou bien Q est de´fait par S (note´ defeatsα(S,Q)) ssi un argument de S
de´fait Q pour une audience α.
En d’autres termes, un argument Q est pre´fe´re´ a` un argument P si la valeur proˆne´e
par l’argument Q est supe´rieure a` la valeur proˆne´e par l’argument A. On peut
remarquer que le succe`s d’une attaque est garanti dans la mesure ou` les arguments
proˆnent la meˆme valeur. Si le syste`me d’argumentation ne posse`de qu’une seule
valeur, on retrouve la de´finition 2.3.1.I. Si chacun des arguments correspond a` une
valeur diffe´rente, on retrouve la de´finition 2.3.2.I.
La de´finition 2.3.2.III a ainsi e´te´ adapte´e.
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De´finition n◦ 2.3.3.IV [Libre de conflit/Acceptabilite´/Admissibilite´]
Soit AAS = 〈AR, attacks, V, promote,Π,≻α〉 un syste`me d’argumentation spe´ci-
fique a` une audience α. Soient P,Q ∈ AR deux arguments et S ⊆ AR un ensemble
d’arguments.
1. S est libre de conflit selon l’audience α ssi ∀P,Q ∈ S defeatsα(P,Q) ;
2. P est acceptable selon l’audience α vis a` vis de S (note´ accS
VASα
(A) ) ssi
∀Q ∈ AR defeatsα(Q,P )⇒ defeatsα(S,Q) ;
3. S libre de conflit est admissible selon l’audience α (note´ admVASα(S))
ssi ∀P ∈ S accS
VASα
(P ).
Comme dans la de´finition 2.3.1.V, une extension pre´fe´re´e est un ensemble admis-
sible selon l’audience qui est maximal au sens de l’inclusion. On note pref
AASα
(S) le
pre´dicat correspondant.
On peut repre´senter un syste`me d’argumentation spe´cifique a` une audience au moyen
d’un graphe oriente´. Les sommets sont des arguments qui sont relie´s par des arcs
si l’argument repre´sente´ par le nœud source de l’arc de´fait selon cette audience
l’argument repre´sente´ par le nœud destination de l’arc. La relation de pre´fe´rences
entre les valeurs e´tant une relation d’ordre strict, elle est asyme´trique et transitive
(cf annexe C). Un tel graphe ne posse`de pas de circuit. D’apre`s le the´ore`me 2.3.1.I,
l’extension pre´fe´re´e correspond a` l’extension raisonnable. Elle est unique et non-vide.
De plus, le proble`me de de´cision associe´ est polynomial.
On peut conside´rer simultane´ment plusieurs audiences et donc enrichir la se´mantique
du syste`me d’argumentation. On distingue trois nouvelles cate´gories d’acceptabilite´,
l’acceptabilite´ accorde´e par toutes les audiences (dite acceptabilite´ objective), l’ac-
ceptabilite´ accorde´e par quelques audiences (dite acceptabilite´ subjective) et l’ac-
ceptabilite´ accorde´e par aucune des audiences (dite acceptabilite´ inde´fendable).
De´finition n◦ 2.3.3.V [Acceptabilite´ objective/subjective/inde´fendable]
Soit VAS = 〈AR, attacks, V, promote,Π〉 Un syste`me d’argumentation a` base de
valeurs. Soit P ∈ AR un argument et S ⊆ AR un ensemble d’arguments :
– P est acceptable objectivement vis a` vis de S ssi ∀α ∈ Π accS
VASα
(P ) ;
– P est acceptable subjectivement vis a` vis de S ssi ∃α ∈ Π accS
VASα
(P ) ;
– P est inde´fendable vis a` vis de S ssi ∀α ∈ Π ¬accS
VASα
(P ).
Les proble`mes de de´cision lie´s a` l’acceptabilite´ subjective et l’acceptabilite´ objective
sont respectivement NP-complet et coNP-complet .
Exemple n◦ 2.3.3.I [Syste`me d’argumentation a` base de valeurs] La figure
2.3.3.I repre´sente le syste`me d’argumentation AAS5 spe´cifique a` une audience α. Si les
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Fig. 2.3.3.I: Repre´sentation du syste`me d’argumentation AAS5 spe´cifique a` une
audience α
noeuds ombre´s proˆnent une valeur pre´fe´re´e par l’audience α, alors l’extension pre´fe´re´e
pref
AASα
({S,Q}), qui est e´galement une extension raisonnable, est non-vide et unique.
Dans le cas contraire, l’extension pre´fe´re´e pref
AASα
({P,R}), qui est e´galement une ex-
tension raisonnable, est non-vide et unique.
En re´sume´, un syste`me d’argumentation abstrait est constitue´ d’un ensemble d’ar-
guments muni d’une relation de contradiction (appele´e attaque) et e´ventuellement
d’une ou de plusieurs relations de priorite´ (appele´e pre´fe´rence). L’ensemble des tra-
vaux [21, 2, 9] pre´sente´ dans cette section ne fait pas e´tat de la structure interne des
arguments et se focalise sur la se´mantique des syste`mes argumentatifs. A` l’inverse,
un certain nombre de travaux ne conside`rent pas les arguments comme des entite´s
abstraites mais proposent une structure interne afin d’e´tudier les diffe´rentes relations
qui les lient.
2.4 Logiques argumentatives
On appelle logique argumentative un syste`me d’argumentation au travers duquel la
structure des arguments (cf section 2.2.2) est de´finie a` l’aide d’un langage logique
sous-jacent. On distingue dans un argument la pre´misse de la conclusion. Un argu-
ment est en faveur d’une conclusion si la conclusion est une conse´quence logique de
la pre´misse.
La structure des arguments permet d’introduire diffe´rentes relations de contradic-
tion. Dans un premier temps, nous allons pre´senter celles propose´es par Michael
Schroeder [51] (cf section 2.4.1). Les arguments peuvent eˆtre munis simultane´ment
d’une structure et d’une force. Dans un second temps, nous nous tournerons vers
la logique argumentative propose´e par Leila Amgoud et Claudette Cayrol [1, 2] (cf
section 2.4.2) qui s’appuie sur le syste`me d’argumentation a` base de pre´fe´rences pre´-
sente´ pre´ce´demment. Finalement, nous pre´senterons la logique argumentative pro-
pose´e par Antonis Kakas et Pavlos Mora¨ıtis [32, 42] (cf section 2.4.3) dans laquelle
la force des arguments s’appuyant sur leur structure devient dynamique.
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2.4.1 Relation de contradiction
Michael Schroeder [51] propose une logique argumentative. Un argument est de´fini
comme un ensemble de clause de programme. A` partir de cette structure, les argu-
ments sont lie´s par un certains nombre de relations de contradictions. Ces relations
sont compare´es les unes aux autres.
La notion d’argument est formalise´e a` l’aide de programmes de logique e´tendue
(Extended Logic Programm).
De´finition n◦ 2.4.1.I [Programme de logique e´tendue]
Un programme de logique e´tendue est un ensemble de clauses de pro-
grammes du type :
r : L0 ← L1, ..., Lm, notLm+1, ..., notLm+n
avec Li un litte´ral objectif (∀0 ≤ i ≤ m+ n).
L0 est appele´ la teˆte de la clause de programme r. On le note L0 = head(r).
L’ensemble des autres litte´raux constitue le corps de la clause. On le note :
body(r) = {L1, ...., notLm+n}.
Un programme de logique e´tendue comporte deux types de litte´raux : des litte´raux
objectifs et des litte´raux de´fauts. On appelle litte´ral objectif L, un atome A ou sa
ne´gation ¬A. On a alors explicitement L = ¬¬L. Un litte´ral de´faut est de la forme
notL5, avec L litte´ral objectif.
Dans un programme logique LP, e´tant donne´ un but G, l’arbre SLD de LP ∪ {G}
peut avoir une branche infinie. Dans ce cas, il est impossible de de´terminer si G
est une conse´quence logique du programme LP (note´ notG). C’est la raison pour
laquelle la ne´gation par l’e´chec a e´te´ introduite.
Michael Schroeder [51] de´finit un argument comme un ensemble de clauses de pro-
gramme.
5notL se lit : ✭✭ Il n’y a aucune raison de croire en L ✮✮.
46 2. ARGUMENTATION
De´finition n◦ 2.4.1.II [Arguments]
Soit LP un programme de logique e´tendue. Un argument P est une suite finie
de clauses, P = (r1, ..., ri, ..., rn) de´finie telle que :
– ∀i, 1 ≤ i ≤ n ri ∈ LP ;
– ∀i, 1 ≤ i ≤ n ∀Lj ∈ body(ri) ∃k < i tq head(rk) = Lj ;
– il n’y a pas deux clauses avec la meˆme teˆte.
La teˆte d’une clause head(ri) est appele´e conclusion et un litte´ral de´faut dans
l’une des clauses est appele´ hypothe`se.
L’ensemble des arguments de ce programme logique LP est note´ ARLP.
Un argument n’est plus une entite´ abstraite mais un ensemble de clauses de pro-
gramme. La relation de contradiction de la de´finition 2.3.1.I peut alors eˆtre pre´cise´e.
De´finition n◦ 2.4.1.III [Relations de contradiction]
Soit LP un programme de logique e´tendue. Une relation de contradiction sur
LP est de´finie comme une relation xLP ⊆ ARLP × ARLP. Soient P1, P2 ∈ ARLP
deux arguments.
1. P1 sape P2 (undercuts), note´ P1uLPP2 ssi il existe un litte´ral objectif L
de´fini tel que L est une conclusion de P1 et notL est une hypothe`se de P2 ;
2. P1 re´fute P2 (rebuts), note´ P1rLPP2 ssi il existe un litte´ral objectif L qui
est une conclusion de P1 et tel que ¬L est une conclusion de P2 ;
3. P1 attaque P2 (attacks), note´ P1aLPP2 ssi P1 contredit P2 ou P1 sape P2 ;
4. P1 de´fait P2 (defeats), note´ P1dLPP2 ssi P1 sape P2 ou P1 contredit P2 sans
que P2 ne sape P1 ;
5. P1 attaque vigoureusement P2 (strongly attacks), note´ P1saLPP2 ssi P1
attaque P2 et P2 ne sape pas P1 ;
6. P1 sape vigoureusement P2 (strongly undercuts), note´ P1suLPP2 ssi P1
sape P2 et P2 ne sape pas P1.
Nous pouvons noter que la relation rebut est syme´trique et que la relation undercut
est antisyme´trique. C’est a` partir de ces deux relations que sont construites les autres
relations.
Ces relations peuvent eˆtre ge´ne´ralise´es quel que soit le programme de logique e´tendue
en question : x ∈ {a, u, r, sa, su}. On peut alors ordonner ces relations binaires de
la fac¸on suivante : x ⊆ y ⇔ ∀LP xLP ⊆ yLP. Au meˆme titre qu’une relation de
contradiction peut eˆtre ge´ne´ralise´e a` n’importe quel programme logique, la relation
de contradiction inverse (x−1LP = {(Q,P ); (P,Q) ∈ xLP}) est ge´ne´ralisable.
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Par application des lois de la the´orie des ensembles, on obtient le diagramme de Hasse
de la figure 2.4.1, c’est a` dire la repre´sentation de l’ordre partiel sur les relations par
sa re´duction reflexo-transitive [51].
attaque= a = u ∪ r
de´fait= d = u ∪ (r − u−1)
sape=u attaque vigoureusement = sa = (u ∪ r)− u−1
sape vigoureusement su = u− u−1
Fig. 2.4.1.I: Diagramme de Hasse des relations d’attaque
De´roulons l’exemple suivant pour illustrer ces relations de contradiction.
Exemple n◦ 2.4.1.I [Relation de contradiction] Un adhe´rent d’une association
doit, au cours d’une assemble´e ge´ne´rale, se prononcer pour de´signer le futur pre´sident
de cette association. Sa connaissance est mode´lisable par un programme logique e´tendu
LP qui contient les re`gles suivantes :
r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
r12 : prison(x)← escroc(x)
r22 : ¬president(x)← prison(x)
r3 : escroc(jack)
r4 : prison(jose)
r5 : president(jack)
Les re`gles r11 et r21 indiquent que cet adhe´rent doit choisir parmi deux candidats : jack
et jose. Les re`gles r12 et r22 sont de sens commun : alors que la premie`re signale que tous
les escrocs vont en prison, la seconde e´nonce l’impossibilite´ d’eˆtre pre´sident lorsqu’on
est en prison. Les trois re`gles r3, r4 et r5 expriment des opinions sur les compe´tences et
les qualite´s des deux candidats.
On dispose des 3 arguments suivants :
– Pjose = {r3, , r12, r22, r21} qui est en faveur de la conclusion president(jose) ;
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– Pjack = {r4, r22, r11} qui supporte la conclusion president(jack) ;
– P ′jack = {r5} qui est en faveur de cette meˆme conclusion.
On constate que PjoserLPPjack et PjoseaLPPjack. Par conse´quence, PjosedLPPjack et
PjosesaLPPjack. Les re´ciproques de ces relations sont vraies.
On constate e´galement que PjoserLPP
′
jack et PjoseaLPP
′
jack. Par conse´quence,
PjosedLPP
′
jack et PjosesaLPP
′
jack. La` encore, les re´ciproques de ces relations sont vraies.
En re´sume´, la structure des arguments permet d’introduire diffe´rentes relations de
contradiction. Le travail pre´sente´ dans la section suivante munit les arguments non
seulement d’une structure mais e´galement d’une force.
2.4.2 Relation de priorite´ statique
Dans [1, 2], Leila Amgoud et Claudette Cayrol proposent d’instancier le syste`me
d’argumentation a` base de pre´fe´rences pre´sente´ dans la section 2.3.2. La structure
des arguments s’appuie sur une base de connaissances. Les arguments sont lie´s par
des relations de contradictions et des relations de priorite´ (appele´es pre´fe´rences).
Les connaissances sont des jugements factuels. Ce sont des faits et des re`gles rassem-
ble´s dans une base de connaissances, note´e Σ. Cette base contient des expressions
bien forme´es du langage L. Ce dernier est : soit un langage propositionnel, on parle
alors de logique des propositions ; soit un langage du premier ordre, on parle alors
de logique des pre´dicats. Nous utiliserons ici la syntaxe de la logique classique telle
qu’elle a e´te´ de´finie dans l’annexe A. Quelle que soit la nature du langage envisage´,
la de´duction classique est note´e ⊢ et l’e´quivalence logique sera note´e ≡.
Les connaissances peuvent faire l’objet d’e´ventuelles inclinaisons, qu’elles soient lie´es
a` une vraisemblance, a` une pre´fe´rence ou a` un principe de spe´cificite´. A` cet effet, la
base est munie d’une relation d’ordre (partiel ou total) strict (cf annexe C). Nous
notons ≪, cette relation sur Σ. L’objectif consiste a` stratifier Σ en un ensemble fini
de couches, c’est-a`-dire de sous-ensembles disjoints note´s Σ1,Σ2, . . . ,Σn. La couche
la plus haute Σ1 contient les pre´dicats les plus pre´fe´rables. A` l’inverse, Σn est la
couche la plus basse qui contient les formules les moins pre´fe´rables. Par abus de
notation, on e´crit Σn ≪ ... ≪ Σ1. Cette stratification est telle que les formules de
Σi sont e´qui-pre´fe´rables et pre´fe´re´es a` celles de Σj ou` i ≤ j.
Cette notion de pre´fe´rence peut eˆtre e´tendue a` un ensemble de formules.
De´finition n◦ 2.4.2.I [Niveau de pre´fe´rence]
Soit (Σ,≪) une base de connaissances munie d’une relation d’ordre strict. Soit
H un sous-ensemble non vide de Σ. On appelle niveau de pre´fe´rence de H,
l’indice de la plus basse couche a` laquelle appartient l’un des e´le´ments de H.
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L’exemple suivant vient illustrer ces de´finitions.
Exemple n◦ 2.4.2.I [Stratification d’une base de connaissances] Comme dans
l’exemple 2.4.1.I, un adhe´rent d’une association se prononce pour de´signer le futur pre´-
sident de cette association. Il est muni de la base de connaissances Σ suivante :
Σ1 = φ1 = president(jack)⊕ president(jose)
Σ2 ⊇ φ21 = ∀x ¬(president(x) ∧ prison(x))
Σ2 ⊇ φ22 = ∀x (escroc(x)→ prison(x))
Σ3 = φ3 = escroc(jack)
Σ4 = φ4 = prison(jose)
Σ5 = φ5 = president(jack)
Dans cette base de connaissances, une expression situe´e au-dessus d’une autre expression
est conside´re´e comme plus prioritaire.
E´tant donne´es ces diffe´rentes de´finitions, nous pouvons de´finir un argument. Un ar-
gument est compose´ d’une formule appele´e conclusion et d’un ensemble de formules,
appele´ support, a` partir desquelles cette conclusion est infe´re´e.
De´finition n◦ 2.4.2.II [Argument]
Un argument est un couple P = (H, h) ou` h est une formule de L et H un
sous-ensemble de Σ tel que :
1. H ⊆ Σ est consistant ;
2. H ⊢ h ;
3. H est minimal, c’est-a`-dire qu’il n’existe pas de sous-ensemble de H qui
ve´rifie 1 et 2.
H est le support de P , note´ H = support(P ). h est la conclusion de P , note´e
h = conclusion(P ).
L’ensemble des arguments construits sur cette base de connaissances est note´ A(Σ).
Il est a` noter qu’aucune hypothe`se quant a` la consistance de la base de connaissances
n’a e´te´ e´mise. Ces e´ventuelles inconsistances peuvent eˆtre explicites lorsque deux
formules de la base sont contradictoires (p ∈ Σ et ¬p ∈ Σ) ou de´duites lorsque les
contradictions sont indirectes. L’exemple suivant illustre ce cas de figure.
Exemple n◦ 2.4.2.II [Argument] On pourra noter que la base de connaissances
pre´sente´e dans l’exemple 2.4.2.I n’est pas consistante. D’une part, la formule suivante
appartient a` la base de connaissances :
president(jack) ∈ Σ
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D’autre part sa ne´gation peut eˆtre de´duite ainsi :
escroc(jack),
∀x (escroc(x)→ prison(x)),
∀x ¬(president(x) ∧ prison(x)) ⊢ ¬president(jack)
On dispose alors de trois arguments dans A(Σ).
– un premier argument en faveur du candidat jack :
P1 =
(
{president(jack)⊕ president(jose),
prison(jose)
∀x ¬(president(x) ∧ prison(x))}, president(jack)
)
avec level(support(P1)) = 4.
– un second argument en faveur du candidat jack :
P2 =
(
{president(jack)}, president(jack)
)
avec level(support(P2)) = 5
– un troisie`me argument en faveur du candidat jose :
O1 =
(
{president(jack)⊕ president(jose),
escroc(jack),
∀x (escroc(x)→ prison(x)),
∀x ¬(president(x) ∧ prison(x))}, president(jose)
)
avec level(support(O1)) = 3
Pour ge´rer de telles inconsistances, les arguments doivent alors eˆtre mis en relation.
Ils sont lie´s les uns aux autres par des relations de contradictions et des relations de
pre´fe´rences.
La base de connaissances pouvant eˆtre inconsistante, les arguments sont susceptibles
d’eˆtre en conflit. La premie`re des relations pre´sente´es ici permet de capturer ces
conflits.
De´finition n◦ 2.4.2.III [sape]
Soient P1 et P2 deux arguments de A(Σ). P1 sape P2 ssi ∃h ∈ support(P2) tq
h ≡ ¬conclusion(P1).
On note alors P1 undercut P2.
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La relation de ✭✭ sape ✮✮ est diffe´rente de celle de´finie par Michael Schroeder [51]
(cf de´finition 2.4.1.III). Comme cela est formalise´ dans la de´finition ci-dessus, un
argument est sape´ si l’un des e´le´ments de son support est nie´ par un autre argument.
Une seconde relation permet de de´partager des arguments en conflit les uns avec les
autres.
De´finition n◦ 2.4.2.IV [Pre´fe´rence entre arguments]
P1 est pre´fe´re´ a` P2 si et seulement si : level(support(P1)) > level(support(P2)).
On note alors P1 pref P2.
Le niveau du support d’un argument constitue la force de l’argument.
C’est a` partir de ces deux relations que le syste`me d’argumentation a` base de pre´-
fe´rences est instancie´ (cf de´finition 2.3.2.I).
De´finition n◦ 2.4.2.V [Syste`me d’argumentation a` base de pre´fe´rences]
Un syste`me d’argumentation a` base de pre´fe´rences est un triplet
PAS = 〈A(Σ), undercut , pref 〉 ou` :
– A(Σ) repre´sente l’ensemble des arguments construits a` partir de Σ, i.e. une base
de connaissances qui contient des expressions bien forme´es du langage L ;
– undercut est une relation de contradictions entre arguments (cf de´finition
2.4.2.III) ;
– pref est une relation de pre´fe´rences, c’est-a`-dire une relation d’ordre strict sur
A(Σ) (cf de´finition 2.4.2.IV).
L’exemple suivant illustre cette instanciation.
Exemple n◦ 2.4.2.III [Relations entre arguments] Les arguments P1, P2, et O1
de´finis dans l’exemple 2.4.2.II sont lie´s les uns aux autres par des relations repre´sente´es
dans la figure 2.4.2.I. A` gauche, les relations de ✭✭ sape ✮✮ sont repre´sente´es a` l’aide
d’un graphe oriente´. Au centre sont e´nume´re´es les relations de pre´fe´rence. Le syste`me
d’argumentation a` base de pre´fe´rences est repre´sente´ par le graphe oriente´ a` droite. Parmi
P1 P2
+
O1
O1 pref P1
O1 pref P2
P1 P2
→
O1
Fig. 2.4.2.I: Repre´sentation du syste`me d’argumentation a` base de pre´fe´rences
les arguments P1, P2, et O1, seul O1 est un argument acceptable vis a` vis de A(Σ) (cf
de´finition 2.3.2.III).
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Afin de pouvoir e´valuer la complexite´ algorithmique d’un tel syste`me d’argumen-
tation, nous devons de´finir au pre´alable un certain nombre de proble`mes de de´ci-
sion associe´s. Le tableau 2.4.2.I synthe´tise la complexite´ algorithmique d’un certain
nombre de proble`mes de de´cision lie´s a` un tel cadre d’argumentation dans le cas ou`
L est un langage logique du premier ordre. Le lecteur peu familier avec les classes
de complexite´ peut se re´fe´rer a` l’annexe B. Ces re´sultats suffisent a` montrer que ce
cadre d’argumentation n’est pas tractable. Du moins dans le cas d’une logique du
premier ordre.
En re´sume´, la logique argumentative pre´sente´e ici dote les arguments d’une structure
interne mais e´galement d’une force. Les priorite´s, qu’il s’agisse de vraisemblance, de
pre´fe´rence ou de spe´cificite´ sont statiques. Elles ne peuvent ni e´voluer ni eˆtre remises
en cause en cours de raisonnement. C’est l’objet des travaux pre´sente´s dans la section
suivante.
2.4.3 Relation de priorite´ dynamique
Antonis Kakas et Pavlos Moraitis proposent dans [32, 42] une logique argumentative.
Comme dans la section pre´ce´dente, les arguments sont munis d’une structure interne
et d’une force. Toutefois, cette force qui est justifie´e a` l’aide d’arguments peut e´voluer
au cours du raisonnement.
La notion d’argument est de´finie a` l’aide de programme logique sans ne´gation par
l’e´chec (Logic Program Without Negation as Failure).
De´finition n◦ 2.4.3.I [Programme logique sans ne´gation par l’e´chec]
Un programme logique sans ne´gation par l’e´chec est un ensemble de
clauses de programmes du type :
r : L0 ← L1, ..., Ln
avec Li un litte´ral objectif (∀0 ≤ i ≤ n).
L0 est appele´ teˆte de la clause de programme r. On la note L0 = head(r).
L’ensemble des autres litte´raux constitue le corps de la clause. On le note :
body(r) = {L1, ...., Ln}.
Contrairement a` la de´finition 2.4.1.I, un programme logique sans ne´gation par l’e´chec
comporte un seul type de litte´ral. Un litte´ral est un atome A ou la ne´gation d’un
atome ¬A.
Un programme logique sans ne´gation par l’e´chec (note´ LPWNaF) est muni d’une
2
.4
.
L
O
G
IQ
U
E
S
A
R
G
U
M
E
N
T
A
T
IV
E
S
5
3
Proble`me Description Complexite´
pf(h) Est-ce que ∃H ⊆ Σ tq H ⊢ h ? coNP-complet
pfc(h) Est-ce que ∃H ⊆ Σ tq H ⊢ h avec H consistante ? Σ2P-complet
pfcm(h) Est-ce que ∃H ⊆ Σ tq H ⊢ h avec H consistante et minimale ? Π2P-complet
undercut (P ) Est-ce que l’argument P est sape´ ? Σ2P-complet
Tab. 2.4.2.I: Complexite´ algorithmique des proble`mes de de´cision lie´s a` la relation de priorite´ statique
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relation d’ordre strict (cf annexe C). Cette relation de priorite´ entre les re`gles peut
eˆtre e´crite sous la forme d’un atome.
De´finition n◦ 2.4.3.II [Atome de priorite´]
Soit (LPWNaF,≪) une relation d’ordre strict sur un programme logique sans
ne´gation par l’e´chec . L’atome priority est de´fini de la manie`re suivante :
∀r1, r2 ∈ LPWNaF priority(r1, r2)⇔ r2 ≪ r1
Une the´orie argumentative est constitue´e d’un ensemble de re`gles a` partir duquel on
va se´lectionner un sous-ensemble appele´ argument. Un argument est en faveur d’une
conclusion.
De´finition n◦ 2.4.3.III [The´orie argumentative]
Soit (L,⊢) une logique monotone munie de la de´duction classique. Une the´orie
argumentative est un couple AT = 〈T ,P〉 de´fini tel que :
– T est une the´orie c’est-a`-dire un ensemble de clauses de programme (cf de´finition
2.4.3.I) appele´es re`gles argumentatives ;
– P est une the´orie c’est-a`-dire un ensemble de clauses de programme appele´es
e´galement re`gles argumentatives dont les teˆtes de clauses peuvent eˆtre de la
forme L = priority(r1, r2) avec r1, r2 ∈ T .
Un argument en faveur d’une conclusion L est un couple (T, P ) ∈ AT
tq T ∪ P ⊢ L.
Afin d’e´viter des proble`mes d’auto-re´fe´rence, aucune re`gle argumentative de T ne
contient dans son corps un litte´ral qui fait re´fe´rence a` l’atome de priorite´. La relation
de priorite´ est de´finie comme une partie de la the´orie elle-meˆme. Ainsi, on confe`re a`
la relation de priorite´ la meˆme se´mantique argumentative que le reste de la the´orie.
On ne fait aucune hypothe`se quant a` la consistance de T . Toutefois, on peut extraire
des sous-ensembles de re`gles. Ces sous-ensembles constituent alors des arguments
susceptibles d’eˆtre en conflit. La relation pre´sente´e ici permet de capturer ces conflits.
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De´finition n◦ 2.4.3.IV [Attaque]
Soit AT = 〈T ,P〉 une the´orie argumentative. Soient T, T ′ ⊆ T et P, P ′ ⊆ P.
(T, P ) attaque (T ′, P ′) (note´ attacks((T, P ), (T ′, P ′))) ssi
∃T1 ⊆ T, T2 ⊆ T
′ et ∃P1 ⊆ P, P2 ⊆ P
′ tq :
1. T1 ∪ P1 ⊢ L et T2 ∪ P2 ⊢ ¬L ;
2. 6∃T ′1 ⊂ T1 T
′
1 ⊢ L et 6∃T
′
2 ⊂ T2 T
′
2 ⊢ ¬L ;
3. (∃r ∈ T1 ∪ P1, r
′ ∈ T2 ∪ P2 tq T ∪ P ⊢ priority(r
′, r))⇒ (∃s ∈ T1 ∪ P1, s
′ ∈
T2 ∪ P2 tq T
′ ∪ P ′ ⊢ priority(s, s′)) .
Comme cela est formalise´ dans la de´finition ci-dessus, deux arguments se contredisent
s’ils ont des conclusions contradictoires (condition 1), s’ils sont minimaux (condition
2) et s’ils ont la meˆme force (condition 3). La relation d’attaque s’appuie sur la
relation de conflit entre un litte´ral et sa ne´gation explicite mais e´galement sur la
relation de priorite´. Elle correspond a` la relation de de´faite (cf de´finition 2.3.2.II)
dans un syste`me d’argumentation a` base de pre´fe´rences. On peut noter que cette
relation d’attaque est asyme´trique.
C’est a` partir de la relation d’attaque qu’est de´finie la notion d’admissibilite´. Confor-
me´ment a` la de´finition 2.3.2.III, un argument est admissible dans la mesure ou` il est
libre de conflit et capable de contre-attaquer les arguments qui l’attaquent.
De´finition n◦ 2.4.3.V [Admissibilite´]
Soit AT = 〈T ,P〉 une the´orie argumentative. Soient T ⊆ T , P ⊆ P.
(T, P ) est admissible ssi :
1. T ∪ P est consistant ;
2. ∀T ′ ⊆ T , P ′ ⊆ Pattacks((T ′, P ′), (T, P ))⇒ attacks((T, P ), (T ′, P ′))
Comme dans les travaux de Dung [21] (cf section 2.3.1) c’est a` partir de cette notion
d’admissibilite´ que sont de´finies les extensions ainsi que leur se´mantique.
De´finition n◦ 2.4.3.VI [Cre´dulite´/Scepticisme]
Soit AT = 〈T ,P〉 un syste`me d’argumentation. Soit L un litte´ral objectif.
L est une conse´quence cre´dule (resp. sceptique) ssi L appartient a` un (resp. a`
chaque) sous-ensemble admissible maximal de AS (au sens de l’inclusion ensem-
bliste).
Adopter une nouvelle re`gle argumentative dans P modifie les priorite´s. Puisque
les priorite´s sont incorpore´es a` la the´orie argumentative, un agent peut adopter
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une priorite´ au meˆme titre qu’il adopte une re`gle argumentative. L’exemple 2.4.3.I
permet d’illustrer ces de´finitions.
Exemple n◦ 2.4.3.I [The´orie argumentative] La figure 2.4.3.I repre´sente la the´o-
rie argumentative 〈T ,P〉. A` gauche, sont e´nume´re´es les re`gles argumentatives de T .
A` droite, sont e´nume´re´es les re`gles argumentatives de P . Nous reprenons ici l’exemple
r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
r12 : prison(x)← escroc(x)
r22 : ¬president(x)← prison(x)
r32 : president(x)← president actuel(x)
r3 : escroc(jack)
r4 : prison(jose)
r5 : president actuel(jack)
ra : priority(r11, r12)
rb : priority(r11, r22)
rc : priority(r11, r32)
rd : priority(r21, r12)
re : priority(r21, r22)
rf : priority(r21, r32)
rg : priority(r12, r3)
rh : priority(r22, r3)
ri : priority(r32, r3)
rj : priority(r3, r4)
rk : priority(r4, r5)
rl : menace(∨¬menace)
rm : priority(r32, r22)← ¬menace
rn : priority(r32, r12)← menace
Fig. 2.4.3.I: Repre´sentation d’une the´orie argumentative
2.4.1.I selon lequel un adhe´rent d’une association doit de´signer le futur pre´sident de cette
association. La mode´lisation est ici enrichie puisqu’on explicite la re`gle selon laquelle un
pre´sident sortant doit eˆtre pre´sident (cf re`gle r32). La priorite´ d’une telle re`gle de´pend
du contexte. Elle n’a pas pas la meˆme priorite´ si l’association est menace´e (re`gle rn) ou
non (re`gle rm).
En cas d’absence de menace, les arguments admissibles en faveur du candidat jack sont :
– ({r5, r32}, ∅) ;
– ({r4, r22, r11}, {rb}).
Il existe un unique argument admissible en faveur du candidat jose : ({r3, r21, r22, r12}, {re}).
president(jack) et president(jose) sont toutes deux des conse´quences cre´dules mais pas
sceptiques.
En cas de menace, les arguments admissibles en faveur du candidat jack sont :
– ({r4, r22, r11}, {rb}) ;
– ({r5, r4, r22, r32}, {rb, rl}) ;
– ({r5, r32}, ∅).
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Il n’existe aucun argument admissible en faveur du candidat jose. president(jack) est une
conse´quence cre´dule et sceptique. president(jose) n’est ni une conse´quence cre´dule ni
une conse´quence sceptique.
2.5 Synthe`se
Comme nous l’avons souligne´ dans le chapitre 1, un agent doit eˆtre muni d’un mode`le
de raisonnement qui lui permet de ge´rer les incohe´rences entre ses propres croyances
et les informations transmises par d’autres agents. Dans ce chapitre, nous avons
montre´ que l’argumentation constitue un mode`le adapte´ au processus cognitif d’un
agent autonome et social pour ge´rer les interactions entre les arguments internes
qui explicitent ses croyances et les arguments externes qui cre´ditent des croyances
contradictoires provenant d’autres agents.
Nous avons pre´sente´ ici deux approches philosophiques de l’argumentation. D’une
part, Stephen Toulmin [57] fonde la rhe´torique sur la notion d’e´vidence afin de donner
une structure aux arguments. Un argument est un sche´ma qui permet d’abou-
tir a` une conclusion. D’autre part, Cha¨ım Perelman et Lucie Olbrechts-Tyteca [15]
fondent la rhe´torique sur la notion d’adhe´sion afin de donner une force aux ar-
guments. Convaincre quelqu’un, c’est vaincre par des arguments plus forts. Le
consensus repose sur des valeurs et sur leurs hie´rarchies. Ces travaux ont influence´
la formalisation du raisonnement argumentatif.
Une logique argumentative s’appuie sur les cinq notions de base suivantes, qu’elles
soient ou non explicitement formalise´es :
1. Un langage logique sous-jacent. Les connaissances sont des jugements
factuels qui peuvent eˆtre contradictoires. Ce sont des expressions bien forme´es
d’un langage logique rassemble´es dans une base de connaissances qui n’est pas
ne´cessairement consistante.
2. Le concept d’argument. Un argument est : soit une entite´ abstraite, soit un
sche´ma qui repose sur une base de connaissances. Dans le second cas de figure,
on distingue dans un argument la pre´misse de la conclusion. Un argument est
en faveur d’une conclusion si la conclusion est une conse´quence logique de la
pre´misse.
3. La relation de contradictions entre arguments. Puisque les connais-
sances peuvent eˆtre contradictoires, des arguments conflictuels peuvent co-
exister. L’argumentation est une modalite´ naturelle pour raisonner a` partir
d’information contradictoire.
4. Les relations de priorite´ entre les arguments. Conside´rer deux argu-
ments conflictuels, n’est pas suffisant pour pouvoir choisir parmi eux, il faut
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prendre en conside´ration toutes les informations pertinentes dont on dispose,
notamment d’e´ventuelles inclinaisons, qu’elles soient lie´es a` une vraisemblance,
a` une pre´fe´rence, ou a` un principe de spe´cificite´. Ces relations de´pendent de
l’audience concerne´e. Qu’elles soient statiques ou dynamiques, elles dotent les
arguments d’une force.
5. La notion d’acceptabilite´ des arguments. Les liens entre arguments per-
mettent d’aboutir a` une cate´gorisation des arguments appele´e classes d’accep-
tabilite´.
Ne´anmoins, l’argumentation ne constitue pas un mode`le satisfaisant pour e´tudier la
dynamique des flux informationnels dans un processus d’argumentation. Plusieurs
questions restent ouvertes. Comment se de´roule une argumentation ? Qui prend la
parole ? Un argumentateur peut-il se re´pe´ter ? A-t-il le droit de se contredire, ou
doit-il eˆtre consistant ? Qui a la charge de la preuve ? C’est l’objet du chapitre
suivant.
“The true basis of the logic of
existence and universality lies in
the human activities of seeking
and finding.”
The game of language by Jaakko
HintikkaChapitre 3
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3.1 Introduction
En e´largissant la vision de´crite dans le chapitre pre´ce´dent, l’argumentation peut
eˆtre envisage´e comme un dialogue entre deux opposants qui soutiennent des the`ses
contradictoires. Dans ce contexte, l’argumentation est un processus constitue´ par un
ensemble d’interventions.
Afin d’illustrer notre propos, conside´rons un dialogue entre deux adhe´rents d’une
association qui doivent de´signer le futur pre´sident de cette association :
– P1 : Jack ne peut pas eˆtre pre´sident.
– O2 : Pourquoi ?
– P3 : Jack devrait eˆtre en prison.
– O4 : Pourquoi Jack devrait eˆtre en prison ?
– P5 : Parce que Jack est un escroc.
Cette argumentation est un jeu a` travers lequel deux participants, un partisan (Pro-
ponent) et un de´tracteur (Opponent), s’affrontent. Ils e´changent des coups. Au terme
de ce dialogue, la candidature de jack est invalide´e. En d’autres termes, le de´tracteur
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est de´clare´ vainqueur puisque le partisan n’a pas re´ussi a` de´fendre sa the`se contre
toutes les attaques. La validite´ de cette the`se, c’est-a`-dire la victoire du partisan,
de´pend des re`gles du jeu. Ces re`gles de´terminent le tour de parole, la charge de
la preuve, la pertinence des interventions. . . Elles permettent notamment d’e´viter
d’e´ventuels arguments circulaires (petition principii) et spe´cifient quand le jeu est
termine´.
Cette mise en situation de l’argumentation est appele´e dialectique. Le travail fonda-
teur de Charles Hamblin, pre´sente´ dans la section 3.2, introduit la notion de syste`me
dialectique. En prolongeant cette de´marche, Walton et Krabbe proposent une cate´-
gorisation des dialogues (cf section 3.3). Cette approche a permis de construire des
syste`mes dialectiques particuliers. Afin d’en introduire la formalisation, nous pre´-
senterons dans la section 3.4 un premier syste`me dialectique qui permet de re´ifier
la se´mantique de la logique du premier ordre. Nous pourrons alors en pre´senter un
second (cf section 3.5) qui en re´ifiant la se´mantique d’un syste`me d’argumentation
montre que le dialogue peut eˆtre conside´re´ comme un processus argumentatif.
3.2 Syste`me dialectique
Charles L. Hamblin1 [26] introduit dans son ouvrage fondateur intitule´ Fallacies la
notion de syste`me dialectique.
Un syste`me dialectique est une famille de dialogues re´gule´s, i.e. un dispositif a`
travers lequel un ensemble de participants communiquent en respectant certaines
re`gles. Dans le cas le plus simple, un dialogue se de´roule entre deux parties qui
prennent la parole chacune a` leur tour. Elles interrogent et/ou re´pondent a` leur
partenaire via des locutions en prenant en compte les locutions pre´ce´dentes.
Hamblin distingue la dialectique descriptive et la dialectique formelle. Aucune de
ces deux approches ne pre´domine l’autre. Elles viennent se nourrir mutuellement.
La dialectique descriptive est l’e´tude des syste`mes de communication stylise´e
dans un contexte spe´cifiquement identifiable d’e´changes linguistiques. On observe
alors les re`gles sous-jacentes aux discussions re´elles : de´bat parlementaire, instruction
judiciaire, audition, . . . Conside´rons, par exemple, un de´bat entre deux candidats a`
la veille d’un second tour d’une e´lection pre´sidentielle. Aucun des participants ne
doit se contredire, i.e. leur discours doit eˆtre consistant. Ils doivent ne pas se re´pe´ter,
parler chacun a` leur tour, signaler leur accord ou leur de´saccord avec la pre´ce´dente
remarque de leur interlocuteur, avoir un temps de parole e´quivalent . . .
1Ce professeur de l’Universite´ de Sydney est plus connu pour sa paternite´ du langage GEORGE,
un des premiers langages a` utiliser la notation polonaise inverse´e.
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A` l’inverse, la dialectique formelle vise l’e´laboration d’un syste`me simple2 de
re`gles pre´cises qui ne sont pas ne´cessairement re´alistes. Par exemple, Hamblin [26]
imagine un syste`me dialectique pour lequel chacun des participants doit donner son
opinion sur l’affirmation pre´ce´dente comme si c’e´tait e´galement une question. En
d’autres termes, ce syste`me dialectique est un syste`me de question/re´ponse a` travers
lequel Alice interroge Bob qui doit fournir une re´ponse syntaxiquement correcte.
Le syste`me dialectique propose´ par Hamblin utilise deux notions essentielles : la
notion de convention et la notion de tableau d’engagements.
Le dialogue doit se conformer a` une convention, i.e. un ensemble de re`gles dia-
lectiques. Les re`gles dialectiques sont contextuelles : elles de´pendent de l’histoire
passe´e du dialogue, le plus souvent seul le dernier coup est conside´re´. De plus, elles
sont de´ontiques : elles spe´cifient les re´ponses qui sont autorise´es et celles qui sont
interdites. Un syste`me est re´gulier (rule-consistent) si un coup n’est pas a` la fois
interdit et autorise´.
De´finition n◦ 3.2.0.VII [Re`gle dialectique]
Soient C un contexte dialogique, S un ensemble de locutions et P un ensemble de
participants. Une re`gle dialectique est de la forme :
✭✭ Si C est le cas alors l’ensemble des phrases S sont autorise´es/interdites pour les
participants P . ✮✮
S est l’objet de la re`gle et P la cible de la re`gle.
Les re`gles dialectiques peuvent eˆtre individuelles : la cible est un participant, ou elles
peuvent eˆtre collectives : la cible est un ensemble de participants. Elles font re´fe´rence
a` l’action locutoire (S) de ceux qui jouent un roˆle dans le dialogue. Ces locutions
peuvent eˆtre discriminatoires (elles s’adressent a` un interlocuteur particulier) ou non
(elles s’adressent a` l’ensemble des participants). Dans le cas d’un dialogue entre deux
participants, cette question est e´vince´e.
Par exemple, le syste`me dialectique propose´ par Hamblin utilise la re`gle dialectique
suivante : ✭✭ Si la contribution d’Alice est de la forme p, alors Bob doit re´pondre
p ou ¬p. ✮✮ Cette re`gle est individuelle : elle est adresse´e a` un interlocuteur en
particulier.
Une re`gle dialectique peut contraindre un participant a` ne pas se contredire. Il est
alors dans l’obligation d’avoir un propos consistant. Formuler une telle re`gle dialec-
tique n’est pas trivial. C’est la raison pour laquelle la notion de tableau d’engage-
ments a e´te´ introduite.
2par opposition a` complexe
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On nomme tableaux d’engagements (commitment stores) les structures de don-
ne´es qui re´pertorient les engagements pris par les participants au cours du dialogue.
Les tableaux d’engagements sont mis a` jour en fonction des locutions e´mises afin
d’enregistrer me´ticuleusement toutes les de´clarations. Un joueur est cohe´rent dans
son propos si son tableau d’engagements est consistant. Un joueur peut eˆtre cohe´-
rent dans son propos sans pour autant disposer de connaissances consistantes. Son
tableau d’engagements ne correspond pas a` ses croyances re´elles qui sont prive´es,
mais c’est un masque de croyances (persona of beliefs) qui est public. En pratique,
nous ignorons bien souvent ce que sont re´ellement les croyances prive´es d’un ar-
gumentateur. Un syste`me est se´mantiquement cohe´rent lorsqu’un joueur n’est pas
oblige´ d’e´noncer une contradiction.
Par exemple, le syste`me dialectique propose´ par Hamblin oblige Bob a` signaler son
accord ou son de´saccord vis a` vis des remarques avance´es pre´ce´demment par Alice.
Bob construit un tableau d’engagements qui repre´sente ses prises de position dans
le dialogue.
Ainsi, Hamblin [26] distingue deux langages. Le contenu des locutions est conforme
a` un langage d’objets. Les re`gles dialectiques sont exprime´es dans un langage de
dialogues. Comme l’illustre l’exemple 3.2.0.II, un syste`me dialectique permet de
mode´liser une interaction argumentative entre deux opposants qui soutiennent des
the`ses contradictoires.
Exemple n◦ 3.2.0.II [Dialogue] Reprenons notre exemple de dialogue :
– P1 : Jack ne peut pas eˆtre pre´sident.
– O2 : Pourquoi ?
– P3 : Jack devrait eˆtre en prison.
– O4 : Pourquoi Jack devrait eˆtre en prison ?
– P5 : Parce que Jack est un escroc.
Dans le tableau 3.2.0.I, une locution e´mise par un des participants modifie non seulement
son propre tableau d’engagements mais e´galement le tableau d’engagements de son
interlocuteur. Cela peut sembler contre-intuitif mais l’ide´e sous-jacente consiste a` signaler
que par de´faut un participant est engage´ sur ce que l’autre lui dit. C’est a` l’interlocuteur
d’exprimer son de´saccord, s’il y a effectivement de´saccord.
Un grand nombre de syste`mes dialectiques ont e´te´ propose´ dans la litte´rature : le
syste`me DC [31], le syste`me PPD [67], le syste`me RDP [67], . . . Le lecteur inte´resse´
peut se reporter a` la the`se de Nicolas Maudet [39]. La de´marche initie´e par Hamblin
permet de cate´goriser les dialogues. C’est l’objet de la section suivante.
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Tour Joueur Coup CSP CSO
1 P assert(¬president(jack)) ¬president(jack) ¬president(jack)
2 O challenge(¬president(jack)) ¬president(jack) ?¬president(jack)
3 P assert(prison(jack)) ¬president(jack), prison(jack) ?¬president(jack), prison(jack)
prison(jack)→ ¬president(jack)) prison(jack)→ ¬president(jack)
4 O challenge(prison(jack)) ¬president(jack), prison(jack) ?¬president(jack), ?prison(jack)
prison(jack)→ ¬president(jack)) prison(jack)→ ¬president(jack)
5 P assert(escroc(jack)) ¬president(jack), prison(jack) ?¬president(jack), ?prison(jack)
prison(jack)→ ¬president(jack)) prison(jack)→ ¬president(jack)
escroc(jack)→ prison(jack)) escroc(jack)→ prison(jack)
Tab. 3.2.0.I: Mise a` jour des tableaux d’engagements au cours du dialogue
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3.3 Cate´gorisation des dialogues
Douglas N. Walton et Erik C. W. Krabbe 3 proposent dans [67] de cate´goriser les
dialogues. Leur typologie identifie 6 cate´gories primaires de dialogues.
D’apre`s [67], un dialogue a pour but de faire e´voluer une situation initiale pour
atteindre les buts des participants. Ces buts peuvent eˆtre soit partage´s par les parti-
cipants, ils sont appele´s alors buts du dialogue, soit eˆtre des objectifs qui leur sont
propres. La situation initiale et les buts poursuivis permettent de distinguer 6 types
de dialogues : la persuasion, la ne´gociation, l’enqueˆte, la de´libe´ration, la demande
d’information et l’e´ristique.
Le tableau 3.3.0.II repre´sente la grille d’analyse des dialogues propose´e par Walton et
Krabbe. Les six cate´gories de dialogues propose´es se distinguent de par leur situation
initiale et leur but principal.
Situation initiale → Conflit Proble`me ouvert Ignorance d’un
But principal ↓ participant
Accord stable persuasion enqueˆte demande
i.e. Re´solution d’information
Re`glement pratique ne´gociation de´libe´ration ∅
i.e. De´cision (ou non) d’agir
Arrangement provisoire e´ristique ∅ ∅
Tab. 3.3.0.II: Aperc¸u syste´mique des types de dialogues
Dans un dialogue de persuasion, la situation initiale est un de´saccord, c’est-a`-dire
un conflit d’opinion. Le but consiste a` re´soudre verbalement le conflit. Cela signifie
que le processus dialectique est couronne´ de succe`s dans la mesure ou` l’un au moins
des participants a change´ d’opinion au cours du dialogue. Chacun essaie de persuader
son interlocuteur d’adopter son point de vue. Les participants essaient d’e´tablir ou
de re´futer un argument pour conforter leur propre opinion. C’est un e´change de
propositions de´claratives.
Dans un dialogue de ne´gociation, la situation initiale est un conflit d’inte´reˆt meˆle´
a` un besoin de coope´ration. Le but consiste a` re´aliser un e´change ou conclure une
affaire, c’est-a`-dire trouver un compromis attractif pour les participants, chacun
d’eux souhaitant maximiser son gain. C’est un e´change de concessions.
Une enqueˆte taˆche d’e´tablir (ou de prouver) la ve´racite´ de propositions dans le
but de re´pondre a` une question ouverte afin qu’un accord stable et ge´ne´ral e´merge.
L’enqueˆte est plus proche de la persuasion que de la ne´gociation de par la nature
3Ils sont professeurs de Philosophie respectivement au Canada et au Pays-Bas.
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de´clarative des propositions. Toutefois une enqueˆte se distingue d’une persuasion
dans le sens ou` on ne de´bute pas par un conflit mais par un proble`me ouvert.
L’ignorance initiale des participants est totale. Chacun d’eux souhaite e´tendre la
somme de leurs connaissances.
Une de´libe´ration, comme une enqueˆte, de´bute sur un proble`me ouvert et non pas
sur un conflit. Le proble`me est, comme dans une ne´gociation, pratique. Il consiste
en une de´cision qui devra (ou non) eˆtre mise en œuvre. La discussion porte sur
la finalite´ et les moyens d’une action dans le futur. Chacun des participants tente
d’influencer le re´sultat.
Une demande d’information intervient lorsqu’un des participants souhaite dispo-
ser d’une connaissance qu’il suppose eˆtre de´tenue par son interlocuteur. La situation
initiale est donc asyme´trique. Ce n’est pas le cas d’une enqueˆte ou les participants
sont tous ignorants. Le but consiste a` diffuser cette connaissance. L’un des partici-
pants re´ve`le son opinion.
Une e´ristique est une joute verbale qui consiste a` humilier son interlocuteur autant
que possible. La situation initiale est un conflit ou un antagonisme. Les participants
ont e´te´ blesse´s et sont rancuniers. Un tel dialogue consiste en un e´change de senti-
ments, de rancunes qui sont ouvertement reconnus et exprime´s. L’objectif consiste
a` obtenir un arrangement provisoire dans une situation d’antagonisme ou` chacun
des participants exprime le souhait de se comporter de manie`re plus sensible et faire
preuve de plus de conside´ration dans le futur.
Dans le monde re´el, la nature des dialogues peut eˆtre mixte. Un dialogue peut donner
lieu a` diffe´rents sous-dialogues qui diffe`rent de par leur nature. Le tableau 3.3 pre´cise
pour chacune de ces cate´gories de dialogues, la situation initiale et les buts poursuivis
par les participants qu’ils soient partage´s ou non. Quel que soit le type de dialogue
envisage´, il consiste a` re´ve´ler et a` de´velopper les positions des participants.
3.4 Jeu logique d’e´valuation se´mantique
La ve´racite´ d’une formule peut eˆtre e´tablie au travers d’un syste`me dialectique for-
mel. Le jeu ainsi formalise´ consiste en un dialogue de persuasion.
Au cours du vingtie`me sie`cle, des logiciens comme Paul Lorenzen 4 [38] ou Jaakko
Hintikka5 [28] pour ne citer qu’eux, entendent substituer a` l’interpre´tation formaliste
de la logique (cf annexe A.3) une se´mantique nouvelle fonde´e sur le jeu logique
d’e´valuation se´mantique. Ils s’efforcent d’assurer par la`, a` la logique elle-meˆme, un
4Logicien et philosophe allemand (1915-1994)
5Logicien et philosophe finlandais (1929-)
66
3
.
D
I
A
L
E
C
T
I
Q
U
E
Type du dialogue Situation initiale Buts partage´s But des participants
Demande d’information ignorance d’un participant diffusion d’information donner/acque´rir de l’information
Persuasion conflit accord stable persuader l’interlocuteur
Enqueˆte ignorance des participants accord stable supporter/re´futer
De´libe´ration ignorance des participants re`glement pratique e´valuer finalite´/moyens
Ne´gociation conflit d’inte´reˆt re`glement pratique tirer le plus grand be´ne´fice
besoin de coope´ration
E´ristique conflit arrangement provisoire vaincre son adversaire
Tab. 3.3.0.III: Synthe`se de la cate´gorisation des dialogues
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fondement dialogique inspire´ de nos activite´s argumentatives e´le´mentaires. Au lieu
d’utiliser des axiomes, des re`gles d’infe´rence, ou des tables de ve´rite´, la conse´quence
logique est de´finie en terme de re`gles dialectiques.
Un jeu logique d’e´valuation se´mantique d’une formule φ dans une interpre´tation
se joue entre deux participants commune´ment appele´s E´lo¨ıse et Abelard. E´lo¨ıse,
appele´e e´galement ve´rificateur (note´ ∃), affirme que l’interpre´tation est un mode`le
de φ. Abelard, appele´ e´galement falsificateur (note´ ∀), affirme le contraire. Le jeu
consiste en un dialogue de persuasion. E´lo¨ıse tente de convaincre Abelard de la
ve´racite´ de φ. Abelard souhaite convaincre E´lo¨ıse du contraire. Le but du dialogue
consiste a` re´soudre verbalement ce conflit.
La de´finition suivante de´crit plus formellement un tel syste`me dialectique :
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De´finition n◦ 3.4.0.VIII [Syste`me dialectique]
Soient φ0 une formule du premier ordre, M une interpre´tation et g0 une fonc-
tion d’assignation (g0 : V → D). Un syste`me dialectique est un quintuplet
GA(M,φ0, g0) = 〈N,H,Z, T, (up)p∈N〉 de´fini tq :
– A est un ensemble d’actions : A = {(ψ, g));ψ est une sous-formule de φ0 et g :
Free(ψ)→ D une fonction d’assignation } ;
– N = {∀,∃} est un ensemble de joueurs constitue´ d’E´lo¨ıse (note´e ∃) et d’Abelard
(note´ ∀) ;
– H est l’ensemble des historiques, i.e. des se´quences finies d’action et T une
fonction de tour de parole. Ils sont de´finis re´cursivement sur la structure de φ0
tq :
1. h = (φ0, g0) ∈ H ;
∀n > 0 h = (h0, . . . , hn−1) ∈ H
2 si hn−1 = (ψ ∨ θ, g) alors ∀χ ∈ {ψ, θ}, (h0, . . . , hn−1, (χ, g)) ∈ H et c’est
au tour d’E´lo¨ıse de jouer : T (h) = ∃ ;
3 si hn−1 = (ψ ∧ θ, g) alors ∀χ ∈ {ψ, θ}, (h0, . . . , hn−1, (χ, g)) ∈ H et c’est
au tour d’Abelard de jouer : T (h) = ∀ ;
4 si hn−1 = (¬ψ, g) alors (h0, . . . , hn−1, (ψ, g)) ∈ H et ∃ ↔ ∀ ;
5 si hn−1 = (∃xψ, g) alors ∀a ∈ D, (h0, . . . , hn−1, (ψ, g ∪ {(x, a)})) ∈ H et
c’est au tour d’E´lo¨ıse de jouer : T (h) = ∃ ;
6 si hn−1 = (∀xψ, g) alors ∀a ∈ D, (h0, . . . , hn−1, (ψ, g ∪ {(x, a)})) ∈ H et
c’est au tour d’Abelard de jouer : T (h) = ∀.
– L’ensemble Z des dialogues, i.e. des historiques de taille maximale.
– les gains u∃, u∀ : Z → {−1, 1} sont des fonctions de´finies tq :
– u∃(h) =
{
1, si 〈M, gn−1〉 |= φn−1
−1 sinon
– u∀(h) = −u∃(h)
Le tour de parole et les re`gles dialectiques s’appuient sur la structure de φ.
1. Si φ est un atome, alors la satisfiabilite´ de φ dans l’interpre´tation de´termine le
re´sultat du jeu. Plus pre´cise´ment, si l’interpre´tation est un mode`le de φ alors
E´lo¨ıse gagne sinon Abelard gagne.
2. Si φ est une disjonction, alors E´lo¨ıse choisit parmi cette disjonction une sous-
formule et le jeu continue avec cette sous-formule.
3. Si φ est une conjonction, alors c’est a` Abelard de choisir parmi cette conjonc-
tion une sous-formule et le jeu continue avec cette sous-formule.
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4. Si φ est une ne´gation, alors les joueurs inversent leur roˆle et le jeu continue
avec la ne´gation de cette formule.
5. Si φ est pre´fixe´e par un quantificateur existentiel (φ : ∃x ψ(x)), alors E´lo¨ıse
se´lectionne un objet d du domaine pour l’assigner a` x et le jeu continue avec
ψ(d). C’est la raison pour laquelle E´lo¨ıse est note´e ∃.
6. Si φ est pre´fixe´e par un quantificateur universel (φ : ∀x ψ(x)), alors c’est a`
Abelard de se´lectionner un objet d du domaine pour l’assigner a` x et le jeu
continue avec ψ(d). C’est la raison pour laquelle Abelard est note´e ∀.
D’apre`s la de´finition 3.4.0.VIII, chaque dialogue est un historique terminal de la
forme h = (h0, . . . , hn−1) avec h0 = (φ0, g0) et hn−1 = (ψn−1, gn−1) tel que ψn−1 est
une sous-formule atomique de φ0 et g0 ⊆ g1 ⊆ . . . ⊆ gn−1. Ainsi Z est l’ensemble
des historiques qui ne peuvent pas eˆtre e´tendus.
On peut repre´senter un jeu a` l’aide d’un arbre de de´cision. On parle alors de re-
pre´sentation normale sous forme extensive. Chaque nœud est une situation
de jeu. Chacune des areˆtes est associe´e a` une action. A` chaque nœud un des joueurs
de´cide d’une action. Un joueur peut de´cider par avance de la meilleure action a`
entreprendre a` tous les nœuds qu’il rencontre. Comme en the´orie des jeux une stra-
te´gie, appele´e e´galement strate´gie de´termine´e, de´signe l’ensemble des choix d’actions
de´cide´s a priori. La de´finition suivante formalise cette notion dans le cas ou` le joueur
envisage´ est E´lo¨ıse.
De´finition n◦ 3.4.0.IX [Strate´gie (de´termine´e)]
Soit GA(M,φ0, g0) = 〈N,H,Z, T, (up)p∈N〉 un syste`me dialectique. S∃ ⊆ H est
une strate´gie (de´termine´e) pour E´lo¨ıse ssi il existe une fonction :
f∃ : T
−1({∃}) ∩ S∃ → A
tel que S∃ est le plus petit ensemble qui satisfasse les conditions suivantes :
1. (φ0, g0) ∈ S∃ ;
Si ∀n > 0 h = (h0, . . . , hn−1) ∈ S∃ alors
2. si hn−1 = (ψ ∧ θ, g) alors ∀χ ∈ {ψ, θ}, (h0, . . . , hn−1, (χ, g)) ∈ S∃ ;
3. si hn−1 = (∀xψ, g) alors ∀a ∈ D, (h0, . . . , hn−1, (ψ, g ∪ {(x, a)})) ∈ S∃ ;
4. si hn−1 ∈ {(∃xψ, g), (ψ ∨ θ, g)} alors (h0, . . . , hn−1, f∃(h0, . . . , hn−1)) ∈ S∃.
Si hn−1 = (∃xψ, g) alors la fonction f∃ se´lectionne un objet du domaine
a ∈ D pour e´tendre l’historique : f∃(h0, . . . , hn−1) = (ψ, g ∪ {(x, a)}). Si
hn−1 = (ψ ∨ θ, g) alors la fonction f∃ se´lectionne l’une des sous-formules
χ ∈ {φ, ψ} pour e´tendre l’historique :f∃(h0, . . . , hn−1) = (χ, g).
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Une strate´gie (de´termine´e) pour Abelard peut eˆtre de´finie de manie`re similaire. Une
strate´gie gagnante pour E´lo¨ıse est une strate´gie qui me`ne a` un dialogue qu’elle gagne.
De´finition n◦ 3.4.0.X [Strate´gie gagnante]
Soit GA(M,φ0, g0) = 〈N,H,Z, T, (up)p∈N〉 un syste`me dialectique. Soit S∃ une
strate´gie pour E´lo¨ıse. S∃ est une strate´gie gagnante pour E´lo¨ıse ssi :
∀h ∈ S∃ ∩ Z u∃(h) = 1.
Une strate´gie gagnante pour Abelard peut eˆtre de´finie de manie`re similaire. L’exemple
suivant permet d’instancier ces de´finitions.
Exemple n◦ 3.4.0.III [Jeu logique d’e´valuation se´mantique]
Conside´rons une interpre´tation M dont le domaine est muni de deux objets s et t. Le
jeu d’e´valuation de la formule Φ : ∀x ∃y x 6= y se de´roule de la manie`re suivante.
Abelard commence par jouer. Il se´lectionne un objet du mode`le qu’il assigne a` x. E´lo¨ıse
lui re´pond. A` son tour, elle assigne un objet du domaine a` y. Quatre dialogues peuvent
avoir lieu. Deux d’entre eux sont gagne´s par E´lo¨ıse. Les deux autres sont gagne´s par
Abelard. Seule E´lo¨ıse a une strate´gie gagnante dans ce jeu. Ce jeu est repre´sente´ sous
forme normale extensive dans la figure 3.4.0.III.
Abelard
E´lo¨ıse
(∃y x 6= y, {(x, s)})
E´lo¨ıse perd
(x 6= y, {(x, s), (y, s)})
E´lo¨ıse gagne
(x 6= y, {(x, s), (y, t)})
E´lo¨ıse
(∃y x 6= y, {(x, t)})
E´lo¨ıse gagne
(x 6= y, {(x, t), (y, s)})
E´lo¨ıse perd
(x 6= y, {(x, t), (y, t)})
Fig. 3.4.0.I: Repre´sentation sous forme normale extensive du jeu logique d’e´valua-
tion se´mantique de la formule Φ dans l’interpre´tation M .
Un jeu logique d’e´valuation se´mantique est qualifie´ de de´termine´, i.e. il existe une
strate´gie gagnante pour exactement un des joueurs. En effet, c’est un jeu a` infor-
mation parfaite, a` somme nulle, pour deux joueurs, avec deux re´sultats de jeu et
un nombre fini d’actions. D’apre`s le the´ore`me de Zermelo, ce type de jeu est de´ter-
mine´ [65].
Par conse´quence, le jeu logique d’e´valuation se´mantique permet de re´ifier la se´man-
tique de la logique du premier ordre. Une interpre´tation est un mode`le pour une
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formule si E´lo¨ıse a une strate´gie gagnante dans le jeu correspondant. Dans le cas
contraire, l’interpre´tation n’est pas un mode`le de la formule.
De´finition n◦ 3.4.0.XI [Satisfiabilite´ d’une formule]
Soient φ une formule du premier ordre, M une interpre´tation et g une fonction
d’assignation (g : V → D). Soit GA(M,φ, g) = 〈N,H,Z, T, (up)p∈N〉 le syste`me
dialectique associe´.
φ est satisfiable dans 〈M, g〉 (note´ 〈M, g〉 |=+GTS φ) ssi il existe une strate´gie
gagnante pour E´lo¨ıse. On dit e´le´ment que 〈M, g〉 est un mode`le de φ ;
φ n’est pas satisfiable dans 〈M, g〉 (note´ 〈M, g〉 |=−GTS φ) ssi il existe une
strate´gie gagnante pour Abelard.
La proposition suivante met en ade´quation la satisfiabilite´ au sens de Tarski 6 d’une
formule du premier ordre et l’e´valuation se´mantique de cette meˆme formule par le
jeu correspondant.
Proposition n◦ 1 [Correction et comple´tude]
Soit φ une formule du premier ordre, M une interpre´tation et g une fonction
d’assignation (g : V → D).
Correction : 〈M, g〉 |=+GTS φ⇒ 〈M, g〉 |= φ
〈M, g〉 |=−GTS φ⇒ 〈M, g〉6|=φ
Comple´tude : 〈M, g〉 |= φ⇒ 〈M, g〉 |=+GTS φ
〈M, g〉6|=φ⇒ 〈M, g〉 |=−GTS φ
De´monstration. Parce qu’un jeu logique d’e´valuation se´mantique est de´termine´ et en
assumant l’axiome du choix, la de´monstration se fait par induction sur la structure
de φ. 
Nous avons vu ici que le jeu logique d’e´valuation se´mantique permet de re´ifier la
se´mantique de la logique du premier ordre. En d’autres termes, la satisfiabilite´ d’une
formule de´pend de l’existence d’une strate´gie gagnante dans le jeu associe´. Dans la
section suivante, on introduit la notion de jeu argumentatif d’e´valuation se´mantique
pour re´ifier la se´mantique d’un syste`me d’argumentation.
6i.e. au sens classique du terme comme de´fini dans l’annexe A.3.2
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3.5 Jeu argumentatif d’e´valuation se´mantique
La the´orie de la preuve dialectique propose´e par Henry Prakken et Gerard Vrees-
wijk7 [66, 50] a pour but de re´ifier la se´mantique d’un syste`me d’argumentation (cf
section 2.3.1). La se´mantique est de´finie, non pas a` l’aide de la notion d’extension,
mais a` l’aide d’un jeu, dans lequel s’affrontent un validateur et un falsificateur. Cette
the´orie assure a` l’argumentation un fondement dialogique.
La the´orie de la preuve dialectique identifie et formalise les principes qui gouvernent
les e´changes d’arguments et de contre-arguments sous la forme d’un jeu argumentatif
d’e´valuation se´mantique. Les dialogues ainsi ge´ne´re´s sont des persuasions particu-
le`res (cf section 3.3), appele´s ici discussions critiques. Le but du validateur consiste
a` forcer le falsificateur a` accepter sa the`se. Le but du falsificateur consiste a` forcer
le validateur a` l’abandonner.
Un jeu argumentatif d’e´valuation se´mantique qui porte sur un argument P est joue´
par deux participants : un validateur qui soutient P et un falsificateur8 qui souhaite
de´faire P . Ils s’appuient tous deux sur le meˆme syste`me d’argumentation abstrait
(cf de´finition 2.3.1.I). Ainsi, la structure des arguments n’est pas spe´cifie´e (cf section
2.4). Les coups (moves) sont re´gule´s par une fonction de tour de parole et des
re`gles dialectiques. La de´finition suivante de´crit plus formellement un tel syste`me
dialectique :
7Ces deux chercheurs sont actuellement membres du groupe Intelligent Systems Group du la-
boratoire d’informatique a` l’universite´ d’Utrecht.
8Dans ce manuscrit, nous utilisons le ne´ologisme falsificateur pour de´signer le joueur qui souhaite
invalider l’hypothe`se initiale. Un falsifieur est un maquilleur et un tricheur.
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De´finition n◦ 3.5.0.XII [Syste`me dialectique]
Soit AS = 〈AR, attacks〉 un syste`me d’argumentation. Soit P ∈ AR un argument.
Un syste`me dialectique qui porte sur P est un tuple
GMoves(P,AR, attacks) = 〈N,H, T, convention, Z, (up)p∈N〉 de´fini tq :
– N = {V, F} est un ensemble de deux joueurs : un validateur V et un falsificateur
F ;
– Moves est un ensemble de coups bien forme´s. Un coup est soit un coup d’ini-
tialisation : Mk = 〈player, Q〉 soit un coup de re´ponse : Mk = 〈player, Q,Mi〉
tq le premier e´le´ment (note´ player(Mk)) est un joueur, le second e´le´ment (note´
arg(Mk)) est un argument et s’il y a lieu le troisie`me e´le´ment (note´ move(Mk))
est un coup. Si move(Mk) =Mi, on dit que Mk re´pond a` Mi ;
– H est l’ensemble des historiques, i.e. des se´quences finies de coups hn =
(M1, . . . ,Mn) de´fini tq ∀ 1 ≤ k ≤ n :
1. le joueur d’un coup est de´termine´ par une fonction de tour de parole :
player(Mk) = T (hk−1) ;
2. les coups doivent eˆtre conformes a` une convention :
Mk ∈ convention(hk−1).
– T : H → N est une fonction de tour de parole qui de´termine e´tant donne´ un
historique, le joueur du coup suivant. Si l’historique est de longueur nulle ou
paire alors T (hn) = V sinon T (hn) = F ;
– convention : H → Moves est une fonction qui de´termine e´tant donne´ un histo-
rique l’ensemble des coups autorise´s.
– Z est l’ensemble des dialogues, i.e. les historiques de tailles maximales ;
– uV , uF : H → {−1, 1}, i.e. les gains sont des fonctions e´ventuellement partielles
qui de´terminent le vainqueur d’un historique. Elles garantissent que :
1. si un joueur gagne, l’autre joueur perd : uF (hn) = −uV (hn) ;
2. le joueur qui a le dernier mot gagne :
convention(hn) = ∅ →
(
(T (hn) = V → uV (hn) = −1) ∧
(T (hn) = F → uV (hn) = 1)
)
D’apre`s cette de´finition, chaque dialogue est de la forme hn = (M1, . . . ,Mn) avec
convention(hn) = ∅. Ainsi l’ensemble Z des dialogues est l’ensemble des historiques
qui ne peuvent pas eˆtre e´tendus. La fonction convention spe´cifie les coups autorise´s
(ou non).
74 3. DIALECTIQUE
De´finition n◦ 3.5.0.XIII [Convention]
Soit GMoves(P,AR, attacks) = 〈N,H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur P . La convention (convention : H → Moves) est une
fonction qui de´termine e´tant donne´ un historique l’ensemble des coups autorise´s.
Elle garantit que :
1. le coup d’initialisation est joue´ par le validateur et porte sur P
(convention(∅) = 〈V, P 〉) ;
2. un coup de re´ponse est autorise´ dans la mesure ou` : d’une part il fait e´cho
a` un des coups pre´ce´dents de son adversaire, d’autre part il comporte un
argument qui attaque celui contenu dans le coup auquel il re´pond. Mk ∈
convention(hk−1) (avec k > 1) si ∃i, 1 ≤ i < k tq :
move(Mk) =Mi ∧ player(Mk) 6= player(Mi) ∧ attacks(arg(Mk), arg(Mi))
De plus, deux coups qui re´pondent au meˆme coup ne peuvent contenir le
meˆme argument : si ∃j, i < j < k tq move(Mj) = Mi alors arg(Mk) 6=
arg(Mj).
Le seul coup d’initialisation autorise´ porte l’argument initial. Il est joue´ par le va-
lidateur. Les re´ponses sont autorise´es si elles re´pondent a` un des coups pre´ce´dents
de l’adversaire. L’argument avance´ doit alors attaquer l’argument auquel il re´pond.
De plus, deux coups qui re´pondent au meˆme coup ne peuvent pas contenir le meˆme
argument.
En conse´quence, les re´pe´titions et les retours en arrie`re (backtracks) sont autorise´s.
La ligne persuasive d’un historique est la sous-se´quence dans laquelle ces retours
arrie`res ont e´te´ e´vince´s.
De´finition n◦ 3.5.0.XIV [Ligne persuasive]
Soient GMoves(P,AR, attacks) = 〈N,H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique et hn = (M1, . . . ,Mn) ∈ H un historique. La ligne persuasive de hn
est la plus petite sous-se´quence de hn (note´ line(hn)) tq :
M1,Mn ∈ line(hn) ∧ ∀Mi ∈ line(hn) Mi ∈ Legal(hi−1)
Le de´roulement et le re´sultat d’un jeu logique d’e´valuation se´mantique (cf de´finition
3.4.0.VIII) sont de´finis par la structure de la formule sur laquelle porte le jeu. Dans
un jeu argumentatif d’e´valuation se´mantique, on doit pre´ciser la de´finition des gains
et la de´finition de la convention.
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Ainsi, une confrontation est un syste`me dialectique a` travers lequel deux joueurs
re´pondent imme´diatement au dernier coup (TPI-dispute, Two-Party Immediate res-
ponse dispute) et ou` le falsificateur gagne lorsqu’il cite le validateur.
De´finition n◦ 3.5.0.XV [Confrontation]
Soit GMoves(P,AR, attacks) = 〈N,H, T, convention, Z, (up)p∈N〉 un syste`me dialec-
tique qui porte sur P . Une confrontation est de´finie tq :
– la fonction convention est conforme a` la de´finition 3.5.0.XIII. E´tant donne´s un
historique hn = (M1, . . . ,Mn) etMk un coup dans l’historique (avec 1 ≤ k ≤ n),
la convention de´termine les coups de re´ponse autorise´s de la manie`re suivante :
– les deux joueurs V et F sont autorise´s a` re´pe´ter les arguments de V :
Mn+1 ∈ convention(hn) si arg(Mn+1) = arg(Mk) et player(Mk) = V
– V n’est pas autorise´ a` re´pe´ter les arguments de F :
Mn+1 6∈ convention(hn) si arg(Mn+1) = arg(Mk),
player(Mk) = F et player(Mn+1) = V
– F est autorise´ a` re´pe´ter ses propres arguments dans la mesure ou` ils ne sont
pas dans la meˆme ligne persuasive :
Mn+1 6∈ convention(hn) si arg(Mn+1) = arg(Mk), Mk ∈ line(hn)
player(Mn+1) = F et player(Mk) = F
– les gains uV et uF sont conformes a` la de´finition 3.5.0.XII. Ils sont de´finis tq si
le falsificateur cite le validateur alors le falsificateur gagne :
si arg(Mn+1) = arg(Mk), player(Mk) = V et player(Mn+1) = F
alors uV (hn+1) = −1
Comme dans un jeu logique d’e´valuation se´mantique, une strate´gie de´signe un en-
semble de choix d’action de´cide´s a priori. La de´finition suivante formalise cette
notion dans le cas ou` le joueur envisage´ est le validateur.
De´finition n◦ 3.5.0.XVI [Strate´gie (de´termine´e)]
Soit GMoves(P,AR, attacks) = 〈N,H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur P . SV ⊆ H est une strate´gie (de´termine´e) pour le
validateur ssi il existe une fonction :
fV : T
−1({V }) ∩ SV → Moves
tel que SV est le plus petit ensemble qui satisfasse les conditions suivantes :
1. si T (M1, . . . ,Mk−1) = F alors (M1, . . . ,Mk) ∈ SV ;
2. si T (M1, . . . ,Mk−1) = V alors (M1, . . . ,Mk−1, fV (M1, . . . ,Mk−1)) ∈ SV , la
fonction fV se´lectionnant le coup de re´ponse Mk pour e´tendre l’historique.
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Une strate´gie pour le falsificateur peut eˆtre de´finie de manie`re similaire. Une strate´gie
gagnante pour le validateur est une strate´gie qui me`ne a` un historique qu’il gagne.
Ainsi, la de´finition 3.4.0.X a e´te´ modifie´e de la manie`re suivante :
De´finition n◦ 3.5.0.XVII [Strate´gie gagnante]
Soit GMoves(P,AR, attacks) = 〈N,H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur P . Soit SV une strate´gie pour le validateur. SV est une
strate´gie gagnante pour le validateur ssi :
∀hn ∈ SV ∩H uV (hn) = 1.
Une strate´gie gagnante pour le falsificateur peut eˆtre de´finie de manie`re similaire.
Pour les meˆme raisons que celles e´voque´es dans la section pre´ce´dente, le jeu est de´-
termine´. Par conse´quent, la confrontation permet de re´ifier la se´mantique cre´dule et
la se´mantique sceptique du syste`me d’argumentation associe´ (cf de´finition 2.3.1.VI).
De´finition n◦ 3.5.0.XVIII [Prouvabilite´ cre´dule/sceptique]
Soient AS = 〈AR, attacks〉 un syste`me d’argumentation et P ∈ AR un argument.
Soit GMoves(P,AR, attacks) = 〈N,H, T, convention, Z, (up)p∈N〉 la confrontation
associe´e.
On dit de P qu’il est prouvable avec cre´dulite´ dans AS (note´ provableASc (P ))
ssi il existe une strate´gie gagnante pour le validateur dans la confronta-
tion associe´e. Un argument n’est pas prouvable avec cre´dulite´ dans AS (note´
¬provableASc (P )) ssi il existe une strate´gie gagnante pour le falsificateur dans
la confrontation associe´e.
On dit de P qu’il est prouvable avec scepticisme dans AS (note´
provableASs (P )) ssi il est prouvable avec cre´dulite´ dans AS et que toutes
ses attaques ne sont pas prouvables avec cre´dulite´ dans AS : ∀Q ∈
AR tq attacks(Q,P ), ¬provableASc (Q).
Les deux propositions suivantes attestent de la correction et de la comple´tude de
la confrontation vis a` vis de la se´mantique cre´dule d’une part et vis a` vis de la
se´mantique sceptique d’autre part.
Proposition n◦ 2 [Prouvabilite´ avec cre´dulite´]
Soit AS = 〈AS, attacks〉 un syste`me d’argumentation et P ∈ AR un argument.
Correction : provableASc (P )⇒ c(P,AS)
Comple´tude : c(P,AS)⇒ provableASc (P )
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Prouvabilite´ avec cre´dulite´. Les extensions pre´fe´re´es sont des ensembles admissibles
maximaux pour l’inclusion ensembliste (cf de´finition 2.3.1.V). En conse´quence, un
argument appartient a` au moins une extension pre´fe´re´e ssi il appartient a` un en-
semble admissible.
– Correction. Supposons que provableASc (P ). Soit S l’ensemble des arguments avan-
ce´s par V pour prouver P . D’une part S est libre de conflit. Dans le cas contraire,
il existe Q,R ∈ S tel que attacks(Q,R). Ainsi F gagne en citant l’argument Q
avance´ par V qui attaque R. Ce n’est pas le cas. D’autre part, S est admissible.
Dans le cas contraire, il existe O ∈ AR tq attacks(O,S) et ¬attacks(S,O). Ainsi
F gagne en utilisant cet argument. Ce n’est pas le cas.
– Comple´tude. Supposons maintenant que P ∈ S avec S un ensemble admissible
d’arguments. Ainsi V peut utiliser les arguments de S pour de´fendre P . Chacun
des arguments de S peut eˆtre de´fendu contre toutes les attaques par un argument
de S. F ne peut citer les arguments de S avance´s par V puisque cet ensemble est
libre de conflit.

Si le syste`me d’argumentation est cohe´rent (cf de´finition 2.3.1.VIII), la prouvabilite´
avec scepticisme d’un argument dans un syste`me d’argumentation peut eˆtre mise
en ade´quation avec la se´mantique sceptique de ce meˆme argument (cf de´finition
2.3.1.VI).
Proposition n◦ 3 [Prouvabilite´ avec scepticisme]
Soit AS = 〈AS, attacks〉 un syste`me d’argumentation cohe´rent. Soit P ∈ AR un
argument.
Correction : provableASs (P )⇒ s(P,AS)
Comple´tude : s(P,AS)⇒ provableASs (P )
Prouvabilite´ avec scepticisme. Supposons que le syste`me d’argumentation est co-
he´rent. Ainsi toutes ses extensions pre´fe´re´es sont e´galement stables (cf de´finition
2.3.1.VIII).
– Comple´tude. Soit P un argument dans l’intersection des extensions pre´fe´re´es. Tous
les argumentsQ qui attaquent P sont attaque´s par ces extensions. En conse´quence,
P est prouvable avec cre´dulite´. De plus,Q ne peut appartenir a` de telles extensions
qui sont libres de conflits. Par conse´quence, Q n’est pas prouvable avec cre´dulite´.
– Correction. Supposons maintenant que P est prouvable avec cre´dulite´ et qu’aucun
des arguments Q qui l’attaquent n’est prouvable avec cre´dulite´. Ainsi, aucune de
78 3. DIALECTIQUE
ces attaques n’appartient a` une extension pre´fe´re´e qui est par hypothe`se e´gale-
ment une extension stable. Par conse´quence, P est de´fendu par l’ensemble de ces
extensions qui contiennent toutes P .

L’exemple suivant permet d’instancier ces de´finitions.
Exemple n◦ 3.5.0.IV [Prouvabilite´ avec cre´dulite´ et scepticisme] Le syste`me
d’argumentation AS2 est repre´sente´ dans la figure 3.5.0.II. La confrontation associe´e a`
P
Q
R S
Fig. 3.5.0.II: Repre´sentation sous forme de graphe oriente´ du syste`me d’argumen-
tation AS2.
AS2 qui porte sur P (resp. Q) est repre´sente´e a` gauche (resp. a` droite) dans la figure
3.5.0.III. Concernant la confrontation qui porte sur P , les deux dialogues possibles sont
gagne´s par le validateur. En effet, le falsificateur n’est pas autorise´ a` se re´pe´ter lui-meˆme.
La confrontation qui porte sur Q peut donner lieu quant a` elle a` deux dialogues gagne´s
par le falsificateur. Ce dernier cite le validateur pour attaquer Q. AS2 est cohe´rent. En
V
F
M1 = 〈V, P 〉
V
M2 = 〈F,Q,M1〉
V
M3 = 〈V,R,M2〉
V
M4 = 〈F, S,M3〉
V gagne
M5 = 〈V,R,M4〉
V
M3 = 〈V, S,M2〉
V
M4 = 〈F,R,M3〉
V gagne
M5 = 〈V, S,M4〉
V
F
M1 = 〈V,Q〉
V
M2 = 〈F,R,M1〉
V
M3 = 〈V, S,M2〉
V perd
M4 = 〈F, S,M1〉
F
M2 = 〈F, S,M1〉
F
M3 = 〈V,R,M2〉
V perd
M4 = 〈F, S,M1〉
Fig. 3.5.0.III: Repre´sentation sous forme normale extensive des confrontations sur
P (a` gauche) et Q (a` droite) dans le syste`me d’argumentation AS2
effet, il posse`de deux extensions pre´fe´re´es : pref AS2({P,R}) et pref AS2({P, S}) qui
sont e´galement des extensions stables. Toutes deux contiennent P . Cet argument est
donc accepte´ par un agent rationnel qu’il soit sceptique ou cre´dule. On ve´rifie sur la
figure 3.5.0.III que P est prouvable avec scepticisme. En effet P est prouvable avec
cre´dulite´ et Q n’est pas prouvable avec cre´dulite´.
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En re´sume´, la confrontation est un jeu argumentatif d’e´valuation se´mantique a` tra-
vers lequel s’affrontent un validateur qui affirme qu’un argument est valide et un
falsificateur qui affirme le contraire. Un tel jeu permet de re´ifier la se´mantique du
syste`me d’argumentation associe´.
3.6 Synthe`se
Dans ce chapitre, nous avons envisage´ l’argumentation comme un dialogue entre
deux opposants qui soutiennent des the`ses contradictoires. Cette mise en situation
de l’argumentation est appele´e dialectique.
Un syste`me dialectique est un dispositif a` travers lequel un ensemble de par-
ticipants jouent. D’une part, un dialogue est re´gule´ par une convention, i.e. un
ensemble de re`gles dialectiques. Ces re`gles spe´cifient, e´tant donne´ un contexte dia-
logique, les locutions qui sont autorise´es (ou non). D’autre part, les de´clarations
sont stocke´es au fur et a` mesure dans des structures de donne´es intitule´es tableaux
d’engagements.
Un dialogue est un jeu qui a pour but de faire e´voluer une situation initiale
pour atteindre les buts des participants. Ces buts peuvent eˆtre soit partage´s par les
participants, ils sont appele´s alors buts du dialogue, soit des objectifs qui leur sont
propres. La situation initiale et les buts poursuivis permettent de distinguer 6 types
de dialogues : la persuasion, la ne´gociation, l’enqueˆte, la de´libe´ration, la demande
d’information et l’e´ristique.
Les pre´occupations des dialecticiens de´passent celles des logiciens. La dialectique
est une e´tude plus ge´ne´rale que la logique, en ce sens que la logique peut eˆtre
conc¸ue comme un syste`me dialectique. A` cet effet, nous avons envisage´ deux syste`mes
dialectiques particuliers.
Un jeu logique d’e´valuation se´mantique est un jeu persuasif particulier a` travers
lequel s’affrontent un validateur qui affirme qu’une formule est satisfiable et un
falsificateur qui affirme le contraire. Ce jeu, qui re´ifie la se´mantique de la logique du
premier ordre, montre comment un syste`me dialectique peut eˆtre formalise´.
Un jeu argumentatif d’e´valuation se´mantique est un jeu persuasif particulier a` tra-
vers lequel s’affrontent un validateur qui affirme qu’un argument est valide et un
falsificateur qui affirme le contraire. Ce jeu, qui permet de re´ifier la se´mantique
d’un syste`me d’argumentation, conforte l’ide´e selon laquelle un dialogue peut eˆtre
conside´re´ comme un processus argumentatif.
Nous allons dans le chapitre suivant voir dans quelle mesure ces travaux ont influence´
les mode`les d’interaction entre agents.
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“All coordination mechanisms
can ultimately be reduced to
(joint) commitments an their
associated (social) conventions”.
Commitments and
Conventions : The Foundation
of Coordination in Multi-Agent
Systems by Nick R. Jennings
Chapitre 4
Mode`le de dialogue entre agents
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4.1 Introduction
Dans ce chapitre, nous allons montrer dans quelle mesure la dialectique, pre´sente´e
dans le chapitre 3, a influence´ les mode`les d’interaction entre agents. La dialectique
fut a` l’origine d’un tre`s grand nombre de travaux dans le domaine des SMA. Il est
donc difficile de pre´tendre a` l’exhaustivite´. On peut toutefois citer parmi ceux qui
ont e´te´ a` l’origine de cette investigation, le travail de Chris Reed [52] ou celui de
Nick Jennings, Carles Sierra et Simon Parsons [45]. Contrairement a` ceux-ci, d’autres
travaux plus re´cents qui s’appuient sur ces derniers seront pre´sente´s ici.
Parce que la notion d’engagement est fondamentale dans la dialectique, nous allons
voir dans la section 4.2 dans quelle mesure cette notion a e´te´ inte´gre´e dans les
mode`les d’interaction directe entre agents. Selon la dialectique, le dialogue peut eˆtre
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conside´re´ comme un processus argumentatif. Nous allons donc pre´senter dans la
section 4.3 des mode`les de dialogue entre agents qui s’appuient davantage sur la
notion d’argument que sur la notion d’engagement. Nous terminerons ce chapitre
par la pre´sentation d’un mode`le de dialogue entre agents qui explicite le lien qui
existe entre les engagements pris au cours des dialogues et les arguments e´change´s
(cf section 4.4).
4.2 Dialogue et engagements
La notion d’engagement est fondamentale dans la dialectique. Cette notion permet
justifier la pertinence de la dialectique pour les SMA (cf section 4.2.1). La section
4.2.2 pre´sente un mode`le de dialogue entre agents qui s’appuie sur la notion d’enga-
gement.
4.2.1 Dialogue pour la formation d’e´quipe
Frank Dignum, Barbara Dunin-Keplicz et Rineke Verbrugge proposent dans [19, 20]
un cadre ge´ne´rique et flexible pour la re´solution coope´rative de proble`mes. Les agents
participent a` l’e´laboration d’une e´quipe au travers de dialogues de diffe´rentes natures
dans le but d’e´tablir des engagements sociaux.
Dans la section 4.2.1.1, nous allons montrer dans quelle mesure la the´orie du dialogue
permet de proposer un processus de re´solution flexible. Nous pre´senterons ensuite le
formalisme utilise´ pour mode´liser les diffe´rentes strate´gies d’engagement (cf section
4.2.1.2).
4.2.1.1 Cadre flexible de re´solution collaborative de proble`me
Le protocole ✭✭ Contract Net ✮✮ [61] pre´sente´ dans la section 1.4.1.2 permet de ge´rer
un processus pour la re´solution coope´rative de proble`mes. Ce processus est simple
et efficace. Toutefois il se re´ve`le eˆtre trop rigide. Les caracte´ristiques de la taˆche ne
peuvent pas eˆtre discute´es par les participants. Elles sont fixe´es par l’appel d’offre
et ne peuvent pas eˆtre modifie´es au cours du processus.
Le cadre ge´ne´rique et flexible pour la re´solution coope´rative de proble`mes propose´
dans [19, 20] subdivise le processus de re´solution en quatre e´tapes :
1. identification potentielle (potential recognition), l’agent a` l’initiative de la
re´solution cherche des partenaires pour collaborer au sein d’une e´quipe afin de
re´soudre ensemble le proble`me. L’initiateur re´colte des pre´cisions concernant
les candidats potentiels a` l’aide de dialogues de demande d’information ;
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2. formation d’e´quipe (team formation), l’ensemble des agents expriment leur
volonte´ de participer (ou non). L’initiateur tente de convaincre les candidats
de participer a` l’e´quipe a` l’aide de dialogues de persuasion ;
3. formation de plan (plan formation), l’e´quipe d’agents subdivise le but en dif-
fe´rentes taˆches. Ces taˆches sont partage´es et alloue´es aux membres de l’e´quipe.
Les participants se distribuent les taˆches a` effectuer a` l’aide de dialogues de
ne´gociation ;
4. exe´cution de plan (plan execution), les membres de l’e´quipe exe´cutent les
taˆches qui leur ont e´te´ alloue´es. L’exe´cution est supervise´e et peut eˆtre repla-
nifie´e.
Ce cadre pour la re´solution coope´rative de proble`mes peut eˆtre qualifie´ de flexible
dans la mesure ou` il ne s’appuie pas sur le seul protocole ✭✭ Contract Net ✮✮ mais sur
des dialogues de diffe´rentes natures. Au cours de ces dialogues, les agents prennent
des engagements (sociaux) en fonction de leur strate´gie.
4.2.1.2 Formalisation des strate´gies d’engagements
Le cadre propose´ par [19, 20] ne permet pas de spe´cifier comple`tement le processus
de re´solution. Toutefois, il formalise a` l’aide de la logique CTL la notion de strate´gie
d’engagement qui est essentielle a` sa mise en œuvre.
La logique CTL (Computation Temporal Logic) est une logique temporelle arbores-
cente. Les formules CTL s’appliquent a` des syste`mes de transitions e´tiquete´es par des
actions et qui e´noncent des proprie´te´s d’e´tats. Les formules utilisant les ope´rateurs
temporels peuvent eˆtre interpre´te´es de la manie`re suivante :
– inevitable(ψ) : ψ est vrai sur tous les chemins a` partir du point de re´fe´rence ;
– optional(ψ) ≡ ¬inevitable(¬ψ) : ψ est vrai sur l’un des chemins ;
– ⋄ψ : ψ est vrai quelque part sur un chemin ;
– ψUφ : ψ est vrai. De`s que cela n’est plus le cas, φ est vrai.
Afin de caracte´riser les candidats, le langage est muni de trois pre´dicats (able, opp et
willing). Les formules utilisant ces pre´dicats peuvent eˆtre interpre´te´es de la manie`re
suivante :
– able(b, φ) : l’agent b a la capacite´ individuelle d’atteindre le but φ ;
– opp(b, φ) : l’agent b a l’opportunite´ d’atteindre φ ;
– willing(b, φ) l’agent b a la volonte´ d’atteindre φ.
Le pre´dicat COMM(a, b, ψ) signale que l’agent a s’engage socialement, i.e. publique-
ment, vis a` vis de l’agent b a` remplir ψ.
Diffe´rents niveaux de persistance des intentions (cf section 1.3.3) peuvent eˆtre cap-
ture´s en diffe´renciant plusieurs strate´gies d’engagement :
84 4. MODE`LE DE DIALOGUE ENTRE AGENTS
– la strate´gie d’engagement aveugle (blindly committed), l’agent a conserve son
engagement jusqu’a` ce qu’il soit atteint :
COMM(a, b, ψ)→
inevitable[COMM(a, b, ψ)U
{BEL(a, ψ)}]
(4.2.1.I)
– la strate´gie d’engagement simple (single-minded), l’agent a abandonne son en-
gagement lorsqu’il pense que cet engagement n’est plus re´alisable :
COMM(a, b, ψ)→
inevitable[COMM(a, b, ψ)U
{BEL(a, ψ)∨
(¬BEL(a, optional ⋄ ψ)∧
done(communicate(a, b,¬BEL(a, optional ⋄ ψ)))∧
done(coordinate(a, b, ψ)))}]
(4.2.1.II)
– la strate´gie d’engagement ouvert (open-minded), l’agent a abandonne son en-
gagement lorsque cet engagement ne correspond plus a` son but :
COMM(a, b, ψ)→
inevitable[COMM(a, b, ψ)U
{BEL(a, ψ)∨
(¬BEL(a, optional ⋄ ψ)∧
done(communicate(a, b,¬BEL(a, optional ⋄ ψ)))∧
done(coordinate(a, b, ψ)))
∨ (¬GOAL(a, ψ)∧
done(communicate(a, b,¬GOAL(a, ψ)))∧
done(coordinate(a, b, ψ)))}]
(4.2.1.III)
Plus la strate´gie est forte, plus l’intention est persistante. La strate´gie d’engagement
aveugle (blind) est plus forte que la strate´gie d’engagement simple (single-minded)
qui est plus forte que la strate´gie d’engagement ouvert (open-minded).
En re´sume´, le cadre de´fini dans [20] permet de re´soudre collaborativement un pro-
ble`me de manie`re flexible. A` cet effet, les agents sont implique´s dans des dialogues
de demande d’information, dans des dialogues de persuasion et dans des dialogues
de ne´gociation. Le but de ces dialogues consiste a` e´tablir des engagements sociaux
selon leur strate´gie individuelle d’engagement. La section suivante de´crit comment
des dialogues entre agents peuvent se de´rouler.
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4.2.2 DIAGAL
Suite aux travaux de Nicolas Maudet [39, 40] et de Brahim Chaib-Draa [17] concer-
nant les dialogues dans les SMA, Philippe Pasquier, Mathieu Bergeron et Bra-
him Chaib-draa proposent un langage de communication d’agents intitule´ DIA-
GAL [47, 37, 48] (DIALogue-Game based Agent Language). Fors des critiques e´mises
sur l’approche mentalistique de la communication inter-agents, ce langage est adapte´
a` un SMA ouvert et he´te´roge`ne.
Nous allons dans un premier temps pre´senter la formalisation de la notion d’enga-
gement social telle qu’elle a e´te´ propose´e (cf section 4.2.2.1). Dans un second temps,
nous verrons comment cette notion d’engagement social est utilise´e par les dialogues
(cf section 4.2.2.2).
4.2.2.1 Engagement social
La notion d’engagement social est ici cruciale. Comme dans la section pre´ce´dente,
la notion d’engagement social peut eˆtre formalise´e a` l’aide d’un pre´dicat.
De´finition n◦ 4.2.2.I [Engagement social]
On appelle engagement social le pre´dicat suivant :
C(x, y, α, t, sx, sy) (4.2.2.I)
D’apre`s ce pre´dicat, l’agent x, appele´ de´biteur, s’engage socialement vis a` vis de
l’agent y, appele´ cre´diteur, a` re´aliser l’action α, appele´e contenu, au temps t.
Si l’agent x de´cide d’annuler l’engagement il se verra infliger la sanction sx alors
que l’agent y qui libe`re l’engagement se verra infliger la sanction sy.
Il est important de remarquer que le contenu d’un engagement n’est pas ne´cessai-
rement une action atomique. Le contenu peut eˆtre un choix non de´terministe (par
exemple, α1|α2) ou une action conditionne´e par une autre action (par exemple,
α1 → α2). De plus, le contenu d’un engagement social peut eˆtre une formule logique
(note´e φ, ψ, . . . ). On parle alors d’engagement propositionnel.
La notion d’engagement social est dynamique. Un engagement est cre´e´ puis il e´volue.
L’e´tat d’un engagement est stocke´ dans des agendas, i.e. des structures de donne´es
distribue´es parmi les agents. Un engagement qui n’est pas socialement accepte´ est
inactif (note´ Inactive). Il est cre´e´ (note´ Created) s’il est socialement e´tabli entre
un cre´diteur et un de´biteur. Dans le cas contraire, un engagement qui n’a pu eˆtre
e´tabli socialement est dans un e´tat d’e´chec (note´ Failed). On dit d’un engagement
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qu’il est annule´ (note´ Canceled) lorsqu’il est retire´ par son cre´diteur. A` l’inverse,
on dit d’un engagement qu’il est libe´re´ (note´ Released) lorsqu’il est retire´ par son
de´biteur. Un engagement est rempli (note´ Full) dans la mesure ou` le de´biteur a
respecte´ son contenu. Un engagement est viole´ (note´ Violated) si c’est le cre´diteur
qui n’a pas respecte´ son contenu.
La figure 4.2.2.I repre´sente le cycle de vie d’un engagement sous la forme d’un
automate fini de´terministe (cf de´finition 1.4.2.II). L’e´tat Inactive est initial. Les
e´tats Failed, Canceled, Release, Full, Violated sont finaux.
Inactive Failed Canceled
Active Released
Full
V iolated
fail
create cancel
release
fullfill
violate
Fig. 4.2.2.I: Cycle de vie d’un engagement
Les transitions correspondent a` trois types d’e´ve`nements qui peuvent modifier l’e´tat
de l’engagement : la re´alisation d’une action (non communicative), l’e´coulement du
temps ou la re´alisation d’un jeu de dialogue. Nous nous inte´resserons ici uniquement
au jeu de dialogue.
4.2.2.2 Jeu de dialogue
Le langage DIAGAL s’appuie sur la notion de jeu de dialogue. Il est constitue´ d’un
ensemble de 12 jeux e´le´mentaires (basic game) qui peuvent eˆtre combine´s.
Les jeux de dialogue sont des structures collaboratives de communication. Elles
permettent de coordonner l’activite´ dialogique des agents graˆce aux engagements (C)
et aux me´ta-engagements (Cg) cre´e´s. D’une part les conditions sont des engagements
qui de´terminent quand le jeu est initie´ ou quand il se termine. Pour entrer dans un
4.2. DIALOGUE ET ENGAGEMENTS 87
jeu de dialogue, les conditions d’entre´e d’un jeu (note´es E) doivent eˆtre remplies. Les
conditions de succe`s d’un jeu (note´es S) repre´sentent l’engagement final de´sire´, i.e.
le but de l’agent initiateur. Les conditions d’e´chec d’un jeu (note´es F ) permettent de
de´duire que le jeu a subit un e´chec. L’engagement de´sire´ n’est pas rempli. D’autre
part, les re`gles dialectiques d’un jeu (note´es R) sont de´finies en terme de me´ta-
engagements qui doivent eˆtre respecte´s par les joueurs. Ces re`gles permettent au
dialogue de progresser.
L’exemple 4.2.2.I permet d’illustrer cette structuration au travers du jeu de requeˆte.
Exemple n◦ 4.2.2.I [Le jeu de requeˆte] Ce jeu (note´ rg) permet a` un agent x
d’envoyer une requeˆte a` un agent y en vue de l’engager a` re´aliser une action α. L’agent y
qui rec¸oit la requeˆte peut soit accepter de re´aliser l’action soit refuser. En cas de succe`s
un engagement concernant l’action α sera cre´e´. Dans le cas contraire, le jeu se termine
sur un e´chec. Les re`gles et les conditions de ce jeu sont pre´sente´es dans le tableau 4.2.2.I.
Erg ¬C(y, x, α, ti) et ¬C(y, x,¬α, ti)
Srg C(y, x, α, tf )
Frg ¬C(y, x, α, tf )
Rrg 1) Cg(x, y, request(x, y, α), tj)
2) Cg(y, x, request(x, y, α)→
Cg(y, x, accept(y, x, α)|refuse(y, x, α), tj+1), tj)
3) Cg(y, x, accept(y, x, α)→ C(y, x, α, tf ), tj)
4) Cg(y, x, refuse(y, x, α)→ ¬C(y, x, α, tf ), tj)
Tab. 4.2.2.I: Conditions et re`gles du jeu de requeˆte
Le tableau 4.2.2.II pre´sente les diffe´rents jeux de dialogue. Dans ce tableau, on
distingue dans la partie supe´rieure les jeux qui portent sur une action et dans la
partie infe´rieure les jeux qui portent sur une formule. On distingue d’une part les
jeux qui portent sur un engagement dont l’initiateur est le cre´diteur et le partenaire
est le de´biteur et d’autre part les jeux qui portent sur un engagement dont l’initiateur
est le de´biteur et le partenaire est le cre´diteur. Un jeu peut avoir pour but d’e´tablir
ou de supprimer un engagement social.
En re´sume´, la notion d’engagement social est utilise´e d’une part pour ge´rer le dia-
logue. On parle d’engagement dialogique. Il capture l’aspect conventionnel de la
pragmatique. D’autre part, le but d’un dialogue consiste a` e´tablir un engagement.
On parle alors d’engagement extra-dialogique.
Dans la section suivante, nous pre´sentons un mode`le de dialogue entre agents qui
s’appuie moins sur la notion d’engagement que sur celle d’argument.
88 4. MODE`LE DE DIALOGUE ENTRE AGENTS
Type d’engagement But du dialogue jeu de dialogue
co = C(x, y, α)
co Jeu d’offre
¬co Jeu d’annulation d’action
co = C(y, x, α)
co Jeu de requeˆte
¬co Jeu de libe´ration d’action
co = C(x, y, φ)
co Jeu d’information
¬co Jeu d’annulation de proposition
co = C(y, x, φ)
co Jeu de question
¬co Jeu de libe´ration de proposition
Tab. 4.2.2.II: Classification des jeux de dialogue utilise´s par DIAGAL
4.3 Dialogue et arguments
Un syste`me multi-agents argumentatifs est consiste´ d’un ensemble d’agents auto-
nomes et sociaux qui argumentent (cf section 4.3.1) et dans lequel on peut cir-
conscrire un cadre, appele´ syste`me dialectique multi-agents, au travers duquel deux
agents dialoguent (cf section 4.3.2).
4.3.1 Syste`me multi-agents argumentatifs
Le mode`le AMP1 [4, 46, 5, 3] a e´te´ propose´ par Leila Amgoud, Nicolas Maudet et
Simon Parsons. D’apre`s ce mode`le, un syste`me multi-agents argumentatifs est un
ensemble d’agents munis de leurs propres arguments qui ne sont pas connus a priori
par leur interlocuteur. Les agents utilisent le mode`le de raisonnement pre´sente´ dans
la section 2.4.2. Ils dialoguent a` l’aide d’un langage de communication d’agents. Ce
langage est muni d’une se´mantique argumentative et d’une se´mantique sociale.
Un syste`me multi-agents argumentatifs est constitue´ de deux joueurs : un
agent validateur agV et un agent falsificateur agF . L’agent validateur (respective-
ment l’agent falsificateur) est muni de sa propre base de connaissances, note´e ΣV
(respectivement ΣF ). De plus, un agent est muni d’un tableau d’engagements qui
re´pertorie les de´clarations e´mises par son interlocuteur au cours du dialogue.
Plus formellement, chacun des agents est conforme a` la de´finition suivante :
1du nom de ses auteurs Amgoud/Maudet/Parsons.
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De´finition n◦ 4.3.1.I [Agent argumentatif]
Un agent argumentatif agi ∈ {agP , agF} est de´fini par un couple agi =
〈Σi,CSj〉 ou` :
– Σi est la base de connaissances de l’agent, i.e. un ensemble d’expressions bien
forme´es qui constituent les croyances de l’agent ;
– CSj est le tableau d’engagement constitue´ des engagements pris par son inter-
locuteur (agj avec agj 6= agi) ;
Le tableau d’engagement, note´ CSj, re´pertorie l’ensemble des expressions bien for-
me´es sur lesquelles l’agent agj s’engage. Initialement vides, les tableaux d’engage-
ment conservent la trace des engagements au cours des e´changes.
Parce que chaque agent agi dispose d’une base de connaissances (Σi) munie d’une
relation de priorite´ (≪i), il est associe´ au syste`me d’argumentation a` base de pre´fe´-
rences (cf de´finition 2.4.2.V) suivant :
PASi = 〈A(Σi), undercut , pref i〉
L’ensemble des arguments acceptables associe´ est note´ Si. Contrairement a` un jeu
argumentatif d’e´valuation se´mantique (cf section 3.5), chacun des joueurs est muni
de son propre argumentaire A(Σi) qui s’appuie sur ses seules croyances.
Les agents e´changent des connaissances, i.e. expressions bien forme´es. Ainsi, ils par-
tagent implicitement un meˆme langage de repre´sentation des connaissances (note´ L).
Pour e´changer des connaissances, un langage de communication d’agents est ne´-
cessaire (note´ CL). Chaque message est muni d’un identifiant unique Mk ∈ CL.
Il contient un acte de langage (Ak = act(Mk)). Cet acte de langage est constitue´
d’une locution et d’un contenu propositionnel. Le contenu propositionnel, appele´
hypothe`se, est constitue´ d’une expression bien forme´e (ψ ∈ L) ou d’un ensemble
d’expressions bien forme´es (Φ ⊂ L). La locution peut eˆtre une affirmation (assert),
une mise en doute (challenge), une question (question), une acceptation (accept)
ou un avis d’ignorance (unknow). Ce langage de communication d’agents est muni
d’une se´mantique argumentative et d’une se´mantique sociale.
La se´mantique sociale des actes permet de les interpre´ter. Selon l’acte rec¸u, les
tableaux d’engagement sont (ou non) mis a` jour selon les re`gles suivantes :
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De´finition n◦ 4.3.1.II [Re`gle de mise a` jour des engagements]
Soit Mk+1 ∈ CL, un message e´mis par l’agent agj.
Si act(Mk+1) = question(H) ou act(Mk+1) = unknow(H) ou act(Mk+1) =
challenge(H) alors CSj(Mk+1) = CSj(Mk).
Si act(Mk+1) = assert(H) ou act(Mk+1) = accept(H) alors CSj(Mk+1) =
CSj(Mk) ∪H.
Les agents prennent note des hypothe`ses e´mises par leurs interlocuteurs.
Alors que la se´mantique sociale du langage de communication permet d’interpre´ter
un acte, la se´mantique argumentative du langage de communication de´termine
dans quelle mesure un acte peut eˆtre e´nonce´. C’est a` partir du syste`me d’argumen-
tation associe´ a` l’agent que sont spe´cifie´es les conditions rationnelles d’e´nonciation
des actes de langage. La condition rationnelle d’e´nonciation d’un acte de langage est
fonction du contenu propositionnel et de´pend e´galement de la locution utilise´e.
Un agent peut affirmer une hypothe`se dans la mesure ou` il posse`de un argument en
sa faveur.
De´finition n◦ 4.3.1.III [Condition d’e´nonciation d’une affirmation]
On note can assert(agi, H) le pre´dicat de´fini tel que :
can assert(agi, H)⇔∀h ∈ H ∃A ∈ A(Σi) conclusion(A) = h
can assert(agi, H) est appele´ condition rationnelle d’e´nonciation de l’af-
firmation de l’hypothe`se H par un agent agi.
Dans le mode`le AMP, la condition rationnelle d’e´nonciation d’une affirmation et
celle d’une acceptation sont identiques.
De´finition n◦ 4.3.1.IV [Condition d’e´nonciation d’une acceptation]
On note can concede(agi, H) le pre´dicat de´fini tel que :
can concede(agi, H)⇔∀h ∈ H ∃A ∈ A(Σi) conclusion(A) = h
can concede(agi, H) est appele´ condition rationnelle d’e´nonciation de l’ac-
ceptation de l’hypothe`se H par un agent agi.
Les autres actes de langage (question(H), challenge(H), unknow(H)) n’ont pas
de conditions rationnelles d’e´nonciation particulie`res.
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Les conditions rationnelles d’e´nonciation sont des pre´dicats dont les de´finitions ne
diffe`rent pas d’un agent a` un autre. Ces conditions ne sont pas ne´cessairement mu-
tuellement exclusives. Un agent peut affirmer une hypothe`se et son contraire. L’agent
doit effectuer un choix. C’est l’objet des tactiques d’e´nonciation. Elles de´pendent de
son attitude.
Un agent pre´venant souhaite affirmer une hypothe`se dans la mesure ou` il dispose
d’un argument acceptable en sa faveur. Sans cette restriction l’agent est confiant.
De manie`re similaire, un agent sceptique souhaite accepter une hypothe`se dans la
mesure ou` il dispose d’un argument acceptable en sa faveur. Sans cette restriction
l’agent est cre´dule.
Dans le mode`le AMP, les agents argumentent afin d’e´changer leurs connaissances.
A` cet effet, il utilise un langage de communication d’agents muni d’une se´mantique
argumentative et d’une se´mantique sociale. Bien que la proble´matique lie´e a` l’enchaˆı-
nement des messages soit aborde´e dans le mode`le AMP, les protocoles ne sont pas
comple´tement formalise´s. De meˆme, le cadre permettant d’e´valuer leurs proprie´te´s
reste implicite. C’est l’objet du travail pre´sente´ dans la section suivante.
4.3.2 Syste`me dialectique multi-agents
Henry Prakken [50, 49] utilise la the´orie de la preuve dialectique pre´sente´e dans la
section 3.5 pour mode´liser des persuasions dans lesquelles deux agents s’affrontent. Il
introduit la notion de syste`me dialectique multi-agents. Un tel syste`me est constitue´
de deux agents munis de leurs propres arguments, comme dans le mode`le AMP. De
plus, l’objectif de ce travail consiste a` proposer un certain nombre de protocoles de
discussion et a` les e´valuer.
Nous allons dans un premier temps pre´senter la notion de syste`me dialectique multi-
agents (cf section 4.3.2.1) pour voir dans quelle mesure elle inte`gre la notion de pro-
tocoles de discussion (cf section 4.3.2.2). Afin de proposer un protocole de discussion
complet et correct, nous allons envisager une premie`re solution dite na¨ıve dans la
section 4.3.2.3. Comme ce type de protocole n’est pas satisfaisant, nous envisagerons
dans la section 4.3.2.4 une seconde solution, moins na¨ıve.
4.3.2.1 Cadre
Dans la the´orie de la preuve dialectique (cf section 3.5), le syste`me dialectique s’ap-
puie sur un syste`me d’argumentation abstrait. En d’autres termes les arguments
sont conside´re´s comme des entite´s abstraites (cf section 2.3). Au contraire, un sys-
te`me multi-agents dialectique s’appuie sur une logique argumentative (cf section
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2.4). Ainsi, on distingue l’ensemble des arguments qui peuvent eˆtre construits a` par-
tir du langage logique sous jacent (Arg(L)) d’une part, et l’ensemble des arguments
qui peuvent eˆtre extraits d’une the´orie (Arg(T )), i.e. a` partir d’un ensemble d’ex-
pressions bien forme´es (T ⊂ L). Ne plus conside´rer les arguments comme des entite´s
abstraites permet de spe´cifier les actes de langage qui sont e´change´s.
Comme dans la section pre´ce´dente, l’acte de langage associe´ a` un message (act(Mn))
est constitue´ d’une locution et d’un contenu propositionnel. Toutefois, la liste des
locutions diffe`re le´ge`rement. Un acte de langage peut eˆtre une affirmation (assert),
une mise en doute (challenge), une concession (concede), une justification (argue)
ou une re´tractation (retract). Un acte de langage (actB) permet de re´pondre a` l’un
des actes pre´ce´demment e´mis (actA). Il permet d’attaquer (actB = attacks(actA)) ou
d’abdiquer (actB = surrenders(actA)) face a` l’acte de langage auquel il fait re´fe´rence.
Dans le tableau 4.3.2.I, l’ensemble des actes de langage sont re´pertorie´s. Une mise
en doute attaque une pre´ce´dente affirmation alors qu’une concession abdique face a`
cette affirmation. Une justification attaque une mise en doute alors qu’une re´tracta-
tion abdique face a` cette mise en doute. Une mise en doute ou un contre-argument
attaque une pre´ce´dente justification alors qu’une concession abdique face a` cette
justification. Une concession qui re´pond a` une justification peut porter soit sur l’une
des formules du support de l’argument pre´ce´demment avance´ soit sur la totalite´
de cet argument. Contrairement aux actes de langage qui attaquent l’un des actes
pre´ce´dents, les actes de langage qui abdiquent ne peuvent donner lieu a` aucune
re´ponse.
Actes de langage Attaque Abdication
assert(ψ) challenge(ψ) concede(ψ)
challenge(ψ) argue(Φ→ ψ) retract(ψ)
concede(ψ) ∅ ∅
retract(ψ) ∅ ∅
argue(Φ→ ψ) challenge(φ ∈ Φ) concede(φ ∈ Φ)
argue(Φ′ → ψ′) concede(Φ→ ψ)
concede(Φ→ ψ) ∅ ∅
Tab. 4.3.2.I: Ensemble des actes de langage et leurs re´ponses potentielles
Comme dans la section pre´ce´dente, les tableaux d’engagement sont (ou non) mis a`
jour selon les re`gles suivantes :
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De´finition n◦ 4.3.2.I [Re`gles de mise a` jour des engagements]
Dans un syste`me dialectique, une e´nonciation Mn modifie le tableau d’engage-
ments de l’e´metteur CSplayer(Mn)(hn) selon les re`gles d’engagement suivantes :
– si act(Mn) = assert(ψ) ou act(Mn) = concede(ψ) alors CSplayer(Mn)(hn) =
CSplayer(Mn)(hn−1) ∪ {ψ} ;
– si act(Mn) = argue(Φ → ψ) ou act(Mn) = concede(Φ → ψ) alors
CSplayer(Mn)(hn) = CSplayer(Mn)(hn−1) ∪ Φ ∪ {ψ} ;
– si act(Mn) = retract(ψ) alors CSplayer(Mn)(hn) = CSplayer(Mn)(hn−1)− {ψ} ;
– si act(Mn) = challenge(ψ) alors CSplayer(Mn)(hn) = CSplayer(Mn)(hn−1).
E´tant donne´ la nouvelle liste de locutions, la de´finition 4.3.1.II a e´te´ modifie´e. Cette
nouvelle de´finition est conforme aux notations utilise´es dans la section 3.5.
Un syste`me dialectique multi-agents est un dispositif a` travers lequel deux
agents s’affrontent a` propos de la validite´ d’une formule ψ0. L’agent validateur af-
firme que ψ0 est vraie et l’agent falsificateur affirme le contraire. Ils s’appuient tous
deux sur le meˆme syste`me d’argumentation mais chacun est muni de son propre ar-
gumentaire. La de´finition suivante de´crit plus formellement un syste`me dialectique :
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De´finition n◦ 4.3.2.II [Syste`me dialectique multi-agents]
Soient AS = 〈Arg(L), attacks〉 un syste`me d’argumentation, et ψ0 ∈ L une for-
mule du langage sous-jacent. Un syste`me dialectique multi-agents qui porte
sur ψ0 est un tuple DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉
de´fini tq :
– N = {agV , agF} est un ensemble de deux joueurs : un agent validateur et un
agent falsificateur, chacun muni de sa propre the´orie : TV et TF ;
– Moves est un ensemble de coups dialogiques bien forme´s. Un coup dialogique
est soit un coup d’initialisation : Mk = 〈player, actk〉 soit un coup de re´ponse :
Mk = 〈player, actk,Mi〉 tq le premier e´le´ment (note´ player(Mk)) est un joueur,
le second e´le´ment (note´ act(Mk)) est un acte de langage et s’il y a lieu le
troisie`me e´le´ment (note´ move(Mk)) est un coup. Si move(Mk) =Mi, on dit que
Mk re´pond a` Mi ;
– H est l’ensemble des historiques, i.e. des se´quences finies de coups hn =
(M1, . . . ,Mn) de´finis tq ∀ 1 ≤ k ≤ n :
1. le joueur d’un coup est de´termine´ par une fonction de tour de parole :
player(Mk) = T (M1, . . . ,Mk−1) ;
2. les coups modifient le tableau d’engagements CSplayer(Mk)(hk) ;
3. les coups doivent eˆtre conformes a` une convention :
Mk ∈ convention(M1, . . . ,Mk−1).
– T : H → N est une fonction de tour de parole qui de´termine, e´tant donne´ un
historique, le joueur du coup suivant. Si l’historique est de longueur nulle ou
paire alors T (h) = agV sinon T (h) = agF ;
– CS : H × N → 2L est une fonction qui associe a` un historique et a` un
participant, un ensemble de formules sur lesquelles le participant s’est en-
gage´ au cours du dialogue. Les tableaux d’engagements sont initialement vides
(CSV (∅) = CSF (∅) = ∅) ;
– convention : H × CSV × CSF → Moves est une fonction qui, e´tant donne´ un
historique et l’e´tat des tableaux d’engagements, de´termine l’ensemble des coups
autorise´s ;
– Z est l’ensemble des dialogues, i.e. les historiques de tailles maximales ;
– uV , uF : H → {−1, 1}, i.e. les gains sont des fonctions e´ventuellement partielles
qui de´terminent le vainqueur d’un historique.
Contrairement a` un syste`me dialectique, les participants sont des agents munis de
leurs propres arguments : TV et TF . Les coups ne contiennent plus simplement des
arguments abstraits mais des actes de langage munis d’un contenu propositionnel.
De plus, les tableaux d’engagements ont e´te´ adjoints afin de notifier les formules
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sur lesquelles les participants s’engagent au cours d’un dialogue. Ainsi, la conven-
tion de´pend non seulement de l’historique mais e´galement de l’e´tat des tableaux
d’engagements. Le protocole de discussion spe´cifie la convention a` respecter.
4.3.2.2 Protocole de discussion
Un protocole de discussion (que nous appellerons simplement protocole) est d’une
part constitue´ d’une convention, i.e. un ensemble de re`gles dialectiques qui spe´cifient
les messages autorise´s (ou non). D’autre part, il permet d’attribuer la victoire sur
un historique a` l’un des participants. C’est l’objet des gains ((up)p∈N). La de´finition
suivante de´crit plus formellement un protocole :
De´finition n◦ 4.3.2.III [Protocole de discussion]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur ψ0. Le couple Proto = 〈convention, (up)p∈N〉
est appele´ protocole de discussion ssi :
1. la fonction convention ve´rifie que :
(a) convention(∅) = 〈V, assert(ψ0)〉 ;
(b) i) Mk ∈ convention(M1, . . . ,Mk−1) (avec k > 1) si ∃i, 1 ≤ i < k tq :
move(Mk) =Mi ∧ player(Mk) 6= player(Mi) ∧
(act(Mk) = surrenders(act(Mi)) ∨ act(Mk) = attacks(act(Mi)))
ii) Si ∃j, i < j < k tq move(Mj) =Mi alors act(Mk) 6= act(Mj) ;
(c) Mk ∈ convention(hk−1) (avec k > 1) si CSplayer(Mk)(hk)6⊢⊥ ;
(d) Si CSplayer(Mk)(hk−1)6⊢ψ et CSplayer(Mk)(hk−1)6⊢¬ψ alors
act(Mk) = concede(ψ) est autorise´ ;
(e) Si ψ 6∈ CSplayer(Mk)(hk−1) alors act(Mk) = assert(ψ) est autorise´ ;
(f) Si ψ ∈ CSplayer(Mk)(hk−1) alors act(Mk) = retract(ψ) est autorise´ ;
(g) Si CSplayer(Mk)(hk−1)6⊢ψ alors act(Mk) = challenge(ψ) est autorise´ ;
2. Les gains ve´rifient que :
(a) uF = −uV ;
(b) convention(h) = ∅ →(
(T (h) = agV → uV (h) = −1) ∧ (T (h) = agF → uV (h) = 1)
)
La fonction convention qui spe´cifie les coups dialogiques autorise´s (ou non) ve´rifie
les proprie´te´s suivantes :
96 4. MODE`LE DE DIALOGUE ENTRE AGENTS
(a) Le seul coup d’initialisation est une affirmation de ψ0 par l’agent validateur.
(b) Les coups de re´ponse sont autorise´s dans la mesure ou` :
i) ils re´pondent a` un des coups pre´ce´dents de son adversaire. L’acte de langage
doit attaquer ou abdiquer face a` l’acte de langage du coup auquel il re´pond ;
ii) deux coups qui re´pondent au meˆme coup ne peuvent pas contenir le meˆme acte
de langage.
(c) Un coup est autorise´ dans la mesure ou` il conserve la consistance du tableau
d’engagements.
(d) Une formule peut eˆtre conce´de´e si elle ou sa ne´gation ne peut eˆtre de´duite.
(e) Une formule peut eˆtre affirme´e si elle n’a pas e´te´ pre´ce´demment affirme´e.
(f) Une formule peut eˆtre re´tracte´e si elle a e´te´ pre´ce´demment affirme´e.
(g) Une formule peut eˆtre mise en doute si rien ne la justifie.
Les gains (up)p∈N , qui de´terminent le vainqueur d’un historique, ve´rifient les pro-
prie´te´s suivantes :
(a) Si un joueur gagne, l’autre joueur perd.
(b) Le joueur qui a le dernier mot gagne.
Les retours en arrie`re (backtracks) sont ipso facto autorise´s. La ligne persuasive d’un
historique est la sous-se´quence dans laquelle ces retours en arrie`re ont e´te´ e´vince´s.
De´finition n◦ 4.3.2.IV [Ligne persuasive]
Soient DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur ψ0 et hk = (M1, . . . ,Mk) ∈ H un historique.
La ligne persuasive de h est la plus petite sous-se´quence de hk (note´ line(hk))
tq M1,Mk ∈ line(hk) ∧ ∀Mi ∈ line(hk) Mi ∈ convention(M1, . . . ,Mi−1).
Un protocole peut eˆtre a` coups uniques ou a` coups multiples. Dans le premier
cas, un joueur peut e´mettre un seul coup par tour de parole. Dans le second cas, il
peut e´mettre plusieurs coups par tour de parole. Nous n’envisagerons ici que le pre-
mier cas. Un protocole peut eˆtre a` re´ponses uniques ou a` re´ponses multiples.
Dans le premier cas, un joueur ne peut apporter qu’une seule re´ponse a` chacun des
coups de son adversaire. Les historiques sont tous des lignes persuasives. Dans le
second cas, un joueur peut essayer plusieurs actes de langage pour attaquer ceux de
son adversaire.
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De´finition n◦ 4.3.2.V [Protocole (a` re´ponses uniques/multiples)]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents. Soit Proto = 〈convention, (up)p∈N〉 un protocole de dis-
cussion.
– Proto est un protocole a` re´ponses uniques ssi
∀Mk ∈ convention(hk−1) (avec k > 1), move(Mk) =Mk−1 ;
– Proto est un protocole a` re´ponses multiples ssi
∀Mk ∈ convention(hk−1) (avec k > 1) ∃Mi ∈ line(hk−1), move(Mk) =Mi.
Dans un protocole a` re´ponses uniques, les retours arrie`res sont interdits. Dans un
protocole a` re´ponses multiples, les retours arrie`res sont autorise´s a` la condition qu’ils
fassent re´fe´rence a` un des coups de la meˆme ligne persuasive. Ces retours arrie`re ne
peuvent pas faire re´fe´rence a` une branche pre´ce´demment explore´e puis abandonne´e.
Cette condition a pour but de re´duire l’espace de recherche dans lequel se situent
les coups autorise´s. Nous verrons par la suite que cette hypothe`se est restrictive.
Dans quelle mesure un protocole a` re´ponses uniques est-il plus (ou moins) efficace
qu’un protocole a` re´ponses multiples ? Tout de´pend du contexte2. Quand on de´sire
une de´cision rapide, un protocole a` re´ponses uniques est pre´fe´rable. On force cha-
cun des joueurs a` avancer ses arguments les plus forts sans perdre de temps sur des
choix moins prometteurs. Quand la qualite´ du re´sultat pre´vaut, un protocole a` re´-
ponses multiples est plus approprie´. Tous les arguments a` la disposition des joueurs
peuvent eˆtre essaye´s. L’efficacite´ des dialogues de´pend non seulement du protocole
mais e´galement de la strate´gie des participants.
Comme dans un jeu argumentatif d’e´valuation se´mantique, une strate´gie de´signe un
ensemble de choix d’action de´cide´s a priori. La de´finition 3.5.0.XVI a e´te´ modifie´e
de la manie`re suivante :
2Cette re´ponse peut eˆtre qualifie´e de normande. Soyons plus pre´cis.
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De´finition n◦ 4.3.2.VI [Strate´gie (de´termine´e)]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur ψ0. SV ⊆ H est une strate´gie (de´termi-
ne´e) pour l’agent validateur ssi il existe une fonction :
fV : T
−1({V }) ∩ SV → Moves
tel que SV est le plus petit ensemble qui satisfasse les conditions suivantes :
1. si T (M1, . . . ,Mk−1) = agF alors (M1, . . . ,Mk) ∈ SV ;
2. si T (M1, . . . ,Mk−1) = agV alors (M1, . . . ,Mk−1, fV (M1, . . . ,Mk−1)) ∈ SV , la
fonction fV se´lectionnant le coup de re´ponse Mk pour e´tendre l’historique.
Une strate´gie pour l’agent falsificateur peut eˆtre de´finie de manie`re similaire. Une
strate´gie gagnante pour l’agent validateur est une strate´gie qui me`ne a` un historique
qu’il gagne.
De´finition n◦ 4.3.2.VII [Strate´gie gagnante]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur ψ0. Soit SV une strate´gie pour l’agent vali-
dateur. SV est une strate´gie gagnante pour l’agent validateur ssi
∀hn ∈ SV ∩H uV (hn) = 1.
Une strate´gie gagnante pour l’agent falsificateur peut eˆtre de´finie de manie`re simi-
laire.
Une formule est prouvable avec cre´dulite´ ssi l’agent validateur a une strate´gie ga-
gnante dans le syste`me dialectique correspondant. Dans le cas contraire, la formule
n’est pas prouvable avec cre´dulite´.
De´finition n◦ 4.3.2.VIII [Prouvabilite´ cre´dule]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur ψ0. ψ0 est prouvable avec cre´dulite´
dans AS (note´ provableAS(ψ0)) ssi il existe une strate´gie gagnante pour l’agent
validateur. Une formule n’est pas prouvable dans AS (note´ ¬provableAS(ψ0)) ssi il
existe une strate´gie gagnante pour l’agent falsificateur.
Un tel jeu est de´termine´, i.e. il existe une strate´gie gagnante pour exactement un
des joueurs. En effet, c’est un jeu a` information parfaite, a` somme nulle, pour deux
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joueurs, avec deux re´sultats de jeu et un nombre fini d’actions. D’apre`s le the´ore`me
de Zermelo, ce type de jeu est de´termine´ [65].
Dans un jeu argumentatif d’e´valuation se´mantique, l’ensemble des arguments sur le-
quel s’appuie le syste`me dialectique repre´sente l’ensemble des arguments qui peuvent
eˆtre e´change´s. C’est a` partir de cette base d’arguments que la victoire est attribue´e
a` l’un des joueurs. En d’autres termes, le joueur qui a le dernier mot dans la base
d’arguments gagne. Les gains sont ainsi de´termine´s. Il est important de noter que
cette base d’arguments est fixe´e et connue a priori.
Dans une discussion critique, ce n’est pas le cas. L’ensemble des arguments sur
lequel s’appuie un syste`me dialectique multi-agents est conside´re´ comme un langage
d’arguments bien forme´s. C’est a` partir de ce langage que sont e´labore´s les arguments
qui peuvent eˆtre avance´s, voire re´tracte´s. L’ensemble des arguments qui peuvent eˆtre
e´change´s constitue la base d’arguments. C’est a` partir de cette base d’arguments que
la victoire est attribue´e a` l’un des agents. En d’autres termes, l’agent qui a le dernier
mot dans la base d’arguments gagne. Les gains sont ainsi de´termine´s. Il est important
de noter que cette base d’arguments est dynamique.
La base d’arguments d’une discussion critique est constitue´e de l’ensemble des ar-
guments notifie´s dans les tableaux d’engagements. On note Arg(CSV (h) ∪ CSF (h))
l’ensemble des arguments e´mis au cours de l’historique h. De plus, une discussion
peut de´buter sur un accord partiel. Les joueurs peuvent admettre conjointement un
ensemble initial d’arguments. On le note Arg(Tinit). Selon la logique sous-jacente
sur laquelle s’appuie la structure des arguments, ces ensembles d’arguments peuvent
contenir des arguments ✭✭ implicites ✮✮ : soit des sous-arguments ; soit d’autres argu-
ments qui peuvent eˆtre infe´re´s. Ces arguments supple´mentaires sont contenus dans
la cloˆture de ces ensembles.
De´finition n◦ 4.3.2.IX [Cloˆture d’un ensemble d’arguments]
Soient Arg(L) un langage d’arguments bien forme´s et S, S ′ ⊂ Arg(L) deux en-
sembles d’arguments. La cloˆture de S (note´ Cl(S)) est de´finie tq :
1. S ⊆ Cl(S) ;
2. si S ′ ⊇ S alors Cl(S ′) ⊇ Cl(S) ;
3. Cl(S) ⊆ Arg(L).
On dit que Cl(S) :
– n’est pas calcule´e ssi Cl(S) = S ;
– est partiellement calcule´e ssi Cl(Cl(S)) ⊂ Cl(S) ;
– est totalement calcule´e ssi Cl(Cl(S)) = Cl(S).
La cloˆture d’un ensemble d’arguments est monotone (cf condition 2 de la de´finition
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4.3.2.IX). Elle peut eˆtre obtenue sans infe´rence, on dit qu’elle n’est pas calcule´e. La
cloˆture peut eˆtre obtenue par l’infe´rence d’un agent dont la rationalite´ est limite´e,
on dit alors que la cloˆture est partiellement calcule´e. La cloˆture peut eˆtre obtenue
par infe´rence d’un agent dont la rationalite´ n’est pas limite´e, on dit alors que la
cloˆture est totalement calcule´e.
En conse´quence, la base des arguments est dynamique. Elle de´pend de l’historique
envisage´ et des infe´rences qui peuvent eˆtre effectue´es a` partir des arguments e´chan-
ge´s.
De´finition n◦ 4.3.2.X [Base d’arguments]
Soit DSMoves(ψ0,Arg(L)) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un
syste`me dialectique multi-agents qui porte sur ψ0. Soient Proto =
〈convention, (up)p∈N〉 un protocole et h ∈ H un historique. La base d’argu-
ments de l’historique h (note´e Argbase(h)) est un syste`me d’argumentation.
L’ensemble des arguments envisage´s est constitue´ de la cloˆture de l’ensemble des
arguments notifie´s dans les tableaux d’engagements et des arguments initiaux :
Argbase(h) = Cl(Arg(CSV (h) ∪ CSF (h)) ∪ Arg(Tinit)).
C’est a` partir de cette base d’arguments que la victoire est attribue´e a` l’un des
joueurs, c’est a` dire que les gains sont de´termine´s. Parce que cette base est dyna-
mique, on ne se focalise pas sur la possibilite´ de gagner un dialogue comme dans la
the´orie de la preuve dialectique. Dans une discussion critique on envisage le re´sultat
d’un historique. Il est probable que certains arguments n’aient pas e´te´ avance´s. En
conse´quence, cela n’a pas de sens de vouloir e´valuer le re´sultat vis a` vis de tous les
arguments. On envisage uniquement les arguments qui ont e´te´ avance´s. Le re´sultat
d’une discussion critique est relatif a` l’historique en cours.
De´finition n◦ 4.3.2.XI [Correction et comple´tude d’un protocole]
Soient DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur ψ0 et Proto = 〈convention, (up)p∈N〉 un
protocole. Soit hk = (M1, . . . ,Mk) ∈ H un historique (avec k > 1).
– le protocole Proto est correct pour l’historique hk ssi :
si uV (hk) = 1 alors provable
Argbase(hk)(ψ0) ;
– le protocole Proto est complet pour l’historique hk ssi :
si provableArgbase(hk)(ψ0) et ¬provable
Argbase(hk−1)(ψ0) alors l’agent validateur
peut gagner n’importe quelle extension de hk sur la base de Argbase(hk).
On peut remarquer que la comple´tude d’un protocole n’exige pas que l’agent vali-
dateur gagne tous les historiques pour lesquels la formule initiale est prouvable.
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Comment caracte´riser un protocole correct et complet ? En d’autres termes, quelles
conditions doivent ve´rifier la convention et les gains pour qu’un protocole soit correct
et complet ? Nous allons envisager une premie`re solution dite na¨ıve dans la section
4.3.2.3. Ce type ce protocole n’est pas satisfaisant, nous envisagerons donc dans la
section 4.3.2.4 une seconde solution, moins na¨ıve.
4.3.2.3 Protocole na¨ıf
Une premie`re solution, dite na¨ıve, consiste a` de´clarer l’agent validateur gagnant
(resp. perdant) d’un historique dans la mesure ou` la formule initiale est (resp. n’est
pas) prouvable dans la base d’arguments de l’historique.
De´finition n◦ 4.3.2.XII [Protocole na¨ıf ]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un sys-
te`me dialectique multi-agents qui porte sur ψ0. Le protocole Proto =
〈convention, (up)p∈N〉 est na¨ıf ssi :
– les gains uV , uF sont conformes a` la de´finition 4.3.2.III ;
– les gains uV , uF ve´rifient que : ∀h ∈ H (uV (h) = 1⇔ provable
Argbase(h)(ψ0)).
Cette solution est illustre´e dans l’exemple suivant.
Exemple n◦ 4.3.2.I [Protocole na¨ıf ] Le syste`me d’argumentation AS2 est repre´-
sente´ dans la figure 4.3.2.I. Les arguments sont exprime´s dans une logique argumentative
P
Q
R S
Fig. 4.3.2.I: Repre´sentation sous forme de graphe oriente´ du syste`me d’argumen-
tation AS2.
de la manie`re suivante :
P : support(P ) = {φ, φ→ ψ0} conclusion(P ) = ψ0
Q : support(Q) = {π, π → ¬φ} conclusion(Q) = ¬φ
R : support(R) = {β, β → ¬π} conclusion(R) = ¬π
S : support(S) = {¬β,¬β → ¬π} conclusion(S) = ¬π
Conside´rons la discussion critique qui s’effectue dans le cadre du syste`me dialectique
multi-agents DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉.
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Conside´rons le protocole Proto = 〈convention, (up)p∈N〉. Supposons que ce protocole
est na¨ıf. Conside´rons que la convention est de´finie telle que :
– les deux joueurs V et F sont autorise´s a` re´pe´ter les arguments de V : Mn+1 ∈
convention(h) si act(Mn+1) = act(Mk) et player(Mk) = V ;
– V n’est pas autorise´ a` re´pe´ter les arguments de F :Mn+1 6∈ convention(h) si act(Mn+1) =
act(Mk), player(Mk) = F et player(Mn+1) = V ;
– F est autorise´ a` re´pe´ter ses propres arguments dans la mesure ou` ils ne sont pas dans
la meˆme ligne persuasive : Mn+1 6∈ convention(h) si player(Mn+1) = F , act(Mn+1) =
act(Mk), player(Mk) = F et Mk ∈ line(h).
Conside´rons que les gains uV et uF sont de´finis tq si le falsificateur cite l’agent va-
lidateur alors le falsificateur gagne : si act(Mn+1) = act(Mk), player(Mk) = V et
player(Mn+1) = F alors uV = −1. Ce protocole correspond a` celui utilise´ dans une
confrontation (cf de´finition 3.5.0.XV). Les participants admettent conjointement cet en-
semble d’arguments Arg(Tinit) = AR2. Si h1 = (M1) alors provable
Argbase(h)(Ψ0). Pour
preuve, le syste`me dialectique DSMoves(ψ0,Argbase(h)) qui porte sur ψ0 est repre´sente´
dans la figure 4.3.2.I. Toutefois l’agent validateur n’est pas victorieux de l’historique h1.
V
F
M1 = 〈V, assert(ψ0)〉
V
M2 = 〈F, challenge(ψ0),M1〉
F
M3 = 〈V, argue(φ, φ→ ψ0 ⇒ ψ0),M2〉
V
M4 = 〈F, argue(π, π → ¬φ⇒ ¬φ),M3〉
V
M5 = 〈V, argue(β, β → ¬π ⇒ ¬π),M4〉
V
M6 = 〈F, argue(¬β,¬β → ¬π ⇒ ¬π),M5〉
V gagne
M7 = 〈V, argue(β, β → ¬π),M6〉
V
M5 = 〈V, argue(¬β,¬β → ¬π ⇒ ¬π),M4〉
V
M6 = 〈F, argue(β, β → ¬π ⇒ ¬π),M5〉
V gagne
M7 = 〈V, argue(β, β → ¬π),M6〉
Fig. 4.3.2.II: Repre´sentation sous forme normale extensive du syste`me dialectique
DSMoves(ψ0,Argbase(h)).
En effet, le falsificateur peut re´pondre. Toutefois la proprie´te´ de comple´tude ne´cessite
que V ait une strate´gie gagnante apre`s M1 dans la mesure ou` son adversaire ne peut
introduire de nouveaux arguments. C’est le cas ici. Le protocole Proto est correct et
complet pour l’historique h1.
Utiliser un protocole na¨ıf n’est pas une solution satisfaisante pour des raisons d’ordre
computationnel, pragmatique et philosophique.
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Primo, les gains ne sont pas facilement calculables. Cela ne´cessite de calculer l’his-
torique h dans un premier syste`me dialectique (DSMoves(ψ0,AS)) et puis de cal-
culer la prouvabilite´ de la formule initiale ψ0 dans un second syste`me dialectique
(DSMoves(ψ0,Argbase(h))). Il serait plus efficace d’e´valuer a` chaque nouvelle e´tape
d’un historique la prouvabilite´ de la formule dans la base correspondante des argu-
ments.
Secundo, ce calcul des gains est artificiel et purement technique. Il n’est pas suffi-
samment simple et transparent pour eˆtre accepte´ par des utilisateurs d’un syste`me
d’aide a` l’argumentation.
Tertio, ce calcul de gain ne prend pas en conside´ration la structure de la discussion
en cours mais seulement la base d’arguments relative a` l’historique. Il ne prend
pas en conside´ration la fonction convention. Il est, dans ces conditions, difficile de
justifier de telles re`gles dialectiques dont l’objectif, rappelons-le, consiste a` re´guler
le dialogue et donc a` capturer une rationalite´ proce´durale. Dans quelle mesure les
re`gles dialectiques guident-elles efficacement un processus qui se veut rationnel si
elles n’influencent pas directement le re´sultat ? !
4.3.2.4 Protocole bavard
Afin de caracte´riser un protocole complet et correct, une seconde solution, moins
na¨ıve, consiste a` de´clarer victorieux le joueur qui a le dernier mot dans la base
d’arguments.
De´finition n◦ 4.3.2.XIII [Protocole bavard]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique qui porte sur ψ0. Le protocole Proto = 〈convention, (up)p∈N〉 est ba-
vard ssi :
1. la fonction convention est conforme a` la de´finition 4.3.2.III. De plus, elle ne
permet d’avancer que des arguments qui sont dans Argbase(h) ;
2. les gains uV , uF sont conformes a` la de´finition 4.3.2.III. Si un participant ne
peut pas avancer d’arguments de Argbase(h), alors la victoire est attribue´e
a` son adversaire.
Cette solution est transparente et simple. Elle peut donc convenir a` un syste`me d’aide
a` l’argumentation. Malheureusement, elle ne permet de garantir ni la correction, ni
la comple´tude des protocoles qu’ils soient a` re´ponses uniques ou a` re´ponses multiples.
Les exemples suivants en sont la preuve.
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P
Q S
R
Fig. 4.3.2.III: Repre´sentation sous forme de graphe oriente´ du syste`me d’argumen-
tation AS5.
Exemple n◦ 4.3.2.II [Protocole a` re´ponses uniques] Le syste`me d’argumenta-
tion AS5 est repre´sente´ dans la figure 4.3.2.III. Les arguments sont exprime´s dans une
logique argumentative de la manie`re suivante :
P : support(P ) = {φ, φ→ ψ0} conclusion(P ) = ψ0
Q : support(Q) = {π, π ∨ ξ → ¬φ} conclusion(Q) = ¬φ
R : support(R) = {ξ, ξ → ¬π} conclusion(R) = ¬π
S : support(S) = {ξ, ξ ∨ π → ¬φ} conclusion(S) = ¬φ
Cette structure des arguments ve´rifie que Cl({P,Q,R}) = {P,Q,R, S} et
Cl({P,Q,R, S}) = {P,Q,R, S}. Conside´rons un protocole a` re´ponses uniques qui soit
un protocole bavard. Le dialogue oriente´ par un tel protocole est repre´sente´ dans la
figure 4.3.2.II. On constate que V gagne l’historique (M1,M2,M3,M4,M5). Toutefois
V
F
M1 = 〈V, assert(ψ0)〉
V
M2 = 〈F, challenge(ψ0),M1〉
F
M3 = 〈F, argue(φ, φ→ ψ0 ⇒ ψ0),M2〉
V
M4 = 〈F, argue(π, π ∨ ξ → ¬φ⇒ ¬φ),M2〉
V gagne
M5 = 〈V, argue(ξ, ξ → ¬π ⇒ ¬π),M4〉
Fig. 4.3.2.IV: Repre´sentation du dialogue oriente´ par un protocole bavard a` re´-
ponses uniques.
P n’est pas prouvable dans la base d’arguments {P,Q,R, S}. Ce protocole n’est donc
pas correct. En effet, ce protocole ne permet pas au falsificateur d’attaquer P avec S.
Cet exemple nous a permis d’illustrer la diffe´rence entre la dynamique d’une dis-
cussion critique et le caracte`re statique de la the´orie de la preuve. Comme l’illustre
l’exemple suivant, un protocole bavard a` re´ponses multiples n’est pas ne´cessairement
correct.
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Exemple n◦ 4.3.2.III [Protocole a` re´ponses multiples] Le syste`me d’argumen-
tation AS6 est repre´sente´ dans la figure 4.3.2.V. Les arguments sont exprime´s dans une
P
Q S
R U T
Fig. 4.3.2.V: Repre´sentation sous forme de graphe oriente´ du syste`me d’argumen-
tation AS6.
logique argumentative de la manie`re suivante :
P : support(P ) = {φ, φ→ ψ0} conclusion(P ) = ψ0
Q : support(Q) = {π1, π1 → ¬φ} conclusion(Q) = ¬φ
R : support(R) = {ξ1, ξ1 → ¬π1} conclusion(R) = ¬π1
S : support(S) = {π2, π2 → ¬φ ∧ ¬ξ1} conclusion(S) = ¬φ
T : support(T ) = {ξ2, ξ2 → φ} conclusion(T ) = φ
U : support(T ) = {π2, π2 → ¬φ ∧ ¬ξ1} conclusion(U) = ¬ξ
Cette structure des arguments ve´rifie que Cl({P,Q,R, S, T}) = {P,Q,R, S, T, U} et
Cl({P,Q,R, S, T, U}) = {P,Q,R, S, T, U}. Conside´rons un protocole a` re´ponses mul-
tiples qui soit un protocole bavard. Le dialogue oriente´ par un tel protocole est repre´sente´
dans la figure 4.3.2.III. On constate que V gagne l’historique (M1,M2,M3,M4,M5,M6,M7).
V
F
M1 = 〈V, assert(ψ0)〉
V
M2 = 〈F, challenge(ψ0),M1〉
F
M3 = 〈V, argue(φ, φ→ ψ0 ⇒ ψ0),M2〉
V
M4 = 〈F, argue(π1, π1 → ¬φ⇒ ¬φ),M3〉
F
M5 = 〈V, argue(ξ1, ξ1 → ¬π1 ⇒ ¬π1),M4〉
V
M6 = 〈F, assert(π2, π2 → φ ∧ ¬ξ1 ⇒ ¬φ),M3〉
V gagne
M7 = 〈V, argue(ξ2 → φ),M6〉
Fig. 4.3.2.VI: Repre´sentation d’un dialogue oriente´ par un protocole bavard a`
re´ponses multiples.
Toutefois ψ0 n’est pas prouvable dans la base d’arguments {P,Q,R, S, T}. Ce protocole
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n’est donc pas correct. En effet, ce protocole ne permet pas au falsificateur d’attaquer
R avec U .
En re´sume´, un protocole bavard n’est correct que dans la mesure ou` il permet d’avan-
cer de nouveaux actes de langage qui attaquent de manie`re alternative les pre´ce´dents
actes de langage de l’adversaire. Le proble`me provient moins de la proprie´te´ de
correction que celle de comple´tude. La proprie´te´ de comple´tude porte sur le futur
d’un historique. Si un protocole interdit d’avancer un nouvel acte de langage pour
re´pondre a` un pre´ce´dent acte de langage de l’adversaire alors ce protocole est in-
e´vitablement incomplet. En conse´quence, les protocoles na¨ıfs semblent eˆtre les seuls
protocoles a` re´ponses uniques (ou multiples) qui soient corrects et complets.
On peut envisager deux solutions pour pallier cette imperfection. Soit on de´finit
des gains pour les protocoles a` re´ponses uniques (ou multiples) qui garantissent la
correction et la comple´tude de tels protocoles. Soit on propose des re`gles dialectiques
suffisamment flexibles pour garantir la correction et la comple´tude d’un protocole
bavard. Dans le premier cas, rien ne garantit que la de´finition des gains et donc
l’attribution de la victoire a` l’un des joueurs sera suffisamment naturelle et simple
pour eˆtre inte´gre´e dans un syste`me d’aide a` l’argumentation. C’est la raison pour
laquelle la seconde solution est privile´gie´e.
L’objectif consiste alors a` de´finir un protocole bavard qui soit correct et complet.
Comme nous l’avons vu pre´ce´demment, les protocoles a` re´ponses uniques et les
protocoles a` re´ponses multiples ne conviennent pas. En effet, ils ne permettent pas
d’avancer n’importe quel acte de langage. Il est donc ne´cessaire de proposer un
protocole plus permissif.
De´finition n◦ 4.3.2.XIV [Protocole libertaire]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique qui porte sur ψ0. Le protocole Proto = 〈convention, (up)p∈N〉 est li-
bertaire ssi :
1. Proto est un protocole bavard ;
2. la fonction convention, conforme a` la de´finition 4.3.2.III, ve´rifie que : ∀Mk ∈
convention(h), act(Mk) est pertinent.
Remettons a` plus tard la de´finition technique de la pertinence d’un acte de langage.
Ce type de protocole est moins restrictif qu’un protocole a` re´ponses multiples. En
effet, un joueur peut librement avancer un acte de langage qui fait re´fe´rence a` un des
pre´ce´dents coups de son adversaire. Le coup auquel il fait re´fe´rence n’appartient pas
ne´cessairement a` la ligne persuasive en cours. Comme nous l’avons fait remarquer
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pre´ce´demment, utiliser ce type de protocole entraˆıne une surcharge computation-
nelle. C’est le prix a` payer pour eˆtre complet.
Comment de´finir la pertinence d’un acte de langage ? On doit au pre´alable e´tiqueter
les actes de langage dans un arbre de dialogue. On est alors en mesure de distinguer
les coups qui sont en discussion et ceux qui ne le sont pas. Le statut d’un coup est
assigne´ sur la base des coups e´mis dans un dialogue sans prendre en conside´ration
la base des arguments.
De´finition n◦ 4.3.2.XV [Statut discursif d’un coup]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique qui porte sur ψ0. Soit hk ∈ H un historique, Mi est en discussion
dans l’historique hk (avec i ≤ k) ssi tous les coups qui y re´pondent n’ont pas e´te´
e´mis dans ce dialogue. Dans le cas contraire, ce coup n’est pas en discussion. On
note discussedhk(Mi) le statut discursif du coup Mi ∈ hk dans l’historique hk.
On dit alors d’un coup qu’il est pertinent ssi il modifie le statut discursif du coup
initial.
De´finition n◦ 4.3.2.XVI [Pertinence d’un coup]
Soit DSMoves(ψ0,AS) = 〈N,H, T, (CSp)p∈N , convention, Z, (up)p∈N〉 un syste`me
dialectique qui porte sur ψ0. Soit hk−1 = (M1, . . . ,Mk−1) ∈ H un historique, Mk
est pertinent dans hk−1 ssi discussedhk−1(M1) 6= discussedhk(M1).
Henry Prakken a de´montre´ dans [50] que le protocole libertaire est correct et complet.
Pour des raisons de concision nous ne de´taillerons pas cette longue de´monstration ici.
Toutefois, l’exemple permet d’illustrer la comple´tude et la correction d’un protocole
libertaire.
Exemple n◦ 4.3.2.IV [Protocole libertaire] Si on reprend l’exemple 4.3.2.III en
utilisant un protocole libre, alors on constate que le dialogue oriente´ par un tel protocole
et repre´sente´ dans la figure 4.3.2.IV est gagne´ par F. ψ0 n’est pas prouvable dans la base
d’arguments {P,Q,R, S, T}. Ce protocole est correct et complet. En effet, ce protocole
permet a` l’agent falsificateur d’attaquer R avec U .
En re´sume´, un syste`me dialectique multi-agents est un dispositif au travers duquel
deux agents s’affrontent a` propos de la validite´ d’une formule. Contrairement a` un
jeu argumentatif d’e´valuation se´mantique, les participants d’une discussion critique
sont des agents munis de leurs propres arguments. Dans cette perspective, la base
d’arguments a` partir de laquelle un argumentateur est de´clare´ victorieux n’est pas
fixe´e a priori.
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V
F
M1 = 〈V, assert(ψ0)〉
V
M2 = 〈F, challenge(ψ0),M1〉
F
M3 = 〈V, argue(φ, φ→ ψ0 ⇒ ψ0),M2〉
V
M4 = 〈F, argue(π1, π1 → ¬φ⇒ ¬φ),M3〉
F
M5 = 〈V, argue(ξ1, ξ1 → ¬π1 ⇒ ¬π1),M4〉
V perd
M8 = 〈F, argue(π2, π2 → ¬φ ∧ ¬ξ1 ⇒ ¬ξ1),M5〉
V
M6 = 〈F, assert(π2, π2 → φ ∧ ¬ξ1 ⇒ ¬φ),M3〉
F
M7 = 〈V, argue(ξ2 → φ),M6〉
Fig. 4.3.2.VII: Repre´sentation du dialogue oriente´ par un protocole libre.
4.4 Mode`le de dialogue
Dans ce qui pre´ce`de, nous avons vu qu’en s’inspirant de la dialectique, les mode`les
d’interaction directe entre agents ont inte´gre´ la notion d’engagement et celle d’argu-
ment. Nous pre´sentons ici un travail qui permet de faire le lien entre les arguments
qui sont e´change´s dans un dialogue et les engagements qui sont pris dans un dialogue.
Dans [10], Jamal Bentahar, Bernard Moulin et Brahim Chaib-draa proposent un
cadre formel qui permet de repre´senter les actions des agents au cours des dialogues.
Ces actions sont interpre´te´es en termes de manipulation et de positionnement par
rapport a` des engagements sociaux. D’une part, les agents doivent eˆtre capables
de justifier les faits sur lesquels ils s’engagent. D’autre part, les agents doivent eˆtre
capables de justifier leurs actions sur les engagements.
Nous allons dans un premier temps pre´senter le mode`le de dialogue propose´ (cf
section 4.4.1). Dans un second temps, nous aborderons rapidement les relations
entre les arguments et les engagements (cf section 4.4.2).
4.4.1 Le mode`le de dialogue
[10] propose un mode`le de dialogue qui combine trois approches de l’interaction :
l’approche mentalistique, l’approche argumentative et l’approche sociale.
L’approche mentalistique (cf section 1.5), qui conside`re une e´nonciation comme une
action intentionnelle, de´finit la pragmatique des messages en termes d’e´tats men-
taux. L’approche argumentative mode´lise l’interaction par une joute verbale entre
des participants qui tentent de persuader leur partenaire en e´changeant des argu-
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ments (cf section 4.3.2). L’approche sociale conside`re le dialogue au travers d’une
structure bilate´rale qui engage deux participants, un initiateur et un partenaire, dans
un e´change de messages ordonne´s et cohe´rents oriente´s par des re`gles pour e´tablir
un engagement social (cf section 4.2.2).
Le mode`le de dialogue propose´ dans [10] est repre´sente´ dans la figure 4.4.1.I. Ce
mode`le, repre´sente´ a` droite de la figure, est stratifie´ en trois couches. Chacune de
ces couches correspond a` un niveau d’abstraction diffe´rent. La couche de bas niveau,
intitule´e couche de dialogue, est constitue´e des actes de langage qui sont e´change´s
par les agents au cours des dialogues. La couche supe´rieure permet de ge´rer les
engagements et les arguments relatifs aux dialogues. Alors que les actes de langage
sont directement observables, les engagements et les arguments sont de´duits des
actes e´change´s. La troisie`me et dernie`re couche permet de prendre en conside´ration
les e´tat mentaux des agents ainsi que les relations sociales qui les lient les uns aux
autres. Cette couche permet de ge´rer les aspects prive´s aux agents.
Ce mode`le de dialogue est mis en relation avec une architecture d’agent dialogique
repre´sente´e a` droite de la figure 4.4.1.I. Cette architecture est de´compose´e en trois
mode`les. Le mode`le mental manipule les croyances, les buts et les intentions des
agents (Belief, Desire, Intention). Le mode`le social permet de manipuler les conven-
tions et les engagements. Alors qu’un engagement est public, un e´tat mental est
propre a` l’agent. Toutefois ces notions ne sont pas inde´pendantes. Un engagement
social re´ve`le l’e´tat mental d’un agent. C’est la raison pour laquelle un agent est
dote´ de capacite´ de raisonnement. A` partir de ses e´tats mentaux et de son mode`le
social, le raisonnement de l’agent va guider son comportement. Il va argumenter et
s’engager socialement. De plus, un agent est muni de connaissances ge´ne´rales qui lui
permettent de constituer un terrain commun avec ses partenaires dans les dialogues.
4.4.2 Les relations entre engagements et arguments
Dans [10], Jamal Bentahar, Bernard Moulin et Brahim Chaib-draa explicitent les
relations qu’il existe entre les arguments et les engagements.
Dans ce travail, les auteurs e´tendent la de´finition d’engagement social (cf de´finition
4.2.2.I) de la manie`re suivante :
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Architecture d’agent dialogique
Mode`le mental
Mode`le social
Mode`le d’engagement
Mode`le de raisonnement
Connaissances ge´ne´rales
Mode`le de dialogue
Couche cognitive
Couche d’engagements/arguments
Couche de dialogue
Terrain commun
Fig. 4.4.1.I: Liens entre architecture d’un agent dialogique et mode`le de dialogue
De´finition n◦ 4.4.2.I [Engagement social]
On appelle engagement social le pre´dicat suivant :
C(x, Y, tC , α, tα, sx, sy) (4.4.2.I)
D’apre`s ce pre´dicat, l’agent x, appele´ de´biteur, s’engage au temps tC vis a` vis des
agents Y , appele´s cre´diteurs, a` re´aliser l’action α, appele´e contenu, au temps
tα. Si l’agent x de´cide d’annuler l’engagement, il se verra infliger la sanction sx
alors que les agents Y qui libe`rent l’engagement se verront infliger la sanction
sy.
D’une part, un cre´diteur ne s’engage pas vis a` vis d’un agent mais vis a` vis d’un en-
semble d’agents, appele´s cre´diteurs. D’autre part, ce travail distingue la dynamique
de l’engagement et la dynamique du contenu de l’engagement. En effet, cette de´fini-
tion distingue tα la date butoire a` laquelle l’engagement doit eˆtre rempli et la date
tC associe´e a` l’engagement. C’est un instant ou un intervalle de temps ([t
inf
C , t
sup
C ])
au cours duquel l’engagement est en vigueur.
L’engagement est muni d’un cycle de vie quasi identique a` celui de´crit dans la figure
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4.2.2.I. Dans ce travail, un engagement ne peut pas eˆtre libe´re´. L’e´tat Released
n’existe pas.
Le contenu d’un engagement social est e´galement dynamique. Lorsqu’un engagement
est actif, son contenu est soumis (note´ Submitted). Le contenu d’un engagement
peut alors eˆtre modifie´ (note´ Changed), mis en doute (note´ Challenged), justi-
fie´ (note´ Argued), accepte´ (note´ Accepted) ou refuse´ (note´ Refused). La figure
4.4.2.I repre´sente le cycle de vie du contenu d’un engagement sous la forme d’un
automate fini (cf de´finition 1.4.2.I). L’e´tat Submitted est initial. Les e´tats Accepted
et Refused sont finaux.
Afin de mode´liser le dynamisme des dialogues, les actes de langage sont interpre´te´s
en terme d’action sur les engagements ou sur leur contenu. On distingue d’une part
les actions qui peuvent eˆtre re´alise´es par le cre´diteur sur l’engagement et d’autre
part, les actions qui peuvent eˆtre re´alise´es par le cre´diteur ou les de´biteurs sur le
contenu. Seuls les actes de langage e´mis par le de´biteur agissent sur l’engagement.
Ces actes permettent de cre´er, d’annuler, de remplir ou de violer l’engagement. A`
l’inverse, les cre´diteurs et le de´biteur peuvent agir sur le contenu d’un engagement.
Ils se positionnent par rapport au contenu. Le de´biteur peut faire des concessions
sur le contenu de l’engagement. Il peut e´galement le justifier si le cre´diteur le met
en doute. Le cre´diteur peut mettre en doute, accepter ou refuser le contenu d’un
engagement. Les locutions utilise´es ont une se´mantique argumentative (cf section
4.3.2).
De plus, [10] propose un formalisme, que nous ne de´taillerons pas ici, qui permet
d’analyser les dialogues et qui peut aider les agents dialogiques a` prendre part a` des
dialogues consistants.
En re´sume´, le cadre formel propose´ ici permet de lier les arguments e´change´s et les
engagement pris dans les dialogues.
4.5 Synthe`se
Ce chapitre a e´te´ consacre´ auxmode`les de dialogue entre agents, i.e. les mode`les
d’interaction directe entre agents qui s’inspirent de la dialectique.
Un syste`me dialectique multi-agents est un dispositif a` travers lequel deux
agents argumentatifs, chacun muni de son propre argumentaire, s’e´changent des
coups dialogiques. Un agent argumentatif affirme une hypothe`se dans la mesure
ou` il dispose d’un argument en sa faveur. En d’autres termes, les actes de langage ont
une se´mantique argumentative. A` l’inverse, les tableaux d’engagement re´pertorient
l’ensemble des hypothe`ses sur lesquelles les agents s’engagent. Initialement vides, les
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tableaux d’engagement conservent la trace des engagements au cours des e´changes.
En d’autres termes, les actes de langage ont une se´mantique sociale. Les coups
dialogiques e´change´s doivent eˆtre conformes a` une convention, i.e. un ensemble de
re`gles dialectiques. En d’autres termes, ces re`gles capturent l’aspect conventionnel
de la pragmatique du langage de communication.
Pour les trois raisons suivantes, cette approche permet de mode´liser le dialogue au
sens politique, c’est a` dire une prise de de´cision concerte´e.
1. La se´mantique des actes de langage est argumentative. Le raisonnement des
agents s’appuie sur une logique argumentative. Ce mode`le de raisonnement
permet aux agent de ge´rer les incohe´rences entre leurs propres croyances et les
informations transmises par d’autres agents.
2. La se´mantique des actes de langage est sociale. Les engagements pris sont
publics et objectifs. Un agent qui assiste au dialogue confe`re le meˆme sens aux
actes de langage et re´alise les meˆmes infe´rences, qu’il en soit le destinataire ou
non.
3. Les re`gles dialectiques constituent une alternative au protocole d’interaction.
D’une part, ce sont des structures collaboratives de communication flexible.
Elles permettent de coordonner l’activite´ dialogique des agents. D’autre part,
parce que le cadre est bien de´fini, on peut caracte´riser le re´sultat obtenu au
terme du dialogue.
Dans le chapitre suivant, nous allons e´valuer dans quelle mesure les travaux e´voque´s
ici permettent ou non de re´pondre a` notre proble´matique.
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Changed
Accepted Submitted Refused
Challenged
Argued
accept refuseconcede
refuseaccept
refuseaccept
concede
challenge argue
challengechallenge
Fig. 4.4.2.I: Cycle de vie du contenu d’un engagement
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“In computer science, important
concepts usually come with a
plethora of alternative
characterizations”.
Christos PapdimitriouChapitre 5
Conclusion de l’e´tat de l’art
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Dans cette partie, nous avons de´gage´ les caracte´ristiques essentielles que doit pos-
se´der un mode`le de dialogue entre agents pour formaliser une de´cision collective et
de´battue. Dans cette perspective, cette partie met en exergue les limites de l’ap-
proche mentalistique de´veloppe´e dans les mode`les d’interaction directe entre agents
et pre´cise comment l’approche dialectique y re´pond.
Nous allons re´sumer ce en quoi les mode`les de raisonnement argumentatif (cf section
5.1) et les mode`les de dialogue (cf section 5.1) e´voque´s dans cette partie re´pondent
(ou non) a` nos exigences.
5.1 Mode`les de raisonnement argumentatif
L’approche mentalistique ne propose pas de mode`le de raisonnement qui permet a` un
agent de ge´rer les incohe´rences entre ses propres croyances et les informations rec¸ues.
Dans le chapitre 2, nous avons montre´ que l’argumentation constitue un mode`le
de raisonnement adapte´ au processus cognitif d’un agent autonome et social pour
ge´rer les interactions entre les arguments internes qui explicitent ses croyances et les
arguments externes qui cre´ditent des croyances contradictoires provenant d’autres
agents.
Les mode`les formels de raisonnement argumentatif aborde´s dans le chapitre 2 sont
repre´sente´s dans la figure 5.1.0.I.
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Langage logique sous jacent ?
Relation de priorite´ ?
oui
Logique argumentative
a` base de valeurs [ ?]
plusieurs
Logique argumentative
a` base de pre´fe´rences [2, 32]
une
Logique argumentative
[51]
aucune
Relation de priorite´ ?
non
Syste`me d’argumentation
a` base de valeurs [9]
plusieurs
Syste`me d’argumentation
a` base de pre´fe´rences [2]
une
Syste`me d’argumentation
[21]
aucune
Fig. 5.1.0.I: Arbre de de´cision pour classer les mode`les de raisonnement argumen-
tatif
1. Nous avons parcouru dans la section 2.3 les travaux qui conside`rent les ar-
guments comme des entite´s abstraites. Ces travaux sont repre´sente´s dans le
sous-arbre droit.
– Le syste`me d’argumentation propose´ par Phan Minh. Dung [21], pre´sente´
dans la section 2.3.1, est un mode`le formel de raisonnement au travers duquel
des arguments lie´s les uns aux autres peuvent eˆtre cate´gorise´s. Il s’appuie sur
les trois notions suivantes : le concept d’argument, une relation de contra-
diction et l’acceptabilite´ des arguments. Ce syste`me est repre´sente´ dans la
feuille droite du sous-arbre droit.
– Le syste`me d’argumentation a` base de pre´fe´rences propose´ par Leila Amgoud
et Claudette Cayrol [2, 1], pre´sente´ dans la section 2.3.2, est une extension
du syste`me d’argumentation de Phan Minh. Dung [21]. L’adjonction d’une
relation de priorite´ a permis de doter les arguments d’une force. Ce syste`me
est repre´sente´ dans la feuille centrale du sous-arbre droit.
– Le syste`me d’argumentation a` base de valeurs propose´ par Tre´vor Bench-
Capon [9] et pre´sente´ dans la section 2.3.3 est e´galement une extension du
syste`me d’argumentation de Phan Minh. Dung [21]. L’adjonction de plu-
sieurs relations de priorite´ permet de doter les arguments d’une force qui
de´pend de l’audience concerne´e. Ce syste`me est repre´sente´ dans la feuille
gauche du sous-arbre droit.
2. Nous avons parcouru dans la section 2.4 les travaux qui conside`rent les argu-
ments non plus comme des entite´s abstraites mais comme un sche´ma logique
qui repose sur une base de connaissances. On distingue alors dans un argu-
ment la pre´misse de la conclusion. Un argument est en faveur d’une conclusion
si la conclusion est une conse´quence logique de la pre´misse. Ces travaux sont
repre´sente´s dans le sous-arbre gauche.
– La logique argumentative propose´e par Michael Schroeder [51], aborde´e dans
la section 2.4.1, s’appuie sur la structure des arguments pour introduire
diffe´rentes relations de contradiction. Cette logique est repre´sente´e dans la
feuille droite du sous-arbre gauche.
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– Que cela soit dans la logique argumentative propose´e par Leila Amgoud et
Claudette Cayrol [1, 2] aborde´e dans la section 2.4.2 ou dans celle propose´e
par Antonis Kakas et Pavlos Mora¨ıtis [32, 42] aborde´e dans la section 2.4.3,
les arguments sont munis d’une force et d’une structure. Ces logiques sont
repre´sente´es dans la feuille centrale du sous-arbre gauche.
Conside´rant les connaissances comme des repre´sentations de l’e´tat du monde, nous
souhaitons les mode´liser a` l’aide de formules d’un langage de logique classique. Ainsi,
il nous faut disposer d’une logique argumentative. Conside´rant que les agents qui
disposent des meˆmes connaissances peuvent avoir des points de vue divergents, nous
devons conside´rer simultane´ment plusieurs relations de priorite´. Ainsi nous sou-
haitons disposer d’une logique argumentative a` base de valeurs. A` notre
connaissance, aucun travail ne re´pond a` cette double exigence. Cette vacuite´ est
repre´sente´e dans la feuille gauche du sous-arbre gauche.
5.2 Mode`les de dialogue entre agents
L’approche mentalistique confe`re aux actes de langage une se´mantique prive´e et
subjective. De plus, les protocoles d’interaction sont rigides et leur seule spe´cification
ne permet pas de garantir l’obtention d’un re´sultat. Nous avons montre´ dans le
chapitre 4 que l’approche dialectique permet de de´passer ces limites.
Les mode`les de dialogue aborde´s dans le chapitre 4, c’est-a`-dire les mode`les d’inter-
action directe entre agents qui s’inspirent de la dialectique, sont repre´sente´s dans la
figure 5.2.0.II.
Dispositif formel ?
Mode`le d’agent argumentatif ?
oui
DIAL
oui
Protocole de discussion [49]
non
Mode`le d’agent argumentatif ?
non
AMP [4]
oui
DIAGAL [37]
non
Fig. 5.2.0.II: Arbre de de´cision pour classer les mode`les de dialogue entre agents.
– Le langage de communication d’agents DIAGAL [47] pre´sente´ dans la section 4.2.2
s’inspire de la dialectique. En effet, il s’appuie sur la notion d’engagement social
qui permet notamment de formaliser les re`gles dialectiques. Puisqu’il ne propose
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pas de mode`le d’agents, DIAGAL est repre´sente´ dans la feuille droite du sous-arbre
droit.
– Le mode`le AMP [4] pre´sente´ dans la section 4.3.1 s’inspire e´galement de la dia-
lectique. Contrairement au pre´ce´dent, ce travail s’appuie sur un mode`le d’agent
qui spe´cifie dans quelle mesure les actes peuvent eˆtre e´nonce´s et comment ils sont
interpre´te´s. C’est la raison pour laquelle, ce mode`le est repre´sente´ dans la feuille
gauche du sous-arbre droit.
– Le mode`le propose´ par Henry Prakken [49] pre´sente´ dans la section 4.3.2 circons-
crit un cadre au travers duquel des agents dialoguent. Un tel dispositif formel
permet de garantir l’obtention d’un re´sultat (i.e. la correction) et de pre´juger de
sa qualite´ (i.e. la comple´tude). Contrairement au travail pre´ce´demment e´voque´
aucun mode`le d’agent n’est propose´. C’est pour ces deux raisons que ce travail est
repre´sente´ dans la feuille droite du sous-arbre gauche.
Souhaitant fournir un mode`le de dialogue comple`tement spe´cifie´, nous devons de´crire
l’ensemble des re`gles qui permettent aux agents de ge´rer les dialogues. Ainsi nous
souhaitons disposer d’un mode`le d’agent argumentatif. Souhaitant garantir
l’obtention d’un re´sultat et e´valuer sa qualite´, nous devons proposer un cadre for-
mel dans lequel les dialogues sont joue´s. Ainsi nous souhaitons disposer d’un
syste`me dialectique multi-agents. A` notre connaissance, aucun mode`le de dia-
logue ne re´pond a` cette double exigence. Cette vacuite´ est repre´sente´e dans la feuille
gauche du sous arbre droit.
En re´sume´, le mode`le DIAL pre´sente´ dans la partie suivante doit, pour re´pondre a`
notre objectif, circonscrire un cadre formel dans lequel les agents dialoguent. Ce cadre
est appele´ syste`me dialectique multi-agents. Le mode`le d’agent argumentatif
devra spe´cifier dans quelle mesure les actes peuvent eˆtre e´nonce´s et comment ils sont
interpre´te´s. Le mode`le formel de raisonnement argumentatif doit eˆtre une logique
argumentative a` base de valeurs.
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Deuxie`me partie
Mode`le DIAL

✭✭ The partisan, when he is
engaged in a dispute, cares
nothing about the rights of the
question, but is anxious only to
convince his hearers of his own
assertions. ✮✮
Plato, Dialogues, Phaedo
Chapitre 6
Introduction du mode`le
Suite aux exigences identifie´es dans la partie pre´ce´dente, nous proposons ici un
mode`le de dialogue entre agents qui y re´pond. Ce mode`le, intitule´DIAL (DIALogue
Is an Argumentative Labour1), contribue a` la formalisation d’une prise de de´cision
concerte´e.
Afin que les agents puissent ge´rer les interactions entre des arguments e´ventuelle-
ment contradictoires provenant de diffe´rentes sources, ils seront munis d’un mode`le
formel de raisonnement argumentatif. Pour pouvoir exprimer des connaissances re-
pre´sentant l’e´tat du monde, ce mode`le de raisonnement s’appuie sur un langage
logique sous-jacent. Dans le dessein de munir chaque agent de sa propre e´chelle de
valeur, chacun d’eux doit e´valuer inde´pendamment la force des arguments. A` cette
intention, nous de´finissons dans le chapitre 7 la logique argumentative qui constitue
le mode`le de raisonnement des agents. Cette logique argumentative a` base de
valeurs permet de ge´rer les interactions entre des arguments contradictoires qui
sont plus ou moins forts selon l’agent envisage´.
Ayant de´fini le mode`le de raisonnement des agents, nous devons, afin de proposer
un mode`le de dialogue complet, spe´cifier les e´le´ments du mode`le DIAL qui pre´cisent
comment les actes peuvent eˆtre e´nonce´s et comment ils sont interpre´te´s. A` cette
intention, nous pre´sentons, dans le chapitre 8, un mode`le d’agent argumentatif
qui leur permettent d’e´changer leurs connaissances et de raisonner conjointement.
Ayant de´fini les e´le´ments du mode`le DIAL qui permettent aux agents d’e´changer
des informations et de raisonner conjointement, nous devons, afin de garantir l’ob-
tention d’un re´sultat au terme du dialogue et d’e´valuer sa qualite´, spe´cifier les e´le´-
1Labeur = Travail pe´nible demandant un effort soutenu et de longue haleine, une grande te´-
nacite´. Au sens figure´, un processus continu ou progressif, de transformation, de maturation. On
remarque que labeur est employe´ comme synonyme de travail dans le style soutenu ou dans les
contextes accordant une valeur morale au travail.
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ments du mode`le DIAL qui permettent de ge´rer le flux d’information en re´gulant
l’enchaˆınement des messages afin de mener a` bien l’interaction. A` cette intention,
nous proposons dans le chapitre 9 un cadre formel intitule´ syste`me dialectique
multi-agents dans lequel les dialogues sont joue´s.
✭✭ Convaincre quelqu’un c’est le
vaincre par des arguments
forts. ✮✮
Anonyme
Chapitre 7
Syste`me d’argumentation
multi-agents
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7.1 Introduction
Nous proposons dans ce chapitre une logique argumentative qui constitue le mo-
de`le de raisonnement des agents. Cette logique argumentative permet de ge´rer les
interactions entre des arguments contradictoires qui sont plus ou moins forts selon
l’agent envisage´.
Afin de pre´senter cette logique argumentative, nous allons aborder tour a` tour cha-
cune des cinq notions de base mises en exergue dans la section 2.5. Nous allons dans
un premier temps de´finir le langage logique sous-jacent (cf section 7.2). Ce langage
permet d’exprimer des connaissances a` propos desquelles les agents ont des inclinai-
sons. Dans un second temps, nous porterons notre attention sur la structure interne
des arguments (cf section 7.3). Nous pre´senterons dans la section 7.4 les relations
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qui lient les arguments. Ces relations entre arguments permettent d’aboutir a` une
cate´gorisation des arguments selon diffe´rentes classes d’acceptabilite´ (cf section 7.5).
7.2 Langage sous-jacent
Le langage sous-jacent a` notre logique argumentative est un langage logique. Les
connaissances ainsi exprime´es sont rassemble´es dans une the´orie. D’une part, une
the´orie compile l’ensemble des connaissances des agents. D’autre part, chacun des
agents est associe´ a` une relation de priorite´ qui explicite ses propres inclinaisons.
Les connaissances sont des repre´sentations de l’e´tat du monde qui peuvent eˆtre vraies
ou fausses. C’est la raison pour laquelle nous les mode´lisons a` l’aide de formules
d’un langage de logique classique (cf Annexe A). Ce langage est : soit un langage
propositionnel ; soit un langage du premier ordre. L de´note un tel langage. Les agents
doivent pouvoir raisonner a` partir de ces connaissances. A` cet effet, ils utilisent un
syste`me de preuves (cf Annexe A.4). ⊢ de´note la de´duction classique.
Ces connaissances doivent eˆtre rassemble´es. Nous utilisons a` cet effet, comme dans
les travaux d’Antonis Kakas et de Pavlos Moraitis [32, 42] (cf section 2.4.3), un
programme logique.
De´finition n◦ 7.2.0.II [Programme logique]
Un programme de logique est un ensemble de clauses de programme du type :
r : L0 ← L1, ..., Ln (7.2.0.I)
avec Li un litte´ral (∀0 ≤ i ≤ n).
L0 est appele´ la teˆte de la clause de programme r. On le note L0 = head(r).
L’ensemble des autres litte´raux constitue le corps de la clause. On le note :
body(r) = {L1, ...., Ln}.
Un litte´ral est un atome A ou la ne´gation d’un atome ¬A. On a explicitement
L = ¬¬L. Leila Amgoud [1] utilise la notion de base de connaissances (cf section
2.4.2). Nous nous sommes restreints ici aux clauses de Horn. La formulation d’un
programme logique est proche du langage Prolog 1 et donc de l’imple´mentation qui
pourra en eˆtre propose´e.
Les connaissances peuvent repre´senter des faits. On utilise alors des clauses unite´es,
i.e. des clauses sans corps (par exemple, r1 : homme(Socrate)←). Les connaissances
1La plus connue des imple´mentations standards et libres de Prolog est SWI-Prolog
http://www.swi-prolog.org/
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peuvent repre´senter des re`gles. On utilise alors des clauses de programme avec un
corps (par exemple, r2(x) : mortel(x) ← homme(x)). Nous appellerons the´orie,
un ensemble fini de clauses. Ces clauses, qu’elles posse`dent ou non un corps, seront
appele´es des re`gles. Pour des raisons computationnelles e´videntes, nous conside´rons
ici que l’ensemble des variables du langage ont des domaines de de´finition finis.
Comme nous le de´finissons ci-dessous, une the´orie argumentative multi-agents est
constitue´e d’un ensemble de re`gles et d’un ensemble de valeurs a` partir desquelles
un ensemble d’agents argumente.
De´finition n◦ 7.2.0.III [The´orie argumentative multi-agents]
Soit ℧A = {ag1, . . . , agn} un ensemble d’agents. La the´orie argumentative
multi-agents est un triplet AT ℧A = 〈T , V, promote〉 ou` :
– T est une the´orie c’est a` dire un ensemble de clauses de programme appele´es
re`gles ;
– V est un ensemble fini de valeurs {v1, . . . , vt} ;
– promote : T → V est une fonction qui met en relation les re`gles et les valeurs.
Pour tous r ∈ T , promote(r) = v.
On dit qu’une re`gle r proˆne une valeur v ssi promote(r) = v.
Les inclinaisons refle`tent le ressentiment des agents. Selon Perelman [15], les ressen-
timents des agents diffe`rent selon l’e´chelle de valeurs a` laquelle ils se re´fe`rent. C’est la
raison pour laquelle nous conside´rons, comme dans les travaux de Bench-Capon [9]
(cf section 2.3.3), un ensemble de valeurs. Ces valeurs permettent de stratifier la
the´orie en un ensemble fini de couches. Chacune d’elles proˆne une valeur.
Dans la suite de ce manuscrit ℧A = {ag1, . . . , agn} de´note l’ensemble des agents
du syste`me. Ils se diffe´rencient les uns des autres par l’importance qu’ils affectent
aux valeurs. En conse´quence, on associe a` chacun des agents une relation de priorite´
propre a` l’agent.
De´finition n◦ 7.2.0.IV [Relation de priorite´]
Soient AT ℧A = 〈T , V, promote〉 une the´orie argumentative multi-agents et agi ∈
℧A l’un des agents du syste`me. La relation de priorite´ associe´e a` l’agent agi
(note´e ≪i) est une relation d’ordre strict et total sur V .
Cette relation est asyme´trique et transitive (cf annexe C). Contrairement aux tra-
vaux d’Antonis Kakas et de Pavlos Moraitis, les inclinaisons d’un agent ne sont pas
exprime´es a` l’aide de re`gles mais d’une simple relation binaire sur les valeurs (cf
de´finition 2.4.3.III). Les inclinaisons des agents contrairement a` leurs connaissances
n’ont pas vocation a` eˆtre partage´es ou dynamiques.
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Plus formellement, on associe a` chacun des agents une the´orie argumentative. Elle
est constitue´e d’une part d’une the´orie argumentative multi-agents et d’autre part
de la relation de priorite´ qui lui est propre.
De´finition n◦ 7.2.0.V [The´orie argumentative mono-agent]
Soit agi ∈ ℧A, un agent. La the´orie argumentative de l’agent agi est un
quadruplet AT i = 〈T , V, promote,≪i〉 ou` :
– AT ℧A = 〈T , V, promote〉 est une the´orie argumentative multi-agents telle que
nous l’avons de´finie pre´ce´demment ;
– ≪i est la relation de priorite´ associe´e a` l’agent agi telle que nous l’avons de´finie
pre´ce´demment.
L’e´chelle de valeurs a` laquelle un agent se re´fe`re permet de valuer les re`gles argu-
mentatives. Ainsi, les re`gles qui proˆnent la meˆme valeur sont e´qui-prioritaires et
prioritaires sur celles qui proˆnent une valeur plus faible.
On est alors en mesure d’e´valuer la priorite´ d’un ensemble de re`gles. On appelle
niveau de priorite´ d’un sous-ensemble non vide de re`gles, la valeur la moins prioritaire
proˆne´e par l’une des re`gles.
De´finition n◦ 7.2.0.VI [Niveau de priorite´]
Soit AT i = 〈T , V, promote,≪i〉 la the´orie argumentative associe´e a` l’agent agi ∈
℧A. Soit T ⊆ T un ensemble non-vide de re`gles. Le niveau de priorite´ de T
(note´ level(T )) est de´fini tq :
level(T ) = vj ∈ V ⇔
∃r ∈ T ∀r′ ∈ T − {r} (promote(r) = vj ≪i promote(r
′))
L’exemple pre´sente´ ci-dessous permet d’illustrer l’ensemble de ces de´finitions.
Exemple n◦ 7.2.0.I [The´orie argumentative multi-agents] Deux adhe´rents
d’une association loi 1901 doivent, au cours d’une assemble´e ge´ne´rale, se prononcer
pour de´signer le futur pre´sident de cette association.
La the´orie argumentative de l’agent ag1 (respectivement de l’agent ag2) est repre´sente´e
dans la partie gauche (respectivement dans la partie droite) de la figure 7.2.0.I. Ces deux
agents partagent une the´orie, i.e. un ensemble de re`gles (r11, . . . , r6) et un ensemble de
valeurs (v1, . . . , v6).
Ils doivent choisir parmi deux candidats : jack et jose. Les re`gles r11 et r21 relatives a`
l’objectif proˆnent la valeur v1. Les re`gles r12(x) et r22(x) qui font appel au sens commun,
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≪1 V T
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v6 r6 : president actuel(jack)←
v5 r5 : prison(jose)←
v4 r4 : escroc(jack)←
v3 r3(x) : president(x)← president actuel(x)
≪2 V T
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v3 r3(x) : president(x)← president actuel(x)
v4 r4 : escroc(jack)←
v5 r5 : prison(jose)←
v6 r6 : president actuel(jack)←
Fig. 7.2.0.I: The´ories argumentatives mono-agent
proˆnent la valeur v2. Les quatre re`gles suivantes (r3, r4, r5 et r6) sont des opinions, i.e.
des connaissances inde´pendantes les unes des autres. Chacune d’elle fait re´fe´rence a` une
valeur qui lui est propre (respectivement v3, v4, v5 et v6).
Les deux agents se re´fe´rent a` des e´chelles de valeurs diffe´rentes. Selon un agent, une
valeur situe´e au-dessus d’une autre valeur est conside´re´e comme davantage prioritaire.
Ces deux agents sont d’accord pour conside´rer l’objectif comme prioritaire et les re`gles de
sens commun comme secondaires mais prioritaires par rapport aux autres connaissances.
Leur point de vue sur les compe´tences et les qualite´s des candidats divergent par les
priorite´s qu’ils affectent aux valeurs v3, v4, v5 et v6.
En re´sume´, le langage sous-jacent a` notre logique argumentative est un langage
logique. Contrairement aux inclinaisons propres aux agents, les connaissances com-
munes sont des expressions bien forme´es de ce langage logique. Nous allons utiliser
ce langage pour de´finir les arguments.
7.3 Arguments
Un argument est construit a` partir d’une the´orie. Il est constitue´ d’une conclusion
et d’une pre´misse, i.e. un ensemble de re`gles a` partir desquelles la conclusion est
de´duite. Dans une the´orie argumentative multi-agents, l’argumentaire est construit
a` partir des re`gles partage´es par les agents.
Nous formalisons le concept d’argument de la manie`re suivante :
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De´finition n◦ 7.3.0.VII [Argument]
Soit T une the´orie. Un argument est un couple A = 〈P, c〉 ou` c est une re`gle du
langage sous-jacent et P ⊆ T un ensemble non vide de re`gles de´fini tq :
1. P est consistant ;
2. P ⊢ c ;
3. P est minimal, c’est a` dire qu’il n’existe pas de sous-ensemble de P qui
ve´rifie 1 et 2.
P est la pre´misse de A, note´e P = premise(A). c est la conclusion de A, note´e
c = conclusion(A).
A′ sera appele´ sous-argument de A ssi la pre´misse de A′ est contenue dans la
pre´misse de A. Par exemple, A′ = 〈{L←}, L←〉 est un sous-argument de
A = 〈{L ←,M ← L},M ←〉. De plus, nous dirons qu’un argument est trivial
lorsque sa pre´misse est constitue´e uniquement de sa conclusion. Par exemple,
A′ = 〈{L←}, L←〉 est un argument trivial.
Les agents partagent le meˆme argumentaire, i.e. le meˆme ensemble d’arguments
construits sur la meˆme the´orie.
De´finition n◦ 7.3.0.VIII [Argumentaire multi-agents]
Soit AT ℧A = 〈T , V, promote〉 une the´orie argumentative multi-agents.
L’argumentaire multi-agents est constitue´ de l’ensemble des arguments
construits sur la the´orie T . On le note A(T ).
La the´orie n’est pas ne´cessairement consistante. Les inconsistances peut eˆtre expli-
cites lorsque deux clauses unite´s de la the´orie sont contradictoires (par exemple,
r : president(jack) ← et r′ : ¬president(jack) ←). Les inconsistances peuvent eˆtre
implicites lorsque les contradictions sont indirectes. L’exemple suivant illustre ce cas
de figure.
Exemple n◦ 7.3.0.II [Arguments] On pourra noter que la the´orie pre´sente´e dans
l’exemple 7.2.0.I n’est pas consistante. Elle permet de de´duire president(jack) mais e´ga-
lement president(jose). De plus, d’apre`s les re`gles r11 et r12, ces deux atomes s’excluent
mutuellement. L’argumentaire multi-agents est constitue´ des arguments suivants :
1. D’une part, jack est actuellement pre´sident (r6). D’autre part, le pre´sident actuel,
jack, doit devenir le futur pre´sident (r3(jack)). On en de´duit que jack doit devenir
pre´sident :
A1 = ({r6, r3(jack)}, president(jack)←)
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2. Le candidat jose est en prison (r5). Or le futur pre´sident ne peut eˆtre en prison
comme jose (r22(jose)). Si jose n’est pas le futur pre´sident alors jack doit devenir
pre´sident (r11). On en de´duit que jack doit devenir pre´sident :
A2 = ({r5, r22(jose), r11}, president(jack)←)
L’argument A′2 est un sous-argument de A2 :
A′2 = ({r5, r22(jose)},¬president(jose)←)
3. Le candidat jack est un escroc (r4). Or tous les escrocs comme jack vont en
prison (r12(jack)). De plus, le futur pre´sident ne peut eˆtre en prison comme jack
(r22(jack)). Si jack n’est pas le futur pre´sident alors jose doit devenir pre´sident
(r21). On en de´duit que jose doit devenir pre´sident :
B = ({r4, r12(jack), r22(jack), r21}, president(jose)←)
L’argument B′ est un sous-argument de B :
B′ = ({r4, r12(jack), r22(jack)},¬president(jack)←)
On dispose de deux arguments qui sont en faveur du candidat jack (A1 et A2) et d’un
unique argument en faveur du candidat jose (B).
Parce que la the´orie est inconsistante, les arguments peuvent avoir des conclusions
contradictoires. Les relations entre arguments pre´sente´es dans la section suivante
permettent de ge´rer de telles inconsistances.
7.4 Relations entre arguments
Dans un argumentaire multi-agents, les arguments sont lie´s les uns aux autres par
des relations. Ces relations sont soit objectives soit subjectives. Elles sont objectives
lorsque seules les relations de contradiction entre les re`gles sont conside´re´es (cf sec-
tion 7.4.1). Elles sont subjectives lorsqu’on conside`re e´galement les inclinaisons des
agents (cf section 7.4.2).
7.4.1 Relation d’attaque
Parce que la the´orie peut eˆtre inconsistante, les arguments sont susceptibles d’eˆtre
en conflit. La relation d’attaque pre´sente´e ici permet de capturer ces conflits. Nous
conside´rons que deux arguments s’attaquent mutuellement s’ils ont des conclusions
partielles contradictoires.
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De´finition n◦ 7.4.1.I [Attaque]
SoitAT ℧A = 〈T , V, promote〉 une the´orie argumentative multi-agents. SoientA =
〈P, c〉, B = 〈P ′, c′〉 ∈ A(T ) deux arguments. A attaque B (note´ attacks(A,B))
ssi :
∃L ∈ L ∃P1 ⊆ P, P2 ⊆ P
′ tq P1 ⊢ L et P2 ⊢ ¬L
La relation d’attaque s’appuie sur la relation de conflit entre un atome et sa ne´gation
explicite. Cette relation est syme´trique. Par abus de langage, on dit qu’un ensemble
d’arguments S attaque A, ou bien A est attaque´ par S (note´ attacks(S,A)) ssi un
argument de S attaque A.
Parce que les relations de priorite´ associe´es a` chacun des agents diffe`rent les unes
des autres, ces attaques peuvent eˆtre ignore´es.
7.4.2 Relations de defaite
Le succe`s d’une attaque d’un argument sur un autre argument de´pend de l’agent
qui l’e´value.
Comme cela est formalise´ dans la de´finition ci-dessus, un argument de´fait pour un
agent un autre argument dans la mesure ou` ils ont des conclusions partielles contra-
dictoires et la pre´misse du second sous-argument n’a pas un niveau de priorite´ su-
pe´rieur.
De´finition n◦ 7.4.2.I [De´faire pour un agent]
Soit AT i = 〈T , V, promote,≪i〉 la the´orie argumentative de l’agent agi. Soient
A = 〈P, c〉, B = 〈P ′, c′〉 ∈ A(T ) deux arguments. A de´fait B pour un agent
agi (note´ defeatsi(A,B)) ssi ∃L ∈ L ∃P1 ⊆ P, P2 ⊆ P
′ tq :
1. P1 ⊢ L et P2 ⊢ ¬L ;
2. ¬(leveli(P1)≪i leveli(P2)).
Contrairement a` la relation d’attaque, cette relation est asyme´trique. Par abus de
langage, on dit qu’un ensemble d’arguments S de´fait A pour un agent agi, ou bien A
est de´fait par S (note´ defeatsi(S,A)) ssi un argument de S de´fait A pour un agent
agi.
Ainsi, le succe`s d’une attaque de´pend de la force des arguments. La force d’un
argument A, c’est a` dire le niveau de priorite´ de sa pre´misse, est e´value´e inde´pen-
damment par chacun des agents : ∀agi ∈ ℧A strengthi(A) = leveli(premise(A)).
L’exemple suivant permet d’instancier ces de´finitions.
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Exemple n◦ 7.4.2.I [Relations entre arguments] Reprenons l’exemple pre´ce´-
dent. Les arguments A1 et A2 permettent de de´duire president(jack)←. L’argument B
permet de de´duire president(jose)←.
A1 attaque B et re´ciproquement. En effet, l’argument B
′ est un sous-argument de B.
De plus, sa conclusion est contradictoire avec celle de A1.
A2 attaque B et re´ciproquement. En effet, l’argument A
′
2 est un sous-argument de A2.
De plus, sa conclusion est contradictoire avec celle de B.
Conside´rons dans un premier temps, le point de vue de l’agent ag1. L’ensemble des
arguments sont repre´sente´s dans la figure 7.4.2.I a` l’aide d’un graphe oriente´ dont les
sommets sont des arguments et les areˆtes repre´sentent des relations de de´faite. Les cel-
lules grise´es correspondent aux re`gles les moins prioritaires de chacune des pre´misses.
Selon l’agent ag1, la valeur la moins prioritaire proˆne´e par la pre´misse de A1 (en l’occur-
rence v3) est moins prioritaire que la valeur proˆne´e par la pre´misse de B
′ (en l’occurrence
v4). En conse´quence, B de´fait A1 mais A1 ne de´fait pas B. Selon l’agent ag1, la valeur
la moins prioritaire proˆne´e par la pre´misse de A′2 (en l’occurrence v5) est plus prioritaire
que la valeur proˆne´e par la pre´misse de B (en l’occurrence v4). En conse´quence, B ne
de´fait pas A2 mais A2 de´fait B.
Conside´rons dans un second temps, le point de vue de l’agent ag2. L’ensemble des
≪1 V premise(A1) premise(A2) premise(A
′
2) premise(B) premise(B
′)
v1 r11
r21
v2 r12(jack) r12(jack)
r22(jose) r22(jack) r22(jack) r22(jack)
v6 r6
v5 r5 r5 A2
v4 r4 r4 B
v3 r3(jack) A1
Fig. 7.4.2.I: Relations entre arguments selon l’agent ag1
arguments sont repre´sente´s dans la figure 7.4.2.II.
Selon l’agent ag2, la valeur la moins prioritaire proˆne´e par la pre´misse de A1 (en l’occur-
rence v6) est moins prioritaire que la valeur proˆne´e par la pre´misse de B
′ (en l’occurrence
v4). En conse´quence, B de´fait A1 mais A1 ne de´fait pas B. Selon l’agent ag2, la valeur la
moins prioritaire proˆne´e par la pre´misse de A′2 (en l’occurrence v5) est moins prioritaire
que la valeur proˆne´e par la pre´misse de B (en l’occurrence v4). En conse´quence, B de´fait
A2 mais A2 ne de´fait pas B.
Ces relations ayant e´te´ de´finies, nous sommes alors en mesure de caracte´riser la
position d’un argument dans une the´orie argumentative.
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≪2 V premise(A1) premise(A2) premise(A
′
2) premise(B) premise(B
′)
v1 r11
r21
v2 r12(jack) r12(jack)
r22(jose) r22(jack) r22(jack) r22(jack)
v3 r3(jack)
v4 r4 r4 B
v5 r5 r5 A2
v6 r6 A1
Fig. 7.4.2.II: Relation entre arguments selon l’agent ag2
7.5 Acceptabilite´ des arguments
L’acceptabilite´ est une proprie´te´ des arguments qui permet de les cate´goriser. Cette
proprie´te´ de´pend de l’agent qui l’e´value.
Conside´rons dans un premier temps, le point de vue d’un syste`me multi-agents.
L’ensemble des arguments objectivement acceptables est l’ensemble des arguments
qui ne sont pas attaque´s ou qui s’ils le sont, se de´fendent par eux-meˆmes.
De´finition n◦ 7.5.0.II [Acceptabilite´ objective]
Soit AT ℧A = 〈T , V, promote〉 la the´orie argumentative multi-agents. Soient
A ∈ A(T ) un argument objectif et S ⊆ A(T ) un ensemble d’arguments. A est
objectivement acceptable vis a` vis de S ssi ∀B ∈ A(T ) attacks(B,A) ⇒
attacks(S,B).
Les arguments conside´re´s comme objectivement acceptables (ou non) sont dans l’ar-
gumentaire multi-agents. Ils sont e´value´s en fonction des relations objectives qui
existent entre eux.
Conside´rons dans un second temps, le point de vue d’un agent. L’ensemble des
arguments subjectivement acceptables est l’ensemble des arguments qui, selon lui,
ne sont pas de´faits ou qui s’ils le sont se de´fendent par eux-meˆmes.
De´finition n◦ 7.5.0.III [Acceptabilite´ subjective]
Soit AT i = 〈T , V, promote,℧A,≪i〉 la the´orie argumentative de l’agent agi.
Soient A ∈ A(T ) un argument et S ⊆ A(T ) un ensemble d’arguments. A
est subjectivement acceptable selon AT i vis a` vis de S ssi ∀B ∈
A(T ) defeatsi(B,A)⇒ defeatsi(S,B).
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Les arguments conside´re´s par un agent comme subjectivement acceptables (ou non)
sont des arguments dans l’argumentaire multi-agents. Ils sont e´value´s en fonction
des relations subjectives qui existent entre eux.
Par abus de langage, nous conside´rons dans la suite de ce manuscrit l’acceptabilite´
des arguments vis a` vis de l’ensemble de l’argumentaire (S = A(T )). Ainsi l’ensemble
des arguments objectivement acceptables correspond a` l’extension pre´fe´re´e du sys-
te`me d’argumentation AS = 〈A(T ), attacks〉. De meˆme l’ensemble des arguments
subjectivement acceptables selon l’agent agi correspond a` l’extension pre´fe´re´e du
syste`me d’argumentation ASi = 〈A(T ), defeatsi〉. Parce que le graphe associe´ a` ASi
est sans circuit, l’extension pre´fe´re´e correspond a` l’extension raisonnable. Elle est
unique et non-vide (cf the´ore`me 2.3.1.I). Contrairement a` l’acceptabilite´ objective,
l’acceptabilite´ subjective des arguments permet de conclure. Un agent est convaincu
d’une conclusion s’il dispose d’un argument subjectivement acceptable en sa faveur.
L’exemple suivant illustre ces de´finitions.
Exemple n◦ 7.5.0.II [Acceptabilite´] Reprenons l’exemple pre´ce´dent. La figure
7.5.0.III repre´sente la the´orie argumentative multi-agents et les deux the´ories argumen-
tatives mono-agent pre´ce´demment e´voque´es. Les syste`mes d’argumentation associe´s sont
repre´sente´s a` l’aide de graphes oriente´s. Conside´rons dans un premier temps la the´orie
AT 1
B
A1 A2
AT ℧A
B
A1 A2
AT 2
B
A1 A2
Fig. 7.5.0.III: Repre´sentation des the´ories argumentatives AT ℧A (au centre), AT 1
(a` gauche) et AT 2 (a` droite)
argumentative multi-agents AT ℧A . Les ensembles {A1A2} et {B} sont objectivement
acceptables.
Conside´rons dans un deuxie`me temps la the´orie argumentative AT 1. Contrairement a`
l’ensemble {B}, l’ensemble {A1A2} est subjectivement acceptable.
Conside´rons dans un troisie`me temps la the´orie argumentative AT 2. Contrairement a`
l’ensemble {A1, A2}, l’ensemble {B} est subjectivement acceptable.
Alors que l’agent ag1 est convaincu que jack doit eˆtre pre´sident, L’agent ag2 est convaincu
que c’est jose qui doit eˆtre pre´sident. Il n’y a pas de consensus.
En re´sume´, l’acceptabilite´ des arguments est une proprie´te´ des arguments qui per-
met de les cate´goriser. L’acceptabilite´ objective de´pend uniquement des relations de
contradiction entre les re`gles argumentatives. L’acceptabilite´ subjective de´pend de
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l’e´chelle de valeur a` laquelle on se re´fe`re et donc de l’agent qui l’e´value.
7.6 Synthe`se
Nous avons propose´ dans ce chapitre une logique argumentative qui constitue le
mode`le de raisonnement des agents. Cette logique argumentative permet de ge´rer
les interactions entre des arguments contradictoires qui sont plus ou moins forts
selon l’agent envisage´.
La logique argumentative propose´e ici s’appuie sur un langage logique. Une the´o-
rie compile l’ensemble des connaissances communes aux agents. Chaque agent est
associe´ a` une relation de priorite´ qui explicite ses propres inclinaisons.
Les agents partagent des arguments qui sont construits a` partir de leurs connais-
sances communes. Un argument est constitue´ d’une conclusion et d’une pre´misse,
i.e. un ensemble de re`gles a` partir desquelles la conclusion est de´duite.
Parce que ces connaissances sont contradictoires, les arguments sont susceptibles
d’eˆtre en conflit. La relation de contradiction entre arguments, appele´e ici at-
taque, permet de capturer ces conflits. Cette relation est objective.
Parce que les agents se re´fe`rent a` des e´chelles de valeurs diffe´rentes, chacun d’eux
e´value inde´pendamment la force des arguments. Chacune des relations de prio-
rite´ permet de doter les arguments d’une force. Ainsi, le succe`s d’une attaque d’un
argument sur un autre argument de´pend de l’agent concerne´.
Les relations entre arguments permettent d’aboutir a` une cate´gorisation des argu-
ments appele´e classes d’acceptabilite´. On distingue les arguments qui sont accep-
te´s par le syste`me multi-agents, et les arguments qui sont accepte´s par un agent en
particulier.
Dans ce chapitre, nous avons propose´ une nouvelle logique argumentative. D’une
part, la se´mantique de cette logique argumentative est celle d’un syste`me d’argu-
mentation a` base de valeurs [9]. Comme dans les travaux de Trevor Bench-Capon,
plusieurs classes d’acceptabilite´ permettent de conside´rer simultane´ment le point
de vue de plusieurs agents. D’autre part, la structure des arguments s’appuie sur
un langage logique sous-jacent. Un argument est constitue´ d’une pre´misse a` partir
de laquelle la conclusion est de´duite. Comme dans les travaux d’Antonis Kakas et
de Pavlos Moraitis [32, 42], les arguments sont construits a` partir d’un programme
logique.
Nous avons conside´re´ jusqu’ici que les agents disposaient des meˆmes connaissances.
Ces connaissances e´taient compile´es dans une the´orie commune a` l’ensemble des
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agents. Nous allons, dans le chapitre suivant, distinguer les connaissances propres a`
chacun des agents. Les e´le´ments du mode`le DIAL pre´sente´s dans le chapitre consti-
tuent un mode`le informatique qui permet aux agent d’e´changer leurs connaissances.
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✭✭ Il serait salutaire de ne pas
oublier que si les diverses
parcelles de savoir que nous
posse´dons nous rendent assez
dissemblables, dans notre infinie
ignorance nous sommes tous
e´gaux. ✮✮
Karl R. Popper.Chapitre 8
Syste`me multi-agents
argumentatifs
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8.1 Introduction
Ayant de´fini dans le chapitre pre´ce´dent le mode`le de raisonnement des agents, nous
pouvons pre´senter maintenant les e´le´ments du mode`le DIAL qui permettent aux
agents d’e´changer des informations et de raisonner conjointement. Les agents font
non seulement re´fe´rence a` des e´chelles de valeurs diffe´rentes mais ils ont e´galement
des connaissances diffe´rentes qu’ils e´changent et a` partir desquelles ils raisonnent.
Dans un premier temps, nous allons pre´senter dans la section 8.2 les deux langages
partage´s par l’ensemble des agents pour communiquer. Nous verrons ensuite dans la
section 8.3 dans quelle mesure les agents raisonnent ensemble : comment les agents
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sont constitue´s, comment ils interpre`tent les messages qui leur sont transmis et
comment ils y re´pondent en fonction des arguments dont ils disposent.
8.2 Langages communs
Pour e´changer des connaissances, les agents doivent se comprendre. Ils doivent par-
tager d’une part un meˆme langage de repre´sentation des connaissances et d’autre
part un langage de communication. Nous allons dans ce qui suit pre´senter ces deux
langages.
8.2.1 Langage de repre´sentation des connaissances
Un syste`me multi-agents argumentatifs est constitue´ d’un ensemble d’agents (note´
℧A) parmi lesquels la connaissance du syste`me est distribue´e. Ces connaissances
sont des expressions bien forme´es d’un meˆme langage de repre´sentation des
connaissances (note´ L℧). Afin que les agents tirent, a` partir des meˆmes connais-
sances, les meˆmes conclusions, ils partagent le meˆme me´canisme d’infe´rence (note´
⊢℧). Dans la suite de ce manuscrit, nous parlerons indiffe´remment d’agent ou d’agent
argumentatif.
Pour e´changer des connaissances, un langage de communication d’agents est ne´ces-
saire.
8.2.2 Langage de communication d’agents
Les agents e´mettent des messages pour e´changer leurs connaissances. A` cet effet,
nous de´finissons un langage de communication d’agents (note´ CL℧). Chaque
message est muni d’un identifiant unique Mk ∈ CL℧.
De´finition n◦ 8.2.2.I [Message]
Un message Mk ∈ CL℧ est de´fini par un triplet Mk = 〈Sk, Hk, Ak〉 ou` :
– Sk = speaker(Mk) ∈ ℧A est le locuteur du message ;
– Hk = hearer(Mk) ∈ ℧A en est l’allocutaire ;
– Ak = act(Mk) correspond a` l’acte de langage associe´ au message. Il est compose´
d’une locution et d’un contenu. La locution est l’une des suivantes : question,
assert, unknow, concede, challenge, withdraw. Le contenu, appele´ hypo-
the`se, est constitue´ d’une re`gle, de la ne´gation d’une re`gle ou d’un ensemble
de re`gles issues du langage L℧.
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Un message est e´mis par un locuteur a` l’intention d’un allocutaire. Tous les autres
agents du syste`me sont de simples auditeurs du message. Seul l’allocutaire d’un
message l’interpre`te dans le but d’y re´pondre.
Ayant de´fini les deux langages communs aux agents, nous allons dans la section
suivante de´crire les agents et voir comment ils raisonnent de manie`re conjointe.
8.3 Raisonnement conjoint
Chaque agent est muni de ses propres croyances. Il est associe´ a` une the´orie argu-
mentative e´tendue. Cette the´orie argumentative (cf section 7.2) permet de prendre
en conside´ration les hypothe`ses de ses interlocuteurs. D’une part, un agent interpre`te
les hypothe`ses qui lui sont transmises et les e´value sur la base de la compe´tence es-
time´e de l’agent qui a transmis cette information. D’autre part, l’agent e´met des
hypothe`ses. On dit des agents qu’ils co-argumentent.
Nous allons tout d’abord de´finir les e´le´ments constitutifs de chacun des agents argu-
mentatifs (cf section 8.3.1). A` partir de ces e´le´ments, nous construisons les the´ories
argumentatives e´tendues (cf section 8.3.2). Les hypothe`ses rec¸ues venant enrichir la
the´orie argumentative e´tendue, les actes de langages ont une se´mantique sociale (cf
section 8.3.3). Les hypothe`ses e´mises pouvant eˆtre justifie´es par la the´orie argumen-
tative e´tendue, les actes de langage ont une se´mantique argumentative (cf section
8.3.4).
8.3.1 Agents argumentatifs
Dans un syste`me multi-agents argumentatifs, les connaissances mais e´galement les
inclinaisons des agents diffe`rent. Ils partagent toutefois des valeurs et des connais-
sances communes. De plus, ils enregistent les hypothe`ses e´mises par leurs interlocu-
teurs.
Les agents argumentatifs, qui disposent de leurs croyances et de leurs valeurs, enre-
gistrent les engagements pris par leurs interlocuteurs dont ils e´valuent individuelle-
ment la re´putation. Chacun des agents est conforme a` la de´finition suivante :
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De´finition n◦ 8.3.1.I [Agent argumentatif]
Un agent argumentatif agi ∈ ℧A est de´fini par un sextuplet
agi = 〈Ti, Vi,≪i, promotei,∪j 6=iCS
i
j(t),≺i〉 ou` :
– Ti ⊆ T℧A est la the´orie personnelle de l’agent, i.e. un ensemble de re`gles
personnelles qui constituent les croyances de l’agent ;
– Vi ⊆ V℧A est un ensemble fini de valeurs personnelles qui constituent les
valeurs conside´re´es par l’agent ;
– promotei : Ti → Vi est une fonction qui met en relation les re`gles personnelles
et les valeurs personnelles ;
– ≪i est la relation de priorite´ associe´e a` l’agent, i.e. une relation d’ordre strict
et total sur sur Vi ;
– CSij(t) est le tableau d’engagement constitue´ des engagements pris avant ou a`
l’instant t dont l’agent agi est le cre´diteur et l’agent agj le de´biteur ;
– ≺i est la relation de re´putation associe´e a` l’agent, i.e. une relation d’ordre
strict et total sur ℧A ;
Les connaissances des agents diffe`rent, on parle alors de croyances. Chaque agent
a sa propre the´orie personnelle Ti. La multiplicite´ des the´ories personnelles justifie
l’emploi de cette notion e´piste´mique. Ces the´ories ne sont pas ne´cessairement dis-
jointes. Nous appellerons the´orie commune (note´ TΩA) les re`gles explicitement
partage´es par les agents argumentatifs :
TΩA ⊆ ∩agi∈℧ATi
L’ensemble des connaissances sont distribue´es parmi les agents argumentatifs du
syste`me. Elles peuvent eˆtre comple´mentaires ou contradictoires. Nous appellerons
the´orie conjointe (note´ T℧A) l’ensemble des re`gles du syste`me :
T℧A = ∪agi∈℧ATi
Les agents ne se re´fe`rent pas ne´cessairement aux meˆme valeurs. Chaque agent dispose
d’un ensemble de valeurs personnelles Vi. Ces ensembles ne sont pas ne´cessairement
disjoints. Nous appellerons valeurs communes (note´ VΩA), les valeurs explicite-
ment partage´es par les agents argumentatifs :
VΩA ⊆ ∩agi∈℧AVi
Une the´orie personnelle (Ti) fait re´fe´rence a` un ensemble de valeurs personnelles
(Vi). La fonction promotei : Ti → Vi met en relation la the´orie personnelle avec les
valeurs personnelles. Chacune des re`gles argumentatives proˆne une valeur :
∀r ∈ Ti ∃v ∈ Vi promotei(r) = v
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D’une part, la the´orie commune (TΩA) fait re´fe´rence a` l’ensemble de valeurs com-
munes (VΩA). La fonction promoteΩA : TΩA → VΩA met en relation ces deux en-
sembles. Chacune des re`gles communes proˆne une valeur commune :
∀r ∈ TΩA ∃v ∈ VΩA promoteΩA(r) = v
D’autre part, une the´orie propre a` l’agent (Ti−TΩA) fait re´fe´rence a` un ensemble
de valeurs propres a` l’agent (Vi − VΩA). Chacune des re`gles propres a` un agent
proˆne une valeur qui lui est propre :
∀r ∈ Ti − TΩA ∃v ∈ Vi − VΩA promotei(r) = v
Quand elles sont communes, les valeurs sont universelles et quasi-semblables a` des ve´-
rite´s. Quand elles sont propres a` l’agent, les valeurs se pre´sentent simplement comme
conformes aux aspirations de l’agent [15] (cf section 2.2.3). En d’autres termes, les
valeurs communes sont prioritaires vis a` vis des valeurs propres a` l’agent :
∀vω ∈ VΩA ∀v ∈ Vi − VΩA v ≪i vω
Ainsi, les agents argumentatifs du syste`me partagent la the´orie argumentative multi-
agents suivante :
AT ΩA = 〈TΩA , VΩA , promoteΩA〉
Au cours des e´changes, les agents prennent position. Les auditeurs de ces messages
enregistrent ces positions. On nomme tableaux d’engagements (commitment stores)
les structures de donne´es qui font le compte des de´clarations perc¸ues par un agent et
e´mises par ses interlocuteurs au cours des e´changes. Le tableau d’engagement, note´
CSij, re´pertorie l’ensemble des re`gles sur lesquelles l’agent agj s’engage et qui sont
enregistre´es par l’agent agi. Initialement vides, les tableaux d’engagement conservent
la trace des engagements au cours des e´changes.
La re´putation est un concept social qui lie un agent a` ses interlocuteurs. C’est e´ga-
lement une relation nivele´e [16]. Les relations individuelles de re´putation qui sont
transitives, irre´flexives, asyme´triques et totales, ve´rifient ces hypothe`ses. agj ≺i agk
se lit : ✭✭ l’agent agi fait plus confiance a` l’agent agk qu’a` l’agent agj ✮✮.
L’exemple suivant permet d’illustrer cette de´finition.
Exemple n◦ 8.3.1.I [Agent argumentatif] Reprenons l’exemple 7.2.0.I du chapitre
pre´ce´dent. Les adhe´rents d’une association loi 1901 doivent, au cours d’une assemble´e
ge´ne´rale, se prononcer pour de´signer le futur pre´sident de cette association. Conside´rons
deux agents : ag1 et ag2.
L’agent ag1 est l’un de ces adhe´rents. Sa the´orie personnelle (note´e T1) est constitue´e de
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cinq re`gles qui proˆnent trois valeurs diffe´rentes. Cet agent peut eˆtre associe´ a` la the´orie
argumentative mono-agent AT 1 = 〈T1, V1, promote1,≪1〉 repre´sente´e dans la figure
8.3.1.I. Dans cette figure, une valeur situe´e au-dessus d’une autre valeur est conside´re´e
par l’agent comme davantage prioritaire. On ve´rifie que : v3 ≪1 v2 ≪1 v1.
L’agent ag2 est un second adhe´rent. Sa the´orie personnelle (note´e T2) est constitue´e de
huit re`gles qui proˆnent six valeurs diffe´rentes. Cet agent peut eˆtre associe´ a` la the´orie
argumentative mono-agent AT 2 = 〈T2, V2, promote2,≪2〉 repre´sente´e dans la figure
8.3.1.I.
≪1 V1 T1 TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v3 r3(x) : president(x)← president actuel(x)
Fig. 8.3.1.I: The´orie argumentative associe´e a` l’agent ag1
≪2 V2 T2 TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v3 r3(x) : president(x)← president actuel(x)
v4 r4 : escroc(jack)←
v5 r5 : prison(jose)←
v6 r6 : president actuel(jack)←
Fig. 8.3.1.II: The´orie argumentative associe´e a` l’agent ag2
En re´sume´, ces deux agents utilisent un meˆme langage de repre´sentation de connais-
sances. Ils partagent explicitement une the´orie commune. Celle-ci est constitue´e des re`gles
relatives a` l’objectif et des re`gles de sens commun (TΩA = {r11, r21, r12(x), r22(x)}). Ces
re`gles proˆnent un ensemble de valeurs communes (VΩA = {v1, v2}).
Contrairement au mode`le AMP [4, 46], les hypothe`ses notifie´es dans les tableaux
d’engagements sont prises en conside´ration dans le processus de raisonnement des
agents. Nous allons dans la section suivante pre´senter les the´ories argumentatives
e´tendues associe´es a` chacun des agents qui permettent de relever ce de´fi.
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8.3.2 The´orie argumentative e´tendue
Puisque les connaissances sont distribue´es parmi les agents du syste`me, chaque agent
dispose d’un argumentaire qui lui est propre. Une re`gle peut eˆtre : soit commune a`
l’ensemble des agents, soit une croyance propre a` l’agent, soit une de´claration e´mise
par l’un de ses interlocuteurs. La priorite´ de cette re`gle de´pend alors de la source
de l’information. Nous associons a` chaque agent une the´orie argumentative e´tendue
qui associe des valeurs diffe´rentes a` chacune des sources d’information.
Comme chaque agent agi dispose d’une the´orie argumentative personnelle (Ti), d’un
ensemble de valeurs personnelles (Vi) et d’une relation de priorite´ (≪i), nous pouvons
trivialement l’associer a` la the´orie argumentative mono-agent suivante :
AT i = 〈Ti, Vi, promotei,≪i〉
De cette manie`re, l’argumentaire d’un agent est construit seulement a` partir de
ses croyances personnelles. C’est la solution adopte´e par le mode`le AMP [46, 4].
Une telle the´orie argumentative ne permet pas aux agents de raisonner ensemble. A`
cet effet, les agents doivent construire leur argumentaire non seulement a` partir de
leurs croyances mais e´galement a` partir des engagements de leurs interlocuteurs. Par
conse´quence, on associe a` chaque agent la the´orie argumentative e´tendue suivante :
De´finition n◦ 8.3.2.I [The´orie argumentative e´tendue]
Soit agi ∈ ℧A un agent argumentatif. La the´orie argumentative e´tendue
associe´e a` l’agent agi est un quadruplet AT
∗
i = 〈T
∗
i , V
∗
i , promote
∗
i ,≪
∗
i 〉 ou` :
– T ∗i = Ti∪[
⋃
j 6=iCS
i
j] est la the´orie personnelle e´tendue associe´e a` l’agent agi
qui comprend la the´orie personnelle de cet agent et l’ensemble des hypothe`ses
e´mises par ses interlocuteurs ;
– V ∗i = Vi ∪ [
⋃
j 6=i{v
i
j}] est l’ensemble e´tendu des valeurs personnelles
associe´es a` l’agent agi qui est constitue´ de l’ensemble des valeurs personnelles
(Vi) et d’un ensemble de valeurs de re´putation (
⋃
j 6=i{v
i
j}). Chaque valeur
vij est associe´e a` la perception de l’agent agj par l’agent agi ;
– promote∗i : T
∗
i → V
∗
i est l’extension de la fonction promotei qui a` chacune
des re`gles de la the´orie personnelle e´tendue (T ∗i ) associe une des valeurs de V
∗
i .
D’une part, les re`gles de Ti sont, conforme´ment a` promotei, associe´es aux valeurs
de Vi. D’autre part, les re`gles du tableau d’engagement CS
i
j sont associe´es a` la
valeur vij ;
– ≪∗i est la relation e´tendue de priorite´ associe´e a` l’agent agi, i.e. une relation
d’ordre strict et total sur V ∗i .
Les agents peuvent faire des choix diffe´rents selon l’e´chelle de valeurs a` laquelle ils se
re´fe`rent. A` cet effet, l’ensemble des valeurs personnelles (Vi) est muni d’une relation
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d’ordre strict et total≪i. De meˆme, l’ensemble e´tendu des valeurs personnelles (V
∗
i )
est muni d’une relation d’ordre strict et total (note´e≪∗i ). Cette seconde relation est
le prolongement de la premie`re relation. Bien e´videmment, la relation e´tendue de
priorite´ conserve la meˆme hie´rarchie sur les valeurs personnelles :
∀v1, v2 ∈ Vi (v1 ≪i v2 ⇒ v1 ≪
∗
i v2)
E´tant universelles et quasi-semblables a` des ve´rite´s, les valeurs communes sont prio-
ritaires sur les autres valeurs :
∀vω ∈ VΩA∀v ∈ V
∗
i − VΩA v ≪
∗
i vω
La relation e´tendue de priorite´ d’un agent permet de comparer les valeurs de re´pu-
tation de ses interlocuteurs. Nous reviendrons sur ce point dans la section 8.3.3.
Ayant de´finit la the´orie argumentative e´tendue d’un agent, ce dernier peut cate´gori-
ser les arguments. On dit qu’un argument est acceptable par un agent argumentatif
si cet argument est, selon la the´orie argumentative e´tendue, acceptable vis a` vis de
l’ensemble de l’argumentaire.
De´finition n◦ 8.3.2.II [Acceptabilite´ d’un agent argumentatif]
Soit agi ∈ ℧A un agent argumentatif qui est associe´ a` la the´orie argumentative
e´tendue AT ∗i = 〈T
∗
i , V
∗
i , promote
∗
i ,≪
∗
i 〉. Soit A ∈ A(T
∗
i ) un argument. A est ac-
ceptable selon l’agent argumentatif agi ssi A est subjectivement acceptable
selon AT ∗i vis a` vis de A(T
∗
i ).
L’ensemble des arguments subjectivement acceptables selon l’agent argumentatif agi
sera note´ S∗i . On dit d’un agent argumentatif qu’il est convaincu par une re`gle s’il
dispose d’un argument subjectivement acceptable en sa faveur.
L’exemple suivant permet d’illustrer ces de´finitions.
Exemple n◦ 8.3.2.I [The´orie argumentative e´tendue] L’agent ag2 peut eˆtre
associe´ a` la the´orie argumentative e´tendue suivante :
AT ∗2 = 〈T
∗
2 , V
∗
2 , promote
∗
2,≪
∗
2〉
Cette the´orie mono-agent est repre´sente´e dans la figure 8.3.2.I. La the´orie personnelle
e´tendue est constitue´e d’une part de la the´orie personnelle (r11, . . . , r6) et d’autre part
de l’hypothe`se e´mise par son interlocuteur (r7). L’ensemble des valeurs personnelles est
constitue´ d’une part de ses valeurs personnelles ({v1, . . . , v6}) et d’autre part de la valeur
de re´putation de l’agent ag1 (v
2
1). Les re`gles communes (r11, r21, r12, r22) sont associe´es
aux valeurs communes (v1, v2). Les re`gles propres a` l’agent (r3, . . . , r6) sont associe´es
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≪∗2 V
∗
2 T
∗
2 TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v21 CS
2
1 ⊇ r7 : president(jack)← A
′
v3 r3(x) : president(x)← president actuel(x)
v4 r4 : escroc(jack)← B
v5 r5 : prison(jose)← A2
v6 r6 : president actuel(jack)← A1
Fig. 8.3.2.I: The´orie argumentative e´tendue associe´e a` l’agent ag2
aux valeurs propres v3, . . . , v6. La re`gle r7, dont l’agent ag1 est la source, est associe´e
a` la valeur v21. L’agent ag2 dispose d’arguments en faveur de chacun des candidats. Les
arguments A′, A1 et A2 sont en faveur du candidat jack. L’argument B est en faveur
du candidat jose. Les relations subjectives entre les arguments sont repre´sente´es a` l’aide
d’un graphe oriente´ dans la figure 8.3.2.I. L’ensemble {A′, A1, A2} est l’ensemble des
arguments acceptables selon l’agent argumentatif ag2. Ce dernier est convaincu que jack
doit devenir pre´sident.
En re´sume´, un agent est associe´ a` une the´orie argumentative e´tendue afin d’argumen-
ter avec ses interlocuteurs. Les hypothe`ses rec¸ues sont interpre´te´es, elles viennent
enrichir son argumentaire. En d’autres termes, les actes de langage ont une se´man-
tique sociale.
8.3.3 Se´mantique sociale
La se´mantique sociale des actes de langage permet de les interpre´ter. Selon l’acte
rec¸u, les tableaux d’engagement sont (ou non) mis a` jour. Les hypothe`ses ainsi
adopte´es doivent eˆtre value´es. Leur priorite´ de´pend de la compe´tence estime´e de
l’agent qui a transmis l’hypothe`se.
8.3.3.1 Engagements sociaux
Les agents argumentatifs prennent position au cours des e´changes. Le sens des actes
de langage est de´fini par la notion d’engagement social, c’est a` dire un engagement
qui lie le locuteur a` un auditeur vis a` vis d’une hypothe`se. Cette notion est formalise´e
a` l’aide des tableaux d’engagement.
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Dans la section 8.3.1, nous avons associe´ a` chaque agent agi un ensemble de tableaux
d’engagement ∪j 6=iCS
i
j qui contient les positions prises par ses interlocuteurs agj
(avec j 6= i) au cours des e´changes. Les tableaux d’engagement sont mis a` jour
selon les re`gles suivantes :
De´finition n◦ 8.3.3.I [Re`gle de mise a` jour des engagements]
Soit Mk ∈ CL℧, un message e´mis a` l’instant t par l’agent agj et dont l’agent agi
est l’un des auditeurs.
– si act(Mk) = question(H) ou act(Mk) = unknow(H)
ou act(Mk) = challenge(H) ou act(Mk) = withdraw(H) alors
CSij(t) = CS
i
j(t− 1) ;
– si act(Mk) = assert(H) ou act(Mk) = concede(H) alors
CSij(t) = CS
i
j(t− 1) ∪H.
On peut remarquer que les tableaux d’engagement sont cumulatifs, i.e. la mise a`
jour se limite a` l’ajout de nouveaux engagements. De plus, les hypothe`ses rec¸ues sont
toutes supporte´es par un argument trivial dans la the´orie argumentative e´tendue.
Nous reviendrons sur ce point dans la section 8.3.4.1.
Ainsi, les agents argumentatifs prennent en conside´ration les hypothe`ses de leurs
interlocuteurs. En effet, les hypothe`ses rec¸ues sont adopte´es. Toutefois, leur priorite´
doit eˆtre e´value´e.
8.3.3.2 Principe coope´ratif d’adoption des hypothe`ses
Les relation de priorite´s e´tant statiques, la priorite´ d’une hypothe`se adopte´e au cours
des e´changes doit eˆtre e´value´e a priori. A` cet effet, le processus le plus raffine´ consiste
a` e´valuer la priorite´ d’une hypothe`se sur la base de la compe´tence estime´e de l’agent
qui est a` l’origine de l’information. Chaque agent agi estime la re´putation des agents
du syste`me a` l’aide d’une relation d’ordre total et strict.
Les priorite´s entre les re`gles sont e´value´es selon le principe coope´ratif d’adoption
des hypothe`ses suivant : ✭✭ L’agent agi pre´fe`re les engagements pris par l’agent agj
si et seulement si agj est conside´re´ comme plus compe´tent ✮✮ [27]. Ce principe de
sens commun est formalise´ dans la de´finition suivante :
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De´finition n◦ 8.3.3.II [Compe´tence estime´e]
Soient agi, agj, agk ∈ ℧A, trois agents.
– L’agent agi conside`re l’agent agj comme plus (resp moins) compe´-
tent que lui, note´ agi ≺i agj (resp agj ≺i agi) ssi :
∀v ∈ Vi − VΩA v ≪
∗
i v
i
j (resp v
i
j ≪
∗
i v)
– L’agent agi conside`re l’agent agj comme plus (resp moins) compe´-
tent que l’agent agk, note´ agk ≺i agj (respectivement agj ≺i agk) ssi :
vik ≪
∗
i v
i
j (resp v
i
j ≪
∗
i v
i
k)
A` partir de cette de´finition, nous sommes maintenant en mesure de valuer diffe´rem-
ment les re`gles selon si elles sont issues de la the´orie argumentative personnelle (Ti)
ou si elles sont issues des diffe´rents tableaux d’engagement (CSij,CS
i
k,. . . ). La rela-
tion de re´putation e´tant une relation d’ordre strict et total, la relation de priorite´
est e´galement une relation d’ordre strict et total sur V ∗i .
L’exemple suivant permet d’illustrer cette de´finition.
Exemple n◦ 8.3.3.I [Se´mantique sociale] Lorsqu’un agent ag3 rec¸oit le message
suivant :
M1 = 〈ag1, ag2, assert(president(jose)←)〉
le tableau d’engagement correspondant, initialement vide, est mis a` jour :
CS31 = {president(jose)←}
Lorsque l’agent ag3 rec¸oit le message suivant :
M2 = 〈ag2, ag1, assert(president(jack)←)〉
le tableau d’engagement correspondant, initialement vide, est mis a` jour :
CS32 = {president(jack)←}
L’agent ag3 conside`re l’agent ag2 plus compe´tent que l’ag1 : ag1 ≺3 ag2. La valeur v
3
1
associe´e au tableau d’engagement CS31 est moins prioritaire que la valeur v
3
2 associe´e au
tableau d’engagement CS32 : v
3
1 ≪
∗
3 v
3
2.
En re´sume´, l’argumentaire d’un agent est contruit a` partir de ses croyances et des
engagements pris par ses interlocuteurs. Comme nous allons le voir dans la section
suivante, cet argumentaire permet de justifier les hypothe`ses sur lesquelles l’agent
s’engage.
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8.3.4 Se´mantique argumentative
La se´mantique argumentative des actes de langage permet de les e´noncer. La condi-
tion rationnelle d’e´nonciation d’un acte de langage de´termine dans quelle mesure un
agent peut e´mettre un acte. Nous spe´cifions les conditions rationnelles d’e´nonciation
des actes de langage a` partir de la the´orie argumentative e´tendue du locuteur (cf
section 8.3.4.1). Les conditions rationnelles d’e´nonciation des actes sont communes
a` l’ensemble des agents. Parce que les conditions rationnelles d’e´nonciation de deux
actes ne sont pas ne´cessairement mutuellement exclusives, les agents re´alisent des
choix individuels. Nous de´finissons les tactiques d’e´nonciation que l’agent adopte
pour re´aliser de tels choix (cf section 8.3.4.2). Contrairement aux conditions d’e´non-
ciation, les tactiques d’e´nonciation de´pendent de l’attitude de l’agent conside´re´.
8.3.4.1 Conditions rationnelles d’e´nonciation
La condition rationnelle d’e´nonciation d’un acte de langage est fonction du contenu
et de´pend e´galement de la locution utilise´e.
Nous conside´rons qu’un agent peut affirmer une hypothe`se s’il posse`de un argument
en sa faveur.
De´finition n◦ 8.3.4.I [Condition d’e´nonciation d’une affirmation]
On note can assert(agi, H) le pre´dicat de´fini tel que :
can assert(agi, H)⇔ ∀h ∈ H ∃A ∈ A(T
∗
i ) conclusion(A) = h
can assert(agi, H) est appele´ condition rationnelle d’e´nonciation de l’af-
firmation d’une hypothe`se H par l’agent agi.
Contrairement au mode`le AMP [4, 46], la condition rationnelle d’e´nonciation d’une
affirmation et celle d’une concession diffe`rent.
De´finition n◦ 8.3.4.II [Condition d’e´nonciation d’une concession]
On note can concede(agi, H) le pre´dicat de´fini tel que :
can concede(agi, H)⇔∀h ∈ H ∃A ∈ A(T
∗
i ) conclusion(A) = h avec
conclusion(A)6⊆premise(A) ∧ premise(A)6⊆ ∪j 6=i CS
i
j
can concede(agi, H) est appele´ condition rationnelle d’e´nonciation de la
concession de l’hypothe`se H par un agent agi.
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Les agents peuvent affirmer une hypothe`se qu’elle soit supporte´e par un argument
trivial ou non. A` l’inverse, les agents peuvent conce´der une hypothe`se s’ils disposent
d’un argument personnel et non-trivial en sa faveur. Un argument est personnel
s’il s’appuie sur les propres croyances de l’agent. En d’autres termes, les agents
ne peuvent pas conce´der toutes les hypothe`ses qui leur sont soumises, bien qu’elles
soient toutes supporte´es par un argument trivial dans sa the´orie argumentative e´ten-
due. Nous verrons dans le chapitre suivant que la condition rationnelle d’e´nonciation
n’est pas le seul e´le´ment du mode`le DIAL qui distingue une affirmation d’une conces-
sion.
Dans le but de simplifier la notation des actes de langage, concede(¬L←) est note´
refuse(L←) et assert(¬L←) est note´ reject(L←).
Puis que les autres actes de langage (question(H), challenge(H), unknow(H),
withdraw(H)) n’ont pas d’effet sur les tableaux d’engagements, ils n’ont pas de
condition rationnelle d’e´nonciation particulie`re.
De´finition n◦ 8.3.4.III [Autres conditions d’e´nonciation]
On note can question(agi, H), can unknow(agi, H), can challenge(agi, H) et
can withdraw(agi, H), les pre´dicats de´finis de la manie`re suivante :
can question(agi, H)⇔ can unknow(agi, H)⇔
can challenge(agi, H)⇔ can withdraw(agi, H)⇔ true
On dit que can question(agi, H), can unknow(agi, H), can challenge(agi, H) et
can withdraw(agi, H), sont les conditions rationnelles d’e´nonciation res-
pectives d’une question, d’un aveu d’ignorance, d’une mise en doute et
d’un abandon d’une hypothe`se H par l’agent agi.
L’exemple suivant permet d’illustrer ces de´finitions.
Exemple n◦ 8.3.4.I [Conditions d’e´nonciation] Conside´rons l’agent ag2 tel que
nous l’avons de´fini pre´ce´demment. L’agent ag2 dispose d’arguments en faveur de chacun
des candidats. Les arguments A1 et A2 sont en faveur du candidat jack. L’argument B
est en faveur du candidat jose. Supposons que l’agent ag1 ait pris position en faveur
du candidat jack (president(jack) ←⊆ CS21)). L’agent ag2 dispose alors d’un nouvel
argument :
A′ = ({president(jack)←}, president(jack)←)
Cet argument est trivial (premise(A′) ⊆ conclusion(A′)). De plus, il s’appuie sur des
re`gles issues du tableau d’engagement (premise(A) ⊆ CS21). Conside´rant ce seul argu-
ment, l’hypothe`se president(jack) ← ne pourrait pas, d’apre`s la de´finition 8.3.4.II, eˆtre
conce´de´e par l’agent ag2. Toutefois, l’hypothe`se president(jack) ← peut eˆtre conce´de´e
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en vertu de l’argument A1 ou de l’argument A2. De meˆme, l’hypothe`se president(jose)←
peut eˆtre conce´de´e en vertu de l’argument B.
E´tant donne´ que l’agent ag2 dispose d’arguments en faveur de chacun des candidats, les
hypothe`ses president(jose)← et president(jack)← peuvent eˆtre affirme´es toutes deux.
Rien ne permet jusqu’ici a` l’agent ag2 de choisir laquelle de ces deux hypothe`ses doit
eˆtre affirme´e.
En re´sume´, les conditions rationnelles d’e´nonciation, qui de´termine si un acte peut
eˆtre e´mis, sont des pre´dicats dont les de´finitions ne diffe`rent pas d’un agent a` un
autre. A` l’inverse, les tactiques d’e´nonciations re´ve`lent des choix individuels de
l’agent locuteur.
8.3.4.2 Tactiques d’e´nonciation
Comme nous l’avons vu dans l’exemple pre´ce´dent, les conditions d’e´nonciation de
deux actes ne sont pas ne´cessairement mutuellement exclusives. Un agent peut,
via sa the´orie argumentative e´tendue, disposer simultane´ment d’un argument en
faveur d’une hypothe`se et d’un argument en faveur de la ne´gation de cette hypo-
the`se. De telles situations d’inde´terminisme rendent possible un choix personnel de
l’agent. C’est la raison pour laquelle nous de´finissons un ensemble de tactiques ar-
gumentatives. Chacune de ces tactiques restreint les conditions d’e´nonciation d’une
hypothe`se.
Dans un premier temps, un agent est qualifie´ de pre´venant lorsqu’il souhaite affir-
mer une hypothe`se pour laquelle il dispose d’un argument acceptable. Sans cette
restriction, l’agent est confiant.
De´finition n◦ 8.3.4.IV [Tactiques d’e´nonciation d’une affirmation]
On note want assert(agi, H) le pre´dicat de´fini tel que :
– si agi est pre´venant (note´ thoughtful(agi)) alors
want assert(agi, H)⇔ ∀h ∈ H ∃A ∈ S
∗
i conclusion(A) = h
– si agi est confiant (confident(agi)) alors :
want assert(agi, H)⇔ can assert(agi, H)
On dit que want assert(agi, H) est la tactique d’e´nonciation de l’affirma-
tion d’une hypothe`se H par l’agent agi. Elle de´pend de l’attitude argumen-
tative de l’agent locuteur : pre´venant ou confiant.
Pour la meˆme raison que celle e´voque´e dans la section 8.3.4.1, la tactique d’e´non-
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ciation d’une concession se distingue de la tactique d’e´nonciation d’une affirmation.
Toutefois, elles sont de´finies de manie`re tre`s similaire.
De´finition n◦ 8.3.4.V [Tactiques d’e´nonciation d’une concession]
On note want concede(agi, H) le pre´dicat de´fini tel que :
– si agi est sceptique (note´ skeptical(agi)) alors
want concede(agi, H)⇔∀h ∈ H ∃A ∈ S
∗
i conclusion(A) = h avec
conclusion(A)6⊆premise(A) ∧ premise(A)6⊆ ∪j 6=i CS
i
j
(8.3.4.I)
– si agi est cre´dule (note´ credulous(agi)) alors :
want concede(agi, H)⇔ can concede(agi, H) (8.3.4.II)
On dit que want concede(agi, H) est la tactique d’e´nonciation de la conces-
sion de l’hypothe`se H par l’agent agi. Elle de´pend de l’attitude argumenta-
tive de l’agent locuteur : cre´dule ou sceptique.
Les autres actes de langage n’ont pas de tactique d’e´nonciation particulie`re.
De´finition n◦ 8.3.4.VI [Tactiques d’e´nonciation des autres actes]
On note want question(agi, h), want unknow(agi, h), want challenge(agi, h) et
want withdraw(agi, H), les pre´dicats de´finis de la manie`re suivante :
want question(agi, H)⇔ want unknow(agi, H)⇔
want challenge(agi, H)⇔ want withdraw(agi, H)⇔ true
(8.3.4.III)
On dit que want question(agi, H), want unknow(agi, H),
want challenge(agi, H) et want withdraw(agi, H), sont les tactiques d’e´non-
ciation respectives d’une question, d’un aveu d’ignorance, d’une mise
en doute et d’un abandon.
L’exemple suivant permet d’illustrer ces de´finitions.
Exemple n◦ 8.3.4.II [Tactique d’e´nonciation] L’agent ag2 dispose d’arguments
en faveur de chacun des candidats. Les arguments A′, A1 et A2 sont en faveur du candi-
dat jack. L’argument B est en faveur du candidat jose. {A′, A1, A2} est l’ensemble des
arguments acceptables selon l’agent ag2.
Si l’agent ag2 est confiant, les hypothe`ses president(jose) ← et president(jack) ←
peuvent, toutes deux, eˆtre affirme´es. Dans le cas contraire, seule l’hypothe`se
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president(jack)← peut eˆtre affirme´e.
Contrairement a` l’argument A′, les arguments B, A1 et A2 ne sont ni triviaux, ni issus
du tableau d’engagement. C’est la raison pour laquelle, si l’agent ag2 est cre´dule, alors
les hypothe`ses president(jose)← et president(jack)← peuvent, toutes deux, eˆtre conce´-
de´es. Dans le cas contraire, seule l’hypothe`se president(jack) ← peut eˆtre conce´de´e en
vertu des arguments A1 et A2.
En re´sume´, la condition rationnelle d’e´nonciation d’un acte de langage de´termine
dans quelle mesure un agent peut e´mettre un message. Elles sont de´finies de la meˆme
manie`re, quel que soit l’agent envisage´. Ces conditions ne sont pas ne´cessairement
mutuellement exclusives. C’est pourquoi nous avons de´fini les tactiques d’e´nonciation
adopte´es par les agents. Elles leur permettent de re´aliser un choix individuel.
8.4 Synthe`se
Nous avons pre´sente´ dans ce chapitre les e´le´ments du mode`le DIAL qui permettent
aux agents d’une part d’e´changer leurs connaissances et d’autre part de raisonner
conjointement.
Pour e´changer des connaissances, les agents doivent se comprendre. C’est la rai-
son pour laquelle nous avons de´fini deux langages communs. D’une part, les agents
partagent un meˆme langage de repre´sentation des connaissances. D’autre part, ils
utilisent un meˆme langage de communication d’agents.
Dans notre syste`me multi-agents argumentatifs, les connaissances ainsi que les in-
clinaisons des agents diffe`rent. Chaque agent est muni de son propre argumentaire
et de sa propre e´chelle de valeur. Ils partagent toutefois des valeurs et des connais-
sances communes. Un agent argumentatif est un agent social dans la mesure ou` il
dispose non seulement de ses croyances personnelles mais e´galement d’un ensemble
de tableaux d’engagement. Ces structures de donne´es font le compte des de´clarations
perc¸ues par l’agent et e´mises par ses interlocuteurs au cours des e´changes.
Nous associons a` chaque agent une the´orie argumentative e´tendue. Cette dernie`re
permet de prendre en conside´ration les hypothe`ses e´mises par ses interlocuteurs.
D’une part un agent interpre`te les hypothe`ses qui lui sont transmises. Ces hypothe`ses
sont plus ou moins prises en conside´ration en fonction de la valeur de re´putation
associe´e a` l’agent qui a transmis cette information. D’autre part un agent e´met des
hypothe`ses.
Afin de l’interpre´ter, nous de´finissons la se´mantique sociale d’un acte de langage.
Selon l’acte rec¸u, les tableaux d’engagement sont mis a` jour (ou non). Les hypothe`ses
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ainsi adopte´es doivent eˆtre value´es. Leur priorite´ de´pend de la compe´tence estime´e
de l’agent qui a transmis l’hypothe`se.
Nous spe´cifions la se´mantique argumentative d’un acte de langage d’une part en
termes de conditions rationnelles d’e´nonciation et d’autre part en terme de tactiques
d’e´nonciation. La condition rationnelle d’e´nonciation d’un acte de langage de´termine
dans quelle mesure un agent peut e´mettre un acte. Elles sont de´finies de la meˆme
manie`re, quel que soit l’agent envisage´. Ces conditions ne sont pas ne´cessairement
mutuellement exclusives. L’agent concerne´ peut effectuer un choix individuel. La
tactique d’e´nonciation adopte´e par un agent de´pend de son attitude.
Contrairement au mode`le AMP [4, 46], le mode`le DIAL permet aux agents de rai-
sonner ensemble. Ils construisent leur argumentaire, non seulement a` partir de leurs
propres croyances mais e´galement a` partir des engagements pris par leurs interlocu-
teurs au cours des e´changes. Les relations de priorite´ des agents e´tant statiques, la
priorite´ d’une hypothe`se adopte´e au cours des e´changes est e´value´e sur la base de la
compe´tence estime´e de l’agent qui est a` l’origine de l’information.
Graˆce aux e´le´ments du mode`le DIAL que nous avons pre´sente´s ici, les agents e´changent
leurs connaissances et raisonnent conjointement. Mais dans quel but ? Les e´le´ments
du mode`le DIAL pre´sente´s dans le chapitre suivant permettent de ge´rer ces flux
d’information en re´gulant l’enchaˆınement des messages pour atteindre les buts de
l’interaction. La notion de syste`me dialectique multi-agents formalise´e dans le cha-
pitre suivant permet de relever ce de´fi.
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“The debate is an
institutionalized social tool to
make society possible. The
debate make it possible to have
a political culture instead of
living in a state of quarreling,
repression and/or revolution
where viewpoints are constantly
in an eristic power struggle for
dominance.”
Commitment in Dialogue by D.
Walton & E. Krabbe
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9.1 Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ les e´le´ments du mode`le DIAL qui
permettent aux agents d’e´changer des informations et de raisonner conjointement.
Lorsqu’un ensemble d’agents sociaux et autonomes interagissent directement, ils
e´changent des messages qui se re´pondent les uns aux autres dans le but de me-
ner a` bien l’interaction. Dans ce chapitre, nous pre´sentons les e´le´ments du mode`le
DIAL qui permettent de ge´rer le flux d’information en re´gulant l’enchaˆınement des
messages pour atteindre les buts de l’interaction. La notion de syste`me dialectique
multi-agents formalise´e dans ce chapitre permet de relever ce de´fi.
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Dans un premier temps, nous allons de´finir les coups dialectiques, i.e. des messages
munis d’attributs pour en controˆler la se´quence (cf section 9.2). Nous pre´senterons
ensuite, dans la section 9.3, le syste`me dialectique multi-agents, i.e. le dispositif
formel au travers duquel les agents jouent. Les dialogues sont des se´quences de coups
dialogiques conformes a` un protocole. Nous de´finirons cette notion dans la section
(cf section 9.4). Un protocole est constitue´ d’un ensemble de re`gles de se´quence qui
spe´cifie les re´ponses autorise´es a` un coup. Nous construisons a` partir de ces re`gles
deux protocoles de dialogue particuliers (cf section 9.6) : d’une part, un protocole
de demande d’information et d’autre part un protocole de persuasion. Nous serons
alors en mesure d’e´valuer la qualite´ de tels dialogues.
9.2 Coup dialogique
Nous avons de´fini, dans la section 8.2.2, le langage de communication. La structure
des messages ne permet pas de ge´rer leur enchaˆınement, or les actes de langage qui
sont profe´re´s au cours des e´changes ne sont pas isole´s. Ils se re´pondent les uns aux
autres. C’est la raison pour laquelle nous de´finissons des coups dialogiques (moves).
Les coups sont dote´s de champs permettant de les lier les uns aux autres.
Les coups dialogiques profe´re´s sont conformes a` un langage de coups (note´ML℧).
Chaque coup est muni d’un identifiant unique movek ∈ML℧.
De´finition n◦ 9.2.0.VII [Coup dialogique]
Un coup dialogique movek ∈ML℧ est de´fini par un triplet
movek = 〈Mk, Rk, Pk〉 ou` :
– Mk = message(movek) est un message conforme a` la de´finition 8.2.2.I ;
– Rk = reply(movek) est l’identifiant du coup auquel celui-ci re´pond ;
– Pk = protocol(movek) fait re´fe´rence au protocole utilise´.
Un coup (movek) est soit un coup d’initialisation (reply(movek) = ∅) soit un coup
de re´ponse (reply(movek) 6= ∅). L’acte de langage d’un coup de re´ponse fait e´cho a`
l’un des actes pre´ce´demment e´mis. Les protocoles seront aborde´s dans la section 9.4.
En re´sume´, les coups dialogiques sont des structures qui permettent aux actes de
langage de se re´pondre les uns aux autres. La section suivante porte sur le dispositif
formel au travers duquel les coups dialogiques sont e´change´s.
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9.3 Syste`me dialectique
Un syste`me dialectique est un dispositif formel au travers duquel deux agents jouent.
Ils e´changents des coups dialogiques pour aboutir a` un accord. Un troisie`me agent,
qui assiste au dialogue, arbitre en fonction des arguments qui sont mis a` sa dis-
position et en fonction de son estimation de la compe´tence relative de chacun des
joueurs.
Un syste`me dialectique met en jeu trois agents. Deux joueurs dialoguent, en pre´sence
d’un te´moin, a` propos de la ve´racite´ d’une hypothe`se, i.e. le the`me. Les deux joueurs
prennent la parole chacun a` leur tour. L’e´change est re´gule´ par des re`gles dialectiques.
La de´finition suivante de´crit plus formellement un syste`me dialectique multi-agents.
De´finition n◦ 9.3.0.VIII [Syste`me dialectique multi-agents]
Soit AT ΩA = 〈TΩA , VΩA , promoteΩA〉 une the´orie argumentative multi-agents.
Soit r0 une re`gle issue du langage commun L℧. Un syste`me dialectique multi-
agents qui porte sur le the`me r0 est un septuplet
DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 ou` :
– N = {init, part} est un ensemble de deux agents argumentatifs appele´s joueurs :
un initiateur (init ∈ ℧A) et un partenaire (part ∈ ℧A) ;
– witness ∈ ℧A est un troisie`me agent argumentatif, appele´ te´moin ;
– ΩM ⊆ML℧ est un ensemble de coups bien forme´s ;
– H est l’ensemble des historiques, i.e. des se´quences de coups bien forme´s
hn = (move1, . . . ,moven) de´finis tq ∀ 1 ≤ k ≤ n :
1. le locuteur d’un coup est de´termine´ par une fonction de tour de parole :
speaker(movek) = T (move1, . . . ,movek−1)
2. les coups doivent eˆtre conformes a` une convention :
movek ∈ convention(move1, . . . ,movek−1).
– T : H → N est une fonction de tour de parole qui de´termine, e´tant donne´ un
historique, le locuteur du coup suivant. Si l’historique est de longueur nulle ou
paire alors T (h) = init sinon T (h) = part ;
– convention : H → ΩM est une fonction qui, e´tant donne´ un historique, de´ter-
mine l’ensemble des coups autorise´s ;
– Z est l’ensemble des dialogues, i.e. les historiques de tailles maximales ;
– uinit, upart : H → {−1, 1}, i.e. les gains sont des fonctions qui de´terminent le
vainqueur d’un historique.
La de´finition du syste`me dialectique multi-agents que nous proposons ici, s’inspire
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de celle propose´e par Henry Prakken [50, 49]. Toutefois ces deux de´finitions diffe`rent
quelque peu. Contrairement a` la de´finition 4.3.2.II, nous ne faisons ici aucune hy-
pothe`se concernant la conviction initiale des joueurs sur le the`me. C’est la raison
pour laquelle on ne parle pas de validateur et de falsifieur mais d’initiateur et de
partenaire. Un dialogue prend place entre le locuteur et l’allocutaire du coup d’initia-
lisation. Ces deux joueurs jouent respectivement les roˆles conventionnels suivants :
– l’initiateur (note´ init), c’est-a`-dire le locuteur du coup d’initialisation, correspond
a` l’agent qui de´bute le dialogue ;
– le partenaire (note´ part), c’est-a`-dire l’allocutaire du coup d’initialisation, cor-
respond a` l’agent qui est confronte´ a` l’initiateur.
De cette manie`re, le syste`me dialectique multi-agents que nous de´finissons ne se li-
mite pas aux discussions critiques qui sont des dialogues de persuasion particuliers.
Le syste`me dialectique multi-agents permet de mettre en œuvre n’importe quel dia-
logue dont le but consiste a` atteindre un accord.
Un joueur p ∈ N est associe´, pour un historique h, a` la the´orie argumentative
e´tendue suivante :
AT ∗p(h) = 〈T
∗
p (h), V
∗
p , promote
∗
p,≪
∗
p〉
Cette the´orie argumentative e´tendue est, conforme´ment a` la de´finition 8.3.2.I, de´finie
tq :
– T ∗p (h) = Tp ∪ CS
p
p(h) est la the´orie personnelle e´tendue associe´e au joueur. Elle
comprend d’une part la the´orie personnelle de cet agent et d’autre part les enga-
gements pris par son interlocuteur p au cours de l’historique ;
– V ∗p = Vp ∪ {v
p
p} est l’ensemble e´tendu des valeurs personnelles associe´ au joueur.
Cet ensemble est constitue´ d’une part de l’ensemble de ses valeurs personnelles et
d’autre part de la valeur de re´putation de son interlocuteur ;
– promote∗p : T
∗
p → V
∗
p est l’extension de la fonction promotep. Elle associe a` la
the´orie personnelle e´tendue un ensemble e´tendu de valeurs personnelles. D’une
part, la the´orie personnelle est associe´e aux valeurs personnelles. D’autre part, les
engagements pris par son interlocuteur sont associe´s a` la valeur de re´putation de
son interlocuteur ;
– ≪∗p est la relation e´tendue de priorite´ du joueur.
S∗p (h) de´note l’ensemble des arguments acceptables pour l’historique h par le joueur.
Comme les joueurs de´battent, chacun se conside`re plus compe´tent que son interlo-
cuteur (cf de´finition 8.3.3.II). Pour la meˆme raison, ils sont prudents (cf de´finition
8.3.4.IV) et sceptiques (cf de´finition 8.3.4.V).
Dans un syste`me multi-agents argumentatifs, les agents qui ne participent pas di-
rectement au dialogue, sont les auditeurs des diffe´rents coups dialogiques sans en
eˆtre les allocutaires. Ils sont appele´s les spectateurs du dialogue (bystander). De
9.3. SYSTE`ME DIALECTIQUE 159
tels agents se livrent a` une e´coute flottante. Ils entendent les coups sans que leur
locuteur ne s’attend a` une re´ponse.
Le te´moin est un des spectateurs du dialogue. Il ne dispose initialement d’aucune
connaissance propre. En d’autres termes, sa the´orie personnelle se limite a` la the´orie
commune : Twitness = TΩA . On dit que le te´moin est initialement ignorant. De meˆme,
l’ensemble de ses valeurs personnelles est re´duit a` l’ensemble des valeurs communes :
Vwitness= = VΩA .
Le te´moin est associe´, pour un historique h, a` la the´orie argumentative e´tendue
suivante :
AT ∗witness(h) = 〈T
∗
witness(h), V
∗
witness, promote
∗
witness,≪
∗
witness〉
Cette the´orie argumentative e´tendue est, conforme´ment a` la de´finition 8.3.2.I, de´finie
tq :
– T ∗witness(h) = Twitness ∪CS
witness
init (h)∪CS
witness
part (h) est la the´orie personnelle e´tendue
associe´e au te´moin. Elle comprend d’une part la the´orie personnelle de cet agent
et d’autre part les engagements pris par les deux joueurs au cours de l’historique ;
– V ∗witness = VΩA ∪ {v
witness
init , v
witness
part } est l’ensemble e´tendu des valeurs personnelles
associe´ au te´moin. Cet ensemble est constitue´ d’une part de l’ensemble de ses
valeurs personnelles et d’autre part des valeurs de re´putation des joueurs ;
– promote∗witness : T
∗
witness → V
∗
witness est l’extension de la fonction promotewitness.
Elle associe a` la the´orie personnelle e´tendue un ensemble de valeurs personnelles.
D’une part, la the´orie commune est associe´e aux valeurs communes. D’autre part,
un tableau d’engagement est associe´ a` la valeur de re´putation du de´biteur ;
– ≪∗witness est la relation e´tendue de priorite´ du te´moin.
S∗witness(h) de´note l’ensemble des arguments acceptables pour l’historique h par le
te´moin.
L’acceptabilite´ des arguments par le te´moin de´pend non seulement des arguments
avance´s mais e´galement de son estimation de la compe´tence relative des joueurs. La
relation de re´putation e´tant une relation d’ordre total et strict, on distingue deux
cas de figures. Soit le te´moin conside`re l’initiateur plus compe´tent que le partenaire
(part ≺witness init). La valeur de re´putation de l’initiateur est davantage prioritaire
que la valeur de re´putation du partenaire (vwitnesspart ≪
∗
witness v
witness
init ). Soit le te´moin
conside`re l’initiateur moins compe´tent que le partenaire (init ≺witness part). La valeur
de re´putation de l’initiateur est moins prioritaire que la valeur de re´putation du
partenaire (vwitnessinit ≪
∗
witness v
witness
part ).
Le te´moin peut (ou non) eˆtre convaincu par le the`me. On dit que le the`me est
cre´dible si le te´moin en est convaincu.
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De´finition n◦ 9.3.0.IX [Cre´dibilite´]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur le the`me r0. Soit h ∈ H un historique.
On dit que le the`me r0 est cre´dible pour l’historique h (note´ provable
h(r0))
ssi :
∃A ∈ S∗witness(h) conclusion(A) = r0
Le te´moin arbitre. Il est responsable du re´sultat. Les gains (up)p∈N de´terminent si
un joueur est un vainqueur sur un historique de la manie`re suivante :
1. Si provableh(r0) alors (up = 1⇔ ∃A ∈ S
∗
p (h0) conclusion(A) = r0) ;
2. Si provableh(¬r0) alors (up = 0⇔ ∃A ∈ S
∗
p (h0) conclusion(A) = r0).
Contrairement au syste`me dialectique pre´sente´ dans la section 4.3.2.1, le jeu n’est pas
de´termine´. En effet, nous ne faisons ici aucune hypothe`se sur la conviction initiale
des deux joueurs concernant le the`me. Les joueurs sont de´clare´s vainqueur (ou non)
sur la base de la the´orie personnelle du te´moin. La victoire d’un joueur de´pend de
la connaissance du te´moin et de son e´chelle de valeurs sur les hypothe`ses e´change´es.
La the´orie argumentative e´tendue associe´e au te´moin est constitue´e de l’ensemble
des hypothe`ses notifie´es dans les tableaux d’engagement (CSwitnessinit (h)∪CS
witness
part (h)))
e´mises au cours de l’historique h. De plus, un dialogue de´bute sur un accord partiel.
Les agents admettent conjointement la the´orie commune (TΩA). L’argumentaire dont
dispose le te´moin est dynamique. Il de´pend de l’historique envisage´.
Il est probable que certains arguments n’aient pas e´te´ avance´s au cours de l’histo-
rique envisage´. L’agent te´moin ignore les arguments passe´s sous silence. On appelle
agent omniscient (note´ omni) un agent fictif qui disposerait de la connaissance
de l’initiateur et de celle du partenaire. En d’autres termes, sa the´orie personnelle
est constitue´e de la the´orie personnelle de l’initiateur et de la the´orie personnelle
du partenaire : Tomni = Tinit ∪ Tpart. Contrairement au te´moin, l’agent omniscient
dispose des arguments passe´s sous silence.
L’agent omniscient est muni de la the´orie argumentative e´tendue suivante :
AT omni = 〈Tomni, Vomni, promoteomni,≪omni〉
Cette the´orie argumentative est, conforme´ment a` la de´finition 7.2.0.V, de´finie tq :
– Tomni = Tinit∪Tpart est la the´orie associe´e a` l’agent omniscient. Elle comprend d’une
part la the´orie personnelle de l’initiateur et d’autre part la the´orie personnelle du
partenaire ;
– Vomni = VΩA∪V
omni
init ∪V
omni
part est l’ensemble des valeurs associe´ a` l’agent omniscient.
Cet ensemble est constitue´ de l’ensemble des valeurs communes, de l’ensemble des
valeurs propres a` l’initiateur et de l’ensemble des valeurs propres au partenaire ;
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– promoteomni : Tomni → Vomni est une fonction qui associe a` chacune des re`gles une
valeur. D’une part, les re`gles communes sont associe´es aux valeurs communes.
D’autre part, les re`gles propres a` l’initiateur sont associe´es aux valeurs propres a`
l’initiateur et les re`gles propres au partenaire sont associe´es aux valeurs propres
au partenaire ;
– ≪omni est la relation de priorite´ de l’agent omniscient.
Somni de´note l’ensemble des arguments acceptables par l’agent omniscient.
L’acceptabilite´ des arguments par l’agent omniscient de´pend de son estimation de la
compe´tence relative des joueurs. Elle est identique a` celle re´alise´e par le te´moin. La
relation de re´putation e´tant une relation d’ordre total et strict, on distingue deux
cas de figures. Soit le te´moin conside`re l’initiateur plus compe´tent que le partenaire
et les valeurs propres a` l’initiateur sont plus prioritaires que les valeurs propres au
partenaire :
part ≺witness init⇒ ∀vpart ∈ V
omni
part ∀vinit ∈ V
omni
init vpart ≪omni vinit
Soit le te´moin conside`re l’initiateur moins compe´tent que le partenaire et les valeurs
propres a` l’initiateur sont moins prioritaires que les valeurs propres au partenaire :
init ≺witness part⇒ ∀vpart ∈ V
omni
part ∀vinit ∈ V
omni
init vinit ≪omni vpart
L’agent omniscient peut (ou non) est convaincu par le the`me. On dit que le the`me
est un consensus si l’agent omniscient en est convaincu.
De´finition n◦ 9.3.0.X [Consensus]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur le the`me r0. On dit que le the`me r0 est
un consensus (note´e consensus(r0)) ssi :
∃A ∈ Somni conclusion(A) = r0
Au terme d’un dialogue, le te´moin ne dispose que d’une partie de l’argumentaire de
chacun des joueurs. L’agent omniscient peut, quant a` lui disposer d’un argument
qui n’est ni a` la disposition de l’initiateur ni a` la disposition du partenaire. Plus for-
mellement, les argumentaires des diffe´rents agents du syste`me ve´rifient la proprie´te´
suivante :
∀h ∈ Z A(T ∗witness(h)) ⊆ (A(Tinit) ∪ A(Tpart) ⊆ (A(Tinit ∪ Tpart) = A(Tomni))
En conse´quence, la conviction du te´moin au terme du dialogue sur le the`me n’est
pas ne´cessairement la meˆme que celle de l’agent omniscient. Il est probable que
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certains arguments n’aient pas e´te´ avance´s. Un dialogue est correct si le te´moin
est en mesure, au terme du dialogue, de se forger une conviction sur le the`me. Un
dialogue est complet si le te´moin et l’agent omniscient ont la meˆme conviction.
De´finition n◦ 9.3.0.XI [Correction et comple´tude d’un dialogue]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur le the`me r0. Soit h ∈ Z un dialogue. Quitte
a` intervertir r0 et ¬r0,
– le dialogue est correct ssi :
provableh(r0)
– le dialogue est complet ssi :
consensus(r0)⇒ provable
h(r0)
Le te´moin est, au terme d’un dialogue correct, soit convaincu par le the`me soit
convaincu par sa ne´gation. Un te´moin a, au terme d’un dialogue complet, la meˆme
conviction que l’agent omniscient sur le the`me.
Un argument de l’agent omniscient qui n’est dans l’argumentaire d’aucun des joueurs
n’est pas non plus dans l’argumentaire du te´moin au terme du dialogue. La conviction
du te´moin au terme du dialogue et celle de l’agent omniscient peuvent diverger. Le
dialogue envisage´ dans la section E.3 illustre ce cas de figure. La proprie´te´ suivante
est une condition ne´cessaire mais pas suffisante pour garantir la comple´tude des
dialogues :
(A(Tinit) ∪ A(Tpart) = A(Tinit ∪ Tpart) (9.3.0.I)
Si cette proprie´te´ n’est pas ve´rifie´e, un dialogue ne peut pas eˆtre complet.
En re´sume´, un dialogue prend place entre deux joueurs, l’initiateur et le partenaire.
Ces deux joueurs e´changent des coups dont le te´moin est un auditeur. Il est probable
que certains arguments n’aient pas e´te´ avance´s au cours du dialogue. Le te´moin ne
dispose pas de toute la connaissance du syste`me dialectique au terme du dialogue.
La qualite´ d’un dialogue de´pend du protocole utilise´. Nous de´finissons cette notion
dans la section suivante.
9.4 Protocole de dialogue
Un protocole de dialogue est constitue´ d’un ensemble de re`gles dialectiques qui
spe´cifient les coups autorise´s.
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Un historique est un dialogue en cours de re´alisation. Il est constitue´ d’une se´quence
finie de coup bien forme´s. A` l’exception du coup d’initialisation, un coup re´pond
a` l’un des coups pre´ce´dents dans l’historique. Les retours arrie`res (backtracks) sont
possibles. La ligne persuasive d’un historique est la sous-se´quence dans laquelle ces
retours arrie`res ont e´te´ e´vince´s.
De´finition n◦ 9.4.0.XII [Ligne persuasive]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur le the`me r0. Soit hk = (move1, . . . ,movek) ∈
H un historique. La ligne persuasive de hk (note´e line(hk)) est la plus petite
sous-se´quence de hk tq :
move1,movek ∈ line(hk)
∀movei ∈ line(hk) movei ∈ convention(move1, . . . ,movei−1)
En d’autres termes, les coups de re´ponse dans une ligne persuasive font re´fe´rence au
coup pre´ce´dent.
Les coups doivent, pour eˆtre bien forme´s, ve´rifier les proprie´te´s suivantes :
De´finition n◦ 9.4.0.XIII [Coups bien forme´s]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un sys-
te`me dialectique multi-agents qui porte sur le the`me r0. Soit hk−1 =
(move1, . . . ,movek−1) ∈ H. Un coup movek est bien forme´ ssi :
1. si hk−1 = ∅ alors act(movek) = question(r0), speaker(movek) = init et
hearer(movek) = part ;
2. sinon ∃movei ∈ hk−1 tq :
(a) reply(movek) = movei avec speaker(movek) 6= speaker(movei) ;
(b) si movei ∈ line(hk−1) et act(movei) = assert(H) alors act(movek) 6=
assert(H ′) avec H ∩H ′ 6= ∅ ;
(c) protocol(movek) = protocol(move1).
Un coup d’initialisation est bien forme´ si c’est une question sur le the`me, profe´re´e
par l’initiateur, a` l’intention du partenaire (cf condition 1). Un coup de re´ponse e´mis
par un joueur est bien forme´ s’il re´pond a` un des coups pre´ce´dents e´mis par l’autre
joueur (cf condition 2a). Afin d’e´viter la pre´sence de boucles dans un dialogue,
la redondance d’hypothe`ses est interdite dans les affirmations d’une meˆme ligne
persuasive (cf condition 2b). Bien e´videmment, le meˆme protocole doit eˆtre conserve´
au cours des e´changes (cf condition 2c).
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Un protocole de dialogue (que nous appelons ici simplement protocole) est le nom
qui identifie l’ensemble des re`gles dialectiques. Celles-ci spe´cifient les coups autorise´s
(ou non) et sont compile´es dans la fonction convention.
Nous n’envisagerons dans la suite de ce manuscrit que des protocoles a` coups uniques.
En d’autres termes, le joueur ne peut e´mettre qu’un seul coup par tour de parole.
Toutefois, on distingue les deux cas de figure suivants. Un protocole peut eˆtre soit
a` re´ponses uniques soit a` re´ponses multiples.
De´finition n◦ 9.4.0.XIV [Protocole (a` re´ponses uniques/multiples)]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique multi-agents qui porte sur le the`me r0. Le protocole utilise´ est :
– soit a` re´ponses uniques ssi
∀hk−1 ∈ H ∀movek ∈ convention(hk−1), reply(movek) = movek−1 ;
– soit a` re´ponses multiples ssi
∀hk−1 ∈ H ∀movek ∈ convention(hk−1) ∃movei ∈ hk−1, reply(movek) = movei.
Dans le premier cas, un joueur ne peut apporter qu’une seule re´ponse a` chacun des
coups de son adversaire. Les historiques sont tous des lignes persuasives. Dans le
second cas, un joueur peut essayer plusieurs actes de langage pour re´pondre a` ceux
de son adversaire.
Les re`gles de se´quence pre´sente´es dans la section suivante permettent de de´crire des
protocoles a` re´ponses uniques.
9.5 Re`gles de se´quence
Les re`gles de se´quence pre´cisent quelles sont les re´ponses autorise´es a` un coup.
Comme les conditions rationnelles d’e´nonciation (cf section 8.3.4.1), les re`gle de se´-
quence sont des re`gles communes a` tous les agents du syste`me. Ces derniers ont
non seulement leurs propres tactiques argumentatives (cf section 8.3.4.2) mais e´ga-
lement leurs propres tactiques conventionnelles qui leur permettent de se´lectionner
la re´ponse privile´gie´e a` un coup.
Conside´rons un syste`me dialectique multi-agents qui porte sur le the`me r0
(DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 ) et notamment l’un
de ses historiques hk−1 = (move1, . . . ,movek−1) ∈ H. Une re`gle de se´quence
(sequence rules) spe´cifie quels actes de langage peuvent re´pondre a` l’un des actes de
langage pre´ce´demment e´mis par l’interlocuteur. On distingue deux cas de figure. Soit
le second acte re´siste face au premier, soit le second acte abdique face au premier.
Un dialogue de´bute toujours par une question sur le the`me.
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9.5.1 Re´ponse a` une question
D’apre`s la re`gle de ✭✭ Question/Re´ponse ✮✮, l’allocutaire d’une question (question(h))
peut re´pondre : soit par une confirmation (assert(h)), soit par une infirmation
(assert(¬h)), soit par un aveu d’ignorance (unknow(h)).
Cette re`gle est repre´sente´e dans la table 9.5.1. Donner son opinion, une confirmation
ou une infirmation, est un acte de re´sistance alors que l’aveu d’ignorance est un acte
d’abdication.
Re`gle de se´quence Acte de langage Actes re´sistants Actes abdiquants
srQ/A question(h) assert(h) unknow(h)
assert(¬h)
Tab. 9.5.1.I: Re`gle de ✭✭ Question/Re´ponse ✮✮ : question et re´ponses potentielles.
Les tactiques d’e´nonciation de ces diffe´rents actes, qu’elles re´sistent ou abdiquent
face a` une question, ne sont pas ne´cessairement mutuellement exclusives. Un agent
n’est pas en mesure, avec cette seule re`gle, d’e´mettre une re´ponse unique. Les deux
premie`res tactiques conventionnelles spe´cifient la re´ponse privile´gie´e a` une question.
Tactiques de re´ponse a` une question. Suite a` une question, l’agent agi qui peut
donner son opinion est coope´ratif (note´ benevolent(agi)) s’il acce`de a` la requeˆte.
Dans le cas contraire, il est e´go¨ıste (note´ egoist(agi)). E´tant donne´ que les joueurs
de´battent, ils sont coope´ratifs.
La tactique d’e´nonciation d’une confirmation et celle d’une infirmation ne sont pas
mutuellement exclusives. Dans ce cas de figure, l’agent doit trancher parmi ces deux
re´ponses. C’est l’objet de la seconde tactique conventionnelle.
Suite a` une question, un agent agi confiant peut re´pondre indiffe´remment par une
confirmation ou une infirmation. Il est positif (note´ postive(agi)) s’il confirme ou
ne´gatif s’il infirme (note´ negative(agi)).
L’algorithme 9.5.1 de´crit le processus de se´lection de l’acte de langage qui re´pond a`
une question.
La re´ponse pre´conise´e par cet algorithme est unique et en conformite´ avec la re`gle
de ✭✭ Question/Re´ponse ✮✮. En d’autres termes, un agent peut toujours re´pondre de
manie`re univoque par la re`gle de ✭✭ Question/Re´ponse ✮✮.
L’annexe E met a` disposition deux exemples de re´ponse a` une question : dans la
section E.2 et dans la section E.4.
Comme cela est prescrit par la re`gle de ✭✭ Question/Re´ponse ✮✮, le dialogue peut se
poursuivre par une affirmation.
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Entre´e : question(h), agi
Sortie : act(movek)
si egoist(agi) alors
// want unknow(agi, h);
unknow(h);
sinon
// benevolent(agi) ;
si ¬ want assert(agi, h) ∧ ¬ want assert(agi,¬h) alors unknow(h)
si want assert(agi, h) ∧ ¬ want assert(agi,¬h) alors assert(h)
si ¬ want assert(agi, h) ∧ want assert(agi,¬h) alors assert(¬h);
si want assert(agi, h) ∧ want assert(agi,¬h) alors
si postive(agi) alors
assert(h)
sinon
#negative(agi);
assert(¬h);
fin
fin
fin
Fig. 9.5.1.I: Re´ponse a` une question
9.5.2 Re´ponse a` une affirmation
D’apre`s la re`gle d’ ✭✭ Affirmation/Accueil ✮✮, l’allocutaire d’une affirmation (assert(H))
peut re´pondre : soit par un accueil favorable (concede(H)), soit par un accueil
de´favorable (refuse(h) avec h ∈ H), soit par une mise en doute (challenge(h)
avec h ∈ H).
Cette re`gle est repre´sente´e dans la table 9.5.2. La concession et l’accueil de´favorable
sont des actes d’abdication alors qu’une mise en doute est un acte de re´sistance.
Re`gle de se´quence Acte de langage Actes re´sistants Actes abdiquants
srA/W assert(H) challenge(h), h ∈ H concede(H)
refuse(h), h ∈ H
Tab. 9.5.2.I: Re`gle d’ ✭✭ Affirmation/Accueil ✮✮ : affirmation et re´ponses potentielles.
Contrairement a` la re`gle d’ ✭✭ Affirmation/Accueil ✮✮, la re`gle d’ ✭✭ Affirmation/Re´futation ✮✮
ne permet pas de re´pondre a` une affirmation par un accueil de´favorable, qui e´quivaut
a` concede(¬h), mais par une re´futation, qui e´quivaut a` assert(¬h). Ces actes de
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langage diffe`rent par leurs conditions d’e´nonciation (cf de´finition 8.3.4.I et de´fini-
tion 8.3.4.II). De plus, ces deux re´ponses se distinguent par leurs re´ponses possibles.
Comme nous le verrons dans la section 9.5.4, un accueil de´favorable, contrairement
a` une re´futation, met un terme a` la ligne persuasive.
Cette re`gle est repre´sente´e dans la table 9.5.2. Conce´der est un acte d’abdication
alors qu’une mise en doute ou une re´futation est un acte de re´sistance.
Re`gle de se´quence Acte de langage Actes re´sistants Actes abdiquants
srA/R assert(H) challenge(h), h ∈ H concede(H)
reject(h), h ∈ H
Tab. 9.5.2.II: Re`gle d’ ✭✭ Affirmation/Re´futation ✮✮ : affirmation et re´ponses potentielles.
Tactiques de re´ponse a` une affirmation. Quatre autres strate´gies convention-
nelles, associe´es aux deux re`gles de se´quence pre´ce´dentes, permettent de se´lectionner
la re´ponse privile´gie´e.
Lors d’une se´quence d’ ✭✭ Affirmation/Accueil ✮✮, l’agent agi qui peut, soit mettre en
doute, soit donner son opinion est : argumentatif (note´ argumentativeA/W (agj))
s’il met en doute, ouvert d’esprit (note´ open mindA/W (agj)) s’il donne son opinion.
La tactique lors d’une se´quence d’ ✭✭ Affirmation/Re´futation ✮✮ est de´finie de manie`re
similaire. On note argumentativeA/R(agj) et open mindA/R(agj) les deux attitudes
possibles.
Comme les joueurs de´battent, ils sont ouverts d’esprit.
Lors d’une se´quence d’ ✭✭ Affirmation/Accueil ✮✮, un agent agi confiant ou cre´dule
qui peut indiffe´remment re´pondre par un accueil favorable ou par un accueil de´-
favorable est : optimiste (note´ optimisticA/R(agi)) s’il conce`de ; pessimiste (note´
pessimisticA/W (agi)) s’il refuse.
La tactique lors d’une se´quence d’ ✭✭ Affirmation/Re´futation ✮✮ est de´finie de manie`re
similaire. Les attitudes correspondantes sont note´es optimisticA/R(agi) et
pessimisticA/R(agi).
L’algorithme 9.5.2 de´crit le processus de se´lection de l’acte de langage en conformite´
avec la re`gle d’ ✭✭ Affirmation/Accueil ✮✮.
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Entre´e : assert(H), agi
Sortie : act(movek)
si argumentativeA/W (agi) alors
// want challenge(agi, h);
select(h,H);
challenge(h);
sinon
// open mindA/W (agi) ;
si ¬ want concede(agi, H) ∧ 6∃h ∈ H want concede(agi,¬h) alors
select(h,H);
challenge(h);
fin
si want concede(agi, H) ∧ 6∃h ∈ H want concede(agi,¬h) alors
concede(H);
fin
si ¬ want concede(agi, H) ∧ ∃h ∈ H want concede(agi,¬h) alors
refuse(h);
fin
si want concede(agi, H) ∧ ∃h ∈ H want concede(agi,¬h) alors
si optimisticA/W (agi) alors
concede(H)
sinon
//pessimisticA/W (agi);
refuse(h);
fin
fin
fin
Fig. 9.5.2.I: Re´ponse a` une affirmation selon la re`gle d’ ✭✭ Affirmation/Accueil ✮✮
L’algorithme 9.5.2 de´crit le processus de se´lection de l’acte de langage en conformite´
avec la re`gle de ✭✭ Affirmation/Re´futation ✮✮. La fonction select(h,H) permet de
se´lectionner l’une des hypothe`ses h de H.
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Entre´e : assert(H), agi
Sortie : act(movek)
si argumentativeA/R(agi) alors
// want challenge(agi, h);
select(h,H);
challenge(h);
sinon
// open mindA/R(agi) ;
si ¬ want concede(agi, H) ∧ 6∃h ∈ H want assert(agi,¬h)) alors
select(h,H);
challenge(h);
fin
si want concede(agi, H) ∧ 6∃h ∈ H want assert(agi,¬h)) alors
concede(H);
fin
si ¬ want concede(agi, H) ∧ ∃h ∈ H want assert(agi,¬h)) alors
reject(h) ;
fin
si want concede(agi, H) ∧ ∃h ∈ H want assert(agi,¬h)) alors
si optimisticA/R(agi) alors
concede(H)
sinon
//pessimisticA/R(agi);
reject(h)
fin
fin
fin
Fig. 9.5.2.II: Re´ponse a` une affirmation selon la re`gle d’ ✭✭ Affirma-
tion/Re´futation ✮✮
La re´ponse pre´conise´e par chacun de ces algorithmes est unique et en conformite´
avec la re`gle correspondante. En d’autres termes, un agent peut toujours re´pondre
de manie`re univoque par chacune de ces deux re`gles. L’annexe E met a` disposition
cinq exemples de re´ponse a` une affirmation. Les deux premie`res re´ponses utilisent la
re`gle d’ ✭✭ Affirmation/Accueil ✮✮ (cf section E.2 et section E.2). Les trois suivantes
utilisent la re`gle d’ ✭✭ Affirmation/Re´futation ✮✮ (cf section E.4, section E.4 et section
E.4).
Comme cela est prescrit par les deux re`gles pre´ce´dentes, le dialogue peut se pour-
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suivre par une mise en doute.
9.5.3 Re´ponse a` une mise en doute
D’apre`s la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮, un agent agi peut re´pondre a` une
mise en doute (challenge(h)) par une justification (assert(H), avec H ⊢℧ h), ou
par un abandon withdraw(h).
Cette re`gle est repre´sente´e dans la table 9.5.3. Abandonner est un acte d’abdication
alors qu’une justification est un acte de re´sistance.
Re`gle de se´quence Acte de langage Actes re´sistants Actes abdiquants
srC/A challenge(h) assert(H), avec H ⊢℧ h withdraw(h)
Tab. 9.5.3.I: Re`gle de ✭✭ Mise en doute/Re´ponse ✮✮ : mise en doute et re´ponses potentielles.
Suite a` une mise en doute, un agent re´pond dans la mesure du possible par un
argument. La re´ponse pre´conise´e par cette tactique est unique et en conformite´ avec
la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮. En d’autres termes, un agent peut toujours
re´pondre de manie`re univoque par la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮. L’annexe
E met a` disposition quatre exemples de re´ponse a` une mise en doute (cf section E.2,
section E.2, section E.4 et section E.4).
9.5.4 Terminaison
D’apre`s la re`gle de terminaison, les actes de langage qui n’ont pas encore e´te´ envi-
sage´s, mettent fin a` la ligne persuasive.
Cette re`gle est repre´sente´e dans la table 9.5.4. L’ensemble des actes d’abdication
dans les re`gles pre´ce´dentes mettent un terme a` la ligne persuasive.
Re`gle de se´quence Acte de langage Actes re´sistants Actes abdiquants
srT unknow(H) ∅ ∅
concede(H) ∅ ∅
withdraw(H) ∅ ∅
Tab. 9.5.4.I: Re`gle de terminaison.
L’annexe E met a` disposition deux exemples de terminaison (cf section E.4 et section
E.4).
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Les re`gles de se´quence pre´ce´demment e´nume´re´es permettent de mettre en exergue
les deux roˆles dialectiques suivants :
1. le locuteur d’une mise en doute joue le roˆle de challengeur ;
2. le locuteur d’une affirmation, que cela soit une confirmation, une infirmation,
une re´futation ou une justification, joue le roˆle d’argumentateur.
Ces roˆles peuvent e´voluer (ou non) au cours d’un historique selon le protocole envi-
sage´.
9.6 Jeu de dialogue
Dans la section 3.3, nous avons pre´sente´ la cate´gorisation des dialogues propose´e
par Walton et Krabbe [67]. En identifiant la situation initiale ainsi que les buts
des dialogues, cette classification distingue six cate´gories primaires de dialogue : la
persuasion, la ne´gociation, l’enqueˆte, la de´libe´ration, la demande d’information et
l’e´ristique. Afin d’illustrer le cadre formel propose´ pre´ce´demment, nous pre´senterons
ici deux protocoles de dialogue particuliers : un protocole de demande d’information
a` re´ponses uniques et un protocole de persuasion a` re´ponses uniques.
9.6.1 Demande d’information
Une demande d’information intervient lorsque l’initiateur souhaite disposer d’une
connaissance qu’il suppose eˆtre de´tenue par le partenaire. La situation initiale est
donc asyme´trique. Le partenaire, contrairement a` l’initiateur, a une conviction sur
le the`me. Le but du dialogue, c’est-a`-dire le but partage´ par les agents, consiste a`
diffuser une connaissance. Nous proposons ici un protocole de dialogue particulier.
Les dialogues conformes a` ce protocole sont des demandes d’information.
Dans un premier temps, nous allons de´montrer la terminaison des demandes d’infor-
mation, quelle que soit la situation initiale. Dans un second temps, nous serons en
mesure de de´montrer qu’une demande d’information est correcte et comple`te sous
certaines conditions concernant la situation initiale des joueurs.
Le protocole de dialogue propose´ ici est un protocole a` re´ponses uniques.
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De´finition n◦ 9.6.1.I [Protocole de demande d’information]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me
dialectique multi-agents qui porte sur le the`me r0. Le protocole est appele´ pro-
tocole de demande d’information a` re´ponses uniques (note´ ISP) ssi :
1. c’est un protocole a` re´ponses uniques (cf de´finition 9.4.0.XIV) ;
2. la fonction convention ve´rifie les quatre re`gles de se´quence suivantes :
(a) srQ/A, i.e. la re`gle de ✭✭ Question/Re´ponse ✮✮ (cf table 9.5.1) ;
(b) srA/W , i.e. la re`gle d’ ✭✭ Affirmation/Accueil ✮✮ (cf table 9.5.2) ;
(c) srC/A, i.e. la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮ (cf table 9.5.3) ;
(d) srT , i.e. la re`gle de terminaison (cf table 9.5.4).
La convention est constitue´e de la re`gle de ✭✭ Question/Re´ponse ✮✮, de la re`gle
d’ ✭✭ Affirmation/Accueil ✮✮, de la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮ et de la re`gle
de terminaison. Ces re`gles de se´quence sont repre´sente´es dans la table 9.6.1.
Re`gles de se´quence Actes de langage Actes re´sistants Actes abdiquants
srQ/A question(h) assert(h) unknow(h)
assert(¬h)
srA/W assert(H) challenge(h), h ∈ H concede(H)
refuse(h), h ∈ H
srC/A challenge(h) assert(H), avec H ⊢℧ h withdraw(h)
srT unknow(H) ∅ ∅
concede(H) ∅ ∅
withdraw(H) ∅ ∅
Tab. 9.6.1.I: Re`gles de se´quence du protocole de demande d’information a` re´ponses uniques.
La figure 9.6.1.I repre´sente un jeu de demande d’information sous forme normale
extensive ou` les areˆtes sont associe´es a` des coups dialogiques et les nœuds sont des
situations de jeu. Leur exposant indique lequel des joueurs joue le coup suivant.
Par exemple, le partenaire est le locuteur du coup suivant dans la situation de jeu
3.3part. Les situations 2.1, 3.1, 3.2, 4.1, 5.1, 5.2, 6.1. . . sont des situations de fin de jeu.
Un agent est a` l’initiative d’une demande d’information lorsqu’il souhaite disposer
de l’avis du partenaire sur le the`me. Si le partenaire ne dispose d’aucun argument en
faveur ou en de´faveur du the`me, celui-ci re´pond par un aveu d’ignorance qui met un
terme au dialogue (cf situation de jeu 2.1). Dans le cas contraire, le but du dialogue,
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c’est-a`-dire le but partage´ par les deux joueurs consiste a` diffuser cette connaissance.
Le te´moin doit au terme du dialogue disposer de cette connaissance.
La terminaison des demandes d’information peut eˆtre garantie, quelle que soit la
situation initiale des joueurs.
The´ore`me n◦ 9.6.1.I [Terminaison d’une demande d’information]
SoitDSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique multi-agents qui porte sur le the`me r0 et qui emploie un protocole de
demande d’information a` re´ponses uniques. La demande d’information (h ∈ Z)
est finie.
L’existence et l’unicite´ de la re´ponse a` un coup, et ce quelle que soit la re`gle de
se´quence envisage´e, ont e´te´ argumente´es dans la section 9.5. Ses proprie´te´s sont
ne´cessaires pour la de´monstration de ce the´ore`me qui se trouve dans la section D.2.
La terminaison des demandes d’information est garantie dans tous les cas de figure.
A l’inverse, certaines hypothe`ses sur la situation initiale des joueurs sont ne´cessaires
pour garantir la correction des demandes d’information.
D’apre`s le the´ore`me suivant, une demande d’information est correcte si l’initiateur
ne dispose initialement d’arguments ni en faveur ni en de´faveur du the`me et si le
partenaire est convaincu par le the`me.
The´ore`me n◦ 9.6.1.II [Correction d’une demande d’information]
SoitDSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique multi-agents qui porte sur le the`me r0 et qui emploie un protocole de
demande d’information a` re´ponses uniques. Si la situation initiale est telle que :
– l’initiateur ne dispose initialement d’aucun argument en faveur ou en de´faveur
de r0 :
∀A ∈ A(Tinit) conclusion(A) 6= r0 ∧ conclusion(A) 6= ¬r0
– le partenaire est initialement convaincu de r0 :
∃A ∈ Spartconclusion(A) = r0
alors la demande d’information (h ∈ Z) est correcte.
Afin de simplifier la lecture de ce the´ore`me, nous supposons le partenaire convaincu
de r0. Nous aurions pu tout aussi bien conside´rer le partenaire convaincu du contraire.
Il suffit de remplacer dans ce the´ore`me r0 par ¬r0. La de´monstration de ce the´ore`me
se trouve dans la section D.3.
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Le te´moin est, au terme d’une telle demande d’information, soit convaincu par le
the`me soit convaincu du contraire. Sa conviction peut eˆtre diffe´rente de celle de
l’agent omniscient. Pour que la conviction de ces deux agents soient identiques, les
conditions sur la situation initiale doivent eˆtre plus restrictives.
D’apre`s le the´ore`me suivant, une demande d’information est comple`te si l’initiateur
est initialement ignorant et si le partenaire est convaincu par le the`me.
The´ore`me n◦ 9.6.1.III [Comple´tude d’une demande d’information]
SoitDSΩM (r0,ASΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur le the`me r0 et qui emploie un protocole de demande d’in-
formation. Si la situation initiale est telle que :
– l’initiateur est initialement ignorant :
Tinit = TΩA
– le partenaire est initialement convaincu de r0 :
∃A ∈ S∗partconclusion(A) = r0 (9.6.1.I)
La demande d’information (h ∈ Z) est comple`te.
Pour les meˆme raisons e´voque´es pre´ce´demment, nous supposons le partenaire convaincu
de r0. La de´monstration de ce the´ore`me se trouve dans la section D.4.
Afin d’illustrer les proprie´te´s des demandes d’information, nous proposons dans l’an-
nexe E deux exemples de demande d’information. La premie`re demande d’informa-
tion est correcte et comple`te (cf section E.2). La seconde demande d’information est
correcte mais incomple`te (cf section E.3).
Une demande d’information est incomple`te si l’agent omniscient dispose d’un ar-
gument qui n’est initialement ni a` disposition de l’initiateur ni a` disposition du
partenaire (cf e´quation 9.3.0.I). En d’autres termes, si l’initiateur n’est pas initiale-
ment ignorant alors l’argumentaire de l’agent omniscient peut contenir un argument
qui n’est a` la disposition d’aucun joueur. Cet argument sera, par conse´quence, passe´
sous silence.
Par construction du jeu de demande d’information, les mises en doute sont toujours
e´mises par l’initiateur. Il joue le roˆle de challengeur tout au long du dialogue.
De meˆme, les justifications sont toujours e´nonce´es par le partenaire. Il joue le roˆle
d’argumentateur tout au long du dialogue. Ce dernier a la charge de la preuve.
Comme nous le verrons dans la section suivante, ces roˆles dialectiques peuvent e´vo-
luer au cours d’une persuasion.
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9.6.2 Persuasion
Un dialogue de persuasion intervient lorsque l’initiateur souhaite confronter son
avis avec celui du partenaire. Dans la situation de jeu initiale, les joueurs sont en
de´saccord sur le the`me. Le but du dialogue consiste a` re´soudre verbalement le conflit.
Le te´moin doit, au terme du dialogue, avoir une conviction. Nous proposons ici un
protocole de dialogue particulier. Les dialogues conformes a` ce protocole sont des
persuasions.
Dans un premier temps, nous allons de´montrer la terminaison des persuasions, quelle
que soit la situation initiale. Dans un second temps, nous serons en mesure de de´mon-
trer qu’une persuasion est correcte sous certaines conditions concernant la situation
initiale des joueurs et leurs tactiques de jeu.
Le protocole utilise´ est un protocole a` re´ponses uniques.
De´finition n◦ 9.6.2.I [Protocole de persuasion]
Soit DSΩM (r0,ASΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur le the`me r0. Le protocole est appele´ protocole de per-
suasion a` re´ponses uniques (note´ PP) ssi ;
1. il est conforme a` la de´finition 9.3.0.X ;
2. c’est un protocole a` re´ponses uniques (cf de´finition 9.4.0.XIV) ;
3. la fonction convention ve´rifie les quatre re`gles de se´quence suivantes :
(a) srQ/A, i.e. la re`gle de ✭✭ Question/Re´ponse ✮✮ (cf table 9.5.1) ;
(b) srA/R, i.e. la re`gle d’ ✭✭ Affirmation/Re´futation ✮✮ (cf table 9.5.2) ;
(c) srC/A, i.e. la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮ (cf table 9.5.3) ;
(d) srT , i.e. la re`gle de terminaison (cf table 9.5.4).
La convention se distingue de celle d’un protocole de demande d’information par la
re`gle d’ ✭✭ Affirmation/Re´futation ✮✮ qui est utilise´e en lieu et place de la re`gle
d’ ✭✭ Affirmation/Accueil ✮✮. Ces re`gles de se´quence sont repre´sente´es dans la table
9.6.2.
La figure 9.6.2.I repre´sente un jeu de persuasion sous forme normale extensive.
Contrairement a` la figure 9.6.1.I, la situation de jeu 3.1part n’est pas une situa-
tion de fin de jeu. L’initiateur ne peut pas mettre fin au dialogue en exprimant son
de´saccord. Ainsi, le partenaire n’a pas a` lui seul la charge de la preuve. Par construc-
tion du jeu de persuasion, les joueurs ont la possibilite´ de changer de roˆle dialectique
au cours du dialogue.
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Re`gles de se´quence Actes de langage Actes re´sistants Actes abdiquants
srQ/A question(h) assert(h) unknow(h)
assert(¬h)
srA/R assert(H) challenge(h), h ∈ H concede(H)
reject(h), h ∈ H
srC/A challenge(h) assert(H), avec H ⊢℧ h withdraw(h)
srT unknow(H) ∅ ∅
concede(H) ∅ ∅
withdraw(H) ∅ ∅
Tab. 9.6.2.I: Re`gles de se´quence du protocole de persuasion a` re´ponses uniques.
Un agent initie une persuasion lorsqu’il souhaite convaincre ses interlocuteurs de la
ve´racite´ (ou non) d’une hypothe`se. Si le partenaire dispose d’une conviction contraire
alors le but du dialogue, c’est-a`-dire le but partage´ par les deux joueurs, consiste a`
convaincre le te´moin.
La terminaison des persuasions peut eˆtre garantie, quelle que soit la situation initiale
des joueurs.
The´ore`me n◦ 9.6.2.I [Terminaison d’une persuasion]
SoitDSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique multi-agents qui porte sur le the`me r0 et qui emploie un protocole de
persuasion a` re´ponses uniques. La persuasion (h ∈ Z) est finie.
L’existence et l’unicite´ de la re´ponse a` un coup, et ce quelle que soit la re`gle de
se´quence envisage´e, ont e´te´ argumente´es dans la section 9.5. Ses proprie´te´s sont
ne´cessaires pour la de´monstration de ce the´ore`me qui se trouve dans la section D.5.
Nous avons de´montre´ que la terminaison des persuasions est garantie dans tous les
cas de figure. A l’inverse, certaines hypothe`ses sur la situation initiale des joueurs
sont ne´cessaires pour garantir la correction d’une persuasion.
D’apre`s le the´ore`me suivant, une persuasion est correcte si l’initiateur et le partenaire
ont des convictions diffe´rentes sur le the`me.
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The´ore`me n◦ 9.6.2.II [Correction d’une persuasion]
SoitDSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique multi-agents qui porte sur le the`me r0 et qui emploie un protocole de
persuasion a` re´ponses uniques.
Si la situation initiale des joueurs est telle que :
– l’initiateur est convaincu de ¬r0 :
∃A ∈ S∗initconclusion(A) = ¬r0
– le partenaire est convaincu de r0 :
∃A ∈ S∗partconclusion(A) = r0
alors la persuasion (h ∈ Z) est correcte.
Afin de simplifier la lecture de ce the´ore`me, nous supposons l’initiateur convaincu
de ¬r0 et le partenaire convaincu de r0. Nous aurions pu tout aussi bien conside´rer
l’inverse. Il suffit de remplacer dans ce the´ore`me r0 par ¬r0, et re´ciproquement. La
de´monstration de ce the´ore`me se trouve dans la section D.6.
L’initiateur dispose initialement d’une conviction sur le the`me. Il n’est pas ignorant.
En conse´quence, l’e´quation 9.3.0.I n’est pas forcement ve´rifie´e. La comple´tude d’une
persuasion ne peut pas eˆtre garantie. Nous proposons dans la section E.4 un exemple
de persuasion. Conforme´ment au the´ore`me 9.6.2.II, cette persuasion est correcte.
9.7 Synthe`se
Nous avons pre´sente´ dans ce chapitre les e´le´ments du mode`le DIAL qui permettent
de ge´rer le flux d’information en re´gulant l’enchaˆınement des messages afin de mener
a` bien l’interaction.
Les actes de langage qui sont profe´re´s au cours des e´changes ne sont pas isole´s.
Ils se re´pondent les uns aux autres. Les coups dialogiques sont des structures qui
permettent de lier les actes de langage les uns aux autres.
Un syste`me dialectique multi-agents est un dispositif formel au travers duquel deux
agents argumentatifs jouent pour ve´rifier la validite´ d’une hypothe`se. Ces deux
joueurs e´changent des coups en pre´sence d’un troisie`me agent, appele´ te´moin. Le
te´moin est le responsable de la de´cision collective. Son arbitrage de´pend non seule-
ment des arguments avance´s mais e´galement de son estimation de la compe´tence
relative de chacun des deux joueurs. Un dialogue est correct si le te´moin s’est forge´
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une conviction au terme des e´changes. Il est probable que certains arguments soient
passe´s sous silence. Un dialogue est complet si l’agent te´moin s’est forge´ au terme
des e´changes la meˆme conviction que s’il disposait de tous les arguments du syste`me.
Ce cadre formel permet ainsi d’e´valuer les proprie´te´s de deux protocoles particu-
liers : un protocole de demande d’information et un protocole de persuasion. Ce
sont tous deux des protocoles a` re´ponses uniques. Contrairement a` une demande
d’information, la charge de la preuve est partage´e par les deux joueurs dans une
persuasion. La terminaison des dialogues est garantie dans tous les cas de figure. A`
l’inverse, certaines hypothe`ses sur la situation initiale sont ne´cessaires pour garantir
la correction et la comple´tude des dialogues.
Contrairement aux travaux de Henry Prakken [50, 49] (cf section 4.3.2), nous ne
faisons aucune hypothe`se concernant la conviction initiale des joueurs sur le the`me.
De cette manie`re, le syste`me dialectique multi-agents propose´ ici ne se limite pas
aux discussions critiques qui sont des dialogues de persuasion particuliers. Il permet
de jouer n’importe quel dialogue dont le but est la re´solution d’un conflit.
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“In the original democracy,
Athens, the agora was the
marketplace, and more–it was
where citizens met to talk,
gossip, argue, size each other
up, find the weak spots in
political ideas by debating
about them. But another kind
of vision could apply to the use
of the Net in the wrong ways, a
shadow vision of a less utopian
kind of place–the Panopticon.”
Howard Rheingold, 1993
Chapitre 10
Conclusion du mode`le
Dans cette partie, nous avons propose´ un mode`le de dialogue au travers duquel
les agents argumentatifs jouent et arbitrent pour aboutir a` une de´cision collective.
Celui-ci contribue a` la formalisation d’une prise de de´cision concerte´e.
Nous avons propose´, dans le chapitre 7, une logique argumentative qui constitue
le mode`le de raisonnement des agents. Cette logique argumentative a` base de
valeurs permet de ge´rer les interactions entre des arguments contradictoires qui sont
plus ou moins forts selon l’agent envisage´. Le langage logique sous-jacent permet
d’exprimer des connaissances repre´sentant l’e´tat du monde. Plusieurs relations de
priorite´ permettent de conside´rer simultane´ment les diffe´rentes e´chelles de valeurs
auxquelles se re´fe`rent les agents.
Ayant de´fini le mode`le de raisonnement des agents, nous avons pre´sente´ dans le
chapitre 8 les e´le´ments du mode`le qui permettent aux agents d’une part d’e´changer
leurs connaissances et d’autre part de raisonner conjointement. Lemode`le d’agent
argumentatif propose´ leur permet de justifier les hypothe`ses sur lesquelles ils s’en-
gagent et de prendre en compte les engagements de leur interlocuteurs en fonction
de la compe´tence estime´e de l’agent qui a transmis cette information.
Ayant de´fini le mode`le d’agent argumentatif, nous avons pre´sente´ dans le chapitre
9 les e´le´ments du mode`le qui permettent de ge´rer le flux d’information en re´gulant
l’enchaˆınement des messages afin de mener a` bien l’interaction. Dans un syste`me
multi-agents dialectique, un agent tiers, responsable de la de´cision finale, rend
son arbitrage non seulement en fonction des arguments avance´s mais e´galement en
fonction de son estimation de la compe´tence relative de chacun des deux joueurs.
Le cadre ainsi circonscrit permet de garantir l’obtention d’un re´sultat au terme du
dialogue et d’e´valuer sa qualite´.
Le mode`le de dialogue entre agents propose´ ici sert de base a` l’outil informatique
d’aide a` la concertation pre´sente´ dans la partie suivante.
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Troisie`me partie
Application

“Now is the time to shift our
view of computers from
communications medium to
negotiation medium, from
knowledge processing to interest
processing.”
Carl Adam Petri
Chapitre 11
Syste`me d’aide a` la concertation
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11.1 Introduction
Dans ce chapitre, nous pre´sentons l’outil d’aide a` la concertation e´labore´ en instan-
ciant le mode`le DIAL pre´sente´ dans la partie pre´ce´dente. L’objectif d’un tel syste`me
consiste a` fournir une ve´ritable assistance aux acteurs dans un processus de prise de
de´cision collective et de´battue.
Un syste`me d’aide a` la concertation est un outil informatique interactif qui
supporte une de´cision collective et de´battue. Un tel syste`me facilite la collabora-
tion entre des acteurs qui travaillent a` distance et de manie`re asynchrone. C’est un
syste`me de me´diation [24, 25], i.e. outil informatique intelligent qui me´diatise les
de´bats dans le cadre de la de´mocratie dialogique [41] afin de faciliter l’identification
et la re´solution de conflits d’une manie`re rationnelle efficace et e´quitable.
Dans un premier temps, nous allons motiver notre approche (cf section 11.2). Le
principe du syste`me propose´ ici est pre´sente´ dans la section 11.3. Le syste`me s’appuie
sur la me´thode hie´rarchique multicrite`re (cf section 11.4). Elle permet d’associer a`
chaque acteur un agent argumentatif (cf section 11.5). Chaque agent assiste un
acteur et le repre´sente dans des dialogues automatiques. Nous allons, dans la section
11.6, de´crire le syste`me dialectique multi-agents assistants. Il permet de fournir une
ve´ritable assistance a` la concertation (cf section 11.7). Nous terminerons ce chapitre
en pre´sentant quelques e´le´ments concernant l’imple´mentation qui a e´te´ propose´e (cf
section 11.8).
11.2 Motivation
La the´orie des jeux fut introduite en 1940 par Oskar Morgenstern1 et John von
Neumann2 [43]. S’appuyant sur un mode`le e´conomique du raisonnement, la the´orie
des jeux consiste a` de´finir la rationalite´ d’un agent a` l’aide d’une fonction de gain
afin d’e´valuer sa satisfaction vis a` vis des diffe´rentes alternatives envisage´es. Cette
the´orie fournit des crite`res pour mesurer la qualite´ des processus de prise de de´cision
collective [56]. On peut notamment e´valuer la qualite´ du re´sultat obtenu a` l’issue de
tels processus.
Afin de proposer un syste`me d’aide a` la concertation qui s’appuie sur un syste`me
multi-agents, une premie`re approche peut consister a` associer a` chaque acteur un
1Oskar Morgenstern (1902-1977) mathe´maticien et e´conomiste ame´ricain d’origine allemande
2John von Neumann (1903-1957) mathe´maticien ame´ricain d’origine hongroise ayant apporte´
d’importantes contributions autant en physique quantique, qu’en analyse fonctionnelle, en the´orie
des ensembles, en informatique ou en sciences e´conomiques.
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agent qui le repre´sente dans des marchandages (cf section 1.4.2.2). Dans cette hypo-
the`se, l’acteur de´le`gue une partie du processus de de´cision. L’agent signale a` l’acteur
qu’il assiste l’alternative pre´conise´e a` l’issue de chacune de ses conversations. Cette
approche, permet de respecter le sche´ma cognitif et le syste`me de valeur de chaque
acteur. La vision et la compre´hension d’un meˆme proble`me sont soumises a` la sub-
jectivite´ de l’acteur. Toutefois, le the´ore`me d’Arrow3 [34, 56] indique qu’il n’est pas
envisageable de construire une fonction de choix social satisfaisante lorsqu’on dispose
de plus de trois alternatives a` un proble`me de de´cision.
The´ore`me n◦ 11.2.0.III [The´ore`me d’Arrow]
Soit ℧A = {ag1, . . . , agi, . . . , agn} un ensemble d’agents, chacun muni d’une rela-
tion de pre´fe´rence ≺i. Soit A = {a1, a2, . . .} l’ensemble des alternatives conside´re´es
par les agents. Si ‖A‖ ≥ 3 alors il n’existe pas de fonction de choix social (note´e
≺∗) satisfaisant les proprie´te´s suivantes :
1. universalite´, i.e. la fonction de choix social doit eˆtre de´finie quelles que
soient les pre´fe´rences des agents ;
2. non-dictature, i.e. aucun agent ne doit pouvoir imposer ses pre´fe´rences,
inde´pendamment des pre´fe´rences des autres :
6∃agi ∈ ℧A (a1 ≺i a2 ⇒ a1 ≺∗ a2);
3. unanimite´, i.e. lorsque tous les agents ont les meˆmes pre´fe´rences, la fonc-
tion de choix social doit associer ces meˆmes pre´fe´rences a` la socie´te´ :
(∀agi ∈ ℧A a1 ≺i a2)⇒ (a1 ≺∗ a2)
4. indiffe´rence des alternatives non-pertinentes, i.e. le classement rela-
tif de deux alternatives ne doit de´pendre que de leur position relative pour
les agents et non du classement d’alternatives tierces.
Les e´conomistes appellent pre´fe´rences un pre´ordre complet ou un ordre complet.
Dans ce second cas de figure, on parle alors de pre´fe´rences strictes (cf annexe C).
La proprie´te´ selon laquelle la fonction de choix social doit eˆtre indiffe´rente aux
alternatives non-pertinentes implique en particulier que si l’on ne conside`re qu’un
sous-ensemble d’alternatives, la fonction de choix social ne doit pas aboutir a` un
autre classement de ce sous-ensemble4.
3Kenneth Joseph Arrow (ne´ le 23 aouˆt 1921) e´conomiste ame´ricain qui a remporte´ avec John
Hicks le prix Nobel de sciences e´conomiques en 1972.
4Le re´sultat du second tour des e´lections pre´sidentielles qui a eu lieu le 21 avril 2002 en est une
illustration.
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L’impossibilite´ de garantir l’existence d’un processus de de´cision collective de qualite´
a e´te´ de´montre´e dans [34]. Elle ne fait que confirmer la ne´cessite´ d’offrir une ve´ritable
assistance au de´bat.
11.3 Principe
Afin de fournir une ve´ritable assistance au de´bat, le syste`me doit agir en qualite´ de
conseille´ pour faciliter la recherche d’un accord mais laisser la de´cision finale aux
acteurs. En supportant et en ne remplac¸ant pas le jugement humain, les utilisateurs
sont au cœur de la proble´matique.
Le syste`me repre´sente´ dans la figure 11.3.0.I s’inspire du syste`me d’aide a` la ne´-
gociation propose´ par Takayuki Ito et Toramatsu Shintani [30]. Il s’appuie sur un
syste`me multi-agents argumentatifs. Chaque agent argumentatif assiste un utilisa-
teur et interagit avec les autres agents du syste`me. Le syste`me propose´ ici fournit
des fonctionnalite´s, d’une part pour l’e´laboration collaborative des sche´mas argu-
mentatifs et d’autre part, pour e´lucider les consistances et les inconsistances entre
les pre´fe´rences des acteurs et donc de´tecter les consensus et les conflits.
Aide a` l’argumentation
Dialogue automatique
Aide a` la concertation
Fig. 11.3.0.I: Principe du syste`me d’aide a` la concertation
La logique argumentative a` base de valeurs qui constitue le mode`le de raisonnement
des agents est pre´sente´e dans la section suivante.
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11.4 Logique argumentative
Dans le domaine de la gestion territoriale, les outils d’aide a` la de´cision utilise´s par
les acteurs sont majoritairement base´s sur des me´thodes d’Analyse Multi-Crite`res
(MCDA : Multi Criteria Decision Analysis). Comme elle ne ne´cessite aucun pre´-
requis quant aux connaissances scientifiques sous-jacentes, nous nous sommes inte´-
resse´s a` la Me´thode Hie´rarchique Multicrite`re (Analytic Hierarchy Process)
propose´e par Thomas L. Saaty5 [55, 54]. C’est un processus de de´cision puissant
et flexible qui facilite l’expression des pre´fe´rences et permet une prise de de´cision a`
l’aide de ces jugements qu’ils soient qualitatifs ou quantitatifs.
La Me´thode Hie´rarchique Multicrite`re (MHM) se de´compose en trois e´tapes : la
construction d’une repre´sentation du proble`me (cf section 11.4.1), l’expression des
pre´fe´rences (cf section 11.4.2) et la synthe`se des jugements (cf section 11.4.3). Cette
me´thode permet d’instancier le mode`le de raisonnement des agents (cf section 11.4.4).
11.4.1 Repre´sentation du proble`me
La MHM permet l’e´laboration d’un sche´ma argumentatif [23, 53], pour obtenir une
bonne repre´sentation du proble`me. Pour parvenir a` des connaissances pre´cises, notre
esprit structure la re´alite´ complexe en diverses composantes, de´compose ces dernie`res
a` leur tour et ainsi de suite, de fac¸on hie´rarchique. Dans une situation complexe, on
construit une taxonomie des crite`res d’e´valuation pour structurer la prise de de´cision.
La MHM structure le proble`me en une hie´rarchie de´cisionnelle constitue´e d’e´le´ments
appele´s activite´s. Le but du proble`me est identifie´ et de´compose´ en sous-proble`mes
appele´s crite`res d’e´valuation. Ces derniers permettent de comparer des alternatives.
Les crite`res sont a` leur tour de´compose´s en sous-crite`res et ainsi de suite jusqu’a`
obtenir les crite`res feuilles d’une taxonomie.
De´finition n◦ 11.4.1.I [Hie´rarchie de´cisionnelle]
Une hie´rarchie de´cisionnelle est un quadruplet DH = 〈g, C,A, ⊳〉 ou` :
– g est le but de la prise de de´cision ;
– C = {c0 = g, c1, c2, . . .} est l’ensemble des crite`res d’e´valuation ;
– A = {a1, a2, . . .} est l’ensemble des alternatives, i.e. des solutions possibles.
Act = C ∪ A est appele´ ensemble d’activite´s ;
– ⊳ est une relation de spe´cificite´ entre les activite´s, c’est-a`-dire une relation
d’ordre sur Act (⊳ ⊂ Act× Act).
5Thomas L. Saaty professeur de mathe´matique a` l’universite´ de Pittsburgh.
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La relation de spe´cificite´ est une relation d’ordre strict et partiel (cf annexe C). La
relation actk1 ⊳ actk2 peut eˆtre interpre´te´e de la manie`re suivante :
– soit actk1 est un sous-crite`re de actk2 ;
– soit actk1 est une alternative et actk2 un crite`re feuille.
La fermeture re´flexo-transitive correspondante est note´e ⊳∗.
L’exemple suivant permet d’illustrer cette de´finition.
Exemple n◦ 11.4.1.I [Repre´sentation du proble`me] La figure 11.4.1.I illustre
cette repre´sentation du proble`me a` travers l’exemple de la localisation d’ITER, la premie`re
installation expe´rimentale d’une centrale thermique a` fusion nucle´aire. Le but consiste a`
se´lectionner le bon emplacement parmi trois alternatives, i.e. trois sites d’implantation
qui sont e´value´s selon des crite`res organise´s en taxinomie. Le but est de´compose´ en deux
crite`res (c1, c2) eux-meˆme de´compose´s en sous-crite`res : c3, c4, c5, c6 et c7. La relation
de spe´cificite´ est repre´sente´e en trait plein entre les crite`res et en trait pointille´ entre les
crite`res feuilles et les alternatives.
ITER localisation (g = c0)
Situation(c1) Transport(c2)
Terrain(c3) Sol(c4) E´gout(c5) Taille max(c6) Poids max(c7)
Cadarache, France.(a1) Clarington, Canada.(a2) Rokkasho-mura, Japon.(a3)
Fig. 11.4.1.I: Hie´rarchie de´cisionnelle pour la localisation d’ITER
C’est a` partir de cette repre´sentation du proble`me que les pre´fe´rences sont exprime´es.
11.4.2 Expressions des pre´fe´rences
La Me´thode Hie´rarchique Multicrite`re (MHM) s’appuie sur les sentiments et les
jugements intuitifs qui sont probablement plus repre´sentatifs de notre pense´e, de
nos comportements que la verbalisation que nous pouvons en faire.
La me´thode consiste a` comparer des couples d’activite´s similaires du meˆme niveau,
sur la base de l’activite´ parente et d’e´tablir des distinctions entre les deux membres
d’un couple en e´valuant l’intensite´ des pre´fe´rences de l’un par rapport a` l’autre.
Comme l’illustre le tableau 11.4.2.I, on qualifie l’importance d’une activite´ par rap-
port a` une autre : d’absolue (9), d’atteste´e (7), de de´terminante (5), de faible (3)
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ou d’e´gale (1). On peut estimer le poids relatif de l’activite´ i vis a` vis de l’activite´ j
e´tant donne´ un crite`re d’e´valuation ck dans le domaine de de´finition correspondant
aux jugements qualitatifs de comparaison (1, 3, 5, 7, 9), a` leurs valeurs interme´diaires
(2, 4, 6, 8) mais e´galement a` leur re´ciproque (1
9
, 1
8
, 1
7
, 1
6
, 1
5
, 1
4
, 1
3
, 1
2
).
Valeurs De´finitions
1 Importance e´gale
3 Faible importance
5 Importance de´terminante
7 Importance atteste´e
9 Importance absolue
2,4,6,8 Valeurs interme´diaires
1
9
, 1
8
, 1
7
, 1
6
, 1
5
, 1
4
, 1
3
, 1
2
Valeurs re´ciproques
Tab. 11.4.2.I: E´chelle de comparaisons binaires
L’ensemble des distinctions entre les activite´s similaires sur la base de l’activite´
parente peut eˆtre re´sume´ dans une matrice de comparaisons binaires.
De´finition n◦ 11.4.2.I [Matrice de comparaisons binaires]
Soit ck le crite`re parent de n activite´s.
On appellematrice de comparaisons binaires de ck la matrice Ack = (aij)i,j≤n
ou` chacun des e´le´ments repre´sente le poids relatif d’une activite´ acti (note´ wi) vis
a` vis d’une activite´ actj (note´ wj) : ∀i, j ≤ n aij =
wi
wj
Ainsi, le vecteur propre correspondant a` la valeur propre maximale λmax de Ack
constitue le vecteur des priorite´s Wck = (wi)i≤n. Le calcul de ce vecteur permet
de connaˆıtre les priorite´s de chacune des activite´s (wi ∈ [0; 1]) vis a` vis du crite`re
parent.
L’exemple suivant permet d’illuster ces de´finitions.
Exemple n◦ 11.4.2.I [E´tablir ses pre´fe´rences] Conside´rons la hie´rarchie de´cision-
nelle de l’exemple 11.4.1.I. Le crite`re c1 se de´compose en trois sous-crite`res : c3, c4 et c5.
Le crite`re c4 est quatre fois plus important que le crite`re c3 et quatre fois plus important
que le crite`re c5. Les proprie´te´s suppose´es des e´le´ments d’une matrice de comparaisons
binaires comme l’identite´, la re´ciprocite´ ou les valeurs par de´faut permettent de re´duire
l’intervention de l’utilisateur. Ainsi, les crite`res c3 et c5 sont conside´re´s d’importance
e´gale. La matrice de comparaison binaire associe´e a` ce crite`re est repre´sente´e dans le
tableau 11.4.2.II. Le calcul du vecteur propre associe´ a` la valeur propre maximale permet
de de´duire les priorite´s de chacun de ces crite`res.
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Ac1 c3 c4 c5 Wc1
c3 1
1
4
1 w1 =
1
6
c4 4 1 4 w2 =
2
3
c5 1
1
4
1 w3 =
1
6
Tab. 11.4.2.II: Matrice de comparaison binaire Ac1 et vecteur de priorite´s associe´ Wc1
Les jugements ainsi exprime´s doivent eˆtre synthe´tise´s. On doit e´galement ve´rifier
leur cohe´rence.
11.4.3 Synthe`se des jugements
Les pre´fe´rences ne sont pas ne´cessairement cohe´rentes. Le ratio suivant permet d’e´va-
luer cette cohe´rence :
De´finition n◦ 11.4.3.I [Ratio de cohe´rence]
Soit Ack = (aij)i,j≤n une matrice de comparaisons binaires.
Le ratio de cohe´rence de la matrice Ack est de´fini par la formule
RCAck = ICAck/CMn ou` :
– ICAck =
λmax−n
(n−1)
est l’indice de cohe´rence de la matrice Ack ;
– CMn est la cohe´rence moyenne, i.e. l’indice de cohe´rence moyen d’une matrice
de comparaison binaire de taille n dont les valeurs sont ale´atoires.
La cohe´rence moyenne de´pend de la dimension de la matrice (n). Ces valeurs sont
re´sume´es dans le tableau 11.4.3.I. Ainsi, le ratio de cohe´rence est un taux (RCAck ∈
[0; 1]). Plus le ratio de cohe´rence est important, moins les pre´fe´rences sont cohe´rentes.
Le seuil d’acceptabilite´ est fixe´ a` 5% (RCA ≤ 5%) pour une matrice 3 × 3, a` 9%
(RCA ≤ 9%) pour une matrice 4 × 4 et a` 10% (RCA ≤ 10%) pour les matrices de
plus grande taille.
n 1 2 3 4 5 6 7 8 9 10
CMn .00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
Tab. 11.4.3.I: Indices de cohe´rence pour des matrices ale´atoires
Dans les limites de la cohe´rence ainsi de´finies, on peut de´terminer les priorite´s rela-
tives des diffe´rentes activite´s.
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De´finition n◦ 11.4.3.II [Hie´rarchie de´cisionnelle value´e]
Une hie´rarchie de´cisionnelle value´e est un triplet VDH = 〈DH, I, J〉 de´fini
tq :
– DH = 〈g, C,A, ⊳〉 est une hie´rarchie de´cisionnelle telle que nous l’avons de´finie
pre´ce´demment ;
– I : C × C → [0; 1] est une fonction qui de´termine la priorite´ d’un crite`re vis a`
vis du crite`re parent : si ci ⊳ cj alors I(ci, cj) = wi ∈ Wcj ;
– J(A × C → [0; 1]) est une fonction qui de´termine la priorite´ d’une alternative
vis a` vis d’un crite`re feuille : J(ai, cj) = wi ∈ Wcj avec cj crite`re feuille.
L’extension de la fonction I (respectivement J) qui correspond a` la fermeture tran-
sitive de la relation de spe´cificite´ (⊳∗) est note´e I∗ (respectivement J∗). Ces fonctions
sont de´finies de la manie`re suivante :
– I∗ est une fonction qui de´termine la priorite´ d’un crite`re vis a` vis d’un crite`re
anceˆtre :
I∗ : C × C → [0; 1]
(ci, cj) 7−→ I
∗(ci|cj) = I(ci|cj) si ci ⊳ cj
I∗(ci|cj) = I(ci|ck).I
∗(ck|cj) si ci ⊳
∗ cj avec ci ⊳ ck
– J∗ est une fonction qui de´termine la priorite´ d’une alternative vis a` vis d’un
crite`re :
J∗ : A× C → [0; 1]
(ai, cj) 7−→ J
∗(ai|cj) = J(ai|cj) si cjest un crite`re feuille
J∗(ai|cj) =
∑
ck⊳∗cj , ck crite`re feuille
J(ai|ck).I
∗(ck|cj)
Ces fonctions rendent possible le calcul d’une alternative optimale am pour un crite`re
cl :
am ∈ {an; 6∃ao ∈ A tq J
∗(ao, cl) > J
∗(an, cl)}
A fortiori une alternative am est optimale pour une hie´rarchie de´cisionnelle value´e
si elle est optimale vis a` vis du but :
am ∈ {an; 6∃ao ∈ A s.a. J
∗(ao, g) > J
∗(an, g)}
Cette mode´lisation de la de´cision synthe´tise les pre´fe´rences sous la forme d’une
fonction d’utilite´ :
u : A → [0; 1]
ai 7−→ u(ai) = J
∗(ai|c0)
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La fonction d’utilite´ associe a` chaque alternative un gain.
Exemple n◦ 11.4.3.I [Synthe`se des jugements] Conside´rons la hie´rarchie de´ci-
sionnelle de l’exemple 11.4.1.I. Comme pre´conise´ dans la section 11.4.2, les pre´fe´rences
ont e´te´ exprime´es a` l’aide de comparaisons binaires entre des activite´s similaires de meˆme
niveau. Les priorite´s des diffe´rentes activite´s vis a` vis de l’activite´ parente sont repre´sen-
te´es dans la figure 11.4.3.I. Le gain associe´ au site d’implantation franc¸ais est calcule´ de
la manie`re suivante :
u(a1) =J(a1|c0)
=J(a1|c3).I
∗(c3|c0) + J(a1|c4).I
∗(c4|c0) + J(a1|c5).I
∗(c5|c0)
+ J(a1|c6).I
∗(c6|c0) + J(a1|c7).I
∗(c7|c0)
=
2
3
.I∗(c3|c0) +
1
6
.I∗(c4|c0) +
1
6
.I∗(c5|c0) +
2
3
.I∗(c6|c0) +
1
6
.I∗(c7|c0)
=I(c1|c0).
[
2
3
.I(c3|c1) +
1
6
.I(c4|c1) +
1
6
.I(c5|c1)
]
+ I(c2|c0).
[
2
3
.I(c6|c2) +
1
6
.I(c7|c2)
]
=
1
2
.
[
2
3
.
1
6
+
1
6
.
2
3
+
1
6
.
1
6
]
+
1
2
.
[
2
3
.
3
4
+
1
6
.
1
4
]
≃0, 3958
Les gains associe´s aux sites d’implantation canadien et japonais sont calcule´s de manie`re
similaire :
u(a2) =J(a2|c0) ≃ 0, 3333
u(a3) =J(a3|c0) ≃ 0, 2708
On constate que le site franc¸ais est optimal pour cette hie´rarchie de´cisionnelle value´e.
En re´sume´, cette me´thodologie d’aide a` la de´cision permet a` un acteur de repre´-
senter un proble`me, d’exprimer ses pre´fe´rences a` partir de cette repre´sentation et
de synthe´tiser ses appre´ciations en mesurant leur cohe´rence. C’est a` partir de cette
me´thodologie que le mode`le de raisonnement des agents est construit.
11.4.4 The´orie argumentative de´cisionnelle
L’aspect quantitatif de la MHM permet de doter les agents d’un mode`le de raisonne-
ment e´conomique. La rationalite´ d’un agent est alors de´finie a` l’aide d’une fonction
de gain. Nous avons montre´ dans la section 11.2 que cette approche n’est pas adap-
te´e. L’approche qualitative de la MHM permet de doter les agents d’un mode`le de
raisonnement argumentatif. La rationalite´ d’un agent est alors de´finie a` l’aide d’une
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ITER localisation (g = c0)
Situation(c1) Transport(c2)
Terrain(c3) Sol(c4) E´gout(c5) Taille max(c6) Poids max(c7)
1.Cadarache 2. Clarington 3.Rokkasho-mura
u(a1) = .3958 u(a2) = .3333 u(a3) = .2708
1
2
1
2
1
6 2
3
1
6
3
4
1
4
2
3
1
6
1
61
6 2
3
1
6
1
6 1
6
2
3
2
3
1
6
1
6
1
6
1
6
2
3
Fig. 11.4.3.I: Hie´rarchie de´cisionnelle value´e pour la localisation d’ITER
the´orie argumentative de´cisionnelle. Nous montrons dans cette section qu’une hie´-
rarchie de´cisionnelle value´e est une the´orie argumentative mono-agent particulie`re
(cf chapitre 7).
Une hie´rarchie de´cisionnelle est une repre´sentation du proble`me. Cette connaissance
peut eˆtre formalise´e a` l’aide d’un langage de logique classique. E´tant donne´ une
hie´rarchie de´cisionnelle, le langage de´cisionnel associe´ (note´ LDH) contient un
ensemble d’atomes (note´ Act) qui correspondent aux activite´s. On doit pouvoir
raisonner a` partir de ces connaissances. A` cet effet, on utilise un syste`me de preuves
(cf Annexe A). ⊢DH de´note la de´duction classique.
Ces connaissances doivent eˆtre rassemble´es. Nous utilisons a` cet effet une the´orie
de´cisionnelle (note´e T DH), i.e. l’ensemble de re`gles suivantes :
– rg : g ← est la re`gle qui correspond au but de la hie´rarchie de´cisionnelle ;
– re(actl, actl′) : actl ← ¬actl′ sont les re`gles qui correspondent aux exclusions
mutuelles entre activite´s similaires (actl, actl′ ⊳ actk) ;
– rs(actl, actk) : actl ← actk sont les re`gles de spe´cialisation qui correspondent a` la
fermeture transitive de la relation de spe´cificite´ (actl ⊳
∗ actk).
Les pre´fe´rences peuvent eˆtre exprime´es sous la forme d’une relation de priorite´ (cf
de´finition 7.2.0.IV). Cette relation de priorite´ de´cisionnelle (note´e ≪VDH) est
de´finie tq :
– ∀r ∈ T DH r ≪VDH rg, i.e. le but est prioritaire ;
– ∀r ∈ T DH ∀actl, actl′ ∈ Act r ≪VDH re(actl, actl′), i.e. une heuristique selon
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laquelle les exclusions mutuelles entre activite´s sont prioritaires ;
– rs(actl1 , actk1)≪VDH rs(actl2 , actk2) est e´quivalent a`
I/J∗(actl1 , actk1) ≤ I/J
∗(actl2 , actk2), i.e. une heuristique selon laquelle la priorite´
d’une re`gle de spe´cialisation est proportionnelle a` la priorite´ de l’alternative vis a`
vis de l’alternative anceˆtre.
On remarque que la relation de priorite´ de´cisionnelle est une relation d’ordre total
et large.
On peut associer a` une hie´rarchie de´cisionnelle value´e une the´orie argumentative
de´cisionnelle.
De´finition n◦ 11.4.4.I [The´orie argumentative de´cisionnelle]
Soit VDH = 〈DH, I, J〉 une hie´rarchie de´cisionnelle value´e. La the´orie argu-
mentative de´cisionnelle associe´e est un quadruplet
AT VDH = 〈T DH, V VDH, promote,≪VDH〉 ou` :
– T DH est une the´orie de´cisionnelle telle que nous l’avons de´finie pre´ce´demment ;
– V VDH est un ensemble fini de valeurs {v1, . . . , vt} ;
– promoteVDH : T
DH → V VDH est une fonction qui met en relation les re`gles et
les valeurs. Pour tous r ∈ T DH, promoteVDH(r) = v ;
– ≪VDH est la relation de priorite´ de´cisionnelle associe´e telle que nous l’avons
de´finie pre´ce´demment.
Cette the´orie argumentative de´cisionnelle n’est rien d’autre qu’une the´orie argumen-
tative mono-agent (cf de´finition 7.2.0.V). L’ensemble des arguments subjectivement
acceptables selon cette the´orie sera note´ SVDH.
On peut ainsi facilement de´montrer qu’une alternative optimale pour un crite`re est
supporte´e par un argument acceptable.
The´ore`me n◦ 11.4.4.I [Alternative optimale/Argument acceptable]
Soit VDH = 〈DH, I, J〉 une hie´rarchie de´cisionnelle value´e et
AT VDH = 〈T DH, V VDH, promoteVDH,≪VDH〉 la the´orie argumentative correspon-
dante.
am ∈ {an; 6∃ao ∈ A tq J
∗(ao, ck) > J
∗(an, ck)}
⇔ ∃A ∈ SVDH conclusion(A) = am ← ck
De´monstration n◦ 11.4.4.I [Alternative optimale/Argument acceptable]
Trivial. 
Ayant de´fini le mode`le de raisonnement des agents, nous allons pre´senter dans la
section suivante les e´le´ments du syste`me d’aide a` la concertation qui permettent aux
agents d’e´changer des informations.
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11.5 Syste`me multi-assistants
Le syste`me multi-agents argumentatifs de´ploye´ ici est similaire a` celui propose´ dans le
chapitre 8. Il permet aux agents d’une part d’e´changer leurs connaissances et d’autre
part de raisonner conjointement. De plus, les agents assistants peuvent ne´gocier la
the´orie commune.
Les agents assistants, qui disposent de leurs propres hie´rarchies de´cisionnelles, enre-
gistrent non seulement les engagements pris par leurs interlocuteurs mais e´galement
les activite´s qu’ils prennent en conside´ration conjointement avec leurs interlocuteurs.
Chacun des agents assistants est conforme a` la de´finition suivante :
De´finition n◦ 11.5.0.II [Agent assistant]
Un agent assistant agi ∈ ℧A est de´fini par un septuplet
agi = 〈T
DHi , V VDHi ,≪VDHi , promotei,∪j 6=iCS
i
j(t),∪j 6=iCSAct
i
j(t),≺i〉 ou` :
– T DHi ⊆ T DH℧A est la the´orie de´cisionnelle personnelle de l’agent, i.e. la the´orie
associe´e a` la hie´rarchie de´cisionnelle de l’agent ;
– V VDHi est un ensemble fini de valeurs personnelles qui constituent les valeurs
conside´re´es par l’agent ;
– promotei : T
DHi → V VDHi est une fonction qui met en relation les re`gles per-
sonnelles et les valeurs personnelles ;
– ≪VDHi est la relation de priorite´ de´cisionnelle associe´e a` l’agent ;
– CSij(t) est le tableau d’engagement constitue´ des engagements pris avant ou a`
l’instant t dont l’agent agi est le cre´diteur et l’agent agj le de´biteur ;
– CSActij(t) ⊂ T
DHi est le tableau des activite´s communes avec celles de l’agent
agj ;
– ≺i est la relation de re´putation associe´e a` l’agent.
Puisque chaque agent agi repre´sente un utilisateur, les sche´mas argumentatifs (DHi)
et leur valuation (VDHi) diffe`rent a` l’exception du but qui est partage´ par l’ensemble
des utilisateurs. C’est la raison pour laquelle chaque agent a sa propre the´orie de´ci-
sionnelle personnelle T DHi et sa propre relation de priorite´ de´cisionnelle.
Au cours des dialogues, les agents e´changent et partagent des activite´s. Le tableau
d’activite´s, note´ CSActij, est le sous-ensemble de Acti que l’agent agj partage avec
l’agent agi. Il est initialement restreint au but et conserve la trace des activite´s parta-
ge´es au cours des dialogues, que celles-ci soient des crite`res CSCij ou des alternatives
CSAij.
Ayant de´fini le mode`le d’agent assistant, nous allons pre´senter dans la section sui-
vante les e´le´ments du syste`me d’aide a` la concertation qui permettent de ge´rer le
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flux d’information en re´gulant l’enchaˆınement des messages afin de mener a` bien les
interactions.
11.6 Syste`me dialectique multi-assistants
Le syste`me dialectique multi-agents argumentatifs de´ploye´ ici est similaire a` celui
propose´ dans le chapitre 9. Le cadre ainsi circonscrit permet de garantir l’obtention
d’un re´sultat au terme des dialogues.
Nous de´crivons ici deux jeux de dialogue. Le premier permet de modifier l’ensemble
des activite´s communes. Le second permet l’e´lucidation des conflits et des consensus.
11.6.1 Jeu de soumission d’activite´
Le but de tels dialogues consiste a` re´ve´ler une activite´ prise en compte par l’initiateur
et a` la sugge´rer au partenaire.
La figure 11.6.1 repre´sente deux jeux de soumission d’activite´ sous forme normale
extensive. Le jeu de soumission de crite`re repre´sente´ a` gauche permet a` l’initiateur
de sugge´rer au partenaire un nouveau crite`re. Le jeu de soumission d’alternative
repre´sente´ a` droite permet a` l’initiateur de sugge´rer au partenaire une nouvelle
alternative.
0init 1part
declare(cl ← ck)
2.1✷
acquire(cl ← ck)
2.2✷
decline(cl ← ck)
0init 1part
declare(g ← am)
2.1✷
acquire(g ← am)
2.2✷
decline(g ← am)
Fig. 11.6.1.I: Jeux de soumission d’activite´ sous forme normale extensive
Un jeu de dialogue de´fini de manie`re similaire permet a` l’initiateur de signaler au
partenaire qu’il se de´solidarise d’une activite´.
L’ensemble des activite´s ainsi partage´es permet aux agents assistants de justifier leur
choix lorsqu’il sont confronte´s les uns aux autres dans des persuasions.
11.6.2 Jeu de persuasion
Le but de tels dialogues consiste a` re´ve´ler les positions des agents assistants vis a`
vis du but commun.
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La figure 9.6.2.I repre´sente un jeu de persuasion sous forme normale extensive. Le
protocole utilise´ est celui pre´sente´ dans la section 9.6.2. De plus une hypothe`se est
transmise par l’agent agi a` l’agent agj si les atomes qui la constituent sont dans le
tableau des activite´s communes CSActij.
Les jeux de dialogue pre´sente´s ici permettent de fournir une ve´ritable assistance a`
la concertation.
11.7 Aide a` la concertation
Le syste`me d’aide a` la concertation permet d’une part aux acteurs d’e´laborer colla-
borativement leur sche´ma argumentatif et d’autre part, d’examiner les consistances
et les inconsistances entre leurs pre´fe´rences.
11.7.1 E´laboration conjointe d’un sche´ma argumentatif
Comme le syste`me HERMES [33] et Zeno [23], le syste`me d’aide a` la concertation
propose´ ici permet d’e´laborer conjointement un sche´ma argumentatif. E´tant donne´
que les expertises sont distribue´es, le processus de partage des activite´s propose´
ici, permet de cre´er une hie´rarchie de´cisionnelle commune en respectant de plus le
sche´ma cognitif des acteurs.
Quand un agent agi dispose d’un nouveau sous-crite`re cl de ck dans sa hie´rarchie
de´cisionnelle DHi, il met a` jour la hie´rarchie de´cisionnelle value´e VDHi et diffuse
cette activite´ dans le syste`me (cf algorithme 11.7.1). L’agent agi de´bute un dialogue
de soumission d’activite´ avec l’ensemble des interlocuteurs qui posse`dent le crite`re
ck dans leur hie´rarchie de´cisionnelle.
Entre´e : ℧A, agi, ck, cl
Sortie : ∪i6=jCSC
i
j
pour chaque agj ∈ ℧A, agj 6= agi tq ck ∈ CSC
i
j ∧ cl 6∈ CSC
i
j faire
r = cl ← ck;
agi declare(r) a` agj ;
si agj acquire(r) alors
Mise a` jour de CSCij;
fin
fin
Fig. 11.7.1.I: Diffusion d’un nouveau crite`re cl
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L’agent agj qui rec¸oit la de´claration d’une hypothe`se r : cl ← ck peut re´pondre par
une acquisition si le crite`re cl est dans sa hie´rarchie de´cisionnelle DHj. Dans le cas
contraire, il sugge`re ce nouveau crite`re a` son utilisateur. Si ce dernier de´cide de ne
pas prendre ce crite`re en compte, l’agent agj de´cline la proposition. Sinon l’agent
agj s’acquitte de cette proposition. Dans ce dernier cas, l’agent agj doit a` son tour
diffuser cette modification dans le syste`me.
Le processus de partage des alternatives est tre`s similaire. Une nouvelle alternative
est sugge´re´e a` l’ensemble des acteurs par l’interme´diaire du syste`me. Les utilisa-
teurs qui inte`grent une nouvelle activite´ dans leur sche´ma argumentatif doivent la
valuer. De manie`re similaire, les acteurs peuvent se de´solidariser d’une activite´. Ce
syste`me d’aide a` la concertation permet de ne´gocier une repre´sentation commune du
proble`me. Tous les agents partagent le meˆme but mais chacun d’eux a son propre
ensemble d’activite´s : alternatives et crite`res. L’ensemble des activite´s peut se dilater
ou se re´duire au cours du de´bat.
Exemple n◦ 11.7.1.I [E´laboration conjointe d’un sche´ma argumentatif]
Conside´rons trois acteurs qui souhaitent de´battre de la localisation d’ITER. La hie´rarchie
de´cisionnelle conjointe est repre´sente´e dans la figure 11.7.1.II. La hie´rarchie de´cisionnelle
commune est initialement constitue´e du but et des deux sites d’implantation japonais
et canadien. Le premier acteur, repre´sente´ en rouge, prend en conside´ration le crite`re
commun c0 et les crite`res c2, c6 et c7. Il e´value les deux alternatives communes : a2
et a3. Le second acteur, repre´sente´ en vert, conside`re le but commun g ainsi que deux
sous-crite`res c1 et c2. Il prend e´galement en conside´ration deux sous-crite`res de c2 : c6
et c7. Le troisie`me acteur, repre´sente´ en bleu, prend en conside´ration les crite`res c0, c1,
c3, c4 et c5. Il e´value trois alternatives.
C’est parmi les activite´s partage´es par les acteurs que les conflits et les consensus
sont de´tecte´s.
11.7.2 De´tection de conflit et de consensus
Comme les jugements sont subjectifs, le syste`me fournit des fonctionnalite´s qui per-
mettent d’examiner les consistances et les inconsistances entre les pre´fe´rences des
utilisateurs.
Conside´rons deux agents assistants. Un crite`re consensuel est un crite`re qu’ils par-
tagent et pour lequel une des alternatives optimales est commune. A` l’inverse, un
crite`re conflictuel est un crite`re qu’ils partagent et pour lequel les alternatives opti-
males sont toutes diffe´rentes. Une persuasion entre ces deux agents permet d’identi-
fier le conflit ou le consensus majeur qu’ils partagent. On peut facilement de´montrer
qu’une persuasion prend fin : soit lorsqu’un des crite`res consensuels parmi les plus
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ge´ne´raux est atteint, soit lorsque un crite`re conflictuel parmi les plus spe´cifiques est
atteint. A` l’issue d’une telle persuasion :
– soit un des joueurs conce`de une hypothe`se (concede(am ← ck)). Les conditions
d’e´nonciation des deux derniers actes permettent de de´duire que, selon ces deux
joueurs, am est une alternative optimale pour ck. En d’autres termes, ce crite`re
est consensuel. Aucun crite`re plus ge´ne´ral n’est consensuel. Dans le cas contraire,
une pre´ce´dente concession aurait mis un terme au dialogue.
– soit un des joueurs abandonne une hypothe`se (withdraw(ck → am)). Les condi-
tions d’e´noncation des affirmations omises et la tactique d’e´nonciation de la mise
en doute a mene´ l’exploration de la hie´rarchie de´cisionnelle commune vers un cri-
te`re conflictuel. Si ce crite`re avait pu eˆtre justifie´ par un sous-crite`re, cela aurait
e´te´ le cas. En conse´quence, ce crite`re conflictuel est l’un des plus spe´cifiques.
L’exemple suivant permet d’illustrer ce processus.
Exemple n◦ 11.7.2.I [De´tection de conflit et de consensus] Conside´rons une
persuasion entre deux agents assistants. Les hie´rarchies de´cisionnelles value´es de l’initia-
teur et du partenaire sont repre´sente´es respectivement a` gauche et a` droite de la figure
11.7.2.I. Outre la hie´rarchie de´cisionnelle commune initialement constitue´e du but et des
deux alternatives a1 et a2, ces deux agents partagent un ensemble d’activite´s communes :
c1, c3 et c4. Ce sont ces crite`res qui sont utilise´s lors de la persuasion. La persuasion
entre ces deux agents est repre´sente´e dans le tableau 11.7.2.II. Le crite`re atteint a` l’issue
du dialogue est c4. On ve´rifie que ce crite`re est un des crite`res conflictuels les plus spe´-
cifiques. Si les roˆles conventionnels des joueurs avaient e´te´ intervertis, le crite`re atteint
a` l’issue du dialogue aurait e´te´ c3. Ce crite`re est e´galement un des crite`res conflictuels
les plus spe´cifiques. 4 et c3 sont tous deux a` l’origine du diffe´rent entre les deux acteurs.
Le jeu de persuasion consiste en une exploration de la hie´rarchie de´cisionnelle com-
mune, une recherche en profondeur pour l’analyse et la confrontation des pre´fe´rences.
11.8 Imple´mentation
Ayant pre´sente´ le syste`me d’aide a` la concertation, nous allons fournir ici quelques
e´le´ments quant a` l’imple´mentation qui en a e´te´ propose´e. Nous allons tout d’abord
pre´senter l’architecture du syste`me (cf section 11.8.1) puis de´crire brie`vement chacun
de ces composants (cf sections 11.8.2, 11.8.3, 11.8.4).
11.8.1 Architecture
L’architecture du syste`me d’aide a` la concertation pre´sente´e ici s’appuie sur une
architecture multi-agents.
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L’architecture du syste`me est repre´sente´e dans la figure 11.8.1.I. Nous avons repre´-
sente´ dans cette figure deux agents. Ils communiquent a` l’aide d’une infrastructure
de communication (middleware). A` cette intention, nous utilisons l’infrastructure
de communication DEMAS (Distributed Environment for Multi-Agent System) qui
permet de ge´rer l’exe´cution re´partie, l’identification des agents et la communica-
tion par envoi de message. DEMAS est l’un des modules de la plateforme MAST6
(Multi-Agent System Toolkit) de´veloppe´e au sein de notre e´quipe de recherche.
Chaque utilisateur interagit avec son agent assistant au travers d’une Interface
Homme-Machine (IHM). A` cette intention, nous avons de´veloppe´ une application
intitule´e JAHP (Java Analytic Hierarchy Process). Ce logiciel qui fournit des fonc-
tionnalite´s pour l’aide a` la concertation est de´crit dans la section 11.8.2. Il permet
notamment de construire la hie´rarchie de´cisionnelle value´e. Cette dernie`re lorsqu’elle
est traduite en the´orie argumentative de´cisionnelle permet d’instancier le mode`le de
raisonnement de l’agent. Afin de l’imple´menter, nous avons de´veloppe´ une applica-
tion intitule´e PVAL (Prolog Value-based Argumentative Logic). Ce logiciel est de´crit
dans la section 11.8.3. C’est a` partir de ce mode`le de raisonnement que le mode`le
d’agent argumentatif est imple´mente´. A` cette intention, PADIAL (Prolog Agent for
DIAL), qui de´crit dans la section 11.8.4, interpre`te les coups rec¸us et e´nonce e´ven-
tuellement une re´ponse en fonction des arguments disponibles et de la convention
utilise´e. De tels agents dialoguent.
11.8.2 Interface homme-machine
JAHP (Java Analytic Hierarchy Process) est une application que nous avons de´-
veloppe´e en Java. Ce logiciel imple´mente les e´le´ments d’Interface Homme-Machine
(IHM) du syste`me d’aide a` la concertation.
JAHP est munie d’une interface graphique de´veloppe´e en JFC/Swing qui permet de
mettre en œuvre la me´thode hie´rarchique multicrite`re. La figure 11.8.2.I repre´sente
une capture d’e´cran de cette interface. La hie´rarchie des crite`res est repre´sente´e dans
le panneau supe´rieur gauche. Les alternatives sont repre´sente´es dans le panneau in-
fe´rieur droit. Le bouton de controˆle au centre permet d’e´valuer l’importance relative
d’une activite´ par rapport a` une autre. Les priorite´s de ces activite´s ainsi que le
ratio de cohe´rence correspondant sont affiche´s dans le panneau supe´rieur droit. Les
priorite´s des alternatives vis a` vis du but sont calcule´es et affiche´es dans le panneau
infe´rieur gauche.
C’est a` partir de cette interface que le mode`le de raisonnement de l’agent est ins-
tancie´.
6Logiciel libre sous licence Apache 2.0 : http://www.emse.fr/~vercouter/mast/index.html
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11.8.3 Mode`le de raisonnement
PVAL (Prolog Value-based Argumentative Logic) est une application que nous avons
imple´mente´e en SWI-Prolog7. Ce logiciel imple´mente le mode`le de raisonnement des
agents.
PVAL est constitue´ d’un ensemble de pre´dicats qui permettent de calculer les argu-
ments en faveur ou en de´faveur d’une conclusion et de de´terminer leur acceptabilite´.
Ce logiciel s’inspire du cadre ge´ne´ral d’argumentation GORGIAS8 propose´ par Neo-
phytos Demetriou. La hie´rarchie de´cisionnelle value´e construite a` l’aide de JAHP
est traduite en une the´orie argumentative mono-agent conforme´ment a` la syntaxe
de PVAL. La figure 11.8.3.I repre´sente la the´orie argumentative de l’agent ag1 (cf
exemple 7.2.0.I) telle qu’elle est imple´mente´e en PVAL. Les re`gles de la the´orie per-
sonnelle sont e´nume´re´es dans la partie supe´rieure du programme. Chacune de ces
re`gles est en relation avec une priorite´. Les relations de priorite´s entre ces valeurs sont
e´nume´re´es dans la partie infe´rieure du programme. PVAL permet de de´terminer si un
litte´ral est la conclusion d’un argument. Ce pre´dicat est note´ supported(+Literal).
PVAL permet e´galement de de´terminer si un litte´ral est la conclusion d’un argument
acceptable. Ce pre´dicat est note´ convinced(+Literal).
C’est a` partir de ce mode`le de raisonnement que le mode`le d’agent argumentatif est
imple´mente´.
11.8.4 Mode`le d’agent
PADIAL (Prolog Agent for DIAL) est une application que nous avons imple´mente´e
en SWI-Prolog. Ce logiciel imple´mente le mode`le d’agent argumentatif.
PADIAL est muni d’un ensemble de pre´dicats qui permettent de mettre a` jour les
tableaux d’engagements et de calculer la re´ponse a` un coup en fonction des argu-
ments disponibles, des conditions d’illocution et des strate´gies d’e´nonciation mais
e´galement, en fonction des re`gles de se´quence et des strate´gies conventionnelles. La
figure 11.8.4.I repre´sente les re`gles qui permettent a` un agent de re´pondre a` une
question. La re`gle de ✭✭ Question/Re´ponse ✮✮ ainsi que les tactiques conventionnelles
associe´es sont repre´sente´es dans la partie supe´rieure du programme. Les re`gles re-
latives a` la tactique d’e´nonciation d’une affirmation sont e´nume´re´es dans la partie
infe´rieure du programme.
7La plus connue des imple´mentations standards et libres de Prolog :
http://www.swi-prolog.org/
8Logiciel libre disponible a` l’adresse suivante : http://www2.cs.ucy.ac.cy/~nkd/gorgias/
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11.9 Synthe`se
Dans ce chapitre, nous avons pre´sente´ l’outil d’aide a` la concertation e´labore´ a` l’aide
du mode`le DIAL.
Un syste`me d’aide a` la concertation est un outil informatique interactif qui supporte
une de´cision collective et de´battue. Un tel syste`me facilite la collaboration entre
des acteurs qui travaillent a` distance et de manie`re asynchrone. Afin de fournir une
ve´ritable assistance au de´bat, le syste`me agit en qualite´ de conseiller pour faciliter
la recherche d’un accord mais laisse la de´cision finale aux acteurs. En supportant
et en ne remplac¸ant pas le jugement humain, les utilisateurs sont au cœur de la
proble´matique.
Le syste`me d’aide a` la concertation propose´ ici s’appuie sur un syste`me multi-agents
argumentatifs. Chaque agent argumentatif assiste un utilisateur et interagit avec
les autres agents du syste`me. D’une part, le syste`me permet de repre´senter un pro-
ble`me, d’exprimer des pre´fe´rences a` partir de cette repre´sentation et de synthe´tiser
ces appre´ciations en mesurant leur cohe´rence. D’autre part, le syste`me fournit des
fonctionnalite´s pour l’e´laboration collaborative des sche´mas argumentatifs et pour
e´lucider les consistances et les inconsistances entre les pre´fe´rences des acteurs et
donc de´tecter les consensus et les conflits.
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2.1
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ITER localisation (g = c0)
Situation(c1) Transport(c2)
Terrain(c3) Sol(c4) E´gout(c5) Taille max(c6) Poids max(c7)
Cadarache, France.(a1) Clarington, Canada.(a2) Rokkasho-mura, Japon.(a3)
Fig. 11.7.1.II: Hie´rarchie de´cisionnelle conjointe pour la localisation d’ITER
c0(part)
c1
c3 c4 c5
a1 a2
1
1
6
2
3
1
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c0(init)
c1 c2
c3 c4 c6 c7
a1 a2
2
3
1
3
3
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4
1
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1
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1
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1
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2
Fig. 11.7.2.I: Hie´rarchie de´cisionnelle value´e de l’initiateur et du partenaire
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move1 = 〈init, part, ∅,PP, question(a1 ← g)〉
move2 = 〈part, init,move1,PP, assert(a1 ← g)〉
move3 = 〈init, part,move2,PP, assert(a2 ← g)〉
move4 = 〈part, init,move3,PP, challenge(a2 ← g)〉
move5 = 〈init, part,move4,PP, assert({a2 ← c1, c1 ← g})〉
move6 = 〈part, init,move5,PP, assert(a1 ← c1)〉
move7 = 〈init, part,move6,PP, challenge(a1 ← c1)〉
move8 = 〈part, init,move7,PP, assert({a1 ← c3, c3 ← c1})〉
move9 = 〈init, part,move8,PP, assert(c4 ← c1)〉
move10 = 〈part, init,move9,PP, challenge(c4 ← c1)〉
move11 = 〈init, part,move10,PP,withdraw(c4 ← c1)〉
Fig. 11.7.2.II: Persuasion entre deux agents argumentatifs de´cisionnels
IHM (JAHP) IHM (JAHP)
Raisonnement (PVAL) Raisonnement (PVAL)
E´nonciation (PADIAL) Interpre´tation E´nonciation (PADIAL) Interpre´tation
Convention Convention
Agent # 1 Agent # 2
Infrastructure de communication (DEMAS/MAST)
Aide a` la concertation
Protocole de dialogue
Fig. 11.8.1.I: Architecture du syste`me d’aide a` la concertation
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Fig. 11.8.2.I: Capture d’e´cran de l’interface graphique propose´e par JAHP
%% Re`gles
% v1 : objectif
rule(r11, pres(jack), [neg(pres(jose))],v1).%exclusion mutuelle 1
rule(r21, pres(jose), [neg(pres(jack))],v1).%exclusion mutuelle 2
% v2 : sens commun
rule(r12(X),pris(X),[escroc(X)],v2). %tous les voleurs vont en prison
rule(r22(X),neg(pres(X)),[pris(X)],v2). %le pre´sident ne peut e^tre en prison
% v6 : opinion la + prioritaire
rule(r6,actualpres(jack),[],v6). %jack est actuellement en prison.
% v5 : opinion
rule(r5,pris(jose),[],v5). %jose est en prison.
% v4 : opinion
rule(r4,escroc(jack),[],v4). %jack est un escroc
% v3 : opinion la - prioritaire
rule(r3(X),pres(X),[actualpres(X)],v3). %le pre´sident actuel doit le rester
%%Relations de priorite´
priority(v1,v2).
priority(v2,v6).
priority(v6,v5).
priority(v5,v4).
priority(v4,v3).
Fig. 11.8.3.I: The´orie argumentative mono-agent
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%%% Tactiques et re`gle de re´ponse a` une question
%% Attitude coope´rative
%si ag est coope´ratif
assert(SPEAKER,HEARER,CONTENT):-benevolent(ag),
question(HEARER,SPEAKER,CONTENT),willassert(SPEAKER,CONTENT).
%si ag est coope´ratif
assert(SPEAKER,HEARER,not(CONTENT)):-benevolent(ag),
question(HEARER,SPEAKER,not(CONTENT)),willassert(SPEAKER,not(CONTENT)).
%si ag est e´goiste alors aveu d’ignorance
assert(SPEAKER,HEARER,not(CONTENT)):-not(benevolent(ag)),
question(HEARER,SPEAKER,CONTENT).
%% Attitude positive
%si ag est positif
willassert(SPEAKER,CONTENT):-positive(ag),
wantassert(SPEAKER,CONTENT).
%si ag est ne´gatif
willassert(SPEAKER,not(CONTENT)):-not(positive(ag)),
wantassert(SPEAKER,not(CONTENT)).
%% Tactiques d’e´nonciation d’une affirmation
%si ag est pre´venant alors affirme la conclusion d’un argument acceptable
wantassert(_,CONTENT):-thoughtful(ag),convinced(CONTENT).
%si ag est confaint alors affirme la conclusion d’un argument
wantassert(_,CONTENT):-not(thoughtful(ag)),supported(CONTENT).
Fig. 11.8.4.I: Re`gles de re´ponses a` une question
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Conclusions & Perspectives

✭✭ Je suis parti d’une croyance
plus ou moins religieuse en un
monde dans lequel les
mathe´matiques brillaient. Or
j’en suis venu a` la conclusion
que le monde re´el est une
futilite´, et que les
mathe´matiques sont seulement
l’art de dire la meˆme chose en
des mots diffe´rents. ✮✮
Bertrand Russel.
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Dans ce chapitre, nous pre´sentons les conclusions de cette the`se. Nous commenc¸ons
par rappeler la proble´matique ge´ne´rale. A` la suite de l’expose´ de nos contributions,
nous soulignons les limites de ce travail de recherche. Enfin, nous en dressons les
perspectives a` long terme.
12.1 Proble´matique
Dans cette the`se, nous nous sommes inte´resse´s a` la de´mocratie dialogique. Contrai-
rement a` la de´mocratie repre´sentative qui consiste en un processus d’agre´gation des
pre´fe´rences individuelles, la de´mocratie dialogique est un processus participatif de
composition des perspectives et des inte´reˆts. Ce changement de perspective per-
met, d’un point de vue social et politique, de tirer parti de l’e´largissement du cercle
de concertation afin d’en enrichir l’expertise et de pre´venir d’e´ventuels blocages. Du
point de vue de la prise de de´cision rationnelle, ce changement de perspective permet
d’exploiter la cre´ativite´ des diffe´rents acteurs au cours de la phase de formulation
du proble`me.
Ce travail de recherche a e´te´ consacre´ a` la formalisation d’un tel processus a` l’aide
d’un syste`me multi-agents constitue´ d’agents cognitifs, autonomes et sociaux en
interaction. S’appuyant sur la communication par envoi de messages, on parle de
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mode`le d’interaction directe entre agents. Ce syste`me multi-agents doit servir de
base a` un outil informatique d’aide a` la concertation.
12.2 Contributions
Dans ce manuscrit, nous avons de´fendu la the`se selon laquelle le dialogue peut eˆtre
conside´re´ comme un processus argumentatif au travers duquel les participants jouent
et arbitrent pour aboutir a` une de´cision collective. Nous avons propose´ ici unmode`le
de dialogue entre agents qui contribue a` la formalisation d’une prise de de´cision
concerte´e. Ce mode`le, intitule´ DIAL (DIALogue Is an Argumentative Labour), sert
de base a` un syste`me d’aide a` la concertation.
Nous avons propose´ une logique argumentative a` base de valeurs qui per-
met de ge´rer les interactions entre des arguments contradictoires qui sont plus ou
moins forts selon l’agent envisage´. Le langage logique sous-jacent permet d’exprimer
des connaissances repre´sentant l’e´tat du monde. Plusieurs relations de priorite´ per-
mettent de conside´rer simultane´ment les diffe´rentes e´chelles de valeurs auxquelles se
re´fe`rent les agents. Cette logique argumentative constitue le mode`le de raisonnement
des agents du mode`le DIAL.
Nous avons propose´ un mode`le d’agent argumentatif. Pour que les agents du
syste`me e´changent leurs connaissances et raisonnent conjointement, ces derniers jus-
tifient les hypothe`ses sur lesquelles ils s’engagent et prennent en compte les engage-
ments de leurs interlocuteurs en fonction de la compe´tence estime´e de l’agent qui a
transmis cette information. Un syste`me multi-agents argumentatifs est constitue´ de
tels agents.
Nous avons propose´ un syste`me multi-agents dialectique. Dans ce cadre formel,
un agent tiers, responsable de la de´cision finale, rend son arbitrage non seulement
en fonction des arguments avance´s mais e´galement en fonction de son estimation de
la compe´tence relative de chacun des deux joueurs. Le cadre ainsi circonscrit permet
de garantir l’obtention d’un re´sultat au terme du dialogue et d’e´valuer sa qualite´.
S’appuyant sur le mode`le DIAL, nous avons propose´ un syste`me d’aide a` la
concertation. Cet outil informatique fournit des fonctionnalite´s pour l’e´labora-
tion collaborative des sche´mas argumentatifs et pour e´lucider les consistances et les
inconsistances entre les pre´fe´rences des acteurs et donc de´tecter les consensus et les
conflits.
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12.3 Limites
Ayant dessine´ les contours de notre contribution, il convient de souligner les limites
de ce travail.
La complexite´ algorithmique du syste`me d’argumentation et des dialogues n’a pas
e´te´ e´tudie´e avec pre´cision. Toutefois, les re´sultats pre´liminaires propose´s dans [46]
et pre´sente´s dans les sections 2.3.1 et 2.4.2 laissent pre´sager l’intractabilite´ des pro-
ble`mes de de´cision envisage´s meˆme si nous nous sommes restreints aux fragments des
clauses de Horn de la logique du premier ordre. Conside´rant l’argumentation comme
un mode`le de raisonnement ge´ne´rique, des instanciations de ce mode`le, comme celle
que nous avons propose´e via la me´thode hie´rarchique multicrite`re, rendent possible
la mise en œuvre de ce mode`le de dialogue.
Le tableau 12.3.0.I pre´sente la grille d’analyse des dialogues propose´e par Walton
et Krabbe [67] (cf section 3.3). Les cinq cate´gories de dialogues repre´sente´es se dis-
tinguent de par leur situation initiale et leur but principal. Nous avons formalise´
un protocole a` re´ponses uniques pour chacun des dialogues repre´sente´s en vert. Cer-
taines hypothe`ses sur la situation initiale sont ne´cessaires pour garantir la correction
et la comple´tude de tels dialogues. Il reste a` fournir un protocole qui permette de
garantir la comple´tude des enqueˆtes. De cette manie`re, aucun argument du syste`me
ne pourra eˆtre passe´ sous silence, qu’il soit ou non en possession de l’un des joueurs.
Situation initiale → Conflit Proble`me ouvert Ignorance d’un
But principal ↓ participant
Accord stable persuasion enqueˆte demande
i.e. Re´solution d’information
Re`glement pratique ne´gociation de´libe´ration ∅
i.e. De´cision (ou non) d’agir
Tab. 12.3.0.I: Aperc¸u syste´mique des types de dialogues qui ont (ou non) e´te´ aborde´s
12.4 Perspectives
A` plus long terme, plusieurs pistes de recherches sont envisageables pour prolonger
(dans la continuite´) ceux pre´sente´s ici.
Les buts des processus dialectiques envisage´s sont uniquement discursifs. Les dia-
logues portent sur des formules qui repre´sentent un e´tat du monde et non pas des
de´cisions qui devront eˆtre ou non mises en œuvre. Pourtant, il pourrait eˆtre inte´-
ressant de prendre en conside´ration ce que Walton et Krabbe appellent des accords
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pratiques (en anglais, pratical settlement). L’objectif consiste alors a` e´largir le cadre
pour pouvoir y jouer des ne´gociations ou des de´libe´rations (cf figure 12.3.0.I). A`
cette intention, le langage logique sous-jacent doit eˆtre suffisamment expressif pour
repre´senter non seulement des connaissances mais e´galement des buts, des plans et
des actions.
Le syste`me dialectique multi-agents nous a permis d’isoler des dialogues. Il pourrait
eˆtre inte´ressant d’envisager un cadre dans lequel de tels jeux sont re´pe´te´s pour y
e´valuer diffe´rentes strate´gies d’agents afin de mettre a` jour les valeurs de re´putation
en fonction du re´sultat des jeux pre´ce´dents.
Les processus dialectiques que nous avons envisage´s n’impliquent que deux joueurs. Il
pourrait eˆtre inte´ressant d’e´tendre ce cadre dyadique a` un cadre multi-parties. D’une
part, supprimer une telle restriction permettrait aux agents d’entrer ou de sortir du
syste`me au cours des dialogues. D’autre part, subdiviser les dialogues multi-parties
entre plusieurs canaux sur la base d’une ontologie autoriserait non seulement des
observations non-intrusives mais e´galement des suggestions non-sollicite´es comme
dans les newsgroups.
Le processus dialectique propose´ compose les inte´reˆts et les perspectives. Toutefois,
on ne peut nier l’importance des apprentissages collectifs dans le de´bat public. Un
citoyen de´termine ses pre´fe´rences apre`s avoir pris connaissance des pre´fe´rences de ses
interlocuteurs. A` cette intention, les priorite´s doivent eˆtre dynamiques et de´termine´es
au cours du dialogue.
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A.1 Introduction
Un langage logique est de´fini par une syntaxe, c’est-a`-dire un syste`me de symboles
ainsi que des re`gles pour les combiner dans des formules. De plus, une se´mantique
est associe´e au langage. Elle permet de l’interpre´ter, c’est-a`-dire d’attacher a` ces for-
mules ainsi qu’aux symboles une signification. Un syste`me de preuve nous permet
e´galement de calculer les significations des formules en construisant des de´monstra-
tions.
Dans ce chapitre, nous commencerons par de´finir les symboles et les re`gles de for-
mation des formules (cf section A.2), que cela soit des formules de la logique des
propositions (cf section A.2.1) ou des formules de la logique du premier ordre (cf
section A.2.2). Nous aborderons ensuite la se´mantique de ces logiques (cf section
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A.3). Finalement, nous pre´senterons brie`vement dans la section A.4 un syste`me de
preuve pour chacune de ces logiques.
A.2 Syntaxe
Conside´rons un langage logique. Ce dernier est : soit un langage propositionnel, on
parle alors de logique des propositions ; soit un langage du premier ordre, on parle
alors de logique des pre´dicats. Bien e´videmment, ces langages logiques diffe`rent de
part leur syntaxe. Conside´rons leur syntaxe respective.
A.2.1 Langage propositionnel
La syntaxe de la logique des propositions est fonde´e sur des variables de pro-
positions appele´es e´galement atomes que nous notons avec des lettres minuscules
(p, q, r, s, etc . . .). Ces symboles repre´sentent des proprie´te´s qui sont, soit vraies, soit
fausses. Ces variables sont combine´es au moyen de connecteurs logiques qui sont : le
connecteur binaire disjonctif (∨), le connecteur binaire conjonctif (∧), le connecteur
binaire de l’implication (→), ainsi que le connecteur monadique de la ne´gation (¬).
Ces variables forment alors des formules appele´es e´galement propositions. Nous les
notons par des lettres grecques minuscules (φ, ψ, θ, etc . . .).
De´finition n◦ A.2.1.I [Expression Bien Forme´e (EBF)]
Soit X un ensemble de variables de proposition. L’ensemble des Expressions
Bien Forme´es (EBF) est de´fini tel que :
– les symboles propositionnels (p, q, r, s, etc . . .) sont des EBF ;
– si φ est une EBF alors ¬φ est une EBF ;
– si φ et ψ sont des EBF alors φ ∧ ψ, φ ∨ ψ ainsi que φ→ ψ sont des EBF ;
Afin d’e´viter des ambigu¨ıte´s possibles, nous utiliserons des parenthe`ses chaque fois
que c’est ne´cessaire.
Exemple n◦ A.2.1.I [Expression Bien Forme´e (EBF)] (p ∨ q) → (p ∧ q) est
une EBF contrairement a` ¬p→.
A.2.2 Langage du premier ordre
La syntaxe de la logique d’ordre un, contrairement a` celle d’ordre ze´ro, conside`re
d’une part les termes qui repre´sentent les objets e´tudie´s, et d’autre part les for-
mules qui sont des proprie´te´s sur ces objets. Dans la suite de ce manuscript, nous
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noterons V , l’ensemble des variables (x, y, z, . . .), F l’ensemble des symboles de fonc-
tions (f, g, . . . ,) et P l’ensemble des symboles de pre´dicats (P,Q, . . .). On dispose
e´galement d’une application dite d’arite´, m : F ∪ P → N.
De´finition n◦ A.2.2.I [Termes]
L’ensemble des termes T est de´fini tel que :
– x ∈ T si x ∈ V ;
– f(t1, . . . , tn) ∈ T si ∀1 ≤ i ≤ n ti ∈ T et f ∈ F avec m(f) = n.
On appelle formule atomique ou atome toute application P (t1, . . . , tm) d’un symbole
de pre´dicat P d’arite´ m a` m termes.
Comme nous le verrons par la suite, les termes repre´sentent des valeurs dans un
domaine donne´ d’objets, les symboles de fonctions repre´sentent des ope´rations de
base sur ces valeurs et les formules atomiques repre´sentent des proprie´te´s sur ces va-
leurs. Les formules sont combine´es entre elles a` l’aide des connecteurs propositionnels
usuels, du quantificateur universel (∀x) et du quantificateur existentiel (∃x).
De´finition n◦ A.2.2.II [Expression Bien Forme´e (EBF)]
L’ensemble des Expressions Bien Forme´es (EBF) est de´fini tel que :
– les formules atomiques sont des EBF ;
– si φ est une EBF alors ¬φ est une EBF ;
– si φ et ψ sont des EBF alors φ ∧ ψ, φ ∨ ψ ainsi que φ→ ψ sont des EBF ;
– si φ est une EBF et x ∈ V alors ∃xφ est une EBF dans la mesure ou` aucun des
quantificateurs ∃x et ∀x n’apparaˆıt dans φ ;
– si φ est une EBF et x ∈ V alors ∀xφ est une EBF dans la mesure ou` aucun des
quantificateurs ∃x et ∀x n’apparaˆıt dans φ.
Nous utiliserons ici encore des parenthe`ses afin d’e´viter des ambigu¨ıte´s possibles.
Exemple n◦ A.2.2.I [Expression Bien Forme´e (EBF)] Si f est un symbole de
fonction avec m(f) = 1 et P,Q sont des symboles de pre´dicats avec m(P ) = 2 et
m(Q) = 1 alors : ∀x (P (f(x), z) ∧ ∃y(P (f(x), y) ∨Q(y))) est une EBF contrairement
a` ∃x(P (x, y) ∧ ∀xQ(x)).
Avant d’aborder la se´mantique de ce langage, nous devons de´finir a` l’aide de cette
syntaxe l’ensemble des variables libres et l’ensemble des variable lie´es d’une formule.
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De´finition n◦ A.2.2.III [Variables libres et lie´es]
Soit φ une formule. L’ensemble des variables libres et l’ensemble des va-
riables lie´es de φ (note´s respectivement Free(φ) et Bound(φ)) sont de´finis par
re´currence sur la structure de φ :
– Free(x)={x} et Bound(x) = ∅ si x ∈ V ;
– Free(f(t1, . . . , tn)) = Free(t1) ∪ . . . ∪ Free(tn) et
Bound(f(t1, . . . , tn)) = ∅ si ∀1 ≤ i ≤ n ti ∈ T et f ∈ F avec m(f) = n ;
– Free(P (t1, . . . , tn)) = Free(t1) ∪ . . . ∪ Free(tn) et
Bound(P (t1, . . . , tn)) = ∅ si ∀1 ≤ i ≤ n ti ∈ T et P ∈ P avec m(P ) = n ;
– Free(¬φ) = Free(φ) et Bound(¬φ) = Bound(φ) ;
– Free(φ ∧ ψ) = Free(φ ∨ ψ) = Free(φ→ ψ) = Free(φ) ∪ Free(ψ)
et Bound(φ ∧ ψ) = Bound(φ ∨ ψ) = Bound(φ→ ψ) = Bound(φ) ∪ Bound(ψ) ;
– Free(∀xφ) = Free(∃xφ) = Free(φ) − {x} et Bound(∀xφ) = Bound(∃xφ) =
Bound(φ) ∪ {x}.
Dans les formules ∀xφ et ∃xφ, φ est appele´ la porte´e du quantificateur. En conse´-
quence, une variable est libre si elle n’est dans la porte´e d’aucun quantificateur.
Sinon elle est lie´e. On appelle alors une formule ferme´e (ou close) une formule qui
ne contient pas de variable libre. Sinon elle est ouverte.
La notion de substitution est e´galement utile pour la de´finition de la se´mantique.
De´finition n◦ A.2.2.IV [Substitution de variables]
Une substitution de variables est une application de l’ensemble des variables vers
l’ensemble des termes. Le re´sultat d’une substitution de x par t dans φ est la
formule obtenue quand toutes les occurrences de x ont e´te´ remplace´es par des
occurrences de t. On le note φ[t/x].
Exemple n◦ A.2.2.II [Substitution de variables] Le re´sultat de la substitution
(∀x∃yP (x, y))[t/x] est le suivant : ∀t∃yP (t, y).
A.3 Se´mantique
Qu’en est-il de la signification d’une formule ? C’est l’objet de la se´mantique. La`
encore, elle diffe`re selon le langage envisage´.
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A.3.1 Logique propositionnelle
En logique propositionnelle, une formule est soit vraie soit fausse. Plus formellement,
l’ensemble des valeurs de ve´rite´ est un ensemble B de deux boole´ens : le vrai (1 note´
e´galement ⊤) et le faux (0 note´ e´galement ⊥). La signification des boole´ens est
de´finie a` l’aide de fonctions de boole´ens vers des boole´ens. Ces fonctions peuvent
eˆtre repre´sente´es sous la forme de table de ve´rite´ (cf figure A.3.1.I).
∧ ⊥ ⊤
⊥ ⊥ ⊥
⊤ ⊥ ⊤
∨ ⊥ ⊤
⊥ ⊥ ⊤
⊤ ⊤ ⊤
→ ⊥ ⊤
⊥ ⊤ ⊤
⊤ ⊥ ⊤
¬
⊥ ⊤
⊤ ⊥
Fig. A.3.1.I: Tables de ve´rite´ des connecteurs logiques
La signification d’une formule de´pend donc de la valeur de ve´rite´ de ses variables et
est de´finie formellement ci-dessous :
De´finition n◦ A.3.1.I [Interpre´tation de la logique des propositions]
Soit X un ensemble de variable. Une interpre´tation I (appele´e e´galement as-
signation) est une application de l’ensemble des variables vers B. La se´mantique
d’une expression bien forme´e φ dans l’interpre´tation I (note´e |φ|I)est de´finie par
re´currence sur sa structure :
– |φ|I = I(p) avec φ = p et p ∈ X ;
– |¬φ|I = 1− |φ|I ;
– |φ ∧ ψ|I = min{|φ|I , |ψ|I} ;
– |φ ∨ ψ|I = max{|φ|I , |ψ|I} ;
– |φ→ ψ|I = max{1− |φ|I , |ψ|I}.
On dit d’une formule φ qu’elle est vraie dans l’interpre´tation I ssi |φ|I = 1. Dans
le cas contraire (|φ|I = 0), elle est fausse.
Exemple n◦ A.3.1.I [Interpre´tation de la logique des propositions] Si |p|I =
1 et |q|I = 0 alors |p ∨ q|I = |p ∨ ¬p|I = 1 et |p ∧ q|I = |p→ q|I = |p ∧ ¬p|I = 0.
On est alors en mesure de de´finir la notion de satisfiabilite´ et de validite´ d’une
formule.
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De´finition n◦ A.3.1.II [Mode`le]
Soit φ une formule et I une interpre´tation.
– I est un mode`le de φ, ou I satisfait φ (note´ I |= Φ) ssi |φ|I = ⊤ ;
– un ensemble ψ de formules appele´ the´orie entraˆıne φ (note´ ψ |= φ) ssi tous
les mode`les de ψ sont aussi des mode`les de φ ;
– φ est valide ssi φ est vraie dans toutes affectations (note´ |= φ). Dans le cas
contraire on dit que φ est invalide. Une formule propositionnelle valide est
aussi appele´e une tautologie ;
– φ est satisfiable ssi elle est vraie dans au moins une affectation (i.e. φ a au
moins un mode`le). Dans le cas contraire, elle est insatisfiable.
Au meˆme titre que toutes les formules valides sont satisfiables, toutes les formules
insatisfiables sont invalides. En conse´quence, on distingue 3 types de formules : les
formules valides i.e. celles qui sont toujours vraies, les formules insatisfiables i.e.
celles qui sont toujours fausses, et les formules a` la fois invalides et satisfiables i.e.
celles qui sont parfois vraies et parfois fausses. De plus, la validite´ et l’insatisfiabilite´
se correspondent via la ne´gation. φ est valide si et seulement si ¬φ est insatisfiable.
De meˆme φ est insatisfiable si et seulement si ¬φ est valide.
Exemple n◦ A.3.1.II [Mode`le] D’apre`s l’exemple pre´ce´dent :
– p ∨ ¬p est une formule valide ;
– p ∧ ¬p est une formule insatisfiable (on parle du tiers-exclu) ;
– p ∨ q et p ∧ q sont invalides et satisfiables.
A.3.2 Logique du premier ordre
Comme dans le cas propositionnel, la se´mantique de la logique du premier ordre est
de´crite par une interpre´tation. Cependant le langage de la logique du premier ordre
est plus riche. En conse´quence, de nouvelles de´finitions sont ne´cessaires. Contraire-
ment au langage propositionnel, les interpre´tations et les affectations sont des objets
diffe´rents. Une affectation donne une valeur a` chaque variable, alors qu’une inter-
pre´tation de´crit le domaine des valeurs et la se´mantique des symboles de fonctions
et de pre´dicats.
A.3. SE´MANTIQUE 235
De´finition n◦ A.3.2.I [Interpre´tation de la logique du premier ordre]
Une interpre´tation du langage d’ordre un est une structure M = 〈D, I〉 ou` D
est un ensemble non-vide appele´ domaine d’interpre´tation et I est une fonction
d’interpre´tation c’est-a`-dire une application de Dn vers D pour chaque symbole
de fonction f d’arite´ n, et une application de Dn vers B pour chaque symbole de
pre´dicat P d’arite´ n. Une affectation g est une application de V vers D. La se´man-
tique d’une expression bien forme´e φ dans l’interpre´tation I modulo l’affectation
g (note´ |φ|Ig) est de´finie par re´currence sur sa structure :
– |x|Ig = g(x) avec x ∈ X ;
– |f(t1, . . . , tn)|Ig = I(f)(|t1|Ig, . . . , |tn|Ig) si ∀1 ≤ i ≤ n ti ∈ T et f ∈ F avec
m(f) = n ;
– |P (t1, . . . , tn)|Ig = I(P )(|t1|Ig, . . . , |tn|Ig) si ∀1 ≤ i ≤ n ti ∈ T et P ∈ P avec
m(P ) = n ;
– |¬φ|Ig = 1− |φ|Ig ;
– |φ ∧ ψ|Ig = min{|φ|Ig, |ψ|Ig} ;
– |φ ∨ ψ|Ig = max{|φ|Ig, |ψ|Ig} ;
– |φ→ ψ|Ig = min{1− |φ|Ig, |ψ|Ig} ;
– |∀xφ|Ig = minv∈D|φ|I(g[v/x]) ;
– |∃xφ|Ig = maxv∈D|φ|I(g[v/x]) ;
Le domaine est ce que nous interpre´tons comme l’objet du langage. C’est dans le
domaine que se situent les variables. Une interpre´tation fournit un ensemble de va-
leurs D, un ensemble d’ope´rations I(f) sur ces valeurs, et un ensemble de proprie´te´s
de base I(P ) sur les n-uplets de valeurs. Une interpre´tation nous permet d’associer
aux termes des valeurs dans D et d’associer aux formules des valeurs de ve´rite´.
On dit d’une formule φ qu’elle est vraie dans l’interpre´tation I modulo l’affectation
g ssi |φ|Ig = 1. Dans le cas contraire (|φ|Ig = 0), elle est fausse.
Exemple n◦ A.3.2.I [Interpre´tation de la logique du premier ordre] Soit
M = 〈D, I〉 une interpre´tation de´finie telle que D = {α, β}. La fonction d’interpre´tation
I est de´finie sur le symbole de pre´dicat P telle que |P (α, β)|Ig = 1 et |P (α, α)|Ig =
|P (β, β|Ig = |P (β, α|Ig = 0. Soit g une fonction d’assignation de´finie telle que g(x) = α
et g(y) = β. La formule P (x, y) est vraie dans l’interpre´tation I modulo l’affectation
g. Les formules P (x, x), P (y, y) et P (y, x) sont fausses dans l’interpre´tation I modulo
l’affectation g.
On est alors en mesure de de´finir la notion de satisfiabilite´ et de validite´ d’une
formule.
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De´finition n◦ A.3.2.II [Mode`le]
Soit φ une formule du premier ordre, et M une interpre´tation.
– φ est valide si elle est vraie dans toute interpre´tation et toute affectation. Dans
le cas contraire on dit que φ est invalide ;
– φ est insatisfiable si elle est fausse dans toute interpre´tation et toute affecta-
tion. Dans le cas contraire on dit que φ est satisfiable.
– si φ est satisfiable dans M avec la fonction d’affectation g alors l’interpre´tation
〈M, g〉 est appele´e un mode`le de φ (note´ 〈M, g〉 |= φ).
Ainsi, la conse´quence se´mantique lie une formule φ a` une autre formule ψ (note´e
φ |= ψ) si tout mode`le de φ est aussi un mode`le de ψ.
Exemple n◦ A.3.2.II [Mode`le] D’apre`s l’exemple pre´ce´dent 〈M, g〉 est un mode`le
de P (x, y). Cette formule est satisfiable mais invalide dans M .
A.4 Syste`me de preuve
Nous avons dans la section pre´ce´dente dote´ la logique propositionnelle ainsi que la
logique du premier ordre d’une se´mantique. Toutefois, il est difficile1 de l’utiliser
pour de´cider si une formule est satisfiable (ou non) voire valide (ou non). Il fau-
drait pour cela e´nume´rer toutes les interpre´tations. Leur nombre est exponentiel.
Une alternative consiste a` examiner les preuves bien forme´es, et conside´rer leurs
conclusions. Pour cela nous utilisons un syste`me de preuve.
De´finition n◦ A.4.0.III [Syste`me de preuve]
Un syste`me de preuve est un couple (A,R), ou` A est un ensemble de formules
appele´es axiomes et R est un ensemble de re`gles d’infe´rence, c’est-a`-dire des rela-
tions entre ensembles de formules (les pre´misses) et des formules (la conclusion).
On appelle de´rivation a` partir d’un ensemble d’hypothe`ses une suite non vide de
formules qui sont : soit des axiomes, soit des formules de´duites des formules pre´ce´-
dentes de la suite. Une preuve d’une formule φ a` partir d’un ensemble de formule Γ
est une de´rivation a` partir de Γ dont la dernie`re formule est φ. S’il existe une preuve
de φ a` partir de Γ, nous disons que Γ prouve φ, ou que φ est prouvable a` partir de
Γ (on note Γ ⊢(A,R) φ). Un the´ore`me est une formule qui est prouvable a` partir de
l’ensemble vide d’hypothe`ses.
Bien e´videmment, les syste`me de preuve diffe`rent selon le langage logique associe´.
1au sens de la complexite´ algorithmique
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A.4.1 Logique propositionnelle
Un exemple classique de syste`me de preuve pour la logique propositionnelle classique
est le syste`me SKC. Dans ce syste`me,⇒ est le seul connecteur logique et F la seule
constante. Ses axiomes sont :
(S) (φ⇒ φ′ ⇒ φ′′)⇒ (φ⇒ φ′)⇒ (φ⇒ φ′′) ;
(K) φ⇒ φ′ ⇒ φ ;
(C) ¬¬φ⇒ φ.
Sa seule re`gle d’infe´rence est le modus ponens :
(MP ) de φ et φ⇒ φ′, on de´duit φ′.
Ce syste`me de preuve est correct : si Γ ⊢SKC φ alors Γ |= φ. Il est complet : si Γ |= φ
alors Γ ⊢SKC φ. Il est e´galement de´cidable : il existe un algorithme qui, e´tant donne´
Γ un ensemble fini de formules et une formule φ, de´cide si Γ ⊢SKC φ.
A.4.2 Logique du premier ordre
Les syste`mes de preuve pour la logique du premier ordre sont des extensions de ceux
pour la logique propositionnelle, ou` la`, les variables propositionnelles sont rempla-
ce´es par des atomes, et ou` de nouvelles re`gles sont ajoute´es pour tenir compte des
quantifications.
Un exemple classique de syste`me de preuve pour la logique du premier ordre est le
syste`me SKC1. Dans ce syste`me, seuls les symboles de base ⇒, F et ∀ sont utilise´s.
Ses axiomes sont :
(S) (φ⇒ φ′ ⇒ φ′′)⇒ (φ⇒ φ′)⇒ (φ⇒ φ′′) ;
(K) φ⇒ φ′ ⇒ φ ;
(C) ¬¬φ⇒ φ ;
(E) (∀xφ)⇒ φ[t/x] avec t ∈ T et x ∈ V ;
(I) (∀xφ⇒ φ′)⇒ φ⇒ ∀xφ′ avec x ∈ V ∩ Bound(φ).
Les re`gles d’infe´rence sont :
(MP ) de φ et φ⇒ φ′, on de´duit φ′ ;
(Gen) de φ on de´duit ∀xφ avec x ∈ V.
Ce syste`me de preuve est correct et complet mais il n’est pas de´cidable.
A.5 Synthe`se
Nous avons pre´sente´ dans ce chapitre les e´le´ments essentiels de la logique classique,
c’est-a`-dire de la logique telle qu’elle est commune´ment appre´hende´e. Primo, un
langage logique est muni d’une syntaxe. Les symboles logiques sont combine´s selon
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certaines re`gles pour former des formules appele´es expressions bien forme´es. Secundo,
la se´mantique de la logique permet d’assigner une signification a` ces formules. On
dit de ces formules qu’elles sont satisfiables ou insatisfiables, valides ou invalides.
Tertio, c’est au travers d’un syste`me de preuve, c’est-a`-dire un ensemble d’axiomes
et de re`gles d’infe´rence, que l’on peut calculer la satisfiabilite´ de ces formules.
Qu’il s’agisse de logique propositionnelle ou de logique des pre´dicats, l’ope´ration de
de´duction en logique classique (⊢) est une ope´ration qui ve´rifie un certain nombre de
proprie´te´s, notamment la monotonie. Selon cette proprie´te´, si Φ est une conse´quence
de Γ alors c’est e´galement une conse´quence de tout ensemble qui contient Γ :
siΓ ⊢ Φ et Γ ⊂ ∆ alors ∆ ⊢ Φ.
Comme cela est aborde´ dans le chapitre 2, une telle hypothe`se ne convient pas
toujours. Remettre en cause une telle hypothe`se consiste a` explorer une logique
dite non classique.
“I conjecture that there is no
good algorithm for the traveling
salesman problem. My reasons
are the same as for any
mathematical conjecture : (1) It
is a legitimate mathematical
possibility, and (2) I do not
know.”
Jack Edmonds
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B.1 Introduction
Tout comme l’homme, la machine calcule ! Si vous avez de´ja` ouvert un livre de
recettes de cuisine ou de´chiffre´ un mode d’emploi traduit directement du core´en
pour faire fonctionner un magne´toscope ou un re´pondeur te´le´phonique re´ticents,
sans le savoir, vous avez de´ja` exe´cute´ des algorithmes1. Les algorithmes sont des
outils pour la re´solution de proble`mes. E´valuer leur efficacite´ permet de classer ces
proble`mes selon leur difficulte´ intrinse`que.
Nous allons dans un premier temps de´finir pre´cise´ment ce qu’est un algorithme (cf
section B.2). La section B.3 pre´sente les outils mathe´matiques ne´cessaires a` l’e´va-
luation de leur efficacite´. La section B.4 propose une typologie des proble`mes de
de´cision qui s’appuie sur la difficulte´ calculatoire de leur re´solution. La section B.5
propose ce meˆme type de typologie pour les proble`mes de recherche.
1ne pas confondre avec l’agglo rythmique, qui consiste a` poser des parpaings en cadence.
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B.2 Algorithme
Un algorithme est une proce´dure de calcul constitue´e d’une suite d’instructions,
qui prend en entre´e une valeur ou un ensemble de valeurs et qui une fois exe´cute´e
correctement, conduit a` un re´sultat donne´ : une valeur ou un ensemble de valeur
appele´ sortie. Un algorithme est un outil de re´solution d’un proble`me abstrait
bien de´fini. Celui-ci doit e´noncer la relation de´sire´e entre l’entre´e et la sortie en des
termes ge´ne´raux mais non-ambigus. Si l’algorithme est correct, la sortie correspond
au re´sultat de´sire´. On dit alors que l’algorithme re´sout le proble`me pose´. Un al-
gorithme de´crit une proce´dure de calcul spe´cifique pour e´tablir cette relation. Il
peut exister plusieurs algorithmes candidats pour un proble`me donne´. Il est alors
ne´cessaire de les e´valuer.
B.3 Analyse algorithmique
Analyser un algorithme consiste a` pre´voir les ressources qui lui seront ne´cessaires, en
temps et en espace, pour re´soudre le proble`me. La taille de l’entre´e est le nombre
d’e´le´ments constituant l’entre´e. Elle de´pend du proble`me, par exemple, la somme des
tailles des listes dans le cas d’un proble`me de fusion de deux listes. Dans la plupart
des cas le temps d’exe´cution et l’espace me´moire de stockage d’un algorithmique
croissent en fonction de la taille de son entre´e.
L’analyse empirique consiste a` e´tudier la complexite´ d’un algorithme, en temps et
en espace, de manie`re expe´rimentale. A` cet effet, l’algorithme doit eˆtre imple´mente´
et teste´ sur un ensemble d’entre´es de tailles et de compositions diffe´rentes. Toutefois
cette me´thode ne permet de comparer des algorithmes qu’a` la condition de dispo-
ser d’imple´mentations re´alise´es dans un meˆme environnement informatique. D’autre
part, les re´sultats obtenus ne sont pas ne´cessairement repre´sentatifs de toutes les
entre´es.
L’analyse the´orique consiste a` e´valuer un pseudo-code de l’algorithme. Le temps
d’exe´cution d’un algorithme sur une instance, i.e. une donne´e particulie`re de
toutes les donne´es, est le nombre d’ope´rations e´le´mentaires exe´cute´es, appele´es pre´-
ce´demment instructions. L’espace me´moire d’un algorithme sur une instance est
le nombre d’e´le´ments manipule´s en me´moire a` un instant donne´ de la re´solution. Le
temps d’exe´cution pour une entre´e quelconque est estime´ par une borne supe´rieure :
le temps d’exe´cution dans le pire des cas, en d’autres termes le plus long temps
d’exe´cution pour une entre´e quelconque. Le temps d’exe´cution peut parfois eˆtre es-
time´ a` l’aide du temps d’exe´cution moyen (ou espe´re´). Il en va de meˆme pour
l’espace me´moire.
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Dans la grande majorite´ des cas, seul l’ordre de grandeur nous inte´resse.
Lorsque la complexite´ d’un algorithme, en temps ou en espace, est exprime´e sous la
forme d’un polynoˆme E/T (n) = Σpi=0ain
i ou` n est la taille de l’entre´e et les ai sont
des constantes. Nous ne´gligerons non seulement le coefficient constant du premier
terme mais e´galement les termes d’ordre infe´rieur. On note alors T/E(n) ∈ θ(np) et
par abus de langage T/E(n) = θ(np). Cette notation est explicite´e de manie`re plus
formelle dans la de´finition suivante.
De´finition n◦ B.3.0.I [Borne approche´e asymptotique]
On note θ(g(n)) l’ensemble des fonctions f(n) de´finies telles que :
∃c1, c2 ∈ R
∗
+ ∃n0 ∈ N
∗ ∀n ≥ n0, 0 ≤ c1.g(n) ≤ f(n) ≤ c2.g(n) (B.3.0.I)
On dit que g(n) est une borne approche´e asymptotique pour f(n).
Cette notation signifie qu’une fonction est borne´e asymptotiquement a` la fois par
exce`s et par de´faut. La notation qui suit est utilise´e lorsqu’on ne dispose que d’une
borne infe´rieure.
De´finition n◦ B.3.0.II [Borne asymptotique infe´rieure]
On note Ω(g(n)) l’ensemble des fonctions f(n) de´finies telles que :
∃c ∈ R∗+ ∃n0 ∈ N
∗ ∀n ≥ n0, 0 ≤ c.g(n) ≤ f(n) (B.3.0.II)
On dit que g(n) est une borne asymptotique infe´rieure pour f(n).
A` l’inverse, la notation suivante est utilise´e lorsqu’on ne dispose que d’une borne
supe´rieure.
De´finition n◦ B.3.0.III [Borne asymptotique supe´rieure]
On note O(g(n)) l’ensemble des fonctions f(n) de´finies telles que :
∃c ∈ R∗+ ∃n0 ∈ N
∗ ∀n ≥ n0, 0 ≤ f(n) ≤ c.g(n) (B.3.0.III)
On dit que g(n) est une borne asymptotique supe´rieure pour f(n).
La borne supe´rieure g(n) fournie peut eˆtre ou non asymptotiquement approche´e. On
utilise la notation suivante pour dire qu’elle ne l’est pas.
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De´finition n◦ B.3.0.IV [Borne supe´rieure non-asymptotique]
On note o(g(n)) l’ensemble des fonctions f(n) de´finies telles que :
∀c ∈ R∗+ ∃n0 ∈ N
∗ ∀n ≥ n0, 0 ≤ f(n) ≤ c.g(n) (B.3.0.IV)
On dit que g(n) est une borne supe´rieure non-asymptotique pour f(n).
Afin d’illustrer la nuance ici introduite, conside´rons les cas suivants.
Exemple n◦ B.3.0.I [Efficacite´ asymptotique] 2n = O(n2) et 2n2 = O(n2) ont
ici la meˆme borne asymptotique. De plus, n2 est approximativement approche´e de 2n2
(on note 2n2 6= o(n2)) mais pas de 2n (on note 2n = o(n2)).
Il est commune´ment admis qu’un algorithme dont le temps d’exe´cution est en O(nk)
avec k constante est raisonnable. Mais dispose-t-on toujours d’un tel algorithme ?
B.4 Proble`me de de´cision
Un proble`me abstrait de´finit la relation entre un ensemble d’entre´es et un ensemble
de solutions. Nous ne conside´rons dans un premier temps que les proble`mes de
de´cision. L’ensemble de de´finition des solutions est alors {0, 1}. En d’autres termes,
l’ensemble des proble`mes de de´cisions peuvent eˆtre formule´s par une question totale.
Le proble`me de de´cision comple´mentaire est celui dont la question est renverse´e.
On distingue parmi les proble`mes de de´cision deux classes : la classe des proble`mes P
(Polynomial time) qui sont relativement faciles a` re´soudre, et la classe des proble`mes
plus difficiles NP (Nondeterministic Polynomial time).
De´finition n◦ B.4.0.V [Classes des proble`mes de de´cision]
Parmi les proble`mes de de´cision on distingue :
– la classe P des proble`mes de de´cision qui admettent un algorithme polynomial
en temps, c’est-a`-dire tels que : ∃k ∈ N, T (n) = O(nk) ;
– la classe coP des proble`mes de de´cision dont le proble`me comple´mentaire est
dans P ;
– la classe NP des proble`mes de de´cision qui admettent un algorithme non-
de´terministe polynomial en temps ;
– la classe coNP des proble`mes de de´cision dont le proble`me comple´mentaire
est dans NP .
Contrairement aux algorithmes de´terministes qui exe´cutent une se´quence d’instruc-
tions de´termine´es, les algorithmes (ou plutoˆt machines) non de´terministes devinent
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la solution et proce`dent de manie`re de´terministe pour la valider. Ces algorithmes
ne croient pas en une solution a` tort mais doivent toujours ve´rifier la validite´ de
la solution. Ce concept the´orique constitue la base de toute la the´orie de la NP-
comple´tude. En d’autres termes, la classe NP contient l’ensemble des proble`mes qui
posse`dent un certificat polynomial, c’est-a`-dire un algorithme polynomial capable
de ve´rifier si une instance du proble`me est positive.
Il est relativement e´vident que P ⊆ NP, P = coP et que P ⊂ coNP ∩ NP. A
l’inverse, P 6= NP , P 6= (NP ∩ coNP) et NP 6= coNP ne sont actuellement que
des conjectures. Toutefois, l’existence des proble`mes NP-complet nous pousse a`
croire que P 6= NP .
La notion de re´duction algorithmique pre´sente´e dans la section B.4.1 est un argument
en faveur de cette conjecture. Nous allons dans la section B.4.2 situer la complexite´
en temps par rapport a` la complexite´ en espace.
B.4.1 Re´duction algorithmique
Un proble`me de de´cision A peut eˆtre ramene´ a` un autre proble`me de de´cision B si
n’importe quelle entre´e de A peut eˆtre facilement reformule´e comme une entre´e de
B.
De´finition n◦ B.4.1.I [Re´duction algorithmique]
Soit A et B deux proble`mes de de´cision et x une instance positive de A. Une
re´duction algorithmique de A vers B note´ A ∝ǫ B est de´finie telle que :
A ∝ǫ B ⇔ x ∈ A ssi f(x) ∈ B avec ǫ complexite´ de f. (B.4.1.I)
Les re´ductions polynomiales permettent de de´montrer qu’un proble`me est au moins
aussi difficile qu’un autre.
The´ore`me n◦ B.4.1.I [Re´duction polynomiale]
si A ∝P B et B ∈ P alors A ∈ P (B.4.1.II)
si A ∝P B et B ∈ NP alors A ∈ NP (B.4.1.III)
De´monstration n◦ B.4.1.I [Re´duction polynomiale] Cette de´monstration est
disponible dans [44].
Parmi l’ensemble des proble`mes appartenant a`NP , il en existe un sous-ensemble qui
contient les proble`mes les plus difficiles : on les appelle les proble`mes NP-complet.
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De´finition n◦ B.4.1.II [Proble`me NP-difficile]
Soit A un proble`me de de´cision. A est NP-difficile ssi :
B ∝P A ∀B ∈ NP .
Un proble`me NP-complet est un proble`me NP-difficile dans NP .
De´finition n◦ B.4.1.III [Proble`me NP-complet]
Soit A un proble`me de de´cision. A est NP-complet ssi :
A ∈ NP (B.4.1.IV)
B ∝P A ∀B ∈ NP (B.4.1.V)
Par conse´quent, si A et B sont deux proble`mes de de´cision dans NP et si A est NP-
complet, il suffit de proposer une re´duction algorithmique (A ∝P B) pour prouver
que B est NP-complet. A` cette intention, on peut utiliser SAT qui est, d’apre`s le
the´ore`me de Cook [44], NP-complet.
Qu’en est-il de la complexite´ en espace des algorithmes pour re´soudre ces classes de
proble`mes ? C’est l’objet de la section suivante.
B.4.2 Complexite´ en espace
Alors les classe des proble`mes pre´ce´demment de´finies (P, NP , . . .) prennent en
conside´ration le temps d’exe´cution des algorithmes, les classes de proble`mes suivantes
prennent en conside´ration l’espace utilise´.
De´finition n◦ B.4.2.I [Classes des proble`mes de de´cision]
L−space est la classe des proble`mes de de´cision qui utilisent un espace de travail
logarithmique en la taille des donne´es.
P − space est la classe des proble`mes de de´cision qui utilisent un espace de
travail polynomial en la taille des donne´es.
Le the´ore`me suivant permet de situer ces diffe´rentes classes les unes par rapport aux
autres.
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The´ore`me n◦ B.4.2.I [Classes des proble`mes de de´cision]
L − space ⊆ P (B.4.2.I)
NP ⊆ P − space (B.4.2.II)
(B.4.2.III)
De´monstration n◦ B.4.2.I [Classes des proble`mes de de´cision] Cette de´mons-
tration est disponible dans [44].
La figure B.4.2.I repre´sente l’ensemble des relations (de´montre´es ou suppose´es) entre
les diffe´rentes classes des proble`mes de de´cision.
L
PNP
NP-complet
coNP
coNP-complet
NPdifficile
Fig. B.4.2.I: Diagramme de Venn des classes des proble`mes de de´cision
Bien que cette classification est satisfaisante lorsqu’on conside`re des proble`mes de
de´cision, elle est insuffisante pour classifier les proble`mes de recherche.
B.5 Proble`me de recherche
La hie´rarchie polynomiale des classes de proble`mes a pour but de hie´rarchiser les
classes de proble`mes comprises entre NP et P − space . A` cette attention, on consi-
de`re l’hypothe`se the´orique et irre´aliste selon laquelle on dispose d’un oracle puissant
et bienveillant qui nous permet de re´soudre un proble`me en temps constant. Cet
artifice nous permet de de´finir de nouvelles classes de proble`mes.
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De´finition n◦ B.5.0.II [Classes de proble`mes]
PC est l’ensemble des proble`mes pouvant eˆtre re´solus de manie`re de´terministe en
temps polynomial en disposant d’un oracle pour un proble`me de classe C.
NPC est l’ensemble des proble`mes pouvant eˆtre re´solus de manie`re non-
de´terministe en temps polynomial en disposant d’un oracle pour un proble`me
de classe C.
Le the´ore`me suivant permet de situer ces diffe´rentes classes les unes par rapport aux
autres.
The´ore`me n◦ B.5.0.II [Classes de proble`mes]
NP ⊆ PNP (B.5.0.IV)
coNP ⊆ PNP (B.5.0.V)
(NP ∪ coNP) ⊆ PNP (B.5.0.VI)
De´monstration n◦ B.5.0.II [Classes de proble`mes] Trivial.
Naturellement on peut conside´rer des oracles qui re´solvent de manie`re de´terministe
en temps polynomial ces proble`mes et re´cursivement.
De´finition n◦ B.5.0.III [Hie´rarchie polynomiale]
La hie´rarchie polynomiale PH est constitue´e de la se´quence des classes sui-
vantes :
– ∆0P = Σ0P = Π0 = P ;
– ∀i ≥ 0 on a :
– ∆i+1P = P
ΣiP ;
– Σi+1P = NP
ΣiP ;
– Πi+1P = coNP
ΣiP ;
– PH =
⋃
i≥0ΣiP
La figure B.5.0.II repre´sente l’ensemble des relations (de´montre´es ou suppose´es) entre
les diffe´rentes classes de proble`mes.
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L
PNP
NP-complet
coNP
coNP-complet
∆2P
Σ2P Π2P
PH
P-space
Fig. B.5.0.II: Diagramme de Venn de la hie´rarchie polynomiale
B.6 Synthe`se
Nous avons de´fini ici ce qu’est un algorithme et pre´sente´ les outils mathe´matiques
utiles a` leur analyse. Les notions de bornes permettent d’estimer l’ordre de grandeur
de leur complexite´ en temps et en espace. L’analyse de l’efficacite´ des algorithmes
permet de classer les proble`mes de de´cision et de recherche selon leur complexite´
intrinse`que en temps et en espace.
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✭✭ Les mathe´matiques sont la
science de l’ordre et de la
mesure. ✮✮
Descartes Regulae
Annexe C
Relation d’ordre
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C.1 Introduction
En mathe´matique, la notion de relation est une abstraction des liaisons qui existent
dans le monde re´el entre des choses, des grandeurs ou des phe´nome`nes. Une relation
sur un ensemble est une proposition qui lie certains de ces e´le´ments. Par exemple, on
peut de´finir dans un groupe de personnes une relation ✭✭ Alice aime Bob ✮✮. Ainsi, une
relation binaire est de´finie comme un ensemble de couples.1 La notion d’ordre met
en relation des objets d’un meˆme ensemble afin de les comparer selon une certaine
pre´ce´dence. Elle pre´cise si un objet est supe´rieur ou infe´rieur a` un autre, voire s’il
est impossible de les comparer.
Nous allons dans un premier temps de´finir les proprie´te´s fondamentales qui per-
mettent de caracte´riser une relation binaire (cf section C.2). Les diffe´rentes relations
d’ordre sont de´finies et peuvent eˆtre compare´es a` partir de ces proprie´te´s (cf sec-
tion C.3).
1Nous n’envisagerons dans ce chapitre que les relations binaires. Par exemple, ✭✭ Le´o est le fils
d’Alice et de Bob ✮✮ est une relation ternaire.
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C.2 Relations binaires
Une relation binaire sur un ensemble E et un ensemble F est un sous-ensemble de
E × F , ou` E × F est le produit carte´sien de E et F . Cette relation binaire est
constitue´e d’un ensemble de couples de la forme (x, y), note´ xRy.
Une relation binaire peut eˆtre conside´re´e comme une fonction de E × F a` valeur
dans l’ensemble des boole´ens. Les proprie´te´s suivantes sont fondamentales :
De´finition n◦ C.2.0.IV [Relation sur deux ensembles]
La relation binaire R sur E et F est dite :
– surjective a` gauche ssi ∀x ∈ E ∃y ∈ F xRy ;
– surjective a` droite ssi ∀y ∈ F ∃x ∈ E xRy ;
– injective ssi ∀x, z ∈ E ∀y ∈ F (xRy ∧ zRy ⇒ x = z) ;
– univoque ssi ∀x ∈ E ∀y, z ∈ F (xRy ∧ xRz ⇒ y = z).
Une fonction est une relation binaire univoque. Une application est une fonction qui
est surjective a` gauche.
Une relation binaire R sur un ensemble E est un sous-ensemble du produit carte´sien
E × E. Elle peut eˆtre dote´e des proprie´te´s fondamentales suivantes :
De´finition n◦ C.2.0.V [Relation sur un ensemble]
La relation binaire R sur E est dite :
– re´flexive ssi ∀x ∈ E xRx ;
– antire´flexive ssi ∀x, y ∈ E (xRy ⇒ x 6= y) ;
– syme´trique ssi ∀x, y ∈ E (xRy ⇒ yRx) ;
– asyme´trique si ∀x, y ∈ E (xRy ⇒ ¬yRx) ;
– antisyme´trique ssi ∀x, y ∈ E (xRy ∧ yRx ⇒ x = y) ;
– transitive ssi ∀x, y, z ∈ E (xRy ∧ yRz ⇒ xRz) ;
– totale ssi ∀x, y ∈ E (xRy ∨ yRx).
C’est a` partir de ces proprie´te´s que la notion d’ordre est formalise´e.
C.3 Relations d’ordre
La notion d’ordre permet de comparer des objets selon une certaine pre´ce´dence. Elle
pre´cise si un objet est supe´rieur ou infe´rieur a` un autre, voire s’il est impossible de
les comparer.
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Une relation de pre´-ordre est une relation binaire sur un ensemble de´fini de la manie`re
suivante :
De´finition n◦ C.3.0.VI [Relation de pre´-ordre]
R est une relation de pre´-ordre ssi R est une relation re´flexive et transitive.
Une relation d’ordre est obtenue a` partir d’une relation de pre´-ordre a` laquelle on
adjoint l’antisyme´trie.
De´finition n◦ C.3.0.VII [Relation d’ordre]
R est une relation d’ordre ssi R est une relation re´flexive, transitive et antisy-
me´trique.
Une relation de pre´-ordre (respectivement d’ordre) peut eˆtre totale ou partielle selon
si tous les e´le´ments sont comparables ou non (cf de´finition C.2.0.V).
Une relation d’ordre strict est obtenue a` partir d’une relation d’ordre a` laquelle on
oˆte la re´flexivite´ :
De´finition n◦ C.3.0.VIII [Relation d’ordre strict]
R est une relation asyme´trique et transitive.
En d’autres termes, si ≤ est une relation d’ordre, la relation d’ordre stricte associe´e
< est de´finie par : x < y ⇔ x ≤ y ∧ x 6= y.
Le tableau C.3.0.I synthe´tise ces de´finitions. D’une part, on ve´rifie qu’une rela-
tion d’ordre est une relation de pre´-ordre qui est antisyme´trique. D’autre part, une
relation d’ordre est obtenue a` partir d’une relation d’ordre stricte en ajoutant la
re´flexivite´.
L’exemple suivant permet d’illustrer la diffe´rence entre un ordre et un pre´-ordre.
Exemple n◦ C.3.0.I [Relation d’ordre/pre´-ordre] Soit G = (S,A) un graphe
oriente´. Un chemin entre deux sommets a, b ∈ S est une suite finie de n sommets
(s1, . . . , sn) telle que s1 = a, s2 = b et ∀i ∈ [|1, n − 1|] (si, si+1) ∈ A.On dit que b
est accessible depuis a. Cette relation d’accessibilite´ correspond a` la fermeture reflexo-
transitive du graphe. Cette relation est un pre´-ordre. Si le graphe est sans circuit alors
cette relation devient un ordre.
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C.4 Conclusion
En mathe´matique, les diffe´rentes relations d’ordre sont des relations binaires sur un
ensemble qui ve´rifient diffe´rentes proprie´te´s. Elles permettent de classer des e´le´ments,
depuis les ✭✭ meilleurs ✮✮ jusqu’aux ✭✭ moins bons ✮✮, en tole´rant (ou non) les ex æquo.
Dans un pre´-ordre (relation re´flexive et transitive), des ex æquo sont possibles. Dans
un ordre (relation re´flexive, transitive et antisyme´trique), il n’y a pas d’ex æquo.
Un pre´-ordre (respectivement un ordre) total est un pre´-ordre (respectivement un
ordre) dans lequel les e´le´ments sont toujours comparables.
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re´flexive antire´flexive syme´trique asyme´trique antisyme´trique transitive totale
pre´-ordre X X
pre´-ordre total X X X
ordre X X X
ordre total X X X X
ordre strict X X
Tab. C.3.0.I: Relations d’ordre
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✭✭ Ce qui fait l’homme de
science, ce n’est pas la
possession de connaissances,
d’irre´futables ve´rite´s, mais la
queˆte obstine´e et
audacieusement critique de la
ve´rite´. ✮✮
Logique de la de´couverte
scientifique de Karl Popper
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D.1 Introduction
Dans ce chapitre sont regroupe´es l’ensemble des de´monstrations propose´es dans le
cadre du mode`le DIAL.
D.2 Terminaison d’une demande d’information
The´ore`me n◦ D.2.0.III [Terminaison d’une demande d’information]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique multi-agents qui porte sur le the`me r0 et qui emploie un protocole de
demande d’information a` re´ponses uniques. Le dialogue (h ∈ Z) est fini.
L’existence et l’unicite´ de la re´ponse a` un coup, et ce, quelle que soit la re`gle de
se´quenc¸age envisage´e, ont e´te´ argumente´es dans la section 9.5. Ses proprie´te´s sont
ne´cessaires pour la de´monstration de ce the´ore`me.
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De´monstration n◦ D.2.0.III [Terminaison d’une demande d’information]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dialec-
tique multi-agents qui porte sur le the`me r0 et qui emploie un protocole de demande
d’information a` re´ponses uniques. Conside´rons l’historique h ∈ H.
Un dialogue de´bute par une question de l’initiateur (question(r0)). Le partenaire peut
toujours re´pondre a` une question :
– soit par un aveu d’ignorance (unknow(r0)) qui met fin a` la ligne persuasive dans la
situation de jeu 2.1. Comme le protocole est a` re´ponses uniques, ce coup met fin au
dialogue (h ∈ Z) ;
– soit par une affirmation (assert(¬r0)) dans la situation de jeu 2.2
init ;
– soit par une affirmation (assert(r0)) dans la situation de jeu 2.3
init.
Les situations de jeu 2.2init et 2.3init sont e´quivalentes par syme´trie sur le contenu de
l’affirmation qui pre´ce`de. Quitte a` intervertir ces contenus, nous nous inte´resserons uni-
quement a` l’historique qui suit la situation de jeu 2.3init.
L’initiateur peut toujours re´pondre a` une affirmation (assert(r0)) :
– soit par un accueil de´favorable (refuse(r0)) qui met fin a` la ligne persuasive et donc
au dialogue dans la situation de jeu 3.1 (h ∈ Z) ;
– soit par un accueil favorable (accept(r0)) qui, pour la meˆme raison, met fin au
dialogue dans la situation de jeu 3.2 (h ∈ Z) ;
– soit par une mise en doute (challenge(r0)) dans la situation de jeu 3.3
part.
Le partenaire peut toujours re´pondre a` une mise en doute (challenge(r0)) :
– soit par un abandon (withdraw(r0)) qui met fin au dialogue dans la situation de jeu
4.1 (h ∈ Z) ;
– soit par l’affirmation d’un argument (assert(H), avec H ⊢℧ r0) dans la situation de
jeu 4.2init.
Les situations de jeu 2.3init et 4.2init sont e´quivalentes par re´cursion sur le contenu de
l’affirmation qui pre´ce`de.
La redondance d’information dans les affirmations d’une meˆme ligne persuasive est in-
terdite et par conse´quence la pre´sence de boucles dans un dialogue aussi. En outre, la
the´orie personnelle e´tendue T ∗part est finie parce que les the´ories personnelles des joueurs
(Tpart et Tinit) sont finies et donc le tableau d’engagement CS
part
init . Par conse´quence, la
re´cursion est finie et donc le dialogue se termine apre`s un nombre fini de coups. 
D.3 Correction d’une demande d’information
D’apre`s le the´ore`me suivant, une demande d’information est correcte si l’initiateur
ne dispose initialement d’argument ni en faveur ni en de´faveur du the`me et si le
partenaire est convaincu par le the`me.
D.3. CORRECTION D’UNE DEMANDE D’INFORMATION 257
The´ore`me n◦ D.3.0.IV [Correction d’une demande d’information]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur le the`me r0 et qui emploie un protocole de demande d’in-
formation a` re´ponses uniques. Si la situation initiale est telle que :
– l’initiateur ne dispose initialement d’aucun argument en faveur ou en de´faveur
de r0 :
∀A ∈ A(Tinit) conclusion(A) 6= r0 ∧ conclusion(A) 6= ¬r0
– le partenaire est initialement convaincu de r0 :
∃A ∈ Spartconclusion(A) = r0
alors la demande d’information est correcte.
Afin de simplifier la lecture de ce the´ore`me, nous supposons le partenaire convaincu
de r0. Nous aurions pu tout aussi bien conside´rer le partenaire convaincu du contraire.
Il suffit de remplacer dans les de´monstrations suivantes r0 par ¬r0.
De´monstration n◦ D.3.0.IV [Correction d’une demande d’information]
Soit
DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dialectique
qui porte sur le the`me r0 et qui emploie un protocole de demande d’information a` re´-
ponses uniques.
Un dialogue de´bute par une question sur le the`me (question(r0)). Suite a` cette ques-
tion, le partenaire peut re´pondre d’apre`s la re`gle de ✭✭ Question/Re´ponse ✮✮ (cf table
9.5.1) :
– soit par une confirmation (assert(r0)) ;
– soit par une infirmation (assert(¬r0)) ;
– soit par un aveu d’ignorance (unknow(r0)).
Le partenaire est convaincu de r0. Il dispose d’un argument en faveur de r0 qu’il consi-
de`re acceptable. Le partenaire est pre´venant et coope´ratif. Par conse´quence, il ne peut
qu’affirmer r0. La situation de jeu 2.3
init est atteinte. Le tableau d’engagement corres-
pondant est mis a` jour par l’initiateur : CSinitpart(h2) = CS
init
part(h1) ∪ {r0}.
Suite a` cette affirmation, l’initiateur peut re´pondre d’apre`s la re`gle d’ ✭✭ Affirmation/Accueil ✮✮
(cf table 9.5.2) :
– soit par un accueil favorable (accept(r0)) ;
– soit par un accueil de´favorable (refuse(r0)) ;
– soit par une mise en doute (unknow(r0)).
L’initiateur ne dispose initialement d’aucun argument en faveur ou en de´faveur du the`me.
Il ne dispose donc, dans cette situation de jeu, que d’un argument trivial en faveur de
cette the`se : ∃A = ({r0}, r0) ∈ A(CS
init
part). Par conse´quence, il ne peut que mettre en
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doute r0 et ce quelles que soient sa tactique argumentative d’acceptation et sa tactique
de re´ponse a` une affirmation. La situation de jeu 3.3part est atteinte.
Suite a` cette mise en doute, le partenaire peut re´pondre d’apre`s la re`gle de ✭✭ Mise en
doute/Re´ponse ✮✮ (cf table 9.5.3) :
– soit par une justification (assert(H)) tel que H ⊢℧ r0 ;
– soit par un abandon (withdraw(r0)).
Si le partenaire abandonne alors le dialogue est clos et le te´moin dispose d’un argument
acceptable en faveur de r0 (provable
h4(r0), h4 ∈ Z). Si le partenaire se justifie alors
il diffuse un argument non trivial en faveur de r0. Soit l’initiateur abdique a` l’une des
justifications du partenaire et le te´moin dispose d’un argument acceptable en faveur de
r0 (provable
h(r0), h ∈ Z). Soit l’initiateur attaque l’une des justifications du partenaire.
Le te´moin est alors convaincu par l’une des the`ses. En d’autres termes, le protocole est
correct. 
D.4 Comple´tude d’une demande d’information
D’apre`s le the´ore`me suivant, une demande d’information est comple`te si l’initiateur
est initialement ignorant et si le partenaire est convaincu par le the`me.
The´ore`me n◦ D.4.0.V [Comple´tude d’une demande d’information]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur le the`me r0 et qui emploie un protocole de demande d’in-
formation a` re´ponses uniques. Si la situation initiale est telle que :
– l’initiateur est initialement ignorant :
Tinit = TΩA
– le partenaire est initialement convaincu de r0 :
∃A ∈ S∗partconclusion(A) = r0
alors la demande d’information est comple`te.
Pour les meˆmes raisons e´voque´es pre´ce´demment, nous supposons que le partenaire
est convaincu de r0.
De´monstration n◦ D.4.0.V [Comple´tude d’une demande d’information]
Soit
DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dialectique
qui porte sur le the`me r0 et qui emploie un protocole de demande d’information a`
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re´ponses uniques.
On suppose que l’initiateur est ignorant dans la situation initiale. En d’autres termes, il
ne dispose pas de connaissances propres. La the´orie argumentative de l’agent omniscient
et la the´orie argumentative e´tendue du partenaire dans la situation initiale sont donc
identiques. En conse´quence, l’agent omniscient est convaincu de r0. Soit h ∈ Z un
dialogue. E´tant donne´ la situation initiale et les tactiques de jeu des joueurs, la situation
de jeu 3.3part est atteinte. Si le partenaire abandonne, alors le dialogue est clos et le
te´moin dispose d’un argument acceptable en faveur de r0 (provable
h4(r0), h4 ∈ Z). Si
le partenaire se justifie alors il diffuse un argument non trivial en faveur de r0. E´tant
donne´ que l’initiateur est initialement ignorant, soit l’initiateur abdique face a` l’une des
justifications du partenaire, soit le te´moin abandonne. Au terme du dialogue, le te´moin
dispose d’un argument acceptable en faveur de r0 (provable
h(r0), h ∈ Z). En d’autres
termes, la demande d’information est comple`te. 
D.5 Terminaison des persuasions
The´ore`me n◦ D.5.0.VI [Terminaison des persuasions]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur le the`me r0 et qui emploie un protocole de persuasion a`
re´ponses uniques. Tous les dialogues (h ∈ Z) sont finis.
L’existence et l’unicite´ de la re´ponse a` un coup, et ce quelle que soit la re`gle de
se´quenc¸age envisage´e, ont e´te´ argumente´es dans la section 9.5. Ses proprie´te´s sont
ne´cessaires pour la de´monstration suivante.
De´monstration n◦ D.5.0.VI [Terminaison des persuasions] Soit
DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dialectique
qui porte sur le the`me r0 et qui emploie un protocole de persuasion a` re´ponses uniques.
Un dialogue de´bute par une question de l’initiateur (question(r0)). Le partenaire peut
toujours re´pondre a` une question :
– soit par un aveu d’ignorance (unknow(r0)) qui met fin a` la ligne persuasive dans la
situation de jeu 2.1 Comme le protocole est a` re´ponses uniques, le coup met fin au
dialogue (h ∈ Z) ;
– soit par une infirmation (assert(¬r0)) dans la situation de jeu 2.2
init ;
– soit par une confirmation (assert(r0)) dans la situation de jeu 2.3
init.
Les situations de jeu 2.2init et 2.3init sont e´quivalentes par syme´trie sur le contenu de
l’affirmation qui pre´ce`de. Quitte a` intervertir ces contenus, nous nous inte´resserons uni-
quement au de´roulement de l’historique qui suit la situation de jeu 2.3init.
L’initiateur peut toujours re´pondre a` une affirmation (assert(r0)) :
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– soit par une re´futation (reject(¬r0)) dans la situation de jeu 3.1
part ;
– soit par un accueil favorable (accept(r0)) qui met fin a` la ligne persuasive et donc
au dialogue dans la situation de jeu 3.2 ;
– soit par une mise en doute (challenge(r0)) dans la situation de jeu 3.3
part.
Envisageons les deux situations de jeux suivantes : 3.3part et 3.1part.
Dans la situation de jeu 3.3part, le partenaire peut toujours re´pondre a` une mise en doute
(challenge(r0)) :
– soit par un abandon (withdraw(r0)) qui met fin au dialogue (h ∈ Z) ;
– soit par une justification (assert(H), avec H ⊢℧ h) dans la situation de jeu 4.4
init.
Les situations de jeu 2.3init et 4.4init sont e´quivalentes par re´cursion sur le contenu
propositionnel de l’affirmation qui pre´ce`de.
Dans la situation de jeu 3.1part, l’initiateur peut toujours re´pondre a` cette affirmation
(reject(r0) ⇔ assert(¬r0)) :
– soit par un accueil de´favorable (assert(r0)) interdit par la re`gle de non-redondance ;
– soit par un accueil favorable (accept(¬r0)) qui met fin au dialogue (h ∈ Z) ;
– soit par une mise en doute (challenge(¬r0)) dans la situation de jeu 4.1
init.
L”initiateur peut toujours re´pondre a` une mise en doute (challenge(¬r0)) :
– soit par un abandon (withdraw(¬r0)) qui met fin au dialogue (h ∈ Z) ;
– soit par une justification (assert(H), avec H ⊢℧ ¬r0) dans la situation de jeu 5.1
part.
Les situations de jeu 3.1part et 5.1part sont e´quivalentes par re´cursion sur le contenu de
l’affirmation pre´ce´dente.
En re´sume´, les situations de jeu 5.1part et 4.4init sont les seules sur des historiques en
cours. Elles sont e´quivalentes, par re´cursion sur le contenu des affirmations pre´ce´dentes,
a` des situations de jeu qui les pre´ce`dent dans leur ligne persuasive. De plus, la redondance
d’information dans les affirmations dans une meˆme ligne persuasive sont interdites et par
conse´quence la pre´sence de boucles dans un dialogue. En outre, Tpart et Tinit sont finies et
donc les tableaux d’engagement CSpartinit et CS
init
part sont e´galement finis. Par conse´quence,
suite aux situations de jeu 3.1part et 3.3part, la re´cursion est finie et donc le dialogue se
termine apre`s un nombre fini de coups. 
D.6 Correction d’une persuasion
D’apre`s le the´ore`me suivant, une persuasion est correcte si l’initiateur et le partenaire
ont des avis diffe´rents sur le the`me.
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The´ore`me n◦ D.6.0.VII [Correction d’une persuasion]
Soit DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dia-
lectique qui porte sur le the`me r0 et qui emploie un protocole de persuasion a`
re´ponses uniques.
Si la situation initiale des participants est telle que :
– l’initiateur est convaincu de ¬r0 :
∃A ∈ S∗initconclusion(A) = r0
– le partenaire est convaincu de r0 :
A ∈ S∗partconclusion(A) = r0
alors la persuasion est correcte.
De´monstration n◦ D.6.0.VII [Correction d’une persuasion] Soit
DSΩM (r0,AT ΩA) = 〈N,witness, H, T, convention, Z, (up)p∈N〉 un syste`me dialectique
qui porte sur le the`me r0 et qui emploie un protocole de persuasion a` re´ponses uniques.
Un dialogue de´bute par une question sur le the`me du dialogue (question(r0)). Suite
a` cette question, le partenaire peut re´pondre d’apre`s la re`gle de ✭✭ Question/Re´ponse ✮✮
(cf table 9.5.1) :
– soit par une confirmation (assert(r0)) ;
– soit par une infirmation (assert(¬r0)) ;
– soit par un aveu d’ignorance (unknow(r0)).
Le partenaire convaincu de r0 : il dispose d’un argument acceptable en faveur de r0. Le
partenaire est pre´venant et coope´ratif. Par conse´quence, il ne peut qu’affirmer r0. La
situation de jeu 2.3init est atteinte. Le tableau d’engagement correspondant est mis a`
jour par l’initiateur : CSinitpart(h2) = CS
init
part(h1) ∪ {r0}.
Suite a` cette affirmation, l’initiateur peut re´pondre d’apre`s la re`gle d’ ✭✭ Affirmation/Re´futation ✮✮
(cf table 9.5.2) :
– soit par un accueil favorable (accept(r0)) ;
– soit par une re´futation (reject(r0)) ;
– soit par une mise en doute (unknow(r0)).
Or l’initiateur est, au de´but de la persuasion, convaincu de ¬r0. Il dispose d’un argument
acceptable en faveur de r0. Il dispose e´galement d’un nouvel argument trivial en faveur de
¬r0. L’initiateur est pre´venant et ouvert d’esprit. Par conse´quence, il ne peut que re´futer
r0. La situation de jeu 3.1
part est atteinte. Le tableau d’engagement correspondant est
mis a` jour par l’initiateur : CSpartinit (h3) = CS
init
part(h2) ∪ {¬r0}.
Suite a` cette affirmation, le partenaire peut re´pondre d’apre`s la re`gle
d’ ✭✭ Affirmation/Re´futation ✮✮ (cf table 9.5.2) :
– soit par une re´futation (assert(r0)) interdite par la re`gle de non-redondance ;
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– soit par un accueil favorable (accept(¬r0)) ;
– soit par une mise en doute (challenge(¬r0)).
Or le partenaire, convaincu de r0 au de´but de la persuasion, dispose dans cette situation
de jeu d’un argument acceptable en faveur de r0. Il dispose e´galement d’un argument
trivial en faveur de ¬r0. Par conse´quence, il ne peut que mettre en doute r0. La situation
de jeu 4.1init est atteinte.
– Si la re`gle de non-redondance contraint l’initiateur a` abandonner alors la situation de
jeu 5.2 est atteinte. L’agent te´moin posse`de un argument trivial en faveur de r0 et
un argument trivial pour ¬r0. Ces arguments s’attaquent mutuellement. Comme la
source de ces arguments diffe`re, seul l’un d’eux est acceptable et donc l’agent te´moin
est enclin a` l’une des the`ses :
– si init ≺witness part et donc le te´moin est convaincu de r0 ;
– sinon part ≺witness init alors le te´moin est convaincu de ¬r0.
– Si l’initiateur posse`de un argument non-trivial pour ¬r0, ses strate´gies argumentatives
et conventionnelles peuvent l’autoriser a` se justifier. La situation de jeu 5.1part est alors
atteinte.
Dans les situations de fin de jeu 6.2 et 7.1, l’argument trivial en faveur de ¬r0 est le
seul argument acceptable par le te´moin. Ce dernier est alors convaincu de ¬r0. Les
situations de jeu restantes sont e´quivalentes par re´cursion sur le contenu propositionnel
du message pre´ce´dent ;
Par conse´quence, le te´moin est convaincu de l’une des the`ses des joueurs quelle que soit
la manie`re dont le dialogue est clos. En d’autres termes, la persuasion est correcte. 
✭✭ Un bon exemple vaut mieux
qu’un long discours. ✮✮
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E.1 Introduction
Deux adhe´rents d’une association loi 1901 doivent, au cours d’une assemble´e ge´ne´-
rale, se prononcer pour de´signer le futur pre´sident de cette association. Un tel de´bat
peut eˆtre mode´lise´ a` l’aide d’un syste`me dialectique dont le the`me est ✭✭ president(jose) ✮✮.
Nous proposons ici deux exemples de demande d’information. La premie`re demande
d’information est correcte et comple`te (cf section E.2). La seconde demande d’infor-
mation est correcte mais incomple`te (cf section E.3). Nous proposons e´galement un
exemple de persuasion (cf section E.4). Cette persuasion est correcte.
E.2 Demande d’information correcte et comple`te
Conside´rons une premie`re demande d’information. L’initiateur est ignorant au de´but
du dialogue. Le partenaire est un partisan du candidat jose. La demande d’informa-
tion pre´sente´e ici consiste en une se´quence de six coups dialogiques.
D’une part, on ve´rifie que la demande d’information est correcte. L’initiateur ainsi
que le te´moin sont, au terme du dialogue, des partisans du candidat jose comme le
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partenaire. D’autre part, la demande d’information est comple`te. En effet, le te´moin
est au terme du dialogue partisan du candidat jose comme l’agent omniscient.
Situation initiale
Dans la situation de jeu 0init, l’initiateur est ignorant. Les seules re`gles dont ils dis-
posent sont des re`gles communes (cf figure E.2.0.I). Il ne dispose d’aucun argument
en faveur ou en de´faveur de l’un des candidats.
≪∗init V
∗
init T
∗
init TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
vinitpart ∅
Fig. E.2.0.I: The´orie argumentative e´tendue de l’initiateur dans la situation initiale
pour la premie`re demande d’information
Le partenaire, repre´sente´ dans la figure E.2.0.II, dispose quant a` lui d’un argument
en faveur du candidat jose (B) et d’un argument en faveur du candidat jack (A2).
B est, contrairement a` A2, un argument acceptable par le partenaire.
≪∗part V
∗
part T
∗
part TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v3 r3(x) : president(x)← president actuel(x)
v4 r4 : escroc(jack)← B
v5 r5 : prison(jose)← A2
vpartinit CS
part
init = ∅
Fig. E.2.0.II: The´orie argumentative e´tendue du partenaire dans la situation ini-
tiale pour la premie`re demande d’information
Chacun des deux joueurs se conside`re plus compe´tent que son interlocuteur. En
effet, la valeur vinitpart (respectivement v
part
init ) associe´e au tableau d’engagement CS
init
part
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(respectivement CSpartinit ) est, pour l’initiateur (respectivement le partenaire), la valeur
la moins prioritaire. Nous supposons que le partenaire coope´ratif est pre´venant.
L’agent te´moin ne dispose initialement d’aucune connaissance propre. Il est repre´-
sente´ dans la figure E.2. Il conside`re l’initiateur comme plus compe´tent que le parte-
naire. En effet, la valeur vwitnesspart associe´e au tableau d’engagement CS
witness
part est moins
prioritaire que la valeur vwitnessinit associe´e au tableau d’engagement CS
witness
init .
≪∗witness V
∗
witness T
∗
witness TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
vwitnessinit ∅
vwitnesspart ∅
Fig. E.2.0.III: The´orie argumentative e´tendue du te´moin dans la situation initiale
pour la premie`re demande d’information
L’agent omniscient, repre´sente´ dans la figure E.2, dispose quant a` lui de la connais-
sance de l’initiateur et de celle du partenaire. Il conside`re l’initiateur plus compe´tent
que le partenaire. En effet, les valeurs propres a` l’initiateur (v ∈ V omniinit ) sont plus
prioritaires que les valeurs propres au partenaire (V omnipart ). B est, contrairement a` A2,
un argument acceptable. L’agent omniscient est un partisan du candidat jose.
≪omni Vomni Tomni TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v6 ∈ V
omni
init ∅
v3 ∈ V
omni
part r3(x) : president(x)← president actuel(x)
v4 ∈ V
omni
part r4 : escroc(jack)← B
v5 ∈ V
omni
part r5 : prison(jose)← A2
Fig. E.2.0.IV: The´orie argumentative de l’agent omniscient
Une demande d’information de´bute par une question.
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Re´ponse a` une question
Le coup d’initialisation suivant est e´mis par l’initiateur a` l’intention du partenaire :
move1 = 〈init, part, ∅, ISP, question(president(jose)←)〉
D’apre`s la re`gle de ✭✭ Question/Re´ponse ✮✮, le partenaire peut re´pondre : soit par
une confirmation (assert(president(jose)←)), soit par une infirmation
(assert(¬president(jose)←)), soit par un aveu d’ignorance
(unknow(president(jose)←)).
Dans la situation de jeu 1part, le partenaire dispose d’arguments en faveur de cha-
cun des candidats. En conse´quence, les conditions d’e´nonciation de la confirmation
et de l’infirmation sont ve´rifie´es. De plus, le partenaire est pre´venant. En conse´-
quence, la tactique d’e´nonciation de la confirmation est ve´rifie´e contrairement a` la
tactique d’e´nonciation de l’infirmation. D’apre`s l’algorithme 9.5.1, le partenaire qui
est coope´ratif re´pond par une confirmation.
Re´ponse a` une premie`re affirmation
Le coup de re´ponse suivant est e´mis par le partenaire a` l’intention de l’initiateur :
move2 = 〈part, init,move1, ISP, assert(president(jose)←)〉
Les auditeurs, qu’il s’agisse de l’initiateur ou de l’agent te´moin, mettent a` jour le
tableau d’engagement correspondant :
CSwitnesspart (move2) = CS
witness
part (move1) ∪ {president(jose)←}
CSinitpart(move2) = CS
init
part(move1) ∪ {president(jose)←}
D’apre`s la re`gle d’ ✭✭ Affirmation/Accueil ✮✮, l’initiateur peut re´pondre : soit par un
accueil favorable (concede(president(jose)←)), soit par un accueil de´favorable
(refuse(president(jose)←)), soit par une mise en doute
(challenge(president(jose)←)).
Dans la situation de jeu 2init, B′ est le seul argument relatif a` cette hypothe`se dont
dispose l’initiateur :
B′ = ({president(jose)←}, president(jose)←)
L’argument B′ est non seulement trivial mais sa pre´misse est incluse dans le tableau
d’engagement. En conse´quence, cette hypothe`se ne peut pas eˆtre conce´de´e. Cette
hypothe`se est mise en doute.
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Re´ponse a` une premie`re mise en doute
Le coup de re´ponse suivant est e´mis par l’initiateur a` l’intention du partenaire :
move3 = 〈init, part,move2, ISP, challenge(president(jose)←)〉
D’apre`s la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮, le partenaire peut re´pondre par une
justification (assert(H), avec H ⊢℧ president(jose)←), ou par un abandon
withdraw(president(jose)←).
Dans la situation de jeu 3part, le partenaire dispose de l’argument suivant en faveur
du candidat jose :
B = ({r4, r12(jack), r22(jack), r21}, president(jose)←)
Chacun des e´le´ments de la pre´misse est soutenu par un argument trivial acceptable.
En conse´quence la condition d’e´nonciation ainsi que la tactique d’e´nonciation de la
justification sont ve´rifie´es. Cette hypothe`se est justifie´e.
Re´ponse a` une seconde affirmation
Le coup de re´ponse suivant est e´mis par le partenaire a` l’intention de l’initiateur :
move4 = 〈part, init,move3, ISP, assert({r4, r12(jack), r22(jack), r21})〉
Les auditeurs, qu’il s’agisse de l’initiateur ou de l’agent te´moin, mettent a` jour le
tableau d’engagement correspondant :
CSwitnesspart (move4) = CS
witness
part (move3) ∪ {r4, r12(jack), r22(jack), r21}
CSinitpart(move4) = CS
init
part(move3) ∪ {r4, r12(jack), r22(jack), r21}
D’apre`s la re`gle d’ ✭✭ Affirmation/Accueil ✮✮, l’initiateur peut re´pondre : soit par un
accueil favorable (concede(premise(B))), soit par un accueil de´favorable
(refuse(premise(B))), soit par une mise en doute (challenge(h) avec h ∈ premise(B)).
Dans la situation de jeu 4init, toutes les hypothe`ses a` l’exception de r4 sont soutenues
par un argument trivial dont la pre´misse est un e´le´ment de la the´orie commune. La
condition d’e´nonciation de cet ensemble d’hypothe`ses n’est pas ve´rifie´e. En conse´-
quence, l’hypothe`se r4 est mise en doute.
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Re´ponse a` une seconde mise en doute
Le coup de re´ponse suivant est e´mis par l’initiateur a` l’intention du partenaire :
move5 = 〈init, part,move4, ISP, challenge(escroc(jack)←)〉
D’apre`s la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮, le partenaire peut re´pondre par une
justification (assert(H), avec H ⊢℧ escroc(jack)←), ou par un abandon
withdraw(escroc(jack)←).
Dans la situation de jeu 5part, le partenaire dispose seulement d’un argument trivial
en faveur de cette hypothe`se. De plus, la re`gle de non-redondance lui interdit d’af-
firmer une nouvelle fois cette hypothe`se. En conse´quence, le partenaire abandonne.
Cloˆture du dialogue
Le coup de re´ponse suivant est e´mis par le partenaire a` l’intention de l’initiateur :
move6 = 〈part, init,move5, ISP,withdraw(escroc(jack)←)〉
Ce coup met un terme au dialogue.
Situation finale
Comme l’illustre la figure E.2, le te´moin dispose finalement de deux arguments ac-
ceptables B et B′. Le te´moin est au terme de ce dialogue un partisan du candidat
jose.
≪∗witness V
∗
witness T
∗
witness TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
vwitnessinit ∅
vwitnesspart president(jose)← B
′
escroc(jack)← B
Fig. E.2.0.V: The´orie argumentative e´tendue du te´moin au terme de la premie`re
demande d’information
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D’une part cette demande d’information est correcte. En effet, le te´moin ainsi que
l’initiateur sont, au terme de la demande d’information, partisans du candidat jose
comme le partenaire. D’autre part, cette demande d’information est comple`te. En
effet, le te´moin est au terme du dialogue partisan du candidat jose comme l’agent
omniscient. La seconde demande d’information propose´e ci-dessous n’est pas com-
ple`te.
E.3 Demande d’information correcte et incomple`te
Conside´rons une seconde demande d’information. Le partenaire est un partisan du
candidat jose. Contrairement a` l’exemple pre´ce´dent, l’initiateur n’est pas totalement
ignorant. Malgre´ cela, le dialogue reste identique au pre´ce´dent.
D’une part, on ve´rifie que le dialogue est correct. En effet, l’initiateur ainsi que
le te´moin sont, au terme du dialogue, des partisans du candidat jose comme le
partenaire. D’autre part, la situation initiale des joueurs est telle que la demande
d’information est incomple`te. En effet, le te´moin est au terme du dialogue partisan
du candidat jose. Ce n’est pas le cas de l’agent omniscient.
Situation initiale
Dans la situation de jeu 0init, l’initiateur n’est pas ignorant. Il dispose non seulement
des re`gles communes mais e´galement de la re`gle r6 (cf figure E.3). Toutefois, il ne
dispose d’aucun argument en faveur ou en de´faveur d’un des candidats.
≪∗init V
∗
init T
∗
init TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v6 r6(x) : president actuel(jack)←
vinitpart ∅
Fig. E.3.0.VI: The´orie argumentative de l’initiateur dans la situation initiale pour
la seconde demande d’information
Le partenaire est identique a` l’exemple pre´ce´dent. Il dispose initialement de la meˆme
connaissance. Cet agent est repre´sente´ dans la figure E.2.0.II. Le partenaire dispose
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d’un argument en faveur du candidat jose (B) et d’un argument en faveur du candi-
dat jack (A2). L’ensemble {B} est, contrairement a` {A2} acceptable. Nous supposons
ici que le partenaire est coope´ratif et pre´venant. Comme pre´ce´demment, chacun des
deux joueurs se conside`re plus compe´tent que son interlocuteur.
L’agent te´moin est identique a` l’exemple pre´ce´dent. Il est initialement ignorant (cf
figure E.2).
L’agent omniscient, repre´sente´ dans la figure E.3, dispose quant a` lui de la connais-
sance de l’initiateur et de celle du partenaire. Comme dans l’exemple pre´ce´dent,
il conside`re l’initiateur comme plus compe´tent que le partenaire. Il dispose d’un
argument supple´mentaire A1. Ni l’initiateur ni le partenaire ne disposent de cet ar-
gument. Ce dernier est le re´sultat de l’union des the´ories personnelles. L’ensemble
des arguments {A1, A2} est acceptable contrairement a` {B}. L’agent omniscient est
partisan du candidat jack.
≪omni Vomni Tomni TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v6 ∈ V
omni
init r6 : president actuel(jack)←
v3 ∈ V
omni
part r3(x) : president(x)← president actuel(x) A1
v4 ∈ V
omni
part r4 : escroc(jack)← B
v5 ∈ V
omni
part r5 : prison(jose)← A2
Fig. E.3.0.VII:The´orie argumentative de l’agent omniscient de la seconde demande
d’information
La demande d’information se de´roule exactement de la meˆme manie`re que pre´ce´-
demment.
Situation finale
Comme l’illustre la figure E.2, le te´moin dispose finalement de deux arguments B et
B′. {B,B′} est un ensemble d’arguments acceptables. Le te´moin est au terme de ce
dialogue un partisan du candidat jose.
D’une part, on ve´rifie que le dialogue est correct. En effet, l’initiateur ainsi que le
te´moin sont, au terme du dialogue, des partisans du candidat jose comme le par-
tenaire. D’autre part, la demande d’information est incomple`te. En effet, le te´moin
E.4. PERSUASION 271
est au terme du dialogue partisan du candidat jose. Ce n’est pas le cas de l’agent
omniscient.
E.4 Persuasion
Conside´rons une persuasion au travers de laquelle s’affrontent deux joueurs. L’ini-
tiateur est un partisan du candidat jack. Son partenaire est partisan du candidat
jose. Le dialogue pre´sente´ ici consiste en une se´quence de 7 coups.
D’une part, on ve´rifie que la persuasion est correcte. Le te´moin est, au terme du
dialogue, partisan de l’un des candidats. Son avis de´pend du joueur qu’il conside`re
le plus compe´tent.
Situation initiale
Dans la situation de jeu 0init, l’initiateur est un partisan du candidat jack. A2 est le
seul argument relatif au the`me dont dispose l’initiateur. Cet argument en faveur du
candidat jack est selon lui acceptable (cf figure E.4).
≪∗init V
∗
init T
∗
init TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v5 r5 : prison(jose)← A2
vinitpart ∅
Fig. E.4.0.VIII: The´orie argumentative e´tendue de l’initiateur dans la situation
initiale pour la persuasion
Le partenaire est quant a` lui repre´sente´ dans la figure E.4.0.IX.B est le seul argument
relatif au the`me du partenaire. Cet argument en faveur du candidat jose est selon
lui acceptable.
Chacun des deux participants se conside`re plus compe´tent que son interlocuteur. En
effet, la valeur vinitpart (respectivement v
part
init ) associe´e au tableau d’engagement CS
init
part
(respectivement CSpartinit ) est pour l’initiateur (respectivement le partenaire) la moins
prioritaire. Nous supposons ici que l’initiateur est ouvert d’esprit et que le partenaire
est coope´ratif.
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≪∗part V
∗
part T
∗
part TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
v3 r3(x) : president(x)← president actuel(x)
v4 r4 : escroc(jack)← B
vpartinit ∅
Fig. E.4.0.IX: The´orie argumentative e´tendue du partenaire dans la situation ini-
tiale pour la persuasion
Dans la situation initiale, l’agent te´moin ne dispose pas d’autres connaissances que
la the´orie commune. On distingue deux cas de figures :
– cas 1 : il conside`re l’initiateur plus compe´tent que le partenaire. La valeur vwitnesspart
associe´e au tableau d’engagement CSwitnesspart est alors moins prioritaire que la valeur
vwitnessinit associe´e au tableau d’engagement CS
witness
init ;
– cas 2 : il conside`re l’initiateur moins compe´tent que le partenaire. La valeur vwitnesspart
associe´e au tableau d’engagement CSwitnesspart est alors plus prioritaire que la valeur
vwitnessinit associe´e au tableau d’engagement CS
witness
init .
Une persuasion de´bute par une question sur le the`me.
Re´ponse a` une question
Le coup d’initialisation suivant est e´mis par l’initiateur a` l’intention du partenaire :
move1 = 〈init, part, ∅,PP, question(president(jose)←)〉
D’apre`s la re`gle de ✭✭ Question/Re´ponse ✮✮, le partenaire peut re´pondre : soit par
une confirmation (assert(president(jose)←)), soit par une infirmation
(assert(¬president(jose)←)), soit par un aveu d’ignorance
(unknow(president(jose)←)).
Dans la situation de jeu 1part, le partenaire dispose d’un seul argument en faveur
du candidat jose. En conse´quence, la tactique d’e´nonciation de la confirmation est
ve´rifie´e, que le partenaire soit pre´venant ou confiant. De plus, la condition d’e´non-
ciation de l’infirmation n’est pas ve´rifie´e. D’apre`s l’algorithme 9.5.1, le partenaire
qui est coope´ratif re´pond par une confirmation.
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Re´ponse a` une premie`re affirmation
Le coup de re´ponse suivant est e´mis par le partenaire a` l’intention de l’initiateur :
move2 = 〈part, init,move1,PP, assert(president(jose)←)〉
Les auditeurs, qu’il s’agisse de l’initiateur ou de l’agent te´moin, mettent a` jour le
tableau d’engagement correspondant :
CSwitnesspart (move2) = CS
witness
part (move1) ∪ {president(jose)←}
CSinitpart(move2) = CS
init
part(move1) ∪ {president(jose)←}
D’apre`s la re`gle d’ ✭✭ Affirmation/Re´futation ✮✮, l’initiateur peut re´pondre : soit par
un accueil favorable (concede(president(jose)←)), soit par une re´futation
(reject(president(jose)←)), soit par une mise en doute
(challenge(president(jose)←).
Dans la situation de jeu 2init, l’initiateur dispose de l’argument suivant en faveur de
cette hypothe`se :
B′ = ({president(jose)}, president(jose))←)
L’argument B′ est non seulement trivial mais sa pre´misse est incluse dans le ta-
bleau d’engagement. En conse´quence, la condition d’e´nonciation de l’accueil favo-
rable n’est pas ve´rifie´e. L’initiateur dispose e´galement de l’argument A′2 qui est un
sous-argument de A2 :
A′2 = ({r5, r22(jose)},¬president(jose))←)
Selon l’initiateur, cet argument est acceptable. En conse´quence, la tactique d’e´non-
ciation de la re´futation est ve´rifie´e, que l’initiateur soit pre´venant ou confiant.
D’apre`s l’algorithme 9.5.2, l’initiateur qui est ouvert d’esprit re´pond par une re´-
futation.
Re´ponse a` une seconde affirmation
Le coup de re´ponse suivant est e´mis par l’initiateur a` l’intention du partenaire :
move3 = 〈init, part,move2,PP, assert(¬president(jose)←)〉
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Les auditeurs, qu’il s’agisse du partenaire ou de l’agent te´moin, mettent a` jour le
tableau d’engagement correspondant :
CSwitnessinit (move3) = CS
witness
init (move2) ∪ {¬president(jose)←}
CSpartinit (move3) = CS
part
init (move2) ∪ {¬president(jose)←}
D’apre`s la re`gle d’ ✭✭ Affirmation/Re´futation ✮✮, le partenaire peut re´pondre : soit
par un accueil favorable (concede(¬president(jose)←)), soit par une re´futation
(reject(¬president(jose)←)), soit par une mise en doute
(challenge(president(jose)←).
Re´futer une hypothe`se e´quivaut a` affirmer le contraire (assert(president(jose))).
Cette hypothe`se a e´te´ pre´ce´demment affirme´e par le partenaire. La re`gle de non-
redondance interdit l’usage d’un tel acte.
Dans la situation de jeu 3part, le partenaire dispose de l’argument suivant en faveur
de cette hypothe`se :
A′ = ({¬president(jose)},¬president(jose))←)
L’argument A′ est non seulement trivial mais sa pre´misse est incluse dans le tableau
d’engagement. En conse´quence, la condition d’e´nonciation de l’accueil favorable n’est
pas ve´rifie´e. D’apre`s l’algorithme 9.5.2, le partenaire re´pond par une mise en doute.
Re´ponse a` une premie`re mise en doute
Le coup de re´ponse suivant est e´mis par le partenaire a` l’intention de l’initiateur :
move4 = 〈part, init,move3,PP, challenge(¬president(jose)←)〉
D’apre`s la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮, l’initiateur peut re´pondre par une
justification (assert(H), avec H ⊢℧ ¬president(jose)←), ou par un abandon
withdraw(¬president(jose)←).
Dans la situation de jeu 4init, l’initiateur dispose de l’argument A′2 qui est faveur de
cette hypothe`se :
A′2 = ({r5, r22(jose)},¬president(jose)←)
Chacun des e´le´ments de la pre´misse est soutenu par un argument trivial acceptable.
En conse´quence la condition d’e´nonciation ainsi que la tactique d’e´nonciation de la
justification sont ve´rifie´es que l’initiateur soit pre´venant ou confiant. Cette hypothe`se
est justifie´e.
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Re´ponse a` une troisie`me affirmation
Le coup de re´ponse suivant est e´mis par l’initiateur a` l’intention du partenaire :
move5 = 〈init, part,move4,PP, assert({r5, r22(jose)})〉
Les auditeurs, qu’il s’agisse du partenaire ou de l’agent te´moin, mettent a` jour le
tableau d’engagement correspondant :
CSwitnessinit (move5) = CS
witness
init (move4) ∪ {r5, r22(jose)}
CSpartinit (move5) = CS
part
init (move4) ∪ {r5, r22(jose)}
Dans la situation de jeu 5part, le partenaire dispose d’un argument trivial en faveur
de chacune de ces deux hypothe`ses. Contrairement a` l’argument trivial en faveur de
r22(jose), la pre´misse de l’argument trivial en faveur de r5 est incluse dans le tableau
d’engagement. En conse´quence, cet ensemble d’hypothe`ses ne peut eˆtre conce´de´. La
re`gle r5 est mise en doute.
Re´ponse a` une seconde mise en doute
Le coup de re´ponse suivant est e´mis par le partenaire a` l’intention de l’initiateur :
move6 = 〈part, init,move5,PP, challenge(prison(jose))〉
D’apre`s la re`gle de ✭✭ Mise en doute/Re´ponse ✮✮, l’initiateur peut re´pondre par une
justification (assert(H), avec H ⊢℧ prison(jose)←), ou par un abandon
withdraw(prison(jose)←).
Dans la situation de jeu 6init, le seul argument en faveur de cette hypothe`se dont
dispose l’initiateur est l’argument trivial. Parce que la redondance d’hypothe`ses dans
les affirmations d’une meˆme ligne persuasive sont interdites, cette hypothe`se est
abandonne´e.
Cloˆture du dialogue
Le coup de re´ponse suivant est e´mis par l’initiateur a` l’intention du partenaire :
move7 = 〈init, part,move6,PP,withdraw(prison(jose))〉
Ce coup met un terme au dialogue.
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Situation finale
Le te´moin dispose au terme de la persuasion de trois arguments relatifs au the`me.
L’argument B′ (respectivement A′) est un argument trivial en faveur du candidat
jose (respectivement en de´faveur de ce candidat). L’argument A2 a e´te´ formule´ par
l’initiateur au cours de la persuasion. Il est en de´faveur du candidat jose. L’accep-
tabilite´ de ces arguments de´pend de la compe´tence relative des deux joueurs. On
distingue deux cas de figure.
Dans le premier cas de figure, le te´moin conside`re l’initiateur plus compe´tent que le
partenaire. Le te´moin est repre´sente´ dans la figure E.4.0.X. Selon lui, les arguments
A′ etA2 sont acceptables. En conse´quence, le te´moin est partisan du candidat jack.
≪∗witness V
∗
witness T
∗
witness TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
vwitnessinit ¬president(jose)← A
′
r5 : prison(jose)← A2
vwitnesspart president(jose)← B
′
Fig. E.4.0.X: The´orie argumentative e´tendue du te´moin au terme de la persuasion
qui conside`re l’initiateur plus compe´tent que le partenaire
Dans le second cas de figure, le te´moin conside`re l’initiateur moins compe´tent que
le partenaire. Le te´moin est repre´sente´ dans la figure E.4. Selon lui, l’argument B′
est acceptable. En conse´quence, le te´moin est partisan du candidat jose.
L’avis du te´moin au terme de la persuasion de´pend de son estimation de la compe´-
tence relative des joueurs.
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≪∗witness V
∗
witness T
∗
witness TΩA
v1 r11 : president(jack)← ¬(president(jose))
r21 : president(jose)← ¬(president(jack))
v2 r12(x) : prison(x)← escroc(x)
r22(x) : ¬president(x)← prison(x)
vwitnesspart president(jose)← B
′
vwitnessinit ¬president(jose)← A
′
r5 : prison(jose)← A2
Fig. E.4.0.XI: The´orie argumentative e´tendue du te´moin au terme de la persuasion
qui conside`re l’initiateur moins compe´tent que le partenaire
