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Antwortextraktion über beschränkten Bereichen
Abstract
Antwortextraktion (AE) ist ein realistischer Kompromiss zwischen vollautomatischer textbasierter
Fragenbeantwortung einerseits und Informationsretrieval resp. Informationsextraktion anderseits. Ein
AE-Prototyp wird beschrieben, der natürlichsprachliche Anfragen zum Inhalt der Unix-Handbücher
durch präzises Lokalisieren der die Antworten enthaltenden Passagen in den Handbüchern beantwortet.
Zwei Probleme allgemeineren Interesses werden dabei gelöst: 1. Die Behandlung unreduzierbarer
Ambiguitäten (durch die Interpretation von Eindeutigkeit als Retrievalrelevanz und durch die
Repräsentation syntaktischer Mehrdeutigkeiten als unterspezifizierte logische Terme); 2. das effiziente
Schlussfolgern in einer komplexen Wissensbasis durch Inferenzprozeduren mit variabler Tiefe und
Breite.
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Antwortextraktion (AE) ist ein realistischer Kompromiss zwischen
vollautomatischer textbasierter Fragenbeantwortung einerseits und
Informationsretrieval resp. Informationsextraktion anderseits. Ein AE-Prototyp
wird beschrieben, der natürlichsprachliche Anfragen zum Inhalt der Unix-
Handbücher durch präzises Lokalisieren der die Antworten enthaltenden
Passagen in den Handbüchern beantwortet. Zwei Probleme allgemeineren
Interesses werden dabei gelöst: 1. Die Behandlung unreduzierbarer Ambiguitäten
(durch die Interpretation von Eindeutigkeit als Retrievalrelevanz und durch die
Repräsentation syntaktischer Mehrdeutigkeiten als unterspezifizierte logische
Terme); 2. das effiziente Schlussfolgern in einer komplexen Wissensbasis durch
Inferenzprozeduren mit variabler Tiefe und Breite.
Answer Extraction is a realistic compromise between fully automatic text-based
question answering on the one hand, and information retrieval and and
information extraction on the other. A prototype system is described that answers
queries in natural language about the Unix man pages by precisely locating the
approrpriate passages in the manuals. Two problems of general importance are
solved: 1) Treating unreducible ambiguities by interpreting non-ambiguity as
retrieval relevance, and by representing syntactic ambiguities as semantically
underspecified terms. 2) Reasoning in complex knowledge bases through the use
of variable-depth and variable-breadth inference procedures.
1.  Das Problem
Es gibt eine Klasse von Textzugriffs- und Textfilteranwendungen, für die alle
bisher bekannten Zugriffsmethoden inadäquat sind:
• Der Ersatz gedruckter Handbücher durch elektronische Versionen.
Handbücher für grosse industrielle Anlagen sind oft tausende, manchmal
zehntausende von Seiten lang, was sie für den menschlichen Benutzer auch
dann schwer handhabbar macht, wenn sie in maschinenlesbarer Form vor-
liegen.
• Die Implementation von On-line Hilfesystemen.
On-line Hilfesystemen (v.a. für komplizierte Anwenderprogramme oder
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Betriebssysteme) beruhen in aller Regel auf in natürlicher Sprache
geschriebenen Systembeschreibungen, die heute in mühsamster Handarbeit
in eine on-line-taugliche Form gebracht werden müssen.
• Die Automatisierung von Help-Desks.
Help-Desk und Hotlines von Firmen (welche den Anrufern z.B. bei der In-
stallation und Bedienung von komplexen technischen Systemen beistehen
sollen) werden heute von Menschen bedient, die umfangreiche, in natürlicher
Sprache verfasste Kataloge mit bekannten Störfällen und deren Ursachen
nebst Abhilfemassnahmen unterhalten müssen. Diese Kataloge sind sehr oft
so umfangreich, dass es schwierig ist, Anfragen in nützlicher Zeit zu beant-
worten.
All diesen Fällen ist gemeinsam, dass die Information ursprünglich in der Form
von meist vorbestehenden, unredigierten Texten (‘‘legacy texts’’) relativ
bescheidener Länge und über thematisch meist eng begrenzten Bereichen vor-
liegt, dass dass die Benutzer darüber aber in unbeschränkter natürlicher
Sprache formulierte, meist sehr spezifische Fragen, beantwortet haben möchten.
Die Frage, wie man diese Aufgabe automatisieren könnte, ist von grosser
wirtschaftlicher Bedeutung und erheblichem wissenschaftlichem Interesse.
2.  Bestehende Ansätze
Die ideale Lösung für diese Anwendungen wäre zweifellos der Einsatz von
Systemen zur automatischen Fragenbeantwortung über Texten. Es ist allerdings
unbestritten, dass dieser Ansatz sogar für Texte von geringem Umfang auf
absehbare Zeit hinaus nicht realistisch ist. Die Erfahrung des Projekts LILOG
(Herzog 1991) hat gezeigt, dass der Entwicklungs- und Portierungsaufwand für
derartige Systeme prohibitiv ist.
Am andern Ende des Spektrums stehen die Methoden des Information
Retrieval (IR) und der Informationsextraktion (IE). Beide Techniken sind auf
enorm grosse Textmengen (im Gigabytebereich und darüber) anwendbar, aber
ihre Fähigkeiten sind in den oben beschriebenen Szenarien nicht passend.
Informationsretrieval-Systeme erlauben im Prinzip beliebige Anfragen über
beliebigen Bereichen, aber sie sind von ihrem Konzept her zu wenig präzis für
die betrachteten Anwendungen. Der Grund liegt darin, dass (sowohl im
Boole’schen wie im vektorraumbasierten Modell) allein aus den Inhaltswörtern
eines Texts die Indexterme abgeleitet werden, welche als ungeordnete und iso-
lierte Einheiten behandelt werden. Das heisst, dass ‘‘computer design’’ nicht
von ‘‘design computer’’ unterscheidbar ist, und ‘‘export from Germany to the
UK’’ nicht von ‘‘export from the UK to Germany’’. Das Verwenden phrasaler
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Suchterme (wie "computer design") hilft wenig, weil dann Dokumente mit
Phrasen wie "design of computers" nicht gefunden werden können. All das gilt
sowohl für klassische Dokumentenretrievalsysteme wie auch für die wenigen in
der Literatur beschriebenen Passagenretrievalsysteme (Salton 1994, Clarke
1996, Kaszkiel 1997, Zobel 1995, Knaus 1995).
Die Techniken der Informationsextraktion (oder des ‘‘Message Understand-
ing’’: DARPA 1996) versuchen, aus potentiell unbegrenzt grossen Textmengen
präzise inhaltliche Informationen über bestimmte Ereignisse zu gewinnen. Da
diese Anwendungen nicht zuletzt für die Informationsfilterung von (on-line zu
verarbeitenden) Meldungsströmen gedacht sind, wird bei diesen Projekten sehr
hoher Wert auf kurze Laufzeiten gelegt. Die Konsequenz ist, dass nur ein sehr
enger thematischer Bereich abgedeckt werden kann, und dass nur ein fixes,
datenbankähnliches, Informationsraster gefüllt werden kann. Für die oben
beschriebenen Anwendungen ist dieser Ansatz ungeeignet, weil die Aus-
kunftssuchenden verschiedenste Informationsbedürfnisse haben, die nicht in
einer kleinen Zahl von Informationsrastern vordefiniert werden können.
3.  Antwortextraktion als realistischer Kompromiss
Die oben beschriebenen drei Anwendungen haben aber gewisse Gemeinsam-
keiten, die es zulassen, einen realistischen Kompromiss zu finden, der in etwa
gleicher Distanz zwischen vollentwickelten textbasierten Frage-Antwort-
Systemen, Informationsretrievalsystemen sowie Informationsextraktionssyste-
men steht. Alle drei genannten Anwendungen zeichnen sich nämlich dadurch
aus, dass die Benutzer Informationsbedürfnisse haben, die oft allein dadurch
beantwortet werden könnten, dass man in den vorhandenen ‘‘legacy’’-Texten
jene Stellen lokalisiert, deren Bedeutung die Antwort auf eine Frage enthalten.
Das heisst, dass diese Textstellen die Antwort nicht unbedingt in exakt jener
Formulierung aufweisen müssen, die eine menschliche Auskunftsperson wählen
würde, und dass die Antwort durchaus in einem Kontext erscheinen darf, der für
das spezifische Informationsbedürfnis irrelevant ist. Der menschliche Leser
kann von der Formulierung einer Passage abstrahieren und ihre Bedeutung er-
kennen, und er kann auch von der zusätzlich in einer Passage enthaltenen Infor-
mation abstrahieren und die gesuchte Information darin erkennen. Dies ist, was
Antwortextraktion leisten soll.
Diese Funktionalität wird im Antwortextraktionsystem ‘‘ExtrAns’’
implementiert (Hess 1998, Berri 1998, Hess 1997). Das System kann z.Zt.
einige Dutzend Einträge der Unix-on-line-Dokumentation (der ‘‘Man Pages’’)
verarbeiten und die extrahierten Antworten in einer sehr benutzerfreundlichen
Art präsentieren: Die lokalisierten Sätze werden nach Relevanz geordnet in
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einem ersten Fenster präsentiert, und die Teile eines jeden Satzes sind ihrerseits
entsprechend ihrer Relevanz durch eine entsprechende Farbcodierung unter-
schieden. Ein Beispiel (in schwarz/weiss) ist in der Abbildung am Ende des
Artikels wiedergegeben. Durch einfachen Mausklick kann in einem
zusätzlichen Fenster die zu einer Passage gehörende Man Page aufgerufen wer-
den, in der die entsprechende Passage ebenfalls (und identisch) farbcodiert ist,
sodass der Benutzer sehr rasch entscheiden kann, ob die Passage tatsächlich die
Antwort auf seine Frage enthält.
Um jene Passagen in den Texten zu finden, die in ihrer Bedeutung die
Antwort auf eine Frage enthalten, müssen die Texte in eine Repräsentation ihrer
Bedeutung übersetzt werden. Wir verwenden dafür Logische Formen in Horn-
Klausel-Logik über einer relativ einfachen Ontologie mit reifizierten Konzep-
ten. Jeder logische Term enthält einen Backpointer zu jenem Wort im
Ursprungstext, aus dem er abgeleitet worden ist. Fragen werden als Theoreme
behandelt, die man über dieser Wissenbasis beweist. Die Backpointer aller
Terme, die bei einem Beweis verwendet wurden, werden ausgewertet, um die
relevanten Passagen zu finden, und um die entprechenden Satzteile darin far-
blich hervorzuheben.
Was die morphosyntaktische Analyse angeht, so verwendet ExtrAns als zen-
trales Modul die ‘‘Link Grammar’’, welche ein grosses Vollformenwörterbuch
des Englischen, eine umfangreiche dependenzorientierte Grammatik und einen
sehr schnellen Parser umfasst (Sleator 1993). Dieses System ist auch in anderen
NLP-Projekten mit gutem Erfolg eingesetzt worden (Sutcliffe 1996). Wir wer-
den im folgenden nicht näher darauf eingehen. Die zwei folgenden Punkte wer-
den hingegen im folgenden etwas genauer ausgeführt, weil sie unseres Wissens
originäre Beiträge zur Disziplin sind.
3.1  Die Behandlung unreduzierbarer Ambiguitäten
Die Behandlung von Ambiguitäten ist in jedem System zur Verarbeitung
natürlicher Sprache ein zentrales Problem. Vernünftigerweise wird das Gewicht
meist darauf gelegt, Ambiguitäten aufzulösen. Auch ExtrAns versucht das, aber
wir haben ebenfalls erhebliches Gewicht auf die Entwicklung einiger Methoden
gelegt, um mit den (nie vermeidbaren) unreduzierbaren Ambiguitäten sinnvoll
umzugehen.
Unreduzierbare strukturelle Ambiguitäten. Im Falle unreduzierbarer struk-
tureller Ambiguitäten übersetzen wir alle Lesarten eines Satzes in Logische
Formen und assertieren diese alle (d.h. konjunktiv) in der Wissensbasis (wenn
es sich um einen Satz im Text handelt) resp. versuchen diese alle zu beweisen
(im Fall einer Frage). Dies ist in logischer Hinsicht natürlich meist falsch, denn
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nur eine der Lesarten ist im Fall von Mehrdeutigkeiten (normalerweise) inten-
diert. Dieser Fehler wird aber dadurch kompensiert, dass wir beim Beantworten
einer Frage naturgemäss immer alle Antworten errechnen (wir wollen ja alle
Textstellen finden, welche die Antwort auf die Frage enthalten), und das für
jede Lesart der Frage. Also wird man im Falle eines mehrdeutigen Satzes eines
Dokuments die verschiedenen aus diesem Satz abgeleiteten Terme in der
Wissensbasis in aller Regel mehrere Male zum Beweisen verwenden. Damit
wird man den gleichen Satz auch mehrere Male nachweisen, aber nicht immer
via die gleichen Phrasen. Das heisst aber auch, dass jene Phrasen, die mehreren
(oder sogar allen) Lesarten eines ambigen Satzes im Text gemeinsam sind, öfter
für einen Beweis verwendet werden, als andere. Diese Tatsache kann nun so
ausgenutzt werden, dass die Phrasen eines Satzes je nach dem, wie häufig sie
für die Beantwortung einer Frage verwendet worden sind, verschieden deutlich
hervorgehoben werden (z.B. durch verschiedene Farben).
Anhand des Beispiels unten (in der Abbildung am Ende des Artikels) sei dies
näher erklärt: Der Satz ‘‘The third form can be used to create a destination
directory with the required owner, group and permissions’’ im Dokument
enthält eine unreduzierbare PP-Ambiguität (die Präpositionalphrase ‘‘with the
required ...’’ kann entweder an das Verb ‘‘create’’ oder aber an die Verbalkon-
struktion ‘‘can be used’’ angeschlossen werden). Daher werden beide Lesarten
dieses Satzes in der Wissenbasis repräsentiert. Beiden Lesarten ist aber gemein-
sam die Konstruktion ‘‘create a destination directory’’. Da in der Anfrage nach
diesem Konzept gefragt wird, wird diese Konstruktion beim Beweis auch zwei
mal gefunden, und die entsprechende Textstelle wird intensiv hervorgehoben.
Da die Präpositionalphrase ‘‘with the required ...’’ nur in der einen der zwei
Lesarten von der gefragten Konstruktion abhängt (und daher während des
Beweises auch nur ein mal gefunden wird), wird diese Präpositionalphrase nur
halbintensiv eingefärbt. Die Erfahrung hat gezeigt, dass diese Art der selektiven
Hervorhebung einzelner Phrasen den Benutzer sehr schnell auf die
unzweifelhaft relevanten Phrasen hinlenkt. Anders ausgedrückt: Der Grad der
Eindeutigkeit wird als Retrieval-Relevanz dargestellt, und das hat sich als sehr
sinnvoll erwiesen.
Unreduzierbare thematische Ambiguitäten. Konstruktionen, welche nur eine
einzige syntaktische Struktur zugewiesen bekommen, aber mehrere deutlich
unterscheidbare Bedeutungen haben, können nicht auf diese Art behandelt wer-
den. Beispiele dafür sind Nominalkomposita im Deutschen (und Nominalverk-
ettungen im Englischen). Rein morphosyntaktisch haben ‘‘Computerverwen-
dung’’ und ‘‘Computerspeicher’’ dieselbe Struktur, aber klarerweise spielen die
Bestandteile der zwei Wörter in semantischer Hinsicht ganz verschiedene Rol-
len. Leider sind oft pro Kompositum mehrere Lesarten möglich (z.B.
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‘‘Computerentwurf’’: ‘‘Entwurf eines Computers’’ vs. ‘‘Entwurf durch einen
Computer’’), und oft sind die thematischen Rollen auch völlig opak (z.B.
‘‘Bedeutungsabbildung’’, ‘‘Fischfrau’’). In solchen Fällen kann man nicht mehr
alle Lesarten konjunktiv verwenden, wie wir das oben geschildert haben.
In allen diesen Fällen repräsentieren wir die Ambiguität direkt in der seman-
tischen Basis. Dies heisst, dass für jene Nominalkomposita, die nicht ganz ein-
deutig aufgelöst werden können, die Gesamtheit aller zugrundliegenden Rela-
tionen durch ein (einziges) künstliches Prädikat (‘‘by_with_for’’) bezeichnet
wird, also z.B. ‘‘Computerentwurf’’ als
object(sk1,computer). object(sk2,entwurf). by_with_for(sk2,sk1).
Selbstredend leidet die Ausbeute des Systems unter dem Einsatz derartiger,
semantisch unterspezifizierter, Repräsentationen: Ohne weitere Vorkehren wird
man nun die Textstelle ‘‘Computerentwurf’’ weder durch die Anfrage
‘‘Entwurf eines Computers’’ noch durch ‘‘Entwurf durch einen Computer’’
finden. Das lässt sich aber in einer sehr attraktiven Art korrigieren: Für jene
Fälle, wo sich bestimmte Arten von Komposita einigermassen sicher (nicht
unbedingt eindeutig!) interpretieren lassen, kann man spezifische Bedeu-
tungspostulate in die Wissensbasis einfügen und damit die Ausbeute erhöhen,
ohne die Präzision merkbar zu schädigen (vgl. den verwandten Ansatz von
Hobbs 1992, Hobbs 1988). So wird man z.B. für Fälle wie ‘‘Computerentwurf’’
zwei Bedeutungspostulate schaffen wie folgt (hier vereinfacht):
% Entwurf des Computers: by_with_for(Entwurf,Computer)
object(Id,Action,Agent,AffEnt) :- by_with_for(Action,AffEnt),
type(representation,Action),
type(machine,AffEnt).
% Entwurf durch den Computer:
object(Id,Action,Agent,AffEnt) :- by_with_for(Action,Agent),
type(representation,Action),
type(machine,Agent).
% Id: Identifier; AffEnt: Affected Entity
womit man die zwei einigermassen sicheren Lesarten dieses Typs von Komposi-
tum (also auch inhaltlich verwandter Fälle wie z.B. ‘‘Nähmaschinenmuster’’)
erfasst hat. Natürlich muss ein Thesaurus dazu die Information liefern, dass
sowohl ein Computer wie auch eine Nähmaschine Maschinen sind, und dass ein
Entwurf und ein Muster Repräsentationen sind (siehe gleich unten).
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3.2  Das Schlussfolgern in einer geschichteten Wissensbasis
So, wie ExtrAns bisher beschrieben worden ist, wird jede lexikalische Einheit
als nicht-logische Konstante behandelt, d.h. ein Inhaltswort wird in der
Wissensbasis in der Regel als ein Atom derselben Form dargestellt (‘‘Com-
puter’’ wird computer etc.). Es ist klar, dass man unter diesen Umständen mit
einer Anfrage ‘‘Computer’’ nie eine Textstelle ‘‘Arbeitsplatzstation’’ finden
wird und auch nie eine Textstelle ‘‘Rechner’’. Um dies zu ermöglichen, müssen
wir Unterbegriffe (Hyponyme, wie im ersten Fall) und Synonyme (wie im
zweiten Fall) benützen, und sie in Hierarchien mit Vererbbarkeit organisieren.
In gewissen Fällen muss man sogar vollständige Begriffsdefinitionen
(repräsentiert ebenfalls durch Bedeutungspostulate) benützen, um relevante
Passagen zu lokalisieren. Insgesamt müssen wir also nicht nur einen Thesaurus
(Unterbegriffe und Synonyme) verwenden, sondern eine Terminologie.
Sobald man aber anfängt, beim Beweisen von Theoremen hierarchisch struk-
turierte Terminologien mit Vererbung von Eigenschaften zu verwenden, muss
man den Schlussfolgerungsprozess sehr sorgfältig regulieren, weil der
Suchraum durch die Vererbungsbeziehungen immens tief wird (was einfache
Tiefensuche hoffnungslos macht), und weil bei den z.T. sehr detaillierten
Begriffsdefinitionen der Verzweigungsfaktor sehr gross ist (was auch die ein-
fache Breitensuche unattraktiv macht). Eine naheliegende Alternative dazu
wäre ressourcenbeschränktes Schlussfolgern (z.B. via Inferenztiefe,
Zeitaufwand od. dgl. beschränkt), aber es hat sich gezeigt, dass dieses Ver-
fahren im Kontext der Antwortextraktion zu undifferenziert ist. Es erwies sich
als erforderlich, eine Schlussfolgerungsstrategie zu entwickeln, welche nicht
nur externe (Ressourcen-)Beschränkungen beachtet, sondern sich auch an den
internen, d.h. lokalen, Eigenschaften des Suchraums orientiert. Konkret
verwenden wir eine Inferenzstrategie mit variabler Tiefe und Breite.
Um einer derartigen Strategie einige Hilfestellung bei der Orientierung zu
geben, verwenden wir eine geschichtete Wissensbasis. Wir unterscheiden dabei
drei Ebenen:
1. Kernpropositionen, repräsentiert durch eine feste Anzahl von
allgemeinen, obligatorischen und einmalig vergebenen thematischen
Rollenfüllern
2. Modifikationen, repräsentiert durch eine feste Anzahl von allgemeinen,
aber weder obligatorischen noch einmalig vergebenen Modifika-
tionsangaben
3. Umstandsbeschreibungen, repräsentiert durch eine unbegrenzte Anzahl
von beliebig spezifischen, fakultativen und nicht einmalig vergebenen
Michael Hess
Umstandsbeschreibungen
Kernpropositionen umfassen die Angabe über den Typ der Eventualität (Aktion,
Prozess, Zustand) und die Rollenfüller für die thematischen Rollen Agens,
betroffene Entität und Ziel. Wenn ein Rollenfüller nicht explizit angegeben
ist, wird er durch einen Standardwert besetzt (z.B. kann ‘‘Er isst’’ nur heissen
‘‘Er isst Nahrungsmittel’’). Modifikationen enthalten Angaben, die ohne
weiteres weggelassen werden können, auf die aber sprachlich Bezug genom-
men werden kann (durch W-Fragewörter und durch Pronomina), also im we-
sentlichen Ort, Zeit und Art und Weise. Umstandsbeschreibungen enthalten
alle anderen Angaben (auch die Repräsentation unanalysierbarer syntaktischer
Phänomene, wie die in Nominalkomposita realisierten Beziehungen). Ein Satz
wie
1) On Tuesday, John gave Mary a nice computer table against her will
wird demnach im Prinzip dargestellt wie folgt (mit den Kernpropositionen,
Modifikationen und Umstandsbeschreibungen in dieser Reihenfolge ge-
schichtet):
action(give,sk-1,john,sk-3,mary). object(table,sk-3).
object(computer,sk-2). object(will,sk-4). property(nice,sk-3).
time(sk-1,tuesday).
circumstance(by_with_for,sk-3,sk-2). circumstance(against,sk-1,sk-4).
circumstance(of,sk-4,mary).
Diese Schichtung kann nun verwendet werden, um den Inferenzprozess zu
steuern, und zwar in Abhängigkeit vom bisherigen Erfolg (externes Kriterium)
wie auch von den lokalen Eigenschaften des Suchraums (internes Kriterium):
1. Zuerst werden allein direkte Treffer auf der Ebene der Kernpropositionen
gesucht (inkl. Synonyme), dann in den folgenden Schichten.
2. Wenn auf diese Weise weniger als N Passagen gefunden wurden, werden
(erneut schichtweise) Hyponyme berücksichtigt.
3. Wenn auf diese Weise weniger als O (O < N) Passagen gefunden wurden,
werden schichtweise Begriffsdefinitionen verwendet; dazu gehören
Regeln wie die oben gegebenen, welche ‘‘Entwurf durch einen Com-
puter’’ und ‘‘Entwurf eines Computers’’ als zulässige Auflösungen des
Kompositums ‘‘Computerentwurf’’ definierten.
Die einzelnen Schwellwerte (N und O) werden empirisch anhand des konkreten
Textmaterials und der Wünsche der Benutzer bestimmt. In der beschriebenen
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Weise kann man in leicht parametrisierbarer Weise die Ausbeute des Systems
schrittweise erhöhen, ohne die Laufzeiten ins Unendliche wachsen zu lassen.
4.  Schlussfolgerungen
Der bisher bestehende Prototyp hat das zugrundeliegende Konzept der Antwort-
extraktion als sehr erfolgversprechend erwiesen. Insbesondere die Methoden
zur Behandlung nicht-reduzierbarer Ambiguitäten und die adaptive Inferenz-
strategie erwiesen sich als nützlich. Allerdings ist die Abdeckung von Gramma-
tik und Terminologie noch zu klein, um sinnvolle vergleichende Evaluationen
mit anderen Ansätzen zu ermöglichen (ganz abgesehen davon, dass es alles
andere als klar ist, wie eine solche Evaluation wirklich aussehen sollte, da die
klassischen Präzisions/Ausbeute-Benchmarks des IR nicht anwendbar sind).
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