Abstract. In this paper, we investigate the spectral method on quadrilaterals. We introduce an orthogonal family of functions induced by Legendre polynomials, and establish some results on the corresponding orthogonal approximation. These results play important roles in the spectral method for partial differential equations defined on quadrilaterals. As examples of applications, we provide spectral schemes for two model problems and prove their spectral accuracy in Jacobi weighted Sobolev space. Numerical results coincide well with the analysis. We also investigate the spectral method on convex polygons whose solutions possess spectral accuracy. The approximation results of this paper are also applicable to other problems.
Introduction
During the past three decades, spectral method has gained increasing popularity in scientific computations; see [1] - [7] and [9] - [11] and the references therein. The standard spectral method is traditionally confined to periodic problems and problems defined on rectangular domains. However, many practical problems are set on complex domains. We usually use finite element methods for such problems. For obtaining accurate numerical results, it is also interesting to consider spectral methods and other high order methods for non-rectangular domains. Some authors proposed spectral methods for triangles, quadrilaterals and unbounded domains, see, e.g., [1] , [2] , [4] , [14] - [17] . In particular, pseudospectral methods for polygons were developed with precise analysis; see [2, 5, 17] and the references therein.
In this paper, we investigate the spectral method on convex quadrilaterals. This work is motivated by several facts. For instance, we consider numerical solutions of partial differential equations defined on a polygon. In this case, we may divide the polygon into several convex quadrilaterals, and then use a spectral method on each quadrilateral. Next, for exterior problems of partial differential equations with a polygon obstacle, we could use mixed Laguerre-Legendre approximation outside a rectangle containing the obstacle, and use a spectral method for quadrilaterals on the remaining subdomain. Clearly, as the first step of those algorithms, we need to study spectral methods on quadrilaterals.
The paper is organized as follows. The next section is for preliminaries. In Section 3, we introduce an orthogonal system on a convex quadrilateral, induced by the Legendre polynomials. Then we establish the basic results on the corresponding orthogonal approximation, which possesses spectral accuracy. Moreover, it still keeps high accuracy, even if the approximated function possesses certain singularities at the edges or the vertices of a quadrilateral. These results play important roles in the spectral method for partial differential equations defined on quadrilaterals. As examples of applications, we provide the spectral schemes for two model problems in Section 4, with the analysis of convergence. We describe their numerical implementation in Section 5, and present some numerical results in Section 6. In Section 7, we consider the spectral method for convex polygons and prove the spectral accuracy of their numerical solutions. The final section is for concluding remarks.
Preliminaries
Let Ω be a convex quadrilateral with the edges L j , the vertices Q j = (x j , y j ) and the angles θ j , 1 ≤ j ≤ 4; see Figure 1 . The length of L j is denoted by l j . For any Q = (x, y) ∈ Ω, we set (2.1) σ 1 (ξ, η) = By the transformation (2.2), the quadrilateral Ω is transformed to the reference square S = {(ξ, η) | − 1 < ξ, η < 1}, with the edges L j and the vertices Q j = (ξ j , η j ), 1 ≤ j ≤ 4; see Figure 2 . In fact, ξ 1 = ξ 4 = η 1 = η 2 = −1 and ξ 2 = ξ 3 = η 3 = η 4 = 1. It is noted that if Ω is a parallelogram, then a 3 = b 3 = 0. In this case, the transformation (2.2) is an affine mapping. In particular, a 2 = a 3 = b 1 = b 3 = 0 for any rectangle Ω.
For simplicity, we denote ∂x ∂ξ by ∂ ξ x, etc. The Jacobi matrix of transformation (2.2) is
Its Jacobian determinant is (2.5)
By virtue of (2.4), we get (2.6)
The explicit expressions of ξ(x, y) and η(x, y) are given in Appendix A of this paper. The Jacobi matrix of this inverse transformation is
Thanks to (2.7), its Jacobian determinant J S (x, y) satisfies
We now derive several relations, which will be used in forthcoming discussions. For any point Q = (x, y) ∈ Ω, there exists the corresponding point Q = (ξ(x, y), η(x, y)) ∈ S. Denote byL η the line in S, which is parallel to the ξ-axis and passes by Q . Clearly, all points on this line have the same coordinate η. The mapping of the lineL η , denoted by L * η , is not parallel to the x−axis usually. But it intersects the edges L 1 and L 3 at the points Q *
respectively; see Figures 1 and 2 . Similarly, all points on the lineL ξ , which are parallel to the η-axis and pass by Q , have the same coordinate ξ. The mapping of the lineL ξ , denoted by L * ξ , is not parallel to the y-axis usually; but it intersects the edges L 2 and L 4 at the points Q *
We now calculate x * j (x, y) and y *
Similarly,
Subtracting the first formula of (2.10) from the first formula of (2.2), we obtain
The above two equalities, together with (2.4), lead to
Orthogonal approximation on a quadrilateral
In this section, we establish the basic results on the orthogonal approximation on a convex quadrilateral.
3.1. Legendre orthogonal approximation. We first recall some recent results on the Legendre orthogonal approximation. Let Λ ξ = {ξ | |ξ| < 1} and
We define the weighted space L 2 χ (α,β) (Λ ξ ) in the usual way, with the following inner product and norm,
. We omit the subscript χ (α,β) in notation whenever α = β = 0. The Legendre polynomial of degree l is defined by
The set of Legendre polynomials is a complete L 2 (Λ ξ )-orthogonal system. Moreover,
Let N be any positive integer. Denote by P N (Λ ξ ) the set of all polynomials of degree at most N . Moreover,
Throughout this paper, we denote by c a generic positive constant independent of N and any function. According to Theorem 2.1 of
Next, the orthogonal projection P
As a special case of Theorem 3.4 of [12] , we have that
We now consider the L 2 (Ω)-orthogonal approximation on the quadrilateral Ω.
Let Λ η = {η | |η| < 1}. Clearly, the square S = Λ ξ × Λ η . We denote the inner product and the norm of L 2 (Ω) by (u, v) Ω and ||v|| Ω , respectively. We introduce the functions
By virtue of (3.1), we get
where δ l,l is the Kronecker symbol. Moreover, the set of all ψ l,m is complete in the space L 2 (Ω). Thus, for any v ∈ L 2 (Ω), we have
Furthermore, let
For description of approximation errors, we shall use the following notation:
is finite for integer r ≥ 0, and r ≤ N + 1, then
Proof. By projection theorem,
).
Thus, it remains to estimate the right side of (3.12).
Hence, we have from (3.11) that
Furthermore, thanks to (2.3), we have
Thus, we derive inductively that
Inserting (3.17) into (3.13) and inserting (3.18) into (3.14), respectively, we find that
Finally, the desired result follows from a combination of (3.12), (3.21) and (3.22). 
On the other hand, let x 5 = x 1 , y 5 = y 1 , and
It can be checked that
Accordingly, by (3.10), (3.27 ) 
Thus, all f j,k tend to zero as Q(x, y) goes to L 1 or L 3 , while all g j,k tend to zero as Q(x, y) goes to L 2 or L 4 . Moreover, the higher the order k of derivative, the smaller the weight functions f j,k and g j,k . Next, let Q 5 (x, y) = Q 1 (x, y). We find, especially from (2.11)-(2.14), that the points Q * ν (x, y) and Q * ν+1 (x, y) tend to the same vertex Q ν , as the point Q(x, y) goes to Q ν , 1 ≤ ν ≤ 4. Therefore, the corresponding weight functions tend to zero simultaneously. As a result, P N v−v Ω still keeps the order N −r , even if the approximated function has the singularity at the vertices, such as |∂
. It is noted that in this special case, the L 2 (Ω)-orthogonal approximation keeps the same spectral accuracy, even if the considered function possesses certain singularities at the edges of the quadrilateral. If, in addition, a = b = 1, then the above estimate turns out to be the same result as in [13] 
In order to describe the approximation error, we also introduce the following notation:
where c * Ω is a positive constant depending on Ω.
Proof. By the projection theorem,
Let u(ξ, η) be the same as in (3.11), and ψ(ξ, η) = (P
. We denote by ||w|| S the norm of the space L 2 (S), and
Hence, we use (2.8) and (2.5) successively to obtain
With the aid of (2.9), (3.26) and the Poincaré inequality on S, a direct calculation gives
We can estimate ||∂ y (φ − v)|| Ω in the same manner. Accordingly,
Using (3.5) with μ = 1 gives
. Using (3.5) with r = μ = 1 gives
Thereby, using (3.5) with μ = 0 again yields
We next estimate the right side of (3.33). By (3.19) , (3.20) and the same argument as in the derivations of (3.21) and (3.22), we verify that
Furthermore, thanks to (2.3) and (2.5), we have
Therefore, by differentiating (3.19) with respect to η, we obtain (3.36)
Similarly, by differentiating (3.20) with respect to ξ, we obtain (3.37)
Then, following the same line as in the derivations of (3.21) and (3.22), we obtain (3.38)
and (3.39)
Then, the first result of (3.30) comes from a combination of (3.31)-(3.35), (3.38) and (3.39).
We now prove the second result of (3.30). Let g ∈ L 2 (Ω) and consider an auxiliary problem which is to find w ∈ H
Taking z = w in (3.40) and using (3.28), we obtain ∇w Ω ≤ c Ω g Ω . Moreover, by the property of the elliptic equation with the homogeneous boundary condition, there exists a positive constantc Ω such that (3.40) . Then we use (3.29) and the first result of (3.30) to obtain (3.42)
Since r ≥ 2, we use (3.26) to assert that B 2,Ω (w) ≤ β Ω w H 2 (Ω) where
. Finally, we have from (3.41) and (3.42) that
This ends the proof. 
v, etc. Since r ≥ max (k, 2), they decay to zero as the point Q(x, y) goes to the corners of the quadrilateral. Therefore, the error of H 
Accordingly, the quantity B r,Ω (v) is reduced to
Therefore, the error of the H 1 0 (Ω)-orthogonal approximation still keeps the order N 1−r , even if the considered function possesses certain singularities at the edges of the quadrilateral. If, in addition, a = b = 1, then the above estimate turns out to be the same result as in [13] .
Spectral method for quadrilaterals
In this section, we propose the spectral method for quadrilaterals.
A steady problem.
As an example, we consider the following simple problem:
We first consider the case g(x, y) ≡ 0. Then, the weak formulation of (4.1) is to
For the convergence analysis, we set U N = P 1,0 N U . We have from (4.2) with (3.29) that
Taking φ = U N in the above, we get ∇ U N Ω = 0. This fact with the Poincaré inequality on Ω implies U N = 0, i.e., u N = P
Remark 4.1. In practice, U (x, y) might not vanish on the boundary. In this case, we construct a function W (x, y) which equals U (x, y) on ∂Ω; see (7.3) of this paper. Then, we solve the corresponding problem and obtain the numerical solution of original problem. S (x, y), which are mutually orthogonal in the space L 2 (Ω). It is more natural. As a result, we could use the recent result on the Jacobi orthogonal approximation to derive better error estimate (3.30) of numerical solution, with the Jacobi weights, which cover certain singularities on the vertices of Ω.
An unsteady problem.
Let β be a constant. We consider the problem
We first consider the case with g(x, y, t) = 0. Then, the weak formulation of (4.
The spectral scheme for (4.8) is to find u
We now analyze the convergence. Letting U N = P 1,0 N U , we obtain from (4.8) that (4.10)
Letting U N = u N − U N , and subtracting (4.10) from (4.9), we obtain (4.11)
By virtue of (3.28) and (3.30), we have (4.13)
Similarly, (4.14)
For simplicity of statements, let
Substituting (4.13) and (4.14) into (4.12), we obtain (4.15)
On the other hand, we use (3.10) and the second result of (3.30) to obtain
Integrating (4.15) with respect to t and using (4.16), we obtain
where
Finally, a combination of (3.30) and (4.17) leads to
r,Ω (U (t))).
Numerical implementation
In this section, we describe numerical implementation. Let
Clearly, σ l (±1) = 0. Moreover, a calculation shows
Further, we set
which form a basis of V 0 N (Ω).
We first consider the scheme (4.3). We expand the numerical solution u N (x, y) as
Substituting (5.4) into (4.3) and putting φ(x, y) = ψ l,m (x, y) in the resulting equation, we derive a linear system with the unknown coefficients u N,k,j , 0 ≤ k, j ≤ N − 2. This system can be rewritten as a compact matrix form. To do this, let
Consequently, we have
The matrix A is full. But its condition number (labeled by Cond.) is acceptable; see Table 5 .1. We now turn to (4.8). We approximate the term ∂ t u N (t) by the Crank-Nicholson discretization with the mesh size τ. It is of the form (5.6)
We expand the numerical solution as
Inserting (5.7) into (5.6), we obtain a scheme for the unknown coefficients u N,k,j (t),
It can be also written as a compact matrix form. To do this, let
Let A be the same matrix as in (5.5). The matrix B is similar to A, with the entries
Then, the matrix form of (5.6) is Figure 6 . Stability of (5.6).
Numerical results
We first use (4.3) to solve (4.2) with the test function (6.1)
where x j and y j , 1 ≤ j ≤ 4 are the coordinates of the vertices of Ω. We shall also use the test function 
In Figure 3 , we plot the values of log 10 E N (U ) vs. the mode N , with the test functions (6.1) and (6.2). They demonstrate the high accuracy of scheme (4.3).
We next use (4.9) to solve (4.8), with the test function
For describing the numerical errors at a different time t, we use the notation E N (U (t)). In Figure 4 , we plot the values of E N (U (t)) with β = 1, t = 5, N = 5, 10, 15, 20, and τ = 0.01, 0.001, 0.0001. Clearly, the error decays rapidly as N increases and τ decreases. It also shows the high accuracy in space. We also use (4.12) to solve (4.11), with the test function (6.4) U (x, y) = 4 sin(2x + 3y + t).
In Figure 5 , we plot the corresponding values of E N (U (t)) with β = 1. They indicate again the high accuracy in space.
In Figure 6 , we plot the values of E N (U (t)) with the test function (6.3), β = ±1, N = 20 and τ = 0.001. They demonstrate the stability of (5.6).
The spectral method for polygons
In this section, we investigate the spectral method for polygons. 7.1. Some preparations. We first consider several quasi-Legendre orthogonal approximations on the convex quadrilateral Ω. To do this, we putv(ξ, η) = v (x(ξ, η), y(ξ, η) ), and
Next, we set
The above four functions vanish at the endpoints of Λ ξ or Λ η , respectively. We also set 1) ), or equivalently,
is defined in the usual way. Furthermore, let N b be any positive integer. We define the projection on ∂Ω, as * P 1
By (2.5), we have ||∇w||
Then, following the same line as the derivations of (3.32) and (3.33), we deduce that (7.6) ||∇(P
b,∂Ω )). We are going to estimate the upper bound of the right side of (7.6). First, an argument similar to the derivation of (3.30), leads to
We now estimate D r,S (v (1) b,∂Ω ). We have from (7. 3) that for r ≥ 2,
On the other hand, for r ≥ 3,
With the aid of the previous equalities, a direct calculation yields
r,Ω (v), with
We next estimate D r,S (v
As a result, D r,S (v (2) b,∂Ω ) = 0 for r ≥ 3, and (7.9)
With the aid of (3.5), we verify that for r b ≥ 2,
ξv (ξ, 1)|| S ). The above inequality with (2.9) implies (7.10)
A combination of (7.5)-(7.10) gives
We now turn to the quasi-Legendre orthogonal approximations corresponding to Neumann boundary conditions imposed on certain edges of Ω. To do this, we need some preparation. For fixedness, we assume that the Neumann boundary condition is given on L 1 ; see Figure 1 .
(Λ ξ ) for integers 1 ≤ r ≤ N + 1, then by virtue of the projection theorem and (3.3), we deduce that
Moreover, a standard duality argument yields (7.13)
The orthogonal projection
(1, 1)(1 + ξ), and letv b,L 3 (η) be the same as in (7.1). We also definev
We also introduce the projection on ∂Ω, as * P 1
Finally, we define the quasi-Legendre orthogonal projection In the same manner, we can define the quasi-Legendre orthogonal projections * P 1 N,N b ,Ω v corresponding to the Neumann boundary condition imposed on the edges L 2 , L 3 and L 4 , respectively. Moreover, by using (3.5), (7.13) and an argument like the derivation of (7.11), we can derive the error estimates for these quasi-Legendre orthogonal projections, which are similar to (7.11).
7.2.
Composite quasi-orthogonal approximation on polygons. We are now in a position to study the quasi-Legendre orthogonal projection on a polygon with the boundary ∂Ω and ∂ * Ω ⊆ ∂Ω. We divide Ω into convex quadrilaterals Ω i , 1 ≤ i ≤ n, with the boundary ∂Ω i , the edges L i,ν , the vertices Q i,ν and the angles 
v is similar to (7.16). Clearly, if L i,ν and L k,ν are the same segment, say L i,3 = L k,1 , then the coefficients in the expansions of P
For a description of the approximation error, we introduce the notation 2 , a i,1 , a i,2 ,  a i,3 , b i,1 , b i,2 and b i,3 , respectively. According to the previous statements and an standard argument as in [2, 5, 7] , we observe that if
7.3. Spectral element method for polygons. We now consider the following problem,
If ∂ * Ω = ∂Ω, we require, in addition, (f, 1) Ω = 0 and (U, 1) Ω = 0 for fixing the solution. In what follows, we suppose ∂ * Ω = ∂Ω for simplicity. Let
The weak formulation of (7.18) is to find U ∈ V g 1 (Ω) such that For the numerical solution of (7.19), we need three kinds of base functions. Let L l (ξ) be the Legendre polynomial of degree l as usual. The base functions corresponding to Ω i , are given by ( (Ω) = { φ ∈ W N,N b (Ω) | φ = 0 on ∂Ω \ ∂ * Ω}. We now construct the spectral method for (7.19) . We first consider an auxiliary problem (cf. [8] ), which is to find the solution W ∈ V * P 1 N b ,∂Ω g 1 (Ω) such that For derivation of error estimate of numerical solution, we introduce the orthogonal projection P According to the properties of elliptic equation (cf. [8] ) and the quasi-Legendre orthogonal approximation, we obtain (7.24)
the Jacobi weighted norms appearing in the upper bounds of approximation errors, cover certain singularities of considered functions at the edges or vertices of quadrilaterals.
As examples of applications, the spectral schemes were proposed for two model problems, with the optimal error estimates of numerical solutions. The numerical results demonstrated their high accuracy, and coincide with the analysis well. We also developed a spectral method for convex polygons. Our method could be applied to exterior problems with non-rectangular obstacles.
It is noted that the super-convergence of finite element method was obtained for analytical solutions; see [19] . But our results are valid for solutions in certain weighted Sobolev space, which is much more practical.
