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Abstrakt
Cı´lem te´to pra´ce je implementace vyuzˇitı´ deskriptoru ve zpracova´nı´ obrazu, s vyuzˇitı´m
knihovny OpenCV. Pra´ce se nejprve zaby´va´ teoreticky´m popisem neˇkolika deskriptoru˚.
Dalsˇı´ cˇa´st je jizˇ veˇnova´na konkre´tnı´mu deskriptoru - Histogram of Oriented Gradients.
Jsou zde popsa´ny jednotlive´ kroky algoritmu, vcˇetneˇ klasifikace obra´zku. Poslednı´ cˇa´st se
veˇnuje samotne´ implementaci deskriptoru Histogram of Oriented Gradients. Postupneˇ je
zde popsa´na implementace jednotlivy´ch kroku˚ deskriptoru. Program je implementova´n
v jazyce C, s vyuzˇitı´m knihovny OpenCV.
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Abstract
The purpose of this work is to implement an image descriptor, using OpenCV library.
The first part of the work is dedicated to the theoretical description of some descrip-
tors. The following part is dedicated to one concrete descriptor – Histogram of Oriented
Gradients. Every single part of the algorithm is described, including classification of the
image. The last topic is the implementation of the Histogram of Oriented Gradients de-
scriptor itself. The implementation details of each step of the desciptor are described. The
program is implemented in C language using OpenCV library.
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Seznam pouzˇity´ch zkratek a symbolu˚
C-HOG – Circular HOG
DOG – Difference of Gaussians
HOG – Histogram of Oriented Gradients
LOG – Laplacian of Gaussian
R-HOG – Rectangular HOG
SIFT – Scale-invariant feature transform
SVM – Support vector machine
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51 U´vod
Digita´lnı´ zpracova´nı´ obrazu ma´ v dnesˇnı´ dobeˇ, kdy se s pocˇı´tacˇi setka´me doslova na
kazˇde´m kroku, velky´ vy´znam. Jedna´ se o pouzˇitı´ pocˇı´tacˇovy´ch algoritmu˚ na digita´lnı´ ob-
raz. Digita´lnı´ zpracova´nı´ ma´ spoustu vy´hod oproti analogove´mu: umozˇnˇuje na´m apliko-
vat metody, ktere´ nelze aplikovat u analogove´ho zpracova´nı´, cozˇ na´m umozˇnˇuje apliko-
vat veˇtsˇı´ rozsah algoritmu˚ a take´ mnohem du˚myslneˇjsˇı´ algoritmy. Prˇı´kladem digita´lnı´ho
zpracova´nı´ obrazu mu˚zˇe by´t naprˇı´klad segmentace obrazu nebo odstraneˇnı´ sˇumu. Di-
gita´lnı´ zpracova´nı´ ma´ sˇiroke´ vyuzˇitı´. Mu˚zˇe by´t pouzˇito naprˇı´klad k rozpozna´va´nı´ vzoru˚,
detekce hran, detekce osob v obraze nebo ve videu, detekce ru˚zny´ch jiny´ch objektu˚,
Detekce lidı´ na fotografiı´ch prˇedstavuje na´rocˇny´ proble´m. Lide´ se od sebe mu˚zˇou lisˇit
v cele´ rˇadeˇ veˇcı´. Od zmeˇn v oble´ka´nı´ azˇ po samotny´ vzhled. Take´ musı´me bra´t v potaz,
zˇe lide´ mohou by´t zachyceni v ru˚zny´ch pozicı´ch a v ru˚zne´m meˇrˇı´tku. Samotny´ vzhled
cˇloveˇka nenı´ to jedine´, co ma´ tedy vliv na vy´kon samotne´ detekce. Velky´ vliv na spra´vnou
detekci ma´ take´ pozadı´ fotografie - naprˇı´klad mı´ra osveˇtlenı´.
Automaticka´ detekce osob ma´ sˇirokou sˇka´lu vyuzˇitı´. Naprˇı´klad v robotice, indexova´nı´
obrazu a videa nebo v oblasti automobilove´ bezpecˇnosti.
V te´to pra´ci je pomocı´ Histogram of Oriented Gradients deskriptoru prˇedstavena
kompletnı´ detekce lidı´ na fotografiı´ch. Syste´m detekce je zalozˇen na HOG deskriptoru
v kombinaci se Support Vector Machine, urcˇeny´m pro klasifikaci dat.
1.1 Struktura pra´ce
• Kapitola 2 se zaby´va´ vysveˇtlenı´m pojmu deskriptor. Je zde popsa´no k cˇemu slouzˇı´
a na jake´ skupiny se deˇlı´. Soucˇa´stı´ te´to kapitoly je take´ popis neˇkolika pouzˇı´vany´ch
deskriptoru˚ - Laplacian of Gaussian, Difference of Gaussians, SIFT a Shape context.
• Kapitola 3 se veˇnuje prˇedstavenı´ pojmu˚ histogram a gradient. Popisuje o co se jedna´
a jejich vyuzˇitı´.
• Kapitola 4 prˇedstavuje vybrany´ deskriptor - Histogram of Oriented Gradients. Nej-
prve je popsa´no neˇkolik verzı´ deskriptoru a na´sledneˇ jsou krok po kroku popsa´ny
jednotlive´ operace pouzˇı´va´ny prˇi aplikaci tohoto deskriptoru. Pouzˇitı´ vybrane´ho
deskriptoru je v te´to pra´ci demonstrova´no na detekci lidı´. Cˇa´st te´to kapitoly je
veˇnova´na vysveˇtlenı´ klasifikova´nı´ dat pomocı´ algoritmu Support Vector Machine,
ktery´ byl pouzˇit prˇi implementaci pro klasifikaci. Detailneˇ je zde popsa´n postup,
ktery´m algoritmus zjisˇt’uje zda zadany´ obra´zek obsahuje zadany´ objekt, ktery´ jsme
chteˇli detekovat.
• Kapitola 5 je zameˇrˇena na popis vlastnı´ implementace vybrane´ho deskriptoru. Na
u´vod je uvedena zmı´nka o knihovneˇ OpenCV, ktera´ je vyuzˇı´va´na v implementaci.
Pote´ je krok po kroku popsa´n deskriptor z hlediska samotne´ implementace. Pro-
gram je implementova´n v jazyce C.
6• Kapitola 6 je veˇnova´na samotne´mu testova´nı´ aplikace. Popisuje pru˚beˇh testova´nı´
od pocˇa´tecˇnı´ detekce va´lecˇku˚, azˇ po samotnou detekci osob na fotografiı´ch, uka´zku
testovany´ch dat a zhodnocenı´ vy´sledku˚ samotne´ho testova´nı´.
• Kapitola 7 shrnuje vy´sledky te´to pra´ce.
72 Deskriptory
V pocˇitacˇove´ terminologii rozumı´me pod pojmem deskriptor popis vizua´lnı´ch vlastnostı´
obra´zku˚ nebo videa, prˇı´padneˇ se mu˚zˇe jednat o algoritmy nebo aplikace, ktere´ na´m pro-
dukujı´ tyto popisy. Deskriptory popisujı´ za´kladnı´ charakteristiky, jako je tvar, barva nebo
textura. Dı´ky teˇmto popisu˚m mu˚zˇeme rychle a efektivneˇ vyhleda´vat vizua´lnı´ obsah.
Vizua´lnı´ deskriptory jsou rozdeˇleny do dvou hlavnı´ch skupin:
• Deskriptory popisujı´cı´ obecne´ informace: obsahujı´ nı´zkou´rovnˇove´ deskriptory, kte-
re´ na´m poskytujı´ informace o tvaru, barveˇ nebo texturˇe.
• Deskriptory popisujı´cı´ specificke´ informace: tyto deskriptory obsahujı´ informace o
objektech ve sce´neˇ. Konkre´tnı´m prˇı´kladem mu˚zˇe by´t naprˇı´klad rozpozna´va´nı´ tva´rˇı´.
V pocˇı´tacˇove´ oblasti se jako blob detektory oznacˇujı´ vizua´lnı´ moduly, jejichzˇ u´kolem
je detekovat body, prˇı´padneˇ regiony v zadane´m obraze, ktere´ jsou bud’ svetlejsˇı´ nebo
tmavsˇı´ nezˇ okolı´. Tyto detektory poskytujı´ doplnˇujı´cı´ popis struktury obrazu. Jednı´m
z hlavnı´ch vyuzˇitı´ teˇchto detektoru˚ je poskytnutı´ blizˇsˇı´ch informacı´ o regionech, ktere´
nebyly zı´ska´ny detektorem hran. Tyto regiony mohou by´t obla´stı´ za´jmu pro dalsˇı´ zpra-
cova´nı´, mu˚zˇe se jednat naprˇı´klad o rozpozna´nı´ objektu˚, analy´zu histogramu nebo de-
tekci vrcholu˚ s na´slednou segmentacı´. Dalsˇı´m vyuzˇitı´m teˇchto deskriptoru˚ je analy´za a
rozpozna´va´nı´ textur.
2.1 Laplacian of Gaussian
Laplacia´n je metoda zalozˇena na druhe´ prostorove´ derivaci obra´zku. Zvy´raznˇuje rychle´
zmeˇny intenzity a proto je cˇasto tato metoda vyuzˇı´va´na pro detekci hran. Cˇasto se jako
prˇedzpracova´nı´ obrazu pouzˇı´va´ Gaussu˚v vyhlazovacı´ filtr. Jako vstup tento opera´tor
bezˇneˇ pouzˇı´va´ obra´zek prˇeveden do stupneˇ sˇedi a vy´stupem by´va´ zase obra´zek ve stupni
sˇedi. Laplacia´n L(x, y) obra´zku s pixely intenzity I(x, y) se vypocˇı´ta´ jako (1):
L(x, y) =
δ2I
δx2
+
δ2I
δy2
(1)
Toto lze vypocˇı´tat pomocı´ konvulencˇnı´ho filtru.
Vzhledem k tomu, zˇe vstupnı´ obraz je reprezentova´n jako soubor diskre´tnı´ch bodu˚,
musı´me najı´t diskre´tnı´ konvulenci ja´dra, ktere´ mu˚zˇe aproximovat druhe´ derivace v defi-
nici Laplacia´nu. Na obra´zku 1 jsou zobrazeny dveˇ bezˇneˇ pouzˇı´va´na´ mala´ ja´dra. Pouzˇitı´m
jednoho z teˇchto jader, je mozˇne´ vypocˇı´tat Laplacia´n konvulence pomocı´ standartnı´ch
metod. Protozˇe jsou tyto ja´dra velice citliva´ na sˇum, tak se prˇed pouzˇitı´m Laplaceova
filtru prova´dı´ vyhlazenı´ pomocı´ Gaussova filtru. Toto prˇedzpracova´nı´ snizˇuje u´rovenˇ
sˇumu.
Jelikozˇ jsou konvulencˇnı´ operace asociativnı´, tak mu˚zˇem spojit Gaussovo vyhlazova´nı´
a Laplacia´nu˚v filtr do jednoho filtru. Tento hybridnı´ filtr pak aplikujeme na obra´zek a
dosa´hnem stejne´ho pozˇadovane´ho vy´sledku. Spojenı´ teˇchto dvou filtru˚ ma´ dveˇ vy´hody:
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• Jelikozˇ Gaussova a Laplacian ja´dra jsou obvykle mnohem mensˇı´, nezˇ obraz, tak tato
metoda obvykle vyzˇaduje mnohem me´neˇ aritmeticky´ch operacı´.
• LOG ja´dro mu˚zˇe by´t vypocˇteno s prˇedstihem a v rea´lne´m cˇase se pak na obra´zku
pocˇı´ta´ jen jedna konvulence.
2-D funkce LOG funkce, se strˇedem v nule a Gaussovou smeˇrodatna´ odchylkou σ ma´
tvar (2):
LOG(x, y) = − 1
piσ4
[1− x
2 + y2
2σ2
]e−
x2+y2
2σ2 (2)
Obra´zek 2: Pouzˇitı´ LOG filtru [30]
2.2 Difference of Gaussians
V pocˇı´tacˇove´ oblasti se jako Difference of Gaussians oznacˇuje obra´zek ve stupni sˇedi,
na ktery´ je aplikova´n algoritmus, ktery´ zahrnuje odecˇı´ta´nı´ jedne´ rozmazane´ verze ori-
gina´lnı´ho obra´zku ve stupnı´ch sˇedi z jine´ho, me´neˇ rozmazane´ oproti origina´lnı´mu. Roz-
mazane´ snı´mky jsou zı´ska´ny konvulencı´ pu˚vodnı´ho obra´zku ve stupnı´ch sˇedi Gaus-
sovy´mi ja´dry s ru˚zny´mi standardnı´mi odchylkami. Tento algoritmus se pouzˇı´va´ pro vy-
lepsˇenı´ obrazu, naprˇı´klad se mu˚zˇe jednat o zvy´sˇenı´ viditelnosti hran a dalsˇı´ch podrob-
9nostı´ v digita´lnı´m obraze. Algoritmus je podobny´ LOG, obraz je nejprve vyhlazen kon-
vulencı´ s Gaussovy´m ja´drem s sˇı´rkou σ1 (3):
Gσ1(x, y) =
1√
2piσ21
exp[−x
2 + y2
2σ2
] (3)
dostanem (4):
g1(x, y) = Gσ1(x, y) ∗ f(x, y) (4)
S jinou sˇı´rˇkou σ2, dostanem druhy´ vyhlazeny´ obraz jako (5):
g2(x, y) = Gσ2(x, y) ∗ f(x, y) (5)
Lze uka´zat, zˇe rozdı´l teˇchto dvou Gaussoveˇ vyhlazeny´ch obra´zku˚, nazy´vany´ Diffe-
rence of Gaussians, mu˚zˇe by´t pouzˇit pro detekci hran v obraze. Tento rozdı´l se vypocˇte
jako (6):
g1(x, y)− g2(x, y) = Gσ1 ∗ f(x, y)−Gσ2 ∗ f(x, y) = (Gσ1−Gσ2) ∗ f(x, y) = DOG ∗ f(x, y)
(6)
DOG opera´tor je pak definova´n jako (7):
DOG = Gσ1 −Gσ2 = 1√
2pi
[
1
σ1
e−(x
2+y2)/2σ21 − 1
σ2
e−(x
2+y2)/2σ22 ] (7)
Obra´zek 3: Pouzˇitı´ DOG filtru [31]
2.3 Scale-invariant feature transform (SIFT)
Jedna´ se o algoritmus urcˇeny´ pro detekci a popis loka´lnı´ch rysu˚ v obraze. Pouzˇı´va´ se
naprˇı´klad pro rozpozna´va´nı´ objektu˚, rozpozna´va´nı´ gest nebo sledova´nı´ videa.
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Obra´zek 4: SIFT deskriptor - uka´zka detekce objektu˚ [11]
Pro kazˇdy´ objekt v obraze lde zı´skat tzv. ”popis rysu”. Tento popis lze pak pouzˇı´t k
porovna´nı´ objektu˚, prˇi vyhleda´va´nı´ objektu v testovacı´m obra´zku. Je velice du˚lezˇite´, aby
byly u´daje zı´skane´ z obrazu odolne´ vu˚cˇi zmeˇna´m meˇrˇı´tku, vlivu osveˇtlenı´ a sˇumu, aby
se dosa´hlo spolehlive´ho rozpozna´nı´.
SIFT deskriptor ma´ cˇtyrˇi hlavnı´ fa´ze:
• Scale-Space detekce extre´mu˚
• Lokalizace klı´cˇovy´ch bodu˚
• Prˇirˇazenı´ orientace
• Deskriptor klı´cˇovy´ch bodu˚
V prvnı´ fa´zi se pouzˇı´va´ Gaussu˚v opera´tor k identifikaci klı´cˇovy´ch hodnot. Pro zlepsˇe-
nı´ vy´konnosti prˇi vy´pocˇtu se pouzˇı´va´ Difference of Gaussian opera´tor. Dostanem rovnici
(8):
D (x, y, σ) = (G (x, y, kσ)−G (x, y, σ)) ∗ I (x, y) = L (x, y, kσ)− L (x, y, σ) (8)
kde L(x, y, kσ) je konvulence origina´lnı´ho obrazu I(x, y) Gaussovy´m rozostrˇenı´m
G(x, y, kσ) s meˇrˇı´tkem kσ.
V druhe´ fa´zi vyrˇadı´me klı´cˇove´ body s nı´zky´m kontrastem a body, u ktery´ch se sˇpatneˇ
urcˇuje umı´steˇnı´. Pro vy´pocˇet bodu˚, ktere´ budou vyrˇazeny se pouzˇı´va´ Hessova matice,
ktera´ vypocˇte principia´lnı´ zakrˇivenı´ a vyrˇadı´ vsˇechny body, ktere´ majı´ veˇtsˇı´ polomeˇr nezˇ
je zakrˇivenı´.
V trˇetı´m kroku je kazˇde´mu klı´cˇove´mu bodu prˇirˇazen jeden nebo vı´ce smeˇru˚, na za´kla-
deˇ mı´stnı´ch smeˇru˚ gradientu obrazu. Tento krok je klı´cˇovy´ pro dosa´hnutı´ neza´visloti
k rotaci, tedy aby deskriptor mohl by´t reprezentova´n relativneˇ k orientaci a abychom
dosa´hli neza´vislosti na pootocˇenı´ obrazu.
2.4 Shape context
Jak jizˇ z na´zvu vyplı´va´, je tento deskriptor zalozˇen na popisu tvaru˚. Na za´kladeˇ popisu
hledane´ho tvaru se porovna´na´ podobnost s tvary v obraze - pro kazˇdy´ bod pi zadane´ho
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Obra´zek 5: Shape context - na tomto obra´zku lze videˇt, zˇe tvar kontextu pro kruh (levy´
obra´zek) a diamant (pravy´ obra´zek) jsou skoro stejne´. Oproti tomu, kontextovy´ tvar
troju´helnı´ku (pravy´ obra´zek) je u´plneˇ odlisˇny´. [29]
tvaru, chceme najı´t nejpodobneˇjsˇı´ bod qi v jine´m tvaru. Nalezenı´ podobne´ho tvaru je
jednodusˇsˇı´ prˇi pouzˇitı´ husty´ch mı´stnı´ch deskriptoru˚, ktere´ snizˇujı´ riziko dvojznacˇnosti
prˇi porovna´va´nı´. Dalsˇı´m vyuzˇitı´m tohoto deskriptoru je rozpozna´va´nı´ objektu˚.
Za´kladnı´ mysˇlenkou je vzı´t vsˇech n bodu˚, tvorˇı´cı´ch tvar objektu a ke kazˇde´mu bodu
vytvorˇit n − 1 vektoru˚, zı´skany´ch prˇipojenı´m bodu ke vsˇem ostatnı´m bodu˚m. Tyto vek-
tory na´m pak uda´vajı´ popis tvaru v dane´m bodeˇ. Tı´m vytvorˇı´me histogram (pouzˇı´va´ se
log-pola´rnı´ histogram) bodu vzhledem ke zby´vajı´cı´m n− 1 bodu˚m (9):
hi(k) = #{q 6= pi : (q − pi) ∈ bin(k)} (9)
tı´mto ma´me definova´n kontext tvaru bodu pi.
Aby byl deskriptor pouzˇitelny´, tak musı´ by´t neza´visly´ vu˚cˇi zmeˇneˇ pozice, zmeˇneˇ
meˇrˇı´tka a za´visly´ na rotaci obrazu. Neza´vislost na zmeˇneˇ pozice je dodrzˇena, dı´ky vlast-
nostem tohoto deskriptoru. Neza´vislosti na zmeˇneˇ meˇrˇı´tka je dosazˇeno dı´ky normalizaci
vsˇech radia´lnı´ch vzda´lenostı´, pomocı´ pru˚meˇrne´ vzda´lenosti α mezi vsˇemi pa´ry bodu˚ ve
tvaru.
Jednotlive´ kroky deskriptoru:
• Na´hodneˇ se vybere mnozˇina bodu˚, tvorˇı´cı´ tvar zna´me´ho objektu a mnozˇina bodu˚,
tvorˇı´cı´ tvar nezna´me´ho objektu.
• Pro kazˇdy´ bod z vybrane´ mnozˇiny se vypocˇı´ta´ popis tvaru.
• Porovna´nı´ kazˇde´ho bodu z mnozˇiny bodu˚ zname´ho tvaru s kazˇdy´m bodem mnozˇi-
ny nezna´me´ho tvaru.
• Vypocˇet ”vzda´lenosti tvaru˚”mezi kazˇdy´m pa´rem bodu˚. Vzda´lenost je urcˇena jako
pocˇet transformacı´, ktere´ je potrˇeba prove´st, aby tvary byly stejne´.
• K identifikaci nezna´me´ho tvaru, se porovna´va´ vzda´lenost tvaru se vzda´lenostmi
zna´my´ch tvaru˚.
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3 Pojmy histogram a gradient
3.1 Jasovy´ histogram
Histogram je graf reprezentujı´cı´ rozlozˇenı´ jasu v obraze. Pro kazˇdy´ jas od cˇerne´ vlevo,
azˇ do bı´le´ vpravo vyjadrˇuje pomeˇrne´ zastoupenı´ pocˇtu pixelu˚. Na vodorovnou osu se
vyna´sˇı´ jas a na svislou pocˇet pixelu˚, ktere´ tomuto jasu odpovı´dajı´. Pocˇet buneˇk odpovı´da´
plosˇe snı´mku. Histogram na´m tedy da´va´ odpoveˇd na tyto ota´zky:
• Jak velka´ cˇa´st obrazu je cˇerna´
• Jak velka´ cˇa´st obrazu je tmaveˇ sˇeda´
• Jak velka´ cˇa´st obrazu je sveˇtle sˇeda´
• Jak velka´ cˇa´st obrazu je zcela bı´la´
• atd.
3.2 RGB Histogram
Barevny´ histogram je reprezentacı´ rozlozˇenı´ barev v obrazu. Vyjadrˇuje pomeˇrne´ zastou-
penı´ pocˇtu pixelu˚ kazˇde´ho z dany´ch barevny´ch rozsahu˚ v barevne´m modelu. Nenı´ pro-
ble´m udeˇlat histogram kazˇde´ slozˇky R, G i B samostatneˇ. Histogram slozˇky R potom
ukazuje rozlozˇenı´ cˇervene´ v obraze (od cˇerne´ azˇ po nejcˇerveneˇjsˇı´ jakou lze zobrazit), his-
togram slozˇky G ukazuje rozlozˇenı´ zelene´ v obraze a histogram slozˇky B pak ukazuje
rozlozˇenı´ modre´ barvy v obraze. Z barevne´ho RGB obrazu lze snadno udeˇlat cˇernobı´ly´
obraz. Jde jen o to prˇeve´st vsˇechny barvy na stupneˇ sˇedi. Nabı´zı´ se jednoducha´ metoda,
vy´pocˇtu absolutnı´ho jasu (neboli novy´ch hodnot R, G i B) (10):
Jas = (R+B +G)/3 = 1/3R+ 1/3G+ 1/3B (10)
Lidske´ oko nenı´ stejneˇ citlive´ na vsˇechny barvy, na modrou je mnohem me´neˇ citlive´
nezˇ naprˇ. na zelenou nebo cˇervenou. Souvisı´ to s barvou sveˇtla z nasˇeho slunce. Proto
absolutnı´ jas nema´ prˇı´lisˇ smysl (oko to prosteˇ vidı´ jinak) a skutecˇny´ jas je definova´n jako
(11):
Jas = 0.3R+ 0.59G+ 0.11B (11)
3.3 Gradient
Z obecne´ho pohledu se jedna´ o smeˇr ru˚stu. Z matematicke´ho pohledu se jedna´ o di-
ferencia´lnı´ opera´tor. Vy´sledkem je vektorove´ pole vyjadrˇujı´cı´ smeˇr a velikost nejveˇtsˇı´
zmeˇny skala´rnı´ho pole. Z pohledu sourˇadnicove´ho vyja´drˇenı´, je v dane´m mı´steˇ gradi-
entem vektor. Slozˇky vektoru tvorˇı´ jednotlive´ parcia´lnı´ derivace funkce vyjadrˇujı´cı´ dane´
skala´rnı´ pole.
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Obra´zek 6: Prˇı´klad RGB histogramu a odpovı´dajı´cı´ho jasove´ho histogramu [32]
Parcia´lnı´ derivace prˇedstavuje derivaci funkce, prˇi ktere´ se derivuje pouze vzhledem
k jedne´ z promeˇnny´ch. Ostatnı´ promeˇnne´ jsou povazˇiva´ny za konstanty.
Z matematicke´ho hlediska je skala´rnı´ pole funkce prˇirˇazujı´cı´ skala´r (velicˇinu, ktera´ je
urcˇena´ jediny´m cˇı´selny´m u´dajem) kazˇde´mu bodu prostoru. Prˇı´kladem mu˚zˇe by´t naprˇı´-
klad teplota.
Pro dvourozmeˇrny´ prostor je gradient (12):
gradΘ = (
δΘ
δx
,
δΘ
δy
) (12)
Zobecneˇnı´ pro n-rozmeˇrny´ prostor lze s pomocı´ Einsteinova sumarizacˇnı´ho pravidla
vyja´drˇit ve tvaru (13):
f = ei
δf
δxi
(13)
kde x1, x2, ..., xn jsou sourˇadnice a ei jsou ba´zove´ vektory.
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4 Histogram of Oriented Gradients
Jedna´ se o deskriptor pouzˇı´vany´ v pocˇı´tacˇove´ oblasti a digita´lnı´ho zpracova´nı´ obrazu pro
detekci objektu˚. Za´kladnı´ mysˇlenkou tohoto deskriptoru je, zˇe loka´lnı´ vzhled objektu a
tvar v obra´zku lze popsat intenzitou gradientu. Tato metoda je zalozˇena na hodnocenı´ sı´teˇ
normalizovany´ch mı´stnı´ch histogramu˚. Detektor pracuje v posuvne´m okneˇ, toto okno je
rozdeˇleno do prˇekry´vajı´cı´ch se bloku˚ a kazˇdy´ blok je rozdeˇlen do neprˇekry´vajı´cı´ch se
mrˇı´zˇek, ve ktery´ch se pocˇı´tajı´ jednotlive´ histogramy. Toto rozdeˇlenı´ lze videˇt na obra´zku
7.
Tento deskriptor ma´ neˇkolik vy´hod oproti jiny´m deskriptoru˚m. Vzhledem k tomu,
zˇe vy´pocˇet histogramu probı´ha´ nad normalizovany´mi mrˇı´zˇkami, tak metoda podporuje
invarianci geometricky´ch a fotometricky´ch transformacı´. Tyto zmeˇny se projevı´ pouze
ve veˇtsˇı´ch prostorovy´ch regionech. Kromeˇ toho, jak Dalal a Triggs zpozorovali, hrube´
prostorove´ vzorkova´nı´, jemne´ orientace vzorku˚ a silna´ mı´stnı´ fotometricka´ normalizace
umozˇnˇuje pohyby osob, ktere´ budou ignorova´ny, dokud je zachova´na zhruba svisla´ po-
loha osoby [3]. Deskriptor HOG je tedy vhodny´ zejme´na pro detekci osob v obrazech.
Jednotlive´ kroky HOG algoritmu:
• Prvnı´m krokem je aplikace globa´lnı´ normalizace, ktera´ je urcˇena pro snı´zˇenı´ vlivu
sveˇteˇlny´ch efektu˚.
• Druhy´m krokem je vy´pocˇet u´hlu a velikosti gradientu v kazˇde´m pixelu obrazu.
• V trˇetı´m kroku jsou gradienty jednotlivy´ch pixelu˚ v loka´lnı´m regionu, zvane´m
mrˇı´zˇka, konvertova´ny do histogramu.
• Cˇtvrty´m krokem je fa´ze normalizace. Jednotlive´ mrˇı´zˇky jsou normalizova´ny podle
bloku.
• Poslednı´m, paty´m krokem je sesbı´ra´nı´ histogramu˚ ze vsˇech bloku˚, ktere´ obsahuje
posuvne´ okno a jejich na´sledna´ klasifikace. Zde se rozhoduje zda obraz obsahuje
zadany´ objekt nebo ne.
4.1 Varianty HoG algoritmu
4.1.1 Rectangular HOG (R-HOG)
Deskriptor R-HOG je zalozˇen na prˇekry´vajı´cı´ch se obdelnı´kovy´ch nebo cˇtvercovy´ch polı´ch
bloku˚. Blok obsahuje cˇtvercove´ nebo obdelnı´kove´ pole mrˇı´zˇek. Kazˇdy´ blok se normali-
zuje samostatneˇ, neza´visle na ostatnı´ch blocı´ch. Za´kladnı´mi parametry te´to varinty HOGu
jsou: rozmeˇry bloku, zada´vane´ v mrˇı´zˇka´ch, rozmeˇry mrˇı´zˇek, zada´vane´ v pixelech a pocˇet
binu˚ mrˇı´zˇky. R-HOG je podobny´ SIFT deskriptoru˚m, ale je pouzˇı´va´n zcela odlisˇneˇ. R-
HOG je pocˇı´ta´n na huste´ sı´t’i, v jednom meˇrˇı´tku a bez zarovna´nı´ orientace. Oproti tomu
SIFT deskriptory jsou pocˇı´ta´ny na rozpty´lene´ mnozˇineˇ, na rozsahoveˇ nemeˇnny´ch bodech
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Obra´zek 7: Rozdeˇlenı´ obrazu - modry´m je zna´zorneˇno posuvne´ okno, zeleny´m bloky a
cˇerveny´m mrˇizˇky [1]
obrazu a prˇizpu˚sobene´ orientaci. R-HOG se pouzˇı´va´ pro zako´dova´nı´ prostorove´ infor-
mace, zatı´mco SIFT se pouzˇı´va´ samostatneˇ. V te´to pra´ci se pracuje s touto verzı´ HOG
algoritmu.
4.1.2 Circular HOG (C-HOG)
V deskriptoru C-HOG jsou za´kladnı´m prvkem bloky kruhove´ho tvaru. Obra´zek je pokryt
obdelnı´kovy´mi nebo cˇtvercovy´mi sı´teˇmi. Kazˇda´ sı´t’ ma´ svu´j strˇed. Tento strˇed rozdeˇlı´me
na neˇkolik u´hlovy´ch sektoru˚ a radia´lnı´ch kana´lu˚. U´hlove´ sektory spolecˇneˇ tvorˇı´ kruh,
ktery´ odpovı´da´ strˇedu bloku. Radia´lnı´ kana´ly se pocˇı´tajı´ na za´kladeˇ logaritmicke´ho meˇrˇı´t-
ka. Ve vy´sledku to znamena´, zˇe velikost kana´lu roste se vzda´lenostı´ od centra. Vlivem
te´to vlastnosti, je v pru˚meˇru vı´ce pixelu˚ ve vneˇjsˇı´ch mrˇı´zˇka´ch, nezˇ ve vnitrˇnı´ch. Dı´ky
vlastnostem te´to varianty je zbytecˇne´ aplikovat na bloky C-HOGu Gaussovu funkci, je-
likozˇ na´m neposkytuje zˇa´dne´ vy´hody. Za´kladnı´mi paramety C-HOG deskriptoru jsou:
pocˇet u´hlovy´ch sektoru˚, pocˇet radia´lnı´ch kana´lu˚, polomeˇr prostrˇednı´ho kana´lu, uda´vany´
v pixelech a rozsˇirˇujı´cı´ faktor pro urcˇenı´ polomeˇru dalsˇı´ch radia´lnı´ch kana´lu˚. C-HOG
deskriptor je podobny´ Shape Context deskriptoru, ale lisˇı´ se v tom, zˇe bloky C-HOGu
obsahujı´ bunˇky s neˇkolika orientovany´mi kana´ly. Naopak Shape Context pocˇı´ta´ pouze
jednu hranu.
4.1.3 Centre-Surround HOG
Blokova´ architektura tohoto deskriptoru je zalozˇena´ na R-HOG deskriptoru. R-HOG apli-
kuje v kazˇde´m bodeˇ aktua´lnı´ho bloku Gaussovo vyva´zˇenı´ a potom vytvorˇı´ mrˇı´zˇku, ob-
sahujı´cı´ orientovany´ histogram. Pokud bychom neaplikovali Gaussovu va´hu, mohl by
by´t vy´pocˇet optimalizova´n tı´m, zˇe vypocˇtem orientovany´ histogram pro kazˇdou bunˇku.
Centrum-Surround HOG umozˇnˇuje pouzˇı´t alternativnı´, strˇedoveˇ uzavrˇeny´ styl norma-
lizace mrˇı´zˇky. Vytvorˇı´ se β orientovany´ch obrazu˚, kde β odpovı´da´ pocˇtu orientovany´ch
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kana´lu˚. Gradient jednotlivy´ch pixelu˚ je pak zacˇleneˇn pomocı´ linea´rnı´ interpolace do β a
ulozˇen do odpovı´dajı´cı´ho obrazu. Mnozˇina β orientovany´ch obrazu˚ odpovı´da´ oriento-
vane´mu histogramu v R-HOG nebo C-HOG.
Obra´zek 8: Srovna´nı´ R-HOG a C-HOG [2]
4.2 Gama normalizace, normalizace barev
Fa´ze prˇedzpracova´nı´ obrazu, pouzˇı´va´ se k zesveˇtlenı´ tmavy´ch mı´st. Mezi pouzˇı´vane´ me-
tody patrˇı´ gama korekce pomocı´ druhe´ odmocniny a log komprese kazˇde´ho barevne´ho
kana´lu. Dalal a Triggs zjistili, zˇe pro veˇtsˇinu objektu˚ poskytuje lepsˇı´ vy´kon gama korekce
pomocı´ druhe´ odmocniny, oproti nenormalizovany´m barevny´m kana´lu˚. Take´ zjistili, zˇe
druha´ odmocnina gama komprese poskytuje lepsˇı´ vy´kon prˇi detekci objektu˚, jako jsou
jı´zdnı´ kola, motocykly, automobily, autobusy a lide´ [3]. U detekce zvı´rˇat, kde je velka´ roz-
manitost barev a tvaru˚, se ukazuje by´t lepsˇı´ metoda nenormalizovane´ho RGB obra´zku.
Zatı´mco u zvı´rˇat s mensˇı´ rozmanitostı´ barev a tvaru˚ poskytuje lepsˇı´ vy´kon gama korekce
pomocı´ druhe´ odmocniny.
4.3 Vy´pocˇet gradientu˚
V te´to fa´zi pocˇı´ta´me velikost a u´hel gradientu v kazˇde´m pixelu zadane´ho obrazu. U ba-
revny´ch obra´zku˚ se vypocˇı´ta´va´ gradient v kazˇde´m pixelu, pro kazˇdou barvu zvla´sˇt’. Pro
dalsˇı´ vy´pocˇty se vezme jen gradient s nejveˇtsˇı´ normou a zbyle´ se zahodı´. Nejcˇasteˇjsˇı´ me-
toda vy´pocˇtu gradientu je pouzˇitı´ 1-D bodove´ diskre´tnı´ derivace, bud’ v jednom smeˇru
(horizonta´lnı´ nebo vertika´lnı´) nebo v obou smeˇrech. Tato metoda vyzˇaduje filtr barvy
nebo intenzity dat v obraze s tı´mto ja´drem (14):
[1, 0, 1] a [−1, 0, 1]T (14)
Aplikacı´ tohoto ja´dra zı´ska´me x -ovou a y -ovou derivaci hodnoty jasu pixelu. Na
za´kladeˇ teˇchto derivacı´ vypocˇı´ta´me velikost a u´hel gradientu.
Lze pouzˇı´t i jine´ metody, ktere´ poskytujı´ komplexneˇjsˇı´ masky, jako naprˇı´klad 3 × 3
Sobel maska nebo diagona´lnı´ maska, ale Dalal a Triggs zjistili, zˇe tyto masky vykazovali
mensˇı´ vy´kon oproti 1-D bodove´ diskre´tnı´ derivaci, prˇi detekci osob [3].
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Obra´zek 9: Uka´zka vy´pocˇtu gradientu˚ [1]
4.4 Vy´pocˇet histogramu
Dalsˇı´m krokem je vy´pocˇet histogramu v kazˇde´ mrˇı´zˇce zadane´ho obrazu. Mrˇı´zˇky mo-
hou mı´t obdelnı´kovy´ nebo radia´lnı´ tvar. De´lka strany mrˇı´zˇky se uda´va´ pocˇtem pixelu˚.
Du˚lezˇity´m parametrem prˇi tvorbeˇ histogramu je pocˇet binu˚, ktere´ jsou rovnomeˇrneˇ rozlo-
zˇeny do 0 - 180 stupnˇu˚ v prˇı´padeˇ nezname´nkove´ho gradientu nebo 0 - 360 stupnˇu˚ v
prˇı´padeˇ zname´nkove´ho gradientu. Dalal a Triggs zjistili, zˇe nejlepsˇı´ vy´kon pro detekci
osob poskytuje kombinace 9-binove´ho histogramu a neznamenkove´ho gradientu [3].
Vstupem pro vy´pocˇet histogramu jsou jednotlive´ pixely mrˇı´zˇky. Podle u´hlu se vypocˇte
bin mrˇı´zˇky, do ktere´ho se gradient zarˇadı´ - k velikosti binu se prˇicˇteˇ velikost gradientu
vyna´sobena´ Gaussovou funkcı´, ktera´ ma rovnici (15):
f(x, y) = Ae−(a(x−x0)
2+2b(x−x0)(y−y0)+c(y−y0)2) (15)
kde a ,b ,c majı´ tvar (16) (17) (18):
a =
cos2θ
2σ2x
+
sin2θ
2σ2y
(16)
b = −sin2θ
4σ2x
+
sin2θ
4σ2y
(17)
c =
sin2θ
2σ2x
+
cos2θ
2σ2y
(18)
a x , y uda´vajı´ pozici pixelu v mrˇı´zˇce a θ u´hel gradientu dane´ho pixelu.
Takto projdem kazˇdy´ pixel v mrˇı´zˇce a zarˇadı´me ho do prˇı´slusˇne´ho binu a tı´m zı´ska´me
histogram mrˇı´zky. Vy´pocˇet je naznacˇen na obra´zku 10.
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Obra´zek 10: Vy´pocˇet histogramu mrˇı´zˇky [1]
4.5 Normalizace
Vlivem zmeˇn v osveˇtlenı´ se mu˚zˇe velikost gradientu lisˇit v mnoha ohledech a proto je
potrˇeba ho mı´stneˇ normalizovat. K tomu je potrˇeba seskupit mrˇı´zˇky do veˇtsˇı´ho celku,
zvane´ho blok. Kazˇdy´ blok se normalizuje zvla´sˇt’. Ve skutecˇnosti se bloky prˇekry´vajı´ a tedy
mrˇı´zˇka ovlivnˇuje vı´ce bloku˚. Dobra´ normalizace vy´razneˇ zvysˇuje vy´kon algoritmu. Dalal
a Triggs prˇi svy´ch pokusech zjistili, zˇe nejlepsˇı´ho vy´konu pro detekci osob se dosahuje
prˇi pouzˇitı´ mrˇı´zˇky s rozmeˇry 6× 6 pixelu˚, bloku s rozmeˇry 3× 3 mrˇı´zˇky a histogramem
s 9-ti kana´ly [3].
Obecny´ postup normalizace spocˇı´va´ ve vy´pocˇtu normalizacˇnı´ konstanty v kazˇde´m
bloku. Touto konstantou se pak podeˇlı´ vsˇechny elementy v bloku. Pro vy´pocˇet norma-
lizacˇnı´ konstanty se vyuzˇı´vajı´ tyto metody:
• L2-norm: f = v√||v||22+e2
• L2-hys: vypocˇtenı´ L2-norm, na´sledova´no orˇı´znutı´m maxima´lnı´ch hodnot v na 0.2 a
renormalizacı´
• L1-norm: f = v||v||1+e
• L1-sqrt: f =
√
v
||v||1+e
Kde v je nenormalizovany´ vektor, obsahujı´cı´ vsˇechny histogramy v dane´m bloku,
||vk|| je k-ta´ norma vektoru pro k=1,2 a e je mala´ konstanta, jejizˇ hodnota se blı´zˇı´ nule.
Dalal a Triggs zjistili, zˇe L2-Hys, L2-norm, a L1-sqrt poskytujı´ zhruba stejny´ vy´kon a
L1-norm poskytuje o neˇco mensˇı´ vy´kon, avsˇak vsˇechny cˇtyrˇi metody poskytujı´ vy´razne´
zlepsˇenı´ vy´konu oproti pra´ci s nenormalizovany´mi daty [3].
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4.6 Klasifikace
Poslednı´m krokem algoritmu je rozhodnutı´, zda obra´zek obsahuje zadany´ objekt, ktery´
jsme chteˇli detekovat nebo ne. Toho se dosahuje pouzˇitı´m klasifika´toru. V te´to pra´ci se
pro klasifikaci pouzˇı´va´ Support Vector Machine algoritmus, ktery´ zde bude detailneˇji
popsa´n.
4.6.1 Support Vector Machine
Jedna´ se o metodu strojove´ho ucˇenı´ pouzˇı´vanou pro klasifikaci a regresi. Na za´kladeˇ
tre´novacı´ch dat, ktere´ jsou oznacˇeny zda jsou pozitivnı´ nebo negativnı´ (v prˇı´padeˇ bina´rnı´
klasifikace) se vytva´rˇı´ model, podle ktere´ho se nova´ data zarˇazujı´ do prˇı´slusˇne´ katego-
rie. Jinak rˇecˇeno, algoritmus se snazˇı´ najı´t nadrovinu (linea´rnı´ funkci), ktera´ zadana´ data
rozdeˇluje do dvou trˇı´d. Ne vzˇdy se dajı´ zadana´ data linea´rneˇ rozdeˇlit, a proto je neˇkdy
potrˇeba prˇeve´st pu˚vodnı´ vstupnı´ prostor do nove´ho, vı´cedimenziona´lhı´ho, kde jizˇ je
mozˇne´ oddeˇlit data od sebe linea´rneˇ - toto se nazy´va´ ja´drova´ transformace. Naprˇı´klad
dvourozmeˇrny´ vektor lze prˇida´nı´m trˇetı´ho atributu, za´visle´ho na prˇedchozı´ch dvou prˇe-
ve´st do trojrozmeˇrne´ho prostoru. Dı´ky ja´drove´ transformaci jsme schopni pu˚vodneˇ u´lohu,
ktera´ by vedla k nalezenı´ nelinea´rnı´ hranice prˇeve´st na linea´rnı´ u´lohu, na kterou apliku-
jeme algoritmus pro nalezenı´ rozdeˇlujı´cı´ nadroviny. Proble´mem je, kam nejlı´p umı´stit
hranici, aby byla umı´steˇna co nejefektivneˇji pro zacˇleneˇnı´ budoucı´ch dat (dat, ktera´ ne-
byla pouzˇita pro tre´nink a u nichzˇ se budem dotazovat, do jake´ trˇı´dy patrˇı´). Optima´lnı´
rozdeˇlenı´ je definova´no jako maximum minima vzda´lenosti mezi body z rozdeˇlovany´ch
dat. Toto rozdeˇleˇnı´ je videˇt na obra´zku 11, kde zvolı´me druhou nadrovinu, zobrazenou
plnou cˇarou, protozˇe na´m poskytuje vı´ce prostoru na obou strana´ch nezˇ prvnı´ nadrovina,
zobrazena´ cˇa´rkovanou cˇarou.
Vstupem algoritmu je mnozˇina tre´novacı´ch dat, ve tvaru (19):
D = {(xi, ci)|xi ∈ Rp, ci ∈ {−1, 1}}ni=1 (19)
kde ci je hodnota udava´jı´cı´, do ktere´ trˇı´dy patrˇı´ vektor xi. ci naby´va´ hodnot 1 a -1,
prˇicˇemzˇ 1 znacˇı´ pozitivnı´ trˇı´du a -1 negativnı´. xi je p-dimenziona´lnı´ vektor. Hleda´me
optima´lnı´ nadrovinu, ktera´ rozdeˇluje body z trˇı´dy ci = −1 od bodu˚ trˇı´dy ci = 1. Tato
nadrovina je mnozˇina bodu˚, splnˇujı´cı´ tuto podmı´nku (20):
w · x− b = 0 (20)
kde · znacˇı´ skala´rnı´ soucˇin. w je norma´lovy´ vektor nadroviny a b||w|| urcˇuje kolmou
vzda´lenost nadroviny od pocˇa´tku sourˇadnicove´ho syste´mu. Potrˇebujeme najı´t w a b,
tak aby vzda´lenost mezi rovnobezˇny´mi nadrovinami byla co nejveˇtsˇı´ a za´rovenˇ, aby
oddeˇlovaly data. Nadroviny mohou by´t popsa´ny na´sledujı´cı´mi rovnicemi (21) (22):
w · x− b = 1 (21)
a
20
Obra´zek 11: Hleda´nı´ optima´lnı´ nadroviny [37]
Obra´zek 12: Prˇı´klad optima´lnı´ nadroviny. Vektory, ktere´ jsou nejblı´zˇe hranici se nazy´vajı´
podpu˚rne´ vektory [38]
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w · x− b = −1 (22)
Jednotlive´ body trˇı´dy pak musı´ splnˇovat na´sledujı´cı´ podmı´nku (23) (24):
w · x− b ≥ 1 (23)
pro vsˇechny xi prvnı´ trˇı´dy
w · x− b ≤ −1 (24)
pro vsˇechny xi druhe´ trˇı´dy
Tyto dveˇ rovnice mu˚zˇem obecneˇ prˇepsat jako (25):
ci(w · x− b) ≥ 1 (25)
pro vsˇechny i, splnˇujı´cı´ podmı´nku: 1 ≥ i ≥ n
Kdyzˇ toto vsˇe da´me dohromady, dostanem optimalizacˇnı´ proble´m: vektorova´ geome-
trie ukazuje, zˇe rozpeˇtı´ roviny je 1||w|| , tedy potrˇebujem minimalizovat ||w||. Tato minima-
lizace je zobrazena v rovnici (26):
ci(w · x− b) ≥ 1 (26)
pro kazˇdeˇ i = {1,. . . ,n}
Minimalizace ||w|| je rovna minimalizaci 12 ||w||2. Cozˇ umozˇnˇuje prova´deˇt kvadraticke´
programova´nı´. Takzˇe potrˇebujem minimalizovat 12 ||w||2. Dostanem rovnici (27):
ci(w · x− b) ≥ 1 (27)
Vyja´drˇenı´m tohoto proble´mu pomocı´ Lagrangeovy´ch multiplika´toru˚ α, kde αi ≥ 0 ∀i
dostanem (28) (29) (30):
LP ≡ 1
2
||w||2 − α[ci(xi · w + b)− 1 ∀i] (28)
≡ 1
2
||w||2 −
L∑
i=1
αi[ci(xi · w + b)− 1] (29)
≡ 1
2
||w||2 −
L∑
i=1
αici(xi · w + b) +
L∑
i=1
αi (30)
Potrˇebujem najı´t minima´lnı´ w ,b a co nejveˇtsˇı´ α (prˇicˇemzˇ musı´ platit αi ≥ 0 ∀i). Toho
dosa´hnem rozdeˇlenı´m LP na za´kladeˇ w a b a nastavenı´m derivace na nulu. Dostanem
rovnice (31) (32):
∂LP
∂w
= 0⇒ w =
L∑
i=1
αicixi (31)
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∂LP
∂b
= 0⇒
L∑
i=1
αici = 0 (32)
Dosazenı´m (31) a (32) do (30) dostanem novou formulaci, za´vislou na α. Potrˇebujem
maximalizovat (33) (34) (35):
LD ≡
L∑
i=1
αi − 1
2
∑
i,j
αiαjcicjxi · xj kde αi ≥ 0 ∀i,
L∑
i=1
αici = 0 (33)
≡
L∑
i=1
αi − 1
2
∑
i,j
αiHijαj kde Hij = cicjxi · xj (34)
≡
L∑
i=1
αi − 1
2
αTHα kde αi ≥ 0 ∀i,
L∑
i=1
αici = 0 (35)
Vznikne nova´ formulace LD, ktera´ je dvojı´ formou prima´rnı´ LP
Z hleda´nı´ minima LP se tedy stalo hleda´nı´ maxima LD. Potrˇebujem tedy najı´t (36):
maxα[
L∑
i=1
αi − 1
2
αTHα] kde αi ≥ 0 ∀i,
L∑
i=1
αici = 0 (36)
Jedna´ se o kvadraticky´ optimalizacˇnı´ proble´m. Vyrˇesˇı´ se pomocı´ kvadraticke´ho pro-
gramova´nı´, ktere´ na´m vra´tı´ α a z rovnice (31) vypocˇte w. Zby´va´ tedy dopocˇı´tat bt.
Jaka´koliv data, splnˇujı´cı´ rovnici (32), cozˇ jsou podpu˚rne´ vektory xS , majı´ tvar (37):
cs(xs · w + b) = 1 (37)
Dosazenı´m do rovnice (31) dostanem (38):
cs(
∑
m∈S
αmcmxm · xs + b) = 1 (38)
Kde S znacˇı´ mnozˇinu mnozˇinu podpu˚rny´ch vektoru˚. S je urcˇeno hleda´nı´m indika´toru
i kde αi > 0. Vyna´sobenı´m ys a na´sledny´m pouzˇitı´m y2s = 1 z rovnic (23) a (24) dostanem
(39) (40):
y2s(
∑
m∈S
αmcmxm · xs + b) = ys (39)
b = ys −
∑
m∈S
αmcmxm · xs (40)
Mı´sto pouzˇı´va´nı´ libovolne´ho podpu´rne´ho vektoru xs, je lepsˇı´ vzı´t pru˚meˇr vsˇech pod-
pu˚rny´ch vektoru˚ v mnozˇineˇ S (41):
b =
1
Ns
∑
s∈S
(ys −
∑
αmymxm · xs) (41)
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Touto rovnicı´ vypocˇtem zby´vajı´cı´ parametr b a tudı´zˇ ma´me oba parametry potrˇebne´
k nalezenı´ optima´lnı´ nadroviny.
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5 Implementace
5.1 Knihovna OpenCV
OpenCV je knihovna, urcˇena´ pro pra´ci s obrazem. Je zameˇrˇena prˇedevsˇı´m na zpracova´nı´
obrazu v rea´lne´m cˇase. Pu˚vodneˇ byla vyvinuta firmou Intel, ale nynı´ je tato knihovna
volneˇ sˇı´rˇitelna´ pod licencı´ BSD. Knihovna je napsa´na v C/C++ a je multiplatformnı´, tedy
ji lze vyuzˇı´t v ru˚zny´ch operacˇnı´ch syste´mech.
5.2 Vlastnı´ datove´ typy
Jelikozˇ knihovna OpenCV neposkytuje datove´ typy pro ulozˇenı´ informacı´ o mrˇı´zˇka´ch,
blocı´ch a okneˇ detektoru, tak pro potrˇebu implementace byly vytvorˇeny na´sledujı´cı´ vlastnı´
datove´ typy:
• CELL - struktura, reprezentujı´cı´ mrˇı´zˇku. Rˇesˇeno jako pole rea´lny´ch cˇı´sel. Pole ma´
velikost podle pocˇtu binu˚. Uchova´va´ si informace o velikost jednotlivy´ch binu˚ v
mrˇı´zˇce.
typedef struct
{
double hist [ pocetBinu ];
} CELL;
Vy´pis 1: struktura CELL
• BLOCK - struktura, reprezentujı´cı´ blok. Vnitrˇneˇ se jedna´ o dvourozmeˇrne´ pole da-
tove´ho typu CELL.
typedef struct
{
CELL∗∗ c;
} BLOCK;
Vy´pis 2: struktura BLOCK
• DETECT WINDOW - struktura, reprezentujı´cı´ okno detektoru. Vnitrˇneˇ si uchova´na´
dvourozmeˇrne´ pole datove´ho typu BLOCK. Tato datova´ struktura slouzˇı´ pro ulozˇenı´
normalizovany´ch hodnot mrˇı´zˇek, pro jejich na´slednou klasifikaci.
typedef struct
{
BLOCK∗∗ b;
} DETECT WINDOW;
Vy´pis 3: struktura DETECT WINDOW
25
5.3 Postup implementace
5.3.1 Nacˇtenı´ obra´zku
Prvnı´m krokem je nacˇtenı´ obra´zku pomocı´ funkce cvLoadImage(const char* filename, int
iscolor=CV LOAD IMAGE COLOR). Funkce vracı´ v prˇı´padeˇ u´spesˇne´ho nacˇtenı´ ukaza-
tel na obra´zek, v prˇı´padeˇ neu´speˇchu NULL. Tento obra´zek je na´sledneˇ pomocı´ funkce
cvCvtColor(const CvArr* src, CvArr* dst, int code) prˇeveden do cˇernobı´le´ho obra´zku, s
ktery´m se da´le pracuje.
5.3.2 Gama normalizace, normalizace barev
Pro gama korekci je zde pouzˇita vlastnı´ funkce - GamaKorekce(IplImage *img, const float
gama). Ktera´ projde vsˇechny pixely zadane´ho obrazu a upravı´ je dle zadane´ konstanty.
Funkce vracı´ normalizovany´ obra´zek. Podrobneˇjsˇı´ teoreticky´ popis te´to fa´ze je popsa´n v
kapitole 4.2.
5.3.3 Vy´pocˇet gradientu˚
K vy´pocˇtu u´hlu a velikosti gradientu˚ nejprve potrˇebujem vypocˇı´tat derivace. Ty vypocˇtem
pomocı´ funkce cvSobel(const CvArr* src, CvArr* dst, int xorder, int yorder, int aperture-
Size=3), kterou na´m poskytuje knihovna OpenCV. Pouzˇijeme ji na vy´pocˇet prvnı´ x-ove´ a
pote´ prvnı´ y-ove´ derivace. Pote´ pouzˇijeme dalsˇı´ funkci z knihovny OpenCV - cvCartTo-
Polar(const CvArr* x, const CvArr* y, CvArr* magnitude, CvArr* angle=NULL, int an-
gleInDegrees=0), ktera´ na´m vypocˇte u´hel a velikost jednotlivy´ch gradientu˚ a tyto u´daje
ulozˇı´ do zadany´ch polı´. Teoreticky´m popisem te´to fa´ze se zaby´va´ kapitola 4.3.
5.3.4 Vy´pocˇet histogramu
Pro vy´pocˇet histogramu byla vytvorˇena vlastnı´ funkce - VypoctiHistogram(CELL** po-
leMrizek, int vyskaObrazku, int sirkaObrazku, CvMat* poleUhlu, CvMat* poleVelikosti,
int sirkaMrizky, int pocetBinu, int maximalniUhel). Jejı´ na´vratovy´ typ je void. Funkce
projde cely´ obra´zek, pixel po pixelu a do pole, zadane´ho parametrem funkce ulozˇı´ hod-
noty binu˚ jednotlivy´ch mrˇı´zˇek v zadane´m obra´zku.
Pro vykreslenı´ histogramu je potrˇeba spocˇı´tat bin s maxima´lnı´ hodnotou v jednot-
livy´ch mrˇı´zˇka´ch. K tomu byla vytvorˇena vlastnı´ funkce - VypoctiMaximaMrizek(CELL**
poleMrizek, int** poleMaxHodnot, int pocetMrizekX, int pocetMrizekY, int pocetBinu).
Jako jeden z parametru˚ bere pole mrˇı´zˇek. Funkce projde vsˇechny mrˇı´zˇky ze zadane´ho
pole a do pole, zadane´ho parametrem funkce ulozˇı´ index binu s maxima´lnı´ hodnotou.
Samotne´ vykreslenı´ probı´ha´ pomocı´ funkce VykresliHistogram(int pocetMrizekX, int
pocetMrizekY, int sirkaMrizky, int pocetBinu, int** histMax). Tato funkce vykreslı´ jednot-
live´ mrˇı´zˇky a maxima´lnı´ hodnotu binu v jednotlivy´ch mrˇı´zˇka´ch. Funkce vracı´ obra´zek,
prˇedstavujı´cı´ histogram zadane´ho obrazu. Podrobneˇjsˇı´ teoreticky´ popis te´to fa´ze je popsa´n
v kapitole 4.4.
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5.3.5 Normalizace
Pro aplikaci normalizace byly vytvorˇeny dveˇ vlastnı´ funkce. Prvnı´ - NormalizacniKon-
stanta(BLOCK blok, int sirkaBloku, int pocetBinu), slouzˇı´ pro vy´pocˇet normalizacˇnı´ kon-
stanty z bloku, zadane´ho jako parametr funkce. Funkce vracı´ hodnotu normalizacˇnı´ kon-
stanty. Pro vy´pocˇet je pouzˇita´ metoda L2-norm. Druha´ - NormalizujBlok(BLOCK blok,
int sirkaBloku, int pocetBinu, double normKonstanta) je funkce prova´deˇjı´cı´ samotnou
normalizaci. Tato funkce projde vsˇechny mrˇı´zˇky v dane´m bloku, znormalizuje je nor-
malizacˇnı´ konstantou, zadanou jako parametr funkce a normalizovane´ mrˇı´zˇky ulozˇı´ do
promeˇnne´, zadane´ parametrem funkce, prˇedstavujı´cı´ blok. Podrobneˇjsˇı´ teoreticky´ rozbor
normalizace je popsa´n v kapitole 4.5.
5.3.6 Klasifikace
Pro klasifikace je zde, jak jizˇ bylo psa´no vy´sˇe, pouzˇit algoritmus Support Vector Ma-
chine, popsa´n v kapitole 4.6.1. Je zde pouzˇita implementace z knihovny OpenCV. Po
nastavenı´ patrˇicˇny´ch parametru˚ klasifika´toru, je potrˇeba zadat tre´novacı´ data. Tedy data,
u ktery´ch vı´me zda jsou pozitivnı´ nebo negativnı´ a na ktery´ch budeme ucˇit na´sˇ klasi-
fika´tor rozdeˇlovat zadana´ data. Pro klasifikaci potrˇebujem zadat pole samotny´ch dat a
pole urcˇujı´cı´ rozdeˇlenı´ dat do trˇı´d (pozitivnı´ nebo negativnı´).
Pro zada´nı´ tre´novacı´ dat v aplikaci ma´me dveˇ mozˇnosti. Prvnı´ je, zadat adresa´rˇ ob-
sahujı´cı´ pozitivnı´ obra´zky a pote´ zadat adresa´rˇ s negativnı´mi daty. Jednotlive´ obra´zky
se projdou, vytvorˇı´ se jejich histogram a ten se ulozˇı´ do pole, prˇedstavujı´cı´ho tre´novacı´
data. Za´rovenˇ se do pole, reprezentujı´cı´ trˇı´dy ulozˇı´ trˇı´da jednotlivy´ch obra´zku. Nako-
nec je potrˇeba zadat jme´no souboru, do ktere´ho se majı´ tre´ninkova´ data ulozˇit. Soubor
ma´ prˇesneˇ zadanou zadanou strukturu. Na prvnı´m rˇa´dku je zapsa´n pocˇet tre´novacı´ch
obra´zku. Na druhe´m a trˇetı´m rˇa´dku jsou zapsa´ny vy´sˇka a sˇı´rˇka okna detektoru. Rozmeˇry
okna jsou udava´ny v mrˇı´zˇka´ch. Pak jsou postupneˇ zapsa´ny hodnoty histogramu jed-
notlivy´ch obra´zku˚. Po za´pisu histogramu obra´zku vzˇdy na´sleduje zapsa´nı´ klasifikace
obra´zku. Pro pozitivnı´ se zapisuje 1, pro negativnı´ -1. Kazˇda´ hodnota je ulozˇena na sa-
mostatne´m rˇa´dku.
Druhou mozˇnostı´ je nacˇtenı´ dat ze souboru. Soubor musı´ mı´t vy´sˇe zadanou strukturu.
V opacˇne´m prˇı´padeˇ nedojde k nacˇtenı´ dat nebo ke sˇpatne´mu nacˇtenı´. Pro vlastnı´ nacˇtenı´
ze souboru slouzˇı´ vlastnı´ funkce - void NactiTrenovaciData(char* nazevSouboru, float**
tData, int** tTrida, int* pocetTObrazku, int* vyskaOkna, int* sirkaOkna, int pocetBinu).
Ze souboru, zadany´m jako parametr funkce, se do promeˇnny´ch, zadany´ch jako parametr
funkce, nacˇtou samotna´ tre´novacı´ data, zarˇazenı´ teˇchto dat do trˇı´d, pocˇet tre´novacı´ch
obra´zku˚ a rozmeˇry okna detektoru. Prˇi neu´spesˇne´m nacˇtenı´ funkce vypı´sˇe chybu.
Pokud ma´me zadane´ nebo nacˇtene´ tre´ninkova´ data, mu˚zˇem pomocı´ OpenCV funkce
train(const CvMat* train data, const CvMat* responses, const CvMat* var idx=0, const
CvMat* sample idx=0, CvSVMParams params=CvSVMParams()) naucˇit rozpozna´vat
obra´zky. Funkce pozˇaduje pole tre´novacı´ch dat, pole zarˇazenı´ teˇchto dat do trˇı´d a para-
metry klasifikace.
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Nynı´ uzˇ zby´va´ jen samotna´ klasifikace zadane´ho obra´zku. Pro zadany´ obra´zek pro-
jdem vsˇechny detekujı´cı´ okna v obra´zku. Histogram jednotlivy´ch oken si ulozˇı´me do
matice a pomocı´ OpenCV funkce predict( const CvMat* sample, bool returnDFVal=false
), ktera´ jako parametr pozˇaduje matici, prˇedstavujı´cı´ histogram, na´m klasifika´tor roz-
hodne o zarˇazenı´ zadane´ho okna. Funkce vracı´ rea´lne´ cˇı´slo, prˇedstavujı´cı´ trˇı´du, do ktere´
okno patrˇı´. Podle vy´sledku˚ klasifikace jednotlivy´ch oken se pak rozhodne, zda obra´zek
obsahuje zadany´ objekt, ktery´ jsme v obra´zku hledali nebo ne. Pokud obra´zek obsahuje
alesponˇ jedno pozitivnı´ okno, tak se na zadane´m obra´zku nacha´zi pozˇadovany´ objekt.
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6 Testova´nı´
Testova´nı´ aplikace probı´halo systematicky, od detekce nejjednodusˇsˇı´ch objektu˚ v mrˇı´zˇ-
ka´ch azˇ po samotnou detekci osob v cele´m obraze.
Nejpve byl jako testovacı´ objekt zvolen va´lecˇek. Mrˇı´zˇky s vodorovny´mi va´lecˇky prˇed-
stavovaly pozitivnı´ tre´novacı´ objekty a mrˇı´zˇky se svisly´mi va´lecˇky prˇedstavovaly nega-
tivnı´ tre´novacı´ objekty. Tre´novacı´ objekty byly posouva´ny po ose x a y, ale nemeˇnily se
jejich rozmeˇry. Do tre´novacı´ch objektu˚ byly nejprve zahrnuty jen va´lecˇky, ktere´ byly cele´
v mrˇı´zˇce. Prˇı´klad teˇchto va´lecˇku˚ je na obra´zku 13. Okno detektoru meˇlo velikost 1 × 1
mrˇı´zˇka. Samotne´ testova´nı´ pak probı´halo procha´zenı´m jednotlivy´ch mrˇı´zˇek a porovna´nı´
jejich histogramu s tre´ninkovy´mi daty. Pru˚meˇrna´ detekce u´speˇsˇnost te´to sekce byla 95%.
Vy´sledky ukazuje tabulka 1.
Po otestova´nı´ funkcˇnosti detekce cely´ch va´lecˇku˚ pak byly prˇida´ny i va´lecˇky, ktere´
byly tak posunute´, zˇe nebyly cele´ v mrˇı´zˇce. Tre´novacı´ data jsou zobrazeny na obra´zku
14. Vy´sledky jsou zobrazeny v tabulce 2.
V dalsˇı´ fa´zi bylo zveˇtsˇeno okno detektoru na rozmeˇry 2 × 1 mrˇı´zˇky. Jako tre´novacı´
data poslouzˇily va´lecˇky, uvedene´ vy´sˇe. Okno s vodorovny´mi va´lecˇky jako pozitivnı´ a
okno se svisly´mi va´lecˇky jako negativnı´. Prvnı´m krokem bylo testova´nı´ detekce va´lecˇku˚,
ktere´ byly cele´ v jedne´ mrˇı´zˇce, tedy soucˇa´stı´ tre´novacı´ch dat, ani samotne´ detekce nebyly
va´lecˇky, ktere´ byly prˇes dveˇ mrˇı´zˇky. Vy´sledky te´to fa´ze byly vy´borne´ - vsˇe detekoval
spra´vneˇ. Pote´ byly do tre´novacı´ch dat prˇida´ny i va´lecˇky, ktere´ byly prˇes dveˇ mrˇı´zˇky. Prˇi
detekci va´lecˇku˚, ktere´ byly prˇes dveˇ mrˇizˇky, nastaly prvnı´ proble´my. U´spesˇnost detekce
teˇchto objektu˚ se pohybovala okolo 50%. Klasifika´tor nebyl schopen spra´vneˇ detekovat
va´lecˇky, ktere´ byly prˇes dveˇ mrˇı´zˇky a byly trosˇku posunuty po ose x vu˚cˇi tre´ninkovy´m
objektu˚m. Bylo tedy prˇida´no do tre´ninkovy´ch dat vı´ce va´lecˇku˚, ktere´ byly prˇes dveˇ mrˇı´zˇky.
Vy´sledky na´sledne´ detekce jizˇ byly daleko prˇı´zniveˇjsˇı´. U´speˇsˇnost detekce se pohybovala
okolo 90%.
Po u´spesˇne´m otestova´nı´ detekce va´lecˇku˚ se prˇesˇlo na otestova´nı´ slozˇiteˇjsˇı´ch objektu˚.
Teˇmito objekty byli pana´cˇci sestavenı´ z va´lecˇku˚. Pozitivnı´ data byly obra´zky, na ktery´ch
byli pana´cˇci, ru˚zneˇ posunutı´ po osa´ch x a y a negativnı´ data byly obra´zky, na ktery´ch
nebyli pana´cˇcˇi - zde byly pouzˇity va´lecˇky. Na obra´zku 15 je zobrazen pana´cˇek, ktere´ho
jsem se snazˇil detekovat. Detekujı´cı´ okno meˇlo rozmeˇry 2 × 3 mrˇı´zˇky. Zde se opeˇt ob-
jevil proble´m z prˇedesˇle´ho testova´nı´ - klasifika´tor meˇl proble´my s objekty, ktere´ byly
prˇes vı´ce mrˇı´zˇek. Prˇida´nı´m dalsˇı´ch pozitivnı´ch tre´novacı´ch dat se tento proble´m vyrˇesˇil a
vy´konnost stoupla z pu˚vodnı´ch 50% na 90%. Z toho tedy plyne, zˇe prˇi sˇpatne´ vy´konnosti
klasifika´toru je potrˇeba prˇidat vı´ce tre´novacı´ch dat. Vy´sledky te´to cˇa´sti jsou zobrazeny v
tabulce 3.
Prˇi testova´nı´ bylo zjisˇteˇno, zˇe pro spra´vnou a objektivnı´ klasifikaci, je potrˇeba mı´t
stejny´ pocˇet pozitivnı´ch a negativnı´ch tre´novacı´ch dat. V prˇı´padeˇ, zˇe pozitivnı´ch nebo
negativnı´ch tre´novacı´ch dat bude vı´ce, je mozˇne´, zˇe detekce bude fungovat spra´vneˇ, ale
vy´sledek nebude objektivnı´. Pro spra´vnou funkcˇnost aplikace je potrˇeba, aby vy´sˇka i
sˇı´rˇka detekujı´cı´ho okna (v mrˇı´zˇka´ch), byly beze zbytku deˇlitelne´ sˇı´rˇkou bloku (zada´na
jako pocˇet mrˇı´zˇek). Take´ je potrˇeba prˇi nastavova´nı´ konfigurace da´t pozor, aby vy´sˇka i
sˇı´rˇka obrazu (v pixelech) byly beze zbytku deˇlitelne´ sˇirˇkou mrˇı´zˇky, zadanou v pixelech.
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Obra´zek 13: Testova´nı´ detekce cely´ch va´lecˇku˚
Pozitivnı´ tre´novacı´ obra´zky 3
Negativnı´ tre´novacı´ obra´zky 3
Pru˚meˇrna´ u´speˇsˇnost klasifikace 95%
Tabulka 1: Testova´nı´ detekce cely´ch va´lecˇku˚
Obra´zek 14: Tre´novacı´ data, zobrazujı´cı´ cele´ i cˇa´stecˇne´ va´lecˇky
Pozitivnı´ tre´novacı´ obra´zky 8
Negativnı´ tre´novacı´ obra´zky 8
Pru˚meˇrna´ u´speˇsˇnost klasifikace 92%
Tabulka 2: Testova´nı´ detekce cely´ch i cˇa´stecˇny´ch va´lecˇku˚
Pozitivnı´ tre´novacı´ obra´zky 10
Negativnı´ tre´novacı´ obra´zky 10
Pru˚meˇrna´ u´speˇsˇnost klasifikace 90%
Tabulka 3: Testova´nı´ detekce pana´cˇku˚.
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Obra´zek 15: Uka´zka pana´cˇka, ktere´ho jsem se snazˇil detekovat.
Obra´zek 16: Prˇı´klad pozitivnı´ch tre´novacı´ch obra´zku˚ z MIT Pedestrian databa´ze
Po du˚kladne´m otestova´nı´ klasifika´toru prˇicha´zı´ na rˇadu samotna´ detekce osob. Jako
pozitivnı´ tre´novacı´ obra´zky byly pouzˇity obra´zky z databa´ze MIT Pedestrian databa´ze,
prˇı´klad je na obra´zku 16. Jako negativnı´ tre´novacı´ obra´zky lze pouzˇı´t jaky´koliv obra´zek,
na ktere´m nenı´ osoba. Nejprve byly jako negativnı´ obra´zky pouzˇity va´lecˇky. Vy´sledky
detekce shrnujı´ tabulky 4 a 5. Pote´ byly jako negativnı´ obra´zky, pouzˇity rea´lne´ fotogra-
fie, na ktery´ch nebyli lide´, z INRIA databa´ze, zobrazeny na obra´zku 17. Vy´sledky jsou
zobrazeny v tabulka´ch 6 a 7.
V te´to za´veˇrecˇne´ fa´zi testova´nı´ nastaly drobne´ proble´my, zˇe klasifika´tor si nedoka´zal
poradit s detekcı´ zadany´ch objektu˚ a klasifikoval je sˇpatneˇ. Pro zlepsˇenı´ vy´konu detekce
a odstraneˇnı´ tohoto drobne´ho proble´mu by bylo potrˇeba zadat vı´ce tre´novacı´ch dat a take´
najı´t optima´lnı´ nastavenı´ sˇı´rˇky mrˇı´zˇky a sˇı´rˇky bloku.
Pozitivnı´ tre´novacı´ obra´zky 20
Negativnı´ tre´novacı´ obra´zky 20
Pru˚meˇrna´ u´speˇsˇnost klasifikace 64%
Tabulka 4: Testova´nı´ detekce osob, oproti va´lecˇku˚m. Konfigurace: sˇı´rˇka mrˇı´zˇky: 16, sˇı´rˇka
bloku: 2.
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Obra´zek 17: Prˇı´klad negativnı´ch tre´novacı´ch obra´zku˚ z INRIA databa´ze
Pozitivnı´ tre´novacı´ obra´zky 60
Negativnı´ tre´novacı´ obra´zky 60
Pru˚meˇrna´ u´speˇsˇnost klasifikace 50%
Tabulka 5: Testova´nı´ detekce osob, oproti va´lecˇku˚m. Konfigurace: sˇı´rˇka mrˇı´zˇky: 4, sˇı´rˇka
bloku: 4.
Pozitivnı´ tre´novacı´ obra´zky 100
Negativnı´ tre´novacı´ obra´zky 100
Pru˚meˇrna´ u´speˇsˇnost klasifikace 50%
Tabulka 6: Testova´nı´ detekce osob, oproti negativnı´m obra´zku˚m z INRIA databa´ze. Kon-
figurace: sˇı´rˇka mrˇı´zˇky: 4, sˇı´rˇka bloku: 2.
Pozitivnı´ tre´novacı´ obra´zky 100
Negativnı´ tre´novacı´ obra´zky 100
Pru˚meˇrna´ u´speˇsˇnost klasifikace 50%
Tabulka 7: Testova´nı´ detekce osob, oproti negativnı´m obra´zku˚m z INRIA databa´ze. Kon-
figurace: sˇı´rˇka mrˇı´zˇky: 4, sˇı´rˇka bloku: 4.
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7 Za´veˇr
Cı´lem te´to pra´ce bakala´rˇske´ pra´ce bylo popsat co je to deskriptor, k cˇemu slouzˇı´ a naim-
plementovat vybrany´ deskriptor pro detekci objektu˚ v obraze. Vybral jsem si deskrip-
tor Histogram of Oriented Gradients, jehozˇ jednotlive´ kroky jsou v te´to pra´ci podrobneˇ
popsa´ny, vcˇetneˇ klasifikace pomocı´ Support Vector Machine. Snazˇil jsem se implemen-
taci zameˇrˇit co nejvı´ce na pouzˇitelnost - nacˇı´ta´nı´ tre´novacı´ch dat ze souboru, mozˇnost
zmeˇnit si rozmeˇry mrˇı´zˇky, bloku a pocˇet binu˚. Vlastnı´ implementace tohoto deskriptoru
nenı´ u´plneˇ optima´lnı´, jelikozˇ se pracuje se s obra´zkem, prˇevedeny´m do cˇernobı´le´ stup-
nice. Prˇesto aplikace dosahala dobry´ch vy´sledku˚ prˇi testova´nı´ detekce objektu˚. Prˇı´padne´
dalsˇı´ vylepsˇenı´ te´to implementace by spocˇı´valo v pra´ci s barevny´m obra´zkem namisto
cˇernobı´le´ho a pouzˇitı´ post-processingu, ktery´ zabra´nı´ multidetekci objektu v obraze. Pro
zrychlenı´ vy´pocˇtu by bylo mozˇno prˇeve´st vy´pocˇet na GPU. Tedy pouzˇı´t pro implemen-
taci technologii CUDA.
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