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ABSTRACT
Reinforcement learning has been instrumental in the recent advances made
by artificial intelligence agents in various domains. Most of these advances
have been abetted by the availability of huge amounts of training data. But,
in several practical applications such as those arising in wireless networks,
robotics, self-driving cars etc., it is expensive and sometimes completely in-
feasible to collect very large amounts of data. In this work, we study four
different such model-free reinforcement learning problems. The first prob-
lem we consider is the structured multi-armed bandits problem, motivated
by an application in wireless networks. The second problem we consider is
the bandits with two-level feedback problem, motivated by an application in
panoramic video streaming. The third problem we consider is the analysis
of two-time scale reinforcement learning algorithms and the final problem we
consider is the analysis of the Double Q-learning algorithm. In each of these
problems, our general goal is to theoretically understand the mechanics of
the different moving parts in the problem and on the basis of the insights
obtained from the theory, design principled practical algorithms/heuristics
that are sample-efficient.
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Reinforcement learning (RL) has been instrumental in the recent advances
made by artificial intelligence agents, especially in the domains of video games
and board games (see [1], [2] and [3]). The success of reinforcement learning
in these domains relies on the availability of vast amounts of simulated or
real data that can be leveraged by a model-free learning algorithm to learn
optimal policies. In addition to games, reinforcement learning has also been
utilized gainfully in applications in robotics, self-driving vehicles and wireless
networks. In many of these applications, data (simulated or real) is expen-
sive to collect which makes popular model-free data-intensive reinforcement
learning algorithms infeasible.
In contrast to model-free learning algorithms, model-based learning al-
gorithms exploit the knowledge of the environment dynamics to learn the
optimal policy, and are generally sample-efficient. If the model is exactly
known, algorithms such as value iteration and policy iteration can be used
(see [4]). If the model is approximately known or if fixed point iteration al-
gorithms are computationally infeasible, model-based algorithms can still be
of utility as the rollouts from the known dynamics can be used to train the
policy, better estimate temporal difference targets, generate simulated data
samples etc. (see [5], [6], [7], [8] and [9]). Although model-based algorithms
are sample-efficient, highly complex environments such as those encountered
in robotics or self-driving cars may not be amenable to such algorithms since
defining the model in these applications is nearly impossible.
In this thesis, we will focus on model-free learning algorithms vis-à-vis
sample-efficiency in four different reinforcement learning problems:
1. Structured Multi-Armed Bandits: We consider a multi-armed
bandit (MAB) problem with additional structure which arises in several
applications such as wireless network rate adaptation and the online
pricing problem. Traditional MAB algorithms such as Thompson sam-
1
pling and KL-UCB can be used for this problem but these algorithms
do not exploit the known additional structure. We will design and ana-
lyze an algorithm that exploits the additional structure in the problem
resulting in a reduction in the data required to achieve performance
comparable to the existing state-of-the-art. We will show, theoretically
and in experiments, the efficacy of our proposed algorithm over tradi-
tional MAB algorithms. This work was presented at INFOCOM 2019
[10].
2. Bandits with Two-Level Feedback: Motivated primarily by the
panoramic video streaming problem, we consider a stochastic multi-
armed bandit problem with two-levels of feedback. Different from tra-
ditional bandit problems, in our problem, we receive two independent
pieces of feedback information after each arm is selected. The overall
reward associated with the arm is the product of these two pieces of
information. In addition to the panoramic video streaming problem,
this non-standard bandit setup also arises in other applications such
as the web link selection problem. For this general problem, we pro-
pose a novel variant of the Kullback-Leibler Upper Confidence Bound
(KL-UCB) algorithm, and show that it achieves asymptotically opti-
mal regret, where regret measures the total expected loss in throughput
compared to an oracle which has knowledge of the system statistics. We
demonstrate the better performance of our algorithm as compared to
the standard KL-UCB algorithm using synthetic and real datasets.
3. Two Time-Scale Temporal Difference Learning Algorithms:
We analyze the finite-time performance of general two time-scale tem-
poral difference learning algorithms with linear function approxima-
tion. Several popular reinforcement learning algorithms such as GTD,
TDC etc. are special cases of our general formulation. Using the re-
sulting finite-time performance bounds, we shed light on how different
hyperparameters affect the rate of convergence of two time-scale RL al-
gorithms, and subsequently present an adaptive learning rate selection
rule which leads to much faster convergence as compared to traditional
learning rate rules in our experiments. This work was presented at
NeurIPS 2019 [11].
2
4. Double-Q Learning Analysis and Insights: We establish a theo-
retical comparison between the asymptotic mean-squared error of Dou-
ble Q-learning and Q-learning. Our result builds upon an analysis for
linear stochastic approximation based on Lyapunov equations which
applies to both the tabular setting and with linear function approxi-
mation, provided that the optimal policy is unique and the algorithms
converge. We show that the asymptotic mean-squared error of Double
Q-learning is exactly equal to that of Q-learning if Double Q-learning
uses twice the learning rate of Q-learning and outputs the average of
its two estimators. We also present some practical implications of this





2.1 Background and Problem Formulation
We will motivate the MAB problem with additional structure using the opti-
mal link rate selection problem which arises in wireless networks. Note that
the same problem formulation can be potentially used in other applications
such as the online pricing problem.
Optimal link rate selection is an important problem especially in the con-
text of 802.11 systems and other wireless networking systems (see [13], [14],
[15] and [16]). At each time slot, the objective of the problem is to choose
from a finite set of transmission rates to identify, as quickly as possible, the
optimal rate, i.e., the rate maximizing the expected throughput. Along with
802.11 systems, the optimal link rate selection problem is also pertinent in
cellular wireless systems, especially with the advent of mmWave technology.
In this chapter, we consider a wireless network operating under some MAC
protocol and focus on a particular link (transmitter-receiver pair) in this net-
work. Time is indexed so that consecutive time slots are the time slots at
which this link is chosen to transmit. Thus, we effectively consider a single
link in our work and we are interested in choosing the optimal transmission
rate for this link.
In particular, we consider a time varying wireless channel/link (h(t))t≥0.
At each time slot t, the channel allows transmission at one of the following
n rates of transmission: r1, r2, ..., rn ∈ R. Without loss of generality, we
assume r1 < r2 < ... < rn. The corresponding probabilities of success for
the transmission at these rates are assumed i.i.d. at each time slot and are
given by the vector θ = (θ1, θ2, ..., θn). Observe that, at a given time slot t,
if a transmission at rate r will be successful in the particular channel state
h(t), transmission at all rates less than r will also be successful. Therefore,
4
1 ≥ θ1 ≥ θ2 ≥ ... ≥ θn ≥ 0. Let Θ denote the set of valid rate success
probability vectors, i.e., Θ = {λ : 1 ≥ λ1 ≥ λ2 ≥ ... ≥ λn ≥ 0}. The aim
of optimal link rate selection is to transmit at the optimal rate r∗ (at each
time slot) so that the expected throughput is maximized. Let i∗ be the index
of r∗ in the set R, i.e., r∗ = ri∗ . Mathematically, r∗ essentially solves the
following optimization problem:
r∗ = ri∗ = arg max
ri
riθi. (2.1)
In order to understand the monotonicity of the components of θ, we fur-
ther elaborate on the model by looking at the wireless channel in more de-
tail. At any time t, the random channel (h(t))t≥0 which we consider can
be in one of the following n states: h1, h2, ..., hn. Let H = {h1, h2, ..., hn}.
Let the corresponding probabilities associated with these channel states be
ν = (ν1, ν2, ..., νn), i.e., P{h(t) = hi} = νi, ∀1 ≤ i ≤ n,∀t ≥ 0. At each
time slot t, the channel state h(t) is drawn independently from the above
distribution. Each channel state admits a maximum possible transmission
rate, i.e., corresponding to each channel state hi ∈ H, we have a maximum
possible rate ri which can be successfully transmitted. Without loss of gener-
ality, we assume that h1, h2, ..., hn are ordered in the increasing order of their
respective maximum admissible transmission rates, i.e., r1 < r2 < ... < rn.
As before, let R = {r1, r2, ..., rn}. Note that if the channel is in state hk,
it can admit transmission rates ri, 1 ≤ i ≤ k. Therefore, for any rate ri
the probability of being successfully transmitted at any time t is
∑n
j=i νj.
From the definition of θi, we have θi =
∑n
j=i νj, resulting in the monotonic
structure.
If the vector θ is known, the optimization problem in Equation (2.1) can
be solved easily. But, in most practical applications, the channel statistics
are unknown and hence there is no information on the vector θ. This lack
of information necessitates the use of online/sequential learning algorithms,
which learn the optimal rate over time by transmitting at various rates and
gaining information about their probabilities of success (from the history of
transmissions and their outcomes). Such online algorithms encounter an ex-
ploration vs. exploitation trade-off (see [17], a survey on multi-armed bandit
problems), i.e., while they have to explore different rates to gain more ac-
curate information, they also have to simultaneously exploit the information
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gained to transmit at the best possible rate.
A quantity often used to quantify the performance of online algorithms is
expected regret. In order to define expected regret, we will introduce some
notation first. Since the model we use is similar to the one used in [13]
and [15], we will use similar notation to make our analysis and results more
accessible to a reader familiar with those works. Let r(t) denote the rate of
transmission chosen at time slot t. Let i(t) denote the index of r(t) in the set
of rates R, i.e., r(t) = ri(t). Let X(t) denote the outcome of the transmission
at time slot t, i.e., X(t) = 1 in the case of a successful transmission and
X(t) = 0 otherwise. Note that X(t) is a Bernoulli random variable with
parameter θi(t). Observe that the optimization problem given by Equation
(2.1) can be rewritten as:
r∗ = ri∗ = arg max
ri
E[r(t)×X(t)|r(t) = ri, θ].
Expected regret for T time slots is defined as the expected loss in throughput
incurred by the algorithm due to transmission at sub-optimal rates. Let R(T )
denote the regret for T time slots. Mathematically:




Let Ni(T ) denote the number of times transmission was made at rate ri until
time T . Also, let ∆i = ri∗θi∗ − riθi denote the loss in expected throughput
because of transmitting at rate ri instead of rate ri∗ . A more useful way to
write expected regret is the following:







Another quantity which is useful in quantifying the performance of online






Note that R′(T ) is a random variable. We will study both the expected
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regret and R′(T ) in this chapter.
In [13], the authors tackle the optimal link rate selection problem by treat-
ing each rate as an independent arm in the standard multi-armed bandit
problem setup. Although this approach overcomes certain challenges as-
sociated with the problem, it does not exploit the structure in the set Θ as
treating the rates as independent arms implies lack of ordering in the compo-
nents of the vector θ. They take a KL-UCB inspired frequentist approach and
present an algorithm called KL-R-UCB, which achieves logarithmic regret.
With an additional assumption that the expected throughput at different
rates is unimodal, they present an asymptotically optimal algorithm called
G-ORS (also, see [18] for a Thompson sampling inspired algorithm for the
unimodal case).
In [15], the authors treat the problem similarly and present a Thompson
sampling inspired algorithm called Modified Thompson Sampling (MTS).
This algorithm takes a Bayesian approach and is shown to have the same
regret upper bound as KL-R-UCB, since it also does not exploit the structure
in the set Θ. They also provide a lower bound for the problem but only for the
very specific case of three channel states and rate r1 = 0. It is worth noting
that while both KL-R-UCB and MTS have been shown to have the same
regret upper bound, simulations in this chapter indicate that MTS performs
significantly better than KL-R-UCB. Also, in our work, we do not need any
additional assumptions on Θ such as unimodality since such assumptions are
hard to justify in practice. However, our algorithm can easily incorporate
any additional structure including unimodality.
Our main contributions are the following:
1. We have designed an algorithm called Constrained Thompson Sampling
(CoTS). CoTS exploits the structure in Θ efficiently (i.e., the fact that
θ1 ≥ θ2 ≥ ... ≥ θn) and is more general in the sense that any additional
structure in Θ (such as unimodality) can also be incorporated with
minor tweaks in the same algorithm (unlike previous approaches where
different constraints were tackled using very different algorithms). We
also present SITS, an approximate but efficient way to implement CoTS
in practice (see Sections 2.3.1 and 2.3.2).
2. We provide theoretical guarantees for the regret achieved by CoTS by
proving a high probability large-horizon logarithmic upper bound for
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the notion of regret quantified by R′(T ) (see Section 2.4.1).
3. We prove an asymptotic lower bound for the expected regret (defined
in Equation (2.2)) achieved by any algorithm for the optimal link rate
selection problem. We note that this lower bound is established with-
out any unimodality assumption as in [13] or any assumptions on the
number of channel states or rates as in [15] (see Section 2.4.2).
4. We provide numerical results to establish the superiority of CoTS over
the current state-of-the-art algorithms and to show that it achieves the
theoretical lower bound (see Section 2.4.3).
2.2 Existing Algorithms
In this section we discuss some existing work on the optimal link rate selection
problem, before moving on to the next section where we present CoTS.
2.2.1 Sampling and Measurement-based Algorithms
Several link rate selection algorithms (also known as rate adaptation algo-
rithms) relying on sampling-based approaches have been proposed in the
literature (for example, see [19], [20] and [21]). At any time slot, these meth-
ods rely on the history of outcomes for transmissions at different available
rates to determine the optimal rate to transmit at. These algorithms pri-
marily use well-engineered heuristics to strike a balance between exploration
and exploitation.
Another class of algorithms which can potentially be used are the ones
which rely on measurements quantifying the quality of the channel (for ex-
ample, see [22], [23] and [24]). If the measurements obtained are accurate
then these methods can perform really well, but in several practical scenar-
ios that arise in modern time-varying wireless systems, it is costly to obtain
reliable measurements. Hence, the viability of such measurement-based al-
gorithms is unclear.
8
2.2.2 Multi-Armed Bandits-based Algorithms
In order to tackle the exploration vs. exploitation trade-off intrinsic to the
link rate selection problem in a theoretically principled and optimal manner,
a number of recent papers have focused on solving the link rate selection
problem using algorithms from the multi-armed bandits and stochastic opti-
mization literature (see [13] and [15]). In the standard stochastic multi-armed
bandit problem, we have several actions (or arms) available to us and at ev-
ery time slot, we need to choose one of the available actions to play. Once
an action is played, we receive a random reward. Corresponding to every
action, the random reward is drawn from a probability distribution with a
finite expected value. The reward for the action played is independent and
identically distributed (i.i.d.) at every time slot.
The objective of the problem is to design an algorithm that determines
the best action to play at any time slot, i.e., the action with the maximum
expected value of the reward outcome. The algorithm has access to the his-
tory of actions played and the corresponding random reward outcomes until
the latest time slot and can use this history to choose the next action. The
multi-armed bandit problem is a well-studied problem in literature (see [17]
for a survey). We will now discuss two existing algorithms in this category
and elaborate on their advantages and shortcomings.
KL-UCB-based
In [13], the authors present a KL-UCB (a variant of the classical UCB algo-
rithm, see [25] and [26]) inspired algorithm called KL-R-UCB (see Algorithm
1). In KL-R-UCB, at each time slot t, the algorithm computes an index
qi(t),∀ri as follows:






) ≤ log(t) + c log log(t)},
where ni(t) denotes the number of times rate ri has been transmitted in t time
slots, µ̂i(t) denotes the empirical average of all the reward outcomes of those
transmissions and D(x, y) denotes the KL divergence between two Bernoulli
distributions parametrized by x and y. It is shown in [13] that KL-R-UCB
achieves logarithmic regret although it does not exploit the structure in Θ.
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Making an additional assumption of unimodality of expected throughput,
i.e., r1θ1 ≤ r2θ2 ≤ ... < ri∗θi∗ > ri∗+1θi∗+1 ≥ ... ≥ rnθn, authors in [13]
present another KL-UCB inspired algorithm called G-ORS (also see [18] for
a similar Thompson sampling inspired algorithm) which is very different from
KL-R-UCB and is asymptotically optimal.
Algorithm 1 KL-R-UCB algorithm
for t = 1, 2, . . . , n : transmit at rate rt.
for t = n+ 1, n+ 2, . . . :
1. Compute the set I = arg maxi qi(t).
2. Transmit at rate ri(t) where i(t) ∈ I.
end for
Thompson Sampling-based
Thompson sampling is a popular algorithm that is applied to solve the multi-
armed bandit problem. In [27], Agrawal and Goyal obtain an upper bound on
the regret (expected reward loss because of the non-optimal actions played)
due to standard Thompson sampling for Bernoulli (see Algorithm 2) as well
as non-Bernoulli rewards, and show that it matches a lower bound due to
Lai and Robbins (see [28]) in the asymptotic regime (when the number of
times the bandit/game is played approaches infinity).
As the authors in [15] observe, the optimal link rate selection problem falls
in the more general problem setup considered in [29]. Therefore, in principle,
one can use the general Thompson sampling algorithm (Algorithm 3) for the
problem we consider. However, a direct implementation is infeasible as we
discuss next. Also note that, while there are no known lower bounds in the
more general multi-armed bandit settings, it has been shown in [29] that the
regret is still upper bounded logarithmically as a function of time T .
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Algorithm 2 Thompson sampling for Bernoulli rewards
for each action ai, i = 1, 2, ..., n, set Si = 0 and Fi = 0.
for each t = 1, 2, . . . :
1. For all actions ai, draw νi(t) ∼Beta(Si + 1, Fi + 1).1
2. Play action ai(t), where i(t) = arg maxi νi(t).
3. Observe the random reward g(t).
4. (Posterior Update for Prior) If g(t) = 1, set Si(t) = Si(t) + 1. Else if
g(t) = 0, set Fi(t) = Fi(t) + 1.
end for
Algorithm 3 General Thompson sampling
initialize prior pν(1) (for channel state probability vector ν).
for each t = 1, 2, . . . :
1. Draw ν(t) ∼ pν(t). Compute [θ(t)]i =
∑n
j=i[ν(t)]j.
2. Transmit at rate ri(t), where ri(t) = ropt(θ(t)).
3. Observe the random transmission outcome X(t).
4. (Prior Update) Set pν(t+ 1) ∝ P(X(t)|ν)pν(t).
end for
Challenges
The major challenges which arise if we use Algorithm 3 for our problem are
as follows:
1. While dealing with the rate admissibility probabilities θ, it is difficult
to come up with a feasible prior distribution (pθ(t)) for implementing
1Beta(a, b), known as the beta distribution is a continuous probability distribution with
pdf: fa,b(x) =
xa−1(1−x)b−1




the general Thompson sampling algorithm. Since the rate admissibil-
ity probability distribution is not multinomial and has interdependent
components, the prior required would be complicated and difficult to
update. However, one can use Thompson sampling to estimate the
channel state probability ν (Algorithm 3), but it comes at a huge com-
putational cost as we discuss next.
2. If we deal with the multinomial channel state distribution ν, we can
use the popular Dirichlet distribution as the prior over V . But since
we observe only the outcome of our transmission and not the exact
channel state, the posterior update for the Dirichlet prior distribution
may require exponentially increasing storage and computational power
depending on the trajectory of the algorithm. For example, let us
consider the case where n = 3, i.e., there are three possible states the
channel can take. At t = 1, we start with a Dirichlet distribution
as prior with parameters (1, 1, 1), i.e., Dir(1, 1, 1). Suppose at t = 1,
we transmit at rate r2 and it is successful. We simply know that the
channel is either in channel state 2 or 3. Therefore, after standard
calculations, the prior becomes:
B(1, 2, 1)
B(1, 2, 1) +B(1, 1, 2)
Dir(1, 2, 1) +
B(1, 1, 2)








and α = (α1, α2, . . . , αk). Clearly, we now
need to store two sets of Dirichlet parameters instead of one. As the
number of iterations increase, the number of parameters to be stored
and evaluated increases exponentially. After t time slots, the number
of Dirichlet distribution parameters to be stored and evaluated could
be as high as 2t. This renders the algorithm infeasible due to memory
and computational constraints.
Due to the infeasibility of Algorithm 3, in [15], the authors use Algorithm
2 and use it to design a new link rate selection algorithm which they call
Modified Thompson Sampling (MTS) algorithm. At any time slot t, MTS
maintains independent beta priors for every individual component of θ, then
samples a vector λ(t) from the product of these priors and transmits at the
rate optimal for the sampled vector (see Algorithm 4). Finally, depending
on the outcome, it does a Bayesian update to the prior corresponding to
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the component of θ having the same index as that of the rate at which
the transmission was made. Since MTS considers independent beta priors
for every component of θ, the set of valid parameters it explores is [0, 1]n
instead of Θ = {x ∈ [0, 1]n : x1 ≥ x2 ≥ ... ≥ xn}. Therefore, it is not
an exact Thompson sampling algorithm, but rather a Thompson sampling-
based algorithm. It is shown in [15] that MTS also achieves logarithmic
regret, similar to KL-R-UCB, since KL-R-UCB also does not exploit the
fact that the components of θ are non-increasing. However, as shown in
the experimental results section later, MTS seems to perform better than
KL-R-UCB in simulations.
Algorithm 4 Modified Thompson sampling algorithm
for each rate ri, i = 1, 2, ..., n, set si = 0 and fi = 0.
for t = 1, 2, . . . :
1. For every rate ri, draw λi(t) ∼ Beta(si + 1, fi + 1).
2. Compute i(t) = arg maxi riλi(t). Transmit at rate ri(t).
3. Observe the random transmission outcome X(t).
4. (Prior Update) If X(t) = 1, set si(t) = si(t) + 1. Else if X(t) = 0, set
fi(t) = fi(t) + 1.
end for
2.2.3 Areas of Improvement
From the above discussion, we observe that there are two major disadvantages
associated with the current state-of-the-art MAB-based algorithms for the
optimal link rate selection problem:
1. The current state-of-the-art algorithms such as KL-R-UCB and MTS
do not exploit the basic structure in the set Θ, i.e., they do not take
advantage of the fact that the probability of success is a non-increasing
function of the rate of transmission. If an algorithm can exploit this
structure in the problem, it can potentially outperform both KL-R-
UCB and MTS.
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2. Additional constraints or structure in the set Θ (such as unimodal-
ity of the expected throughput) are not handled easily by the current
state-of-the-art algorithms. In fact, even for unimodality, there is a
completely different set of algorithms. If an algorithm can handle ad-
ditional constraints more generally, it will be useful in a much wider
set of applications and environments.
In Section 2.3, we will present CoTS which overcomes the above mentioned
disadvantages. CoTS uses the basic structure in Θ to its advantage and at
the same time is amenable to several additional constraints in Θ that one
might want to incorporate.
2.3 CoTS: Constrained Thompson Sampling
The reason why KL-R-UCB and MTS do not perform optimally is because
they do not exploit the basic structure in the set Θ. Moreover, with additional
structure in the set such as unimodality, the performance of these algorithms
deteriorates further and one has to come up with different algorithms which
are optimal. In the context of these observations, we now present CoTS (see
Algorithm 5) and the intuition behind it.
2.3.1 Intuition
The idea behind CoTS is intuitive and simple. At each time slot t, we
maintain independent beta priors for each component of θ, similar to MTS.
But instead of simply sampling from the product of these priors (as in MTS),
we sample from a distribution which is proportional to the product of these
priors when the value being sampled, say λ, belongs to Θ and is 0 otherwise.
Mathematically, we sample from a distribution with the following p.d.f.:
pt(λ) ∝ 1{λ ∈ Θ}
n∏
i=1
Beta(si(t) + 1, fi(t) + 1)(λi),
where λ = (λ1, λ2, ..., λn) ∈ [0, 1]n, and si(t) and fi(t) are the number of
successful and failed transmissions respectively until the beginning of the
time slot t, for the rate ri. This simple modification allows us to exploit
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the structure in Θ by assigning non-zero probability only to the parameters
which belong to it.
Algorithm 5 Constrained Thompson sampling algorithm
for each rate ri, i = 1, 2, ..., n, set si = 0 and fi = 0.
for t = 1, 2, . . . :
1. Draw λ(t) ∼ 1{λ(t) ∈ Θ}×
∏n
i=1Beta(si + 1, fi + 1).
2. Compute i(t) = arg maxi riλi(t). Transmit at rate ri(t).
3. Observe the random transmission outcome X(t).
4. (Prior Update) If X(t) = 1, set si(t) = si(t) + 1. Else if X(t) = 0, set
fi(t) = fi(t) + 1.
end for
In [15], the authors state that the reason one has to treat different com-
ponents of θ independently is that it is difficult to come up with an easy-
to-update prior for Thompson sampling that incorporates the non-increasing
property of the components of θ (or any other structure such as unimodal-
ity). In CoTS, we still maintain different beta priors for each component of
θ to keep the updates simple, but in order to exploit the structure in Θ, we
restrict the joint distribution to have non-zero weight only for valid param-
eters in Θ. At any time slot t, let the rate selected for transmission be ri(t)
and let the outcome of transmission be X(t). Then, the prior pt+1(λ) after
the Bayesian update will be:
pt+1(λ) ∝ 1{λ ∈ Θ}
n∏
i=1
Beta(si(t) + 1, fi(t) + 1)(λi)× λX(t)i(t) (1− λi(t))
1−X(t).
Simplifying the above expression, we get:
pt+1(λ) ∝ 1{λ ∈ Θ}
∏
i 6=i(t)
Beta(si(t) + 1, fi(t) + 1)(λi)
× Beta(si(t)(t) + 1 +X(t), fi(t)(t) + 1 + (1−X(t))).
(2.4)
Hence, to update the prior distribution, we need to simply update the number
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of successes or failures corresponding to the beta prior of the component of θ
with the same index as that of the rate transmitted (Step 4 in Algorithm 5).
Thus, maintaining different beta priors for every component of θ allows CoTS
to have easy prior updates (similar to MTS), whereas the restriction imposed
on the joint distribution allows it to exploit the structure in Θ. Observe that
CoTS is essentially an exact Thompson sampling algorithm, whereas MTS
is not. Therefore, a different prior distribution can also be used in place of
the prior distribution used by CoTS as long as its Bayesian update is easy
and exact.
Also, note that CoTS is general in the sense that the set Θ can have any ad-
ditional structure on top of the basic property of non-increasing components
(such as unimodality) and the algorithm will still work. The indicator func-
tion in the joint prior distribution can incorporate any structure in the set Θ,
while keeping the prior updates simple as shown in Equation (2.4). There-
fore, CoTS allows us to overcome both the disadvantages associated with
the current state-of-the-art MAB-based algorithms discussed in the previous
section.
2.3.2 Efficient Implementation
In this section, we will discuss some efficient ways of implementing CoTS.
Since the prior update step is straightforward, the main focus for improving
the efficiency lies on Step 1, i.e., sampling λ(t) from the prior distribution.
Rejection Sampling
One straightforward way to implement CoTS is to use rejection sampling,
i.e., sample λ(t) ∼
∏n
i=1Beta(si + 1, fi + 1) and reject the samples until
λ(t) ∈ Θ. The main advantage of rejection sampling is that it is easy to
implement. Also, rejection sampling is general in the sense that as long as
the operation of checking whether a sampled value lies in Θ can be done
efficiently, it does not require any other problem-dependent alterations. But
the main disadvantage of rejection sampling is that it can be really slow.
For example, if the probability of obtaining a valid parameter λ(t) ∈ Θ when
sampling from the distribution
∏n
i=1Beta(si+1, fi+1) is x, then the expected
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number of times in which one samples a valid parameter is 1
x
. Thus, if x is
really small, the expected sampling time is really large. Therefore, we need
to have a faster sampling method, especially in the cases where the progress
of the algorithm will result in x taking small values.
Sequential Inverse Transform Sampling (SITS)
For the basic structure in Θ, as well as for unimodality, we present a technique
to speed up the sampling step for CoTS, called Sequential Inverse Transform
Sampling (SITS). The idea behind SITS is to sample different components
of λ(t) sequentially (instead of all at once and then rejecting), while simul-
taneously ensuring that the sampled components satisfy the structure in Θ.
Note that due to normalization issues, this technique will not exactly sample
from the CoTS distribution. But, as the algorithm progresses, SITS becomes
increasingly accurate. We will illustrate the idea below for the non-increasing
structure in Θ as well as for the additional structure of unimodality.
Non-Increasing Structure:
Consider the basic non-increasing components structure in Θ. We observe




1{λi−1 ≥ λi}Beta(si + 1, fi + 1),
where λ0 = 1. Therefore, to sample fast, we can use the following heuristic:
sample λ1(t) ∼ Beta(s1 + 1, f1 + 1), then sample λ2(t) ∼ Beta(s2 + 1, f2 + 1)
while restricting it to be less than λ1(t) and so on. To sample a random
variable Z from Beta(x, y) quickly while restricting it to lie between interval
[a, b] (instead of interval [0, 1]), we can use the standard inverse transform
sampling as follows:
1. Let F denote the cumulative distribution function of Beta(x, y). Let
α0 = F (a) and α1 = F (b).
2. Sample a random variable U uniformly from the interval [α0, α1], i.e.,
U ∼ U(α0, α1).
3. Z = F−1(U) is the required random variable.
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The above technique speeds up the sampling process and unlike rejection
sampling, makes the sampling time independent of the probability of sam-
pling a valid parameter from
∏n
i=1Beta(si + 1, fi + 1).
Unimodality:
For the case of unimodality, a similar procedure can be followed as in the
non-increasing case except that now for every component being sampled,
we need to ensure that it continues to maintain unimodality along with the
non-increasing property. That can be achieved as follows:
1. At any time t, first sample λ1(t) ∼ pt(λ1) = Beta(s1 + 1, f1 + 1).
2. Subsequently, sample λ2(t) ∼ pt(λ2) ∝ 1{λ1(t) ≥ λ2(t)}Beta(s2 +
1, f2 + 1).
3. For i = 3, 4, ..., n :
Sample λi(t) ∼ pt(λi) ∝ 1
{
min{λi−1(t), ρ} ≥ λi(t)
}
Beta(si+1, fi+1),





min{ri−2λi−2(t), ri−1λi−1(t),rix} 6= ri−1λi−1(t).
(2.5)
Note that sampling from the truncated Beta distribution in steps 2 and 3
above is the same as truncated Beta sampling explained in steps 1 to 3 in
the non-increasing structure case.
The intuition behind the above procedure is simple. Recall that unimodal-
ity implies the following: r1θ1 ≤ r2θ2 ≤ ... < ri∗θi∗ > ri∗+1θi∗+1 ≥ ... ≥ rnθn.
This essentially implies that there can be no local minimum in the through-
put vector (see Fig. 2.1 for an illustration). Restricting the component being
sampled to be less than or equal to ρ (obtained by solving the optimization
problem in Equation (2.5)) ensures that no local minimum is created while
sampling different θ components.
Remark 1. To make SITS as accurate as possible, we sample the differ-
ent components of λ in the increasing order of their variance. The intuition
behind that is to sample the less “random” component first so that the nor-
malization error is not very high. Also, note that the computational and
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Figure 2.1: Illustration of unimodality.
storage complexity of CoTS (exploiting the basic structure of non-increasing




In this section, we present theoretical guarantees for the performance of CoTS
in terms of a high probability large-horizon upper bound on the number of
times transmissions at sub-optimal rates are made. We utilize the results
obtained in [29] to this end. As in [29], we make some simplifying assumptions
to make the analysis tractable. In particular, we assume that the possible
values for Θ lie in a discrete set. We state the assumptions more precisely
next.
Let πt denote the prior at the beginning of time slot t. We make the fol-
lowing assumptions:
Assumption 1 (Finitely many transmission rates). |R| <∞.
Assumption 2 (Finite Θ and non-zero initial probability on θ). |Θ| < ∞,
i.e, Θ = {ζ(1), ζ(2), ..., ζ(L)}. Moreover, θ ∈ Θ and π1(θ) > 0.
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Assumption 3 (Strictly decreasing probability of success). For all ζ ∈ Θ,
ζ1 > ζ2 > ... > ζn.
Assumption 4 (Unique optimal rate) The optimal transmission rate is
unique, i.e., ri∗θi∗ > riθi,∀i 6= i∗ .
Under the above assumptions, we have the following result:
Theorem 1. Let Ni(T ) denote the number of times a transmission at rate
ri is made until time slot t. Under Assumptions 1-4, a high probability large-
horizon upper bound holds for CoTS as follows. For any δ, ε ∈ (0, 1), ∃
















where C = C(δ, ε,R,Θ, π) is a problem-dependent constant independent of T
and D(x, y) denotes the KL divergence between two Bernoulli distributions
parametrized by x and y respectively.
Proof. Our upper bound analysis uses the main result from [29], which gives
a high probability large-horizon upper bound for the number of times a sub-
optimal action is played by exact Thompson sampling for a complex online
problem. As discussed in the previous section, CoTS is an exact Thompson
sampling algorithm for the optimal link rate selection problem and hence the
main result from [29] can be used to quantify its performance.
We note that the optimal link rate selection problem is a special case of
the general complex online problem setup outlined in [29]. The set of actions
A we have is essentially the set of transmission rates, i.e. A = R. Also, the
observation space is Y = {0, r1, r2, ..., rn}, i.e., Y is the sample space for the
possible rewards in terms of throughput. The reward function h : Y → R
is the identity function, i.e., reward z = h(y) = y. Let l(y; i, θ) denote the
probability of observing y ∈ Y when a transmission at rate ri is made, with
the underlying rate success vector θ. For all y ∈ Y , we have l(y; i, θ) as
follows:
l(y; i, θ) =
θi, if y = ri,1− θi, if y = 0.
Hence, the optimal link rate selection problem is a special case of the gen-
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eral complex online problems considered in [29]. Therefore, the above ob-
servation, along with Assumptions 1-4 and the fact that CoTS is an exact
Thompson sampling algorithm imply that we can use Theorem 1 from [29]
to quantify the performance of CoTS.
Using Theorem 1 from [29], ∀ T ≥ T ∗, for any δ, ε ∈ (0, 1), with probabil-
ity at least 1− δ,∑
i 6=i∗
Ni(T ) ≤ B(log T ) + C ′(δ, ε,R,Θ, π), (2.6)
where C ′(δ, ε,R,Θ, π) is a problem dependent constant and B(log T ) is given
as follows:





s. t. zi ∈ Zn−1+ × {0}, ai ∈ R \ {ri∗},
zk  zi, zk(ai) = zi(ai), k ≥ i,


















where Sai(θ) is the set of λ ∈ Θ which are indistinguishable from θ when ri∗
is transmitted and for which ai is the optimal rate of transmission, i.e.:
Sai(θ) , {λ ∈ Θ : D(θi∗ , λi∗) = 0 and arg max
rk
rkλk = ai}.
The interpretation of the optimization problem given by Equation (2.7) is as
follows: {ak}n−1k=1 is the sequence in which the sub-optimal rates are eliminated
by CoTS, i.e., first the rate a1 is eliminated, then the rate a2 is eliminated
and so on. zi is the vector storing the number of times transmissions at sub-
optimal rates have been made, until the time slot when rate ai is eliminated.
Once a rate is eliminated, it is not transmitted again.
Let h(i) denote the index of the rate ai in the setR, i.e., ai = rh(i). Now, we
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will show that regardless of the sequence in which the rates are eliminated, for





















+ 1. We will
show that zi cannot a feasible point of the optimization problem in Equation
(2.7) because it violates the last constraint. For any λ ∈ Sai(θ), λi∗ = θi∗
and λh(i) ≥ ri∗θi∗rh(i) > θh(i). We have, for j = i:
n−1∑
k=1


















The first inequality follows from the non-negativity of zi(ak),∀k and the fact















































Combining the above inequality with Equations (2.6) and (2.7), we get the
result.
2.4.2 Lower Bound
In [15], the authors prove a lower bound for the optimal link rate selection
problem using a Lai and Robbins style of analysis (see [28]), but only in the
special case of three channel states and rate r1 = 0. In this section, we obtain
a general lower bound for the problem, i.e., a lower bound obtained without
any assumptions on the number of channel states or the rates.
In order to obtain the general lower bound, we transform the optimal
22
link rate selection problem setup into a controlled Markov chain framework
(similar to [13]) and use results from [30] (quantifying the performance of
efficient adaptive decision rules in a controlled Markov chain setup). The
result is the following:
Theorem 2. Let P = {i1, i1 + 1, ..., i∗, ..., n} denote the set of indices such
that for any i ∈ P , ri ≥ ri∗θi∗. Let P ′ = P \ {i∗}. Then, for the n-
rates optimal link rate selection problem, the lower bound on expected regret








ci∆i, i 6= i∗,
where ∆i = ri∗θi∗ − riθi. The constants ci are defined as follows:















) ≥ 1,∀i ∈ P ′,
ci ≥ 0,∀i,
(2.8)
















ci ≥ 0, ∀i,
(2.9)
where D(x, y) denotes the KL divergence between two Bernoulli distributions
parametrized by x and y respectively.
Proof. Our lower bound analysis uses results obtained in [30] which quantify
the performance of efficient adaptive decision rules in a controlled Markov
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chain framework. In order to use these results, we need to transform our
problem to a controlled Markov chain framework. We use the same trans-
formation as used in [13]. For improving the readability of the users already
familiar with the aforementioned references, we will reproduce the transfor-
mation from [13] and use similar notation as found in [30] and [13].
Consider a controlled Markov chain (Xt)t≥0 on a finite state space S =
{0, r1, r2, ..., rn} with control laws given by the set U = {1, 2, ..., n}. The
control laws are independent of the state of the Markov chain and correspond
to the index of the rate of transmission selected, i.e., if the control law i is
selected, the same control (selecting rate ri) is applied regardless of the state
of the Markov chain. Let the transition probability for going from any state
x ∈ S to any state y ∈ S be denoted by p(x, y; i, θ), where i is the control
law selected and θ ∈ Θ is the unknown underlying vector parametrizing
the transition probabilities (θ corresponds to the transmission rate success
probability vector in the original optimal link rate selection problem). For
all x, y ∈ S, consider p(x, y; i, θ) as follows:
p(x, y; i, θ) = p(y; i, θ) =
θi, if y = ri,1− θi, if y = 0.
Let the immediate reward r(x, i) be equal to riθi. Note that for any con-
trol law i, its immediate reward r(x, i) is equal to its expected reward and
is independent of the state x. Finding efficient adaptive sequential decision
making rules in the above controlled Markov chain framework is equivalent
to solving the optimal link rate selection problem. Hence, the above con-
struction makes the optimal link rate selection problem amenable to results
in [30].
Now, consider a fixed θ ∈ Θ. We define the set B(θ) to be the set of
all bad parameters λ ∈ Θ such that when i∗ is the control law chosen, λ is
indistinguishable from θ, but i∗ is not the optimal control law under λ:
B(θ) = {λ ∈ Θ : λi∗ = θi∗ and max
i
riλi > ri∗λi∗}.
Consider sets Bi(θ), i = 1, 2, ..., n, defined as follows:
Bi(θ) = {λ ∈ B(θ) : riλi > ri∗λi∗}.
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Note that B(θ) =
⋃
iBi(θ). Also, note that if ri < ri∗θi∗ , Bi(θ) = φ. Let
P = {i : ri ≥ ri∗θi∗}. Since r1 < r2 < ... < rn, P = {i1, ..., n}, where i1 ≤ i∗
is the smallest index satisfying ri1 ≥ ri∗θi∗ . Define P ′ = P \ {i∗}.
Using Theorem 1 in [30], we know that c̄ = (c1, c2, ..., ci∗−1, ci∗+1, ..., cn),
i.e., the vector of constants (in our theorem statement) for the lower bound









clD(θl, λl) ≥ 1,∀i ∈ P ′,
ci ≥ 0,∀i,
(2.10)
where D(θl, λl) denotes the KL-divergence between Bernoulli distributions
parametrized by θl and λl. Now, all that remains to prove is that the above
linear program is equivalent to the two linear programs in the theorem state-
ment.
In order to decouple and simplify the above LP, we will focus on simplifying
the first constraint. Without loss of generality, consider i > i∗. Note that
i ∈ P ′. Now, we observe the following:





















2. Consider λ(ε) ∈ Bi(θ) such that λl(ε) = θl,∀l ∈ {1, 2, ..., i∗}∪{i+1, i+








}θl,∀l ∈ {i∗ + 1, i∗ + 2, ..., i − 1}. It can be easily verified that





























From the above facts, we can conclude that for i > i∗, the first constraint in









) ≥ 1. (2.11)
Similarly, for i ∈ P ′ such that i < i∗, we can show that the first constraint









) ≥ 1. (2.12)
Using Equations (2.11), (2.12) in the LP given by Equation (2.10), we get























) ≥ 1,∀i > i∗,
ci ≥ 0,∀i.
The above LP can be very straightforwardly decoupled into two LPs as in
the theorem statement, giving us the final result.
2.4.3 Simulations
In this section, we present simulation results comparing the performance
of CoTS with the current state-of-the-art MAB-based algorithms. For the
optimal link rate selection problem with the basic non-increasing components
structure, KL-R-UCB (see [13]) and MTS (see [15]) are the current state-of-
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the-art algorithms. With the additional constraint of unimodality known,
G-ORS has been shown (see [13]) to be asymptotically optimal.
We consider the same experimental setup as in [13], i.e., a single-link
802.11g system with eight available rates from 6 to 54 Mbit/s (also see [19]).
The eight rates are as follows (in Mbit/s): r1 = 6, r2 = 9, r3 = 12, r4 =
18, r5 = 24, r6 = 36, r7 = 48 and r8 = 54. We implement all the algorithms
in three different scenarios (different values of θ) as in [19]: gradual, steep
and lossy. For all these scenarios, we implement and compare KL-R-UCB,
MTS and CoTS (without exploiting unimodality) for the case when only
the basic structure in Θ is known. We also implement and compare G-ORS
and CoTS (exploiting unimodality), for the case when additional structure
of unimodality is known.
Gradual
In the gradual case, we consider the following rate success probability vector:
θ = (0.95, 0.90, 0.80, 0.65, 0.45, 0.25, 0.15, 0.10). Therefore, the vector of ex-
pected throughput ξ, i.e., ξi = riθi, is: ξ = (5.7, 8.1, 9.6, 11.7, 10.8, 9., 7.2, 5.4).
The defining property of the gradual case is that the optimal rate is the high-
est rate with the probability of success greater than 0.5. Figure 2.2a com-
pares the performance of KL-R-UCB, MTS and CoTS (without exploiting
unimodality) for the gradual case. CoTS outperforms both KL-R-UCB and
MTS. Another point worth noting is that both CoTS and MTS outperform
KL-R-UCB by a significant margin. Figure 2.2b compares the performance of
G-ORS and CoTS (exploiting unimodality) for the gradual case. Here again,
CoTS outperforms G-ORS. The lower bound constant for the gradual case
obtained from Theorem 2 is 526.19, whereas until t = 10000, CoTS achieves
a constant of 154.78. Although this might seem illogical, we note that the
lower bound is asymptotic. It is interesting to note that while it may take
a long time to achieve the lower bound, the performance is even better than




In the steep case, we consider the following rate success probability vec-
tor: θ = (0.99, 0.98, 0.96, 0.93, 0.90, 0.10, 0.06, 0.04). Therefore, the vector of
expected throughput ξ is: ξ = (5.94, 8.82, 11.52, 16.74, 21.6, 3.6, 2.88, 2.16).
The defining property of the steep case is that the success probability of
every rate is either really high or really low (either close to 1 or close to 0).
Figure 2.3a compares the performance of KL-R-UCB, MTS and CoTS (with-
out exploiting unimodality) for the steep case. Similar to the gradual case,
CoTS again outperforms both KL-R-UCB and MTS. Also, CoTS and MTS
again outperform KL-R-UCB by a significant margin. Figure 2.3b compares
the performance of G-ORS and CoTS (exploiting unimodality) for the steep
case. Here again, CoTS outperforms G-ORS. The lower bound constant for
the steep case obtained from Theorem 2 is 45.56, whereas until t = 10000,
CoTS achieves a constant of 46.49. This shows that CoTS is almost optimal.
Lossy
In the lossy case, we consider the following rate success probability vec-
tor: θ = (0.90, 0.80, 0.70, 0.55, 0.45, 0.35, 0.20, 0.10). Therefore, the vector
of expected throughput ξ is: ξ = (5.4, 7.2, 8.4, 9.9, 10.8, 12.6, 9.6, 5.4). The
defining property of the lossy case is that the optimal rate has a low success
probability, typically less than 0.5, i.e., the system loses significant packets
even at the optimal rate. Figure 2.4a compares the performance of KL-R-
UCB, MTS and CoTS (without exploiting unimodality) for the lossy case.
Similar to the gradual and steep cases, CoTS again outperforms both KL-
R-UCB and MTS. Also, CoTS and MTS again outperform KL-R-UCB by
a significant margin. Figure 2.4b compares the performance of G-ORS and
CoTS (exploiting unimodality) for the lossy case. Here again, CoTS outper-
forms G-ORS. The lower bound constant for the lossy case obtained from
Theorem 2 is 401.41, whereas until t = 10000, CoTS achieves a constant of
181.44. Again, the performance of CoTS is better than the asymptotic lower
bound in finite time.
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(a) Plot comparing the performance of KL-R-UCB, MTS and CoTS (without
exploiting unimodality) for the gradual case.
(b) Plot comparing the performance of G-ORS and CoTS (exploiting
unimodality) for the gradual case.
Figure 2.2: Performance of CoTS vs. state-of-the-art in 802.11g systems
with rate success probabilities characterized by the gradual case. Note that
CoTS outperforms the current state-of-the-art in both the cases, i.e.,
regardless of whether one exploits unimodality or not.
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(a) Plot comparing the performance of KL-R-UCB, MTS and CoTS (without
exploiting unimodality) for the steep case.
(b) Plot comparing the performance of G-ORS and CoTS (exploiting
unimodality) for the steep case.
Figure 2.3: Performance of CoTS vs. state-of-the-art in 802.11g systems
with rate success probabilities characterized by the steep case. Note that
CoTS outperforms the current state-of-the-art in both the cases, i.e.,
regardless of whether one exploits unimodality or not.
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(a) Plot comparing the performance of KL-R-UCB, MTS and CoTS (without
exploiting unimodality) for the lossy case.
(b) Plot comparing the performance of G-ORS and CoTS (exploiting
unimodality) for the lossy case.
Figure 2.4: Performance of CoTS vs. state-of-the-art in 802.11g systems
with rate success probabilities characterized by the lossy case. Note that
CoTS outperforms the current state-of-the-art in both the cases, i.e.,
regardless of whether one exploits unimodality or not.
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CHAPTER 3
BANDITS WITH TWO-LEVEL FEEDBACK
3.1 Motivation
Panoramic video streaming provides an immersive experience in a virtual
3D world and has received great attention from both academia and different
industries in recent years. One major challenge in high resolution panoramic
video streaming is that it demands 4 ∼ 6× the bandwidth as compared to
a regular video with the same resolution (see [31]). However, a user may
just need to see roughly 20% of the entire panoramic scene without affecting
her/his visual perception depending on her/his perspective. This small and
relevant portion of the entire panoramic scene is known as the user’s Field
of View (FoV). For instance, in the case of a panoramic roller coaster video,
a user can see either the front views or the back views at any given time.
Therefore, if a user’s motion is accurately predicted, it is sufficient to deliver
just 20% of the 360◦ video scene surrounding him/her, thereby significantly
reducing the network bandwidth consumption.
Unfortunately, it is impossible to achieve zero error in predicting a user’s
motion. As a result, a portion of the video larger than the FoV is usually
delivered to account for the imperfect motion prediction. As long as the
delivered portion covers the user’s FoV, the user will be able to successfully
view the content. Although a larger delivery portion can tolerate a larger
prediction error and thus yield a higher probability of prediction (FoV cover-
age), it can result in transmission failure due to the fact that a larger portion
of the video may exceed the maximum transmission rate at the current chan-
nel state. Thus, a central question is how to select an appropriate delivery
portion at each time to maximize system throughput or some other metric
of the user’s quality of experience.
Recent works (e.g., [31, 32, 33, 34, 35, 36, 37]) have explored various ef-
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ficient user motion prediction algorithms and have used them to aid adap-
tive delivery portion selection for panoramic video streaming. These papers
typically require the collection of head motion traces from many users for
different video content, and subsequently train a motion prediction model
on the collected data. However, they neither explore fast-changing wireless
environments nor adapt to user’s personal behavior and panoramic video con-
tent. To this end, in this thesis, we formulate the delivery portion selection
problem as a stochastic multi-armed bandit (MAB) problem, where different
delivery portions of the panoramic scene correspond to different arms and the
goal is to minimize the regret (i.e., the gap between the optimal cumulative
throughput and the cumulative throughput under an algorithm) over a finite
time horizon. The considered setup has two-level feedback, i.e., after each
arm is played, we receive both the prediction and transmission outcomes and
the reward is determined by the product of these two independent pieces of
information.
The MAB problem is a well-studied problem and has a wide array of
practical applications (see [38] for reference). In the traditional stochastic
MAB setting, at each time slot, an agent plays an arm (from a set of arms)
and receives a random reward drawn (independently across time) from the
reward distribution of the arm it played. The goal of the agent is to minimize
its regret over a certain time horizon (defined as the loss in expected reward
incurred by the agent as compared to an oracle which knows the optimal
arm) by taking sequential decisions which strike a delicate balance between
exploiting the information that the agent already has and exploring different
arms in order to gain more information. The fundamental difference between
our problem and the standard stochastic MAB problem is that our reward is
determined by the product of two independent pieces of random information
instead of simply one net reward feedback. Although we can consider the
product of the two levels of feedback as the net reward and formulate the
problem as the standard stochastic MAB problem, we wish to exploit the
potentially higher level of information that the two independent levels of
feedback can provide as compared to their product.
In their seminal work [39], the authors proved a fundamental lower bound
on the regret that can be achieved by any uniformly good algorithm for
the traditional stochastic MAB problem. Since then, a number of popular
and easy to implement algorithms have been designed which asymptotically
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achieve this fundamental lower bound (e.g., KL-UCB [26] and Thompson
sampling [40]). While some recent works (e.g., [41, 42]) have considered the
bandit problem with multiple-level feedback, they did not explore the gain
of information between multiple-level feedback and one-level feedback. Our
main contributions in this thesis are as follows:
1. We formulate the problem of maximizing the system throughput in
panoramic video delivery as a stochastic multi-armed bandit (MAB)
problem with two-level feedback. This non-standard formulation of the
stochastic MAB problem can be more generally useful in other MAB
application domains where multiple levels of feedback are available (see
Section 3.2).
2. We present and prove a lower bound on the regret of any uniformly
good algorithm (formally defined in Section 3.3) for the stochastic MAB
problem with two-level feedback. We show that this lower bound is
always at least as small as the lower bound for the standard MAB
problem with single feedback, illustrating the potential advantage of
using the multiple levels of feedback independently (see Section 3.3).
3. Using insights obtained from the lower bound, we design a KL-UCB-
style algorithm to efficiently solve the stochastic MAB problem with
two-level feedback. We theoretically analyze the performance of our
algorithm and show that it is asymptotically optimal (see Section 3.4).
4. In order to establish the practical utility of our algorithm, we conduct
experiments on synthetic data as well as data obtained from real traces.
We conclusively establish that our algorithm consistently outperforms
the standard KL-UCB algorithm (which is known to be optimal for the
single feedback problem, see Section 3.5).
3.2 Problem Formulation
We consider a single user downloading a 360◦ video from an access point (AP)
over a wireless channel, as shown in Fig. 3.1. We assume that the system
operates in slotted time with normalized time slots j ∈ {1, 2, . . . , n}. In each
time slot j, only a portion (typically 20%) of the whole panoramic scene
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can be seen by a user, namely the Field of View (FoV). If we can accurately
predict a user’s head movement, then it is sufficient to deliver just 20% of the
whole scene, which consumes only 1/5th of the originally required wireless
bandwidth. Unfortunately, a user typically randomly moves his/her head
depending on his/her interest in the video content. Hence, it is unavoidable
to incur errors in head motion prediction. To mitigate this, we usually deliver











Figure 3.1: Wireless panoramic video streaming system
We note that each panoramic video is usually partitioned into a series of
chunks, where each chunk has a fixed number of tiles of the same duration.
In each time slot, a subset of tiles can be selected for transmission. Since
there are a finite number of subsets of tiles in each video chunk, we assume
that there are K different rates corresponding to different portions of the
panoramic scenes with 0 < r1 < r2 < · · · < rK , where r1 refers to the rate
when only the predicted FoV is delivered and rK corresponds to the rate
that delivers the whole panoramic video. We use Xi(j) = 1 to denote that
user’s FoV is covered by the delivered portion in time slot j when rate ri
is used (Xi(j) = 0 otherwise). Let αi , Pr{Xi(j) = 1} be the prediction
probability. Note that the AP gets to know the user’s exact FoV after each
transmission, even if the transmission fails, since the user’s device automat-
ically records the user’s current motion orientation (yaw, pitch, roll) and
sends that information back to the AP. Hence, if rate ri was used in time
slot j for transmission, the AP always knows the outcome of Xi(j).
We assume that user’s channel rate is independently and identically dis-
tributed (i.i.d.) over time. We assume that channel rate is unknown at the
beginning of each time slot. If the selected rate is less than or equal to the
channel rate, then the wireless transmission will succeed. Otherwise, the
transmission will fail. We use Yi(j) = 1 to denote a successful transmission
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when the rate ri is used in time slot j (Yi(j) = 0 if the transmission fails).
Let βi , Pr{Yi(j) = 1} be the transmission probability.
Let i(t) ∈ {1, 2, ..., K} denote the index of the rate used for transmis-
sion at time slot t. Note that the user can successfully view the desired
content only when both the prediction and the transmission are success-
ful, i.e., Xi(t)(t)Yi(t)(t) = 1. Hence, the user’s throughput in time slot t is
ri(t)Xi(t)(t)Yi(t)(t). Our model can also accommodate other panoramic video
coding schemes, where the portion containing the FoV is encoded with a high
resolution and the rest of scenes are encoded with lower resolution. In such
a regime, rate ri can be viewed as a measure of the user’s QoE (quality of
experience) and a transmission is considered to fail if the intended QoE is
not delivered to the user.
In this thesis, the AP needs to make a decision on the selected rate in
order to maximize the system throughput (or some other metric of QoE as
mentioned above). If both the user’s prediction and transmission probabil-
ities (i.e., {αi, βi, i = 1, 2, . . . , K}) are known, then the optimal through-
put can be achieved by solving the following optimization problem: i∗ ∈
arg maxi=1,2,...,K riαiβi. However, both the prediction and transmission prob-
abilities are unknown, since they rely on many factors such as the wireless
environment, the panoramic video content, and the user’s personal behavior.
Thus, the algorithm not only needs to learn these statistics (also known as
(a.k.a.) exploration) but also to select the best rate so far (a.k.a. exploita-
tion). Our goal is to design a learning algorithm that achieves the maximum
system throughput within n time slots, where n is some positive integer.
This is equivalent to minimizing the regret, which is the gap between the
expected accumulated throughput and the optimal throughput, i.e.,











where ∆k = ri∗αi∗βi∗ − rkαkβk and Tk(n) denotes the number of times rate
rk was used as the rate of transmission until the end of time slot n.
Different from the traditional multi-armed bandit problem (where only the
product Xi(t)(t)Yi(t)(t) is available as feedback), both prediction and trans-
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mission outcomes (i.e., Xi(t)(t) and Yi(t)(t)) are available to us after each
decision on the selected rate. This additional level of feedback information
can indeed be efficiently leveraged to reduce the regret compared with the
single feedback counterpart. To that end, we first characterize the fundamen-
tal lower bound on the regret if two-level feedback information is available
and compare it with that in the traditional multi-armed bandit problem with
single feedback information. Note that, in this thesis, we do not consider any
possible structure in {αi, i = 1, 2, ..., K} and {βi, i = 1, 2, ..., K} which can
further possibly improve throughput, in addition to exploiting two-level feed-
back. We leave the task of incorporating such structure to future work (see
[10], [43] and references therein for literature on structured bandit problems).
3.3 Lower Bound on the Regret
In this section, we derive a lower bound on the regret (as defined in Equation
(3.1)) achieved by any uniformly good algorithm for the stochastic multi-
armed bandit problem with two-level feedback. We use the analysis technique
from [39] and adapt it to our problem setup, similar to [44]. We adopt
notation similar to [44] for ease of exposition.
Theorem 3. For the stochastic multi-armed bandit problem with two-level
feedback, let ψ be any uniformly good algorithm, i.e., as n → ∞, the regret
achieved by ψ (for any valid problem instance) belongs to the set o(nδ),1 for













d(αk, x) + d(βk, y)
,
where d(a, b) , a log a
b
+(1−a) log 1−a
1−b denotes the KL-divergence between two
Bernoulli random variables with mean a and b respectively, and 1{A} = 1 if
event A is true and 0 otherwise.
1f(n) ∈ o(g(n)) if for all c > 0, there exists some k > 0 such that 0 ≤ f(n) <
cg(n),∀n ≥ k
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Proof. Let the original vector of prediction and transmission success proba-
bilities be denoted by θ, i.e., θ , (θ1, θ2, ..., θK), where θi = (αi, βi). Note
that we assume a unique optimal rate, i.e., ri∗αi∗βi∗ > riαiβi,∀i 6= i∗. Next,
we consider a sub-optimal rate rk with parameter θk = (αk, βk), i.e, k 6= i∗,
and lower bound the number of times transmissions at rate rk (i.e., Tk(n))
are made by any uniformly good algorithm ψ (as defined in the theorem).
Using standard change of measure arguments as in [39], we can show that if






(1− χ)(1− δ) log n
(1 + γ)
(
d(αk, x) + d(βk, y)
)) = 0, (3.2)
where 0 < δ, χ < 1, γ > 0, and 0 ≤ x, y ≤ 1 satisfies rkxy > ri∗αi∗βi∗ .
If ri∗αi∗βi∗ ≥ rk, then limn→∞ Pθ
(
Tk(n) ≤ c × o(log n)
)
= 0, where c is a
problem-dependent constant. Note that only the case ri∗αi∗βi∗ < rk is non-
trivial. To get the tightest lower bound, we optimize the upper bound inside






(1− χ)(1− δ) log n







(1− χ)(1− δ) log n




F (αk, βk) = min
0≤x,y≤1
xy>ri∗αi∗βi∗/rk
d(αk, x) + d(βk, y),
F (υ)(αk, βk) = min
0≤x,y≤1,υ>0
xy≥ri∗αi∗βi∗/rk+υ
d(αk, x) + d(βk, y),






(1− χ)(1− δ) log n
(1 + γ)F (υ)(αk, βk)
)
= 1. (3.3)
Since δ, χ, γ and υ are positive variables that can be chosen to be arbi-
trarily close to 0, we can use results 2 and 3 from Lemma 1 (presented after
this theorem) along with simple algebraic manipulations to write the above
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d(αk, x) + d(βk, y)
)
= 1,
for a sufficiently small ε > 0. The desired result follows straightforwardly
from the above equation (see [39] for more details).
We now present and prove an important lemma that quantifies the effect
that small perturbations in the constraints of the optimization problem in the
denominator of the lower bound have on its solution. In addition to being
useful in the proof of the lower bound, this lemma will also be extremely
useful in our analysis for establishing an upper bound on the regret achieved
by the KL-UCB-style algorithm that we design (Section 3.4).
Lemma 1. For 0 ≤ x, y < 1 and a constant c such that xy < c ≤ 1, consider
the following optimization problems:
(











d(x, p) + d(y, q).









d(x, p) + d(y, q).
The following results hold for the solutions to the above three optimization
problems:
1. p∗(x, y) > x and q∗(x, y) > y.
2. Let hc(x, y) ,
√
(x− y)2 + 4c(1− x)(1− y). The following results
hold:
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Additionally, the following bounds quantify the impact of perturbations on the
KL-divergence between two Bernoulli random variables.
3. Let β > α.
(a) For ε1 ∈ [0, 1−α2 ] and ε2 ∈ [0, 1− β] such that ε1 + ε2 < β − α, the
following result holds:
d(α + ε1, β − ε2) ≥ d(α, β)− c1ε1 − c2ε2,
where c1 = log
β(1−α)
α(1−β) + 2 and c2 =
1−α
1−β .
(b) For ε1 ∈ [0,min{α2 ,
1−α
2





d(α− ε1, β + ε2) ≤ d(α, β) + c′1ε1 + c′2ε2,
where c′1 = log
β(1−α)






Proof. Although the constraint on p∗(x, y) and q∗(x, y) is that p∗(x, y)×
q∗(x, y) ≥ c, we will show that p∗(x, y)q∗(x, y) = c. To this end, let us
assume to the contrary that p∗(x, y)q∗(x, y) = c′ > c. Since c′ > c > xy, one
of the following is true: p∗(x, y) > x or q∗(x, y) > y. Without loss of gener-
ality, let us assume that p∗(x, y) > x. Since p∗(x, y)q∗(x, y) = c′ > c, ∃ξ > 0
such that c < (p∗(x, y) − ξ)q∗(x, y) < c′ and p∗(x, y) − ξ > x. Therefore,
d(p∗(x, y)− ξ, x) + d(q∗(x, y), y) < d(p∗(x, y), x) + d(q∗(x, y), y). Clearly, this
is a contradiction. Therefore, p∗(x, y)q∗(x, y) = c and thus we can rewrite
the optimization problem as:
p∗(x, y) = arg min
c≤p≤1



















+ (1− y) log (1− y)p
p− c












Observe that at the boundary points in the domain of p (i.e., p = c and





(x− y)2 + 4c(1− y)(1− x)
2(1− y)
. (3.4)
For c = 1, p∗(x, y) = 1 trivially. Conveniently, the above equation also holds









(x+ y − 2xy)2
2(1− y)
=
x− y + x+ y − 2xy
2(1− y)
= x,
where the penultimate equality follows from the fact that x + y ≥ 2√xy ≥
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2xy,∀ 0 ≤ x, y ≤ 1. A similar analysis can be done to show q∗(x, y) > y by
simply swapping x and y in the above analysis. This proves the first part of
the lemma.














Note that the condition on ε implies that c > (x + ε)(y + ε), therefore,
p∗(α, β),∀α, β ∈ [x−ε, x+ε]×[y−ε, y+ε] can be solved using Equation (3.4).
To prove the above inequality, we first show that min
α,β∈[x−ε,x+ε]×[y−ε,y+ε]
p∗(α, β)
= p∗(x − ε, y + ε), by proving that dp
∗(α,β)
dα
≥ 0 and dp
∗(α,β)
dβ
≤ 0,∀α, β ∈




hc(α, β) + α− β − 2c(1− β)
2(1− β)hc(α, β)
, (3.5)
where hc(α, β) =
√
(α− β)2 + 4c(1− α)(1− β). We want to show that the
expression on the RHS is always greater than or equal to zero. The de-
nominator in the above equation is always positive, therefore, we need to
simply show that the numerator is always greater than or equal to zero. For
any α, β ∈ [x − ε, x + ε] × [y − ε, y + ε], let the numerator be denoted by:
g1(c) = hc(α, β)+α−β−2c(1−β). Observe that g1(c) is a concave function
in c. Also, note that g1(αβ) = 2α(β − 1)2 ≥ 0 and g1(1) = 0. For any
αβ < c ≤ 1, ∃λ ∈ [0, 1] such that c = λαβ + (1 − λ). Therefore, for any




Now, we need to show that dp
∗(α,β)
dβ




(α− 1)hc(α, β) + (α− β)(α− 1) + 2c(1− α)(1− β)
2(1− β)2hc(α, β)
. (3.6)
In order to show dp
∗(α,β)
dβ
≤ 0, we proceed similarly as we did to show that
dp∗(α,β)
dα
≥ 0 and prove that −dp
∗(α,β)
dβ
≥ 0. The denominator of −dp
∗(α,β)
dβ
is always positive, therefore, we need to simply show that the numerator is
always greater than or equal to zero. For any α, β ∈ [x−ε, x+ε]×[y−ε, y+ε],





. Observe that g2(c) is a concave function in c. Also, note
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that g2(αβ) = 2α(1 − α)(β − 1)2 ≥ 0 and g2(1) = 0. For any αβ < c ≤ 1,
∃λ ∈ [0, 1] such that c = λαβ+(1−λ). Therefore, for any αβ < c ≤ 1, g2(c) ≥
λg2(αβ)+(1−λ)g2(1) ≥ 0. Therefore, −dp
∗(α,β)
dβ




Hence, we have: minα,β∈[x−ε,x+ε]×[y−ε,y+ε] p






=p∗(x− ε, y + ε)
=
x− y − 2ε+
√
(x− y − 2ε)2 + 4c(1− x+ ε)(1− y − ε)
2(1− y − ε)
(a)
≥
x− y − 2ε+
√
h2c(x, y) + 4ε
2(1− c) + 4ε(x− y)(c− 1)
2(1− y)
≥
x− y − 2ε+
√



























where step (a) follows from the definition hc(x, y), i.e., h
2
c(x, y) = (x −
y)2 + 4c(1 − x)(1 − y); (b) follows from the fact that (x − y)(c − 1) ≥ −2;
(c) follows from the inequality
√
1− x ≥ 1 − x,∀x ∈ [0, 1] by choosing ε
such that 8ε
h2c(x,y)























Note that the conditions on ε imply that we can use Equation (3.4) to solve
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(x− y)2 + 4(c− ε)(1− y)(1− x)
2(1− y)
=













=p∗(x, y)− 2(1− x)
hc(x, y)
ε,
where the penultimate inequality (a) follows from the inequality
√
1− x ≥




< 1. A similar




, c − xy}: q∗−ε(x, y) ≥
q∗(x, y)− 2(1−y)
hc(x,y)
ε. We can prove part 2(c) of the lemma in a similar fashion
as above.
Next, we prove that for 0 ≤ ε1 ≤ 1−α2 and 0 ≤ ε2 ≤ 1 − β such that
ε1 + ε2 < β−α, if β > α, then d(α+ ε1, β− ε2) ≥ d(α, β)− c1ε1− c2ε2, where
c1 = log
β(1−α)
α(1−β) + 2 and c2 =
1−α
1−β . Consider:
d(α + ε1, β − ε2)
= (α + ε1) log
α + ε1
β − ε2
+ (1− α− ε1) log
1− α− ε1
1− β + ε2




















≥ d(α, β)− ε1 log
β(1− α)
α(1− β)
+ (1− α) log(1− ε1
1− α
)
− (1− α) log(1 + ε2
1− β
)


















where the penultimate inequality as well as the last inequality follow from
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x, ∀x > −1. A similar analysis can be done to prove part 3(b) of the lemma.
This concludes the proof of the lemma.
We now present a corollary to Theorem 3 that shows that the lower bound
on the regret with two-level feedback information is less than or equal to the
standard lower bound on the regret with single feedback information (i.e.,




















Proof. It suffices to show that
d(αk, x) + d(βk, y) ≥ d(αkβk, xy). (3.8)
We consider four independent Bernoulli random variables X1 ∼ Ber(αk),
Y1 ∼ Ber(βk), X2 ∼ Ber(x), and Y2 ∼ Ber(y). By considering the two
random vectors Z1 = (X1, Y1) and Z2 = (X2, Y2), from the additive property
of the KL-divergence (see [45] for details) for independent random variables,
we get
KL(Z1||Z2) = KL(X1||X2) +KL(Y1||Y2)
= d(αk, x) + d(βk, y),
(3.9)
where we have used the notation KL to denote the KL-divergence between
the distributions of random vectors or random variables and d(a, b) is the
KL-divergence between two Bernoulli random variables with means a and b.
Next, consider a channel which takes two Bernoulli random variables X, Y as
input and produces the output XY. Suppose we give Z1 = (X1, Y1) and Z2 =
(X2, Y2) as inputs to this channel, the KL-divergence between the outputs
will be less than or equal to the KL-divergence between the corresponding
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inputs, a property known as the data processing inequality in information
theory [45]. Thus, we have
KL(Z1||Z2) ≥ KL(X1Y1||X2Y2) = d(αkβk, xy). (3.10)
By combining Equations (3.9) and (3.10), we have the desired result.
Remark 2. We would like to point out that depending on the values of
{αi, βi, ri; i = 1, 2, ..., K}, the difference between the lower bound in the two-
level feedback case and the lower bound in the traditional single feedback case
can be significant. Therefore, there is substantial potential in exploiting the
multiple levels of feedback available to us.
3.4 Algorithm Design and Analysis
In this section, we will propose an algorithm that achieves the lower bound on
the regret derived in Section 3.3. Our proposed algorithm extends the well-
known Kullback-Leibler Upper Confidence Bound (KL-UCB) algorithm (see
[38, Chapter 10]) and efficiently leverages two-level feedback information.
To describe our algorithm, we will define certain quantities. Recall that
i(t) denotes the index of the rate selected for transmission at time slot t and
Ti(t) denotes the number of times that rate ri is selected, until time slot t.
Let Si,1(t) ,
∑t
j=1 Xi(t)(t)1{i(t) = i} and Si,2(t) ,
∑t
j=1 Yi(t)(t)1{i(t) = i}
respectively denote the number of times that the prediction is successful and
the number of times that the wireless transmission is successful when rate ri
is selected until time slot t. The algorithm is presented as Algorithm 6.
Intuitively, in Algorithm 6, we maintain a pair of counters (i.e., Si,1(t) and
Si,2(t)) to track prediction and transmission outcomes when rate ri is used,
and use these counters to obtain the corresponding estimated probabilities
for successful prediction and transmission. Different from the traditional
KL-UCB with single feedback, we jointly consider the uncertainties in the
estimated probabilities for successful prediction and transmission. It turns
out that such a design yields the regret that asymptotically matches the lower
bound we derived, as shown next.
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Algorithm 6 KL-UCB with two-level feedback
Choose each rate once.
Subsequently, in each time slot t, select the rate ri(t) satisfying























≤ p ≤ 1; Si,2(t)
Ti(t)
≤ q ≤ 1
}
.
Theorem 4. The regret achieved by Algorithm 6 for the stochastic multi-












d(αk, x) + d(βk, y)
.
Before diving deep into the technical details of the proof, we will present
a brief overview.
3.4.1 Proof Overview
The intuition behind the proof technique we use is along similar lines as the
intuition behind the proof technique of the standard KL-UCB algorithm (see
[38] for more details). From the definition of regret in Equation (3.1), we note
that in order to prove an upper bound on the regret achieved by Algorithm 6,
we simply need to upper bound the number of times the algorithm transmits
at a sub-optimal rate. To this end, we split the analysis into the following
steps:
1. Let τ be defined as the time after which, for a small ε > 0, the opti-
mal rate’s index (as computed by Algorithm 6) will always be strictly
greater than ri∗(αi∗ − ε)(βi∗ − ε). Intuitively, after time τ , the optimal
rate’s index will be close to its true value. We upper bound E[τ ] in
Lemma 2.
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2. We bound the expected number of times the index of a sub-optimal rate
will be greater than riαiβi + ε, for a small ε > 0 (see Lemma 3). After
time τ , a sub-optimal rate will be transmitted only if its index exceeds
its true index substantially, since the optimal rate’s index will be close
to its true index. Therefore, Lemma 3 allows us to upper bound the
number of times a sub-optimal rate will be transmitted after the time
τ .
3. We combine the above two results to bound the expected number of
times a sub-optimal rate is transmitted and subsequently get the bound
on regret.
3.4.2 Technical Details
Lemma 2. (Underestimating the optimal arm) Let X1, X2, ..., Xn and
Y1, Y2, ..., Yn be independent and identically distributed Bernoulli random vari-








j=1 Yj. Let ε > 0, d





































where the last inequality follows from the union bound. Let us consider the
first term on the right-hand side of the above inequality (the second term
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can be analysed similarly). Note that the proof is similar to the proof of in
[38, Lemma 10.7].










































where (a) follows from the definition of d+(x, y), (b) follows from [38, Lemma
10.2], (c) follows from [38, Corollary 10.4]. A similar analysis can be done
for the second term on the right-hand side of Equation (3.11) to obtain:
P({∃1 ≤ s ≤ n : d+(β̂s, β − ε)−
log f(t)
s
> 0}) ≤ 1
2f(t)ε2
.


















Lemma 3. (Overestimating a sub-optimal arm) Let X1, X2, ..., Xn and
Y1, Y2, ..., Yn be independent and identically distributed Bernoulli random vari-








j=1 Yj. Let hc(x, y) be as defined in Lemma 1. Let
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∆ > 0, such that αβ + ∆ < 1. Let a > 0 and
p∗, q∗ = arg min
0≤p,q≤1
pq≥αβ+∆









































1 + α + β
,
(p∗ − α)(1− β)
2− β + 4
hαβ+∆(α,β)
,
(q∗ − β)(1− α)
2− α + 4
hαβ+∆(α,β)
}.










where γ , min{α, β}.



























































P(|α̂s − α| > ε) +
n∑
s=1


































d(β + ε, β)
+
1









where (a) follows from the result 2(a) in Lemma 1, (b) follows from the defi-
nition of ξ, (c) follows from Chernoff’s bound, and (d) follows from Pinsker’s
inequality. The result follows from taking the infimum over ε to obtain the
tightest bound.
Let us consider the case when either α = 1 or β = 1 (both cannot be
equal to one due to the assumption that αβ < 1). Without loss of generality,
let us assume that α = 1 and β < 1. It can be readily seen that p∗ = 1
and q∗ = αβ + ∆ = β + ∆ (similar to proof of Lemma 1). With the above
observation, the result can be proved similar to the proof for the previous
case (when 0 ≤ α, β < 1).
Proof of Theorem 4:
Equipped with the three lemmas we have, we now prove the main result.
Consider a sub-optimal rate ri, i.e., i 6= i∗. Recall that Ti(n) denotes the
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number of times that the rate ri is used for transmission until the end of
time slot n. We will bound E[Ti(n)] and eventually bound the overall regret
using Equation (3.1). Let (p∗i∗ , q
∗




d(αi∗ , p) + d(βi∗ , q) and
f(t) = 1+t log2 t. We will split the analysis into three cases: (i) ri∗αi∗βi∗
ri
≤ 1,






≤ 1, 0 ≤ αi, βi < 1.

















































≤ E[τ ] + E
[ n∑
t=1










≤ E[τ ] + E[κ],
where (a) follows from Algorithm 6 and the definition of τ , and (b) follows




























where the first inequality follows from Lemmas 2 and 3 with
∆i,ε1 =
ri∗αi∗βi∗ − riαiβi − ri∗ε1(αi∗ + βi∗)
ri
,
and Mαi,βi,∆i,ε1 ,ε2 and Γαi,βi,∆i,ε1 as defined in Lemma 3.
The second inequality follows from Lemma 1 with
M ′αi,βi,∆i,ε1 ,ε2 = d(αi + ε2, p
∗
i − k1ε1 − k2ε2)
+ d(βi + ε2, q
∗








d(αi, p) + d(βi, q),
k1 =























≤ 1, either αi = 1 or βi < 1. If either αi = 1 or βi = 1,






( log(1 + t log2 t)





























Note that after time τ , rate ri will never be transmitted since ri < ri∗(αi∗−






≤ E[τ ] ≤ 4
ε2
, (3.16)
where the last inequality follows from Lemma 2.
The final result can be obtained by combining Equations (3.14)–(3.16), us-
ing results 2 and 3 from Lemma 1 and taking limit superior (see [38, Chapter
8] for more details).
3.5 Experimental Results
In this section, we perform experiments to evaluate the regret performance
of our proposed KL-UCB algorithm with two-level feedback information. We
first consider a synthetic experiment with both the prediction and transmis-
sion outcomes being directly generated by Bernoulli random variables with
means αi and βi, respectively, when rate ri is used. In such a case, we con-
sider the simulation setup with five different selected rates, as listed in Table
3.1. In the simulation setup, we run 5000 experiments to get the average
results and each experiment’s time horizon is set to 104 time slots. We plot
the mean and 1.96 standard deviation (95% confidence interval) of the regret
in Fig. 3.2a. We can observe from the Fig. 3.2a that KL-UCB algorithm
with two-level feedback information outperforms its counterpart with single
feedback information.
Next, we conduct an experiment using a real panoramic video trace from
the dataset in [31]. We predict the FoV of the user by modeling the head
motion as an autoregressive (AR) process and estimating the parameters of
the AR process using the Yule-Walker equation [46]. Channel fading is not
54
Table 3.1: Synthetic simulation parameters
arm1 arm2 arm3 arm4 arm5
Rate rn 2 3 5 6 9
Prediction
prob. αn
0.1 0.3 0.5 0.65 0.9
Transmission
prob. βn
0.99 0.6 0.4 0.2 0.05
Average
throughput
0.198 0.54 1 0.78 0.405
(a) Synthetic experiments (b) Real trace simulation
Figure 3.2: Regret performance
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a part of this dataset, so we generate the channel state process synthetically.
In particular, the channel rates are 2, 4, 5.5, 6, 7, and 8 with corresponding
transmission probabilities 0.1, 0.15, 0.25, 0.25, 0.2, and 0.05. In our sim-
ulation, we consider five different transmission rates 1.5, 3.2, 5.2, 5.7, and
8.6. Different from the synthetic experiments, the optimal throughput is
unknown and thus is obtained by running experiments for each fixed trans-
mission rate. We plot the results in Fig. 3.2b. Observe that KL-UCB with
two-level feedback still yields a smaller regret than that with single feedback





4.1 Background and Problem Formulation
A key component of reinforcement learning algorithms is to learn or ap-
proximate value functions under a given policy [47], [48], [49], [50], [51], [4].
Many existing algorithms for learning value functions are variants of the
temporal-difference (TD) learning algorithms [47], [52], and can be viewed
as stochastic approximation algorithms for minimizing the Bellman error (or
objectives related to the Bellman error). Characterizing the convergence of
these algorithms, such as TD(0), TD(λ), GTD, nonlinear GTD has been
an important objective of reinforcement learning [49], [53], and [54]. The
asymptotic convergence of these algorithms with diminishing steps has been
established using stochastic approximation theory in many prior works (com-
prehensive surveys on stochastic approximations can be found in [55], [56],
and [57]).
The conditions required for theoretically establishing asymptotic conver-
gence in an algorithm with diminishing step-sizes imply that the learning rate
becomes very small very quickly. As a result, the algorithm will require a very
large number of samples to converge. Reinforcement learning algorithms used
in practice follow a pre-determined learning rate (step-size) schedule which,
in most cases, uses decaying step-sizes first and then a fixed step-size. This
gap between theory and practice has prompted a sequence of works on the
finite-time performance of temporal difference learning algorithms with either
time-varying step-sizes or constant step-sizes [58, 59, 60, 61, 62, 63]. Most
of these results are for single time-scale TD algorithms, except [59] which
considers two time-scale algorithms with decaying step-sizes. Two time-scale
TD algorithms are an important class of reinforcement learning algorithms
because they can improve the convergence rate of TD learning or remedy the
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instability of single time-scale TD in some cases. This chapter of the thesis
focuses on two time-scale linear stochastic approximation algorithms with
constant step-sizes. The model includes TDC, GTD and GTD2 as special
cases (see [64], [65] and [49] for more details).
Besides the theoretical analysis of the finite-time performance of two time-
scale reinforcement learning algorithms, another important aspect of rein-
forcement learning algorithms, which is imperative in practice but has been
largely overlooked, is the design of learning rate schedule, i.e., how to choose
proper step-sizes to improve the sample efficiency and reduce the learning
time. This report addresses this important question by developing princi-
pled heuristics based on the finite-time performance bounds.
The main contributions of this chapter are summarized below.
1. Finite Time Performance Bounds: We study two time-scale lin-
ear stochastic approximation algorithms, driven by Markovian samples.
We establish finite time bounds on the mean-square error with respect
to the fixed point of the corresponding ordinary differential equations
(ODEs). The performance bound consists of two parts: a steady-state
error and a transient error, where the steady-state error is determined
by the step-sizes but independent of the number of samples (or number
of iterations), and the transient error depends on both step-sizes and
the number of samples. The transient error decays geometrically as the
number of samples increases. The key differences between our contri-
butions and [59] include (i) we do not require a sparse projection step
in the algorithm; and (ii) we assume constant step-sizes which allows
us to develop the adaptive step-size selection heuristic mentioned next.
2. Adaptive Learning Rate Selection: Based on the finite-time per-
formance bounds, in particular, the steady-state error and the transient
error terms in the bounds, we propose an adaptive learning rate selec-
tion scheme. The intuition is to use a constant learning rate until
the transient error is dominated by the steady-state error; after that,
running the algorithm further with the same learning rate is not very
useful and therefore, we reduce the learning rate at this time. To ap-
ply adaptive learning rate selection in a model-free fashion, we develop
data-driven heuristics to determine the time at which the transient er-
ror is close to the steady-state error. A useful property of our adaptive
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rate selection scheme is that it can be used with any learning rate sched-
ule which already exists in many machine learning software platforms:
one can start with the initial learning rate suggested by such sched-
ules and get improved performance by using our adaptive scheme. Our
experiments on Mountain Car and Inverted Pendulum show that our
adaptive learning rate selection significantly improves the convergence
rates as compared to optimal polynomial decay learning rate strategies
(see [59] and [66] for more details on polynomial decay step-size rules).
4.1.1 Model, Notation and Assumptions
We consider the following two time-scale linear stochastic approximation
algorithm:
Uk+1 = Uk + ε
α (Auu(Xk)Uk + Auv(Xk)Vk + bu(Xk))
Vk+1 = Vk + ε
β (Avu(Xk)Uk + Avv(Xk)Vk + bv(Xk)) ,
(4.1)
where {Xk} are the samples from a Markov process. We assume β < α so





. Therefore, V is updated at a faster time scale than U.
In the context of reinforcement learning, when combined with linear func-
tion approximation of the value function, GTD, GTD2, and and TDC can
be viewed as two time-scale linear stochastic approximation algorithms, and
can be described in the same form as in Equation (4.1). For example, TDC
with linear function approximation is as follows:
Uk+1 =Uk + ε
α (φ(Xk)− ζφ(Xk+1))φ>(Xk)Vk






where ζ is the discount factor, φ(x) is the feature vector of state x, Uk is
the weight vector such that φ>(x)Uk is the approximation of value function
of state x at iteration k, δk = c(Xk) + ζφ
>(Xk+1)Uk − φ>(Xk)Uk is the TD
error, and Vk is the weight vector such that φ
>(x)Vk is the estimate of the
TD error for state x at iteration k.
We now summarize the notation we use throughout in this report and the
assumptions we make.
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• Assumption 1: {Xk} is a Markov chain with state space S. We







E [Auu(Xk)] E [Auv(Xk)]











Note that without the loss of generality, we assume b̄ = 0 which al-
lows for the fixed point of the associated ODEs to be 0. This can be
guaranteed by appropriate centering. We define
B(Xk) =Auu(Xk)− Auv(Xk)Ā−1vv Āvu, B̄ =Āuu − ĀuvĀ−1vv Avu,
B̃(Xk) =Avu(Xk)− Avv(Xk)Ā−1vv Āvu,
¯̃B =Āvu − ĀvvĀ−1vv Āvu.
• Assumption 2: We assume the following:
max{‖bu(x)‖, ‖bv(x)‖} ≤ bmax <∞∀x ∈ S,
max{‖B(x)‖, ‖B̃(x)‖, ‖Auu(x)‖, ‖Avu(x)‖,
‖Auv(x)‖, ‖Avv(x)‖} ≤ 1∀x ∈ S.
Note that the above assumptions imply that the steady-state limits of
the random matrices/vectors will also satisfy the same inequalities.
• Assumption 3: We assume Āvv and B̄ are Hurwitz and Āvv is in-
vertible. Let Pu and Pv be the solutions to the following Lyapunov
equations:
−I = B̄>Pu + PuB̄,
−I = Ā>vvPv + PvĀvv.
Since both Āvv and B̄ are Hurwitz, Pu and Pv are real positive definite
matrices.
• Assumption 4: Define τ∆ ≥ 1 to be the mixing time of the Markov
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chain {Xk}. We assume
‖E[bk|X0 = i]‖ ≤ ∆,∀i, ∀k ≥ τ∆,
‖B̄ − E[B(Xk)|X0 = i]‖ ≤ ∆,∀i, ∀k ≥ τ∆,
‖ ¯̃B − E[B̃(Xk)|X0 = i]‖ ≤ ∆,∀i, ∀k ≥ τ∆,
‖Āuv − E[Auv(Xk)|X0 = i]‖ ≤ ∆,∀i, ∀k ≥ τ∆,
‖Āvv − E[Avv(Xk)|X0 = i]‖ ≤ ∆,∀i, ∀k ≥ τ∆.
• Assumption 5: As in [63], we assume that there exists K ≥ 1 such
that τ∆ ≤ K log( 1∆). For convenience, we choose
∆ = 2εα
(
1 + ‖Ā−1vv Āvu‖+ εβ−α
)
and drop the subscript from τ∆, i.e., τ∆ = τ . Also, for convenience,
we assume that ε is small enough such that ε̃τ ≤ 1
4
, where ε̃ = ∆ =
2εα
(
1 + ‖Ā−1vv Āvu‖+ εβ−α
)
.












where ξu = 2‖PuĀuv‖ and ξv = 2
∥∥PvĀ−1vv ĀvuB̄∥∥ .
• Let γmax and γmin denote the largest and smallest eigenvalues of Pu and
Pv, respectively. So γmax and γmin are also upper and lower bounds on
the eigenvalues of P.
4.2 Finite-Time Performance Bounds
To establish the finite-time performance guarantees of the two time-scale
linear stochastic approximation algorithm (in Equation (4.1)), we define
Zk = Vk + Ā
−1







Then we consider the following Lyapunov function:
W (Θk) = Θ
>
k PΘk, (4.3)
where P is a symmetric positive definite matrix defined in Equation (4.2) (P
is positive definite because both Pu and Pv are positive definite matrices).
The reason to introduce Zk will become clear when we introduce the key idea
of our analysis based on singular perturbation theory.
The following lemma bounds the expected change in the Lyapunov function
in one time step.
Lemma 4. For any k ≥ τ and ε, α, and β such that η1ε̃τ + 2 ε̃
2
εα
γmax ≤ κ12 ,
the following inequality holds:







E[W (Θk)] + ε2βτη2,
where ε̃ = 2εα
(
1 + ‖Ā−1vv Āvu‖+ εβ−α
)
, and η1, η2 κ1, and κ2 are constants
independent of ε.
The proof of Lemma 4 is somewhat involved, and we defer the proof to
the supplementary material section. The definitions of η1, η2, κ1 and κ2 are
also not presented here. Here, we provide some intuition behind the result
by studying a related ordinary differential equation (ODE). In particular,
consider the expected change in the stochastic system divided by the slow
time-scale step-size εα:
E[Uk+1 − Uk|Uk−τ = u, Vk−τ = v,Xk−τ = x]
εα
=E [ (Auu(Xk)Uk + Auv(Xk)Vk + bu)|Uk−τ = u, Vk−τ = v,Xk−τ = x]
εα−β
E[Vk+1 − Vk|Uk−τ = u, Vk−τ = v,Xk−τ = x]
εα
=E [ (Avu(Xk)Uk + Avv(Xk)Vk + bv(Xk))|Uk−τ = u, Vk−τ = v,Xk−τ = x] ,
(4.4)
where the expectation is conditioned sufficiently in the past in terms of the
underlying Markov chain (i.e. conditioned on the state at time k − τ instead
of k) so the expectation is approximately in steady-state.
Approximating the left-hand side by derivatives and the right-hand side
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using steady-state expectations, we get the following ODEs:
u̇ =Āuuu+ Āuvv (4.5)
εα−β v̇ =Āvuu+ Āvvv. (4.6)
Note that, in the limit as ε→ 0, the second of the above two ODEs becomes
an algebraic equation, instead of a differential equation. In the control theory
literature, such systems are called singularly-perturbed differential equations,
see for example [67]. In [68, Chapter 11], the following Lyapunov equation
has been suggested to study the stability of such singularly perturbed ODEs
(see the supplementary section for more details):
W (u, v) = du>Puu+ (1− d)
(




v + Ā−1vv Āvuu
)
, (4.7)
for d ∈ [0, 1]. The function W mentioned earlier in Equation (4.3) is the same
as above for a carefully chosen d.
The intuition behind the result in Lemma 4 can be understood by studying
the dynamics of the above Lyapunov function in the ODE setting. To simplify
the notation, we define z = v+ Ā−1vv Āvuu, so the Lyapunov function can also
be written as
W (u, z) = du>Puu+ (1− d)z>Pvz, (4.8)
and adapting the manipulations for nonlinear ODEs in [68, Chapter 11] to
our linear model, we get















d −dγmax − (1− d)γmaxσmin






and σmin is the upper bound on the induced 2-norm of the inverse of matrices







≥ (dγmax + (1− d)γmaxσmin)2 , (4.11)
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i.e., when
εα−β ≤ d(1− d)
2d(1− d)γmaxσmin + (dγmax + (1− d)γmaxσmin)2
. (4.12)








In particular, recall that we obtained the ODEs by dividing by the step-size
εα. Therefore, for the discrete equations, we would expect
E[W (Θk+1)−W (Θk)] ≈≤ −εα
λ̃min
γmax
E [W (Θk)] , (4.14)
which resembles the transient term of the upper bound in Lemma 4. The
exact expression in the discrete, stochastic case is of course different and
additionally includes a steady-state term, which is not captured by the ODE
analysis above.
Now, we are ready to the state the main theorem.
Theorem 5. For any k ≥ τ, ε, α and β such that η1ε̃τ + 2 ε̃
2
εα






















Theorem 5 essentially states that the expected error for a two-time scale
linear stochastic approximation algorithm comprises two terms: a transient
error term which decays geometrically with time and a steady-state error
term which is directly proportional to ε2β−α and the mixing time. This
characterization of the finite-time error is useful in understanding the impact
of different algorithmic and problem parameters on the rate of convergence,
allowing the design of efficient techniques such as the adaptive learning rate
rule which we will present in the next section.
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4.3 Adaptive Selection of Learning Rates
Equipped with the theoretical results from the previous section, one inter-
esting question that arises is the following: given a time-scale ratio λ = α
β
,
can we use the finite-time performance bound to design a rule for adapting
the learning rate to optimize performance?
In order to simplify the discussion, let εβ = µ and εα = µλ. Therefore,


















where K1 and K2 are problem-dependent positive constants. Since we want















In order to optimize performance for a given number of samples, we would like
to choose the learning rate µ as a function of the time step. In principle, one
can assume time-varying learning rates, derive more general mean-squared
error expressions (similar to Theorem 5), and then try to optimize over the
learning rates to minimize the error for a given number of samples. However,
this optimization problem is computationally intractable. We note that even
if we assume that we are only going to change the learning rate a finite
number of times, the resulting optimization problem of finding the times
at which such changes are performed and finding the learning rate at these
change points is an equally intractable optimization problem. Therefore, we
have to devise simpler adaptive learning rate rules.
To motivate our learning rate rule, we first consider a time T such that







From this time onwards, running the two time-scale stochastic approximation
algorithm any further with µ as the learning rate is not going to significantly
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Figure 4.1: The evolution of ‖Θk −Θ0‖.
improve the mean-squared error. In particular, the mean-squared error be-




Thus, at time T, it makes sense to reset µ as µ ← µ/ξ, where ξ > 1 is a
hyperparameter. Roughly speaking, T is the time at which one is close to
steady-state for a given learning rate, and therefore, it is the time to reduce
the learning rate to get to a new ”steady-state” with a smaller error.
The key difficulty in implementing the above idea is that it is difficult
to determine T . For ease of exposition, we considered a system centered
around 0 in our analysis (i.e., Θ∗ = 0). More generally, the results presented
in Theorem 5 and Equations (4.15) - (4.16) will have Θk replaced by Θk−Θ∗.
In any practical application, Θ∗ will be unknown. Thus, we cannot determine
‖Θk −Θ∗‖ as a function of k and hence, it is difficult to use this approach.
Our idea to overcome this difficulty is to estimate whether the algorithm
is close to its steady-state by observing ‖Θk − Θ0‖ where Θ0 is our initial
guess for the unknown parameter vector and is thus known to us. Note that
‖Θk −Θ0‖ is zero at k = 0 and will increase (with some fluctuations due to
randomness) to ‖Θ∗ − Θ0‖ in steady-state (see Fig. 4.1 for an illustration).
Roughly speaking, we approximate the curve in this figure by a sequence of
straight lines, i.e., perform a piecewise linear approximation, and conclude
that the system has reached steady-state when the lines become approxi-
mately horizontal. We provide the details next.
To derive a test to estimate whether ‖Θk −Θ0‖ has reached steady-state,
we first note the following inequality for k ≥ T (i.e., after the steady-state
time defined in Equation (4.17)):
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where the first pair of inequalities follow from the triangle inequality and
the second pair of inequalities follow from Equations (4.16) - (4.17), Jensen’s
inequality and letting d = E[‖Θ0 − Θ∗‖]. Now, for k ≥ T , consider the
following N points: {Xi = i, Yi = ‖Θk+i − Θ0‖}Ni=1. Since these points are
all obtained after the “steady-state” is reached, if we draw the best-fit line
through these points, its slope should be small. More precisely, let ψN denote
the slope of the best-fit line passing through these N points. Using Equation
(4.18) along with formulas for the slope in linear regression, and after some
algebraic manipulations, one can show that (details in the supplementary
material section):

























with high probability (for a sufficiently large constant
χ > 0). On the other hand, when the algorithm is in the transient state,
the difference between ‖Θk+m−Θ0‖ and ‖Θk −Θ0‖ will be O(mµ) since Θk
changes by O(µ) from one time slot to the next. Using this fact, the slope of
the best-fit line through N consecutive points in the transient state can be












will be lower than the
slope of the best-fit line in the transient phase, i.e., O (µ) (for a sufficiently
large χ). We use this fact as a diagnostic test to determine whether or not
the algorithm has entered steady-state. If the diagnostic test returns true,
we update the learning rate (see Algorithm 7).
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Algorithm 7 Adaptive learning rate rule
Hyperparameters: ρ, σ, ξ,N.
Initialize µ = ρ, ψN = 2σµ
1−λ
2 , Θ0, Θini = Θ0.
for i = 1, 2, ... do
Do two time-scale algorithm update.

















We note that our adaptive learning rate rule will also work for single time-
scale reinforcement learning algorithms such as TD(0) since our expressions
for the mean-square error, when specialized to the case of a single time-scale,
will recover the result in [63] (see [69] for more details).
4.4 Experiments
We implemented our adaptive learning rate schedule on two popular clas-
sic control problems in reinforcement learning - Mountain Car and Inverted
Pendulum, and compared its performance with the optimal polynomial de-
cay learning rate rule suggested in [59] (described in the next subsection).
We evaluated the following policies using the two time-scale TDC algorithm
(see [65] for more details regarding TDC):
• Mountain Car - At each time step, choose a random action ∈ {0, 2},
i.e., accelerate randomly to the left or right.
• Inverted Pendulum - At each time step, choose a random action in the
entire action space, i.e., apply a random torque ∈ [−2.0, 2.0] at the
pivot point.
Since the true value of Θ∗ is not known in both the problems we consider,
to quantify the performance of the TDC algorithm, we used the error met-
ric known as the norm of the expected TD update (NEU, see [65] for more
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details). For both problems, we used a O(3) Fourier basis (see [70] for more
details) to approximate the value function and used 0.95 as the discount
factor. More details regarding the experimental setup can be found in the
supplementary section.
Figure 4.2: Mountain Car
4.4.1 Learning Rate Rules and Tuning
1. The optimal polynomial decay rule suggested in [59] is the following:






, where α → 1 and
β → 2
3
. For our experiments, we chose α = 0.99 and β = 0.66. This
implies λ = α
β
= 1.5. Since the problems we considered require smaller







did a grid search to determine the best ρ0, i.e., the best initial learning
rate. The following values for ρ0 were found to be the best: Mountain
Car - ρ0 = 0.2, Inverted Pendulum - ρ0 = 0.2.
2. For our proposed adaptive learning rate rule, we fixed ξ = 1.2, N = 200
in both problems since we did not want the decay in the learning rate to
be too aggressive and the resource consumption for slope computation
to be high. We also set λ = 1.5 as in the polynomial decay case to
have a fair comparison. We then fixed ρ and conducted a grid search
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Figure 4.3: Inverted Pendulum
to find the best σ. Subsequently, we conducted a grid search over ρ.
Interestingly, the adaptive learning rate rule was reasonably robust to
the value of ρ. We used ρ = 0.05 in Inverted Pendulum and ρ = 0.1 in
Mountain Car. Effectively, the only hyperparameter that affected the
rule’s performance significantly was σ. The following values for σ were
found to be the best: Mountain Car - σ = 0.001, Inverted Pendulum -
σ = 0.01.
4.4.2 Results
For each experiment, one run involved the following: 10, 000 episodes with
the number of iterations in each episode being 50 and 200 for Inverted Pen-
dulum and Mountain Car respectively. After every 1, 000 episodes, train-
ing/learning was paused and the NEU was computed by averaging over 1, 000
test episodes. We initialized Θ0 = 0. For Mountain Car, 50 such runs were
conducted and the results were computed by averaging over these runs. For
Inverted Pendulum, 100 runs were conducted and the results were computed
by averaging over these runs. Note that the learning rate for each adaptive
strategy was adapted at the episodic level due to the episodic nature of the
problems. The results are reported in Figs. 4.2 and 4.3. As is clear from the
figures, our proposed adaptive learning rate rule significantly outperforms
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the optimal polynomial decay rule.
4.5 Supplementary Material
4.5.1 Proof of Lemma 4
The proof proceeds along similar lines as the corresponding proof in [63].
However, the results there cannot be directly applied to get the bounds in
this paper due to the fact that we would like to separate out the effects of
the ε, α and β from the other problem parameters, and additionally, the
Lyapunov function used here is different.
Recall that
Zk = Vk + Ā
−1
vv ĀvuUk,
so the stochastic recursions in terms of (U,Z) are
Uk+1 = Uk + ε
α (B(Xk)Uk + Auv(Xk)Zk + bu(Xk))
Zk+1 = Zk + Ā
−1
22 Ā21(Uk+1 − Uk) + εβ
(
B̃(Xk)Uk + Avv(Xk)Zk + bv(Xk)
)
= Zk + ε
αĀ−122 Ā21 (B(Xk)Uk + Auv(Xk)Zk + bu(Xk))
+ εβ
(
B̃(Xk)Uk + Avv(Xk)Zk + bv(Xk)
)
,
which can be written as a stochastic recursion in terms of Θk = (Uk, Zk) as
follows










Ā−1vv ĀvuB(Xk) + ε
β−αB̃(Xk) Ā
−1











We first establish a sequence of preliminary lemmas before we present the
proof of Lemma 4.
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Lemma 5. For any k ≥ 0, the following inequalities hold:
‖Ã(Xk)‖ ≤ δ,
‖ ¯̃A‖ ≤ δ,
‖b̃(Xk)‖ ≤ δbmax,
¯̃b = 0,
where δ = 2(1+‖Ā−1vv Āvu‖+εβ−α),
¯̃A = limk→∞ Ã(Xk), and
¯̃b = limk→∞ b̃(Xk).
Proof. We begin by proving the first inequality:
‖Ã(Xk)‖ ≤‖B(Xk)‖+ ‖Auv(Xk)‖+ ‖Ā−1vv ĀvuB(Xk)‖+ εβ−α‖B̃(Xk)‖
+ ‖Ā−1vv ĀvuAuv(Xk)‖+ εβ−α‖Avv(Xk)‖
≤1 + 1 + c+ c+ 2εβ−α
=2(c+ 1 + εβ−α),
(4.23)
where c = ‖Ā−1vv Āvu‖ and the last inequality follows from the assumptions.
Similarly, one can also show the remaining inequalities.
Lemma 6. For Θτ and Θ0, the following inequalities hold:
‖Θτ −Θ0‖ ≤ 2ε̃τ‖Θ0‖+ 2ε̃τ bmax,
‖Θτ −Θ0‖ ≤ 4ε̃τ‖Θτ‖+ 4ε̃τ bmax,
‖Θτ −Θ0‖2 ≤ 32ε̃2τ 2‖Θτ‖2 + 32ε̃2τ 2b2max,
where ε̃ = εαδ.
Proof. Recall that δ = 2
(




, therefore we have ε̃ = εαδ.
By applying Lemma 5, we obtain
‖Θk+1 −Θk‖ = εα‖Ã(Xk)Θk + b̃(Xk)‖ ≤ ε̃(‖Θk‖+ bmax). (4.24)
The result then follows from the steps in the proof of Lemma 3 in [63].
Lemma 7. For any k ≥ 0, the following inequality holds
∣∣(Θk+1 −Θk)>P (Θk+1 −Θk)∣∣ ≤ 2ε̃2γmax(‖Θk‖2 + b2max).
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Proof. The lemma follows directly from Equation (4.24):
∣∣(Θk+1 −Θk)>P (Θk+1 −Θk)∣∣ ≤ γmax‖Θk+1 −Θk‖2
≤ ε̃2γmax(‖Θk‖+ bmax)2
≤ 2ε̃2γmax(‖Θk‖2 + b2max).
Lemma 8. For all k ≥ τ , the following inequality holds:∣∣∣∣E [Θ>k P ( ¯̃AΘk − 1εα (Θk+1 −Θk)
)∣∣∣∣Θk−τ , Xk−τ]∣∣∣∣
≤10ε̃τγmax(1 + 6δ)(1 + bmax)
(
E[‖Θk‖2|Θk−τ , Xk−τ ] + (1 + bmax)2
)
=η̃1ε̃τE[‖Θk‖2|Θk−τ , Xk−τ ] + η̃2ε̃τ.
Proof. For ease of notation, we prove the lemma for k = τ , but the proof for























∣∣∣Θ0, X0]− E [Θ>τ P b̃(Xτ )∣∣∣Θ0, X0] .
(4.25)




















































∣∣∣Θ0, X0] = ∣∣∣Θ>0 P ( ¯̃A− E[Ã(Xτ )|X0])Θ0∣∣∣
≤




where the final inequality follows from the assumptions on the mixing time






vv Āvu + ε
β−α
)∥∥∥∥∥ ≤ δ = 2(1 + ‖Ā−1vv Āvu‖+



















where the last inequality follows from Lemma 5. Finally, we bound the third
and fourth terms on the RHS of Equation (4.26):∣∣∣∣E[(Θτ −Θ0)>P( ¯̃A− Ã(Xτ ))Θ0|Θ0, X0]∣∣∣∣
+
∣∣∣∣E[Θ>0 P( ¯̃A− Ã(Xτ ))(Θτ −Θ0)|Θ0, X0]∣∣∣∣
≤ 4δγmax‖Θ0‖E[‖Θτ −Θ0‖|Θ0, X0]
≤ 8ε̃δτγmax‖Θ0‖(‖Θ0‖+ bmax)
≤ 8ε̃δτγmax‖Θ0‖2 + 8ε′δτγmax‖Θ0‖bmax,
(4.29)
where the first inequality follows from Lemma 5 and the second inequality
follows from Lemma 6.
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Next we consider the second term on the RHS of Equation (4.25):∣∣∣∣− E[Θ>τ P b̃(Xτ )|Θ0, X0]∣∣∣∣
=
∣∣∣∣− E[Θ>0 P b̃(Xτ )|Θ0, X0]− E[(Θτ −Θ0)>P b̃(Xτ )|Θ0, X0]∣∣∣∣
≤ε̃γmax‖Θ0‖+ γmaxbmaxE[‖Θτ −Θ0‖|Θ0, X0]
≤ε̃γmax‖Θ0‖+ 2ε̃τγmaxbmax(‖Θ0‖+ bmax),
(4.30)
where the final inequality follows from Lemma 6.











8ε̃δτγmaxbmax + ε̃γmax + 2ε̃τγmaxbmax
)
‖Θ0‖
+ 2δγmaxE[‖Θτ −Θ0‖2|Θ0, X0]
≤
(
2ε̃γmax + 8ε̃δτγmax + ε̃τγmaxbmax + 4ε̃δτγmaxbmax
)
‖Θ0‖2
+ 2ε̃τγmaxbmax + 4ε̃δτγmaxbmax + ε̃γmax + 2ε̃τγmaxb
2
max
+ 2δγmaxE[‖Θτ −Θ0‖2|Θ0, X0]
≤
(







+ 2δγmaxE[‖Θτ −Θ0‖2|Θ0, X0]
≤
(

























γmax(1 + 6δ)(1 + bmax)
)(
32ε̃2τ 2E[‖Θτ‖2|Θ0, X0] + 32ε̃2τ 2b2max
)
≤10ε̃τγmax(1 + 6δ)(1 + bmax)E[‖Θτ‖2|Θ0, X0]
+ 10ε̃τγmax(1 + 6δ)(1 + bmax)
3,
(4.31)
where the second inequality follows from the fact that 2‖θ0‖ ≤ 1 + ‖θ0‖2
and τ ≥ 1, the fourth inequality follows from the triangle inequality and the
penultimate inequality follows from Lemma 6.
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Next, we lower bound the minimum eigenvalue of the matrix-valued func-
tion Ψ(·).















with ξ1, ξ2, ν > 0 and
µ ≥ 0. Then, the following holds




and κ2 is a constant that depends only on ξ1, ξ2 and ν.





































In order to obtain a lower bound on λmin(Ψ(µ)), we first establish an upper









+ (2ξ2)2, we have























f(µ) ≤ f(0) + f ′(0)µ+ κ2µ2






































We are now ready to prove Lemma 4. For any k ≥ τ , we have:
E [W (Θk+1)−W (Θk)|Θk−τ , Xk−τ ]
=E
[
2Θ>k P (Θk+1 −Θk) + (Θk+1 −Θk)>P (Θk+1 −Θk)|Θk−τ , Xk−τ
]
=E[2Θ>k P (Θk+1 −Θk − εαĀΘk)
+ (Θk+1 −Θk)>P (Θk+1 −Θk)|Θk−τ , Xk−τ ] + 2εαE[Θ>k PĀΘk|Θk−τ , Xk−τ ].



















ε−α+β − 2‖PvĀ−1vv ĀvuĀuv‖
)) .
Combining the above equation, Lemma 7 and Lemma 8 with Equation (4.36),
we obtain
E[W (Θk+1)−W (Θk)|Θk−τ , Xk−τ ]
≤− 2εαλminE[‖Θk‖2|Θk−τ , Xk−τ ] + εα
(




E[‖Θk‖2|Θk−τ , Xk−τ ] + b2max
)
≤E[‖Θk‖2|Θk−τ , Xk−τ ]
(










Applying the bound on λmin in Lemma 9, we further get
E[W (Θk+1)−W (Θk)|Θk−τ , Xk−τ ]
≤E[‖Θk‖2|Θk−τ , Xk−τ ]
(




















































E[W (Θk)] + ε2βτη2,
(4.37)
where the second inequality follows from the assumption on ε, α and β, and
the third inequality follows from the fact that ε < 1 and α > β.
4.5.2 The Lyapunov Function in Equation (4.7)
The rationale behind the Laypunov function is well known to control theo-
rists, but we present it here for the interested reader.
• Setting ε = 0 in Equation (4.6) is equivalent to studying the system
of ODEs in a slow time-scale where the fast time-scale dynamics are
assumed to converge instantaneously. In this case, for a fixed u, v
can be written as vu = −Ā−1vv Āvuu and substituting this expression in
Equation (4.5), the ODE is purely in terms of u. The first term uTPuu
in Equation (4.7) is the standard Lyapunov function used in control
theory to study the stability of the resulting ODE for u.
• The second term
(




v + Ā−1vv Āvuu
)
studies the con-
vergence of v to vu for a fixed u and thus, corresponds to the stability
of the fast subsystem.
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4.5.3 Experimental Setup Details
Following is a detailed description of the reinforcement learning problems we
implemented:1
1. Mountain Car: In the basic mountain car problem, an underpow-
ered car is positioned in a valley between two mountains on a one-
dimensional track. The aim of the problem is to drive the car to the
top of the mountain on the right-hand side, but the engine power avail-
able is insufficient to simply accelerate and power through to the top.
Therefore, a player has to build up momentum by going back and forth
between the two mountains until the car has sufficient momentum to
reach its goal. The state space, action space, cost structure and initial-
ization details for the mountain car problem are as follows:
• State Space:
(Car Position, Car Velocity) ∈ [−1.2, 0.6]× [−0.07, 0.07].
• Action Space: 0, 1 and 2 (denoting left, no and right acceleration
respectively).
• Cost Structure: +1 cost incurred for every time step the car has
not achieved its goal. 0 cost incurred upon reaching the goal.
• Initialization/Starting State: The car’s position is initialized to
a random value in [−0.6, 0.4]. Its velocity is initialized to 0.
2. Inverted Pendulum: In the classic inverted pendulum swing-up
problem, a frictionless pendulum is hinged/pivoted at one end and the
aim of the problem is to keep the pendulum in an upright position (with
respect to the pivot) for as long as possible by applying a torque at the
pivot point (sometimes referred to as the joint effort). The state space,
action space, cost structure and initialization details for the inverted
pendulum problem are as follows:
• State Space:
(cos(θ), sin(θ), θ̇) ∈ [−1.0, 1.0] × [−1.0, 1.0] × [−8.0, 8.0]. Here,
θ ∈ [−π, π] denotes the angular position of the pendulum with
respect to the pivot.
1We used the OpenAI Gym implementation of these environments, available at https:
//gym.openai.com/.
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• Action Space: Torque ∈ [−2.0, 2.0].
• Cost Structure: The equation associated with the cost function
is the following:
−(θ2 + 0.1θ̇ + 0.001× torque2).
• Initialization/Starting State: The pendulum’s angular position
is initialized to a random value in [−π, π]. Its angular velocity is
initialized to a random value ∈ [−1, 1].
4.5.4 Slope Calculations
Bounding E[|ψN |]:
We have the following N points: {Xi = i, Yi = ‖Θk+i − Θ0‖}Ni=1. Using the
formula for the slope of the best-fit line passing through these points, we get:
ψN =
∑N

















. Also, note that∑N














)E[(Yi − Ȳ )]
N(N − 1)(N + 1)
. (4.39)









































































where the second inequality follows from centering the second summation































































where the first inequality follows from the Cauchy-Schwarz inequality, the










, the third inequality follows from
Cauchy-Schwarz inequality and the final inequality follows from Equations
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(4.16) - (4.17) and the fact that (a+ b)2 ≤ 2a2 + 2b2.
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CHAPTER 5
DOUBLE Q-LEARNING ANALYSIS AND
INSIGHTS
5.1 Introduction
Reinforcement learning (RL) seeks to design efficient algorithms to find op-
timal policies for Markov Decision Processes (MDPs) without any knowl-
edge of the underlying model (known as model-free learning) [4]. In this
thesis, we study the performance of Double Q-learning [71, 72], which is a
popular variant of the standard Watkins’s model-free Q-learning algorithm
[73, 74]. Double Q-learning was proposed to remedy the stability issues as-
sociated with the standard Q-learning algorithm (due to maximization bias
of the Q-function) by using two estimators instead of one. It has been shown
empirically that Double Q-learning finds a better policy in the tabular set-
ting [71] and converges faster when coupled with deep neural networks for
function approximation [72]. Several variations of Double Q-learning were
proposed in [75, 76]. However, to the best of our knowledge, there has been
no analysis of Double Q-learning vis-à-vis how it performs theoretically as
compared to standard Q-learning. Our objective in this thesis is to address
this question by providing a tight theoretical comparison between Double Q-
learning and Q-learning while also drawing experimental insights that allow
us to corroborate the theory.
Stochastic Approximation (SA) has proven to be a powerful framework
to analyze reinforcement learning algorithms [57, 77, 56]. Several different
types of guarantees for various reinforcement learning algorithms have been
established using techniques from stochastic approximation. The most com-
monplace result is the asymptotic convergence of algorithms by analyzing the
stability of an associated ODE. Examples include [78], [47] for classical TD-
learning with linear function approximation, [79] for synchronous Q-learning,
[80] for Double TD-learning, and [81, 82] for Q-learning with linear function
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approximation. To the best of our knowledge, establishing the convergence
of Double Q-learning with linear function approximation remains an open
problem [80]. Although establishing asymptotic convergence of an algorithm
is a useful theoretical goal, quantifying the finite-time convergence rate of an
algorithm can be more useful in providing actionable insight to practitioners.
There has been a significant body of recent work in this context. Finite-time
analyses of TD-learning with either decaying or constant learning rate can
be found in [63, 11, 83, 84, 85, 86]. Finite-time error bounds for synchronous
Q-learning can be found in [87, 88] and for asynchronous Q-learning in [89].
This line of work primarily focuses on providing upper bounds on the er-
ror, thereby failing to make a tight comparison between a pair of algorithms
designed for solving the same problem. Recently, several papers developed
tight error bounds for SA and RL algorithms, including [90, 91, 92, 93].
In this thesis, we focus on comparing Double Q-learning with standard Q-
learning, both theoretically and experimentally. We observe that through a
particular linearization technique introduced in [90], both Double Q-learning
and Q-learning can be formulated as instances of Linear Stochastic Approx-
imation (LSA). We further utilize a recent result [92] that characterizes the
asymptotic variance of an LSA recursion by a Lyapunov equation. By ana-
lyzing these associated Lyapunov equations for both Q-learning and Double
Q-learning, we establish bounds comparing these two algorithms.
The main contributions of this work are twofold:
(1) Theoretical Contributions: We consider asynchronous Double Q-
learning and Q-learning with linear function approximation with decaying
step-size rules (as special cases of the more general LSA paradigm). Under
the assumptions that the optimal policy is unique, both the algorithms con-
verge and the step-size for Double Q-learning is twice that of Q-learning, we
show that the asymptotic mean-squared errors of the two estimators of Dou-
ble Q-learning are strictly worse than that of the estimator in Q-learning,
while the asymptotic mean-squared error of the average of the Double Q-
learning estimators is indeed equal to that of the Q-learning estimator. This
result brings interesting practical insight, leading to our second set of contri-
butions.
(2) Experimental Insights: Combining results from our experiments
and previous work, we have the following observations:
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1. If Double Q-learning and Q-learning use the same step-size rule, Q-
learning has a faster rate of convergence initially but suffers from a
higher mean-squared error. This phenomenon is observed both in our
simulations and in earlier work on variants of Double TD-learning [80].
2. If the step-size used for Double Q-learning is twice that of Q-learning,
then Double Q-learning achieves faster initial convergence rate, at the
cost of a possibly worse mean-squared error than Q-learning. However,
if the final output is the average of the two estimators in Double Q-
learning, then its asymptotic mean-squared error is the same as that of
Q-learning.
The thumb rule that these observations suggest is that one should use a
higher learning rate for Double Q-learning while using the average of its two
estimators as the output.
5.2 Q-Learning and Double Q-Learning
Consider a Markov Decision Process (MDP) specified by (S,A, P,R, γ). Here
S is the finite state space, A is the finite action space, P ∈ R|S||A|×|S| is the
action-dependent probability transition matrix, R ∈ R|S|×|A| is the reward
matrix, and γ ∈ [0, 1) is the discount factor. Upon selecting an action a at
state s, the agent will transit to the next state s′ with probability P ((s, a), s′)
and receive an immediate reward R(s, a).
A policy is a mapping from a state to an action, which specifies the action
to be taken at each state. It is well known that the optimal policy can be
obtained by solving the so-called Bellman equation [48, 4] for the state-action
value function, also called the Q-function:
Q∗(s, a) = R(s, a) + γ
∑
s′∈S
P ((s, a), s′) max
a′∈A
Q∗(s′, a′). (5.1)
In reinforcement learning, the goal is to estimate the Q-function from sam-
ples, without knowing the parameters of the underlying MDP. For simplicity,
we assume the MDP is operated under a fixed behavioral policy, and we ob-
serve a sample trajectory of the induced Markov chain {(S1, A1), · · · , (Sn, An),
· · · }. Let Xn = (Sn, An) and define X = S × A. Since the state space
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could be fairly large, function approximation is typically used to approxi-
mate the Q-function. In this work, we focus on linear function approxima-
tion due to its tractability. The goal is to find an optimal estimator θ∗ ∈ Rd,
such that Q∗ ≈ Φ>θ∗, where Φ = (φ(s1, a1), · · · , φ(s|X |, a|X |)) ∈ Rd×|X |, and
φ(s, a) ∈ Rd are given feature vectors associated with state-action pairs.
5.2.1 Q-Learning
We first consider asynchronous Q-learning [73, 74] with linear function ap-
proximation. Let Φ = (φ(x1), · · · , φ(x|X |)) ∈ Rd×|X | be the matrix consisting
of columns of feature vectors. We let πθ denote the greedy policy with re-
spect to the parameter vector θ, i.e., πθ(s) = arg maxa φ(s, a)
T θ, where we
assume that we break ties in the maximization according to some known rule.
For ease of notation, we define H(θ1, θ2, s) := φ(s, πθ1(s))
>θ2. This function
estimates the Q-function based on θ2 while the action is selected from the
greedy policy given by θ1. When observations on the sample path proceed to
(Xn, Sn+1), Q-learning updates the parameter θ according to the equation:
θn+1 = θn + αnφ(Xn)
(
R(Xn) + γH(θn, θn, Sn+1)− φ(Xn)>θn
)
, (5.2)
where αn is an appropriately chosen step-size, also known as the learning
rate.
5.2.2 Double Q-Learning
To improve the performance of Q-learning, Double Q-learning was introduced
in [71, 72]. We consider the Double Q-learning algorithm with linear function
approximation here. Double Q-learning maintains two estimators θAn , θ
B
n ,




























where βn are IID Bernoulli random variables equal to one w.p. 1/2 and δn is
the step-size. Note that at each time instant, only one of θA or θB is updated.
86
5.2.3 Linear Stochastic Approximation
Under the assumptions that the optimal policy is unique, the ordinary differ-
ential equation (ODE) associated with Q-learning is stable and other tech-
nical assumptions, it has been argued in [90] that the asymptotic variance of
Q-learning can be studied by considering the recursion
θn+1 = θn + αnφ(Xn)
(





where π∗ is the optimal policy πθ∗ based on θ
∗. Here and throughout, as
in [90], we assume that the Q-learning and Double Q-learning algorithms
converge to some θ∗. We refer the reader to [90] for details.
Using a similar argument, one can show that the asymptotic variance of
























Our comparison of the asymptotic mean-squared errors of Q-learning and
Double Q-learning will use Equations (5.4)-(5.5). In practice, however, one is
typically interested in how quickly one learns the optimal policy which cannot
be measured very well by using mean-squared error as the metric. But, we
will see later that our simulations indicate that the insights we obtain from
mean-squared error analysis hold even for learning the optimal policy.
5.3 Main Results
In this section, we present our main results. We will first review the results
on asymptotic variance of linear stochastic approximation in [92] and then




Consider the linear stochastic approximation recursion:
ξn+1 = ξn +
g
n
(A(Yn)ξn + b(Yn)) , (5.6)
where g is a positive constant, Yn is an irreducible, aperiodic Markov chain
on a finite state space, A and b are a random matrix and a random vector,
respectively, which are determined by Yn. Without loss of generality, we
assume ξn converges to ξ
∗ = 0. If ξ∗ 6= 0, we can subtract ξ∗ from ξn. Define










The following result is from [92].
Theorem 6. Suppose that Ā := E [A(Y∞)], and 12I+gĀ is a Hurwitz matrix,






where Y∞ is notation for a random variable with the same distribution as the
stationary distribution of the Markov chain {Yn}. Then, Σ∞ is the unique














2Σb = 0. (5.7)
In the next subsection, we use the above result to establish the relationship
between the asymptotic covariances of Q-learning and Double Q-learning.
5.3.2 Comparison of Q-Learning and Double Q-Learning
Throughout this section, we assume that θ∗ = 0 without loss of generality.
If θ∗ 6= 0, the results can hold by subtracting θ∗ from the estimators of Q-
learning and Double Q-learning. Our main result is stated in the following
theorem.



















and the asymptotic mean-squared error of the average of the two Double Q-




















Let the step-sizes of Q-learning and Double Q-learning be αn = g/n and
δn = 2g/n, where g is a positive constant. Then there exists some g0 > 0,
such that for any g > g0, the following results hold:





Before we present the proof of the above result, we make some remarks.
Remark 3. The condition g > g0 is tied to the sufficient conditions for the
stability of the ODEs associated with the covariance equations of Q-learning
and Double Q-learning [92]. For instance, in the tabular case, i.e., when
Φ is an identity matrix with dimension |X |, the results hold as long as g >
1
µmin(1−γ) , where µmin is the minimum steady-state probability of any state x ∈
X for the stationary distribution µ. g > 1
µmin(1−γ) is a common assumption
used in the analysis of tabular Q-learning [89].
Remark 4. As mentioned in the introduction to this chapter, Double Q-
learning can be slower initially due to the fact that only half the samples
are used to estimate each of its estimators. One way to speed up the initial
convergence rate is to double the learning rate. Our results here show that
the asymptotic mean-squared error of Double Q-learning in that case will be
at least as large as that of Q-learning; however, if the output of Double Q-
learning is the average of its two estimators, the asymptotic mean-squared
error is exactly equal to that of Q-learning with half the learning rate. Thus,
Double Q-learning learns faster without sacrificing asymptotic mean-squared
error. This suggests that increasing the learning rate of Double Q-learning
while averaging the output can have significant benefits, which we verify using
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simulations in the next section. Now, we are ready to present the proof of
the theorem.
Proof of Theorem 7: Recall from Section 5.2.3 that the asymptotic vari-
ance of Q-learning can be studied by considering the following recursion:
θn+1 = θn + αnφ(Xn)
(





Similarly, one can show that the asymptotic variance of Double Q-learning

























For ease of notation, let Zn = (Xn, Sn+1). It is shown in [87] that {Zn} is




A2(Zn) = γφ(Xn)φ(Sn+1, π
∗(Sn+1))
>,
A(Zn) = A2(Zn)− A1(Zn).
Using these definitions, we can rewrite Equations (5.8) and (5.9) as:


























>)>. We can further rewrite Equation
(5.11) in a more compact form as:
Un+1 = Un + αn
[(
−2βnA1(Zn) 2βnA2(Zn)










Let µ denote the steady-state probability vector for the Markov chain
{Xn}. Let D be a diagonal matrix of dimension |X | such that Dii = µi.
We have A1 = E [A1(Z∞)] = ΦDΦ>, A2 = E [A2(Z∞)] = γΦDPSπ∗Φ>,
where Sπ∗ is the action selection matrix of the optimal policy π
∗ such that
Sπ∗(s, (s, π
∗(s))) = 1 for s ∈ S. Denote A = A2 − A1.












. Clearly, AMSE(θ) = Tr(ΣQ∞). Applying The-





























2ΣDb = 0, (5.14)
where B1 = E
[∑∞
n=1 b(Xn)b(X1)









. Because of the symmetry in the two
estimators comprising Double Q-learning, we observe that ΣD∞ will have the
























































Summing the first two blocks (row-wise) of matrices in the above equation,
we get
V +C+g(V +C)(A2−A1)T +g(A2−A1)(V +C)+2g2(B1 +B2) = 0. (5.16)
Next, define g0 := inf{g ≥ 0 : gmax(λmax(Ā), λmax(ĀD)) < −1}, where
λmax(A) denotes the real part of the maximum eigenvalue of A. Note that
g0 exists since both Ā and ĀD are Hurwitz, under the assumption that Q-




I + gĀ is Hurwitz. Therefore, the solution V + C to the above
equation and the solution Σ∞ in Equation (5.13) are unique [94]. Similarly,
we also note that the solution in Equation (5.15) is also unique as 1
2
I + gĀD
is Hurwitz whenever g > g0.



























≥ 0⇒ Tr(V )− Tr(C) ≥ 0,
where the second inequality follows from the symmetry in the two estima-






= Tr(ΣQ∞). This equation proves our first result. To prove the















(Tr(V ) + Tr(C)) = Tr(ΣQ∞).
5.4 Numerical Results
In this section, we provide numerical comparisons between Double Q-learning
and Q-learning on Baird’s example [95], GridWorld [96], CartPole [97] and
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an example of maximization bias from [4]. 1 We investigate four algorithms:
(1) Q-learning using step-size αn, denoted as Q in plots; (2) Double Q-
learning using step-size αn, denoted as D-Q; (3) Double Q-learning using
step-size equal to 2αn, denoted as D-Q with twice the step-size; (4) Double
Q-learning using step-size equal to 2αn and returning the average estimator
(θAn + θ
B
n )/2, denoted as D-Q avg with twice the step-size. For the vanilla
Double Q-learning, we always use θAn as the output estimator.
For the first two experiments, we plot the logarithm of the mean-squared
error for each algorithm. We set the step-size αn =
1000
n+10000
. The optimal es-
timator θ∗ is calculated by solving the projected Bellman equation [82] based
on the Markov chain. Sample paths start in state 1 in Baird’s example, and
state (1, 1) in GridWorld. We use the uniformly random policy as the behav-





1 are initialized to the same value which is sampled uniformly
at random from [0, 2]d, where d is the dimension of features. Results in each
plot reflect the average over 100 sample paths.
5.4.1 Baird’s Example
The first environment we consider is the popular Baird’s example which was
used to prove that Q-learning with linear function approximation may di-
verge [87, 95]. It is a simple Markov chain as shown in Fig. 5.1a with
six states and two actions (represented by the dotted line and the solid line
respectively). When the action represented by the dotted line is taken, the
agent transits to one of the first five states randomly. When an action repre-
sented by a solid line is taken, the agent transits to state 6. The Q-function
is approximated by a parameter θ ∈ R12, where the specific linear combina-
tion is shown next to the corresponding action in Fig. 5.1a. For the reward
function R(s, a), 1 ≤ s ≤ 6, 1 ≤ a ≤ 2, we explore three different settings:
(1) Zero Reward: the reward R(s, a) is uniformly zero; (2) Small Ran-
dom Reward: the reward R(s, a) is sampled uniformly at random from
[−0.05, 0.05]; (3) Large Random Reward: the reward R(s, a) is sampled
uniformly at random from [−50, 50]. Our theory applies to the Small Ran-
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(a) Baird’s Example [95]






















D-Q with twice the step size
D-Q avg with twice the step size
(b) Zero Reward
Figure 5.1: Simulation results for Baird’s example. The y-axis is in
logarithmic scale.
policy is unique in these two cases, but simulations indicate that our insight
hold more generally even in the case of Zero Reward. Although Baird’s ex-
ample was originally proposed to make Q-learning diverge when γ is large, we
study the case γ = 0.8 where all algorithms converge. Results are presented
in Figs. 5.1b, 5.2a, and 5.2b.
In all the three scenarios, we observe that Double Q-learning converges
much slower than Q-learning at an early stage, when using the same step-size.
When using twice the step-size as compared to Q-learning, we observe that
Double Q-learning converges slightly faster than Q-learning in Fig. 5.1b, Fig.
5.2a, and almost at the same speed in Fig. 5.2b. However, the asymptotic
mean-squared error for Double Q-learning even with twice the step-size can
be much worse than that of Q-learning, as shown in Fig. 5.2a and Fig. 5.2b.
Finally, by simply using the averaged estimator, Double Q-learning with
twice the step-size obtains both faster convergence and smaller asymptotic
mean-squared error, corroborating our theory.
94





















D-Q with twice the step size
D-Q avg with twice the step size
(a) Small Random Reward





















D-Q with twice the step size
D-Q avg with twice the step size
(b) Large Random Reward




The second environment we simulate is the GridWorld game with a similar
setting as in [96]. Consider a n × n grid where the agent starts at position
(1, 1) and the goal is to reach the position (n, n). A 3×3 GridWorld is shown
in Fig. 5.3a. For each state, the agent can walk in four directions: up, down,
left or right. If the agent walks out of the grid, the agent will stay at the same
cell. There is a 30% probability that the chosen direction is substituted by
any one of the four directions randomly. The agent receives reward −10−3 in
each step, but receives reward 1 at the destination. The game ends when the
agent arrives at the destination. We consider GridWorld with n = 3, 4 and
5, so the number of state-action pairs can be up to 100. The discount factor
is set as γ = 0.9. We run tabular Q-learning and tabular Double Q-learning.
Simulation results are shown in Fig. 5.3 and Fig. 5.4.
𝑫
𝑺
(a) An Example of 3× 3 GridWorld























D-Q with twice the step size
D-Q avg with twice the step size
(b) 3× 3 GridWorld
Figure 5.3: Simulation results for GridWorld with dimension 3. Clearly,
Double Q-learning with twice the step-size and averaged output
outperforms Q-learning.
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D-Q with twice the step size
D-Q avg with twice the step size
(a) 4× 4 GridWorld





















D-Q with twice the step size
D-Q avg with twice the step size
(b) 5× 5 GridWorld
Figure 5.4: Simulation results for GridWorld with dimensions 4 and 5. In
both the simulations, Double Q-learning with twice the step-size and
averaged output outperforms Q-learning.
As we can see from Fig. 5.3b, Double Q-learning using the same step-size
as Q-learning converges much slower than all the other three algorithms even
though it has a slightly better asymptotic variance. By simply doubling the
step-size and using the averaged output, Double Q-learning outperforms Q-
learning in all the three settings. It is worth pointing out that theoretically
speaking, Theorem 7 does not apply to this example since the optimal policy
in this setting is not unique. However, the insights offered by Theorem 7 still
hold.
5.4.3 CartPole
The third experiment we conduct is the classical CartPole control problem
introduced in [97]. In this problem, a cart with a pole is controlled by
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applying a force, either to the left or to the right. The goal is to keep the pole
upright for as long as possible. The player receives a +1 reward for every
time step until the episode ends, which happens when the pole falls down or
the cart moves out of a certain region. Unlike the previous numerical results
which mainly focus on the mean-squared error, in this case, we study how
fast the four algorithms can find a policy that achieves the best performance.
We train the different algorithms on the CartPole-v0 environment available
in OpenAI Gym [98]. Specifically, we consider Q-learning and Double Q-
learning with ε-greedy exploration. The training is episodic, i.e., the step-
size and ε are updated after one episode. In particular, for the nth episode,




is different from previous experiments because we only train 1000 episodes
for CartPole, and therefore, the step-size would have remained too large
throughout if we had used the previous step-size rule leading to convergence
issues. The discount factor is set as γ = 0.999. Since the state space of
CartPole is continuous, we discretize it into 72 states following [99].
We evaluate the algorithms based on their “hit time”, i.e., the time at
which they first learn a fairly good policy. We say an algorithm has learned
a fairly good policy after n steps if the mean reward of the greedy pol-
icy based on the estimator after n steps of the algorithm exceeds 195. To
reduce the computational overhead, we evaluate the policy obtained after
every 50 episodes by averaging the reward obtained by the policy over 1000
independently-run episodes. The distribution of the “hit time” for each algo-
rithm in 100 independent tests is shown in Fig. 5.5. We observe that Double
Q-learning using the same step-size as Q-learning performs much worse than
the other algorithms. However, when using twice the step-size, Double Q-
learning finds a good policy faster than Q-learning, at the cost of a larger
standard deviation for the “hit time”. The increase in variance can be miti-
gated by using the averaged estimator, which also improves the convergence
rate.
5.4.4 Maximization Bias of Q-Learning
The fourth example we investigate is the maximization bias example similar
to that in [4, page 135]. Since Double Q-learning was proposed to alleviate the
98
0 200 400 600 800 1000






D-Q avg with twice the step size
D-Q with twice the step size
D-Q
Figure 5.5: Distribution of “hit time”, i.e., number of episodes needed to
obtain a mean reward of 195 in CartPole-v0, with the number of episodes
capped at 1000.
Table 5.1: Mean hit time along with the standard deviation for different
algorithms.
Algorithm Mean Hit Time
Q 645.0± 12.93
D-Q avg with twice the step-size 487.5± 12.19
D-Q with twice the step-size 518.0± 14.77
maximization bias from Q-learning. we study how the proposed modification,
doubling the step-size and averaging the two estimators in Double Q-learning,
affects the performance in an example where Double Q-learning is known to
be helpful. To be specific, there are M + 1 states labeled as {0, · · · ,M} with
two actions, left and right. The agent starts at state 0. If the agent goes
to the right, the game ends, but if the agent moves to the left, the agent
transitions to one of the other M states with equal probability. Both the
actions result in zero immediate reward. When the agent is at state 1 to
state M , if the action taken is to go to the right, the agent returns to state
0; if the action taken is to go to the left, the game ends. Both the actions
result in a reward independently sampled from a normal distribution with
mean −0.1 and standard deviation 1.
We first test the algorithms in a tabular setting with M = 8. The explo-




. We train the algorithms for 200 episodes. All the estimators are
initialized to zero. To evaluate the algorithms, we plot the probability of the
agent going left after every episode. In particular, at the end of n episodes,
we track how often the estimated Q-function of the left action is larger than
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that of the right action at state 0. In addition, this probability is estimated
by taking the average of 1000 independent runs. Notice that going right
always maximizes the mean reward for the agent, so a larger probability to
go left indicates that the algorithm has learned a bad policy. The results are
shown in Fig. 5.6a. As we can see, Q-learning suffers from maximization
bias when the number of episodes is small since there is a large probability
of going to the left. On the other hand, there is no such problem with Dou-
ble Q-learning. Additionally, Double Q-learning with twice the step-size and
averaging further improves the performance.
In addition to the tabular setting, we also explore a setting where neural
networks are used for function approximation. In particular, we consider the
same environment as before, but with M = 109. With such a large value of
M , it is infeasible to maintain a table of the Q−function values for all state-
action pairs. Instead, we assume that the Q−function is approximated by a
neural network with two hidden layers with dimensions 4 and 8 respectively.
Each pair of adjacent layers is fully connected, with ReLU as the activation
function. We use stochastic gradient descent with no momentum as the
optimizer. Other settings are the same as those in the tabular setting. The
results are shown in Fig. 5.6b. We can see that although Q-learning does not
seem to suffer from maximization bias any more, it still performs worse than
Double Q-Learning. In addition, Double Q-Learning with twice the step-size
and averaging helps improve the performance.
5.5 Linearization Results
In this section, we provide more details on the derivation of the results per-
taining to the asymptotic mean-squared errors in Theorem 7. While [90]
provides an outline of the result, we provide some missing details here, in-
cluding additional assumptions under which the result in [90] is valid. We
first discuss a result from [77] which will be useful to us.
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D-Q with twice the step size
D-Q avg with twice the step size
(a) In a tabular setting with M = 8
























D-Q with twice the step size
D-Q avg with twice the step size
(b) In a setting with neural network function approximation
and M = 109
Figure 5.6: The probability to take the left action in state 0 for different
algorithms in an environment similar to the maximization bias example
from [4]. A lower probability of taking the left action indicates a better
policy.
5.5.1 Central Limit Theorem for SA
Statements in this part are adapted from [77, Chapters 2 and 3]. Consider a
stochastic approximation algorithm of the following form
ξn = ξn−1 + γnW (ξn−1, Yn), (5.17)
where ξn lies in Rd, and the state Yn lies in Rk. Suppose the algorithm
satisfies following assumptions.








γαn <∞ for some α > 1. (5.18)
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(b) Markovian Noise:
There exists a Markov chain {ηn}, independent of {ξn} with a unique sta-
tionary distribution such that Yn = f(ηn).
(c) Existence of a Mean Vector Field:
We assume the existence of the mean vector field defined by
w(ξ) := lim
n→∞
E [W (ξ, Yn)] ,
where the expectation is taken under the distribution of (Yn).
Assumption 1(c) allows us to introduce the ODE
ξ̇ = w(ξ), ξ(0) = z (5.19)
whose unique solution is denoted as [ξ(z, t)]t≥0. The next assumption we have
is on the ODE.
Assumption 2. [77, Assumption (A.2), Assumption (A.2b)] The ODE (5.19)
has an attractor ξ∗, whose domain of attraction is denoted by D∗. Assump-
tion 1 is satisfied in D∗.
Further, we assume the uniqueness of the attractor.
Assumption 3. [77, page 108] The ODE is globally asymptotically stable





Cov[W (ξ, Yn),W (ξ, Y1)], (5.20)
where Cov denotes the covariance when Y1 is stationary. We can now state
the central limit theorem.
Theorem 8. [77, page 110, Theorem 3] Suppose Assumption 2 and Assump-
tion 3 hold, and the step-size sequence satisfies γn =
1
n
. If ∇ξw(ξ∗) and C(ξ∗)
exist, and λmax(∇ξw(ξ∗)) < −12 , we have
n
1
2 (ξn − ξ∗) −→
d
N (0, P ), (5.21)
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+ C(ξ∗) = 0.
5.5.2 Application to Q-Learning and Double Q-Learning
In this section, we show that Theorem 8 is applicable to Q-learning (defined
in Equation (5.2)) and Double Q-learning (defined in Equation (5.3)) under
the assumptions stated in Section 5.3. Note that the step-sizes are assumed
to be αn =
g
n
, and δn =
2g
n
in Theorem 7, which are different from that
in Theorem 8. Therefore, we scale the reward function and feature vectors
to absorb the constant g (or 2g) in the updates of Q-learning and Double
Q-learning. The step-sizes are then shifted to 1
n
.
Recall Zn = (Xn, Sn+1) defined in the proof of Theorem 7. We first notice
that Assumption 1 is automatically satisfied because: (1) The step-size con-
dition is fulfilled for 1
n
; (2) The samples {Zn, n ≥ 0} form a Markov chain
independent of θn; (3) The mean vector field w(θ) is well-defined since {Zn}
has a unique limiting stationary distribution, and its state space X × S is
finite. As a result, the ODE for Q-learning is defined as
θ̇(t) = gE
[
φ(Xn)(R(Xn) + γH(θ(t), θ(t), Sn+1)− φ(Xn)>θ(t))
]
, (5.22)















For ease of notation, denote U(t) = ((θA(t)); (θB(t))). The notation (a; b) is
a vector that is the concatenation of a and b. Also, denote the right-hand
side of Equation (5.22) by w(θ(t)), and that of Equation (5.23) by w̃(U(t)).
To guarantee Assumption 2 and Assumption 3, we make the following
assumption.
Assumption 4. Both θ(t) and U(t) have unique globally asymptotically sta-
ble (GAS) equilibrium points.
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Sufficient conditions under which Q-learning with linear function approx-
imation satisfies Assumption 4 are studied in [82, 81]. While little is known
on the convergence of Double Q-learning with linear function approxima-
tion, it is commonly perceived that Double Q-learning is more stable than
Q-learning even when equipped with neural networks [72].
Denote the unique stable point of θ(t) as θ∗, and that of U(t) as U∗. It is
shown in [81] that θ∗ is the solution to the projected Bellman equation. The
following lemma shows that (θ∗; θ∗) is also the GAS equilibrium point of the
ODE of Double Q-learning. The reader is referred to the next subsection for
the proof.
Lemma 10. U∗ = (θ∗; θ∗).
To apply Theorem 8, we need to work out ∇θw(θ∗), Cθ(θ∗),∇U w̃(U∗),
CU(U
∗) which are the analogs of the quantities in Equation (5.20) for Q-
learning and Double Q-learning, respectively. However, since the function
H in Equation (5.22) could be non-differentiable around θ∗, we impose the
following assumption from [90] that ensures the existence of ∇θw(θ∗) and
∇U w̃(U∗).
Assumption 5. The optimal policy π∗ := πθ∗ is unique.
Under this assumption, we summarize the exact forms of ∇θw(θ∗), Cθ(θ∗),
∇U w̃(U∗), CU(U∗) in the following result. The proof of this lemma is deferred
to the next subsection.
Lemma 11. Following the notation in the proof of Theorem 7, the following
equations hold:
∇θw(θ∗) = gĀ, Cθ(θ∗) = g2(B1 +B2), (5.24a)






where B1 := E
[∑∞
n=1W (Zn)W (Z1))
>], B2 := E [∑∞n=2W (Zn)W (Z1)>],
and W (Zn) := (b(Zn) + A2(Zn)θ
∗ − A1(Zn)θ∗) .
Note that in Theorem 7, we assume θ∗ = 0. Therefore, W (Zn) = b(Zn).
Define g0 := inf{g ≥ 0 : gmax(λmax(Ā), λmax(ĀD)) < −1}. Then when-





we have checked all conditions in Theorem 8 for Q-learning and Double Q-
learning. Therefore, the central limit theorem holds:
n
1
2 (θn − θ∗) −→
d
N (0, PQ) (5.25a)
n
1
2 (Un − U∗) −→
d
N (0, PD), (5.25b)




























We can see that Equations (5.26a) and (5.26b) are indeed identical to Equa-
tions (5.13) and (5.14) (for the asymptotic covariance matrices of Q-learning
and Double Q-learning). However, since we only establish convergence in
distribution of a sequence of random vectors, it does not immediately imply
that the limit of variances of these random vectors converges to the variance
of the corresponding normal distribution. To fix this gap, we first observe
that the function x>x is continuous in the vector x. By the Continuous
Mapping Theorem for random vectors and Equation (5.25), we have
n ‖θn − θ∗‖22 −→
d
‖XQ‖22 (5.27a)
n ‖(Un − U∗)‖22 −→
d
‖XD‖22 , (5.27b)
where XQ follows the normal distributionN (0, PQ), and XD followsN (0, PD).
Here, the convergence in distribution is for random variables. Finally, to
establish the convergence of the mean of these random variables, we need
uniform integrability, which we assume as follows.
Assumption 6. The three sequences of random variables
{n ‖θn − θ∗‖22 , n ≥ 1}, {n
∥∥θAn − θ∗∥∥22 , n ≥ 1}, {n∥∥θBn − θ∗∥∥22 , n ≥ 1}
are all uniformly integrable.
Assumption 6 directly implies the sequence {n ‖Un − U∗‖22 , n ≥ 1} is uni-
105























Under all the assumptions stated in this section, the linearizations in Section
5.2.3 are valid.
5.5.3 Proof of Lemmas
In this subsection, we present the proofs of Lemma 10 and Lemma 11.
Proof of Lemma 10: By Assumption 4, the ODE of Double Q-learning
has a unique GAS equilibrium point. Denote this point as (θ1; θ2). By the
symmetry of the ODE in Equation (5.23), (θ2; θ1) is also a GAS equilibrium
point of the ODE. But such point is unique. We thus have θ1 = θ2. In this
case, the ODE in Equation (5.23) degenerates to the ODE in Equation (5.22)
of Q-learning. Therefore, we have θ1 = θ2 = θ
∗.
Proof of Lemma 11: We prove the Q-learning result. A similar proof can
be followed for the Double Q-learning result.
Recall the ODE of Q-learning defined in Equation (5.22). We know that
θ∗ is the unique GAS equilibrium point of this ODE. Recall that the right-
hand side of Equation (5.22) is denoted by w(θ(t)). Then at the point θ∗,
the following equality holds:
w(θ∗) = g
(





Note that the optimal policy π∗ is unique by assumption. We can rewrite















= gE [φ(Xn)R(Xn)] + g(Ā2 − Ā1)θ∗,
(5.29)
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which is the same as the ODE of the linearization (see Equation (5.4)) at the
point θ∗.
Furthermore, since the optimal policy is unique for θ∗, we can define:
ω := min
(s,a)∈X : a6=π∗(s)
(φ(s, π∗(s))>θ∗ − φ(s, a)>θ∗) > 0
to be the minimum gap between value functions of optimal actions and non-
optimal actions for all the states, estimated by θ∗. Let ε = ω
3‖Φ‖1
. Consider
any θ ∈ Rd satisfying ‖θ − θ∗‖∞ ≤ ε. We claim that the greedy policy πθ
is equal to π∗. To show this, let us fix a state s ∈ S. For any a ∈ A and
a 6= π∗(s), we have
φ(s, π∗(s))T θa − φ(s, a)T θa ≥ φ(s, π∗(s))T θ∗ − φ(s, a)T θ∗ − 2
∥∥ΦT (θ − θ∗)∥∥∞
≥ ω − 2ω
3
> 0.
Therefore, πθ = π
∗. Consequently, for any θ such that ‖θ − θ∗‖∞ ≤ ε, we





































5.6 A Stronger Result for the Mean-Squared Error
In this section, we provide a stronger result for the asymptotic mean-squared
error of Double Q-learning. Assume that the vector b(x) defined in the proof
of Theorem 7 is not the same for all x ∈ X . Additionally, assume that θ∗ = 0.
Following the notation in Theorem 7, we have the following result.
Theorem 9. Let the step-sizes of Q-learning and Double Q-learning be αn =
g/n and δn = 2g/n respectively, where g is a positive constant. With the same
constant g0 in Theorem 7, for any g > g0, we have
AMSE(θA) ≥ AMSE(θ) + c0g,
where c0 is a positive constant independent from g.
Theorem 9 shows that in general, the asymptotic mean-squared error of
Double Q-learning is worse than that of Q-learning, when using twice of
the step-size. Moreover, the gap scales at least linearly with respect to the
step-size.
To prove Theorem 9, we need two additional lemmas. The first lemma is
on the relationship between the two matrices ĀD and Ā defined in the proof
of Theorem 7.






. The set of its eigenvalues is given by the union
of the set of the eigenvalues of A2 − A1 and that of −(A2 + A1).
Proof of Lemma 12: Suppose λ is an eigenvalue of ĀD with an eigenvector
v = (v>1 , v
>
2 )
> 6= 0 where v1, v2 ∈ Rd. We claim that λ is either an eigenvalue












If v1 + v2 6= 0, then
(−Ā1 + Ā2)(v1 + v2) = λ(v1 + v2),
108
showing that λ is an eigenvalue of −Ā1 +Ā2. Otherwise, suppose v1 +v2 = 0.
Then v1 = −v2, and
−(Ā1 + Ā2)v1 = λv1.
We can also show that for every eigenvalue of −Ā1 + Ā2 and −(Ā1 + Ā2), we
can construct a corresponding eigenvector with respect to ĀD. Therefore, the
set of the eigenvalues of ĀD is exactly the union of the set of the eigenvalues
of −Ā1 + Ā2 and −(Ā1 + Ā2).
The second lemma is on the trace of the solution of a Lyapunov equation.
Lemma 13. Consider a Lyapunov equation
AX +XA> +Q = 0,
where A,Q ∈ Rn×n are given, for some positive integer n. If A is Hurwitz,
and Q < 0, and Tr(Q) > 0, then Tr(X) > 0.
Note that the notation Q < 0 means that Q is a positive semi-definite
matrix.
Proof of Lemma 13: By [94, Theorem 5.6], if A is Hurwitz, then X has






Since Q < 0 by assumption, and (eAt)> = eA
>t for all t, we have X < 0.
We prove Tr(X) > 0 by contradiction. Suppose Tr(X) = 0. Therefore, as
X < 0, we have: v>Xv = 0,∀ vectors v (since all eigenvalues of X are 0).
Denote the largest eigenvalue of Q as λm, which must be a positive real
value because Q < 0 and Tr(Q) > 0. Suppose v is the unit eigenvector






Note that limt→0 e
At = I, and limt→0 e

















































v>(eAt − I)Q(eA>t − I)v dt.
(5.33)
Inequality (a) follows from the fact that eAtQeA
>t < 0, for any t ≥ 0. To




v>Qv dt = t̃ ‖v‖22 λm, by the definition of v. For the last




v>(eAt − I)Qv dt




>t − I)v dt
∣∣∣∣∣ ≤ t̃ ‖v‖22 ‖Q‖2 ε (5.35)∣∣∣∣∣
∫ t̃
0
v>(eAt − I)Q(eA>t − I)v dt
∣∣∣∣∣ ≤ t̃ ‖v‖22 ‖Q‖2 ε2. (5.36)
Therefore, we have
v>Xv ≥ t̃ ‖v‖22 λm − 2t̃ ‖v‖
2














by the definition of ε. We can see that v>Xv > 0, which contradicts the
assumption that v>Xv = 0. Therefore, Tr(X) > 0 by contradiction.
We now present the proof of Theorem 9.
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Proof of Theorem 9: This proof follows the notation in the proof of The-
orem 7. In particular, we assume that the random vector b(Xn) is centered
at 0. Recall Equation (5.15). Subtracting the block on the upper left corner











I − g(Ā1 + Ā2)
)
(V − C)
+ 2g2(B1 −B2) = 0.
(5.38)




has a positive trace by the assumptions. As in the proof of Theorem 7, set
the constant g0 := inf{g ≥ 0 : gmax(λmax(Ā), λmax(ĀD)) < −1}. Since the





, we know by Lemma 12 that the set
of eigenvalues of −(Ā1 + Ā2) is a subset of the set of eigenvalues of ĀD.
Therefore, for g > g0, we have gλmax(−(Ā1 + Ā2)) < −1. It immediately
implies that 1
2
I − g(Ā1 + Ā2) is Hurwitz. Utilizing Lemma 13, we have
Tr(V − C) > 0. Together with the result V + C = 2ΣQ∞ in the proof of
Theorem 7, we have
AMSE(θA) = Tr(V ) = Tr(ΣQ∞) +
Tr(V − C)
2
> Tr(ΣQ∞) = AMSE(θ).
On the other hand, to show that AMSE(θA)−AMSE(θ) indeed scales linearly




























I − (Ā1 + Ā2)
)
X + (B1 −B2) = 0










X ′ + (B1 −B2) = 0.
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Since −(Ā1 + Ā2) is Hurwitz, and B1 − B2 has a positive trace, we have
Tr(X ′) > 0, which is independent of g. Using Equation (5.30) for X and X ′,
it can be easily shown that Tr(X) ≥ Tr(X ′). This proves that AMSE(θA)−




For each problem considered in this thesis, there are interesting future direc-
tions to pursue. We propose a few here:
1. For the structured multi-armed bandit problem, a more refined analysis
can potentially close the gap between the upper bound and the lower
bound.
2. For the bandits with two-level feedback problem, an investigation into
the performance and analysis of Bayesian algorithms such as Thompson
sampling can be of interest to the machine learning and networking
community.
3. For the two-time scale reinforcement, an interesting question that arises
is whether one can optimize the rate of convergence with respect to the
time-scale ratio λ. Since the finite-time performance bound depends on
a variety of problem-dependent parameters, it is difficult to optimize it
over λ. An interesting direction of further research is to investigate if
practical adaptive strategies for λ can be developed in order to improve
the rate of convergence further.
4. For the Double Q-learning problem, there is some recent work on finite-
time performance analysis [100]. Such results, along with potentially
more refined analysis, can shed more light into how to adapt the learn-
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[83] G. Dalal, B. Szörényi, G. Thoppe, and S. Mannor, “Finite sample
analysis of two-timescale stochastic approximation with applications
to reinforcement learning,” Proceedings of Machine Learning Research
vol, vol. 75, pp. 1–35, 2018.
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