Introduction
Because of its unique characteristics in material processing, fast fabrication, and diagnostic, the interaction between ultrashort pulse lasers, especially femtosecond lasers, with metals has received a lot of research attentions in the past 2 decades. Various computational models were put forward and developed to describe the nonequilibrium energy transport phenomena during the process. One of the classical methods is the two-temperature model, which was originally proposed by Anisimov et al. ͓1͔ and then rigorously derived by Qiu and Tien ͓2͔ based on the Boltzmann equation. The nonequilibrium energy transport between electron and lattice can also be described by the dual-phase-lag model ͓3,4͔. Jiang and Tsai extended the existing two-temperature model to high electron temperatures by using full-run quantum treatments ͓5͔. Chen et al. ͓6͔ proposed a semiclassical two-step heating model to investigate thermal transport in metals caused by ultrashort laser irradiation.
Ultrashort laser pulses can be generated by a mode-locked laser in the form of pulse train. With the rapid development of modern laser technology, currently, the laser pulses are highly controllable with a wide range of parameters. A pulse train consists of a certain number of laser bursts launched at a fixed repetition rate f rep , usually at the order of 10 3 -10 6 Hz. Each burst can be composed of several consecutive femto-to picosecond laser pulses with a separation time ͑t sep ͒ of 100 fs to thousands of picoseconds. However, in most existing theoretical works, only the heating of thin films by a single femtosecond pulse was studied ͓7-11͔. While these works provided basic understanding on the mechanism of interaction between ultrashort pulses and metals, there is still some distance between the physical models and real applications. Jiang and Tsai ͓12͔ studied the laser heating of gold thin films by femtosecond pulse trains and the effects of repetition rate and pulse separation were studied. Phase change was not considered in their model since the lattice temperature was well below melting point of gold. The same group also carried out research on the interaction of laser pulse trains with dielectrics ͓5,13͔.
Most existing two-temperature model dealt with the case that lattice temperature is well below the melting point and only pure conduction is considered. Under higher laser fluence and/or short pulse, the lattice temperature can exceed the melting point and melting takes place ͓14͔. At even higher laser fluence, the liquid surface temperature may exceed the saturation temperature and evaporation may occur. Both melting and evaporation processes were considered and integrated into the simulation in Refs. ͓10,15͔. Chen and Beraun ͓16͔ proposed a computational model, which considered the superheating and material ablation and studied the ablation depth caused by two consecutive pulses split from a laser beam. Huang et al. ͓15͔ studied the phase change of gold thin film during the irradiation of multiple femtosecond laser pulses. To understand the relationship between the maximum vaporization temperature and melting depth, ablation depth were analyzed and compared with those of the sing pulse irradiation.
In this paper, based on the two-temperature model, the interface tracking methods is coupled to delineate the phase change processes during the interaction of femtosecond laser pulse trains and thin gold film. To conquer the large time scale involved in the problem, variable time steps are used to control the computation time. The effects of repetition frequency, separation time between pulses, and pulses number per train on the phase change processes are investigated. Figure 1 shows the physical model of the problem under consideration. A laser pulse train impinges on the right side of a free-standing gold film, which has a thickness of L. The thickness is very small in comparison to the radius of the laser beam; therefore, this problem can be approximated to be one-dimensional. Figure 2 shows the structure of a laser pulse train. As stated above, f rep and t sep are the repetition rate and separation time, respectively. Each single pulse is assumed to be temporally Gaussian. The pulse duration ͑t p ͒, defined as the full width at half maximum ͑FWHM͒, is fixed to be 100 fs in the current work.
Physical Model
The two-step heating model for free electrons and the lattice are given by ͓10͔
The heat capacity of electron C e , as suggested by Chen et al. ͓6͔ , is approximated by
where
The thermal conductivity of electron k e can be obtained by ͓17͔ 
͑T e + T l ͒ + 1 ͬ
͑6͒
Since the electrons are more likely to collide with liquid atoms than the atoms in solid crystals, in the liquid phase, G is taken to be 20% higher than that of the solid ͓19͔.
The laser irradiation is considered as a source term S in Eq. ͑1͒:
where K is the number of trains, N is the number of pulses in each train, t sep is separation time between each single pulse, f rep is the repetition rate, R is the reflectivity of the thin film, ␦ is the optical penetration depth, J is the laser pulse fluence, ␦ b is the for the ballistic depth, and ͓1−e −L/͑␦+␦ b ͒ ͔ is to correct the finite film thickness effect.
For a metal at its thermal equilibrium state, the thermal conductivity k eq is the sum of the electron thermal conductivity k e and the lattice thermal conductivity k l . In most cases, k e dominates k eq because free electrons contribute to the majority part of heat conduction. For gold, k l is usually taken to be 1% of k eq ͓20͔, i.e.,
A uniform temperature distribution is set to be the initial condition:
Selecting −2t p as the initial time implies that the first laser pulse reaches its peak when t =0. On the right side of the film, which receives laser irradiation, the heat loss caused by radiation will be considered while on the other side adiabatic boundary condition is applied:
Before evaporation takes place, T sur is the surface lattice temperature at x = L. After evaporation begins, T sur is the liquid-vapor interface temperature, which varies with the heating condition and needs to be determined. The energy balance at the solid-liquid interface is described by ͓21͔
where T l,s and T l,ᐉ are the solid and liquid lattice temperatures, respectively, is the mass density, h m is the latent heat of fusion, and u s is the solid-liquid interfacial velocity. The additional interfacial velocity due to the density change during melting and resolidification has been considered. Transactions of the ASME For rapid melting and solidification processes, the velocity of the interface is dominated by nucleation dynamics, instead by the energy balance, Eq. ͑12͒. For ultrashort-pulsed laser melting of gold, the velocity of the solid-liquid interface is described by ͓19͔
where V 0 is the maximum interface velocity, R g is the gas constant for the metal, and T l,I is the interfacial temperature. The interfacial temperature T l,I is higher than the normal melting point T m during melting and lower than T m during solidification. Although the evaporation process is included in the current model, the simulation results show that within a wide range of parameters, the temperature will not exceed the boiling point. Therefore, the introduction to the vaporization model is omitted here.
Numerical Model
The governing equations ͑1͒ and ͑2͒ are discretized by the standard finite volume method ͓22͔. A fixed uniform grid with 2050 control volumes is adopted. The time step is variable in the numerical solution. The smallest time step is 10 −2 t p , which is implemented during ͑−2t p , 2t p ͒ of each single pulse. The largest time step is 10 4 t p , which is implemented when the difference between electronic and lattice temperature is less than 1 K.
In each time step, an iterative procedure will be employed to deal with the nonlinear relationship between electron energy equation, lattice energy equation, and solid-liquid and liquid-vapor interfaces. Electron energy equation ͑1͒ will be solved first using tridiagonal matrix method ͑TDMA͒, then the lattice energy equation ͑2͒ will be solved. After obtaining an estimated electron and lattice temperature field, the velocity and temperature of solidliquid interface will be obtained by using the method provided in Ref. ͓23͔ and is briefly described as follows:
͑1͒ The solid-liquid interfacial temperature T sl is assumed and the solid-liquid phase interfacial velocity is determined according to the interfacial energy balance. ͑2͒ The interfacial velocity from the nucleation dynamics is obtained from Eq. ͑13͒. ͑3͒ The interfacial velocities got from steps ͑1͒ and ͑2͒ are compared. If the interfacial velocity obtained from the energy balance is higher than that from the nucleation dynamics, the interfacial temperature will be increased; otherwise, the interfacial temperature is decreased.
Steps 1-3 are repeated until the difference between the interfacial velocities obtained from the two methods is less than 10 −5 m / s.
Results and Discussion

Melting and Resolidification of Gold Film With Pulse Train Irradiation.
First of all, the development of lattice temperature and solid-liquid interface during a typical irradiation process of a pulse train will be shown. The duration of each single pulse will remain constant as 100 fs and the thicknesses of the gold film for all cases are fixed at 1 m. The initial temperature T 0 is set to be 300 K. The thermophysical and optical properties are given in Table 1 .
At the repetition frequency of 1000 Hz, ten pulse burst irradiation with three single pulses in each burst separated by 100 ps will cause the evolution of surface lattice temperature as shown in Fig.  3 . As can be seen in Fig. 3͑a͒ , with each pulse burst depositing energy on the metal film, the temperature rises abruptly and drops rapidly. Figure 3͑b͒ is the detailed temperature history for the eighth burst. In every burst, each single pulse will cause a peak in lattice temperature. After each peak, the temperature will fall with the conduction of heat into deeper part of the film. At the fifth burst, the lattice temperature exceeds the melting temperature ͑Fig. 3͑a͒͒, and the melting process will begin. Figure 4 shows the evolution of the melting depth under the same condition as Fig. 3 . It can be seen from Fig. 4͑a͒ that after the fifth and sixth burst, resolidification will start and all the melted gold becomes solid state soon. This is because for pulse train irradiation, there is enough time for the heat to be transferred into the deeper part of the film. After the seventh burst, the melted gold solidifies very slowly. At this stage, the entire film is heated to be close to the melting point. All the incoming laser energy is used to provide the latent heat of melting.
Comparison With Single Pulse Irradiation.
To compare the result of pulse train with single pulse, five different single pulse fluences are used: 0.022 J / cm 2 , 0.026 J / cm 2 , 0.030 J / cm 2 , 0.034 J / cm 2 , and 0.036 J / cm 2 . The other parameters are kept the same: repetition frequency of 1000 Hz, separation time of 100 ps, and ten pulse bursts. The dependence of maximum lattice temperature and melting depth on the fluence is shown in Fig. 5 . It is obvious that with higher laser fluence, deeper melting will be achieved and higher temperature will be caused. In the ultrafast laser-materials processing, it is desirable that the melting depth can be accurately controlled and the temperature rise should be as low as possible to reduce the thermal stress.
To compare the results of pulse train and single pulse irradiation, the relationship between the maximum lattice temperature and melting depth is shown in Fig. 6 . The lower line is for single pulse while the upper one is for pulse train. With the increase of pulse train power, the melting depth increases rapidly while the maximum lattice temperature increased relatively slowly. It is clear that with the same lattice temperature, the melting depth caused by pulse trains is much deeper than that caused by the single pulse. For example, the highest lattice temperature caused by a single 0.3 J / cm 2 pulse irradiation is almost the same as pulse trains, which consists of ten trains with three single 0.036 J / cm 2 pulses in a train, but its melting depth is only 50 nm, much less than the melting caused by the pulse train, which is almost 900 nm. On the other hand, to achieve the same melting depth, a pulse train will cause much lower lattice temperature, which is an advantage for laser-materials processing. However, it should also be noted that the energy needed for a pulse train is much higher that of a single pulse. According to Fig. 6 , the melting depth caused by a single 0.3 J / cm 2 pulse is almost the same as the pulse train, which consists of ten bursts with three single 0.026 J / cm 2 pulses in a burst. But the total energy for the pulse train is 0.78 J / cm 2 . This is because more energy is used to heat up the deeper part of the film for the case of pulse train.
It should be noted that in Fig. 6 , the lattice temperatures never reach 2000 K, far below the normal boiling point of gold, 3127 K. This is true for all the calculations in this paper. Before the lattice temperature reaches 3127 K, the whole film will be melted, at which point the calculation will stop.
From the above discussion, the merits of pulse train can be seen clearly. But to utilize laser pulse trains, there are much more parameters to be controlled than a single pulse irradiation did. The effects of parameters, including repetition rate, pulse numbers per train, and separation time between single pulses will be studied below.
Repetition Rate.
Typical repetition rate for femtosecond lasers ranges from 100 Hz to tens of MHz. Numerical simulations are carried out for eight frequencies between 500 Hz and 1 MHz Transactions of the ASME and different pulse fluences, and the results are shown in Fig. 7 . Figure 7͑a͒ shows the influence of repetition rate on the peak lattice temperature, while Fig. 7͑b͒ shows the effects on the melting depth. It is clear that repetition rate has little effects on the maximum temperature and the melting depth. This is because even for a high repetition rate as 1 MHz, there is still enough time between each train for the heat to transfer in the thin film and the melting depth will mainly be decided by the amount of energy deposited on the film. Figure 8 shows the effect of pulse number in each burst while the total energy are kept at 0.09 J / cm 2 , 0.102 J / cm 2 , and 0.108 J / cm 2 . The repetition rate, separation time between single pulses, and total burst number are kept at 10000 Hz, 100 ps, and 10, respectively. Figure 8͑a͒ indicates that splitting laser pulse into more small pulses lowers the maximum temperature, but this effect weakens with the increase of pulse number per burst. Meanwhile, according to Fig. 8͑b͒ , the melting depth slightly increases with increasing number of pulse per burst.
Pulse Number Per Burst.
Separation Time.
The separation time between two pulses in a burst is another important parameter. As stated in our earlier work ͓15͔, an appropriate separation time in multiple pulses irradiation will cause deeper melting and lower temperature. Figure 9 shows the effects of separation time on pulse train irradiation. The separation time ranges from 50 ps to 10,000 ps. In Fig. 9͑a͒ , it shows that with the increase of separation time, the maximum temperature is lowered. But when the separation time is larger than 5000 ps, the difference becomes very small. Figure  9͑b͒ shows that in most cases longer separation time increases the melting depth but with small pulse fluence, it decreases the melting depth instead.
Effects of Boundary Heat Loss.
In most computational study on laser metal interaction, the heat loss at the heating surface was neglected, which is proved to be reasonable in our earlier work ͓10͔. But for pulse train irradiation, the time scale is much larger in orders. The pulse train with a repetition rate of 1000 Hz means the interval between two laser bursts is 10 10 times of the duration of a typical 100 fs laser pulse. Under this condition, the radiation caused heat loss may play a more important role in the process. Two computations were carried out. The first assumed adiabatic boundary condition on the surface that received laser irradiation. The other one took the radiation heat loss into account.
where is the total emissivity, which is set to be 0.03 in the calculation. Before evaporation takes place, T sur is the surface lattice temperature at x = L. After evaporation begins, T sur is the liquid-vapor interface temperature. In both cases, the other side of the film remained as adiabatic boundary condition. The results are shown in Fig. 10 . The comparison between maximum lattice temperatures shows no obvious difference. But because the radiation at the surface will cause the laser energy to escape from the film, the melting depth will be smaller than the results estimated by models ignoring this factor, as shown in Fig.  10͑b͒ . This means neglecting heat loss at surface will lead to an overestimation on melting depth when the repetition rate is low enough.
Conclusion
The interaction femtosecond laser pulse trains and a 1 m free-standing gold film are simulated numerically. A twotemperature model coupled with interface tracking is employed to describe melting and resolidification processes during the irradiation. To deal with the large span in time scale, variable time steps are adopted. The laser beam consists of ten pulse bursts with a repetition rate of 200-1000 Hz. Each pulse burst contains 3-10 single 100 fs laser pulses with an interval of 20-200 ps. The simulation results showed the following:
͑1͒ Compared with single pulse irradiation, laser pulse train showed better performance in achieving deeper melting depth with the same temperature rise, although more total Transactions of the ASME laser energy was needed. The melting depth increases rapidly with the increase of total laser energy deposited on the film. ͑2͒ Repetition rate has little influence on the process. With the repetition rate ranges of 500 Hz to 1 MHz, the maximum lattice temperature and melting depth showed little change with all other parameters kept unchanged. ͑3͒ By splitting a laser beam into many small single pulses, deeper melting depth and lower temperature will be achieved. Higher number of pulse per burst is preferable. ͑4͒ With high laser power, the increase of separation time between single pulses will lead to lower temperature and deeper melting. ͑5͒ With the repetition rate of 500 Hz, neglecting the heat loss caused by radiation on the surface may lead to an overestimation of melting depth. 
