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Abstract—We analyze a task in which classical and quantum
messages are simultaneously communicated via a noisy quantum
channel, assisted with a limited amount of shared entanglement.
We derive the direct and converse bounds for the one-shot capac-
ity region. The bounds are represented in terms of the smooth
conditional entropies and the error tolerance, and coincide in the
asymptotic limit of infinitely many uses of the channel. The direct
and converse bounds for various communication tasks are ob-
tained as corollaries, both for one-shot and asymptotic scenarios.
The proof is based on the randomized partial decoupling theorem,
which is a generalization of the decoupling theorem. Thereby we
provide a unified decoupling approach to the one-shot quantum
channel coding, by fully incorporating classical communication,
quantum communication and shared entanglement.
Index Terms—Quantum Channel Capacity, One-Shot, Decou-
pling
I. INTRODUCTION
One of the major goals of quantum communication theory
is to investigate the ultimate capacity of a noisy quantum
channel for transmitting classical and quantum information,
particularly in an asymptotic limit of many uses of a discrete
memoryless channel (see e.g. [1], [2]). Classical and quantum
capacities of a noisy quantum channel were obtained in [3]–
[5] and [6]–[8], respectively, both for entanglement non-
assisted and assisted scenarios. The capacity of a quantum
channel for simultaneously transmitting classical and quantum
messages was also obtained in [9], [10]. Refs. [11], [12]
provided a unified approach to another goal of quantum
communication theory, namely, evaluation of the maximum
amount of pure entanglement or secrecy that can be extracted
from a mixed quantum states. This result was subsequently
developed into quantum state merging [13], [14] and the fully
quantum Slepian-Wolf (FQSW) protocol [15], in addition to
state redistribution [16], [17]. Remarkably, various coding the-
orems including quantum capacity theorems are obtained by
reduction from FQSW [15]. These results provided a unified
picture for various quantum communication tasks, referred to
as the protocol family [8], [15].
The concept of decoupling plays a central role in the above
analyses of quantum protocols. Decoupling refers to the fact
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that we may destroy correlation between two quantum systems
by applying an operation on one of the two subsystems. In
various scenarios, the amount of communication required for
accomplishing a quantum protocol is equal to the amount
of “randomness” of the operation that decouples a particular
quantum state (see e.g. [14], [15]). The decoupling approach
simplifies many problems of our interest, particularly when
combined with the fact that any purification of a mixed
quantum state is convertible to another reversibly. This fact
is known as Uhlmann’s theorem [18], and enables us to prove
the existence of a decoder for quantum communication without
explicitly constructing it.
The decoupling approach to quantum protocols has been
generalized to the one-shot scenario. Ref. [19] proved one
of the most general formulations of decoupling, which is
referred to as the one-shot decoupling theorem. The decou-
pling theorem provides a necessary condition and a sufficient
condition for an operation to decouple a quantum state with
high precision, in terms of smooth min- and max- entropies
of the operation and the state, respectively. In the same way
as in the asymptotic scenario, various coding theorems in the
one-shot scenario are obtained by reduction from the decou-
pling theorem [20]. Furthermore, due to the fully quantum
asymptotic equipartition property [21], the results also lead
to a reconstruction of the existing results in an asymptotic
scenario. A generalization and refinement of the decoupling
theorem, called catalytic decoupling, was also proposed in
[22].
There is, however, a limitation in the decoupling approach,
in that it does not incorporate classical communication tasks.
Classical communication over noisy quantum channels was
addressed in Ref. [23] using a decoupling-like approach based
on the dequantizing theorem. However, it still does not fully
incorporate a general scenario, in which classical and quantum
messages are simultaneously transmitted possibly with the
assistance of shared entanglement. For addressing this scenario
by the existing decoupling methods, it is necessary to apply the
decoupling theorem and the dequantizing theorem separately
for the two sources (see also Refs. [24] for a different approach
based on the convex splitting). In this sense, the unified
approach to communication over noisy quantum channel based
on decoupling has not been fully completed.
In this paper, we propose a unified decoupling approach
that allows us a simultaneous treatment of classical commu-
nication, quantum communication and shared entanglement.
Namely, we consider a task in which classical and quantum
messages are transmitted via a noisy quantum channel with the
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assistance of a limited amount of shared entanglement. This
task was analyzed in [10] for an asymptotic scenario, whereas
we consider the one-shot scenario based on the decoupling
approach. The main result is that we derive a one-shot rate
region for this task, which is simply represented in terms of
the smooth conditional entropy of the channel. The direct and
converse bounds for various communication tasks in one-shot
scenario readily follow from the main result. In the asymptotic
limit of infinitely many uses of the channel, the direct and
converse bounds coincide and recover the full achievable rate
region obtained in [10]. Thus, we substantially develop the
unified decoupling approach for quantum channel coding.
The proof is based on the concept of randomized partial
decoupling [40], which is a generalization of decoupling and
may be of independent interest. Here, we consider a scenario
in which a bipartite quantum state on system AR is subject
to a unitary operation on A, followed by the action of a
linear completely-positive (CP) map. Unlike the usual setting
of decoupling, we assume that the subsystem is decomposed
into a direct-sum form, and the unitary is chosen at random
from the set of unitaries that are block-diagonal under the
decomposition. In [40], we proved the randomized partial de-
coupling theorem, which shows that the distance between the
final state and the averaged one is bounded in terms of smooth
conditional entropies of the initial state and the channel. The
existing results of the one-shot decoupling theorem [19] and
the dequantization theorem [23] are obtained from this result
as corollaries (see Section III D in [40] for the details).
Prior works on the one-shot capacity of quantum channels
in various scenarios are summarized in Table I. Most of
them are classified into the decoupling-based approaches and
approaches based on quantum hypothesis testing. The tasks
analyzed therein are communication of classical message (c)
or quantum message (q) or both (c, q), with or without the as-
sistance of shared entanglement that is limited (e) or unlimited
(e∗). The result presented in this paper incorporates all these
scenarios. On the other hand, it is not directly applicable to the
task of privately communicating classical messages, which was
analyzed in some of the literatures. We, however, expect that
our result can also cover the private classical communication,
by adopting the idea that quantum communication and private
classical communication over a noisy quantum channel are
equivalent. This idea was originally introduced in [7] for the
asymptotic scenario, and was applied in [24] to the one-shot
scenario.
This paper is organized as follows. In Section II, we
introduce notations and definitions that will be used throughout
this paper. In Section III, we summarize the statement of the
randomized partial decoupling theorem. In Section IV, we
present formulations of the problem and the main results. The
proofs of the main theorems are provided in Section V and
VI.
II. PRELIMINARIES
We summarize notations and definitions that will be used
throughout this paper.
A. Notations
We denote the set of linear operators and that of Hermitian
operators on a Hilbert space H by L(H) and Her(H), respec-
tively. For positive semidefinite operators, density operators
and sub-normalized density operators, we use the following
notations, respectively:
P(H) = {ρ ∈ Her(H) : ρ ≥ 0}, (1)
S=(H) = {ρ ∈ P(H) : Tr[ρ] = 1}, (2)
S≤(H) = {ρ ∈ P(H) : Tr[ρ] ≤ 1}. (3)
A Hilbert space associated with a quantum system A is
denoted by HA, and its dimension is denoted by dA. A
system composed of two subsystems A and B is denoted by
AB. When M and N are linear operators on HA and HB ,
3respectively, we denote M ⊗N as MA ⊗NB for clarity. In
the case of pure states, we often abbreviate |ψ〉A ⊗ |φ〉B as
|ψ〉A|φ〉B . For ρAB ∈ L(HAB), ρA represents TrB [ρAB ]. We
denote |ψ〉〈ψ| simply by ψ. The maximally entangled state
between A and A′, where HA ∼= HA′ , is defined by
|Φ〉AA′ := 1
dA
dA∑
α=1
|α〉A|α〉A′ (4)
with respect to a fixed orthonormal basis {|α〉}dAα=1.
The identity operator is denoted by I . We denote (MA ⊗
IB)|ψ〉AB as MA|ψ〉AB , and (MA ⊗ IB)ρAB(MA ⊗ IB)†
as MAρABMA†. When T is a supermap from L(HA) to
L(HB), we denote it by T A→B . When A = B, we use T A for
short. We also denote (T A→B⊗ idC)(ρAC) by T A→B(ρAC).
When a supermap is given by a conjugation of a unitary
UA or a linear operator WA→B , we especially denote it by
its calligraphic font such as UA(XA) := (UA)XA(UA)†
and WA→B(XA) := (WA→B)XA(WA→B)†. In that case,
the adjoint map of WA→B is defined by W†B→A(·) :=
(WA→B)†(·)(WA→B).
For any linear CP map T A→B , there exists a finite dimen-
sional quantum system E and a linear operator ΓA→BET such
that T A→B(·) = TrE [ΓT (·)Γ†T ]. The operator ΓT is called
the Stinespring dilation of T A→B [41], and the linear CP
map defined by TrB [ΓT (·)Γ†T ] is called the complementary
map of T A→B . With a slight abuse of notation, we denote the
complementary map by T A→E .
B. Norms and Distances
For a linear operator X , the trace norm is defined as ||X||1 =
Tr[
√
X†X]. The trace distance between two unnormalized
states ρ, ρ′ ∈ P(H) is defined by ‖ρ−ρ′‖1. For subnormalized
states ρ, ρ′ ∈ S≤(H), the generalized fidelity and the purified
distance are defined by
F¯ (ρ, ρ′) := ‖√ρ
√
ρ′‖1 +
√
(1− Tr[ρ])(1− Tr[ρ′]), (5)
P (ρ, ρ′) :=
√
1− F¯ (ρ, ρ′)2, (6)
respectively [42]. The trace distance and the purified distance
are related as
1
2
‖ρ− ς‖1 ≤ P (ρ, ς) ≤
√
2‖ρ− ς‖1 (7)
for any ρ, ς ∈ S≤(H). The epsilon ball of a subnormalized
state ρ ∈ S≤(H) is defined by
B(ρ) := {ρ′ ∈ S≤(H)| P (ρ, ρ′) ≤ }. (8)
C. One-shot entropies
For any subnormalized state ρ ∈ S≤(HAB) and normalized
state ς ∈ S=(HB), define
Hmin(A|B)ρ|ς := sup{λ ∈ R|2−λIA ⊗ ςB ≥ ρAB}, (9)
Hmax(A|B)ρ|ς := log ‖
√
ρAB
√
IA ⊗ ςB‖21. (10)
The conditional min- and max- entropies (see e.g. [43]) are
defined by
Hmin(A|B)ρ := sup
ςB∈S=(HB)
Hmin(A|B)ρ|ς , (11)
Hmax(A|B)ρ := sup
ςB∈S=(HB)
Hmax(A|B)ρ|ς , (12)
respectively. We also use the smooth conditional min- and
max-entropies defined by
Hmin(A|B)ρ := sup
ρˆAB∈B(ρ)
Hmin(A|B)ρˆ, (13)
Hmax(A|B)ρ := inf
ρˆAB∈B(ρ)
Hmax(A|B)ρˆ (14)
for a smoothing parameter  ≥ 0. The properties of the smooth
conditional entropies used in this paper are summarized in
Appendix B.
D. Choi-Jamiolkowski representation
Let T A→B be a linear supermap from L(HA) to L(HB),
and let ΦAA
′
be the maximally entangled state between A
and A′. A linear operator J(T A→B) ∈ L(HAB) defined by
J(T A→B) := T A′→B(ΦAA′) is called the Choi-Jamiołkowski
representation of T [44], [45]. The representation is an
isomorphism. The inverse map is given by, for an operator
XAB ∈ L(HAB),
J−1A (X
AB)(ςA) = dATrA
[
(ςA
T ⊗ IB)XAB], (15)
where AT denotes the transposition of A with respect to the
Schmidt basis of ΦAA
′
. When T is completely positive, then
J(T A→B) is an unnormalized state on AB and is called the
Choi-Jamiołkowski state of T .
E. Haar measure
For a unitary group of finite degree, there exists the unique
left- and right- unitarily invariant probability measure, known
as the Haar measure. We denote it by H. More specifically,
the Haar measure satisfies the property that, for any unitary U
and a set of unitaries V ,
H(UV) = H(VU) = H(V). (16)
When a unitary U is chosen uniformly at random with respect
to the Haar measure, we denote it by U ∼ H.
III. RANDOMIZED PARTIAL DECOUPLING
In this section, we briefly review a task that we call
randomized partial decoupling [40]. We present the direct and
converse bounds for randomized partial decoupling, which is
a generalization of the decoupling theorem in the version of
[19]. For the details and proofs, see the paper by the same
authors [40].
Randomized partial decoupling is a task in which a bipartite
quantum state ΨAR is transformed by a unitary operation on A
and then is subject to the action of a linear CP map T A→E . We
assume that the Hilbert space HA is decomposed into a direct-
sum form as HA = ⊕Jj=1HAj , where HAj (j = 1, · · · , J) has
the same dimension r. Let HAc be a J-dimensional Hilbert
4space with a fixed orthonormal basis {|j〉}Jj=1, and HAr be
an r-dimensional Hilbert space. The Hilbert space HA is then
isomorphic to a tensor product Hilbert space HAc⊗HAr , i.e.,
A ∼= AcAr. In terms of this decomposition, any state ΨAR is
written as
ΨAR =
J∑
j,k=1
|j〉〈k|Ac ⊗ΨArRjk , (17)
where ΨArRjk := Π
A
j Ψ
ARΠAk with Πj being the projection onto
HAj . In particular, using properly chosen orthonormal bases, a
maximally entangled state |Φ〉AA′ is given by
|Φ〉AA′ =
 1√
J
J∑
j=1
|j〉Ac |j〉A′c
⊗( 1√
r
r∑
α=1
|α〉Ar |α〉A′r
)
.
(18)
where A ∼= A′.
Consider a random unitary U on the system A in the form
of
U :=
J∑
j=1
|j〉〈j|Ac ⊗ UArj . (19)
Here, Uj is independently chosen for each j from the Haar
measure H on the unitary group on HAr . For any state ΨAR,
the averaged state after the action of this random unitary is
given by
ΨARav := EU1,...,UJ∼H[UA(ΨAR)U†A] (20)
=
J∑
j=1
pj |j〉〈j|Ac ⊗ piAr ⊗ΨRj . (21)
Here, piAr is the maximally mixed state on HAr , {pj}Jj=1 is a
probability distribution defined by pj := Tr[〈j|AcΨAR|j〉Ac ],
and ΨRj is a normalized state on HR defined by ΨRj :=
p−1j Ψ
R
jj . In the following, we denote EU1,...,UJ∼H simply by
EU when there is no ambiguity. Consider also the permutation
group P on {1, · · · , J}, and define a unitary Gs for each s ∈ P
by
Gs :=
J∑
j=1
|s(j)〉〈j|Ac ⊗ IAr . (22)
The permutation s is chosen at random according to the
uniform distribution on P. Our concern is how close the final
state T A→E ◦GAs ◦UA(ΨAR) is, on average over all U , to the
averaged final state T A→E ◦GAs (ΨARav ), for typical choices of
the permutation s (see Figure 1 as well).
For the simplicity of analysis, we assume that R ∼= RcRr,
where Rc is a quantum system with dimension J . We also
assume that ΨAR is decomposed in the form of
ΨAR =
J∑
k,l=1
|k〉〈l|Ac⊗ ψArRrkl ⊗ |k〉〈l|Rc, (23)
where ψkl ∈ L(HAr ⊗HRr ) for each k and l. Such a state is
called a classically coherent state [23].
A ⌘ AcAr U E
R ⌘ RcRr
 
T
AA
Gs
Fig. 1. The procedure used in the randomized partial decoupling is depicted.
For a given initial state ΨAR, a random unitary U in the form of (19) and
a permutation Gs are first applied to A. Then, the system A is mapped to
another one E by T .
The following theorem is the direct part of the randomized
partial decoupling theorem. We assume that dimAr ≥ 2,
although the original version (Theorem 3 in [40]) is also
applicable to the cases where dimAr = 1.
Theorem 1 (Corollary of Theorem 3 in [40])
Consider a linear CP map T A→E and a state ΨAR ∈
S=(HAR) that is decomposed as (23). Let U and Gs be
random unitaries defined by (19) and (22), respectively. Define
the partial decoupling error ∆s,U (T ,Ψ) by
∆s,U (T ,Ψ) :=
∥∥T A→E ◦ GAs (UA(ΨAR)−ΨARav ))∥∥1 ,
where ΨARav := EU1,...,UJ∼H[UA(ΨAR)]. Then, for any , µ ≥
0, it holds that
Es,U [∆s,U (T ,Ψ)] ≤ θI + θII + 4(+ µ+ µ). (24)
The terms θI and θII are represented by
θI =
{
2−
1
2HI (J ≥ 2)
0 (J = 1)
, θII =
{
2−
1
2HII (dAr ≥ 2)
0 (dAr = 1)
, (25)
where the exponents HI and HII are given by
HI = log (J − 1) +Hmin(A|R)Ψ −Hµmax(A|C)C(τ), (26)
HII = H

min(A|R)C(Ψ) −Hµmax(Ar|CAc)C(τ), (27)
respectively. Here, C is the completely dephasing operation
on Ac with respect to the basis {|j〉}Jj=1, and τ is the
Choi-Jamiolkowski state of the complementary map T A→C
of T A→E , i.e. τ = J(T A→E).
In [40], we also obtained a converse bound for randomized
partial decoupling, which is stated by the following theorem.
Theorem 2 (Theorem 4 in [40]) Consider a linear trace-
presersing CP map T A→E and a state ΨAR ∈ S=(HAR)
that is decomposed as (23). Suppose that, for δ > 0, there
exists a normalized state in the form of
ΩER :=
J∑
j=1
pjς
E
j ⊗ΨRrj ⊗ |j〉〈j|Rc , (28)
such that ∥∥T A→E(ΨAR)− ΩER∥∥
1
≤ δ. (29)
Then, for any υ ∈ [0, 1/2) and ι ∈ (0, 1], it holds that
Hλmin(A|R)Ψ −Hυmin(BR|C)T ◦C(Ψ) + log J ≥ log ι, (30)
Hλ
′
min(A|R)C(Ψ) −Hυmin(BRr|CRc)T ◦C(Ψ)
≥ log ι+ log (1− 2υ). (31)
5M ⌘McMq
M ⌘McMq
 02c,2q
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Fig. 2. One-shot channel coding is depicted. The normal arrows represent quantum systems, and the dotted arrows represent the classical part of the source
state.
The second terms in the L.H.S.s of (30) and (31) are for a
purification |Ψ〉ABR of ΨAR and the complementary channel
T A→C of T A→E , with C being the completely dephasing
channel on Ac. The smoothing parameters λ and λ′ are given
by
λ :=2
√
ι+ 4
√
20υ + 2δ +
√
2
√
20υ + 2δ
+ 2
√
2δ + 2
√
20υ + 2δ + 3υ, (32)
λ′ :=υ +
√
4
√
ι+ 2x+ 2
√
x+ (4
√
ι+ 8 + 24)x (33)
and x :=
√
2 4
√
24υ + 2δ.
IV. THE ONE-SHOT CAPACITY THEOREMS
We consider a scenario in which the sender, Alice, transmits
classical and quantum messages simultaneously to the receiver,
Bob, through a noisy quantum channel assisted by a limited
or unlimited amount of shared entanglement. We assume that
Bob initially has no side information about the messages.
We denote by c and q the lengths of classical and quantum
messages to be transmitted. The available resources are a noisy
quantum channel NA→B and a pure entangled state ΦFAFB2e
shared in advance (see Figure 2). Our goal is to obtain the
conditions for this task to be achievable within error tolerance
δ. A rigorous definition of achievability is as follows:
Definition 3 Consider a quantum channel NA→B . Let Mq
and Rq be 2q-dimensional quantum systems, and FA and FB
be 2e-dimensional quantum systems. Let ΦMqRq2q and Φ
FAFB
2e
be the maximally entangled state with Schmidt rank 2q and
2e, respectively. A pair of a set of encoding CPTP maps
{EMqFA→Aj }2
c
j=1 and a decoding instrument {DBFB→Mqj }2
c
j=1
is called a (c, q, e, δ) code for the channel N if it holds that
1
2c
2c∑
j=1
∥∥∥Dj◦N ◦Ej(ΦMqRq2q ⊗ΦFAFB2e )−ΦMqRq2q ∥∥∥
1
≤ δ. (34)
The condition (34) implies that both the classical and quantum
parts of the message are transmitted within the total error δ.
The above definition is equivalent to the following definition,
which is more convenient in our analysis:
Definition 4 Consider the same setting as in Definition 3.
Let Mc and Rc be 2c-dimensional quantum system with a
fixed orthonormal basis {|j〉}2cj=1. We denote McMq by M and
RcRq by R for brevity. Let Φ′MR2c,2q be a source state defined
by
Φ′MR2c,2q =
1
2c
2c∑
j=1
|j〉〈j|Mc ⊗ |Φ2q 〉〈Φ2q |MqRq ⊗ |j〉〈j|Rc . (35)
A pair of an encoding CPTP map EMFA→A and a decoding
CPTP map DBFB→M is called a (c, q, e, δ) code for the
channel N if it holds that∥∥∥D ◦ N ◦ E(Φ′MR2c,2q ⊗ ΦFAFB2e )− Φ′MR2c,2q∥∥∥
1
≤ δ (36)
and
EMFA→A = EMFA→A ◦ CMc , (37)
DBFB→M = CMc ◦ DBFB→M , (38)
where C is the completely dephasing operation on Mc with
respect to the basis {|j〉}2cj=1.
Note that the correspondence between the encoding and de-
coding operations in Definition 3 and Definition 4 are given
by
EMqFA→Aj (·) = EMFA→A(|j〉〈j|Mc ⊗ (·)MqFA), (39)
DBFB→Mqj (·) = 〈j|McDBFB→M (·)|j〉Mc (40)
and
EMFA→A(·) =
2c∑
j=1
Ej(〈j|Mc(·)|j〉Mc), (41)
DBFB→M (·) =
2c∑
j=1
|j〉〈j|Mc ⊗DBFB→Mqj (·). (42)
It should be noted that the capacity theorems obtained in
terms of the average probability of error, as in (34) and (36),
are translated into those based on the worst-case error, up to
halving of the message length. See, for example, Corollary
1 in [31] and Theorem 11 in [33] for the quantum part and
Lemma 1 in [28] for the classical part. The latter is known as
the expurgation trick (see e.g. [1]).
6vbvb
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Fig. 3. The protocol for communication over the channel N constructed in terms of randomized partial decoupling is depicted. The encoding operation
Eρ,s,U is composed of (i) a linear isometry PMFA→S that embeds the message system M and Alice’s share of the entanglement resource FA to a larger
system S, (ii) the permutation s and the unitary U that appear in randomized partial decoupling, and (iii) a linear CPTP map Eρ that is obtained from ρSA
by the Choi-Jamiolkowski correspondence. The explicit form of the decoder D is left open, because we only prove the existence of a proper decoder D in
the proof of the direct part.
A. Channel Capacity with Limited Entanglement
First, we consider the situation in which the amount of the
resource of shared entanglement is limited.
Definition 5 A triplet (c, q, e) is said to be achievable within
the error δ for the channel NA→B if there exists a (c, q, e, δ)
code for NA→B .
The direct part is represented by the following theorem.
The proof is based on the direct part of randomized partial
decoupling (Theorem 1), and will be provided in Section V.
A protocol that achieves the direct bound is depicted in Figure
3.
Theorem 6 Let Sr be a finite dimensional quantum system,
and let Sc be a quantum system with a fixed orthonormal basis
{|j〉}dScj=1 such that dSc ≥ 2. We denote ScSr by S. Consider
a state in the form of
ρSA =
1
dSc
dSc∑
j=1
|j〉〈j|Sc ⊗ ρSrAj , (43)
where{ρj}dScj=1 is a set of normalized states on SrA, such that
ρS is the full-rank maximally mixed state on S. For any such
Sc, Sr, ρSA, any δ1, δ2 > 0 and  ≥ 0, a triplet (c, q, e) is
achievable within the error
δ = 2
√√
δ1 +
√
δ2 + 4 (44)
for the channel NA→B if dSc ≥ 2c and the following three
inequalities hold:
q + e ≤ log dSr , (45)
c+ q − e ≤ −Hmax(S|B)N (ρ)
+ log (dSc − 1) + log δ1, (46)
q − e ≤ −Hmax(Sr|BSc)N (ρ) + log δ2. (47)
The same statement holds in the cases of (c = 0, dSc = 1) and
(q = e = 0, dSr = 1). In the former case, the condition (46)
is removed and δ1 in (44) is assumed to be zero. In the latter,
the condition (47) is removed and δ2 in (44) is considered to
be zero.
The converse part is stated by the following theorem, which
will be proved in Section VI based on the converse part for
randomized partial decoupling (Theorem 2).
Theorem 7 Suppose that a triplet (c, q, e) is achievable
within the error δ for the channel NA→B . Then, there exist
a quantum system S satisfying dS ≤ 2c+q+e and a state ρSA
such that the following conditions hold. First, S is composed
of finite dimensional quantum systems Sc and Sr, the former
of which is equipped with an orthonormal basis {|j〉}dScj=1.
Second, the state ρSA is in the form of
ρSA =
1
dSc
dSc∑
j=1
|j〉〈j|Sc ⊗ ρSrAj , (48)
with {ρj}dScj=1 being a set of normalized states on SrA, and
ρS is the full-rank maximally mixed state on S. Third, for any
ι ∈ (0, 1], it holds that
q + e ≤ log dSr , (49)
c+ q − e ≤ −Hλmax(S|B)N (ρ) + log dSc − log ι, (50)
q − e ≤ −Hλ′max(Sr|BSc)N (ρ) − log ι. (51)
The smoothing parameters λ and λ′ are given by
λ :=2
√
ι+ 2x2 + x+ 2x2, (52)
λ′ :=
√
4
√
ι+ 2x+ 2
√
x+ (4
√
ι+ 8 + 24)x (53)
and x := 2 8
√
δ.
B. Channel Capacity with Unlimited Entanglement
Second, we consider the situation in which the amount of
the resource of shared entanglement is unlimited. Following
[33], we assume that the entanglement resource is given in the
form of the maximally entangled state.
Definition 8 A pair (c, q) is said to be achievable within
the error δ for the channel NA→B with the assistance of
entanglement if there exists e ≥ 0 such that a triplet (c, q, e)
is achievable within the error δ for NA→B .
The direct and converse bounds for the scenario of unlimited
entanglement immediately follow from the direct bound and
the converse bound for the case of limited entanglement, i.e.,
from Theorem 6 and Theorem 7.
7entanglement
resource lower bound upper bound
δ-classical capacity
of a quantum channel N
none sup
S,ρ,δ′
[
log dS −H(δ,δ
′)
max (S|B)C⊗N (ρ) + log 2δ′
]
sup
S,ρ
inf
ι
[
log dS −Hλ(δ,ι)max (S|B)C⊗N (ρ) − log ι
]
unlimited sup
S,ρ,δ′
[
log dS −H(δ,δ
′)
max (S|B)N (ρ) + log δ′
]
sup
S,ρ
inf
ι
[
log dS −Hλ
′(δ,ι)
max (S|B)N (ρ) − log ι
]
δ-quantum capacity
of a quantum channel N
none sup
S,ρ,δ′
[
−H(δ,δ′)max (S|B)N (ρ) + log δ′
]
sup
S,ρ
inf
ι
[
−Hλ′(δ,ι)max (S|B)N (ρ) − log ι
]
unlimited
1
2
sup
S,ρ,δ′
[
log dS −H(δ,δ
′)
max (S|B)N (ρ) + log δ′
] 1
2
sup
S,ρ
inf
ι
[
log dS −Hλ
′(δ,ι)
max (S|B)N (ρ) − log ι
]
TABLE II
ONE-SHOT CAPACITIES OF A QUANTUM CHANNEL FOR SPECIFIC CASES.
Corollary 9 For any  ∈ [0, 1/2) and δ′ ∈ (0, 1−2], a pair
(c, q) is achievable within the error
δ = 2
√√
2δ′ +
√
δ′ + 4 (54)
for the channel NA→B with the assistance of entanglement, if
there exist a quantum system S and a state ρSA such that ρS
is the full-rank maximally mixed state on S and the following
inequality holds:
c+ 2q ≤ log dS −Hmax(S|B)N (ρ) + log δ′. (55)
Corollary 10 Suppose that a pair (c, q) is achievable within
the error δ for the channel NA→B with the assistance of
entanglement. Then, there exist a quantum system S and a
state ρSA such that ρS is the full-rank maximally mixed state
on S, and for any ι ∈ (0, 1], it holds that
c+ 2q ≤ log dS −Hλmax(S|B)N (ρ) − log ι. (56)
The smoothing parameter λ is given by (52).
Proof of Corollaries: Corollary 10 immediately follows from
Inequalities (49) and (50) in Theorem 7. To prove Corollary
9 from Theorem 6, suppose that there exists a state ρSA that
satisfies the conditions in Corollary 9. Let S′c be a system such
that dS′c ≥ 2c. Define S′r := S, S′ := S′cS′r and consider a
state
ρ′S
′A :=
1
dS′c
dS′c∑
j=1
|j〉〈j|S′c ⊗ ρS′rA. (57)
Due to the property of the smooth max entropy for product
states (Lemma 22), we have
Hmax(S
′
r|BS′c)N (ρ′) = Hmax(S|B)N (ρ) (58)
≥ Hmax(S′|B)N (ρ′) − log dS′c . (59)
It follows from (58) and (55) that
q − log dS′r ≤ −Hmax(S′r|BS′c)N (ρ′) + log δ′ − c− q. (60)
Thus, there exists e ∈ R such that{
q + e ≤ log dS′r ,
c+ q − e ≤ −Hmax(S′r|BS′c)N (ρ′) + log δ′.
(61)
We may assume that e ≥ 0, since q ≤ log dS′r . This is because
the dimension bound for the smooth max entropy (see Lemma
23 in Appendix B) imply
2q ≤ log dS −Hmax(S|B)N (ρ) ≤ 2 log dS + log
(
δ′
1− 2
)
.
The second inequality in (61) further leads to
c+ q − e ≤−Hmax(S′|B)N (ρ′)+log (dS′c−1)+log 2δ′ (62)
due to Inequality (59) and the relation dS′c/(dS′c−1) ≤ 2, and
to
q − e ≤ −Hmax(S′r|BS′c)N (ρ′) + log δ′ (63)
since c ≥ 0. Combining (62), (63) and the first inequality in
(61) with Theorem 6, we complete the proof. 
C. Special cases
The one-shot capacity theorems for various scenarios di-
rectly follow from Theorem 6, Theorem 7, Corollary 9 and
Corollary 10. In Table II, we summarize the one-shot capac-
ity theorems for the classical and quantum capacities with
the assistance of limited/unlimited amount of entanglement.
There, the δ-classical capacity of the channel N is defined
as the supremum of c such that the triplet (c, q = 0, e = 0)
is achievable within the error δ for the channel N . The δ-
quantum capacity and the entanglement assisted capacities
are defined along the same line. The smoothing parame-
ters (δ, δ′), λ(δ, ι) and λ′(δ, ι) in Table II are defined by
(δ, δ′) := δ2/16 − √δ′/4, (52) and (53), respectively. The
supremum over δ′ and the infimum over ι are taken in the
intervals δ′ ∈ (0, δ4/16] and ι ∈ (0, 1]. The supremum over
ρ is take over all states ρSA such that ρS is the full-rank
maximally mixed state on S. The map C is the completely
dephasing operation on S with respect to a fixed orthonormal
basis.
One can also obtain the one-shot capacity region for si-
multaneously transmitting classical and quantum messages
through the channel without shared entanglement. The δ-
simultaneous capacity region of the channel N is defined
as the set of all pairs (c, q) ∈ R2≥ such that the triplet
(c, q, e = 0) is achievable within the error δ for the channel N .
We denote the achievable rate region by Γδ(N ), and assume
that δ ∈ (0, 2]. For an arbitrary system S ≡ ScSr and an
8arbitrary state ρSA that is diagonal in Sc, let Γinδ,δ′,(N , ρ) be
the set of all pairs (c, q) ∈ R2≥ that satisfy{
c+ q ≤ −H(δ,δ′)max (S|B)N (ρ) + log (dSc − 1) + log δ′,
q ≤ −H(δ,δ′)max (Sr|BSc)N (ρ) + log δ′(1− 2(δ, δ′))
and Γoutδ,ι (N , ρ) be the set that satisfy{
c+ q ≤ −Hλ(δ,ι)max (S|B)N (ρ) + log dSc − log ι,
q ≤ −Hλ′(δ,ι)max (Sr|BSc)N (ρ) − log ι.
The smoothing parameters (δ, δ′), λ(δ, ι) and λ′(δ, ι) are de-
fined by (δ, δ′) := δ2/16−√δ′/4, (52) and (53), respectively.
It follows from Theorem 6 and Theorem 7 that⋃
S,ρ
⋃
δ′
Γinδ,δ′(N , ρ) ⊆ Γδ(N ) ⊆
⋃
S,ρ
⋂
ι
Γoutδ,ι (N , ρ). (64)
Here, the union over δ′ and the intersection over ι are taken in
the intervals δ′ ∈ (0, δ4/16] and ι ∈ (0, 1], respectively. The
union over ρ is taken for all states ρSA such that ρS is the
full-rank maximally mixed state on S.
The rate region (64) coincides the one given by [10] in
the asymptotic limit of infinitely many copies and vanishingly
small error (see Theorem 5 therein). The same communication
task has also been analyzed in [9] for the asymptotic scenario
and in [24] for the one-shot scenario. There, the rate regions
with respect to a fixed ρ is given in the form of c ≤ H1(ρ,N )
and q ≤ H2(ρ,N ), with H1 and H2 being some entropic
functions of ρ and N . All the rate regions in these literatures
shall coincide in the asymptotic limit, by taking the union over
all states ρ.
V. PROOF OF THE DIRECT PART
(THEOREM 6)
We prove the direct part of the capacity theorem (Theorem
6) based on the direct part of the randomized partial decou-
pling theorem (Theorem 1). We follow the idea of Ref. [15],
that the problem of finding a good code for a quantum channel
is equivalent to the problem of finding a good way to decouple
a bipartite state constructed from the channel.
Fix an arbitrary triplet (c, q, e), δ > 0, system S ≡ ScSr
and a state ρSA that satisfy the conditions in Theorem 6. We
prove achievability of the triplet (c, q, e) within the error δ
along the following lines: First, we construct a state Ψρ from
the state ρSA, the channel NA→B and a state obtained by
“purifying” and “extending” the source state and the resource
state. Second, we prove that, if a CP map achieves randomized
partial decoupling of the state Ψρ for a particular choice of s
and U in high precision, there exist an encoder Eρ,s,U and a
decoder D that accomplish the communication with a small
error. Finally, we evaluate the precision of randomized partial
decoupling based on Theorem 1, by which we complete the
proof of Theorem 6.
A. Definitions of States and Operations
We embed Mc and MqFA into Sc and Sr, respectively.
This is possible because of the conditions dimSc ≥ 2c and
dimSr ≥ 2q+e in Theorem 6. Similarly, we embed Rc and
RqFB to larger systems Rˆc and Rˆr, respectively, such that
Rˆc ∼= Sc and Rˆr ∼= Sr. The embeddings are represented
by linear isometries PMc→Sc , PMqFA→Sr , PRc→Rˆc and
PRqFB→Rˆr . For the simplicity of notations, we denote RˆcRˆr
by Rˆ. In total, the systems MFA and RFB are embedded into
systems S and Rˆ by linear isometries
PMFA→S := PMc→Sc ⊗ PMqFA→Sr , (65)
PRFB→Rˆ := PRc→Rˆc ⊗ PRqFB→Rˆr , (66)
respectively. The adjoint map corresponding to these isome-
tries are given by
P†S→MFA(·) := (PMFA→S)†(·)(PMFA→S), (67)
P†Rˆ→RFB (·) := (PRFB→Rˆ)†(·)(PRFB→Rˆ). (68)
Define a “purified” source-resource state by
|Φpur〉MFARFB := |Φ2c+q 〉MR|Φ2e〉FAFB (69)
=
1√
2c
2c∑
j=1
|j〉Mc |j〉Rc |Φ2q 〉MqRq |Φ2e〉FAFB . (70)
Note that
CMc(Φpur) = Φ′MR2c,2q ⊗ ΦFAFB2e , (71)
where CMc the completely dephasing operation on Mc with
respect to the basis {|j〉}2cj=1. We also introduce an “extended”
one by
|Φext〉SRˆ := 1√
dSc
dSc∑
j=1
|j〉Sc |j〉Rˆc |ΦdSr 〉SrRˆr . (72)
We properly choose the embedding isometries so that
|Φpur〉MFARFB
=
√
dS
2c+q+e
(PMFA→S ⊗ PRFB→Rˆ)†|Φext〉SRˆ (73)
and that
PMc→Sc |j〉Mc = |j〉Sc , PRc→Rˆc |j〉Rc = |j〉Rˆc (74)
for any j = 1, · · · , 2c. Using
P˜ Rˆ→RFB :=
√
dS
2c+q+e
(PRFB→Rˆ)†, (75)
the purified one and the extended one are simply related as
PMFA→S |Φpur〉MFARFB = P˜ Rˆ→RFB |Φext〉SRˆ. (76)
Let ES→Aρ and ESr→Aρj be linear maps defined by the
Choi-Jamiolkowski correspondence from ρSA and ρSrAj , re-
spectively. That is, ES→Aρ := J−1S (ρSA) and ESr→Aρj :=
J−1Sr (ρ
SrA
j ). Due to the condition that ρ
S is the full-rank
maximally mixed state, the two maps are completely positive
and trace preserving. From the decomposition (43), it follows
that
ES→Aρ (τ) =
dSc∑
j=1
ESr→Aρj (〈j|Scτ |j〉Sc). (77)
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Fig. 4. The definition of the state |Ψρ〉 given by (82) and its transformation by partial decoupling are depicted. CJ, SD and UT stand for the Choi-Jamiolkowski
correspondense, the Stinespring dilation and Uhlmann’s theorem, respectively. Note that R ≡ RcRq and M ≡McMq . In composing the encoding operation,
we use the fact that the actions of U , s and P˜ on system Rˆ are replaced by those of P˜ , Gts and Ut in this order, on system Sˆ before applying Vρ. This
trick was introduced in [15] to analyze the quantum channel capacity in an asymptotic scenario.
We denote by V Sr→AE0ρj the Stinespring dilation of ESr→Aρj
for each j. Introducing a quantum system Ec with a fixed
orthonormal basis {|j〉}dScj=1, the Stinespring dilation Vρ of
ES→Aρ is given by
V S→AE0Ecρ =
dSc∑
j=1
|j〉Ec〈j|Sc ⊗ V Sr→AE0ρj . (78)
It is straightforward from (77) that
ES→Aρ ◦ CSc = ES→Aρ , (79)
with CSc being the completely dephasing operation on Sc with
respect to the basis {|j〉}dScj=1.
Let WA→BEN be the Stinespring dilation of NA→B . Using
the extended source-resource state (72), we define the follow-
ing pure state, where E¯ ≡ EcEE0 (see Figure 4):
|Ψρ〉RˆBE¯ := WA→BEN ◦ V S→AE0Ecρ |Φext〉SRˆ. (80)
Defining the state
|ρj〉RˆrAE0 := V Sr→AE0ρj |ΦdSr 〉SrRˆr , (81)
it follows from (78) that
|Ψρ〉RˆBE¯ = 1√
dSc
dSc∑
j=1
|j〉Rˆc |j〉EcWA→BEN |ρj〉RˆrAE0 . (82)
We trace out system B to obtain the state ΨRˆE¯ρ :=
TrB [|Ψρ〉〈Ψρ|].
B. Construction of Encoding and Decoding Operations
We consider randomized partial decoupling of the “bipar-
tite” state ΨRˆE¯ρ by a linear CP map TrFB ◦ P˜Rˆ→RFB : Rˆ →
RFB (see Figure 4), where P˜ Rˆ→RFB is defined by (75). For
a unitary U Rˆ =
∑dSc
j=1 |j〉〈j|Rˆc ⊗U Rˆrj and a permutation s on
{1, · · · , dSc}, define the partial decoupling error ∆s,U by
∆s,U :=
∥∥∥TrFB ◦P˜Rˆ→RFB ◦ GRˆs ◦ U Rˆ(ΨRˆE¯ρ )− Ψ˜RE¯ρ,s ∥∥∥
1
. (83)
Here, we have defined
Ψ˜RE¯ρ,s := TrFB ◦ P˜Rˆ→RFB ◦ GRˆs (ΨRˆE¯ρ,av), (84)
where
ΨRˆE¯ρ,av := EU [U Rˆ(ΨRˆE¯ρ )]. (85)
An evaluation of the partial decoupling error ∆s,U will be
given in the next subsection, based on the direct part of
the randomized partial decoupling theorem (Theorem 1). We
introduce the operator
P˜ Rˆ→RFBs,U := P˜
Rˆ→RFBGRˆs U
Rˆ, (86)
by which (83) is simply represented as
∆s,U :=
∥∥∥TrFB ◦P˜Rˆ→RFBs,U (ΨRˆE¯ρ )− Ψ˜RE¯ρ,s ∥∥∥
1
. (87)
Let |Ψ˜ρ,s〉MRE¯M0 be a purification of Ψ˜RE¯ρ,s with MM0
being a purifying system. Due to Uhlmann’s theorem ( [18];
see also e.g. Chapter 9 in [1]) and (87), there exists a linear
isometry V˜ BFB→MM0 such that∥∥∥V˜BFB→MM0 ⊗ P˜Rˆ→RFBs,U (ΨRˆBE¯ρ )− Ψ˜MRE¯M0ρ,s ∥∥∥
1
≤ 2√∆s,U . (88)
Note that V˜ BFB→MM0 depends on ρ, s and U in general.
Defining
DBFB→M := (TrM0 ⊗ CMc) ◦ V˜BFB→MM0 , (89)
and tracing out the unnecessary systems E¯ and M0 in (88),
we obtain∥∥∥DBFB→M ⊗ P˜Rˆ→RFBs,U (ΨRˆBρ )− CMc(Ψ˜MRρ,s )∥∥∥
1
≤ 2√∆s,U . (90)
To obtain an explicit form of the state Ψ˜MRρ,s , we use (82)
and (85) to have
ΨRˆE¯ρ,av =
1
dSc
dSc∑
j=1
|j〉〈j|Rˆc ⊗ |j〉〈j|Ec ⊗ piRˆr ⊗NA→E(ρAE0j ).
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Fig. 5. Transformation of the protocol for randomized partial decoupling of the state Ψρ into that for communication over the channel N is depicted. We
first trace out E¯ in Figure 4 and apply these transformations to obtain Figure 3. (i) is due to the fact that Φext is the maximally entangled state between
S and Rˆ. (ii) is from Equality (76), and (iii) is because EMFA→Aρ,s,U = EMFA→Aρ,s,U ◦ CMc . Note that |Φpur〉M¯R¯ = |Φ2c+q 〉MR|Φ2e 〉FAFB as (69). (iv)
follows from (71).
Combining this with (84), and by using (75), we obtain
Ψ˜RE¯ρ,s =
1
2c
2c∑
j=1
|j〉〈j|Rc ⊗ |s−1(j)〉〈s−1(j)|Ec
⊗ piRq2q ⊗NA→E(ρAE0s−1(j)). (91)
A purification of this state is given by
|Ψ˜ρ,s〉MRE¯M0 :=
1√
2c
2c∑
j=1
|j〉Mc |j〉Rc |s−1(j)〉Ec |Φ2q 〉MqRq |%s−1(j)〉E0EM0 ,
with |%j〉E0EM0 being a purification of NA→E(ρAE0j ). Thus,
we trace out E¯M0 to obtain Ψ˜MRρ,s = Φ
′MR
2c,2q . Substituting this
to (90), and noting that CMc(Φ′MR2c,2q ) = Φ′MR2c,2q , we arrive at∥∥∥DBFB→M ⊗ P˜Rˆ→RFBs,U (ΨRˆBρ )− Φ′MR2c,2q∥∥∥
1
≤ 2√∆s,U . (92)
The first term in the L.H.S. of (92) is calculated as follows.
Note that the state |Φext〉SRˆ defined by (72) is the maximally
entangled state on SRˆ. Thus, from (86) and (76) (see Figure
5), it holds that
P˜ Rˆ→RFBs,U |Φext〉SRˆ
= (GsU)
ST ⊗ P˜ Rˆ→RFB |Φext〉SRˆ
= (GsU)
STPMFA→S |Φpur〉MFARFB
= PMFA→Ss,U |Φpur〉MFARFB , (93)
where we have defined a linear isometry
PMFA→Ss,U := U
STGSs−1P
MFA→S . (94)
Note that GS
T
s = G
S
s−1 . Combining (93) with (80), we obtain
P˜ Rˆ→RFBs,U |Ψρ〉RˆBE¯
= WA→BEN ◦ V S→AE0Ecρ ◦ PMFA→Ss,U |Φpur〉MFARFB. (95)
We now construct an encoding operation Eρ,s,U by
EMFA→Aρ,s,U := ES→Aρ ◦ PMFA→Ss,U (96)
= TrE0Ec ◦ VS→AE0Ecρ ◦ PMFA→Ss,U . (97)
Tracing out E¯ = EE0Ec in (95) yields
P˜Rˆ→RFBs,U (ΨRˆBρ ) = NA→B ◦ EMFA→Aρ,s,U (ΦMFARFBpur ). (98)
Substituting this to (92), we arrive at∥∥∥DBFB→M ◦ NA→B ◦ EMFA→Aρ,s,U (ΦMFARFBpur )− Φ′MR2c,2q∥∥∥
1
≤ 2√∆s,U . (99)
It remains to prove that the encoding operation defined by
(96) satisfies the condition (37) (see Figure 5), i.e.,
EMFA→Aρ,s,U = EMFA→Aρ,s,U ◦ CMc . (100)
From (65), (74) and (94), we have
PMFA→Ss,U =
2c∑
j=1
|s−1(j)〉Sc〈j|Mc⊗ USTrs−1(j)PMqFA→Sr .
(101)
Thus, it holds that
PMFA→Ss,U ◦ CMc = CSc ◦ PMFA→Ss,U , (102)
with CSc being the completely dephasing operation on Sc with
respect to the basis {|j〉}Jj=1. Combining this with (79), we
obtain
ES→Aρ ◦ PMFA→Ss,U ◦ CMc = ES→Aρ ◦ PMFA→Ss,U , (103)
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which implies (100). Substituting this to (99), and by using
the relation (71), we finally arrive at∥∥∥DBFB→M ◦ NA→B ◦ EMFA→Aρ,s,U (Φ′MR2c,2q ⊗ ΦFAFB2e )− Φ′MR2c,2q∥∥∥
1
≤ 2√∆s,U . (104)
The deformations of expressions that we have done in this
subsection are depicted in Figure 5. The figure explains the
way how the communication protocol depicted in Figure 3 is
obtained from the randomized partial decoupling protocol in
Figure 4.
C. Evaluation of The Errors
To evaluate the partial decoupling error ∆s,U defined by
(83), we apply the direct part of randomized partial decoupling
(Theorem 1) under the following correspondence:
Ac, Ar, Rc, Rr → Rˆc, Rˆr, Ec, EE0 (105)
A,R,E,C → Rˆ, E¯, R, FB (106)
ΨAR → ΨRˆE¯ρ (107)
T A→E → TrFB ◦ P˜Rˆ→RFB . (108)
We especially choose µ = 0. It follows that there exist a
unitary U Rˆ =
∑dSc
j=1 |j〉〈j|Rc ⊗ URqFBj and a permutation s
such that the partial decoupling error is bounded as
∆s,U ≤

2−
1
2HI + 2−
1
2HII + 4 (dSc , dSr ≥ 2)
2−
1
2HI + 4 (q = e = 0, dSc ≥ 2, dSr = 1)
2−
1
2HII + 4 (c = 0, dSc = 1, dSr ≥ 2).
(109)
Here, the exponents HI and HII are given by
HI = log (dSc − 1) +Hmin(Rˆ|E¯)Ψρ −Hmax(Rˆ|FB)C(τ),
(110)
HII = H

min(Rˆ|E¯)C(Ψρ) −Hmax(Rˆr|FBRˆc)C(τ), (111)
and τ RˆFB is the Choi-Jamiolkowski state of the complemen-
tary channel of TrFB ◦ P˜Rˆ→RFB . Using (70)-(73), it holds
that
τ RˆFB := TrFB ◦ P˜Rˆ
′→RFB (ΦRˆRˆ
′
ext ) (112)
= piRˆc2c ⊗ piRˆq2q ⊗ ΦFˆBFB2e . (113)
A simple calculation yields
Hmax(Rˆ|FB)C(τ) = c+ q − e (114)
Hmax(Rˆr|FBRˆc)C(τ) = q − e. (115)
Using the duality of the conditional smooth entropies, we have
Hmin(Rˆ|E¯)Ψρ = −Hmax(Rˆ|B)Ψρ , (116)
Hmin(Rˆ|E¯)C(Ψρ) = −Hmax(Rˆr|BRc)Ψρ . (117)
Noting that Rˆc and Rˆr are isomorphic to Sc and Sr, respec-
tively, it follows from the definition (82) of Ψρ that
ΨRˆBρ
∼= NA→B(ρSA), (118)
which leads to
Hmax(Rˆ|B)Ψρ = Hmax(S|B)N (ρ), (119)
Hmax(Rˆr|BRˆc)Ψρ = Hmax(Sr|BSc)N (ρ). (120)
Substituting all these equalities to (110) and (111), we obtain
HI = −c− q + e−Hmax(S|B)N (ρ) + log (dSc − 1),
(121)
HII = −q + e−Hmax(Sr|BSc)N (ρ). (122)
We now use the conditions (46) and (47) to have
HI ≥ − log δ1, HII ≥ − log δ2. (123)
Substituting these inequalities to (109), we finally arrive at
∆s,U ≤

√
δ1 +
√
δ2 + 4 (dSc , dSr ≥ 2)√
δ1 + 4 (q = e = 0, dSc ≥ 2, dSr = 1)√
δ2 + 4 (c = 0, dSc = 1, dSr ≥ 2)
(124)
and complete the proof of Theorem 6. 
VI. PROOF OF THE CONVERSE PART (THEOREM 7)
We prove the converse part of the capacity theorem (The-
orem 7) based on the converse part of randomized partial
decoupling (Theorem 2). The proof proceeds as follows: First,
we construct a state ΨE from the source state Φ′MR2c,2q , the
resource state Φ2e , the channel N and an encoding operation
E . Second, we prove that the small error condition (36)
implies that a partial-trace operation achieves randomized
partial decoupling of the state ΨE . Applying the converse
part for randomized partial decoupling, we obtain a set of
inequalities represented in terms of the conditional entropies
of the state ΨE . Finally, we evaluate the entropies of the state
to complete the proof of Theorem 7.
A. Application of the Converse Bound for Randomized Partial
Decoupling
Suppose that a triplet (c, q, e) is achievable within the error
δ for the channel N . By definition, there exists an encoding
operation EMFA→A and a decoding operation DBFB→M that
satisfy the conditions∥∥∥D ◦ N ◦ E(Φ′MR2c,2q ⊗ ΦFAFB2e )− Φ′MR2c,2q∥∥∥
1
≤ δ (125)
and
EMFA→A = EMFA→A ◦ CMc . (126)
Let VBFB→MM0D andWA→BEN be the Stinespring dilations of
D and N , respectively. Let Ec be a 2c-dimensional quantum
system with a fixed orthonormal basis {|j〉}2cj=1. Due to (126),
a Stinespring dilation VMFA→AE0EcE of E is given by
VMFA→AE0EcE =
2c∑
j=1
|j〉Ec〈j|Mc ⊗ VMqFA→AE0E,j , (127)
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Fig. 6. The definition of the state ΨE given by (129) and its transformation by partial decoupling are depicted. SD stands for the Stinespring dilation. Note
that R ≡ RcRq , M ≡McMq and that |Φpur〉M¯R¯ = |Φ2c+q 〉MR|Φ2e 〉FAFB .
where VE,j is a linear isometry for each j. We introduce
notations R¯ ≡ RFB , M¯ ≡ MFA, and define a “purified”
source-resource state ΦM¯R¯pur (see Figure 6) by
|Φpur〉M¯R¯ := 1√
2c
2c∑
j=1
|j〉Mc |j〉Rc |Φ2q 〉MqRq |Φ2e〉FAFB. (128)
Denoting E0EEc by E¯, we define a pure state |ΨE〉 by
|ΨE〉R¯BE¯ := WA→BEN ◦ V M¯→AE0EcE |Φpur〉M¯R¯. (129)
Note that |ΨE〉 is classically coherent in RcEc, in the sense
of (23). A purification of the state D◦N ◦E(Φ′MR2c,2q ⊗ΦFAFB2e )
is then given by VBFB→MM0D (ΨR¯BE¯E ), with M0E¯ being a
purifying system. Due to the small error condition (125) and
Uhlmann’s theorem (see also Lemma 15 in Appendix A), there
exists a purification |Ω〉RE¯MM0 of Φ′MR2c,2q in the form of
|Ω〉 = 1√
2c
2c∑
j=1
|j〉Mc |j〉Rc |j〉Ec |ωj〉E0M0E |Φ2q 〉MqRq , (130)
where |ωj〉 are normalized pure states, and satisfies∥∥∥VBFB→MM0D (ΨR¯BE¯E )− ΩRE¯MM0∥∥∥
1
≤ 2
√
δ. (131)
Tracing out MM0, it follows that∥∥∥TrFB [ΨR¯E¯E ]− ΩRE¯∥∥∥
1
≤ 2
√
δ. (132)
From (130), we have
ΩRE¯ =
1
2c
2c∑
j=1
|j〉〈j|Rc ⊗ |j〉〈j|Ec ⊗ ωE0Ej ⊗ piRqq . (133)
Thus, the condition (132) implies that the map idR ⊗ TrFB :
R¯ → R achieves partial decoupling of the state ΨR¯E¯E (see
Figure 6).
We apply the converse bound for randomized partial decou-
pling (Theorem 2) under the following correspondence:
Ac, Ar, Rc, Rr → Rc, RqFB , Ec, E0E (134)
A,B,R,E,C → R¯, B, E¯, R, FB (135)
|ΨE〉ABR → |ΨE〉R¯BE¯ (136)
T A→E → idR ⊗ TrFB (137)
δ → 2
√
δ (138)
We choose υ = 0. Noting that the complementary channel of
idR ⊗ TrFB is given by TrR ⊗ idFB , we obtain
Hλmin(R¯|E¯)ΨE −Hmin(BE¯|FB)C(ΨE) + log dRc
≥ log ι, (139)
Hλ
′
min(R¯|E¯)C(ΨE) −Hmin(BE0E|FBEc)C(ΨE)
≥ log ι, (140)
where C is the completely dephasing operation on Ec. Sub-
stituting υ = 0 to (32) and (33), the smoothing parameters λ
and λ′ are given by (52) and (53), respectively.
B. Evaluation of Entropies
By using the duality of the smooth conditional entropies
[42] (see also Lemma 27 and 29 in [40]), the first terms in
(139) and (140) are calculated to be
Hλmin(R¯|E¯)ΨE = −Hλmax(R¯|B)ΨE , (141)
Hλ
′
min(R¯|E¯)C(ΨE) = −Hλ
′
max(RqFB |BRc)ΨE . (142)
To calculate the second term in (139), note that (127), (128)
and (129) imply
CEc(ΨBE¯FBE ) = ΨBE¯FBE (143)
=WA→BEN ◦ VMFA→AE0EcE (Φ′M2c,2q ⊗ ΦFAFB2e ). (144)
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Thus, due to the isometric invariance of the conditional max
entropy (Lemma 15 in [42]), we have
Hmin(BE¯|FB)C(ΨE)
= Hmin(MFA|FB)Φ′
2c,2q
⊗Φ2e (145)
= c+ q − e. (146)
Similarly, the second term in (140) is calculated to be
Hmin(BE0E|FBEc)C(ΨE)
= Hmin(MqFA|FBMc)Φ′
2c,2q
⊗Φ2e (147)
= q − e. (148)
Substituting all these equalities into (139) and (140), we arrive
at
−Hλmax(R¯|B)ΨE − c− q + e+ log dRc ≥ log ι, (149)
−Hλ′max(RqFB |BRc)C(ΨE) − q + e ≥ log ι. (150)
Finally, we calculate the reduced state of ΨE by using (127)
and (129) to obtain
ΨRBFBE = CRc(ΨRBFBE ) (151)
=
1
J
J∑
j=1
|j〉〈j|Rc ⊗NA→B(ρRqFBCj ), (152)
where
ρ
RqFBA
j := EMFA→A(|j〉〈j|Mc ⊗ ΦMqRq2q ⊗ ΦFAFB2e ). (153)
We relabel Rc and RqFB by Sc and Sr, respectively, in
which case we have dS ≤ 2c+q+e. Noting that ρRqFBj is the
maximally mixed state, we complete the proof of Theorem 7.

VII. APPLICATION TO A MEMORYLESS CHANNEL
In this section, we consider a scenario in which a mem-
oryless quantum channel is used many times to transmit
classical and quantum messages with the assistance of shared
entanglement. We apply the direct and converse bounds for
the one-shot scenario (Theorem 6 and 7), and obtain the
achievable rate region for the asymptotic limit of infinitely
many uses of the channel.
A. Definition and Result
The definition of a code for the channel N in the scenario
of many uses of the channel follows from Definition 4 by the
correspondence (c, q, e) → (nC, nQ, nE) and N → N⊗n,
where n is the number of the uses of the channel. The three
dimensional achievable rate region for (C,Q,E) is defined as
follows:
Definition 11 A rate triplet (C,Q,E) is achievable if, for
any δ > 0, there exists n0 ∈ N such that for any n ≥ n0,
there exists an (nC, nQ, nE, δ) code for (NA→B)⊗n. The
closure of the set of all achievable rate triplets is called the
achievable rate region, and is denoted by C(N ).
Definition 12 Let NA→B be a quantum channel. Consider
finite dimensional quantum systems Sc and Sr. Let S be ScSr,
and {|j〉}dScj=1 be a fixed orthonormal basis in Sc. Consider a
state ρSA in the form of
ρSA =
dSc∑
j=1
pj |j〉〈j|Sc ⊗ ρSrAj , (154)
where {pj , ρj}dScj=1 is an ensemble of quantum states on SrA.
Let Θ(N , ρ) ⊂ R3 be the set of all triplets (C,Q,E) that
satisfy
Q+ E ≤ H(Sr|Sc)ρ, (155)
C +Q− E ≤ H(Sc)ρ −H(S|B)N (ρ), (156)
Q− E ≤ −H(Sr|BSc)N (ρ), (157)
C,Q,E ≥ 0, (158)
and define
Θpi(N ) :=
⋃
Sc,Sr,ρ
Θ(N , ρ). (159)
Here, the union is taken over all finite dimensional systems
Sc, Sr and all states ρ that is decomposed as (154), for which
we assume that ρS is the full-rank maximally mixed state on
S. The set Θpi(N⊗n) is defined for any n ∈ N along the same
line. The regularized version of Θpi is defined by
Θ∞pi (N ) :=
∞⋃
n=1
1
n
Θpi(N⊗n). (160)
Theorem 13 For any N , it holds that C(N ) = Θ∞pi (N ).
Here, the overline represents the closure of the set.
B. Proof of The Direct Part
We prove the direct part of Theorem 13, i.e.
C(N ) ⊇ Θ∞pi (N ). (161)
Since C(N ) is a closed set, it suffices to prove that, for any n,
a rate triplet (C,Q,E) is achievable if (C,Q,E) is an inner
point of 1nΘpi(N⊗n). We only consider the case where n = 1.
It is straightforward to generalize the proof for n ≥ 2. Fix an
arbitrary state ρ that satisfies the condition (154), in addition
to the condition that ρS is the full-rank maximally mixed state
on S. Fix an arbitrary triplet (C,Q,E) that is an inner point
of Θ(N , ρ). Then, there exists ν > 0 such that
Q+ E ≤ H(Sr|Sc)ρ, (162)
C +Q− E ≤ H(Sc)ρ −H(S|B)N (ρ) − 2ν, (163)
Q− E ≤ −H(Sr|BSc)N (ρ) − 2ν. (164)
Fix arbitrary , δ > 0 and choose sufficiently large m. Due
to the fully-quantum asymptotic equipartition property ( [21]:
see also Lemma 20 in Appendix B), it holds that
mH(S|B)N (ρ) ≥ Hmax(Sm|Bm)N (ρ)⊗m −mν,
mH(Sr|BSc)N (ρ) ≥ Hmax(Smr |BmSmc )N (ρ)⊗m −mν.
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Combining this with (162)-(164), and noting that
H(Sr|Sc)ρ ≤ log dimSr and H(Sc)ρ = log dSc , we
obtain
m(Q+ E) ≤ m log dimSr, (165)
m(C +Q− E) ≤ m log dSc −Hmax(Sm|Bm)N (ρ)⊗m
−mν, (166)
m(Q− E) ≤ −Hmax(Smr |BmSmc )N (ρ)⊗m
−mν. (167)
We choose m sufficiently large so that we have −mν ≤ log δ.
Denoting mC,mQ,mE by c, q, e, respectively, it follows that
q + e ≤ log dimSmr , (168)
c+ q − e ≤ −Hmax(Sm|Bm)N⊗m(ρ⊗m)
+ log dmSc + log δ, (169)
q − e ≤ −Hmax(Smr |BmSmc )N⊗m(ρ⊗m) + log δ. (170)
We separately consider the cases dmSc ≥ max{2c, 2} and
dmSc < max{2c, 2}. For the former case, we simply proceed
with (169) to obtain
c+ q − e ≤ −Hmax(Sm|Bm)N (ρ)⊗m
+ log (dmSc − 1) + log 2δ, (171)
where we have used dmSc/(d
m
Sc
− 1) ≤ 2. Combining this
with (168) and (170), it follows from Theorem 6 that there
exists a (c, q, e, δ′) code for the channel N⊗m, where δ′ :=
2
√√
2δ +
√
δ + 4. For the latter case, we introduce a system
S′c such that d
m
Sc
dS′c ≥ max{2c, 2}. Denoting S′cSmc by Sˆc and
SˆcS
m
r = S
′
cS
m by Sˆ, we define the state
ρˆSˆA
m
m :=
1
dS′c
dS′c∑
j′=1
|j′〉〈j′|S′c ⊗ ρSA. (172)
Due to the property of the smooth max entropy for product
states (see Lemma 22 in Appendix B), we have
Hmax(S
m|Bm)N⊗m(ρ⊗m) ≥ Hmax(Sˆ|Bm)N⊗m(ρ⊗m)
− log dSˆc ,
Hmax(S
m
r |BmSmc )N⊗m(ρ⊗m) = Hmax(Smr |BmSˆc)N⊗m(ρˆm).
Thus, Inequalities (169) and (170) yield
c+ q − e ≤ −Hmax(Sˆ|Bm)N⊗m(ρˆm)
+ log (dSˆc − 1) + log 2δ, (173)
q − e ≤ −Hmax(Smr |BmSˆc)N⊗m(ρˆm) + log δ, (174)
where we have used dSˆc/(dSˆc−1) ≤ 2 in the first line. These
two inequalities together with (168) imply that there exists a
(c, q, e, δ′) code for the channel N⊗m. Since  and δ can be
arbitrarily small in both cases, we completes the proof of the
direct part (161). 
C. Proof of The Converse Part
The converse part of Theorem 13 is given by
C(N ) ⊆ Θ∞pi (N ), (175)
and is proved as follows. Suppose that a rate triplet (C,Q,E)
is an inner point of C(N ). By definition, for any δ > 0 and
sufficiently large n, there exists a (nC, nQ, nE, δ) code for
the channel N⊗n. Due to Theorem 7, there exists a quantum
system S ≡ ScSr and a state in the form of
ρSA
n
n =
1
dSc
dSc∑
j=1
|j〉〈j|Sc ⊗ ρSrAnj , (176)
satisfying dS ≤ 2n(C+Q+E) and ρS = piS , such that for any
ι ∈ (0, 1], it holds that
n(Q+ E) ≤ log dimSr, (177)
n(C +Q− E) ≤ log dSc −Hλmax(S|Bn)− log ι, (178)
n(Q− E) ≤ −Hλ′max(Sr|BnSc)− log ι. (179)
The entropies are for the state N⊗n(ρn), and the smoothing
parameters λ and λ′ are given by (52) and (53). Note that
we have ρS = N (ρ)S since N acts only on A. From the
condition ρS = piS , we have log dimSr = H(Sr|Sc). Using
the relation between the smooth max entropy and the von
Neumann entropy (Lemma 24 in Appendix B), we also have
Hλmax(S|Bn) ≥ H(S|Bn)− η(λ) log dS , (180)
Hλ
′
max(Sr|BnSc) ≥ H(Sr|BnSc)− η(λ′) log dS , (181)
where η is a function that satisfies limx→0 η(x) = 0. Com-
bining these inequalities, we arrive at
Q+ E ≤ 1
n
H(Sr|Sc),
C +Q− E ≤ 1
n
(log dSc −H(S|Bn) + η(λ) log dS − log ι),
Q− E ≤ 1
n
(−H(Sr|BnSc) + η(λ′) log dS − log ι).
Thus, by taking the limit of n→∞ and ι, δ → 0, we obtain
(C,Q,E) ∈ Θ∞pi (N ) and completes the proof. 
D. Alternative Expression for Achievable Rate Region
In [10], the authors analyzed the coding problem described
in Section VII and obtained a complete characterization of
the achievable rate region. We prove in Appendix D that the
achievable rate region given by Theorem 13 coincides the one
obtained by [10].
E. On The Non-Optimality of Time-Sharing Strategies
Ref. [9] addressed the task of simultaneously transmitting
classical and quantum messages through a noisy quantum
channel without the assistance of shared entanglement, i.e. the
case where E = 0 in Definition 11. One strategy for this task is
to use nλ copies of the channel to transmit classical messages
and the remaining n(1 − λ) copies for quantum messages
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(0 ≤ λ ≤ 1), which is often referred to as the time sharing
strategy. It achieves the rate pair
(C,Q) = (λC(N ), (1− λ)Q(N )), (182)
with C(N ) and Q(N ) being the classical and quantum ca-
pacities of the channel. Ref. [9] proved that the time sharing
strategy is not optimal in general: For a certain channel
N , there exists an achievable rate pair (C,Q) that cannot
be represented as (182). On the contrary, the time sharing
strategy is always optimal when the unlimited amount of
shared entanglement is available as a resource. This is because
t > 0 qubits of quantum communication is converted to 2t
bits of classical communication and vice versa, in terms of
superdense coding and quantum teleportation.
In the case where a limited amount of shared entanglement
is available, it is not clear whether or not the time sharing
strategy is optimal. This problem may be of independent
interest, particularly because it would be closely related to
the non-additivity of classical capacity of a quantum channel
under the limited amount of entanglement assistance [46]. We
leave this problem as an open question.
VIII. CONCLUSION
In this paper, we have analyzed the task of simultaneously
transmitting classical and quantum messages through a noisy
quantum channel, assisted by a limited amount of shared
entanglement. We have considered a single-shot scenario, and
derived the direct and converse bounds for the achievable
triplets of classical communication, quantum communication
and entanglement consumption. We have also applied the
one-shot result to the asymptotic scenario of infinitely many
uses of the identical channel. We have obtained the full
characterization of the achievable rate region, which coincides
with the prior result based on the resource inequality calculus
[10]. Numerical calculations of the achievable rate region for
specific qubit channels are given in [47]. In [48], we also
analyze quantum state redistribution for a classical-quantum
hybrid source in the one-shot scenario, in terms of randomized
partial decoupling. To investigate relations between these two
tasks is left as a future work.
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APPENDIX A
TECHNICAL LEMMAS
We introduce some technical lemmas that are used in the
main text.
Lemma 14 Consider two states ρ and s in the form of
ρ =
1
K
K∑
k=1
|k〉〈k|X ⊗ |k〉〈k|Y ⊗ ρAk , (183)
σ =
1
K
K∑
k=1
|k〉〈k|X⊗
(
K∑
k′=1
p(k′|k)|k′〉〈k′|Y ⊗σAkk′
)
, (184)
where {|k〉}k is an orthonormal basis of HX and HY ,
{p(k′|k)}Kk′=1 is a conditional probability distribution, and
ρk and σkk′ are normalized states on A for each k and k′.
Suppose that we have
1
K
K∑
k=1
(1− p(k|k)) ≤ δ
3
, (185)
1
K
K∑
k=1
∥∥∥∥∥ρk −
K∑
k′=1
p(k′|k)σkk′
∥∥∥∥∥
1
≤ δ
3
(186)
for δ > 0. Then, it holds that
‖ρ− σ‖1 ≤ δ. (187)
Proof: Using the properties of the trace distance (see
e.g. Section 9.1 in [1]), we have
‖ρ− σ‖1
=
1
K
K∑
k=1
∥∥∥∥∥|k〉〈k|Y ⊗ ρAk −
K∑
k′=1
p(k′|k)|k′〉〈k′|Y ⊗σAkk′
∥∥∥∥∥
1
=
1
K
K∑
k=1
∥∥ρAk − p(k|k)σAkk∥∥1
+
1
K
K∑
k=1
∑
k′ 6=k
p(k′|k)∥∥σAkk′∥∥1 (188)
≤ 1
K
K∑
k=1
∥∥∥∥∥ρAk −
K∑
k′=1
p(k′|k)σAkk′
∥∥∥∥∥
1
+
2
K
K∑
k=1
∑
k′ 6=k
p(k′|k)∥∥σAkk′∥∥1 (189)
=
1
K
K∑
k=1
∥∥∥∥∥ρAk −
K∑
k′=1
p(k′|k)σAkk′
∥∥∥∥∥
1
+
2
K
K∑
k=1
(1− p(k|k))
≤ δ, (190)
where Inequality (189) follows due to the triangle inequality.

Lemma 15 Consider a state ρ on XA and a pure state |φ〉
on XY AB that take the forms of
ρ =
∑
k
pk|k〉〈k|X ⊗ %Ak , (191)
|φ〉 =
∑
k
√
pk|k〉X |k〉Y |ϕk〉AB , (192)
where {pk}k is a probability distribution, %k is a state on A
and |ϕk〉 is a pure state on AB for each k. Suppose that∥∥φXA − ρXA∥∥
1
≤ δ. (193)
Then, there exists a purification |Ψ〉XYAB of ρ that takes the
form of
|Ψ〉 =
∑
k
√
pk|k〉X |k〉Y |ψk〉AB , (194)
and satisfies ‖|Ψ〉〈Ψ| − |φ〉〈φ|‖1 ≤ 2
√
δ.
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Proof: Any purification |Ψ′〉 of ρ is represented as
|Ψ′〉 =
∑
k
√
pk|k〉X |ψ′k〉Y AB , (195)
where |ψ′k〉 is a purification of %k for each k. It follows that
|〈Ψ′|φ〉| =
∣∣∣∣∣∑
k
pk〈ψ′k|Y AB |k〉Y |ψk〉AB
∣∣∣∣∣ (196)
≤
∑
k
pk
∣∣∣〈ψ′k|Y AB |k〉Y |ψk〉AB∣∣∣ (197)
≤
∑
k
pk max
ψ′′k
|〈ψ′′k |ψk〉| (198)
=
∑
k
pk|〈ψ∗k|ψk〉|, (199)
where we have defined
|ψ∗k〉 := arg max|ψ′′k 〉
|〈ψ′′k |ψk〉|. (200)
The maximization in the fourth line is taken over all purifica-
tions |ψ′′k 〉AB of %Ak . We consider a state
|Ψ〉 =
∑
k
√
pk|k〉X |k〉Y |ψ∗k〉AB . (201)
Due to (199), it holds that
F (ρXA, φXA) = max
|Ψ′〉
|〈Ψ′|φ〉| = |〈Ψ|φ〉| = F (|Ψ〉, |φ〉),
where F is the fidelity defined by F (σ, τ) := ‖√σ√τ‖1. The
first equality follows from Uhlmann’s theorem [18] By using
the relation between the trace distance and the fidelity (see
e.g. Section 9.2.3 in [2]), we obtain
1− F (φXA, ρXA) ≤ ∥∥φXA − ρXA∥∥
1
≤ δ, (202)
‖|Ψ〉〈Ψ| − |φ〉〈φ|‖1 ≤ 2
√
1− F (|Ψ〉, |φ〉). (203)
Combining these all together, we complete the proof. 
APPENDIX B
PROPERTIES OF ENTROPIES
In this section, we summarize properties of quantum en-
tropies that are used in the proofs of the main results. Note that
the set of positive semidefinite operators, normalized states and
subnormalized states are defined by
P(H) = {ρ ∈ Her(H) : ρ ≥ 0}, (204)
S=(H) = {ρ ∈ P(H) : Tr[ρ] = 1}, (205)
S≤(H) = {ρ ∈ P(H) : Tr[ρ] ≤ 1}. (206)
Lemma 16 (Definition 14, Equality (6) and Lemma 16 in
[42]) For any subnormalized pure state |ψ〉 on system ABC,
and for any  > 0, Hmax(A|B)ψ = −Hmin(A|C)ψ .
Lemma 17 (Corollary of Theorem 18 in [42]) For any state
ρAB ∈ S=(HAB), any CPTP map EA→B and any  ≥ 0, it
holds that
Hmax(A|B)ρ ≤ Hmax(A|C)E(ρ). (207)
Lemma 18 (Corollary of Lemma 20 in [42]) For any ρAB ∈
S≤(HAB), it holds that
− log dA ≤ Hmax(A|B)ρ − log Tr[ρAB ] ≤ log dA. (208)
Lemma 19 [Lemma A.2 in [19]] For any ρAB ∈ S=(HAB),
σCD ∈ S=(HCD) and any , ′ ≥ 0, it holds that
H+
′
min (AC|BD)ρ⊗σ ≥ Hmin(A|B)ρ+H
′
min(C|D)σ. (209)
Lemma 20 (Theorem 1 in [21]) For any ρ ∈ S=(HAB) and
0 <  < 1, it holds that
lim
n→∞
1
n
Hmax(A
n|Bn)ρ⊗n = H(A|B)ρ. (210)
Lemma 21 (Corollary of Lemma 2 in [21]) For any ρ ∈
S=(HAB), it holds that
Hmax(A|B)ρ ≥ H(A|B)ρ. (211)
Lemma 22 For any ρAB ∈ S=(HAB) and ξC ∈ S=(HC),
it holds that
Hmax(A|BC)ρ⊗ξ = Hmax(A|B)ρ, (212)
Hmax(AC|B)ρ⊗ξ ≤ Hmax(A|B)ρ + log dC . (213)
Proof: To prove Equality (212), define an operation EB→BCξ
by Eξ(τB) = τB⊗ξC . Due to the monotonicity of the smooth
max entropy (Lemma 17) under EB→BCξ and the partial trace
operation, it holds that
Hmax(A|B)ρ ≥ Hmax(A|BC)Eξ(ρ)
= Hmax(A|BC)ρ⊗ξ ≥ Hmax(A|B)ρ, (214)
which implies (212). To prove (213), note that Lemma 19 and
the duality relation (Lemma 16) imply, for any η ∈ S=(HD),
H+
′
max (AC|BD)ρ⊗ξ⊗η
≤ Hmax(A|B)ρ +H
′
max(C|D)ξ⊗η. (215)
We particularly choose ′ = 0. Due to Inequality (212), the
L.H.S. is equal to Hmax(AC|B)ρ⊗ξ. From Lemma 18, the
second term in the R.H.S. is bounded as Hmax(C|D)ξ⊗η ≤
log dC , which completes the proof. 
Lemma 23 For any ρAB ∈ S=(HAB) and  ≥ 0, it holds
that
− log dA ≤ Hmax(A|B)ρ − log (1− 2). (216)
Proof: Let ρˆAB ∈ B(ρ) be such that Hmax(A|B)ρ =
Hmax(A|B)ρˆ. Due to Lemma 18, it holds that
− log dA ≤ Hmax(A|B)ρˆ − log Tr[ρˆAB ]. (217)
Using the triangle inequality for the trace distance, we have
Tr[ρˆAB ] = ‖ρˆAB‖1 ≥ ‖ρAB‖1 − ‖ρAB − ρˆAB‖1 ≥ 1− 2,
where the last inequality follows from the relation between the
trace distance and the purified distance (7). Substituting this
to (217), we complete the proof. 
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Lemma 24 For any 0 ≤  < 1 and any state ρ ∈ S=(HAB),
it holds that
Hmax(A|B)ρ ≥ H(A|B)ρ − η() log dA, (218)
where η is a function that satisfies limx→0 η(x) = 0 and is
independent of the dimensions of the systems.
Proof: Let ρˆ ∈ B(ρ) be a subnormalized state such that
Hmax(A|B)ρ = Hmax(A|B)ρˆ. From Lemma 21, it holds that
Hmax(A|B)ρˆ/Tr[ρˆ] ≥ H(A|B)ρˆ/Tr[ρˆ]. (219)
Thus, Inequality (218) follows due to the Alicki-Fannes in-
equality ( [49], see also Inequality (89) in [50]). 
Lemma 25 Let {Πm}Mm=1 be a complete set of orthogonal
projectors on a finite dimensional Hilbert space HA, and
let X be a quantum system with a fixed orthonormal basis
{|m〉}Mm=1. Consider a map E : A→ XA defined by
E(·) :=
M∑
m=1
|m〉〈m|X ⊗Πm(·)ΠAm. (220)
For any state ρ on system AB, it holds that
H(A|B)ρ ≤ H(XA|B)E(ρ), (221)
H(A|BX)E(ρ) ≤ H(A|B)ρ + logM. (222)
Proof: The first inequality follows from the isometric in-
variance of the conditional quantum entropy and its mono-
tonicity under the completely dephasing operation (see e.g.
Corollary 11.9.4 in [1]). Note that the map E is represented as
E = CX ◦ VA→XA, where V is a linear isometry defined by
V :=
∑M
m=1 |m〉X ⊗ ΠAm and C is the completely dephasing
operation on X with respect to the basis {|m〉}Mm=1. To prove
the second inequality, let X ′ be a M -dimensional Hilbert space
with a fixed orthonormal basis {|m〉}Mm=1. Define a linear
isometry V : HA → HX ⊗HX′ ⊗HA by
V :=
M∑
m=1
|m〉X ⊗ |m〉X′ ⊗ΠAm. (223)
A Stinespring dilation of the map E is given by E = TrX′ ◦V .
It holds that
H(A|B)ρ (224)
= H(XX ′A|B)V(ρ) (225)
≥ H(X|B)V(ρ) +H(A|BX)V(ρ)
+H(X ′|ABX)V(ρ) (226)
≥ H(A|BX)V(ρ) − log dimX (227)
= H(A|BX)E(ρ) − logM, (228)
where the first line follows from the isometric invariance
of the conditional quantum entropy, the second line from
the chain rule, the third line due to H(X|B)V(ρ) ≥ 0 and
H(X ′|ABX)V(ρ) ≥ − log dimE0, and the last line from
V(ρ)AB = E(ρ). 
Lemma 26 Let {px, ρx}x∈X be an ensemble of states on
system A, and suppose that there exists a POVM {Mx}x∈X
such that ∑
x∈X
pxTr[Mxρx] ≥ 1− . (229)
Then, for the state
ρXA :=
∑
x∈X
px|x〉〈x|X ⊗ ρAx , (230)
it holds that
H(X|A)ρ ≤ η() log |X |, (231)
where η is a function that satisfies lim→0 η() = 0 and is
independent of the dimensions of the systems.
Proof: Let Xˆ be a quantum system with a fixed orthonormal
basis {|x〉}x∈X , and define a CPTP map M : A → Xˆ by
M(·) := Tr[Mx(·)]|x〉〈x|Xˆ . It follows that
ρ˜XXˆ := idX ⊗M(ρXA) (232)
=
∑
x,x′∈X
px|x〉〈x|X ⊗ px′|x|x′〉〈x′|Xˆ , (233)
where {px′|x}x′∈X is a conditional probability distribution
defined by px′|x = Tr[Mx′ρx]. Thus, due to the monotonicity
of the conditional quantum entropy, we have
H(X|A)ρ ≤ H(X|Xˆ)ρ˜. (234)
With a slight abuse of notation, let (X, Xˆ) be a pair of random
variables that takes values in X ×X according to a joint prob-
ability distribution P ≡ {p(x, xˆ)}, where p(x, xˆ) := pxpx′|x.
Due to the condition (229), it holds that
P (X 6= Xˆ) =
∑
x,x′∈X
x6=x′
p(x, xˆ) =
∑
x∈X
px(1− px) ≤ . (235)
Thus, due to Fano’s inequality (see e.g. Theorem 2.10.1 in
[51]), it follows that
H(X|Xˆ)ρ˜ = H(X|Xˆ)P ≤ η() log |X | (236)
Combining this with (234), we complete the proof. 
APPENDIX C
METHOD OF TYPES AND TYPE SUBSPACES
In this section, we briefly review the definitions and prop-
erties of types and type subspaces. For the details, see e.g.
Section 13.7 and 14.3 in [1]. The properties of type subspaces
presented in this section will be used in Appendix D to prove
the equivalence between the achievable rate region for the
asymptotic limit given by Theorem 13 in the main text and
the one obtained in Ref. [10]
Let X be a finite alphabet and n ∈ N. A probability distri-
bution {t(x)}x∈X is called a type of length n if nt(x) ∈ N
for all x ∈ X . Let xn ≡ x1 · · ·xn be a sequence of variables
of length n such that xi ∈ X for each i. The sequence xn is
said to be of type t if
1
n
N(x|xn) = t(x) (237)
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for all x ∈ X , where N(x|xn) is the number of the symbol
x ∈ X that appears in the sequence xn. The type class
corresponding to the type t of length n, which we denote by
Tnt , is the set of all sequences whose type is t. Let T(X , n)
be the set of all types of length n on the alphabet X . It holds
that
Tnt ∩ Tnt′ = ∅ (t 6= t′), Xn =
⋃
t∈T(X ,n)
Tnt . (238)
The size of T(X , n) is bounded above by a polynomial
function of n as
|T(X , n)| ≤ (n+ 1)|X |. (239)
By definition, any two sequences in the same type class are
transformed with each other by permuting the elements. That
is, for any t ∈ T(X , n) and xn, x′n ∈ Tnt , there exists a
permutation s such that x′i = xs(i) for any 1 ≤ i ≤ n.
Let H be a Hilbert space with a fixed orthonormal basis
{|x〉}x∈X . For any n ∈ N, the type subspace corresponding
to the type t of length n is defined by
Hnt := span{|xn〉 : xn ∈ Tnt } ⊆ H⊗n, (240)
and the type projector is defined by
Πnt :=
∑
xn∈Tnt
|xn〉〈xn|. (241)
It follows from (238) that
Πnt Π
n
t′ = 0 (t 6= t′), I =
∑
t∈T(X ,n)
Πnt . (242)
Consider a state ρ ∈ S=(H) and suppose that the eigen
decomposition of ρ is given by ρ =
∑
x∈X px|x〉〈x|. By
definition, it holds that
Πnt ρ
⊗nΠnt =
∑
xn∈Tnt
pxn |xn〉〈xn| = qtΠnt , (243)
where
qt :=
∏
x∈X
pnt(x)x . (244)
The projectors {Πnt }t∈T(X ,n) are called the type projectors
corresponding to the state ρ⊗n.
Consider an ensemble {pj , ρj}Jj=1, where J ∈ N, ρj ∈
S=(H), and fix arbitrary n ∈ N. For any type t of length n
over [J ] := {1, · · · , J}, define a sequence of length n by
jt := 11 · · · 1︸ ︷︷ ︸
nt(1)
22 · · · 2︸ ︷︷ ︸
nt(2)
· · · JJ · · · J︸ ︷︷ ︸
nt(J)
. (245)
For each j ∈ [J ], let {Πνj}νj∈T(X ,nt(j)) be the set of type
projectors corresponding to the state ρj⊗nt(j). We define a
projector on H⊗n by
Π~ν|jt := Πν1 ⊗ · · · ⊗ΠνJ (246)
for each ~ν := ν1 · · · νJ ∈
⊗J
j=1 T(X , ntj). Using (239), the
number of conditional type projectors is bounded above by
J∏
j=1
|T(X , nt(j))| ≤
J∏
j=1
(nt(j) + 1)|X | ≤ (n+ 1)2dimH.
(247)
As mentioned above, for any t ∈ T(J, n) and j ∈ Tnt ,
there exists a permutation s such that ji = jt,s(i) for each
1 ≤ i ≤ n, where jt,s(i) is the s(i)-th element of the sequence
jt defined by (245). Let Ps be a unitary that acts on H⊗n as
Ps(|ϕ1〉 ⊗ · · · ⊗ |ϕn〉) = |ϕs(1)〉 ⊗ · · · ⊗ |ϕs(n)〉. (248)
We define the set of conditional type projectors {Π~ν|j}~ν on
H⊗n by
Π~ν|j = PsΠ~ν|jtP
†
s . (249)
By definition, it holds that
Tr[Π~ν|jρj ] = Tr[PsΠ~ν|jP †sPsρjP
†
s ] = Tr[Π~ν|jtρjt ]. (250)
Note that the numbers of conditional type projectors for the
sequences j and j′ are the same if the two sequences belong
to the same type class.
APPENDIX D
ALTERNATIVE EXPRESSION FOR ACHIEVABLE RATE
REGION
In [10], the authors analyzed the coding problem described
in Section VII and obtained a complete characterization of
the achievable rate region. In this section, we provide an
alternative proof for their results based on Theorem 13.
Definition 27 Let NA→B be a quantum channel. Consider
finite dimensional quantum systems Sc and Sr, the former of
which is equipped with a fixed orthonormal basis {|j〉}dScj=1.
We denote ScSr by S. Consider a state ρSA in the form of
ρSA =
dSc∑
j=1
pj |j〉〈j|Sc ⊗ ρSrAj , (251)
where {pj , ρj}dScj=1 is an ensemble of quantum states on SrA.
Let Λ(N , ρ) ∈ R3 be the set of all triplets (C,Q,E) that
satisfy
C + 2Q ≤ I(S : B)N (ρ), (252)
C +Q− E ≤ H(Sc)ρ −H(S|B)N (ρ), (253)
Q− E ≤ −H(Sr|BSc)N (ρ), (254)
C,Q,E ≥ 0, (255)
and define
Λp(N ) :=
⋃
Sc,Sr,ρ
Λ(N , ρ). (256)
Here, the union is taken over all Sc, Sr and ρ that is
decomposed as (251), for which we assume that ρj is a pure
state on SrA for each j. The set Λp(N⊗n) is defined for any
n ∈ N along the same line. The regularized version of Λp is
defined by
Λ∞p (N ) :=
∞⋃
n=1
1
n
Λp(N⊗n). (257)
Theorem 28 (Theorem 1 in [10]) For any quantum channel
NA→B , it holds that C(N ) = Λ∞p (N ). Here, the overline
represents the closure of the set.
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In the following, we provide an alternative proof for Theo-
rem 28 based on Theorem 13, by showing that
Θ∞pi (N ) = Λ∞p (N ). (258)
To this end, we define
Θ(N ) :=
⋃
Sc,Sr,ρ
Θ(N , ρ), (259)
where Θ(N , ρ) ∈ R3 is given by Definition 12. Here, the
union is taken over all S and ρ that is in the form of (154). We
do not require the condition that ρS is the full-rank maximally
mixed state on S. We also define
Λ(N ) :=
⋃
Sc,Sr,ρ
Λ(N , ρ), (260)
where Λ(N , ρ) is defined in Definition 27. The union is
taken over all S and ρ that is decomposed as (251), but
we do not require that ρSrAj are pure states. Note that the
only difference between Θ(N , ρ) and Λ(N , ρ) is in one of
the inequality conditions for (C,Q,E). That is, we require
Q+E ≤ H(Sr|Sc)ρ for Θ(N , ρ) and C+2Q ≤ I(S : B)N (ρ)
for Λ(N , ρ) (see Inequalities (155) and (252)). The two sets
are regularized into
Θ∞(N ) :=
∞⋃
n=1
1
n
Θ(N⊗n), (261)
Λ∞(N ) :=
∞⋃
n=1
1
n
Λ(N⊗n). (262)
In the following subsections, we prove the following lemma
that implies (258):
Proposition 29 For any quantum channel N , it holds that
Θ∞pi (N ) = Θ∞(N ) = Λ∞(N ) = Λ∞p (N ). (263)
For the simplicity of notations, we denote dSc by J .
A. Proof of Θ∞pi (N ) = Θ∞(N )
By definition, it is straightforward to verify that Θ∞pi (N ) ⊆
Θ∞(N ). Thus, it suffices to prove the converse relation
Θ∞pi (N ) ⊇ Θ∞(N ). We prove this by showing that
Θ∞pi (N ) ⊇ 1nΘ(N⊗n, ρ) for any n and any state ρ in the
form of
ρSA
n
=
J∑
j=1
pj |j〉〈j|Sc ⊗ ρSrA
n
j , (264)
where we do not require that ρS = piS . We only consider the
case where n = 1. It is straightforward to generalize the proof
for n ≥ 2.
1) Construction of States: Fix an arbitrary  > 0 and
choose sufficiently large m. Let T(J,m) be the set of all
types of length m over [J ] := {1, · · · , J}, and Tnt ⊂ [J ]×m
be the type class corresponding to a type t ∈ T(J,m) (see
Appendix C for the definitions and properties of types and type
subspaces). For any t ∈ T(J,m) and ~j ∈ Tnt , let {Πς|~j}θ(
~j)
ς=1
be the set of conditional type projectors on (HSr )⊗m with
respect to ρS
m
r
~j
. Here, θ(~j) is the number of the conditional
type subspaces. Note that θ(~j) = θ(~j′) if ~j and ~j′ belong to
the same type class. Thus, we will denote θ(~j) also as θ(t)
if ~j ∈ Tnt . Define probability distributions {pt}t∈T(J,m) and
{pς|~j}θ(
~j)
ς=1 for each ~j ∈ J×m by
pt :=
∑
~j∈Tnt
p~j , pς|~j := Tr[Πς|~jρ
Smr
~j
]. (265)
Due to the properties of the conditional type projectors, it
holds that pς|~j = pς|~j′ for any ~j and ~j
′ in the same type set t,
which we denote by pς|t. We define a probability distribution
{pς,t}ς∈[θ(t)],t∈T(J,m) by
pς,t = pt · pς|t. (266)
Let Y and Y ′ be quantum systems with dimensions
|T(J,m)| and θ∗ := maxt∈T(J,m) |θ(t)|, respectively. Con-
sider states
ρ
Smr A
m
ς,~j
:= p−1
ς|~jΠ
Smr
ς|~j ρ
Smr A
m
~j
Π
Smr
ς|~j , (267)
ρS
mAm
ς,t :=
1
|Tnt |
∑
~j∈Tnt
|~j〉〈~j|S
m
c ⊗ ρSmr Am
ς,~j
(268)
and define
ρY Y
′SmAm
m :=
∑
t∈T(J,m)
pt|t〉〈t|Y ⊗ 1|Tnt |
∑
~j∈Tnt
|~j〉〈~j|S
m
c
⊗
θ(~j)∑
ς=1
pς|~j |ς〉〈ς|Y
′ ⊗ ρSmr Am
ς,~j
. (269)
By the definition of the type subspaces, it is straightforward
to verify that ρS
m
ς,t has a flat distribution on its support, that
is,
ρS
m
ς,t =
1
|Tnt |
∑
~j∈Tnt
|~j〉〈~j|S
m
c ⊗
Π
Smr
ς,~j
Tr[Πς,~j ]
. (270)
By using (266) and (268), the state (269) is rewritten into
ρY Y
′SmAm
m =
∑
t∈T(J,m)
θ(t)∑
ς=1
pς,t|ς, t〉〈ς, t|Y Y
′ ⊗ ρSmAmς,t .
For the later convenience, we introduce a map E~j : Smr →
Y ′Smr by
E~j(·) =
θ(~j)∑
ς=1
|ς〉〈ς|Y ′ ⊗ΠSmr
ς|~j (·)Π
Smr
ς|~j (271)
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for each ~j, which leads to
θ(~j)∑
ς=1
pς|~j |ς〉〈ς|Y
′ ⊗ ρSmr Am
ς,~j
= E~j(ρS
m
r A
m
~j
). (272)
A useful relation which follows from the properties of the
conditional type projectors is that for any ~j and ~j′ in the same
type set, there exits a permutation s such that
ρ
Smr
ς,~j′
= PSmrs (ρS
m
r
ς,~j
) (273)
and
(NA→B)⊗m(ρSmr Am
ς,~j′
)
= PSmrs ⊗ PBms ◦ (NA→B)⊗m(ρS
m
r A
m
ς,~j
). (274)
These properties will be used in the following subsections to
calculate the entropies of the states.
2) Calculation of Entropies: Let us calculate entropies and
mutual informations of the state defined above. We use the
definition of the state ρm given by (269) and the fact that
(ρScA)⊗m = ρS
m
c A
m
m . Due to the properties of the quantum
mutual information, we have
mI(Sc : B)N (ρ) (275)
= I(Smc : B
m)N⊗m(ρ⊗m) (276)
= I(Smc : B
m)N⊗m(ρm) (277)
≤ I(Y Y ′Smc : Bm)N⊗m(ρm) (278)
= I(Y Y ′ : Bm)N⊗m(ρm)
+ I(Smc : B
m|Y Y ′)N⊗m(ρm) (279)
≤ I(Smc : Bm|Y Y ′)N⊗m(ρm) +H(Y Y ′) (280)
≤
∑
t∈T(J,m)
θ(t)∑
ς=1
pς,tI(S
m
c : B
m)N⊗m(ρς,t)
+ log θ∗|T(J,m)|. (281)
We also have
mH(Sr|BSc)N (ρ) (282)
= H(Smr |BmSmc )N⊗m(ρ⊗m) (283)
=
∑
~j∈[J]×m
p~jH(S
m
r |Bm)N⊗m(ρ~j) (284)
≥
∑
~j∈[J]×m
p~j [H(S
m
r |BmY ′)N⊗m⊗Ej(ρ~j) − log θ(~j)] (285)
≥
∑
~j∈[J]×m
p~jH(S
m
r |BmY ′)N⊗m⊗Ej(ρ~j) − log θ∗, (286)
where (285) follows from Lemma 25 in Appendix B. Using
(272) and (268), the first term in (286) is calculated as∑
~j∈[J]×m
p~jH(S
m
r |BmY ′)N⊗m⊗Ej(ρ~j) (287)
=
∑
~j∈[J]×m
p~j
θ(~j)∑
ς=1
pς|~jH(S
m
r |Bm)N⊗m(ρς,~j) (288)
=
∑
t∈T(J,m)
∑
~j∈Tnt
pt
|Tnt |
θ(t)∑
ς=1
pς|tH(Smr |Bm)N⊗m(ρς,~j) (289)
=
∑
t∈T(J,m)
θ(t)∑
ς=1
pς,t · 1|Tnt |
∑
~j∈Tnt
H(Smr |Bm)N⊗m(ρς,~j) (290)
=
∑
t∈T(J,m)
θ(t)∑
ς=1
pς,t ·H(Smr |BmSmc )N⊗m(ρς,t). (291)
Here, the last line follows from the fact that the entropies of
the state N⊗m(ρς,~j) depends only on ς and the type of ~j,
because of the local unitary equivalence (274). Similarly, we
have
mH(Sr|Sc)ρ = H(Smr |Smc )ρ⊗m =
∑
~j∈[J]×m
p~jH(S
m
r )ρ~j
≤
∑
~j∈[J]×m
p~jH(S
m
r Y
′)E~j(ρ~j) (292)
=
∑
~j∈[J]×m
p~j [H(Y
′)E~j(ρ~j) +H(S
m
r |Y ′)E~j(ρ~j)] (293)
≤
∑
~j∈[J]×m
p~j [log θ(
~j) +H(Smr |Y ′)E~j(ρ~j)] (294)
≤
∑
~j∈[J]×m
p~jH(S
m
r |Y ′)E~j(ρ~j) + log θ∗ (295)
=
∑
t∈T(J,m)
θ(t)∑
ς=1
pς,t ·H(Smr |Smc )ρς,t + log θ∗. (296)
The second line follows from Lemma 25 in Appendix B, and
the last line from the similar argument as in (291), for which
we use the local unitary equivalence (273). The cardinalities
of the type sets T(J,m) and θ∗ are bounded from above by
|T(J,m)| ≤ (m+ 1)J , θ∗ ≤ (m+ 1)2dA . (297)
Consider an arbitrary inner point (C,Q,E) of Θ(N , ρ) and
choose sufficiently large m. Combining Inequalities (281),
(286), (291), (296) and (297) with the conditions (155)-(157),
it follows that
Q+ E ≤ 1
m
∑
ς,t
pς,tH(S
m
r |Smc )ρς,t , (298)
C +Q− E ≤ 1
m
∑
ς,t
pς,t[H(S
m
c )ρς,t
−H(Sm|Bm)N⊗m(ρς,t)], (299)
Q− E ≤ − 1
m
∑
ς,t
pς,tH(S
m
r |BmSmc )ρς,t . (300)
Here, we have used the fact that the chain rule of quantum
enrtopies implies
I(Sc : B)N (ρ) −H(Sr|BSc)N (ρ)
= H(Sc)ρ −H(S|B)N (ρ) (301)
and
I(Smc : B
m)N⊗m(ρς,t) −H(Smr |BmSmc )N⊗m(ρς,t)
= H(Smc )ρς,t −H(Sm|Bm)N⊗m(ρς,t). (302)
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Thus, we arrive at
(C,Q,E) ∈
∑
ς,t
pς,t · 1
m
Θpi(N⊗m, ρς,t) (303)
⊂ conv 1
m
Θpi(N⊗m) (304)
⊂ convΘ∞pi (N ) ⊆ Θ∞pi (N ), (305)
where the last line follows from the convexity of Θ∞pi (N )
(see the next subsection). This completes the proof of
1
nΘ(N⊗n, ρ) ⊆ Θ∞pi (N ) for n = 1. The proofs for n ≥ 2
are obtained along the same line. 
3) Proof of convΘ∞pi (N ) ⊆ Θ∞pi (N ): We prove that the
convex hull of Θ∞pi (N ) is a subset of Θ∞pi (N ). Fix arbitrary
λ1, λ2 > 0 such that λ1 + λ2 = 1, and suppose that
(C(i), Q(i), E(i)) ∈ Θ∞pi (N ) for i = 1, 2. By definition,
for any sufficiently large n, there exist quantum systems
S(i) ≡ S(i)c S(i)r and a quantum state ρi on S(i)Cnλi such
that ρS
(i)
i is the maximally mixed state, and it holds that
ni(Q
(i)+E(i)) ≤ H(S(i)r |S(i)c )ρi , (306)
ni(C
(i)+Q(i)−E(i)) ≤ H(S(i)c )ρi
−H(S(i)|Bnλi)N⊗ni (ρi), (307)
ni(Q
(i)−E(i)) ≤ −H(S(i)r |BnλiS(i)c )N⊗ni (ρi) (308)
for i = 1, 2, where n1 := bnλ1c and n2 := dnλie. Define
Sc ≡ S(1)c S(2)c , Sr ≡ S(1)r S(2)r , S ≡ ScSr and consider a
quantum state ρ¯ on SAn defined by
ρ¯ SA
n
:= ρ S
(1)An1
1 ⊗ ρ S
(2)An2
2 . (309)
It is straightforward to verify that the state is diagonal on
Sc with respect to a fixed basis, and that ρ¯S is the full-rank
maximally mixed state on S. Due to the additivity of the
conditional quantum entropy, we have
H(Sr|Sc)ρ¯ = H(S(1)r |S(1)c )ρ1 +H(S(2)r |S(2)c )ρ2 (310)
and so forth. Define
(Cn, Qn, En) ≡
∑
i=1,2
ni(C
(i), Q(i), E(i)). (311)
It follows from (306)-(308) that
Qn + En ≤ H(Sr|Sc)ρ¯ (312)
Cn +Qn − En ≤ H(Sc)ρ¯ −H(S|Bn)N⊗n(ρ¯) (313)
Qn − En ≤ −H(Sr|BnSc)N⊗n(ρ¯), (314)
which implies (Cn, Qn, En) ∈ Θpi(N⊗n). Furthermore, it is
straightforward to verify that
lim
n→∞
1
n
(Cn, Qn, En) = (C¯, Q¯, E¯) (315)
:=
∑
i=1,2
λi(C
(i), Q(i), E(i)). (316)
This implies (C¯, Q¯, E¯) ∈ Θ∞pi (N ), and completes the proof.

B. Proof of Θ∞(N ) = Λ∞(N )
Suppose that a triplet (C,Q,E) belongs to Θ(N , ρ), which
is defined by Inequalities (155)-(158). Noting that ρS =
N (ρ)S , Inequalities (155) and (156) implies (252). Thus, we
have Θ(N , ρ) ⊆ Λ(N , ρ), which leads to Θ∞(N ) ⊆ Λ∞(N ).
To prove the converse relation Θ∞(N ) ⊇ Λ∞(N ), we show
that Θ∞(N ) ⊇ Λ(N , ρ) for any state ρ. Note that Λ(N , ρ) is
a convex polytope such that (C,Q,E + ∆E) ∈ Λ(N , ρ) for
any (C,Q,E) ∈ Λ(N , ρ) and any ∆E > 0 (see Definition
27). Thus, it suffices to prove that (i) all vertices of Λ(N , ρ)
belongs to Θ∞(N ), and that (ii) if (C,Q,E) ∈ Θ∞(N ), then
(C,Q,E + ∆E) ∈ Θ∞(N ) for any ∆E > 0.
1) Vertices of Λ(N , ρ): Consider the following points in
R3, where all entropies and mutual informations are for the
state N (ρ):
P0 := (0, 0, 0)
P+1 := (0, −H(Sr|BSc), 0)
P−1 := (0, 0, H(Sr|BSc))
P2 :=
(
0,
1
2
I(S : B),
1
2
I(S :B) +H(Sr|BSc)
)
P+3 := (I(Sc : B), −H(Sr|BSc), 0)
P−3 := (I(Sc : B), 0, H(Sr|BSc))
P4 :=
(
I(Sc :B),
1
2
I(Sr :D|Sc), 1
2
I(Sr :D|Sc)+H(Sr|BSc)
)
P5 := (H(Sc)−H(S|B), 0, 0)
P6 := (I(S :B), 0, H(Sr|Sc))
The vertices of Λ(N , ρ) are P0, P+1 , P2, P+3 , P4, P5, P6 in the
case of −H(Sr|BSc)N (ρ) > 0 and P−1 , P2, P−3 , P4, P6 when
−H(Sr|BSc)N (ρ) < 0 (Figures 7 and 8: see also Section VI
in [10]). Note that, by the chain rule of the mutual information,
it holds that
H(Sc)ρ −H(S|B)N (ρ)
= I(Sc : B)N (ρ) −H(Sr|BSc)N (ρ) (317)
= I(S : B)N (ρ) −H(Sr|Sc)N (ρ). (318)
By a simple calculation, it is straightforward to verify that
all of the above points except P2 belong to Θ(N , ρ), and
consequently to Θ∞(N ).
2) Proof of P2 ∈ Θ∞(N ): Consider the point P2 repre-
sented by the coordinate (C2, Q2, E2), where
C2 = 0, Q2 =
1
2
I(S : B)N (ρ), (319)
E2 =
1
2
I(S : B)N (ρ) +H(Sr|ScB)N (ρ). (320)
A simple calculation yields
Q2 + E2 = H(Sr|Sc)N (ρ) + I(Sc : B)N (ρ), (321)
C2 +Q2 − E2 = −H(Sr|ScB)N (ρ), (322)
Q2 − E2 = −H(Sr|ScB)N (ρ). (323)
Fix arbitrary , δ > 0 and choose sufficiently large n. Due to
the data compression theorem for classical information source
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Fig. 7. The two dimensional regions of (Q,E) satisfying inequalities (252)-(254) in the case of −H(Sr|BSc)N (ρ) > 0 are depicted. The figures (a), (b)
and (c) are for 0 ≤ C ≤ I(Sc : B), I(Sc : B) ≤ C ≤ I(Sc : B) − H(Sr|BSc) and I(Sc : B) − H(Sr|BSc) ≤ C ≤ I(S : B), respectively. Lines
`1, `2 and `3 represent the boundaries represented by inequalities (252)-(254). The points of intersection of the three lines and the axes are denoted by u1,
u2, u3, t2, t′2 and t3. At C = 0, both u1 and u2 are on the right than u3. Thus u3 and t3 are vertices of the region that yield P
+
1 and P2, respectively.
The two points u1 and u2 approaches to the origin as C increases. At C = I(Sc : B), the point u2 coincides u3, in which case the points u2 = u3 and
t2 = t3 are the vertices P+3 and P4. In C = H(Sc)−H(S|B), the point u2 meets the origin, and yields P5. Finally, the point u1 coincides the origin at
C = I(S : B), in which case the point of u′2 = t2 yields P6.
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Fig. 8. The two dimensional regions of (Q,E) satisfying inequalities (252)-
(254) in the case of −H(Sr|BSc)N (ρ) < 0 are depicted. The figure (a) is
for 0 ≤ C ≤ I(Sc :B), and (b) is for I(Sc :B) ≤ C ≤ I(S :B). Lines `1,
`2 and `3 represent the boundaries represented by inequalities (252)-(254),
respectively, and the crossing points are denoted by u1, u′2, u
′
3, t2 and t3.
At C = 0, the point u′2 is below u
′
3, in which case u
′
3 and t3 are vertices
of the region that yield P−1 and P2, respectively. The point u
′
2 approaches
u′3 as C increases, and coincides it at C = I(Sc : B). In this case, the
points u′2 = u
′
3 and t2 = t3 correspond to the vertices P
−
3 and P4. At
C = I(S : B), the point u1 coincides the origin, where the point u′2 = t2
yields P6.
with quantum side information (Theorem 1 in [52]), there exist
a countable set Yn,δ satisfying
|Yn,δ| ≤ 2n(H(Sc|B)N(ρ)+δ), (324)
a function f : [J ]×n → Yn,δ and for each y ∈ Yn,δ , there
exists a measurement {My~j }~j∈[J]×n on Bn that satisfies∑
~j∈[J]×n
p~jTr
[
My~j (N
A→B)⊗n(ρA
n
~j
)
]
≥ 1− . (325)
We introduce a |Yn,δ|-dimensional quantum system Y and
define a state
ρY S
nAn
n :=
∑
~j∈[J]×n
p~j |f(~j)〉〈f(~j)|
Y ⊗ |~j〉〈~j|S
n
c ⊗ ρSnr An~j .
We denote the system Snc S
n
r by Sˆr. It is straightforward to
verify that
ρY S
nAn
n = (ρ
SA)⊗n. (326)
Using the properties of quantum entropies and (326), we
have
H(Sˆr|Y )ρn
= H(Snc S
n
r |Y )ρn (327)
= H(Snc Y )ρn −H(Y )ρn +H(Snr |Snc Y )ρn (328)
= H(Snc )ρn −H(Y )ρn +H(Snr |Snc )ρn (329)
≥ H(Snc )ρn − |Yn,δ|+H(Snr |Snc )ρn (330)
= nH(Sc)ρ − |Yn,δ|+ nH(Sr|Sc)ρ (331)
≥ nI(Sc : B)N (ρ) + nH(Sr|Sc)ρ − nδ, (332)
where η is a function that satisfies lim→0 η() = 0 and is
independent of the dimensions of the systems. From (325),
(326) and Lemma 26 in Appendix B, we also have
H(Sˆr|Y Bn)N⊗n(ρn)
= H(Snc S
n
r |Y Bn)N⊗n(ρn) (333)
= H(Snc |Y Bn)N⊗n(ρn) +H(Snr |Snc Y Bn)N⊗n(ρn) (334)
= H(Snc |Y Bn)N⊗n(ρn) +H(Snr |Snc Bn)N⊗n(ρn) (335)
= H(Snc |Y Bn)N⊗n(ρn) + nH(Sr|ScB)N (ρ) (336)
≤ nH(Sr|ScB)N (ρ) + 2nη() log dSc . (337)
In addition, a simple calculation using the chain rule yields
H(Y )ρn −H(Y Sˆr|Bn)N⊗n(ρn)
= −H(Sˆr|Y Bn)N⊗n(ρn) + I(Y : Bn)N⊗n(ρn) (338)
≥ −H(Sˆr|Y Bn)N⊗n(ρn). (339)
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Combining these relations with (321)-(323), we arrive at
Q2 + E2 ≤ 1
n
H(Sˆr|Y )N⊗n(ρn) + δ, (340)
C2 +Q2 − E2 ≤ 1
n
[H(Y )ρn −H(Y Sˆr|Bn)N⊗n(ρn)]
+ 2η() log dSc , (341)
Q2 − E2 ≤ − 1
n
H(Sˆr|Y Bn)N⊗n(ρn)
+ 2η() log dSc . (342)
Since these relations hold for any small , δ > 0 and suffi-
ciently large n, we obtain P2 ∈ Θ∞(N ). 
3) Proof of (C,Q,E + ∆E) ∈ Θ∞(N ) for any ∆E >
0 and (C,Q,E) ∈ Θ∞(N ): We complete the proof of
Θ∞(N ) ⊇ Λ(N , ρ) by showing that, if (C,Q,E) ∈ Θ∞(N ),
then (C,Q,E + ∆E) ∈ Θ∞(N ) for any ∆E > 0. It suffices
to prove that for any n ∈ N and ∆E > 0, it holds that
(C,Q,E + ∆E) ∈ Θ∞(N ) if (C,Q,E) ∈ 1nΘ(N⊗n). We
only consider the case where n = 1. It is straightforward to
generalize the proof for n ≥ 2.
Consider a triplet (C,Q,E) ∈ Θ(N ), and fix arbitrary
∆E > 0 and m ∈ N. By definition, there exist finite
dimensional quantum systems Sc, Sr and a state in the form
of
ρSA =
J∑
j=1
pj |j〉〈j|Sc ⊗ ρSrAj , (343)
such that
Q+ E ≤ H(Sr|Sc)ρ, (344)
C +Q− E ≤ H(Sc)ρ −H(S|B)N (ρ), (345)
Q− E ≤ −H(Sr|BSc)N (ρ). (346)
Define ∆Em := bm∆Ec, and let S′r be a quantum system
with dimension 2∆Em . Consider a state
ρ
SmS′rA
m
m = (ρ
SA)⊗m ⊗ piS′r , (347)
where pi is the full-rank maximally mixed state on S′r. Rela-
belling Smc by Sˆc, S
m
r S
′
r by Sˆr and SˆcSˆr by Sˆ, the above
state is represented as
ρSˆA
m
m :=
∑
~j∈[J]×m
p~j |~j〉〈~j|
Sˆc ⊗ ρˆSˆrAm~j , (348)
where
ρˆSˆrA
m
~j
:= ρ
Smr A
m
~j
⊗ piS′r (349)
and
p~j := pj1 · · · pjm , ρ~j := ρj1 ⊗ · · · ⊗ ρjm (350)
for ~j = j1 · · · jm. Noting that
H(Sˆr|Sˆc)ρm = mH(Sr|Sc)ρ + ∆Em (351)
and so forth, it follows from (344)-(346) that
m(Q+ E) + ∆Em ≤ H(Sˆr|Sˆc)ρm , (352)
m(C +Q− E)−∆Em ≤ H(Sˆc)ρ
−H(Sˆ|Bm)N⊗m(ρm), (353)
m(Q− E)−∆Em ≤ −H(Sˆr|BmSˆc)N⊗m(ρm). (354)
This implies (C,Q,E + ∆Em/m) ∈ Θ∞(N ). Noting that
limm→∞(∆Em/m) = ∆E, this implies (C,Q,E + ∆E) ∈
Θ∞(N ) and completes the proof. 
C. Proof of Λ∞(N ) = Λ∞p (N )
It is straightforward to verify that Λ∞(N ) ⊇ Λ∞p (N ). Thus,
we prove Λ∞(N ) ⊆ Λ∞p (N ) by showing that Λ(N⊗n) ⊆
Λp(N⊗n) for any n. We only consider the case n = 1. It is
straightforward to generalize the proof for n ≥ 2.
Fix an arbitrary state ρ in the form of (251), and suppose
that (C,Q,E) ∈ Λ(N , ρ). For each j, let {qk|j , |φj,k〉}k
be an ensemble of pure states on SrA such that ρj =∑
k qk|j |φj,k〉〈φj,k|. We denote pjqk|j by pjk. Let Y be a finite
dimensional quantum system with a fixed orthonormal basis
{|k〉}k, and define a state ρ˜Y SA by
ρ˜Y SA :=
J∑
j=1
∑
k
pjk|k〉〈k|Y ⊗ |j〉〈j|Sc ⊗ |φj,k〉〈φj,k|SrA.
It is straightforward to verify that ρ˜SA = ρSA. Denoting Y Sc
by Sˆc and SˆcSr by Sˆ, the data processing inequality yields
I(S : B)N (ρ) ≤ I(Sˆ : B)N (ρ˜), (355)
−H(Sr|BSc)N (ρ) ≤ −H(Sr|BSˆc)N (ρ˜), (356)
in addition to
H(Sc)ρ −H(S|B)N (ρ)
= I(Sc : B)N (ρ) −H(Sr|BSc)N (ρ) (357)
≤ I(Sˆc : B)N (ρ˜) −H(Sr|BSˆc)N (ρ˜) (358)
= H(Sˆc)ρ˜ −H(Sˆ|B)N (ρ˜). (359)
Combining these inequalities with (252)-(254), we have
(C,Q,E) ∈ Λ(N , ρ˜), which implies Λ(N , ρ) ⊆ Λ(N , ρ˜). By
taking the union over all ρ, we arrive at Λ(N ) ⊆ Λp(N ) and
complete the proof. 
REFERENCES
[1] M. Wilde, Quantum Information Theory. Cambridge University Press,
2013.
[2] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum
Information. Cambridge University Press, 2000.
[3] A. S. Holevo, “The capacity of the quantum channel with general signal
states,” IEEE Trans. Inf. Theory, vol. 44, pp. 269–273, 1998.
[4] B. Schumacher and M. D. Westmoreland, “Sending classical informatino
via noisy quantum channel,” Phys. Rev. A, vol. 56, p. 131, 1997.
[5] C. H. Bennett, P. W. Shor, J. A. Smolin, and A. V. Thapliyal,
“Entanglement-assisted classical capacity of noisy quantum channels,”
Phys. Rev. Lett., vol. 83, no. 15, p. 3081, 1999.
[6] S. Lloyd, “Capacity of the noisy quantum channel,” Phys. Rev. A, vol. 55,
no. 3, p. 1613, 1997.
[7] I. Devetak, “The private classical capacity and quantum capacity of a
quantum channel,” IEEE Trans. Inf. Theory, vol. 51, no. 1, pp. 44–55,
2005.
[8] I. Devetak, A. W. Harrow, and A. Winter, “A family of quantum
protocols,” Phys. Rev. Lett., vol. 93, no. 23, p. 230504, 2004.
[9] I. Devetak and P. W. Shor, “The capacity of a quantum channel
for simultaneous transmission of classical and quantum information,”
Comm. Math. Phys., vol. 256, no. 2, pp. 287–303, 2005.
[10] M.-H. Hsieh and M. M. Wilde, “Entanglement-assisted communication
of classical and quantum information,” IEEE Trans. Inf. Theory, vol. 56,
no. 9, pp. 4682–4704, 2010.
24
[11] I. Devetak and A. Winter, “Relating quantum privacy and quantum
coherence: an operational approach,” Phys. Rev. Lett., vol. 93, no. 8,
p. 080501, 2004.
[12] ——, “Distillation of secret key and entanglement from quantum states,”
Proc. R. Soc. A, vol. 461, no. 2053, pp. 207–235, 2005.
[13] M. Horodecki, J. Oppenheim, and A. Winter, “Partial quantum informa-
tion,” Nature, vol. 436, pp. 673–676, 2005.
[14] ——, “Quantum state merging and negative information,” Comm. Math.
Phys., vol. 269, pp. 107–136, 2007.
[15] A. Abeyesinghe, I. Devetak, P. Hayden, and A. Winter, “The mother of
all protocols : Restructuring quantum information’s family tree,” Proc.
R. Soc. A, vol. 465, p. 2537, 2009.
[16] I. Devetak and J. Yard, “Exact cost of redistributing multipartite quantum
states,” Phys. Rev. Lett., vol. 100, no. 23, p. 230501, 2008.
[17] J. T. Yard and I. Devetak, “Optimal quantum source coding with
quantum side information at the encoder and decoder,” IEEE Trans.
Inf. Theory, vol. 55, no. 11, pp. 5339–5351, 2009.
[18] A. Uhlmann, “The “transition probability” in the state space of c∗-
algebra,” Rep. Math. Phys., vol. 9, no. 2, pp. 273–279, 1976.
[19] F. Dupuis, M. Berta, J. Wullschleger, and R. Renner, “One-shot decou-
pling,” Comm. Math. Phys., vol. 328, p. 251, 2014.
[20] F. Dupuis, “The decoupling approach to quantum information theory,”
e-print arXiv:1004.1641, 2010.
[21] M. Tomamichel, R. Colbeck, and R. Renner, “A fully quantum asymp-
totic equipartition property,” IEEE Trans. Inf. Theory, vol. 55, no. 12,
pp. 5840–5847, 2009.
[22] C. Majenz, M. Berta, F. Dupuis, R. Renner, and M. Christandl, “Catalytic
decoupling of quantum information,” Phys. Rev. Lett., vol. 118, no. 8,
p. 080503, 2017.
[23] F. Dupuis, O. Szehr, and M. Tomamichel, “A decoupling approach to
classical data transmission over quantum channels,” IEEE Trans. Inf.
Theory, vol. 60, no. 3, pp. 1562–1572, 2013.
[24] F. Salek, A. Anshu, M.-H. Hsieh, R. Jain, and J. R. Fonollosa, “One-
shot capacity bounds on the simultaneous transmission of classical and
quantum information,” IEEE Trans. Inf. Theory, 2019.
[25] M. Mosonyi and N. Datta, “Generalized relative entropies and the
capacity of classical-quantum channels,” J. Math. Phys., vol. 50, no. 7,
p. 072104, 2009.
[26] L. Wang and R. Renner, “One-shot classical-quantum capacity and
hypothesis testing,” Phys. Rev. Lett., vol. 108, no. 20, p. 200501, 2012.
[27] N. Datta, M. Mosonyi, M.-H. Hsieh, and F. G. Brandao, “A smooth
entropy approach to quantum hypothesis testing and the classical capac-
ity of quantum channels,” IEEE Trans. Inf. Theory, vol. 59, no. 12, pp.
8014–8026, 2013.
[28] J. M. Renes and R. Renner, “Noisy channel coding via privacy amplifi-
cation and information reconciliation,” IEEE Trans. Inf. Theory, vol. 57,
no. 11, pp. 7377–7385, 2011.
[29] W. Matthews and S. Wehner, “Finite blocklength converse bounds for
quantum channels,” IEEE Trans. Inf. Theory, vol. 60, no. 11, pp. 7317–
7329, 2014.
[30] N. Datta and M.-H. Hsieh, “The apex of the family tree of protocols:
optimal rates and resource inequalities,” New J. of Phys., vol. 13, no. 9,
p. 093042, 2011.
[31] F. Buscemi and N. Datta, “The quantum capacity of channels with
arbitrarily correlated noise,” IEEE Trans. Inf. Theory, vol. 56, no. 3,
pp. 1447–1460, 2010.
[32] H. Qi, Q. Wang, and M. M. Wilde, “Applications of position-based
coding to classical communication over quantum channels,” J. Phys. A:
Math Theor., vol. 51, no. 44, p. 444002, 2018.
[33] N. Datta and M.-H. Hsieh, “One-shot entanglement-assisted quantum
and classical communication,” IEEE Trans. Inf. Theory, vol. 59, no. 3,
pp. 1929–1939, 2012.
[34] N. Datta, M. Tomamichel, and M. M. Wilde, “On the second-order
asymptotics for entanglement-assisted communication,” Quant. Info.
Proc., vol. 15, no. 6, pp. 2569–2591, 2016.
[35] A. Anshu, R. Jain, and N. A. Warsi, “Building blocks for communication
over noisy quantum networks,” IEEE Trans. Inf. Theory, vol. 65, no. 2,
pp. 1287–1306, 2018.
[36] ——, “On the near-optimality of one-shot classical communication over
quantum channels,” J. Math. Phys., vol. 60, no. 1, p. 012204, 2019.
[37] F. Salek, A. Anshu, M.-H. Hsieh, R. Jain, and J. R. Fonollosa, “One-shot
capacity bounds on the simultaneous transmission of public and private
information over quantum channels,” in 2018 IEEE Int. Symp. on Inf.
Theo. (ISIT). IEEE, 2018, pp. 296–300.
[38] J. Radhakrishnan, P. Sen, and N. A. Warsi, “One-shot private classical
capacity of quantum wiretap channel: Based on one-shot quantum
covering lemma,” arXiv:1703.01932, 2017.
[39] M. M. Wilde, “Position-based coding and convex splitting for private
communication over quantum channels,” Quant. Inf. Proc., vol. 16,
no. 10, p. 264, 2017.
[40] E. Wakakuwa and Y. Nakata, “One-shot randomized and nonrandomized
partial decoupling,” arXiv preprint arXiv:1903.05796, 2019.
[41] W. F. Stinespring, “Positive functions on c*-algebras,” Proc. of the Amer.
Math. Soc., vol. 6, no. 2, pp. 211–216, 1955.
[42] M. Tomamichel, R. Colbeck, and R. Renner, “Duality between smooth
min-and max-entropies,” IEEE Trans. Inf. Theory, vol. 56, no. 9, pp.
4674–4681, 2010.
[43] M. Tomamichel, Quantum Information Processing with Finite Re-
sources. SpringerBriefs in Mathematical Physics, 2016.
[44] A. Jamiołkowski, “Linear transformations which preserve trace and
positive semidefiniteness of operators,” Rep. Math. Phys., vol. 3, p. 275,
1972.
[45] M. D. Choi, “Completely positive linear maps on complex matrices,”
Linear Algebra Appl., vol. 10, p. 285, 1975.
[46] E. Y. Zhu, Q. Zhuang, and P. W. Shor, “Superadditivity of the classical
capacity with limited entanglement assistance,” Phys. Rev. Lett., vol.
119, no. 4, p. 040503, 2017.
[47] E. Wakakuwa, Y. Nakata, and H. Yamasaki, in preparation.
[48] E. Wakakuwa, Y. Nakata, and M.-H. Hsieh, in preparation.
[49] R. Alicki and M. Fannes, “Continuity of quantum conditional informa-
tion,” J. Phys. A: Math. Gen., vol. 37.5, pp. L55–L57, 2004.
[50] E. Wakakuwa, A. Soeda, and M. Murao, “A coding theorem for bipartite
unitaries in distributed quantum computation,” IEEE Trans. Inf. Theory,
vol. 63, no. 8, pp. 5372–5403, 2017.
[51] T. M. Cover and J. A. Thomas, Elements of Information Theory (2nd
ed.). Wiley-Interscience, 2005.
[52] I. Devetak and A. Winter, “Classical data compression with quantum
side information,” Phys. Rev. A, vol. 68, no. 4, p. 042301, 2003.
