In recent years there have been many successes of using deep learning for imaging classification recognition. In this work firstly we discuss in details the differences between machine learning and deep learning from the limitations of traditional machine learning, and gives a detail introduction to the advantages of typical deep convolution neural network in image classification. Deeper neural networks are more difficult to train, this paper presents an improving deep learning convolutional neural network (CNN) structure model and gain accuracy from considerably increased depth. We also show that this improving structure model leads to the prediction results are higher than the original deep-learning CNN structure model with training and testing on the published data set.
Introduction
The Convolutional Neural Network (CNN) has shown excellent performance in many computer machine learning problems [1] . Many papers have been published on this topic. Traditional machine learning has a lot of limitations in dealing with image classification issues and raw data. Since the advent of machine learning in the 1980s, the construction of a complete machine learning system requires to experience experts to design feature extractors. The work of these feature extractors is to convert the raw data into appropriate middleware or eigenvectors and then through a variety of classifiers, such as SVM (support vector machine), decision tree, so the input data for the corresponding classification [2] - [4] . However, feature extraction is an important part of the process of data preprocessing. It relies heavily on the construction of feature extractors. The efficiency of the extractor can directly affect the generalization ability of the system [5] , [6] (See Fig. 1 ).
Fig. 1. Classification process of machine learning.
Compared with the machine learning, the depth and structure model of deep learning is more complicated. Of course, the complicated model means that the training efficiency is reduced. However, since the 21st century, with the improvement of computer computing power and the emergence of large data, deep learning is gradually popular [7] - [9] .
In the depth of learning, the original data of the data set only need to be simple to provide input for the system, the system structure can automatically build the corresponding feature extractor, without manual participation.
Convolution neural network (CNN) has a good performance in the field of machine vision. It has the following three characteristics of location connections, Weight sharing, and Multi-convolution nuclei compared with the traditional neural network. Its special network structure makes CNN greatly reduce the number of parameters at the same time, but also very good to retain the characteristics of the image [10] , [11] .
Experiment Methods
To illustrate the superiority of improving CNN in image classification, we used the Caffe deep learning framework, as well as the public data set Cifar10. By improving the CNN structure model, we achieved a good prediction result.
Improving Network Structure Model
The improving CNN network structure model selected in the experiment has made some changes in the tail on the basis of the CNN structure model [2] , [3] . While the activation function is no longer using the Sig mod function, but the Relu which with the better training result. Furthermore, each convolution layer will be followed by a non-linear processing module. At the same time the structure of the hierarchy is also deeper, adding a sampling layer. In order to better handle the experimental data. A Soft max classifier is added before the output layer to map the vector of the K dimension to the vector of another K dimension so that the value of each vector is in the [0, 1] [12] (See Fig. 2 ). 
Data Preprocessing
The experimental data set is cifar-10 data set, the data set a total of 60,000 color pictures, the size of each picture is 32 × 32, of which 50000 training set, test set 10000. The data set is divided into ten categories, the label corresponding to the category from 0-9 followed by airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck. method, the formula is as following:
(1)
In order to elaborate on this process, we will test the picture (a truck photo) R channel corresponding to the one dimension out of 36 pixels, the process of data changes was visualized (See Table 1 ). 
Subtract the Mean Value
Uncalculating is also a very common method of data processing in image study. The average purpose is to make the whole network speeding up the convergence process in the training process. In this emulation, we take the average of the three channel data of all the pictures in the test data set, and then subtract the average data from the data of the current test picture [15] . The formula is as following (to R channel as an example): Table 2 ): Table 2 we can see that the mean operation is essentially a micro-processing of data, and we can still recognize the image after visualization.
Convolution Process
The training network structure model has a national weight, that is, a fixed eigenvalue. We have taken a weight of the R channel and made a visual demonstration, which helps us to better understand and adjust the convolution neural network (See Table 3 ). It can be seen that each convolution kernel represents the characteristics of a part of the input image, some weights are responsible for extracting the gray features, and some weights are extracted from the color features (see Table 3 ). The feature extraction process is done automatically during the training process of the network, No human intervention. But it has one of the biggest shortcoming is not visible, that is, we cannot know the network training "good" or "bad", through the weight of visualization can indirectly help us to determine the network training effect. Because well-training network weights are usually presented as beautiful, smooth filters; conversely, if the performance of noise filtering, it means that the network has not been enough time to train, or in the training process appeared over the fitting phenomenon. From the Table 3 , we can see that this experiment with the first convolution layer connection weight is very beautiful, smooth, indicating that the result of network training is good.
The convolution process is the output of the upper layer, and the convolution kernel carries on the convolution operation, and carries on the nonlinear transformation to obtain the characteristic map of the next layer.
Here we can clearly see the outline of the original image, shape, which is compared with the following convolution layer. Neural network in the construction of feature mapping is a way that we cannot understand.
Down Sampling Process
This experiment uses the maximum pool sampling method, the filter size is 2 × 2, the adjacent four values for the polymerization statistics, which not only reduces the number of parameters, but also very good to retain the characteristics of the image (See Table 4 ). After the first sampling layer found that the feature mapping layer after sampling, itself has not changed a lot and be able to retain the characteristics of the convolution layer, which on the other hand that the network training effect is well, the network structure is also very reasonable. Fig. 3 . High-level feature mapping layer visualization.
Results
As mentioned above, the purpose of the Soft max classification is to make the results of the experiment mapped to the [0,1] interval, which facilitates the statistics of the data. Soft max is calculated as following:
The result of Soft max corresponds to the input mapping corresponding to a tag probability. According to higher mathematics knowledge, it is not difficult to draw that this function is actually a monotonically increasing function. That is, the larger input value, the greater the output, the greater probability that the input image belongs to the tag.
In this experiment, we took a picture of a truck (not a test set), through the convolution of the neural network model and conducted a forward transmission, get the output as following (See Table 5 ): 
In order to test the generalization performance of the network, this experiment deliberately selected two similar categories of truck and car. From the results we can see that the network structure that probability of the truck is the largest which up to 83%. The probability of the car is only 16%. The forecast results also meet our basic expectations (See Fig. 4 ).
Conclusion
The applications of convolution neural network is very extensive, from the traditional face recognition, target detection to the recent very hot art style image migration, are convolution neural network specific application cases.
Although in this experiment, the forecast results were a great success, but there are still a lot of work worthy of our further study. Firstly, in view of the fact that convolution neural networks are getting deeper and deeper, they need large-scale data sets and strong computing power to train. At the same time, in order to further accelerate the training process, GPU training and even TPU training began to gradually toward our vision, but for the general study, the more efficient and more rapid training is still worth pursuing. During the training time, these depth models are demanding on the memory and consume time, which make them unable to deploy on the mobile platform. How to reduce complexity and get a fast executing model without reducing accuracy is an important research direction.
Secondly, a major obstacle to the use of convolution neural networks in the new task is: how to choose the appropriate parameters, such as learning rate, training scale, convolution kernel size, layer number, etc., which requires a lot of technology and experience. These hyper parameters have internal dependencies, which make adjustments very expensive.
Finally, on the convolution neural network, there is still a lack of unified theoretical support. The current convolution neural network model is still a black box, more in-depth understanding of the working principle of the neural network for us to apply this technology better in real life has a vital significance.
