Motivated by the fact that the so-called Weibull generated exponentiated exponential distribution (WGEED) accommodates for non-monotone as well as monotone hazard rate functions (HRFs), we give some properties of this WGEED and explore its use in life testing by obtaining Bayes prediction intervals of future observables. The survival function (SF) of the WGEED is constructed by composing a Weibull cumulative distribution function (CDF) with -ln [exponentiated exponential] CDF. Some properties of the WGEED are given and prediction intervals of future observables, using the one-and two-sample schemes, are obtained. A comparison between the WGEE and the Weibull distributions, based on Kolmogorov-Smirnov goodness of fit test, shows that the former fits better than the latter. Real life data shows the possibility of using the WGEED in analyzing lifetime data. Numerical examples of one-and two-sample Bayes interval prediction are given to illustrate the procedure and a simulation study is made to compute the coverage probabilities and the average lengths of intervals.
Introduction
New families of distributions that accommodate for non-monotone as well as monotone hazard rate functions (HRFs) can be constructed by the composition of a given cumulative distribution function (CDF), say H(.), with another CDF (. ) or a function of (. ). For example 
where (.) h is the probability density function (PDF) corresponding to the absolutely continuous CDF H(.). Eugene et al [1] chose the beta ( β α , ) density for h(y) and the normal CDF for G , so that 
Jones [9] , generalized G to be an arbitrary CDF (including the normal CDF).
For an arbitrary G, CDF (4) is known as the beta-G distribution. Distributions obtained by composition of this kind, such as the beta-normal, beta-Fréchet, beta-Gumbel, beta-exponential, beta-exponentiated exponential, beta-Burr type XII, beta-Weibull and beta power distributions, were studied by the authors of references [1] - [8] , respectively.
In composition (2) 
The composition of H(.) with -ln G(.), where H and G are given by (6) and (5), respectively, leads to the SF
where γ ηα δ = . The CDF, given by (7), shall be called Weibull generated exponentiated exponential (WGEE) distribution with parameters
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The CDF (7) and PDF (8) can be written in the simpler forms
and 
The rest of the paper is organized as follows: Some properties of the model are given in Section 2. Oneand two-sample schemes are used to obtain Bayes prediction intervals in Sections 3 and 4, respectively. Real data and numerical examples followed by some concluding remarks are considered in Section 5.
Some Properties of the WGEE Model

Special cases and related distributions
, in Eq. (7), the CDF reduces to that of the exponentiated exponential distribution.
Using the CDF, given by (7) 
By applying the transformation ) 1 ( ln , x is given, from (9) and (11), by
Mode
The mode x satisfies the equation
It can be shown, after some algebraic manipulations, that the mode x satisfies the equation
where w is given by (11).
HRF and PRHRF
The hazard rate function (HRF) ) (x 
where w is given by (11) . AL-Hussaini and Hussein [11] showed, in general, that any CDF F can be written in terms of the HRF
Equivalently, the SF of F is given by
and the PDF f is given by
The HRF (16) 
Bayes One-Sample Interval Prediction of Future Observables
Statistical prediction is the problem of inferring the values of unknown observables (future observations), or functions of such observables, from current available (informative) observations. A predictor could be a point or interval predictor. Frequentist and Bayesian methods have been used to obtain predictors and study their properties. "The problem of prediction can be solved fully within Bayes framework" Geisser [12] . "Inference about parameters is thus seen to be a limiting form of predictive inference about observables" Bernardo and Smith [13] .
One-sample scheme and subjective prior
In the one-sample scheme,
. . 
where ) (θ π is given by (22). 
where
The predictive PDF ) ( x y f s * of the th s future observable, given data, is defined by
Substitution of (23) and (24) in (26), then yields
where A is a normalizing constant, 
where (.) S is given by (30) in which ) (ν I is given by (31). Substitution of ) (θ π , F(.) and f (.), given by (22), (7) and (8) .
where 
Substitution of (34) and (35) in (33) then yields
The lower and upper bounds L and U of 100(1 − 
Equivalently, L and U are computed by the use of (32) from the two equations
Bayes Two-Sample Prediction of Future Obsrvables
Two samples are considered. The informative sample is given (as in the one-sample scheme) by the first r order statistics r X X < < .
. . By substituting ) (θ π , (. ) and (. ), given by (22), (7) and (8) 
Examples and Numerical Computations
This section consists of two parts: real data analysis in which a comparison is made between the WGEE and Weibull models, to illustrate the method. The other part is a simulation study to measure the credibility of results.
Example 1: Real lifetime data: A comparison between the WGEE and Weibull models
The following observations represent time-to-failure (in months) of 20 electronic components on test, see Wingo [14] Table 1 , the MLEs of the parameters, Kolmogorov Smirnov test statistics and p-values are computed, using the above data, when the underlying distribution is Weibull as compared with the WGEE. To study the effect of the future sample size, in the two-sample case, Table 3 
Equations (46) are solved for L and U. The following steps are followed to compute the lower and upper bounds of the prediction intervals of future observables. A random sample of size = 20 is generated according to step 1, when In this example, two independent samples of sizes n and m are assumed to be drawn from WGEE
The informative sample and hyper-parameters are chosen to be the same as in the one-sample case, given in Example 1. Table 6 shows Bayes prediction intervals of future observables s Y , using the two-sample scheme, where = 10, 15, 20, = 20, = 15. 
Concluding remarks
We have considered in this paper the WGEED a new model which arises as a composition of Weibull and exponentiated exponential distribution. The new model has several shapes of the HRF. Prediction intervals for future observables are obtained using one-and two-sample schemes. The following remarks may be observed:
• The CDF (7) of the WGEE is obtained in closed form that simplifies its use.
• Generation of cumulative distribution functions by composition with other cumulative distributions or functions of such distributions can add at least an extra parameter to a distribution. The 3-parameter WGEE model gives a better fit than the 2-parameter Weibull model. This extra parameter makes it more flexible to fitting data. Notice the five different shapes of the HRFs of the WGEE model.
• In either one-or two-sample cases, the lengths of intervals increase by increasing the index s of the future observable s y (Table 5 and Table 6 ).
• In the one-sample case, the confidence interval of the first future observable 1 Y is the best (shortest length) among all future observables (Table 5 ).
• In the two-sample case, the lengths of intervals decrease by increasing the future sample size m (Table 6 ).
• It may be noticed that the coverage probabilities approach the nominal confidence level of 95% in both sample schemes.
• It should be pointed out that if the hyper-parameters are unknown, we may use the empirical Bayes method to estimate them using past samples, see Maritz and Lwin [14] . Alternatively, one could use the hierarchical Bayes method in which a suitable prior for the hyper-parameters is used [13] .
• It is recommended to use the method when the variability in data is not too large. It has been found, using several samples, that large variability in data could lead to wide intervals.
