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Abstract
We present our work on aligning the Uni-
fied Medical Language System (UMLS) to
Wikipedia, to facilitate manual alignment of
the two resources.We propose a cross-lingual
neural reranking model to match a UMLS con-
cept with a Wikipedia page, which achieves a
recall@1 of 71%, a substantial improvement
of 20% over word- and char-level BM25, en-
abling manual alignment with minimal effort.
We release our resources, including ranked
Wikipedia pages for 700k UMLS concepts, and
WikiUMLS, a dataset for training and evalua-
tion of alignment models between UMLS and
Wikipedia. This will provide easier access to
Wikipedia for health professionals, patients,
and NLP systems, including in multilingual
settings.1
1 Introduction
The Unified Medical Language System (UMLS)2
is a controlled vocabulary resource, enabling stan-
dardisation of biomedical terminology and inter-
operability of electronic health systems across the
world. UMLS has good coverage in only a hand-
ful languages such as English, impeding its up-
take in health systems in different language set-
tings. In addition, concept definitions in UMLS
are either missing or are very short (e.g. one sen-
tence), impeding its use as a medical encyclopedia.
Wikipedia, on the other hand, is a crowd-sourced
encyclopedia that is a primary source of online
medical knowledge by practitioners, students, and
the general public (Heilman et al., 2011; Heilman
and West, 2015; Shafee et al., 2017; Murray, 2019).
Wikipedia hosts an increasing number of health-
related articles (Matheson-Monnet and Matheson,
1Resources available at https://github.com/
afshinrahimi/wikiumls
2https://www.nlm.nih.gov/research/umls
2017), augmented with the Wikidata knowledge-
base (Vrandecic and Kro¨tzsch, 2014). Wikipedia
articles exist in 100s of languages, far exceeding
the cross-lingual support in UMLS.
Our goal in this work is to align UMLS concepts
to their corresponding Wikipedia pages, to expand
the language support for UMLS terminology with
little effort. This will have a direct impact on pa-
tients worldwide by increasing adoption of UMLS
(including clinical terminology SNOMED-CT or
Medical Subject Headings, MeSH) in international
healthcare systems, and also facilitating medical
information seeking of patients with varying lin-
guistic backgrounds. For example, a patient whose
native language is not English might receive a dis-
charge summary in English with mentions of symp-
toms, diagnoses, or medications. UMLS terms
often don’t match Wikipedia titles exactly, mak-
ing search hard (and noisy). Aligning UMLS
and Wikipedia facilitates such information seek-
ing, makes medical information accessible in a
patient’s native language, and supports the need
for patient access to information in friendlier terms
(Zeng et al., 2001). Wikipedia’s coverage of med-
ical terms is not complete, yet most terms, partic-
ularly the most frequent, are covered. Ngo et al.
(2019) report that 80% of SNOMED-CT terms have
a corresponding Wikipedia page.
Our contributions are as follows:
• We utilise the multilingual resources in UMLS
and Wikipedia in a neural ranking model to
retrieve Wikipedia articles given a UMLS con-
cept, and achieve a recall@1 of 71%, a 20%
increase over a BM25 model;
• We release our new WikiUMLS dataset
for training and evaluation of UMLS-to-
Wikipedia alignment models;
• We release the output of our cross-lingual
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ranking model as a large-scale silver-standard
alignment of UMLS and Wikipedia.
2 Background
UMLScombines multiple vocabularies into a uni-
fied coding system by mapping terms referring to
the same concept to a single concept ID (CUI). A
single CUI can have several aliases in different
languages from various vocabularies. A large pro-
portion of UMLS concepts (roughly 100k) have de-
scriptions that are unfortunately very short (mostly
one sentence), and so not adequate for dissem-
ination of knowledge. Medical entity pages in
Wikipedia have longer descriptions, are connected
to other entities through hyperlinks, and are en-
riched by the Wikidata (Vrandecic and Kro¨tzsch,
2014) knowledge graph. Wikipedia is rich in con-
tent and multilinguality, as anyone can contribute to
or revise an article. For example, the diabetes
Wikipedia page exists in more than 134 languages,
compared to only a dozen languages in UMLS.
There are three main approaches for aligning
knowledge bases such as Wikipedia and UMLS:
Embedding alignment: For entities of each
KB, embeddings are learned separately, and then
aligned using a method such as Procrustes based
on seed alignments, similar to cross-lingual word
embedding learning (Mikolov et al., 2013; Faruqui
and Dyer, 2014; Lample et al., 2018). These meth-
ods rely heavily on structural similarity (isometric-
ity) of the two embedding spaces, and don’t work
well when the two embeddings spaces are learnt on
non-comparable corpora (Ormazabal et al., 2019).
It is possible to train the two embeddings jointly,
but that requires corpus interconnections that are
insufficient for our problem.
Knowledge Graph alignment: Similar to
embedding-based approaches, these methods
learn embeddings of the entities, but utilise the
relationships between entities in the KG, rather
than distributional semantics, for alignment.
Many methods have been proposed to learn such
embeddings, e.g. TransE (Bordes et al., 2013)
learns the embeddings of entities h and t with
relation r in triplet (h, r, t) such that h + r ≈ t.
The embeddings are trained separately, and then
aligned using a seed alignment dictionary (Chen
et al., 2017), or adversarial learning (Qu et al.,
2019). Similar to embedding-based approaches,
it is possible to train the embeddings jointly
if interconnections between the two KGs are
strong (Trisedya et al., 2019; Li et al., 2019). We
leave this approach to future work.
String and semantic matching: These methods
are based on similarity between the entity names
or their descriptions. Each entity in KB1 is used
as a query against all the entities in KB2. Entities
are represented by representations such as bag of
words or bag of character n-grams, and compared
against all the entities using a similarity measure
such as cosine similarity. The individual fea-
tures are often weighted using TF-IDF, BM25, or
their variants. Neural reranking models, trained to
rerank documents retrieved by an IR-based method,
have proven to be very effective in practice (Guo
et al., 2016; Rao et al., 2019). Particularly when
query and candidate documents are represented by
an encoder such as BERT (Devlin et al., 2019),
pre-trained on massive amounts of text data, neural
rerankers perform substantially better (Nogueira
and Cho, 2019; Akkalyoncu Yilmaz et al., 2019).
3 Method
Given a UMLS concept ci represented by query
qi = {t1i , . . . , tNi }, where tni is an alias term for
ci in UMLS, our goal is to use English Wikipedia
as a document collection D = {d1, . . . , d|D|}, and
retrieve page dj that matches concept ci. Each page
is represented by its title, text, and multilingual
aliases.3 We follow a two-stage retrieval procedure:
(1) candidate generation, where an IR method (e.g.
BM25) is used to retrieve related documents; and
(2) reranking of the top k candidates via a learn-to-
rank method (Liu, 2009).
3.1 Candidate Generation
We index Wikipedia collection D using Lucene,
and build query qi from UMLS to retrieve the top
k=64 relevant pages. We use a Boolean disjunc-
tion between all alias terms in UMLS, and search
in the title, text, and multilingual aliases fields
in D. BM25 relies on exact term matches, and
small variations can result in a mismatch. As a re-
sult, we also experimented with a character n-gram
method (TFIDFchar) successfully used in Murty
et al. (2018) for candidate generation in medical
entity linking. We build a bag of character n-grams
(n ∈ [1, 5])) weighted by TF-IDF within term
boundaries, and use cosine similarity between qi
3We only use Wikipedia text for candidate generation, and
ignore it for neural reranking.
and each d ∈ D (excluding page text) to generate
the top k=64 candidates.
3.2 Reranking
We formulate the reranking task as a passage pair
binary classification (Nogueira and Cho, 2019),
where the first passage is qi for concept ci from
UMLS, and the second passage is the set of
Wikipedia alias names for each of top k=64 docu-
ments ranked by candidate generation. The goal is
to predict if a pair is a match or not, by minimising
the following objective:
L(qi, candi) =− log(f(qi, d+))
−
∑
d−∈candi−
log(1− f(qi, d−))
where (qi, d+) is the matching UMLS-Wiki pair,
and cand−i is the set of remaining negative can-
didates generated by BM25. Function f is the
passage pair encoder, for which we use BERT’s
<cls> token encoding (Devlin et al., 2019). We
also experiment with BioBERT (Lee et al., 2019)
because it is pre-trained on medical literature,
which is a better domain fit for our task.
The major shortcoming of BERT and BioBERT
is that they don’t encode multilingual aliases ef-
fectively, particularly if the scripts are different.
As shown in Table 1, aliases of every concept in
UMLS, and Wikipedia are on average in 1.4 and
11.2 different languages. This multilingual data
can be utilised for triangulation of the matching
pair. For example, GERD is a term used in UMLS
for Gastroesophageal reflux disease, and is also a
given name in many Germanic languages. If it is
used for retrieval, many Wikipedia pages related to
people with that name will also rank high. How-
ever, if alias names of GERD in other languages
(e.g. Japanese) are used in the query and documents,
the disambiguation becomes easier. To encode mul-
tilingual alias concept names we require a model
that embeds tokens of different languages into the
same embedding space. To this end, we also exper-
iment with multilingual BERT (BERTmulti).
3.3 Data
WikiUMLS is a UMLS to Wikipedia aligned
dataset we create in this work. It consists of
about 17.8k UMLS concepts that are manually
linked to their matching Wikipedia page by
Wikipedia content contributors. All the UMLS
Dataset #concepts #aliases #langs
UMLS 3.7m 2.9 1.4
Wikipedia 8.0m 13.0 11.8
WikiUMLS 17.8k 32.0 9.6
Table 1: The total number, average number of alias
names, and supported languages per concept in UMLS,
Wikipedia and WikiUMLS.
concepts in WikiUMLS are from Medical Sub-
ject Headings vocabulary (MeSH) (Lipscomb,
2000). A WikiUMLS record is a tuple of
(UMLS CUI, UMLS concept alias set,
Wikipedia page title, Wikipedia
concept alias set). We use a UMLS
concept’s alias set as query, and compare it with
every Wikipedia page’s alias set to retrieve the
matching Wikipedia page. The Wikipedia aliases,
and their links to UMLS are taken from their
corresponding record in Wikidata, a collaborative
knowledge-base that is tightly connected to
Wikipedia. An entity in Wikidata has multilingual
aliases,4 and is linked to both a Wikipedia page,
and possibly a UMLS concept.5
We split the matching pairs into roughly 10k,
2k, and 5.8k for training, validation, and test set,
respectively. There are about 3 million remaining
UMLS concepts from various vocabularies that are
not aligned to Wikipedia, which we hope to align in
this work. Statistics of UMLS, Wikipedia, and the
WikiUMLS aligned dataset are shown in Table 1.
3.4 Evaluation Methodology
We use the aliases of a concept in UMLS as query,
and the aliases for entities in Wikipedia as docu-
ment collection. A document is relevant to a query
if the pair are manually aligned in WikiUMLS (a
matching UMLS-Wikipedia pair). We evaluate
the models by measuring recall at different posi-
tions of their ranking (recall@k). In this paper,
recall and accuracy are equivalent because we as-
sume each UMLS concept has a unique matching
Wikipedia page. Because our proposed retrieval
method has two stages (candidate generation fol-
lowed by neural reranking), we use normalised re-
call (N. recall@k) to evaluate the neural reranking
4For the purposes of this work, we focus on the 24 lan-
guages currently supported in UMLS: en, es, it, nl, fr, pt, de,
cs, ru, zh, ja, hu, tr, ko, no, et, sv, pl, fi, el, lv, da, eu, he.
5A sample Wikidata record: https://wikidata.
org/wiki/Q12206.
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Figure 1: recall@k for neural reranking models
(BERTmulti, BERTen, BioBERT), and vector space
techniques in word-level (BM25) and character-level
(TFIDFchar). For the neural ranking models, BM25
is used for generating 64 initial candidates, so their
recall@64 is upper-bounded by that of BM25.
stage independent of candidate generation stage by
ignoring queries for which the candidate generator
didn’t retrieve a relevant document.
4 Results
The performance of the candidate generation
methods for word- (BM25) and character-level
(TFIDFchar) retrieval, and also the reranking
methods (BERT, BioBERT, and BERTmulti) are
shown in Figure 1. In all top k positions, BM25
outperforms TFIDFchar, which is surprising given
that TFIDFchar was reported to achieve strong per-
formance for entity linking in Murty et al. (2018).6
As shown in Table 2, BM25 is able to retrieve the
correct Wikipedia page at k=64 with 85% accu-
racy (compared to 75% for TFIDFchar), an upper-
bound for the performance of the reranking models.
For the reranking models, BioBERT performs
only slightly better than BERT (68% vs. 67%
recall@1), which is surprising given that it has
been pretrained on large amounts of medical lit-
erature. BERTmulti performs better than both
BERT and BioBERT, achieving a recall@1 of
72%, given the cross-lingual nature of the task.
Compared to classic vector space approaches (e.g.
BM25), BERTmulti shows an improvement of
22%, and 10% for recall@1 and recall@10, re-
spectively. We also report normalised recall at k=1
6The recall@100 of TFIDFchar for entity linking can-
didate generation in Murty et al. (2018) is 61.09%, much
higher than the results for our re-implementation over the
same dataset; possibly due to differences in implementation
or in the candidate set.
and k=4, by excluding the test instances for which
BM25 doesn’t retrieve the gold candidate. Here,
BERTmulti achieves normalised recall at k=1 and
k=4 of 84% and 95%, respectively. This indicates
that BERTmulti is highly successful at ranking in
the case that the correct document is retrieved.
5 Conclusions
We proposed passage pair ranking models based
on pretrained contextual encodings for aligning
UMLS and Wikipedia, to help bridge between
health information systems, and empower con-
sumers with understanding of their health condi-
tion. We developed a dataset, WikiUMLS, for
training and testing alignment models between the
two knowledge-bases, and proposed neural rerank-
ing models that substantially outperform BM25.
We showed that the use of multilingual aliases in
BERTmulti substantially improves recall@1 com-
pared to BioBERT (72 vs. 68).
The use of subword information such as
BPE (Sennrich et al., 2016) as used in XLM (Con-
neau and Lample, 2019) might improve perfor-
mance, which we leave for future work. Utilis-
ing the relationships between concepts in UMLS
and Wikipedia (through Wikidata) to align the two
knowledge graphs is an interesting future direction.
We also intend to release a large Wikipedia-based
Entity Linking (EL) dataset by using the top-ranked
Wikipedia pages for UMLS queries, to be used in
state-of-the-art EL models such as zeshel (Lo-
geswaran et al., 2019).
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