The ion beam from the inductively coupled plasma (ICP) is split into two parts by a device comprised of two electrostatic analyzers in a backto-back arrangement. Each ion beam is then monitored by a separate quadrupole mass analyzer and electron multiplier. Thus, ion ratios can be measured simultaneously without scanning. Isotope ratios for copper are measured with a precision of 0.14% relative standard deviation (RSD). Internal standard ratios for Co+/La + are measured with a precision of 1% RSD. Ion signals in the two channels are highly correlated, and the magnitude of flicker noise is reduced in the resulting ratios. Bias in the measured isotope ratios is substantial but can be corrected by calibration.
INTRODUCTION
Inductively coupled plasma-mass spectrometry (ICP-MS) has developed into a very valuable method for elemental and isotopic analysis. However, the precision achievable by ICP-MS is rather limited. Single-quadrupole devices can measure isotope ratios with a precision of 0.1% relative standard deviation (RSD) at best. Often, the precision is substantially poorer, particularly for very large or very small isotope ratios? -1° For conventional elemental analysis, internal standardization is generally used to help improve precision, although the RSD of an internal standard ratio is seldom better than 1%. 4 Precision is still worse for transient samples, such as those produced by flow injection analysis (FIA), electrothermal vaporization, laser ablation of solids with single shots, or liquid chromatography, or for noisy, steady-state signals generated by repetitive laser ablation or arc/spark nebulization of solids.
The physical reasons why precision in ICP-MS is poorer than that obtained in ICP atomic emission spectrometry (AES) are not fully understood. In this respect, ICP-AES has the advantages that the signals are spatially integrated and that the dependence of signal on aerosol gas flow rate or observation position is much more gradual than is the case in ICP-MS? ~-13 Nevertheless, several workers have shown that true simultaneous measurement of signal ratios, rather than sequential measurements, can improve precision substantially in both ICP techniques. For example, Myers ment and segmented charge-coupled detector. 16 These three groups showed that flicker noise from the plasma cancels out in the resulting ratio of line intensities. Simultaneous measurement of the background, as well as the spectral line, also eliminates flicker noise and improves signal-to-noise ratio and detection limits. 17 Travis et al. use a double-beam interferometer with an ICP source. The resulting spectrum is much less susceptible to noise from intense peaks that normally gets distributed into all wavelengths with the use of a single-beam Fourier transform instrument. 18 In ICP-MS, Freedman, Walder, and co-workers use a double-focusing magnetic sector mass spectrometer with multiple Faraday cup collectors with an ICP ion source. In this fashion, isotope ratios are measured simultaneously without scanning. The precision of the resulting isotope ratios is ~0.01% RSD and is at least as good as that achievable by thermal ionization--the long-time champion in precision in inorganic isotope ratio measurements.19-21 Unfortunately, the sector technology necessary for measuring multiple isotope ratios simultaneously is very large and expensive (~ $800,000) at present. A quadrupole ICP-MS device that measures ion ratios truly simultaneously (i.e., without scanning or peak hopping) might lead to the desired improvements in precision in a much smaller and less complex device. This paper presents initial results from a unique double-beam device using two separate quadrupole mass analyzers and detectors. The ion beam from the ICP is split into two parts, and each quadrupole transmits a different m/z value. To the best of our knowledge, this concept of a double-beam quadrupole device has not been reported previously, with either an ICP or any other ion source. Table I . Aqueous samples are nebulized with an ultrasonic nebulizer 22 and then desolvated. In our experience, this desolvation step removes the troublesome wet droplets from the aerosol stream, 25-28 although solid particles are undoubtedly still present. The resulting aerosol is injected into a horizontal argon ICP. A conventional sampler, skimmer, and ion lens 29 transmit ions through the differential pumping aperture into the third vacuum stage. Here the ions pass through a set of four flat beam shift plates and then enter the beamsplitter, which is essentially two electrostatic analyzers in a back- to-back arrangement. The beamsplitter intercepts the ion beam and deflects part of the beam through each of its two channels. After the ions leave each channel, each beam is focused into its own mass analyzer (not shown).
Typical voltages used to maximize ion signals are given in Table II . These voltages vary somewhat from day to day, particularly for the beam shift plates and beamsplitter.
Each mass analyzer has a separate voltage supply and control and its own Channeltron electron multiplier operated in the pulse-counting mode. Pulses from the detectors are preamplified and discriminated and then counted with the use of a dual counter/timer. The two counters open within 25 ns of each other. They stay open for a period called the dwell time, which is 2.0 s unless specified otherwise. The counters then close within 25 ns of each other, i.e., at virtually the same time. There is a 50-Us delay between adjacent openings. Since the dwell time is much longer than these delays, the two counters measure the split ion beams essentially simultaneously.
Beamsplitter. The beamsplitter is shown in detail in Fig. 2 . Pertinent dimensions and radii are given in Table  III . Each side of the beamsplitter is a toroidal condenser with a deflection angle of 30 °. This angle is close to that used in the Mattauch-Herzog geometry (31.83 °) and thus should yield a beam that is essentially parallel in the horizontal plane. 3°,3~ In the vertical plane, often called the Z axis in MS parlance, the curvature of the plates should provide some weak focusing. Spherical analyzers, which should focus the beam to a point in both horizontal and vertical directions, were considered initially but were not employed because the entrance blocked too much of the beam. For this reason, the edge thickness at the front middle of the central electrode is made as thin as possible (~ 100 tzm).
The plates of the splitter are machined from stainless steel and coated with a conducting graphite layer (Aero- Table I . Generally, the plasma conditions and lens voltages were selected to provide maximum ion signals for the desired elements. The sample concentration was generally 1 0 ppm in 1% HNO3 in deionized, distilled water. This concentration yielded ion count rates in the general range of 1 0 5 counts/s, which is usually optimum for minimizing the effects of counting statistics on precision without resorting to overly long dwell times.
The transmission through the beamsplitter and the bias (i.e., the transmission through one side relative to that through the other) are very sensitive to the voltages on Fig. 2 for explanation of (see Fig. 1 view") in Fig. 1 , in clockwise order beginning at the far left.
the b e a m shift plates between the differential p u m p i n g orifice and the entrance grid. The relative transmission through the two sides can be altered over a wide range, or the ions can be deflected through only one side, if desired. Sample solutions were prepared by diluting 1000-ppm single-element standards with 1% HNO3 in deionized, distilled water. The analyte concentration was generally 10 ppm. A series ofisotopically altered Cu standards was prepared by mixing weighed aliquots of enriched 65Cu spikes (99.70% 65Cu, Oak Ridge National Laboratory) with natural Cu in known a m o u n t s so that the total copper concentration was approximately 10 ppm.
R E S U L T S A N D D I S C U S S I O N
M a s s Spectra. Spectra of copper ions through both mass analyzers are shown in Fig. 3 . The two copper isotope peaks are clearly visible, as are small peaks from ArO + at m / z = 56. The peak shapes are similar to those normally seen from quadrupoles. The background is ~ 30 counts/s. In either mass analyzer, the sensitivity for 63Cu is only ~ l04 counts/s per p p m , which is rather low. An
FIG. 2i
Beamsplitter with top plates, shielding grid, and fringe field plates removed. See Table II to send all the ions through only one side of the b e a msplitter ( Fig. 1) , the sensitivity is poorer than the sum of the sensitivities of both quadrupoles when the b e a m is being split through both sides. This observation m a y indicate that the poor ion transmission is caused mainly by factors other than the beamsplitter, although it is also possible that most of the ions either strike the central section of the beamsplitter or are deflected severely by the field produced at the sharp edge of the center electrode. Precision of Isotope Ratios. Plots of ion count rate vs. time are given in Figs. 4 and 5 for the shortest dwell time tested (50 ms) and for the o p t i m u m dwell time (2 s). Each signal is rather noisy, with an R S D of 8.5% for the short dwell time and 4.5% when the dwell time is increased to 2 s. However, the noise in both mass analyzers seems to be correlated, at least on the time scales shown. The synchronized fluctuations in the two copper signals are very similar to those seen for emission signals by Myers and Tracy. ~ 4
The ratio precision for 63Cu+/65Cu+ is shown for various dwell times in Table IV (e.g., 5 s), the precision deteriorates, for reasons that are unclear. Perhaps the transmission of the quadrupoles and the gain of the detectors drift slowly in opposite directions with time. The precision at the optimum dwell time (2 s) can be improved further by averaging every five ratios. The RSD of eight such averaged ratios is 0.14%. This precision is comparable to the best obtainable from single quadrupoles after 1 2 years of commercial development, whereas the twin-quadrupole device is a mere prototype and has not yet undergone the protracted stability development program of commercial ICP-MS devices. This value for precision is also comparable to that obtained if an array of Channeltrons is used with the ICP multicollector mass spectrometer. 34 Thus, instability of the detectors may well be a limiting factor in precision, as has long been suspected.
The precision of the determined ratios is also compared to that expected from counting statistics in Table IV . The latter values are calculated as follows: Suppose ni counts are measured during each dwell time for isotope i, and no background correction is necessary. For each signal, the standard deviation expected from counting statistics alone would be (ni) '/'. The RSD of the ratio R would then be RSDR = (1/n63 + 1/n65) '/2.
(1) Table IV , the RSD of the measured ratio is poorer than that expected from counting statistics. Although the difference between the measured precision and the counting statistics expectation is not great, application of the F tesP 5 shows that the measured precision is statistically poorer in each case.
As shown in
In ICP-AES, Mermet and Ivaldi have shown that signals measured from the same lines in different orders are correlated if the line intensities are high enough to minimize shot noise, t6 They illustrate this correlation effect by plotting one intensity vs. the other and fitting a straight line. A correlation coefficient of between 0.95 and 1.0 indicates reasonable correlation and effective cancellation of flicker noise from each measured intensity when the ratio is calculated. 16 A typical correlation plot for Cu isotopes is shown in Fig. 6 . The correlation coefficient (0.9973) is close enough to unity to indicate that the signals are indeed correlated. This correlation holds up well even though the range of fluctuations is very large, i.e., between 75 and 105 units, which is much greater than the range of 5 units (out of 100) seen in the emission studies. 16 This high degree of correlation indicates that flicker noise, such as fluctuations in ion signal caused by instability of the nebulizer or plasma, cancels out when the Cu isotope ratio is measured simultaneously with this twin-quadrupole device.
Mass Bias Calibration. As mentioned in the previous section, the measured isotope ratio does not equal the actual isotope ratio. The extent of this mass bias effect depends strongly on the voltages applied to the beam shift plates and the beamsplitter (Fig. 1) , so that calibration procedures are necessary to relate the measured isotope ratio to the true one. For this purpose, a series of copper solutions was analyzed that were enriched with known amounts of 65Cu.
A typical plot of (measured isotope ratio) vs. (actual isotope ratio) is given in Fig. 7 . The point at the upper right corresponds to the natural abundance sample. The measured ratio is 2.03. Therefore, the bias in this case is (true value -measured value)/true value = (2.24 -2.03)/ the regression line at first, then above it, and finally below it again for the point at the lower left. We attribute the slight S-shaped curvature in Fig. 7 mainly to drift. Some five minutes are required to measure each point, including the rinse-out time for the nebulizer. The relative sensitivity of the two channels probably drifts during this interval. A similar S-shaped drift in the measured isotope ratio was also reported by Begley and Sharp,' although the time period involved was much longer (several hours). Despite this modest drift, Fig. 7 shows that the measured isotope ratio can be related to the actual isotope ratio by a calibration procedure. Internal Standardization. The time behavior of signals for 59C0+ and '39La+ is shown in Fig. 8 . These signals II  II   II  ~I  II  II  I  O  II  II  I   0  II iI  il #l i   V   II  II  II  II result from continuous nebulization ofa 10-ppm standard containing both elements. Each ion signal is rather noisy, with an RSD of ~ 3%. However, the figure shows that the fluctuations in each signal are similar, and the ratio (Co ÷ signal)/(La ÷ signal) has an RSD of 1.2%. This RSD value for the ratio is comparable to the best precision seen in internal standard ratios with commercial single-quadrupole devices: A plot of Co ÷ signal vs. La ÷ signal ( Fig. 9 ) has a correlation coefficient of 0.9332. The scatter in Fig. 9 for the internal standard ratio is much worse than that in Fig. 6 for the Cu isotope ratio and is the worst for any of the correlation plots examined in this study. Apparently, the flicker noise largely cancels out when the ion ratio Co÷/ La ÷ is measured simultaneously; however, some remains. Thus, the RSD of this internal standard ratio (~ 1%) is not as good as that for an isotope ratio, as is commonly seen in ICP-MS. For this internal standard ratio, the measured precision is some ten times worse than the counting statistics limit of ~0.1%.
It is also interesting to note that ions at widely different m/z values (59Co+ and 139La+ ) can traverse the beamsplitter with just one set of applied voltages. In ICP-MS, collisions in the supersonic expansion accelerate all ions to the same velocity. Thus, ion kinetic energy increases with mass. 36,37 Although s9Co+ and 139La+ can both traverse the beamsplitter, we have experienced difficulty observing 59C0+ and 2°spb+ through both channels simultaneously. It may be necessary to adjust the voltages to the outside plates of the splitter separately in such cases where the ions to be measured are at very different m/z values.
Precision for Transient Samples. Flow injection was used to produce transient signals with a time duration of 30 s, which is similar to that of a liquid chromatographic peak or a burst of particulates from a single laser shot onto a solid. The resulting FIA peaks for Cu isotopes are shown in Fig. 10 . The RSD of the area of the peaks is 6-7%, while the RSD of the Cu isotope ratio is 0.91%. Again, this precision value for the ratio is comparable to the best Table IV ). The correlation plot (not shown) has a correlation coefficient of 0.9960. On this particular day, the isotope ratio for Cu was 1.97, i.e., a bit different from the value of 2.03 cited above. Apparently, the mass bias is sensitive to small day-today adjustments of the voltages on the splitter and shift plates. Such day-to-day shifts in mass bias are common in quadrupole ICP-MS devices.
Results from a similar FIA experiment for internal standardization with Co + and La + are depicted in Fig.  11 . The RSD of the peak areas is 18%, while the RSD of the Co+/La ÷ signal ratio improves to 3.0%. The correlation plot (not shown) has a correlation coefficient of 0.9872, which is still close enough to unity to indicate a high degree of correlation between the Co + and La ÷ signals, even though they fluctuated over a very wide range (60 to 100 units).
CONCLUSION
These results demonstrate the basic feasibility of improving precision by using two quadrupoles to measure two different m/z values simultaneously. The high degree of correlation between the two signals indicates that flicker noise is eliminated for isotope ratios and diminished for internal standard ratios. Ratio precision is better for two isotopes of the same element than for isotopes of different elements. Precision is also better for a continuous sample than for a transient one. The precision is still not as good as expected from counting statistics, for reasons that are not yet clear. The ion signal is also ~ 100 x weaker than would be the case with a single-quadrupole device. Possible improvements in these areas are currently being investigated.
