Models of complex heterogeneous systems like the brain are inescapably incomplete, and thus always falsified with enough data. As neural data grow in volume and complexity, absolute measures of adequacy are being replaced by model selection methods that rank the relative accuracy of competing theories. Selection still depends on incomplete mathematical instantiations, but the implicit expectation is that ranking is robust to their details. Here we highlight a contrary finding of "brittleness," where data matching one theory conceptually are ranked closer to an instance of another. In particular, selection between recent models of decision making is conceptually misleading when data are simulated with minor distributional mismatch, with mixed secondary signals, or with non-stationary parameters; and decision-related responses in macaque cortex show features suggesting that these effects may impact empirical results. We conclude with recommendations to mitigate such brittleness when using model selection to study neural signals. † Corresponding Authors: CC
Model fitting and DIC

138
We used the computer code developed and generously shared by Latimer and colleagues to perform 139 a Bayesian fit of both the DDM and the step model to each neuron in both data sets, obtaining
140
Monte-Carlo samples of parameters that were consistent a posteriori with the measured spike counts 141 (10 ms bins). These "posterior" samples allowed us to evaluate the difference in the deviance 142 information criterion (DIC) between the two models (Spiegelhalter et al., 2002) . DIC is a model 143 selection metric that combines a goodness of fit term (measured using the deviance or scaled negative 144 log-likelihood relative to a baseline) with a penalty for model complexity. Higher values of DIC 145 indicate a poorer description of the data by the model. The difference between the DIC for the DDM 146 and the step model, the "DIC score," provides an estimate of the log-ratio of deviances penalised by 147 a measure of relative model complexity, and can be used to rank the support offered by the data for 148 the different models. As per Latimer et al. (2015b) , negative DIC scores suggest that the data are 149 better described by a DDM; conversely, positive DIC scores signal data that appear closer to the step 150 model.
151
Although the precise form of penalty assumed by DIC has been criticised (Spiegelhalter et al., 2014), 152 it remains widely used. We adopted it here to maintain consistency with the methods of Latimer The total deviance and complexity penalty are both obtained by summing contributions from individual a brittleness of model selection to violations of underlying parametric assumptions, even when the 207 violation is of an assumption common to both the models being compared.
208
Underdispersion in data is predictive of DIC score for LIP neurons 209 We wondered if there might be signs of a similar dispersion-induced model selection bias in neuronal 210 responses recorded from LIP. Unfortunately, spike-count dispersion-as varied in our simulations-211 could not be measured directly. Trial-to-trial variance in spike counts conflates two contributions: 212 one from randomness in integration or stepping across trials and the second from neuronal spiking 213 variability. Dispersion corresponds to second of these, but it cannot easily be isolated. However, we 214 reasoned that the Fano factor on NONPREF trials, where firing rates were low and may sometimes 215 have reflected firing at a baseline rate, might provide a indicative signal for dispersion. Thus, we 216 asked if this Fano factor predicted DIC scores in the LIP data, either alone or in combination with 217 additional regressors which might help to isolate dispersion more completely.
218
We first regressed the DIC score for each neuron against its NONPREF Fano factor in an interval 
224
Fano factor will be most accurate as a surrogate for dispersion when other sources of variance are 225 small. While integration or stepping may play a role in all trials, we reasoned that their influence on 226 variance would be greatest when they most strongly modulated firing rate, and that this modulation 227 depth could be estimated by measuring the starting and ending firing rate during the trial. Thus, we 228 fit an expanded multivariate regression model (see Methods, Eqn. 2) which included the starting firing 229 rate measured between 300-400 ms (i.e. after the initial 200 ms initial dip in the LIP response) and 230 the ending firing rate, which was estimated at 600-700 ms after dots onset for each of the PREF and
231
NONPREF conditions. This combined regression model predicted more variance in the DIC scores
232
(R 2 =0.29, p=2.17×10 −7 ). In this expanded regression, Fano factor was more strongly related to 233 the DIC score (β F anof actor =-163.71± 42.15, t(111) = -3.88, p <.0001, partial R 2 for Fano factor= 234 0.093). The coefficient for the Fano factor remained negative suggesting that underdispersion still
Brittleness emerging from mixed responses
247
The behaviour of each element in a complex system is often influenced by many processes running in 248 parallel. In neuroscience, neurons with "mixed responses" that reflect more than one aspect of a 249 task are particularly widespread in areas of the brain concerned with cognitive functions (see for e.g.,
250
Meister et al., 2013; Rigotti et al., 2013; Mante et al., 2013; Raposo et al., 2014 repertoire of the models being tested.
254
The canonical average response profile associated with the decision-making process increases or 255 decreases monotonically from an initial value towards a bound. Both DDM and step models were 256 designed to produce such profiles. (Note that although both up and down transitions are possible in 257 the step model given fixed sensory evidence, the timing of transition does not depend on its sign. So 258 combining both directions of step still yields a monotonic average.)
259
The PMd data we considered displayed many of the hallmarks of decision making activity (Chan-260 drasekaran et al., 2017) and indeed firing rates of some neurons increased monotonically during the 261 decision-formation period as expected (Fig. 3A, B) . However, firing rates of other neurons undulated 262 during the trial (Fig. 3C , D and many further examples in Supp. Fig. 5 ). This non-monotonicity 263 was evident in firing rate averages for single conditions, and so it was not created by averaging over 264 different condition-specific temporal profiles. Instead, other processes, perhaps related to preparation 265 of the upcoming movement, appear to be mixed with the decision-making signals.
266
We performed principal components analysis (PCA) on the set of all firing rate profiles (for both
267
PREF and NONPREF conditions, averaging over strengths of sensory evidence) recorded from the
268
PMd neurons. A schematic for this analysis is shown in Fig. 4A . The first two principal components
269
(PCs) captured ∼93% of the variance in trial-averaged firing rates during the decision-making task.
270
That only two PCs capture most of the variance is because differences in evidence, choice, and 271 reaction time are all collapsed in the overall averages; more dimensions are needed when the PCA 272 is based on condition-specific means. However, these PCs were designed to reveal mixed signals 273 that were not necessarily associated with the decision process. Fig. 4B Returning to the data, we asked if DIC score was related to the degree of non-monotonicity in PMd 291 firing rates. We binned neurons by their loadings on X 1 and X 2 averaged over both PREF and
292
NONPREF trials, and estimated the percentage difference in assignments to the DDM and step 293 model for each bin in this two dimensional grid (Fig. 5) . When loadings were positive on X 1 and 294 negative on X 2 (dashed red ellipse in Fig. 5 ), firing rates of single neurons were both closer to 295 monotonic and more likely to be selected as consistent with the DDM (Examples 1-3 in Fig. 5 ).
296
Conversely, for neurons with loadings positive on X 2 and negative on X 1 (dashed blue ellipse), firing 297 rates appeared non-monotonic and DIC scores were more consistent with the step model (Examples 298 4-6 in Fig. 5 ).
299
Consistent with this qualitative picture, the average loading for a neuron on X 2 , again averaging 300 over PREF and NONPREF trials, was positively correlated with the DIC score. Thus greater non-301 monotonicity, as modeled by projection onto X 2 , is associated with a greater likelihood of being 302 assigned to the step model (Spearman's ρ = 0.16, p=.006).
303
We also found a negative correlation with the average loading on the first PC (X 1 ) suggesting 304 that neurons with stronger overall changes in firing rate are likely to be better described by the 305 DDM (PREF: Spearman's ρ = -0.18, p =0.0015). These correlation analyses were also consistent 306 with a non-parametric regression that attempted to predict DIC score as a function of the loadings 307 on X 1 and X 2 (Birkes and Dodge, 2011, F(308) = 19.85, p < .00001, β X 1 = -599.08 ± 133.13, 308 t(309)=-4.99, p < .0001; β X 2 = 680.87 ± 124.82, t(309) = 5.46, p < .0001).
309
Recall that neither the DDM nor the step model predicts non-monotonic firing rates profiles, and so 310 this additional signal mixed in the PMd data should not overtly favour either model during selection.
311
Nonetheless, we find that it has a clear impact on outcomes. probabilistic or information-theoretic proximity and conceptual consistency.
414
The situation can be summarised using a fruit analogy ( instances against which to compare the new fruit. Call them the apple and the orange (Fig. 8A ).
420
When presented with a new fruit we ask whether it appears closer to our model of an apple than an 421 orange, and if so classify it as "pome". This is the operational essence of model selection as used in 422 the complex sciences. For instance, in the case we considered here, the pomes are steps, the apple
How might a future model-selection study then mitigate these challenges? Based on the insights 462 from the case studies here, we offer three recommendations that could help make conclusions based
463
on model selection applied to neural responses more robust.
464
First, an initial set of qualitative methods should be used to rule out any potential instances in 465 the data that are broadly inconsistent with all of the working hypotheses being considered-that 466 is, "bananas" in our fruit analogy. This may require a close look both at the overall behaviour, and 467 at the variations within the data set. Where the data are single neuron recordings, for example,
468
it may be that a simple summary statistic such as the grand-mean firing rate over all trials and firing rate profile across neurons appeared to increase gradually throughout the trial (Supp. Fig. 2 an arm movement (Supp. Figs. 1B-D) . If the monkey correctly reached to and touched the target that matched the dominant color in the checkerboard, they were rewarded with a drop of juice.
564
The reaction time task allowed monkeys to initiate their action as soon as they felt they had 565 sufficient evidence to make a decision. On a trial-by-trial basis, we varied the color coherence of the 566 checkerboard, defined as 100 Fig. 1D time-locked to the onset of the visual stimulus, with slopes that varied with stimulus coherence.
579
These are the classic candidates for neurons that might carry an integrated decision variable for the 580 discrimination task (Supp. Figs. 2A,B) . We therefore focused for this study on these increased units, 
591
Statistical Analysis
592
Regression analysis for LIP neurons 593 We pursued two regression analyses to examine the relationship between under dispersion and DIC 594 scores for the LIP neurons.
595
In the first, we tested the relationship between DIC and Fano factor for the NONPREF choices
In a second regression analysis, we included both the starting and the ending firing rates for the also used a non-parametric regression where we predicted DIC score using the average loading for
620
PREF and NONPREF firing rates on X 1 and X 2 and report the F statistic for the regression as well 621 as t statistics for the predictors (Birkes and Dodge, 2011).
622
Model specification for analysis of binned single neuron responses 623 We briefly review the formulation and the parameters for the step and DDM models introduced that an observed spike train is a Poisson process with a rate governed by a noisy, unobserved latent
DDM:
The drift-diffusion model of single-trial firing rate dynamics is parameterized as follows. The time-varying firing rate r j,1 . . . r j,T j for trial j of length T j time steps (each of size ∆t) is determined by a latent trajectory (x j,1 . . . x j,T j ), which is distributed according to a discrete-time drift-diffusion process. The latent process starts at an initial state x 0 . At each time step, it evolves with a drift rate of β c(j) where c(j) indexes the coherence on trial j, and diffusion noise of variance ω 2 . The firing rate r j,t follows this drift-diffusion process until it reaches an absorbing upper bound, given by γ. There is no absorbing lower bound. The model for trial j can be written as follows (c.f. Latimer et al., 2015b):
τ j is the bound-hitting time (the first time bin at which x j,t ≥ 1). The latent state is converted into a firing rate using the soft-rectification function:
In this formulation, the effective absorbing bound for the latent variable x is 1, and the latent is scaled 631 by γ to obtain the neuron's spike rate. This spike rate is then used to generate spike counts from a 
634
The condition-specific slope parameters β 1 . . . β C allow the rate of accumulation to vary with the 635 strength of the sensory evidence-in our task, given by the coherence level of the random dots or the 636 difference in red vs. green dots in the checkerboard. The parameters are governed by the following 637 prior distributions, with fixed hyperparameters:
Step model: Simulations of hypothetical neurons allowed us to study the robustness of model selection, by 656 providing data for which the true generative model was known.
657
We used the implementation of the DDM "ramp" model (Equations 5-9) provided by Latimer et al.
658
(2015b) as the basis of all the simulations, introducing variations to the core model as described in 659 the following. For simplicity, we generally simulated two sets of trials for each hypothetical neuron: 660 one with a relatively strong positive drift rate, and the other most often with zero drift. While this 661 represented fewer conditions than in the real neural data, it was sufficient to explore the potential 662 brittleness of model selection to underdispersion, non-monotonicity, and parameter variation within a 663 dataset. We also performed some simulations using four different drift rates.
664
Except where indicated, the default variance of the DDM (ω 2 ) was 10 −2 . This value was typical of 665 the DDM model parameters fit to our LIP data, as well as those reported by Latimer et al. (2015b) .
666
Based on the analysis of the LIP data, we assumed a decision-formation period of 500 ms. When 667 binned using 10 ms bins we obtained a total of 50 time points. 
Mixed responses
687
We used two sets of simulations to mimic the complex firing rate profiles found for the PMd neurons.
688
In the first, we assumed no diffusion noise. Thus the latents of the hypothetical neurons were of the 689 form of a simple deterministic ramp for one condition (condition 1) and a flat level for the other 690 condition (condition 2). Once we obtained latents for each condition, we multiplied them by a 691 non-monotonic function (Fig. 4A) , f (t), that was defined as follows.
We assumed T=55, k=5, s=1.1, and θ=4 and that the time variable t was 50 time points long 693 starting from t=1.
694
In the second set of simulated non-monotonic neurons, we assumed both drift and diffusion (again 695 with ω 2 = 10 −2 ). Once we had simulated initial latents from the DDM, we then again used the 696 function defined in Eqn. 11 above to create a non-monotonic firing rate profile. These latents were 697 then converted into spike counts after being mapped into firing rates using equation 9.
698
We also assumed for some simulations of hypothetical neurons, four stimulus levels, instead of just 699 two stimulus levels.
700
Non-stationary parameters
701
To explore brittleness in the face of non-stationarity we generated data from a DDM in which diffusion parameters for the DDM: γ = 50, x 0 = 0.25, ω 2 = 10 −2 , and β ranging from 0.0045 to 0.0160.
712
For the NONPREF-choice firing rates, we assumed a step model with negative binomial parameters to find the closer of the models to the data rather than choosing the one most likely to be correct
720
(an effort of debatable utility when the answer is almost certainly "neither"). Unlike AIC, DIC
721
incorporates prior information and provides an estimate that should be useful outside an asymptotic 
727
The DIC for a model M with parameters Θ M is defined as:
where Data represents the available observations andΘ M denotes the posterior mean of the model 728 parameters given these data.
729
The first term in Equation 13 is the deviance: twice the negative log-likelihood, usually measured and evaluated the likelihood using a grid-based numerical integral.
741
DIC score
742
For model selection, DIC is computed separately for the DDM and step models. Larger DIC values mean that the model is a poorer fit to the data. We compared the models using a relative DIC "score", which was the difference between the DIC values for the two models:
A DIC score > 0 suggests that the step model describes single-trial firing rates better than the DDM,
743
and a DIC score < 0 implies the opposite.
744
DIC contributions from PREF and NONPREF
745
Under some circumstances, it is useful to understand the contribution of different types of trials to the DIC value for a given model. In this study the data were binned spike counts recorded in independent trials. Thus the log probabilities in Equations 13-14 can be written as sums of single-trial probabilities, giving:
where y j represents the binned spike counts on trial j. Thus, we can define a "single-trial DIC contribution" for the j th trial by
Note however that the mean parameterΘ M and samples Θ
M are still computed using all trials so this is not a DIC value in itself -rather it measures a contribution to the overall value obtained from this trial. Such single trial contributions can be summed over subsets of trials-for example those corresponding to PREF or NONPREF choices-to examine the net contributions from these different trial types; and the difference of these contributions assessed for the two different models provides a useful measure of relative impact of different trial types on ranking. For example
Systematic differences in these contributions across different trial types may suggest a fundamental 746 incompatibility in both models. Solid lines show movements to the PREF-direction; dashed lines show the NONPREF-direction.
782
Firing rate traces are obtained using 75 ms causal boxcar filters, and, in the CUE-aligned upper panels, A: Latent dynamics of a hypothetical neuron with PREF direction latents described by a DDM and 840 NONPREF direction latents described by the step model. Step Condition 1
Step the latents initially being generated from a DDM and then multiplied by a non-monotonic profile.
954
Green traces reflect one condition and gray traces reflect another condition. Akaike, H., 1998. Information theory and an extension of the maximum likelihood principle, in:
