ABSTRACT: We extended a previously developed force matching approach to systems with covalent QM/MM boundaries and describe its user-friendly implementation in the publicly available software package CPMD. We applied this approach to the challenging case of the retinal protonated Schiff base in dark state bovine rhodopsin. We were able to develop a highly accurate force field that is able to capture subtle structural changes within the chromophore that have a pronounced influence on the optical properties. The optical absorption spectrum calculated from configurations extracted from a MD trajectory using the new force field is in excellent agreement with QM/MM and experimental references.
INTRODUCTION
Classical Molecular Dynamics (MD) simulations based on Force Fields (FFs) represent an important method in the investigation of large scale molecular systems of ∼100,000 atoms and more in biology and materials science applications. 1−3 Typically, their functional form does not allow the explicit description of major rearrangements of the electronic structure, i.e. the bonding topology is retained over the entire course of a simulation. However, the energy and nuclear force evaluation is computationally so expedient that FFs can nowadays provide the underlying Potential Energy Surface (PES) for MD simulations up to the microsecond time scale. This exceeds by far the accessible time windows of firstprinciples MD based on electronic structure methods, such as Density Functional Theory (DFT). FFs therefore represent an indispensable tool for the computational modeling of e.g. large scale conformational motions of biomolecules at an atomistic resolution.
However, the functional form of classical FFs and their parametrization is largely empirical, and the determination of accurate and transferable parameter sets involves significant human effort. With a plethora of existing force fields and associated parameter sets a large variety of biological systems can be studied. For systems that contain molecules for which no parameters are available it can be, however, a difficult and time-consuming task to determine a reliable force field. Typical approaches employ electronic structure calculations of a suitable small model compound in the gas phase or in a continuum solvent to determine the missing parameters. 4 Such procedures, however, bear the risk, that the newly determined parameters are not necessarily transferable to the actual system under investigation in the condensed phase. Alternatively, in situ parametrization methods, such as the ″learn-on-the-fly″ approach 5 can be used to determine parameters from higher level reference calculations on the system at hand also in the condensed phase. The potential constructed in this way can be used for the long-time propagation of a specific system, while its transferability is expected to be limited. A similar approach is the force-matching technique 6 to parametrize classical or semiempirical potentials to reproduce the forces calculated by ab inito or DFT methods. The method has originally been applied to optimize a glue potential for aluminum and, later on, an embedded atom method (EAM) potential for magnesium. 7 This parametrization method is very appealing and can be used with a manifold of different classical and semiempirical potential energy functions. 8−11 For example, interaction potentials, based on a (nonself-consistent) tight-binding model 12 and a modified embedded atom method, 13 were fitted for silicon from, among other properties in the target function, DFT forces. In ref 14 a classical optimal potential (OP) was constructed to study the bulk properties of iron at earth's core conditions. In ref 15 the force-matching methodology was modified to directly parametrize a spline interpolation of interatomic forces. The method takes advantage of the linear dependence of the target function on the fitting parameters. Therefore, instead of directly minimizing an objective function the problem could be recast into solving an overdetermined system of linear equations. This modified parametrization scheme can be seen as more reliable and tractable for large numbers of parameters and was applied to studies of liquid water and hydrogen fluoride. 16 Recently, the force matching protocol has also been applied to parametrize a reactive FF. 17 Our group has developed a force matching protocol for biomolecular FFs based on mixed Quantum Mechanics/ Molecular Mechanics (QM/MM) reference calculations. 18 A similar scheme was proposed in an adaptive formulation later on. 19 In our approach, the QM region is chosen in order to include all components of the system for which no parameters are available. Finite-temperature QM/MM MD simulations are performed to generate a set of reference configurations. Note however, that such reference configurations could also be obtained from other sources. Next, nuclear forces on the QM atoms and electrostatic properties are extracted from this trajectory to serve as target properties for the subsequent parameter fitting scheme. The force field parameters are then determined in such a way as to optimally reproduce the electrostatic properties and the nuclear forces of the QM subsystem. The influence of the environment as well as finite temperature and pressure effects are taken into account automatically. The optimized FF parameters can then be used to perform simulations of a given system with essentially the accuracy of a QM/MM treatment at the computational cost of classical MD. This allows sampling times far beyond the limits of the QM/MM method and the calculation of properties with long correlation times, such as thermodynamic averages involving slow motions of large biomolecules. This QM/MM force matching method has been applied to various systems involving aqueous solutions of dihydrogenphosphate, a glycylalanine dipeptide, a nitrosyl-dicarbonyl complex of technetium-(I), an azole-bridged diplatinum anticancer drug interacting with DNA 20 and organometallic ruthenium complexes. 21 Note however, that these systems do not contain QM/MM boundaries across chemical bonds. The QM/MM interactions therefore involve only nonbonded contributions.
In this work we extended the previously developed force matching approach for systems with noncovalent QM/MM boundaries 18 to situations with covalent QM/MM boundaries using pseudopotential link atoms 22 and describe its userfriendly implementation in the publicly available software package CPMD v. 3.15. 23 The optimized FF parameters from the QM/MM force matching can be employed afterward in conjunction with any software package for classical simulations that offers the employed functional form.
We applied this protocol to the challenging case of deriving in situ FF parameters for the retinal protonated Schiff base (RPSB) of bovine rhodopsin in the dark state embedded in a lipid bilayer, as shown in Figure 1 . Rhodopsin is a biological pigment in the photoreceptor cells of the retina and constitutes the first member in a signaling cascade responsible for the perception of light. 24, 25 The initial event upon light absorption is the cis−trans photoisomerization of the retinal chromophore within the active site of the protein 26−29 (red in Figure 1) . A more detailed representation of the retinal moiety is provided in Figure 2 (C 1 to C 15 ). It is covalently bound to the side chain of Lys296 (C β to NZ) via a protonated Schiff base. Another important residue is Glu113, which acts as a counterion for the positive charge of the protonated group. The light-induced isomerization occurs around the C 11 C 12 double bond. The investigation of the structural changes after the absorption of light has been an active field of research both on the experimental 30−33 and computational sides. 34−37 Biomolecular force fields have been employed to illuminate equilibrium properties of dark state rhodopsin 38 and the large scale structural rearrangements of the protein after light absorption. 39, 40 However, the parameter sets currently used for the retinal chromophore 35, 41, 42 do not account for the bond length alternation (BLA) among carbon−carbon single and double bonds in the conjugated π-system. This is a reasonable approximation if the focus is on the global structural properties of the protein. However, recent investigations have shown that optical properties calculated from configurations generated by such an approximate bonding topology do not agree well with experiments. 43 Currently, one has to rely on QM/MM methods in order to generate realistic structural models for a calculation of optical properties. 44 In order to overcome the time scale limitations associated with the QM/MM approach we apply the newly implemented QM/MM force matching protocol to derive a consistent set of FF parameters that reproduce the structural and dynamical properties at the QM/MM level. In particular, the new parameter set correctly captures thermal variations of the BLA in dark state RPSB. These subtle changes in the chromophore structure have a pronounced influence on the optical properties. The optical absorption spectrum calculated from configurations extracted from an MD trajectory using the new FF is in excellent agreement with the QM/MM based results and experimental references, while the original FF produces configurations that lead to a substantial red-shift in the calculated absorption spectrum. 
where the first term represents the bond-stretching potential with force constant K bn and equilibrium value b n eq . The second term describes the angle bending potential with equilibrium value θ n eq and force constant K θn . The third term represents the periodic dihedral potential with barrier height V n , the phase shift φ n , and the multiplicity m n . Improper dihedral terms of the same form can be used to correct for the out-of-plane motions in ring structures.
Since in our force matching scheme we optimize only the FF parameters for the atoms in the QM region, we rely, as in any QM/MM scheme, on the assumption that the original FF parameters provide a good representation for the rest of the system, i.e. the MM region. The procedure involves four steps: 1) A set of L reference configurations is generated. 2) The nuclear forces on all the atoms of the QM subsystem as well as the electrostatic potential and field in the surrounding of the electronic charge density are stored. 3) An optimal set of atomic point charges {q α } that reproduces the electrostatic potential and field in the surrounding of the QM region over all the reference configuration is calculated.
Step 4) involves the actual force matching. The nonbonded contributions, computed with the charges obtained in the third step and a given set of Lennard-Jones parameters from the MM force field, are subtracted from the total reference forces on the QM atoms. The remaining forces are assumed to originate from bonded interactions. The parameters for bonded interactions (torsions, bending, and bonds) are subsequently optimized in order to reproduce the residual part of the reference forces.
The QM/MM force matching results in a new parameter set for the corresponding fully classical system. The subsequent simulations with the modified FF can then be performed in any software package with a classical MD implementation.
We have implemented our QM/MM force matching protocol, as described in the rest of this section, in the CPMD package starting with the release 3.15 23 interfaced with GROMOS96. 45 This procedure is general and can be combined with other QM/MM implementations. A description of the CPMD specific details for the implementation can be found in the corresponding manual and downloaded from our Web page. 46 We extract the reference configurations from a finite temperature QM/MM Car−Parrinello MD trajectory at the same level of theory than the one that is used to compute the reference forces. At the typical time scale of DFT based QM/ MM simulations, i.e. 10 to 100 ps, it is unlikely to observe dihedral transitions in the QM subsystem. Therefore, the procedure described in this work provides a parameter set that can be safely used only for a specific conformation of the system. However, it is possible to generate a force field that also reproduces torsional barriers with the same procedure if the QM/MM dynamics are performed under the action of a bias potential 47 or other enhanced sampling methods 48−53 that induce transitions within the available computational time. Alternatively, different configurations could be extracted from a classical trajectory or from a guided sampling along a given collective coordinate.
The target property to optimize the parameters of the classical FF are the nuclear forces on the QM atoms computed at the reference configurations. We compute references forces with the electronic structure quenched to the Born− Oppenheimer (BO) surface with tight convergence criteria (10 −7 au for the orbital gradients). If the QM/MM reference trajectory is performed based on BO MD, the reference forces can be stored already during the reference MD run and no extra calculations have to be performed.
At difference to the conventional ESP 54, 55 and RESP 4 procedures the partial atomic charges are fitted directly from the QM/MM electrostatic potential and field according to a modified D-RESP scheme 56, 57 that takes also thermal effects into account. In this extended approach, 18 the effective point charges located on the QM atoms are determined in such a way as to optimally reproduce the electrostatic potential and field probed at the nuclear positions of a set of NN atoms surrounding the QM region. The NN atoms are defined by a set of MM atoms within a given cutoff distance from the QM atoms, that are explicitly coupled to the QM charge density. All reference configurations are included in the fitting. Furthermore, the effective point charges are harmonically restrained to their respective Hirshfeld values. 58 These additional restraints are necessary in order to exclude chemically unreasonable and strongly conformation dependent solutions to the overdetermined problem. 4, 56 Thus, the set of effective atomic point charges {q α } is optimized by minimizing the penalty function:
The index l runs over all L reference configurations; β labels the classical atoms NN l that are explicitly coupled to the quantum charge density in configuration l. α refers to atoms of the QM subsystem. The weighting factors w V , w E , w H , and w Q can be specifically tuned to each system in order to balance the individual contributions, as described in Section 3. are the electrostatic potential and field, respectively, on the classical atom β in configuration l due to the QM charge density, while V βl MM and E βl MM are the potential and field due to the classical point charges {q α } that are being optimized. The third term in eq 3 restrains the charges {q α } to their respective Hirshfeld values q αl H and the last term assures that the total charge of the set {q α } matches the reference total charge of the QM electron density Q tot . It is straightforward to ensure that chemically equivalent atoms obtain the same charge values. Minimizing the penalty function χ 2 can be recast in the form of a least-squares problem and solved as an overdetermined system of linear equations in {q α }.
At the current state of the implementation the van der Waals parameters A αβ and B αβ are not optimized but are kept fixed to the original force field value. This choice is consistent with the QM/MM interaction Hamiltonian we use that retains the Lennard-Jones parameters from the classical force field. 58 Future developments will include a parametrization protocol for the van der Waals parameters based on reference values obtained with the recently developed Dispersion Corrected Atom-Centered Potentials method. 59−63 Due to their different magnitudes, it is advantageous to determine the parameters for the bonded interactions in a separate step from the ones for nonbonded interactions. Once a new set of charges {q α } has been determined, we therefore compute the classical nonbonded forces F lα MM nb (for the QM atom α in configuration l) due to the electrostatics employing the new charges and combine them with the van der Waals interactions according to eq 1 from the MM force field. In order to optimize the parameters in the bonded interactions we subtract the nonbonded forces from the QM/MM reference forces and minimize the remaining penalty function under variations of the bonded parameters {τ b n } = {{K b n },{b n eq },{K θ n }, {θ n eq },{V n }} (eq 2)
For a numerical solution this minimization can be formulated as a nonlinear least-squares problem. Since the derivatives of σ 2 ({τ b n }) with respect to the individual parameters τ b n are readily available, gradient-based algorithms can be employed. 64, 65 As in any QM/MM scheme, special care has to be taken if the boundary between the QM and the MM parts cuts a chemical bond. In order to avoid strong perturbations of the electronic structure the valence of the QM region has to be saturated. This can be achieved by introducing a QM capping atom, typically a hydrogen atom. The capping atom is an artificial construction, and its unphysical interaction with the MM environment is typically removed via exclusion rules. However, in the QM/MM force matching scheme further complications arise from the unphysical nuclear forces on the capping atom, since it is included in the QM region and therefore contributes to the QM/MM reference forces. We therefore suggest to employ the alternative scheme implemented in CPMD, in which the MM boundary atom is incorporated into the QM region and replaced by a specially parametrized 22 monovalent pseudopotential. In case reference configurations were already generated using a capping atom, the monovalent pseudopotential can simply be introduced at the point when the reference forces are recalculated; however, the capping atom would need to be removed at this point from the reference trajectory. This scheme has been applied successfully in QM/MM simulations over the past ten years. Note, however, that the electron density in the surrounding of the monovalent pseudopotential is slightly perturbed, and it is therefore expected that in our QM/MM force matching scheme the fitting of the charges leads to unphysical solutions in this region. We found it best practice to fit, in a first step, atomic point charges for all atoms included in the QM region as described above. The charges on the monovalent pseudopotential and its nearest QM neighbors adopt unphysical values, but they account for the perturbations of the electronic structure at the QM/MM boundary. The charges further than ∼4 Å away from the boundary represent well the electrostatic properties of the surrounding of the QM region. In a second step, i.e. before fitting the bonded interactions, the charges on the monovalent pseudopotential and its nearest QM neighbors are replaced by their original FF values, while preserving the total charge Q tot . The final atomic point charges in this region are therefore not optimized but retained from the original FF, which should provide a more physically sound electrostatic representation here. Furthermore, it might be necessary to constrain the bond between the monovalent pseudopotential and the next QM atom during a QM/MM MD. A typical choice for the bond length is the equilibrium value in the original FF. After fitting the bonded interactions by force matching we recommend in such a case to retain all parameters involving one of these atoms at the original FF values.
This procedure to handle the parameters involved in interactions close to the QM/MM boundary works well if the QM region is chosen large enough and if the original classical point charges and bonded parameters in the vicinity of the monovalent pseudopotential are reasonably good. In the case of optimizing parameters for the RPSB moiety in rhodopsin, for example, we deliberately extended the QM region up to C β of the LYS 296 side chain (see Figure 2) . Naturally, in case the QM/MM boundary does not involve any bonded interactions, e.g. a molecule in the QM region with the surrounding solvent treated at the classical level, no such complications arise. 18 2.2. Computational Details. As a test application for the newly implemented force matching option in CPMD, we applied this approach to develop an improved FF for the RPSB in rhodopsin.
Simulations were based on the crystal structure of dark-state rhodopsin (PDB code: 1U19). 66 All potentially charged amino acids were considered to be in their default protonation states at physiological pH (i.e., charged), except Asp83 and Glu122 that were assumed to be neutral in line with FTIR experiments. 67 Histidine residues were protonated either at the Nδ position (His100, His211) or the Nε position (His65, His152, His195, His278). The rhodopsin protein was embedded in an explicit membrane environment modeled by 1-palmitoyl-2-oleoyl-phosphatidylethanolamine (POPE) lipids, solvated with explicit water molecules (covering both the cytoplasmic and extracellular sides), and neutralized with Na , containing about 25000 water molecules and 300 lipids, resulting in a total number of ∼118000 atoms. The all-atom AMBER/parm99SB force field 41 was used to model standard protein residues and counterions, whereas the TIP3P model 68 was employed for water molecules. The force field parameters for the palmitic acid residues bound to Cys322 and Cys323, for the RPSB, and for POPE lipids were taken from previous studies. 34, 69 Electrostatic interactions were taken into account using the Particle Mesh Ewald algorithm 70 with a real space cutoff of 10 Å. The same cutoff was employed for the treatment of the van der Waals interactions. Bonds involving hydrogen atoms were constrained using the SHAKE algorithm. 71 An integration time step of 2 fs was used. Constant temperature (310 K) and pressure (1 atm) were achieved by coupling the systems to a Langevin thermostat and a NoseHoover Langevin barostat, respectively. 72, 73 After insertion of the protein in a pre-equilibrated lipid bilayer, the system was minimized using the conjugate gradient algorithm and then heated up to 310 K in 500 ps while keeping positional restraints on the protein backbone atoms. A run of 3.2 ns in the NPT ensemble, slowly removing the restraints, was initially carried out. A subsequent simulation in the canonical ensemble was performed for another 120 ns. Data for analyses were collected over the last 40 ns. All the classical MD simulations were carried out using the NAMD package. 74 The QM/MM MD simulations and force matching were performed within the CPMD package release 3.15 23 interfaced with GROMOS96. 45 A 30 ps QM/MM Car−Parrinello MD simulation was started using one of the equilibrated configurations from the aforementioned classical run as initial structure. The electronic structure of the QM subsystem, formed by the RPSB and the Lys296 side chain up to the C γ atom, was described using the BLYP exchange-correlation functional, 75−77 while the remaining atoms, belonging to the MM part, were considered at the classical level using the force field parameters mentioned above. Valence electrons were described using a plane-wave expansion up to a kinetic energy cutoff of 80 Ry, and soft norm-conserving Martins-Troullier pseudopotentials 78 were employed to represent the interactions between the valence electrons and the ionic cores. A monovalent pseudopotential was included at the position of the C β atom to saturate the electronic density of the QM region at the C γ atom. The C β −C γ bond length was constrained to a value of 1.54 Å to preserve the proper electronic structure at the center of the QM subsystem. Long-range electrostatic effects between MM atoms were described using the P3M method 79 with a real space cutoff of 10 Å. Electrostatic interactions between QM and MM regions were taken into account by means of a fully Hamiltonian hierarchical coupling scheme, 56−58 whereas bonded and van der Waals interactions between both subsystems were described at the force field level. The inherent periodicity in the plane-wave calculations was circumvented solving Poisson's equation for nonperiodic boundary conditions, 80 while periodic boundary conditions were retained for the classical simulation box. The propagation of the equations of motion was performed within the Car− Parrinello scheme 81 using a fictitious electron mass of 500 au and a time step of 0.1 fs. Simulations were carried out in the canonical (NVT) ensemble using a Nose-Hoover chain of thermostats 82 to maintain the temperature at 310 K. 1000 equally spaced snapshots were taken from the last 15 ps of trajectory to reparametrize the force field used for the RPSB via the force-matching protocol. On the extracted configurations, the electronic wave function was quenched to the Born− Oppenheimer surface using a convergence threshold of 10 −7 au, from which the nuclear reference forces F lα QM in eq 4 and the electrostatic potential and field on the NN atoms were computed.
To test the quality of the structures generated by the newly developed FF, vertical excitation energies were calculated for these configurations using the ZINDO/S semiempirical method 83 implemented in Gaussian09. 84 This method has been calibrated on a large set of compounds, and its parameters have been optimized to give accurate excitation energies for the calculation of absorption spectra in the visible range. In particular, previous studies have shown that the application of the ZINDO/S methodology to the computation of vertical excitation energies and oscillator strengths on retinal and related polyenals provides results in very good agreement with experiments. 44, 85 All molecular images were generated with Visual Molecular Dynamics (VMD). 86 
RESULTS AND DISCUSSION
We applied the QM/MM force matching to derive parameters for the RPSB in rhodopsin. This represents a particularly challenging system, since the QM/MM boundary cuts a chemical bond.
We discuss first the fitting of the atomic charges and how the new parameters compare to the original force field. The complete list of the newly derived parameters can be found in the Supporting Information (SI). We then assess the performance of the FF to reproduce structural properties of the retinal binding pocket and the absorption spectrum from the QM/MM reference trajectory and experiment.
FIT OF ATOMIC POINT CHARGES
We derived individual atomic charges for the atoms in the QM region that best reproduce the electrostatic field and potential on the NN atoms (eq 3), with a sole constraint imposed on chemically equivalent hydrogens of the methyl groups to adopt the same charges.
As a measure for the quality of the charge set {q α } we use the relative standard deviation (SD) of the electrostatic potential (SD V ) and field (SD E ) with respect to the QM reference over all L configurations on the NN l probe sites:
As described previously 18 we optimize the weighting parameters in eq 3 by deriving charge sets for different values of w V , w E , and w H . Figure 3 shows SD V and SD E for all atoms comprised in the QM subsystem as a function of w E with different values for w H . Fixed values for w V = 0.1 and w Q = 1000 were used. Naturally, increasing w E leads to a lower SD E , however also to a worse description of the electrostatic potential. Furthermore, it was observed previously 18 that high values of w E in combination with small w H can lead to unphysical atomic charges. For RPSB in rhodopsin we find the best compromise at SD V ≈ 0.05 and SD E ≈ 0.66 without allowing large deviations in the potential. The corresponding weights are w V = 0.1, w Q = 1000, w H = 0.01, and w E = 0.1, which we use in order to derive the atomic charges for the RPSB.
A complication in deriving FF parameters for this particular system is the QM/MM boundary, which dissects a chemical bond, in our case C β −C γ in Lys296. In order to saturate the QM valence we have placed a monovalent pseudopotential on (Figure 2) . Naturally, such a perturbation of the electron density in the surrounding of C β affects the derivation of atomic charges in its vicinity. We have explored various possibilities to restrain the charges of the adjacent atoms to the values of the original force field during the charge fitting. However, this leads simply to a shift of the problematic region further into the quantum region. In each case the atomic charges closest to C β that were not restrained during the fitting procedure adopted unphysical values in order to compensate for the boundary effects. The charges further inside the QM region, i.e. starting from roughly three bonds away from C β , appear reasonable. Since we were mainly interested in optimized parameters for the retinal moiety we found it best practice to fit, in a first step, without any restraints atomic point charges for all atoms included in the QM region as described in section 2.1. The charges on C β and its nearest QM neighbors are affected by the perturbations of the electronic structure at the QM/MM boundary, as can be seen in Figure 4 . Clearly, the results from the unrestrained fitting (green) for C β , C γ , and C δ are out of line compared to the original values (blue) and chemical intuition. The charges further away from the boundary, i.e. for the retinal moiety, are, however, chemically sound and represent the electrostatic properties of the surrounding of the QM region well. In a second step, i.e. before fitting the bonded interactions, the charges on the atoms C β −C ε and the attached hydrogens were replaced by their original FF values, while preserving the total charge Q tot . These charges were not optimized in this case but represented the best possible estimate. Note, however, that it is essential that the QM region is chosen large enough and the fragment for which new charges are to be derived is far enough from the QM/MM boundary. Table 1 compares the charges of the newly derived force field FF FM with the original FF or . The most significant variations are highlighted in bold. In general the new charges are slightly more polar than the original ones. The average absolute change amounts to 0.06 e, while the largest change occurs for the charge on C 11 , which increases by 0.12 e.
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3.2. The Bonded Parameters. The bonded parameters are less sensitive to the perturbations of the electronic charge density at the QM/MM boundary. However, since C β was replaced by a monovalent pseudopotential we retained all FF parameters of the interactions involving C β from the original set FF or . Here we discuss only the parameters with the most substantial changes, all values can be found in the SI. Table 2 shows the newly derived parameters for the bonds among the heavy atoms, the parameters involving hydrogens changed even less. The parameters for C β −C γ were retained from the original FF. In general, the new force constants are slightly smaller than the original ones. 
from C 15 to C 5 . It rather assigns the same equilibrium values and force constants to all these bonds. The latter are relatively high, typical for double bonds. In contrast, the new {b n eq } describe the alternating bond lengths of the single and double bonds. Moreover, the new force constants for the single bonds are closer to typical values for single bonds.
Of the total of 108 new bending angle interactions only the ones with substantial changes are shown in Table 3 . The force constants K θ for angles involving a hydrogen atom changed on average by 9 kcal/mol/rad 2 to smaller values compared to K θ FF or . The equilibrium values θ n eq changed by 6°on average. A few stronger variations occurred mainly for the angles among the heavy atoms for which the average changes amount to 17 kcal/mol/rad 2 for K θ and 9°for θ n eq , respectively. The parameters for the dihedral angle interactions were not affected substantially; they can, however, be found in the SI.
3.3. Performance of the New Force Field. In order to assess the quality of the newly derived parameters we calculated several properties of the RPSB and its nearby environment. We compared the results from the simulations employing the original classical force field (FF or ), QM/MM, and the modified force field with the parameters for the RPSB optimized using the QM/MM force matching protocol (FF FM ) with experimental values.
The first two lines in Table 4 show the root-mean-square deviations (RMSD) of the atomic positions with respect to the experimental crystal structure 66 for the heavy atoms of the RPSB only (RMSD RET ) and including all atoms within a radius of 5 Å around the RPSB (RMSD RET+5 ). The values are all comparably small within 0.3 to 0.7 Å and do not differ much between the two FFs and the QM/MM results. These values support the robustness of FF FM , at variance to a recent comparative study on squid rhodopsin in which it has been shown that different FFs for the RPSB can yield different configurational sampling of nearby residues. 88 Furthermore, our findings confirm the initial statement that the original FF or already gives a good representation of the RPSB binding pocket if overall structural properties are concerned. Furthermore the values for the overall length of the conjugated chain R NZ−C6 , which accounts for the bent geometry of the chromophore in the binding pocket, are in very good agreement with the QM/ MM data. The dihedral angle ϕ C 10 −C 11 =C 12 −C 13 accounts for the interactions with the residues in the protein pocket that significantly distort the conjugated chain of the chromophore from planarity, which is well reproduced by all methods. ϕ C 5 =C 6 −C 7 =C 8 measures the displacement of the ionone ring from the plane of the π-system. The BLA in the experimental crystal structure amounts to 0.45 Å (Table 4 ). In contrast, the original FF does not account for the changes of the bond lengths between carbon−carbon single and double bonds in the RPSB chromophore and produces, as expected, a BLA close to 0. Since in the derivation Furthermore the experimental values were obtained for a crystal structure, while our calculations were performed at pseudo in vivo conditions in the presence of the membrane and water.
As reported in previous studies, 44 we observe considerable differences in the counterion distances. In the crystal structure the NZ-H moiety appears to be involved in two equivalent hydrogen bonds with the carboxylate oxygens OE of the Glu113 counterion with a R NZ−OEGlu113 distance of 3.45 Å. In contrast, all simulations prefer a stronger hydrogen bond to only one of the carboxylate oxygens. FF or predicts a distance between NZ and the closer OE of 2.85 Å. An even shorter distance of 2.75 Å is observed during the QM/MM trajectory. As expected, the optimized parameters in FF FM result in a distance closer to the QM/MM results around 2.77 Å. The FF or predicts a distance between NZ and the CD of Glu113 (R NZ−CDGlu113 ) of 3.81 Å, in good agreement with the crystal structure value of 3.98 Å . Again, the QM/MM reference calculations and FF FM predict considerably shorter distances of 3.68 and 3.75 Å, respectively.
In order to investigate the effect of the modifications in the RPSB FF on the large scale structural properties of rhodopsin, we compared the local RMSDs of the individual transmembrane helices employing FF or and FF FM , respectively. The results, summarized in the SI, did not reveal any significant differences between the two force fields. Furthermore, the ionic lock remained in its closed configuration for both FFs over the course of the 40 ns trajectories, showing very similar structural properties. Therefore, the newly derived FF FM for the RPSB moiety does not alter the description of the global structural properties of rhodopsin significantly.
In order to validate further the optimized FF parameters for the RPSB we calculated absorption spectra from the MD trajectories at 310 K. From each trajectory we extracted 3000 equally spaced configurations over the respective total simulation times (15 ps for QM/MM, 40 ns for FF or and FF FM ). For the calculation of the excitation energies we reduced the total system of each configuration to a cluster model including the RPSB chromophore and a sufficiently large surrounding of about 250 atoms in total, which covers all residues with contribution of >0.01 eV to the excitation energies. 44 We calculated the ZINDO/S absorption spectra on the cluster models by weighting the excitation energy of the four lowest states with the corresponding oscillator strengths for the full set of frames. Figure 5 compares the resulting S 0 → S 1 transition intensities, relative to the absorption maxima, calculated from the FF or , QM/MM, and FF FM trajectories. The maximum excitation energies are reported in Table 4 . The absorption maximum in the spectrum obtained from the QM/ MM configurations is in good agreement with the experimental result of 2.49 eV, while FF or produces configurations that lead to a red-shift of 0.39 eV in the calculated absorption spectrum. As noted previously, 44 the red-shifted absorption maximum is due to the deficiency of FF or to reproduce the correct BLA. This sensitive correlation between BLA and the absorption maximum of the RPSB in rhodopsin has already been reported in numerous studies. 89−93 Remarkably, in contrast to FF or results, the flexibility and quality of the new parameter set FF FM produces configurations that lead to absorption spectra in excellent agreement with the experimental reference. a Experimental values for structural properties were extracted from the crystal structure PDB code 1U19. 66 Atomic minimal RMSD values were calculated with respect to the crystal structure, considering the heavy atoms of the RPSB only (RMSD RET ) and including all heavy atoms within a radius of 5 Å around the RPSB (RMSD RET+5 ). The absorption maximum E max was obtained from a Gaussian fit to the ZINDO (S 0 → S 1 ) spectrum, averaged over 3000 configurations. Figure 5 . Relative absorption spectra with respect to the maximum as a function of the excitation energy. The calculated spectra were obtained from Gaussian fits to the ZINDO (S 0 → S 1 ) spectra, which were averaged over 3000 configurations extracted from the respective MD trajectories at 310 K. The experimental spectrum was reconstructed from the numerical data of ref 87 . Note, that the deviations in the high energy part are due to higher excitations that were not included in the calculations. 

CONCLUSIONS
Our group recently developed a QM/MM force matching protocol tailored to derive parameters for nonpolarizable biomolecular force fields from QM/MM reference calculations 18 with the QM fragment described at the DFT level of theory, typically described within the generalized gradient approximation. Here, we extend the original approach to systems with covalent QM/MM boundaries 18 and describe its user-friendly implementation in the publicly available software package CPMD version 3.15. The optimized FF parameters from the QM/MM force matching can be employed afterward in conjunction with any software package for classical simulations that offers the employed functional form.
We have applied the method to derive improved parameters for the RPSB in rhodopsin, which implies a covalent QM/MM boundary. The perturbation of the electron density at the boundary mainly influences the charge fitting procedure while bonded interactions are not sensitive. We have shown that within the monovalent pseudopotential approach to saturate the valence and with a sufficiently large QM region the derivation of atomic charges is unproblematic for a fragment extending up to a few bonds from the boundary. For the bonded parameters we only excluded the interactions involving the atom replaced by the monovalent pseudopotential from the fitting.
The original force field for the RPSB 35 is not flexible enough to account for the bond length alternation among the C−C single and double bonds of the RPSB chromophore. While this is a reasonable approximation to investigate large scale conformational properties of the protein it does not produce configurations of the RPSB appropriate for the calculation of absorption spectra. With our QM/MM force matching method we were able to derive a parameter set that accounts for the correct bonding properties consistent with the QM/MM reference calculations. The resulting absorption spectrum is in excellent agreement both with the results based on the QM/ MM configurations and experimental values.
Overall we have shown that the MD simulations with optimized parameters perform well in reproducing properties from the QM/MM simulation. The agreement could further be improved by employing a more sophisticated functional form for the classical force field, for example by introducing a polarizable model. Our scheme can help at this point to determine whether it is sufficient to optimize in situ the atomic point charges or how much can be gained by adding polarization terms.
A limitation of our approach is the use of DFT to represent the electronic structure of the QM subsystem in the QM/MM reference calculations. Naturally, the drawbacks of the DFT method are inherited to the derived parameters, such as the failure in describing dispersion interactions of standard GGA functionals. However, future extensions will include parametrization schemes for the Lennard-Jones potentials based on the recently developed disperion-corrected atom-centered potentials. 59−63 A further concern is the limited time scale accessible in the QM/MM reference calculations which is typically insufficient to surpass torsional barriers. Enhanced sampling techniques or steered MD approaches could be exploited to help in such situations. 48 
