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Abstract
Ecological risk assessment (ERA) is the process used to evaluate the safety of manufactured 
chemicals to the environment. Here we review the pros and cons of ERA across levels of 
biological organization, including suborganismal (e.g. biomarkers), individual, population, 
community, ecosystem, and landscapes levels. Our review revealed that level of biological 
organization is often related negatively with ease at assessing cause-effect relationships, ease of 
high-throughput screening of large numbers of chemicals (it is especially easier for suborganismal 
endpoints), and uncertainty of the ERA because low levels of biological organization tend to have 
a large distance between their measurement (what is quantified) and assessment endpoints (what is 
to be protected). In contrast, level of biological organization is often related positively with 
sensitivity to important negative and positive feedbacks and context dependencies within 
biological systems, and ease at capturing recovery from adverse contaminant effects. Some 
endpoints did not show obvious trends across levels of biological organization, such as the use of 
vertebrate animals in chemical testing and ease at screening large numbers of species, and other 
factors lacked sufficient data across levels of biological organization, such as repeatability, 
variability, cost per study, and cost per species of effects assessment, the latter of which might be a 
more defensible way to compare costs of ERAs than cost per study. To compensate for weaknesses 
of ERA at any particular level of biological organization, we also review mathematical modeling 
approaches commonly used to extrapolate effects across levels of organization. Finally, we provide 
recommendations for next generation ERA, submitting that if there is an ideal level of biological 
organization to conduct ERA, it will only emerge if ERA is approached simultaneously from the 
bottom of biological organization up as well as from the top down, all while employing 
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mathematical modeling approaches where possible to enhance ERA. Because top-down ERA is 
unconventional, we also offer some suggestions for how it might be implemented efficaciously. 
We hope this review helps researchers in the field of ERA fill key information gaps and helps risk 
assessors identify the best levels of biological organization to conduct ERAs with differing goals.
Keywords
Adverse outcome pathways; assessment endpoint; communities; ecosystems; extrapolation; 
mathematical model; measurement endpoint; mechanistic effect models; mesocosms; multi-
species systems; populations; scale
Introduction
Ecological risk assessment is the process used to evaluate the impact of human activities on 
the environment and is an important part of the information portfolio that informs 
environmental policy (Hommen et al. 2010, Suter 2007, Suter 2008, Suter et al. 2005, 
USEPA 1992, USEPA 1998). If done well, it can prevent damage to ecosystems and the 
need for costly ecosystem restoration (Rohr et al. 2016, Rohr, Johnson, et al. 2013). 
Although generally applicable to any type of potential (anthropogenic) stressor, ecological 
risk assessment is central to the use and regulation of manufactured chemicals, including 
pesticides and industrial compounds. Ecological risk assessment (hereafter, “ERA”) was 
formalized nearly three decades ago by the U.S Environment Protection Agency (USEPA 
1992) and thousands of chemical ERAs have been conducted (Suter 2008). Although ERA 
methods are under continued discussion and are frequently fraught with controversy (Boone 
et al. 2014, Boone and Rohr 2015, Rohr and McCoy 2010a), new developments have been 
slow to take hold (Landis 2002) (but see EFSA 2013, which recently provided guidance on 
ERA from individuals to landscapes).
Internationally, the basic and essential elements of an ERA include characterization of 
chemical exposure and characterization of chemically-induced effects. In simplistic terms, a 
potential for adverse effects (risk) may occur when the exposure concentration exceeds (by 
some predetermined margin) the concentration at which effects have been observed from 
toxicity studies (Hommen et al. 2010, Suter 2007, Suter et al. 2005, USEPA 1992, USEPA 
1998). The ERA process is often designed as Tiered, with lower Tiers representing simpler 
and less resource-intensive estimates of risk (Table 1). A screening-level ERA is commonly 
considered the first Tier and at this level, risk is essentially estimated by dividing an 
exposure estimate by an effect estimate to obtain a unitless risk (or hazard) quotient. The 
resulting quotient is then compared to a pre-determined value (e.g., Level of Concern) for 
determining whether adverse effects of a particular chemical may be expected (Hommen et 
al. 2010, Suter 2007, Suter 2008, Suter et al. 2005, USEPA 1992, USEPA 1998). In some 
cases the risk quotient or Level of Concern may be adjusted by an uncertainty factor that 
functionally increases the estimated risk. The application of uncertainty factors is to account 
for a number of conditions with unknown influence on actual risk, including the fact that 
only a small number of species are ever tested for toxicity in comparison to the many that 
are likely exposed. Although not a true estimate of risk because it lacks a probabilistic 
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component, the quotient-based approach is very common internationally (e.g. also used in 
the European Union; Hommen et al. 2010). Furthermore, although generally considered a 
lower-Tier assessment approach, the risk (or hazard) quotient is frequently used as a 
definitive indicator of risk for ecological systems associated with chemical use (USEPA 
1992, USEPA 1998). Ideally, lower Tier assessments generally inform whether higher tier 
assessments are needed which, are then used to refine risk estimates by incorporating 
additional data and/or extrapolation models (Hommen et al. 2010)(Table 1).
Although the ultimate objective in chemical ERA is to produce defensible estimates of the 
magnitude and probability of adverse effects to the ecological receptors or resources to 
estimate “safe” concentrations, the widely held view is that it is unlikely that current ERAs 
effectively meet this goal (Beketov and Liess 2012, De Laender et al. 2008a, De Laender et 
al. 2009, Landis 2002, Luttik et al. 2011, Taub 1997a). In large part, this is because the 
scientific studies that are used to estimate exposure and risk are few and highly controlled 
while the environmental systems of greatest interest (communities and ecosystems) are 
numerous, diverse, complex, and highly variable. For example, commonly available toxicity 
data for freshwater invertebrates would include a 96-hour acute and a 21-day life cycle study 
on the freshwater cladoceran, Daphnia magna, which, in some cases, may be the only 
available toxicity study for freshwater invertebrates. Data obtained from highly controlled 
laboratory studies on standardized species and test systems are, generally assumed to be 
reproducible and of high quality but these data may not be applicable to scenarios in the real 
world and the linkage to higher levels of biological organization is difficult to discern 
(Forbes and Calow 2002a, Forbes et al. 2006, Martin et al. 2014, Suter et al. 2005).
The challenge in linking data to reality is addressed within the ERA framework through the 
selection and use of assessment and measurement endpoints. Assessment endpoints are the 
“explicit expressions of the actual environmental values that are to be protected” (USEPA, 
1992, 1998) and are largely determined by what society (or involved stakeholders) perceives 
as ecosystem attributes worth protecting. Commonly, the public views the protection of 
vertebrate species and ecosystem services (ecosystem functions with specific values to 
humans) as a high priority but is unlikely to accept soil invertebrates as protection endpoints 
even though the latter can have very important roles in ecosystem function (USEPA 2003). 
For assessment endpoints to be useful, they should be specific, clearly defined and reflect 
management goals (see USEPA 2003 for guidance on selecting assessment endpoints). 
Measurement endpoints are “measurable responses to a stressor that are related to the valued 
characteristic chosen as the assessment endpoints” (Suter, 1989, 1990; USEPA, 1992). It is 
the measurement endpoint that is used to infer effects on or protection of the assessment 
endpoints. Within the context of ERA of contaminated sites (a site-specific assessment), 
measurement endpoints might include actual measures of an assessment endpoint of interest. 
In some cases, the measurement and assessment endpoints can be one and the same. In most 
ERAs, however, the measurement endpoint is a measure of toxicity (e.g., LC50, NOAEC, 
etc.) obtained from a standard laboratory toxicity test using a model organism, whereas the 
assessment endpoint is often ecosystem function and biodiversity. However, occasionally the 
endpoint is more vaguely defined, such as pesticides shall have no unacceptable effects on 
the environment, as stated in EU pesticides legislation, which is why in the EU, higher tier 
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testing using mesocosms has gained traction in ERA (EFSA 2013, Hommen et al. 2010, Van 
den Brink 2006, Van den Brink 2013).
If there is a disparity between what is generally measured (e.g. survival in laboratory toxicity 
tests) and the protection goal (e.g. ecosystem function and biodiversity), risk estimates that 
inform policy and environmental decisions may under- or over-estimate risk leading to 
environmental degradation or unnecessary remediation costs, respectively. Hence, a 
fundamental issue in ERA is the mismatch between the data available for use and the 
ecological systems that are the ultimate focus of protection (Fig. 1).
Although the mismatch between measurement and assessment endpoints is well recognized, 
there are few reviews and syntheses of the advantages and disadvantages of ERA at different 
levels of organization, including mathematical modeling methods for ERA within and across 
levels of organization. The exception is the textbook Ecological Risk Assessment by Suter 
(2007), which offers a very good reference to various topics associated with ERA. Here our 
goal is to describe and highlight current experimental and extrapolation methods that are 
focused at different levels of organization as a means of improving our understanding of 
ERA across levels of biological organization and as a way to identify important gaps that 
warrant focused research attention. Hence, our targeted audiences are risk assessors, risk 
managers, and researchers that can use this information to enhance ERA. The two essential 
elements of any ERA are estimates of exposure and effects, however, for this review we 
focus on effects estimation and extrapolation because it is the effects that manifest at 
different levels of biological organization. We first identify several key challenges in ERA 
that can be used to frame a discussion around ERA at different levels of biological 
organization and how they may or may not address particular challenges. We further provide 
an overview of experimental approaches to obtaining data that reflect a specific level of 
organization and also provide an overview of extrapolation methods that are essentially used 
to make statements about effects at higher levels of organization based on data from lower 
levels of organization. We then highlight important uncertainties, data gaps and areas of 
future research.
Current Challenges in ERA
As indicated above, a key challenge in ERA lies in linking data obtained from experiments 
or studies to estimates of risk that are meaningful to ecological receptors at different levels 
of organization. The following specific challenges can be useful in understanding how 
different levels of effects assessment can be used to address these challenges. Figure 1 
provides an overview of the relationships between ERA at different levels of organization 
and the advantages and tradeoffs.
1. Unclear linkage between ERA outcomes and ecological endpoints of concern
A primary challenge in ecotoxicology lies in relating what we measure (e.g., acute toxicity 
study in Daphnia magna) to what society generally wishes to protect (e.g., ecosystem 
services delivered by freshwater systems). Or in ERA terms, relating measurement endpoints 
to assessment endpoints.
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Ecotoxicological studies that closely follow published guidelines (OECD 2015) generally 
include endpoints such as survival, reproduction, and sometimes growth that relate to the 
potential fate of individuals of a species. While chemically-induced changes in these traits 
contribute directly to population characteristics, their impact on populations is not 
discernable in-and-of-themselves (unless there is 100% mortality or loss of reproduction). 
This is because the effects at the population-level are dependent on the magnitude of the 
effect on a particular trait(s) but also on the relative influence of that trait on population 
dynamics (Forbes et al. 2010, Forbes et al. 2011, Rohr, Sager, et al. 2006), as well as other 
features of the environment. Further, it is possible that subtle, non-significant effects on 
different traits, when integrated or combined using population models, can generate 
significant effects at the population level (Luna et al. 2013). For studies in which surrogate 
communities are evaluated in mesocosms, the measurement endpoints (diversity, function) 
relate closely to system-level assessment endpoints. Thus, important points to consider when 
evaluating ecotoxicology and ERA across levels of organization are (1) how closely a given 
dataset or modeling approach tracks to assessment endpoints and (2) how clearly the 
linkages among data, models and assessment endpoints are described and whether there is a 
robust framework for describing those linkages.
2. Need to screen large numbers of chemicals
At the time of writing, there are about 100,000 chemicals registered for use in the European 
Union and over 92,000 registered in the U.S, additionally, there are over 100 million 
substances registered with the Chemical Abstracts Service (CAS), and approximately 15,000 
new substances registered daily (CAS 2014, PAN, Stadnicka-Michalak et al. 2015). It is 
impossible to thoroughly study all chemicals that are in use and in development for future 
use (Rohr, Kerby, et al. 2006). The need for relevant toxicity data for a wide variety of 
existing and new chemicals is a significant challenge to ecotoxicology and ERA. 
Quantitative structure-activity models (QSARs) have been developed as a means of 
estimating toxicity of chemicals based on structure and/or chemical properties (e.g., octanol/
water partition coefficient) and have been used for decades (Bradbury et al. 2003). QSARs 
continue to be developed and may hold promise for facilitating chemical assessments but are 
generally limited to providing insights into mode of action and organismal toxicity within 
chemical classes (Escher and Hermens 2002). With regard to actual experimentation to 
discern chemical toxicity, however, some study designs are more easily applied toward 
screening chemicals for toxicity in a relatively quick and cost effective manner. As indicated 
above there is a tradeoff between study designs that lend themselves to screening chemicals 
versus those that produce data that provide insight into more ecologically complex scenarios. 
As an example, biochemical assays that are a key component of Endocrine Disruptor 
Screening Programs can be conducted in multi-well reaction plates. These assays generally 
test for activity of a test chemical towards a component of the endocrine system such as 
vitellogenin in fish (Nilsen et al. 2004) or steroidogenesis (Hecker and Giesy 2008). At the 
opposite extreme are studies that include more ecological complexity and, arguably, relate 
directly to potential risk in natural populations. For example, a 7-year study in which whole 
lakes were exposed to the endocrine disruptor, 17-alpha-ethanylestradiol, showed 
feminization of male fathead minnows at relatively low concentrations (Kidd et al. 2007). 
Studies of this nature are difficult to execute and thus clearly cannot be used routinely for 
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ERA on different chemicals. Nonetheless, they provide evidence of potential chemical 
effects in natural systems (although this study admittedly did not have replication). While 
more ecologically complex studies are sensitive to important context dependencies in the 
wild, these same context dependencies might make it difficult to replicate the results across 
systems that might vary in biotic or abiotic traits.
3. Need to protect a wide variety of species
One significant challenge to ERA is that only a few species are normally tested compared to 
the vast diversity in real systems. As an example, there are approximately 1,200 species of 
inland, freshwater fish in North America. Guideline toxicity studies, on the contrary, suggest 
toxicity testing on only a few commonly used species. Moreover, the species used in toxicity 
testing are frequently chosen because they are amenable to maintenance and use under 
controlled laboratory conditions and not because they have met some criteria with regard to 
their representativeness of species in the wild (Luttik et al. 2011). Unfortunately, there is 
considerable uncertainty regarding the amount of variability across species with regard to 
responses to chemical stressors (Ibrahim et al. 2013, Ibrahim et al. 2014). Nonetheless, an 
important consideration is how well certain approaches in ERA address variability among 
species (Luttik et al. 2011).
4. Multiple stressors and context dependencies
The vast majority of ERAs that have been conducted have focused on a single chemical or 
single active ingredient in isolation. Indeed, focus on the active ingredient is indicated in the 
U.S. Federal Insecticide, Fungicide and Rodenticide Act and in some EU directives 
(Hommen et al. 2010, Jones et al. 2004, PAN). In real environmental systems, however, 
multiple chemicals coexist (Halstead et al. 2014). As a blatant example, some pesticides are 
actually formulated as mixtures of multiple active and auxiliary ingredients and even under 
these conditions, the default approach in the U.S. is to assess risk as if the chemicals were in 
isolation (in the EU, tests of formulations are often required). In part, this might be justified 
in cases where the formulation includes pesticides with different targets (e.g., herbicide and 
insecticide) but it also applies when multiple active ingredients are combined and target the 
same pest (e.g. fungicides pyraclostrobin and fluxapyroxad are co-formulated in some 
products). Although there are multiple proposed methods for evaluating the toxicity and risk 
of mixtures, there is no global consensus on the optimal approach. Given the widespread and 
likely reality that ecological systems are exposed to chemical mixtures, this remains an 
important consideration for ERA.
In addition to mixtures of chemicals, other abiotic and biotic stressors in ecological systems 
can alter the toxicity and risk of a given chemical (Gergs et al. 2013, Stampfli et al. 2011). 
These “context dependencies” result in a range of sensitivities for a given species across a 
range of conditions that could include intra- or inter-specific competitors, predators, food 
availability, temperature, pH, disease, etc. In fact, abiotic stressors can increase toxicant 
sensitivity up to 30 fold in some population and community test systems (Liess and Beketov 
2011, Liess et al. 2001). Importantly, responses over a gradient or combination of different 
contexts are infrequently monotonic or linear and are frequently difficult to predict. 
Nonetheless, these “other” stress factors are ubiquitously present in natural systems and have 
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strong effects on the toxicity of chemicals. Although difficult to identify and apply across 
systems, species, and habitats, context dependencies are widely recognized and 
demonstrated as important within ecotoxicology and ERA.
5. Include assessment of recovery
Current approaches in ERA essentially assume that ecological receptors and systems are 
static and that any estimated effects are presumed to result in non-reversible impacts to the 
receptor or system. Many species and systems, however, are capable of recovery. This is 
especially true for species or groups of species with high dispersal and short generation 
times. Also, within a landscape context, if risks are heterogeneously distributed, emigration 
from un-impacted areas can hasten the recovery of impacted areas. Recovery or perhaps 
more accurately, the capacity for recovery, is an important consideration in ERA because a 
system that recovers to pre-exposure conditions (or close to) may be considered to not be at 
risk. In this context, some level of biological effect may be permissible as long as it does not 
preclude a system from recovering to a desired level of the pre-exposure condition of a 
population or community (Kattwinkel et al. 2015). Although recovery is important, 
including it in ERA has been challenging and controversial partially because it depends on 
the traits of individuals investigated (e.g., generation time and dispersal abilities; Liess and 
von der Ohe 2005) and ecological contexts, such as competition (Liess et al. 2013).
6. Transparency and defensibility
Because multiple stakeholders and economic resources are frequently involved in 
environmental management decisions, ERA methods must be transparent and defensible. In 
part, the current methods were driven by a need for repeatability (low between study 
variance), low variability (within study variance), and consistency in laboratory toxicity 
studies. Toxicity studies conducted following recognized guidelines (OECD 2015, USEPA 
1992, USEPA 1998) benefit from having clear instructions and wide familiarity lending 
these toward easier acceptance by the regulatory community. Alternatively, studies and 
extrapolation procedures at higher levels of organization typically do not follow standardized 
methods and can be considerably “more complex”, and thus it has been assumed that these 
studies are more challenging to repeat. As an example, the whole lake experiment evaluating 
the effects of EE2 on fish (Kidd et al. 2007) mentioned earlier would be challenging to 
repeat because factors will differ from lake to lake. However, repeatability and variability of 
effects assessment across levels of biological organization have not been systematically 
quantified. Additionally, some standardization in population, community, and ecosystem 
studies is certainly possible, which would enhance repeatability, transparency, and 
defensibility. Moreover, standardized reporting procedures available for complex 
environmental modeling (Forbes et al. 2011, Grimm et al. 2006, Grimm et al. 2010) increase 
transparency and defensibility and might offer an example that can be adopted for complex 
empirical designs. For instance, Schmolke et al. (2010) presented a standard format for 
documenting models and their analyses called TRACE (transparent and comprehensive 
ecological modeling), and Grimm et al. (2014) presented the first examples of TRACE 
documents, which are based on the idea of “model evaludation” (a fusion of ‘evaluation’ and 
‘validation’) to describe the entire process of assessing a model’s quality and reliability 
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(Augusiak et al. 2014). TRACE have recently been incorporated into the European Food 
Safety Authority’s opinion about good modelling practice (EFSA 2014).
7. Reduction in animal testing
Annually, more than a million fish are used for experimental and other scientific purposes in 
the European Union and between 3 and 6 million fish are used for whole effluent testing in 
the United States (Scholz et al. 2013, Stadnicka-Michalak et al. 2015). These and other 
examples have created a movement in ecotoxicology and ERA to reduce the number of 
animals (primarily vertebrates) used for toxicity testing (Burden et al. 2015, Scholz et al. 
2013). This is partly driven by a general desire to limit the suffering of living organisms. 
Additionally, there are economic benefits to reducing animal testing. Any proposed changes 
or additions to ERA methods must consider the impact on the use of animals (increase, 
decrease, no change) as the future is likely to see a stronger push toward limiting and 
justifying animal use in toxicity testing (Burden et al. 2015).
The Pros and Cons of ERA at Different Levels of Biological Organization
Below we discuss the pros, cons, and unknowns of ERA across levels of biological 
organization, covering sub-individual, individual, population, community, ecosystem, and 
landscape levels of organization. At each focal level of organization, we first describe the 
types of studies, endpoints, and mathematical modeling techniques that are regularly used. 
We do not discuss mathematical modeling techniques used to extrapolate across levels of 
organization because this content is relegated to the section below “Models relating 
responses at different levels of organization”.
Sub-individual Level: Biochemical and molecular responses
Overview
Sub-individual responses to chemical stressors historically encompass biochemical and/or 
physiological measures that were collectively referred to as biomarkers. Although many 
biochemical and physiological biomarkers are theoretically possible, a few have emerged as 
more common across taxa, including metallothionein induction, acetylcholinesterase 
inhibition, cytochrome P450 induction, persoxisome proliferation, and several indicators of 
oxidative stress (Cajaraville et al. 2000, Nel et al. 2013). While there has been a strong 
desire to apply biomarkers to ERA (e.g. Handy et al. 2003), they have also been widely 
criticized as unlikely to provide predictable insight into adverse effects at the level of the 
whole organism (Forbes et al. 2006). Instead, biomarkers can provide insight into potential 
mechanisms of toxicity or whether exposure to a contaminant or family of contaminants has 
occurred. With the advent of modern techniques in molecular biology, a wider range of sub-
individual responses are now quantifiable and include measures of mRNA transcripts, 
proteins, and metabolites. However, in many ways, the same criticisms levied for biomarkers 
can apply to any sub-organismal level response whether physiological, biochemical or 
genetic – it is difficult to relate these responses to ecologically meaningful effects at higher 
levels of biological organization.
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Recently, however, the potential utility of sub-organismal responses has been rejuvenated by 
the development of the Adverse Outcome Pathway (AOP) concept. An AOP is a conceptual 
framework that portrays a sequential chain of causally linked events starting with a 
chemically-induced Molecular Initiating Event(s) (MIE) and culminating in an actual 
Adverse Outcome (AO) in a biological level of organization relevant to ERA (Ankley et al. 
2010). The AOP construct has primarily presented AO’s as disruption of physiological 
homeostasis at the cellular, tissue, or organ levels (Ankley et al. 2010) with only tenuous 
linkages to higher levels of organization, such as at the population level (Kramer et al. 
2011). Thus far, AOPs have predominantly focused on identifying MIEs and proximate 
downstream effects and have entailed the use of molecular techniques, such as tools to 
quantify gene expression (e.g. PCR, microarrays, RNA-seq) and hormone levels (e.g. 
ELISAs), to link MIEs to AOs and to enhance the interpretation of sub-individual responses 
(Ankley et al. 2010, Berninger et al. 2014, LaLone, Villeneuve, Burgoon, et al. 2013, 
LaLone, Villeneuve, Cavallin, et al. 2013, Martinovic-Weigelt et al. 2014). Once AOPs are 
well-described, regulatory agencies have encouraged scientists to make them accessible in 
an AOP knowledge-base and wiki. After which, researchers would ideally evaluate the 
conservation of AOPs across taxa. However, very little progress has been made on this latter 
goal given how nascent the AOP framework is (but see Ankley and Gray 2013, LaLone, 
Villeneuve, Burgoon, et al. 2013, LaLone, Villeneuve, Cavallin, et al. 2013).
Pros
There are several advantages of using sub-organismal endpoints and the AOP construct for 
ERA (Table 2). First, AOPs explicitly emphasize cause-effect relationships by requiring the 
elucidation of causal links between an MIE and an AO. Because many biomarker and MIE 
tests are done with cell or tissue cultures or with blood or tissues samples (Ankley et al. 
2010, Berninger et al. 2014, LaLone, Villeneuve, Burgoon, et al. 2013, LaLone, Villeneuve, 
Cavallin, et al. 2013, Martinovic-Weigelt et al. 2014, Nel et al. 2013), they can reduce the 
need for laboratory animals (Ankley et al. 2006). Additionally, these tests are presumed to 
have low variability and high repeatability within a species. However, this latter claim has 
not been thoroughly tested given the early stages of the AOP framework.
Given the hundreds of thousands of chemicals and chemical cocktails (EU 2001, Touart and 
Maciorowski 1997), a high-throughput screening option for chemical risk assessment is very 
attractive, and thus, the real selling point to using biomarkers or MIE tests has been their 
potential value in screening large numbers of chemicals (Ankley et al. 2010, Ankley and 
Gray 2013, Nel et al. 2013). Tests targeted at quantifying biomarkers or MIEs regularly use 
assays conducted on 96- or 384-well plates, which can greatly speed-up risk assessment 
(Berninger et al. 2014, Martinovic-Weigelt et al. 2014, Nel et al. 2013). Adding to this is that 
advances in AOP research can, when combined with chemical structural information and 
physic-chemical properties, inform the development of quantitative structure-activity 
relationships (Ankley et al. 2010). In turn, QSARs could be used to identify chemicals for 
priority testing, which would support efforts to streamline ERA and reduce testing.
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Unknowns
The cost of sub-individual level studies can be highly variable and thus is placed in the 
“unknown” category. If biomarker or MIE assays focus on one endpoint, they may be 
relatively inexpensive per study and per species tested. However, if transcriptomic-based 
approaches are required or encouraged (Berninger et al. 2014, Martinovic-Weigelt et al. 
2014), then quantification of biomarker or MIEs can be quite costly both per study and per 
species. Hence, biomarker and MIE approaches have great potential for high-throughput 
screening (Ankley and Gray 2013, Nel et al. 2013), but their relevance for ERA and cost 
remain to be seen.
Cons
Even if biomarker and MIE tests can offer inexpensive, high-throughput screening, there are 
several concerns regarding the value of the data they produce for ERA (Table 2). Uncertainty 
in ERA is often reduced by minimizing the distance between the measurement and 
assessment endpoints (Suter 2007, Suter 2008, Suter et al. 2005, USEPA 1992, USEPA 
1998). However, biomarker and MIE tests presently have a greater distance between their 
measurement endpoints and ideal assessment endpoints for ERA (described above) than any 
of the other biological levels of organization addressed in this review. The measurement 
endpoints for biomarker and MIE tests are predominantly processes at the cellular or tissue 
levels (gene expression, hormone levels, protein abundance, fibrosis, etc.) (Ankley et al. 
2010, Ankley and Gray 2013, Berninger et al. 2014, Martinovic-Weigelt et al. 2014, Nel et 
al. 2013), whereas the ideal assessment endpoints for ERA, as highlighted in the 
Introduction, are usually at the population level or above.
As a consequence of the level of their measurement endpoints, biomarker and MIE tests 
might not capture many of the realities of the natural world, such as important positive and 
negative feedbacks in biological systems. At the level of the whole organism, there are 
common physiological negative feedback mechanisms that can counter adverse effects at 
cellular, tissue, or even organ levels, such as those that inhibit production of or responses to 
hormones (Martin et al. 2010, Meaney et al. 1996). There are also positive feedbacks; 
mitochondria experiencing oxidative stress may themselves enhance the production of 
reactive oxygen species (Park et al. 2011) and several positive feedbacks in the endocrine 
system that require interactions among multiple organs (Bulun et al. 1999, Ewer et al. 1997, 
Wintermantel et al. 2006). These feedbacks could be missed if biomarker and MIE tests are 
not repeatedly validated at the level of the whole organism. At the level of populations, there 
are also negative feedbacks (Ives 1995) that are missed by biomarker and MIE tests. For 
example, contaminant-induced losses of individuals do not always cause population-level 
declines because the survivors of the contaminant exposure might experience less 
competition for resources (negative density dependence) and thus might produce the same or 
even more offspring as were produced in the absence of the contaminant (Forbes et al. 2011, 
Forbes et al. 2008, Rohr and Palmer 2013, Rohr, Sager, et al. 2006, Thorbek et al. 2009, 
Vonesh and De la Cruz 2002). Hence, even if a chemical kills individuals, it might not cause 
any reductions in population growth rates because of density-mediated compensatory 
responses (Moe et al. 2002, Rohr, Sager, et al. 2006, Salice, Rowe, et al. 2011). Similarly, at 
the community level, adverse effects on a species might be counteracted by greater or 
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equally adverse effects on the species’ natural enemies (McMahon et al. 2013, Rohr and 
Crumrine 2005, Rohr and McCoy 2010b, Rohr, Raffel, et al. 2013, Rohr, Raffel, et al. 2008, 
Rohr, Schotthoefer, et al. 2008), again resulting in stable population growth and perhaps 
stable delivery of ecosystem services (Halstead et al. 2014, McMahon et al. 2012). Similarly, 
species and populations can rapidly recover from short-term, adverse effects of 
contaminants, through either reproduction or dispersal (Clements and Rohr 2009, Rohr, 
Kerby, et al. 2006, Stark et al. 2004). By not studying at least individuals, recovery from 
contaminants is challenging to reliably assess using the biomarker and MIE tests.
Biomarker and MIE tests can also miss important positive feedbacks that can occur at 
individual, population, and community levels (de Roos and Persson 2013, Ives 1995, Nisbet 
et al. 1996, Rohr, Kerby, et al. 2006). At the population level, Allee effects are positive 
density dependence (e.g. organismal fitness increases with conspecific densities) that 
facilitate mate finding and reproduction that can be crucial for population growth of small 
populations (Courchamp et al. 1999, Stephens and Sutherland 1999). Similarly, at the 
community level, a contaminant might have adverse effects on a mutualist or a foundation 
species (a species that provides habitat for another species) resulting in secondary species 
declines or extinctions and thus greater adverse effects than would be predicted by 
biomarker, MIE, individual-, or even population-level studies (Beketov et al. 2013, Ebenman 
and Jonsson 2005, Rohr, Kerby, et al. 2006).
In addition to missing important feedbacks at the individual, population, and community 
levels of biological systems, it is not entirely clear how biomarker and MIE tests at the 
subcellular to tissue or organ levels will adequately capture different abiotic and biotic 
conditions to which whole organisms are exposed (Boyle and Fairchild 1997). This is a 
significant limitation because the toxicity of many contaminants is often highly context 
dependent, changing with environmental conditions, such as light, pH, hydroperiod, and 
temperature gradients (Barron et al. 2003, Kimberly and Salice 2013, Noyes et al. 2009, 
Rohr et al. 2004, Rohr, Johnson, et al. 2013, Rohr and Palmer 2005, Rohr et al. 2011, 
Stampfli et al. 2011), and common intra- and interspecific interactions (Relyea 2003, Relyea 
et al. 2005, Rohr and Crumrine 2005, Rohr, Raffel, et al. 2008). For example, warming up 
cells, tissues, or organs in isolation will not necessarily produce the same results as warming 
up an entire organism. Moreover, testing individuals in the absence of natural enemies and 
mutualists or testing social organisms in the absence of conspecifics could affect toxicity 
estimates (Relyea 2003, Relyea et al. 2005, Rohr and Crumrine 2005, Rohr, Raffel, et al. 
2008, Salice and Kimberly 2013). For instance, several pesticides are more deadly to 
amphibians in the mere presence of chemical cues from predators (Gergs et al. 2013, Relyea 
2003) and many contaminants are immunomodulators (McMahon et al. 2011, Voccia et al. 
1999) or can have selective pressures that enhance the risk of infections (Rohr and McCoy 
2010b, Rohr, Raffel, et al. 2013, Rohr, Raffel, et al. 2008, Rohr, Schotthoefer, et al. 2008, 
Salice and Roesijadi 2002). Thus, at least initially, it could be challenging for biomarker, 
MIE, and even AOP approaches to avoid validating that these endpoints are strongly 
correlated with endpoints at the level of the individual, and even these studies will miss 
context dependencies that can only be observed at higher levels of biological organization.
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Finally, although biomarker and MIE tests attempt to maximize control, standardization, and 
repeatability and minimize complexity, there are presently few standardized methods for 
MIE- and AOP-based approaches. Additionally, biomarker, MIE, and AOP approaches lack 
the standardized or semi-standardized mathematical models to facilitate risk assessment that 
are available for higher levels of biological organization, such as populations and 
communities (see below). However, both standardized methods and mathematical models 
are being developed (e.g. Kramer et al. 2011, Muller et al. 2014, Stevenson et al. 2013). For 
all of the reasons described above in this “Cons” section, uncertainty appears to be very high 
for biomarker, MIE, and AOP approaches to ERA, perhaps requiring even larger uncertainty 
factors than used presently.
Individual level
Overview
Studies at the individual-level probably represent the most common level of biological 
organization used for ERA as they are the mainstay of ecotoxicological studies and are 
legally mandated in support of some chemical assessments (OECD 2015, USEPA 1992, 
USEPA 1998). These studies often call for the use individuals of a single species exposed to 
different concentrations and types of chemicals under otherwise benign rearing conditions 
(Nabholz et al. 1997, Touart and Maciorowski 1997). Individual-level studies are conducted 
for different durations to generate toxicity estimates for acute and/or chronic exposure 
durations; in acute studies, organisms are commonly grouped within replicates while for 
chronic studies, species can be housed individually or in groups within replicates. As a 
variant of guideline studies, more than one individual of a species can be placed in each 
replicate to specifically capture intraspecific interactions (Jennings et al. 2012, McMahon et 
al. 2011, McMahon et al. 2013, Rohr et al. 2003, Rohr et al. 2004), but these intraspecific 
interactions can affect the measurement endpoints and may therefore be more challenging to 
incorporate into ERA. Common measurement endpoints in acute individual-level studies are 
the estimated concentration or dose that kills 50% of individuals after a specified exposure 
duration (LC50 and LD50, respectively), growth, development, behavior, and various 
physiological measurements (Halstead et al. 2015, Nabholz et al. 1997, OECD 2015, Touart 
and Maciorowski 1997, USEPA 1992, USEPA 1998). In longer duration, chronic studies, 
common endpoints include the No-Observed -Effect-Concentration (NOEC), the Lowest-
Observed -Effect-Concentration (LOEC), as well as ECx estimates that describe the 
concentration at which a certain percentage effect on an endpoint occurs after a specific 
exposure duration (e.g., the EC10 for growth in Daphnia is the concentration at which there 
is a 10% decrement in growth compared to Daphnia in the control). There has been 
considerable criticism of NOEC-based endpoints, particularly because they are so sensitive 
to sample size (Crane and Newman 2000, Jager 2011, Jager 2012, Landis and Chapman 
2011). Although ECx approaches might be mild improvements over NOECs, more 
probabilistic risk assessments that also consider duration of exposure are preferable (Crane 
and Newman 2000, Jager 2011, Jager 2012, Landis and Chapman 2011). Additionally, for 
most individual-level studies in which reproduction is an endpoint, adults are removed to 
fresh feeding suspensions, the young are counted and may be measured or weighed, but are 
not continued in the study protocol. Typically, individual-level studies are shorter in duration 
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than the generation time of the study organism and, combined with removal of offspring, are 
thus unlikely to capture population dynamics that tend to occur over longer time periods 
(Stark 2005, Walthall and Stark 1997).
An important extension of single-species toxicity tests is the use of Species Sensitivity 
Distributions (SSDs) in ERA. SSDs are statistical models that include toxicity estimates 
from numerous species and are designed to identify chemical concentrations that are 
protective of an assemblage of species (Hose and Van den Brink 2004, Maltby et al. 2005, 
Posthuma et al. 2001). SSDs are beneficial because they begin to address, to some extent, 
the known variation in toxicant sensitivity across species and there is evidence that their use 
in ERA is protective (Hose and Van den Brink 2004, Maltby et al. 2005). However, they 
have also been criticized because the data used to populate SSDs are still fundamentally 
based on individual-level toxicity studies/endpoints, there can be difficulties across species 
in finding common toxicity endpoints (especially for chronic exposures), the results are 
sensitive to the chosen modeling distribution, they lack explicit consideration of 
mechanisms, and the species toxicity data incorporated into SSDs are frequently not 
represented in specific or particular systems (Baas and Kooijman 2015, Forbes and Calow 
2002b, Newman et al. 2000). Alternatively, some of their value lies in providing a sense of 
inter-species toxicant sensitivity and perhaps in finding generalities that can be used to 
improve overall understanding or predictive ability regarding toxicant effects (Baird and Van 
den Brink 2007). For example, Baas and Kooijman (2015) assessed the sensitivity of fifty 
species to four pesticides and found that high specific maintenance rate (metabolic rate) 
correlated with increased toxicant sensitivity. SSDs have clear limitations in some 
applications but hold promise as a way to explore the role that species traits play in 
predicting toxicant sensitivity.
Pros
Individual-level studies have several advantages (Table 2). First, there is a long-history of 
their use in toxicology and ERA and many established and standardized methodologies 
(EFSA 2013, OECD 2015, USEPA 1992, USEPA 1998). Individual-level tests generally 
attempt to maximize control and thus are effective at assessing cause-effect relationships 
between contaminant exposure and the measurement endpoint and typically are assumed to 
have low variability and high repeatability under the same contexts and sources of test 
organisms. Most acute toxicity tests only last for 96-h or less with survival as the only 
measurement endpoint. Thus, these tests offer medium ease at screening large numbers of 
chemicals. For very small organisms, some of these tests can even be conducted in 96- or 
384-well plates (e.g. Chandler et al. 2004, Parng et al. 2002), but most individual-level tests 
require larger containers. Hence, on average, they probably are not as efficient as many 96- 
or 384-well biomarker or MIE plate assays, but they are certainly more feasible for high 
throughput screening of chemicals than tests at higher levels of organization.
Unknowns
Costs of many toxicology and ecotoxicology studies are not well reported in the literature 
and thus there is some uncertainty regarding the costs of studies at various levels of 
biological organization. However, given their short duration and standardized methods, most 
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assays at the individual level are probably of medium cost per study and per species (Table 
2). We can imagine certain plate assays that could be cheaper, and many assays at higher 
levels of biological organization that could be more expensive. If there was a single or even a 
few species that were unilaterally the most sensitive to every chemical, then standardized 
LC50/LD50 assays would theoretically protect biodiversity. However, there is little evidence 
to support the “most sensitive species” concept (Cairns 1986, Cairns 1983, Cairns and 
Niederlehner 1987).
Cons
Like any single approach to ERA, individual-level studies have their weaknesses (Table 2). 
First, despite efforts to reduce animal testing especially on vertebrates, in several countries, 
ERA and chemical registration decisions are based on individual-level tests that require both 
vertebrate and invertebrate animals (Ahlers et al. 2008, Ankley et al. 2006, Hofer et al. 
2004). Although guideline tests at the individual-level can capture physiological feedbacks 
within organisms, they cannot capture feedbacks at the population or community levels and 
generally do not assess recovery from contaminant exposure because these assays typically 
prevent reproduction and colonization and often do not include observations on organisms 
well after the chemical exposure period (to capture any recovery). Additionally, individual-
level tests often do not assess common context dependencies in nature, such as temperature 
fluctuations that can affect physiology (Kimberly and Salice 2014, Raffel et al. 2013, Raffel 
et al. 2006) or other environmental conditions that can affect toxicity. Moreover, they do not 
include intra- and interspecific interactions that can increase or decrease the adverse effects 
of contaminants (Clements and Rohr 2009, Rohr, Kerby, et al. 2006). As an example, if there 
are no effects on a focal species at the sub-individual- or individual-levels but the 
contaminant decimates the focal species’ prey that it requires to survive or its natural 
enemies (Raffel et al. 2009, Staley et al. 2012), then the no effect at the sub-individual- or 
individual-level will produce an indirect effect at the community level (Rohr, Raffel, et al. 
2008, Rohr, Schotthoefer, et al. 2008, Staley et al. 2010, Staley et al. 2014). For all the 
reasons described above, the individual-level of biological organization has the second 
greatest distance (behind biomarker and MIEs) between the measurement endpoint and ideal 
assessment endpoints, which produces considerable uncertainty in ERA.
Population level
Overview
Population-level studies vary considerably in their approaches to assessing risk from 
contaminants and can generally be characterized as (1) observation based, (2) model based 
or (3) both. Traditionally, a true population-level study would entail direct observations on 
the population of interest (time series data) and occur at a time scale long enough to capture 
salient populations dynamics, which typically translates to enough generations of an 
organism to assess trends in population growth rates (Forbes and Calow 2002a, Forbes et al. 
2001, Hansen et al. 1999, Moe et al. 2002, Salice et al. 2009). Hence, the duration of these 
studies is highly dependent on the generation time and life span of the organism of interest. 
For viruses, bacteria, phytoplankton, and protozoans, actual population-level tests can be 
completed on the time scale of hours to days. For many gastropods, crustaceans, and 
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arthropods, population-level tests can last weeks to months. For many vertebrates, however, 
population-level tests would require years to decades. As a consequence of this variation, 
many more population-level toxicity experiments have been conducted on organisms with 
short than long life spans. In fact, for very small organisms with short generation times (e.g. 
bacteria, phytoplankton), it is much easier to obtain population-level data than to obtain 
individual- or sub-individual-level data. Hence, population-level data are often more 
abundant than individual- or sub-individual-level data for microbes.
For organisms with long life expectancies, observational studies can be particularly 
challenging and mathematical models can play a more prominent role in generating 
population-level estimates of risk. In this case, experiments on individual organisms that 
capture the effects of contaminants on key life history traits, such as rates of growth and 
development, fecundity, reproduction, or dispersal, and experiments on collections of 
organisms to estimate the strength of density dependence, can be valuable in estimating 
potential population-level effects (Forbes and Calow 2002a, Luna et al. 2013, Martin et al. 
2013, Salice and Miller 2003, Stark 2005). Often, these experiments on key aspects of 
population dynamics are used to parameterize population-level models that can integrate 
these effects to more defensibly evaluate the consequences of a contaminant on populations 
(Erickson et al. 2014, Luna et al. 2013, Martin et al. 2013, Salice and Miller 2003, Salice, 
Sample, et al. 2011) than if any subset of these aspects were considered or if only a sub-
individual- or individual-level approach was implemented. Although quantitative predictions 
from any mathematical model are only as good as its parameterization, model structure, and 
validation (Augusiak et al. 2014, Grimm et al. 2014), population models can perform well in 
predicting the impacts of contaminants on the population dynamics of organisms with short 
generation times (e.g. Civitello et al. 2012, Martin et al. 2013, Stadnicka-Michalak et al. 
2015). This suggests that, if adequately developed and validated, population-level models 
can be valuable for assessing risk to long-lived organisms (Forbes et al. 2010, Forbes et al. 
2011, Muller et al. 2014). Additionally, in assessment scenarios where a single species is a 
focal point for an assessment endpoint, population-level approaches are particularly relevant. 
One such application is toward assessing chemical risk to threatened and endangered species 
(Forbes et al. 2015, Forbes et al. 2010, Forbes et al. 2011).
Pros
The pros and cons of population-level approaches to ERA often depend on the identified 
assessment endpoints, the availability of data, and on the life history (including longevity) of 
the organisms of interest. For short-lived organisms where actual population-level dynamics 
can be observed in experiments, the ability to generate data that convincingly demonstrates a 
cause-effect relationship between a contaminant and changes in population attributes (e.g. 
abundance, density, age- or size-structure, propensity to cycle) is high (Table 2). However, 
the strength of this inference declines as data become more difficult to obtain as life-span 
increases and only components of population dynamics can be observed. Hence, we have 
assigned in Table 2 a medium score for assessing cause-effect relationships between 
chemical exposure and population-level effects and for clearly linking measurement 
endpoints to assessment endpoints. An important caveat would be if the assessment endpoint 
was a population of a particular organism for which there were sufficient data to understand 
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or project changes in population attributes resulting from chemical exposure. In this special 
case, the population-level approach would be scored high.
Given that it is not practical in most cases to conduct true population-level experiments on 
vertebrates, most population-level studies are conducted on invertebrates and thus a 
population-level approach to ERA often does not use many vertebrate animals (Maron and 
Crone 2006, Stark and Banks 2003). However, this also means that there is generally more 
uncertainty in assessing risk for vertebrates than invertebrates. The use of population-level 
models based on parameters extracted from the literature can also reduce the need for 
invertebrate and vertebrate animal testing although this could add uncertainty.
The most important benefit of population-level studies is that their measurement endpoints 
are reasonably close to their assessment endpoints and this level of biological organization is 
among the most relevant and tractable for environmental management (Forbes et al. 2010, 
Forbes et al. 2011). For most threatened, endangered, or at-risk species (TERS), population 
growth or abundance is the assessment and management endpoint, which is what is directly 
or indirectly being measured in population-level studies (Forbes et al. 2010, Forbes et al. 
2011, Stark et al. 2004). This should reduce uncertainty in the ERA. Moreover, most 
population-level studies capture some level of recovery from the contaminant exposure by 
allowing enough time for detoxification, density-mediated compensation, or dispersal (e.g. 
Civitello et al. 2012, Erickson et al. 2014, Luna et al. 2013, Salice and Miller 2003, Salice, 
Sample, et al. 2011) and thus capture more important features of the natural world than do 
sub-individual- or individual-level approaches.
Unknowns
Although costs for most toxicology studies are not well documented, we believe that there is 
likely a medium cost per study and per species for population-level tests (Table 2). 
Population-level modeling can be reasonably inexpensive because it only entails labor and a 
computer, whereas actual experiments have those costs in addition to costs for materials and 
supplies. Actual population-level experiments, however, are often much more long-term than 
traditional LC50/LD50 tests and thus will generally be more costly, especially for long-lived 
organisms where studies either have to be very long-term or multiple studies need to be 
conducted to capture different aspect of population dynamics. Importantly, however, models 
are often more cost-effective than experiments once models are developed and validated 
because they can be applied to new chemicals at a fraction of the cost, whereas repeating an 
experiment for each new chemical will incur the same cost every time (Table 2).
Like cost, the repeatability and variability of population-level toxicology studies is not well 
documented in the literature.
Cons
A substantial limitation of population-levels approaches to ERA is that they seldom allow 
screening large numbers of chemicals or species relative to sub-individual- and individual-
level approaches (Table 2). This is because population-level experiments can be moderately 
costly and time consuming. Even if mathematical models are employed, they generally will 
require some experiments on each chemical to properly parameterize the model (e.g. 
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Civitello et al. 2012, Erickson et al. 2014, Luna et al. 2013, Salice and Miller 2003, Salice, 
Sample, et al. 2011). One approach around this might be to use exciting recent advances in 
the science of ERA that are based on the similar sensitivities and toxicities of related species 
and chemicals (Hammond et al. 2012). Guenard and colleagues (Guenard et al. 2011, 
Guenard et al. 2014) developed and validated statistical models that reliably predict the 
toxicities of untested chemicals and species based on already available toxicity studies 
combined with species and chemical phylogenies. These statistical models, coupled with 
population parameter estimates from the literature, theoretically could be incorporated into 
mathematical models at the population level to identify particularly insidious chemicals to 
populations and species particularly sensitive to population-level declines given realistic 
exposure to specific contaminants (Rohr, Kerby, et al. 2006). However, these models 
admittedly rely on 96-h LC50 that generally ignore exposure durations and have the 
limitations described above.
Another major limitation of population-level approaches to ERA is that they generally do 
not consider meta-population or community-level dynamics. Metapopulation dynamics are 
driven by connections among populations associated with immigration and emigration 
(Hanski 1998, Spromberg et al. 1998). Dispersers from sites with stable or positive 
population growth can rescue populations from short-term negative population growth that 
might be associated with contaminant exposure (Hanski 1998, Spromberg et al. 1998). 
Likewise, nearby ecological traps that attract dispersers despite poor conditions can 
exacerbate negative population growth (Schlaepfer et al. 2002, Vonesh and Kraus 2009). 
Similarly, species interactions can improve or worsen the population-level impacts of 
contaminants, as described in previous sections.
For a handful of organisms that can be purchased and have standardized methodologies for 
their husbandry (e.g. Daphnia spp.) (Baird et al. 1990a, Heckmann et al. 2007, Stark and 
Banks 2003), population-level experiments are likely moderately repeatable. Many species, 
however, cannot be purchased and thus source populations can differ in their traits that can 
affect toxicity (Cothran et al. 2013, Hua et al. 2013, Semlitsch et al. 2000). This, however, is 
a concern for any level of biological organization. Moreover, the lack of standardized 
methods for population-level experiments means that they often will differ in their resource 
levels, which can affect several key aspects of population dynamics (growth, reproduction, 
the strength of negative density dependence)(Forbes and Calow 2002a). Additionally, 
mathematical models at the population-level can occasionally be sensitive to small 
differences in key parameters. Hence, for these reasons, we believe that there is a medium 
level of inter-assay variability and repeatability for population-level studies; however, this 
admittedly has not been well quantified, which is why we have conservatively placed these 
estimates in the “unknown” category.
Although population-level studies have measurement endpoints near assessment endpoints 
for TERS, in most other cases, the measurement and assessment endpoints are not very 
closely connected. This is because the assessment endpoints that are often the easiest “sell” 
to the public are ecosystem services, and most ecosystem services, such as decomposition, 
decontamination, biocontrol, clean water, and pollination, are a product of the functions of 
species assemblages not the populations of single species (Cardinale 2011, Cardinale et al. 
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2012, Hooper et al. 2005, MilleniumEcosystemAssessment 2005) (there certainly are 
exceptions, such as certain species humans consume for food or emphasize for recreation, 
like particular fish species). Hence, even population-level endpoints might often have 
considerable uncertainty in assessing risk to endpoints most critical to the public.
Community level
Overview
Community-level studies quantify the effects of contaminants on interacting species, often 
capturing at least one of the following types of interactions: facilitative, competitive, 
predator-prey, or host-parasite interactions. Community-level toxicological studies can be 
manipulative or correlational. They also can capture different levels of ecological realism, 
including examinations of 1) simple species interactions under laboratory conditions, 2) 
complex communities in the laboratory, 3) complex communities in outdoor mesocosms, 
and 4) compositional changes of species in nature. Thus, their pros and cons will, in part, 
depend on whether they can assess causation and the level of ecological realism they capture 
(Joern and Hoagland 1996, Levin et al. 1989, Taub 1997b).
The U.S. Environmental Protection Agency used to have four hierarchical tiers in their ERA 
protocols for pesticides, where the fourth tier required registrants to test the effects of the 
chemical outdoors, often on freshwater communities in mesocosms (Nabholz et al. 1997, 
Touart and Maciorowski 1997)(Table 1). As a consequence, in the 1980s and early 1990s, 
there was a push in the U.S. to develop standardized microcosm and mesocosm 
methodologies for ERA (Graney et al. 1994, Hill et al. 1994, Taub 1997b, Touart 1988). In 
1992, however, the US EPA did away with the fourth tier of testing, eliminating aquatic 
mesocosm and field studies as an obligatory tier of testing under the Federal Insecticide, 
Fungicide, and Rodenticide Act (FIFRA) (Nabholz et al. 1997, Touart and Maciorowski 
1997). Personal interactions between the authors and EPA personnel, in addition to various 
memos (USEPA 1993), suggest that the primary reasons the EPA eliminated mesocosm 
testing and field study requirements was because they claimed that, relative to standard 
laboratory toxicity studies, mesocosm and field studies were more expensive, less 
repeatable, and less expedient (Nabholz et al. 1997, Touart and Maciorowski 1997). Aquatic 
mesocosms remain an occasional component of ERA in the European Union (Hommen et al. 
2010, Traas et al. 2004, Van den Brink 2006, Van den Brink 2013, Van den Brink et al. 
2002). Mesocosms represent the most common and arguably most defensible way to 
experimentally determine toxicant effects at the community level; for this reason we 
emphasize mesocosm studies in this section.
The endpoints of community-level studies can include the abundance of many species in a 
community, the relative abundance of species (i.e., evenness), species dominance, species 
richness, and/or diversity indices (e.g. Shannon Weiner) (Halstead et al. 2014, McMahon et 
al. 2012, Relyea 2005). In many cases, population dynamics (tracking populations through 
time) and ecosystem functions and services are also quantified in community-level studies 
(Halstead et al. 2014, McMahon et al. 2012), but quantifying these endpoints is not 
necessary for a study to be classified at the community level.
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Like with population-level approaches to ERA, there are traditional mathematical modeling 
frameworks that can be useful in assessing the impacts of contaminants at the community 
level. Perhaps the most well-known are ordinary differential equations (ODEs). ODEs are 
the basis of classic Lotka-Volterra models of predator-prey dynamics (Holt and Polis 1997) 
and susceptible-infected-recovered models for host-parasite dynamics (Anderson and May 
1991). In the context of ecotoxicology, these models can elucidate many indirect effects 
associated with competition, predation and trophic structure (Fleeger et al. 2003). 
Additionally, there are network-based modeling approaches based on food web topology 
(Dunne et al. 2002, USEPA 2000) and machine learning models (Van den Brink et al. 2002) 
that can estimate indirect effects and the risk of secondary extinctions. At the very least, 
these models can offer null expectations (Rohr, Kerby, et al. 2006) and in several cases they 
have successfully predicted the impacts of chemicals on species assemblages (USEPA 2000, 
Van den Brink et al. 2002).
Pros
One of the biggest advantages of community-level studies is that they can capture many 
potential feedbacks in biological systems (Joern and Hoagland 1996, Taub 1997b, Van den 
Brink 2006, Van den Brink 2013) (Table 2). For instance, for some species, outdoor 
community-level mesocosm studies can capture positive and negative density-dependence at 
the population level (for those species that can reproduce in the mesocosms during the 
experiment), recovery from contaminants based on detoxification, reproduction, and 
dispersal (e.g., flying insects, some zooplankton, some algae, some microbes), and species 
interactions that can alter effects of contaminants (Douglas et al. 2015, Staley et al. 2010, 
Staley et al. 2014). Additionally, outdoor mesocosm studies can do a good job of capturing 
cause-effect relationships between a contaminant and species densities. However, statistical 
approaches, such as structural equation models, or additional experiments are often 
necessary to determine whether the observed effects of the contaminant are direct or indirect 
(mediated by species interactions) (Halstead et al. 2014, McMahon et al. 2012, Rohr, 
Schotthoefer, et al. 2008, Schotthoefer et al. 2011). Effects of contaminants on species 
interactions in outdoor mesocosms studies have also been shown to match effects of 
contaminants in natural systems (Larsen et al. 1986, Niederlehner et al. 1990, Pontasch and 
Cairns 1991, Pontasch et al. 1989, Rohr, Schotthoefer, et al. 2008, Stay et al. 1989, Taub 
1997b), demonstrating that outdoor mesocosm studies can capture the complexities of 
natural systems without sacrificing the ability to assess causal relationships. Studies of 
species interactions in the laboratory, of course, are less likely to capture the realities of 
communities in the wild and correlational studies at the community level cannot determine 
causality.
Community-level studies can also capture common and important context dependencies that 
can affect toxicity. These include the presence of predators and species interactions. 
Additionally, outdoor mesocosms and field surveys offer natural variation in abiotic 
conditions, such as temperature and ultraviolet radiation, and provide natural substrates upon 
which contaminants can adhere, realistically reducing their bioavailability. Because of strong 
evidence of a positive relationship between biodiversity and ecosystem functions and 
services (Cardinale 2011, Cardinale et al. 2012, Hooper et al. 2005, 
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MilleniumEcosystemAssessment 2005), community-level studies allow scientists and 
regulators to simultaneously assess the effects of contaminants on the populations of species 
of conservation concern and to estimate the likely impacts of the contaminant on ecosystem 
functions and services. For all the reasons above, community-level studies, especially 
outdoor mesocosm experiments that can capture both cause-effect relationships and 
ecological realism, provide measurement endpoints that may be close to assessment 
endpoints and thus might offer lower uncertainty to ERA.
Microcosm and mesocosm studies also offer an efficient approach for screening effects of 
contaminants on large numbers of species. Many community-level studies quantify the 
effects of contaminants on tens of naturally co-occurring species (Halstead et al. 2014, 
McMahon et al. 2012, Relyea 2005, Taub 1997b, Van den Brink 2006, Van den Brink 2013). 
With advances in DNA sequencing that has made it easier and cheaper to quantify the 
abundance of microbial species, many community-level toxicological studies are now 
quantifying the effects of contaminants on hundreds of sympatric species (Engelen et al. 
1998, Johnsen et al. 2001, Nielsen et al. 2014). Moreover, community-level studies can offer 
information on the risk of a contaminant to many species under ecologically-relevant 
conditions. Thus, mesocosm studies capture many ecological realities on tens to hundreds of 
species and might do so much more efficiently than conducting LC50 (or other standardized 
tests) tests on each species separately.
Although many community-level toxicological studies require animal testing, some 
approaches restrict the investigation to invertebrates and thus do not require vertebrate 
animals. Others involve solely plant or microbial communities. Additionally, Taub and 
colleagues (Taub 1997b) developed protocols for testing chemicals in standardized aquatic 
microcosms in the laboratory that only consist of primary producers and aquatic 
invertebrates. Excluding vertebrates that are common in most ecosystems increases 
uncertainty in ERA but it does help to deal with pressures to reduce vertebrate animal use 
(Burden et al. 2015). Taub and colleagues (Taub 1997b) protocols are described in the 
American Society for Testing Materials (ASTM) E1366-11 Standardized Aquatic 
Microcosm: Fresh Water (ASTM 2011) and provide quality control guidelines for the 
control replicates. Moreover, the work of Taub and colleagues offers standardized methods 
for community-level experiments, which can increase repeatability of results and reduce 
variability. In fact, inter-laboratory tests were conducted by three laboratories for a total of 
seven experiments that met quality-control standards. These tests revealed low variability 
and a high level of consistency in results within and across the laboratories (Taub 1997b). 
Similar repeatability was found for larger-scale outdoor cosm experiments (Van den Brink 
2006). Additionally, Taub and colleagues provide standardized protocols to simulate natural 
levels of immigration to each replicate to capture dispersal-mediated recovery and a wealth 
of analytical tools, such as rapid statistical analyses, a mathematical model, and artificial 
intelligence methodologies (Taub 1997b).
Unknowns
One of the criticisms of community-level mesocosm studies has been that they have high 
variability and low repeatability (Nabholz et al. 1997, Touart and Maciorowski 1997, Van 
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den Brink 2013). However, we know of no systematic quantification of the variability and 
repeatability of community-level toxicological studies (Table 2) with the exception of the 
intra- and inter-laboratory tests associated with Taub and colleagues standardized 
microcosms (Taub 1997b). For that matter, we know of no systematic quantification of the 
variability and repeatability of toxicological studies at any level of biological organization, 
but we assume that they are higher for studies at lower levels of organization. However, most 
published mesocosm and microcosm studies only have 3–6 replicates (Halstead et al. 2014, 
McMahon et al. 2012, Relyea 2005, Skelly and Kiesecker 2001, Taub 1997b). To detect 
effects of treatments with only three to six replicates, variability among replicates must be 
low or effect sizes must be very large. We doubt that effect sizes in toxicology are 
universally large, which suggests that variability in mesocosm studies might not be as large 
as previously assumed. We encourage a quantitative comparison of variance estimates of 
traditional LC50 studies and community-level micro- and mesocosm studies to better 
evaluate the validity of this criticism.
Another criticism of mesocosm studies is that they are more costly per study than standard 
laboratory toxicity tests (Nabholz et al. 1997, Touart and Maciorowski 1997, Van den Brink 
2013). While it is true that an outdoor mesocosm study is almost certainly more expensive to 
conduct than an acute or chronic toxicity test (or sub-organismal studies), mesocosm studies 
can often provide estimates of risk to many species (assuming that they present species-
specific information rather than just total biomass, species richness and evenness, or 
ecosystem metrics) and do so under conditions that capture important ecological interactions 
that can never be addressed by studies at lower-levels of biological organization, such as 
catastrophic regime shifts that have occurred with exposure to some contaminants (Scheffer 
et al. 2009, Scheffer and Carpenter 2003). To more defensibly compare the cost 
effectiveness of mesocosm studies to studies at other levels of biological organization, it 
might be worthwhile to standardize the costs on a per species basis and to carefully consider 
the quality of the data that each study offers to risk assessors (i.e., the benefits; including 
ecological realism, diversity of taxa, and the value of the species tested). As an example, it is 
possible that a single mesocosm study offering dose-responses on 10 naturally interacting 
species could be cheaper than the sum of the costs of 10 sub-individual-, individual-, or 
population-level studies on each of the same species in isolation, but this cost has not yet 
been quantified. Even if mesocosm studies are not cheaper on a per study or per species 
basis, by capturing greater ecological realism and studying more species on average than 
studies at lower levels of biological organization, they might reduce uncertainty in ERA 
enough to justify any higher cost.
Another critique is that the results of mesocosm experiments can be hard to interpret (Van 
den Brink 2006). However, an opinion of a European Food Safety Authority Panel (EFSA 
2006) showed that, when evaluated by experts, meoscosm experiments yield interpretable 
results and can provide unambiguous answers.
Cons
Perhaps the biggest justified criticism of community-level studies is that they do not offer an 
efficient approach for screening large numbers of chemicals (Table 2). Capturing population- 
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and community-level processes takes time, which is why mesocosm studies often last four 
weeks or longer (Halstead et al. 2014, McMahon et al. 2012, Relyea 2005, Taub 1997b). 
Additionally, mesocosm studies require considerable effort on the part of the researchers to 
collect or culture all the species for the experiment. For these reasons, community-level 
studies certainly do not offer a high-throughput screening option for the thousands of 
chemicals that need to be assessed. However, uncertainty in the ecological relevance of a 
particular level of biological organization to ERA and whether a level of biological 
organization offers efficient high throughput-screening options generally seem to be 
inversely correlated, such that high throughput screening methods have high uncertainty and 
approaches that do not lend themselves well to high throughput screening have lower 
uncertainty. Hence, risk assessors will likely have to trade-off the level of certainty with the 
number of chemicals that are assessed.
Standardization of methods and thus repeatability of results across laboratories is another 
concern for community-level approaches. This is because the effects of contaminants can 
depend on species composition (Rohr and Crumrine 2005), which varies widely across space 
and time. For the standardized microcosms described above, all the organisms can be 
purchased but nutritional status and sources may still cause variation in sensitivity. For non-
standardized community-level experiments, there are not suppliers of entire natural 
communities and thus laboratories often use different source populations and communities, 
which can theoretically make it challenging to repeat results across laboratories. It is partly 
this lack of suppliers that makes standardized methods difficult, but efforts certainly could 
be made to standardize other aspects of mesocosm studies, such as standardizing how 
mesocosms are initially established, the presence of sediment, endpoints to measure, and 
how they are measured. In fact, the US EPA was moving forward in the 1980s and early 
1990s with cross laboratory standardization of community-level ecotoxicology studies (Taub 
1997b, Touart 1988) before the US EPA eliminated tier IV testing and thus field and 
mesocosm studies.
The criticism regarding the lack of standardization in mesocosm studies and different 
communities producing different results, however, is becoming less problematic as we better 
understand the functional roles and guilds of species and the strengths and directions of 
species interactions. In fact, a recent study suggests that we can use food web theory and 
models to predict both the effects of individual contaminants and contaminant mixtures on 
communities by knowing something about the direct toxicities of the contaminant to the 
species and the directions and strengths of species interactions (Halstead et al. 2014). This, 
coupled with evidence that species traits (Baird and Van den Brink 2007, Van den Brink et 
al. 2013) and phylogenies of chemicals and species can be used to predict the toxicities of 
untested chemicals and species (Guenard et al. 2011, Guenard et al. 2014, Hammond et al. 
2012) and the development of mathematical network models for community dynamics 
(Dunne et al. 2002, Ebenman and Jonsson 2005, USEPA 2000), offers hope that this 
criticism will be less of a hurdle to predicting effects of contaminants on communities in the 
future (Rohr, Kerby, et al. 2006). Additionally, many of these same critiques levied at 
mesocosm studies, such as the critique that the results will depend on the species and 
environmental conditions tested, can be applied to all levels of biological organization.
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Ecosystem level
Overview
Ecosystem-level toxicological studies quantify the effect of a contaminant on an ecosystem 
process, function, or service. Ecosystem processes and functions are the result of complex 
interactions between biotic (living organisms) and abiotic (chemical and physical) 
components of ecosystems through the universal driving forces of matter and energy (de 
Groot et al. 2002, Munns et al. 2015). Finally, ecosystem services are strictly those 
ecosystem attributes that provide direct or indirect value to humans (de Groot et al. 2002, 
Munns et al. 2015). Common ecosystem properties quantified in ecosystem-level 
toxicological studies are net primary productivity, whole system metabolism, dissolved 
oxygen, pH, turbidity, rates of decomposition, and nutrient cycling (e.g., carbon, 
phosphorus, nitrogen) (Halstead et al. 2014, McMahon et al. 2012, Relyea 2005, Taub 
1997b). Because there is considerable evidence that assemblages of species or biodiversity 
in general are responsible for ecosystem functions and services (Cardinale et al. 2012), 
many, but not all, ecosystem-level toxicological studies also quantify biodiversity (Halstead 
et al. 2014, McMahon et al. 2012, Relyea 2005, Taub 1997b), but quantifying biodiversity is 
not necessary for classification as an ecosystem-level study.
Pros
There are several benefits of ecosystem-level studies (Table 2). Most importantly, if they 
quantify an ecosystem service, they may have a measurement endpoint that matches an 
assessment endpoint desired by the public, such as pollination or decontamination of 
polluted water. Hence, defending toxicological studies at the ecosystem level to the general 
public should be easier than for many other levels of biological organization. Importantly, 
the results of ecosystem-level studies inherently include physiological feedbacks, population 
dynamics, and species interactions. Thus, they can detect regime shifts that are well 
documented for certain contaminants such as excessive nutrients in aquatic ecosystems 
(Scheffer et al. 2009, Scheffer and Carpenter 2003). Additionally, they can assess recovery 
of some ecosystem processes associated with organisms that can recover through 
reproduction or dispersal (e.g., flying insects, some zooplankton, some algae, some 
microbes). Given that most ecosystem studies tend to have multiple species (because species 
assemblages often drive ecosystem processes), they have the potential to screen chemicals 
on large number of species; however, this is not often done. Ecosystem studies also might 
not require vertebrate animals as there are standardized aquatic microcosms with four 
trophic levels and only primary producers and invertebrates where ecosystem properties and 
processes can be quantified (Taub 1997b), and soil ecosystems, with or without plants, have 
been used commonly in toxicological studies (Ge et al. 2014, Ge et al. 2011, Priester et al. 
2012).
Ecosystem-level studies, on average, have a medium level of ability to assess cause-effect 
relationships. Although there are some experimental ponds where chemicals have been 
applied and effects quantified (Boone et al. 2004, Fairchild and Sappington 2002, Hanazato 
1998, Larsen et al. 1986), generally it is challenging to get approvals to apply chemicals to 
entire natural ecosystems and thus most effects on natural ecosystems tend to be 
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correlational with a relatively low level of confidence in assessing cause-effect relationships. 
Hence, many ecosystem-level studies are natural experiments or correlational because they 
are conducted in nature. However, field or semi-field studies are often required for pesticide 
registration in the EU (Hommen et al. 2010). In contrast, manipulative mesocosm studies 
where ecosystem variables are quantified offer a high level of confidence in assessing cause-
effect relationships.
Unknowns
The same unknowns that apply to community-level studies generally apply to ecosystem-
level studies (Table 2). Additionally, because functional redundancies (two or more species 
having the same function or service in an ecosystem) can be common in communities 
(Carlisle and Clements 2005, Fairchild et al. 1994, Ramsey et al. 2005, Walker 1992), effects 
of contaminants on ecosystem processes should theoretically be less variable than effects on 
communities or even populations, suggesting that this level of biological organization might 
offer higher repeatability and lower variability than community or population level studies. 
However, this has yet to be thoroughly tested. Additionally, if regime shifts (which can be 
context dependent) do occur, they could result in considerable variability among studies or 
locations.
Cons
Ecosystem-level studies offer a very limited potential for screening large numbers of 
chemicals because of the time and effort necessary to quantify most ecosystem processes 
(Table 2). Also, most manipulative ecosystem-level studies will entail studying at least some 
microbes and perhaps even macroscopic invertebrates and thus most will require animal 
exposure to chemicals. Results of ecosystem-level studies can be sensitive to initial 
community composition (Rohr and Crumrine 2005), but new data suggest that functional 
redundancies in communities might reduce the likelihood of this context-dependency from 
occurring widely (Halstead et al. 2014).
Finally, ecosystem-level studies that do not quantify biodiversity in addition to ecosystem 
variables run the risk of missing contaminant-induced population declines and extirpations 
of non-TER and TER species. This is because one species in an ecosystem can be replaced 
by other species that provide similar ecosystem functions. Thus, the functions or services 
offered by an ecosystem can be unchanged by a contaminant despite the contaminant 
altering species composition (Carlisle and Clements 2005, Fairchild et al. 1994, Ramsey et 
al. 2005, Walker 1992). For this reason, we encourage ERA on both functional (i.e., 
ecosystem) and structural (i.e., community) endpoints.
Landscape level
Overview
Cairns encouraged the development of landscape ecotoxicology in 1993 (Cairns 1993, 
Cairns and Niederlehner 1996). Although there has been a reasonably steady output of 
papers on the topic since then (Hayes and Landis 2004, Landis 2002, Landis 2003a, Landis 
2003b, Landis and Wiegers 1997, Wiegers et al. 1998), recently there seems to have been a 
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resurgence of interest (Beketov and Liess 2012, Focks et al. 2014, Schafer 2014, Wendt-
Rasch et al. 2014). Landscape toxicological studies generally quantify differences in biotic 
or abiotic variables at sites within a landscape that differ in their levels of contamination. 
Consequently, most landscape studies are correlational, at best taking advantage of natural 
experiments. The exception would be mathematical modeling studies that attempt to assess 
the effects of a contaminant within a metapopulation (connected populations) or 
metacommunity (connected communities) context (Leibold et al. 2004, Topping et al. 2015, 
Topping et al. 2016, Topping et al. 2014). Nevertheless, landscape-level ERA is becoming 
more feasible as countries have begun national water quality monitoring programs (e.g. US 
Geological Survey’s National Water-Quality Assessment Program; Stone et al. 2014)
Pros
The results of landscape-level studies inherently include physiological feedbacks, population 
dynamics, species interactions, and dispersal (Table 2). Because they include these 
feedbacks, like community- and ecosystem-level studies, they are able to detect regime shifts 
that have been well documented for certain contaminants (Scheffer et al. 2009, Scheffer and 
Carpenter 2003). Additionally, if landscape studies have a temporal component, they can 
assess the landscape-dependent recovery of toxicological endpoints (Hunsaker et al. 1990, 
Suter 1990). The fact that all landscape studies are conducted in nature means that they are 
ecologically relevant rather than contrived. Given that most landscape-level toxicological 
studies are correlational or entail mathematical modeling, landscape studies generally do not 
entail exposing animals to contaminants beyond that which is occurring in nature. Given that 
landscape studies can have multiple species, they have the potential to screen chemicals on 
large number of species; however, most focus solely on one or a few species. If landscape-
level studies quantify biodiversity or ecosystem services, then their measurement endpoints 
would be close to preferable assessment endpoints.
Unknown
Landscape-level toxicological studies have many of the same unknowns as community level 
studies (Table 2). For instance, there are very little data on the variability, repeatability, and 
the cost per study or per species of landscape studies. Despite the lack of data on costs, we 
suspect that they are high because of the challenging logistics and high costs of sampling at 
the landscape scale. However, once landscape models have been developed and validated, 
the cost could decrease (e.g. Topping et al. 2015, Topping et al. 2016, Topping et al. 2014).
Cons
The most serious limitation of landscape-level toxicological field studies is their 
correlational nature and thus their inability to confidently establish cause-effect relationships 
between contaminant exposure and the response variable (Table 2). Establishment of dose-
response relationships and weight-of-evidence approaches can improve the strength of 
causality of landscape studies. If hundreds of chemicals are tested at each field site, then 
landscape studies could be useful for screening large numbers of chemicals. But given the 
ephemeral nature of some chemicals and the associated logistical challenges of covering 
large spatial scales, we do not propose that landscape field studies are an effective or 
efficient approach for screening large numbers of chemicals. In contrast, it might be possible 
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to develop and validate landscape models across multiple chemicals and then use these 
validated models to predict effects on untested chemicals (see Topping et al. 2015, Topping 
et al. 2016, Topping et al. 2014), but this remains to be seen. Because of these logistical 
challenges, landscape studies often only focus on one to a few species and thus often have 
measurement endpoints that far from the most defensible assessment endpoints.
Models relating responses at different levels of organization
Each empirical approach that focuses on single levels of biological organization has cons 
and uncertainties, so data at any level will have added value if their interpretation can take 
account of information at other levels. In particular ERA requires that we relate biochemical, 
physiological and individual-level exposure endpoints to population, community and 
ecosystem implications. This requires mathematical models (Forbes and Calow 2013). In 
this section we give brief descriptions of some models used to make suborganismal-to-
individual and individual-to-population connections. The current modeling state-of-the-art 
does not extend to predicting effects across multiple levels of organization, so we restrict our 
discussion largely to predicting up or down one level. We emphasize approaches that include 
the individual level as this is the natural starting point for ecological models. This is because 
population, community and ecosystem dynamics are simply the outcome of many 
individuals interacting with each other and with their environment, while the ecological 
impact of suborganismal (molecular, biochemical, physiological) responses to stress is 
expressed through changes at the individual level, and evolutionary change involves changes 
in the relative fitness of individual organisms. For additional information on mathematical 
models to inform ERA, we encourage readers to see Bartell et al. (2003), Pastorok et al. 
(2003), Hommen et al. (2010), Galic et al. (2010), Schmolke et al. (2010), Forbes et al. 
(2011), and EFSA (2014).
One immediate challenge in ecotoxicological modeling is that many standard protocols yield 
metrics such as LCx or ECx that depend strongly on the prescribed experimental conditions 
and duration (Baas et al. 2010), whereas ecologically relevant models require biology-based 
variables and parameters that are independent of experimental protocols (Jager et al. 2010). 
This implies that where possible we should use process-based dynamic models.
Toxicokinetic-toxicodynamic (TK-TD) models
Organismal response to contaminant exposure is commonly determined by internal 
concentrations. Toxicokinetic (TK) models describe the time course of accumulation, 
transformation and distribution of chemical contaminants within individuals (Fig. 2A). 
Toxicodynamic (TD) models describe the subsequent response of an organ or whole 
organism (Fig. 2A). Thus, TK-TD combinations underpin all models of ecotoxicity (Ashauer 
et al. 2011, Ashauer and Escher 2010, Jager 2015), for example, the generalized unified 
threshold model of survival (Jager et al. 2011) and the “DEBtox” models discussed below. 
All process-based models linking levels of organization require either an explicit TK sub-
model or implicit assumption of a TK sub-model (such as equilibrium between internal and 
external concentrations) (Fig. 2A). Thus, TK models have no general “cons”, though of 
course specific TK models for particular systems require validation in the contexts where 
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they will be applied. For example, one-compartment TD models are sufficient for many 
situations, but inadequate in others.
TD models come at many levels of complexity. The next two subsections describe 
contrasting approaches: AOP-based models that describe the kinetics of impacted pathways 
and bioenergetic models that characterize the response of whole organisms to exposure 
using kinetic equations for a small number of more abstract variables that focus on 
physiological functions (Fig. 2B).
Models of Adverse Outcome Pathways (AOP)
The AOP paradigm (Ankley et al. 2010, Kramer et al. 2011), described earlier, involves 
tracing causal connections from one or more molecular initiating events to ecologically 
relevant endpoints. Thus, in principle, modeling AOPs involves characterizing processes at 
many suborgansimal levels of organization (gene expression, molecular interactions, cellular 
responses, organ responses, organism responses) - an intimidating challenge (Sturla et al. 
2014). Also intimidating is that they require estimation of a very large number of parameters 
for every species studied, The state-of-the-art is changing rapidly, but it appears that for the 
most part, large statistical models (which may or may not involve dynamic equations) 
represent the most advanced approach for inferring a likely AOP from data (e.g. Antczak et 
al. 2015). Most dynamic models assume a known AOP and predict organismal endpoints of 
ecological importance, for example, those linking molecular mechanisms determining levels 
of steroid hormones or vitellogenin with well-understood connections to reproduction (Li et 
al. 2011, Murphy et al. 2005, Sundling et al. 2014, Watanabe et al. 2009).
Some detailed mechanistic AOP models consider biochemical processes within specific 
interacting organs. For example Watanabe et al. (2009) developed a systems model of 
hypothalamic-pituitary-gonadal axis in male fathead minnows with 123 parameters and 40 
differential equations describing processes in brain, gonad, blood and liver. By contrast, an 
earlier model by Murphy et al. (2005) did not consider the organ level and described 
vitellogenin production using a system of 8 differential equations with three further 
equations relating the model’s state variables to target endpoints.
At all levels of model complexity, the primary challenge is parameter estimation. A common 
approach, also used with the bioenergetics models discussed below, is to first estimate the 
values of as many parameters as possible using published information, and to keep the 
values of these parameters fixed while “calibrating” the remaining model to target data sets 
by adjusting values of the remaining parameters. For example, the model of Watanabe et al. 
(2009) had 97 “fixed” parameters and 26 calibration parameters.
In short, the primary “pro” of AOP models is their clear connection to known biochemistry 
and physiology; the offsetting “con” is parameter richness.
Bioenergetic models
Many toxicants cause a reduction in the rates at which organisms feed or assimilate energy 
from food and an increase in respiration rate. This leads to a reduction in the energy 
available to support growth and reproduction and many toxicological studies have used this 
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as an endpoint (e.g. Widdows et al. 1995). This in turn has motivated attempts to 
characterize sublethal effects of contaminants using bioenergetic models. By far, the most 
sophisticated implementation of this approach is based on Dynamic Energy Budget (DEB) 
theory1 (Kooijman 2000, Kooijman 2001, Kooijman 2010, Nisbet et al. 2000) (but see Sibly 
et al. 2013 for an overview of other energy budget theories). DEB models assume that the 
combined dynamical properties of the large number of interacting biochemical networks in 
an organism can be described using a small number of variables describing aggregates of 
compounds such as “structural biomass”, “reserve”, or “reproductive material”. The model 
equations describe ontogenetic growth, reproduction and survival in arbitrary, variable, and 
potentially stressed environments (Fig. 3A).
Application of DEB theory to ecotoxicology, sometimes called the “DEBtox” approach 
(Jager and Zimmer 2012, Kooijman and Bedaux 1996, Muller et al. 2009, OECD 2006), 
requires that a DEB model is coupled to TK and TD sub-models. Jager (2015) offers a very 
readable, almost “math-free” exposition of the concepts, with the practicalities covered in 
supplementary materials. Typically, the TD model assumes that body burden (determined by 
an explicit or implicit TK model) impacts one or more of the energy flows in the DEB model 
(different colored circles in Fig. 3A). The DEBtox approach has been applied to both 
laboratory and field data from a broad range of target organisms [bacteria (Klanjscek et al. 
2012) to whales (Klanjscek et al. 2007)] and toxicants, including engineered nanomaterials, 
(Holden et al. 2013, Klanjscek et al. 2012, Klanjscek et al. 2013, Muller et al. 2014, Muller 
et al. in press).
There is a large body of literature on methods for estimating DEB model parameters, 
including routine multivariate, nonlinear regression (or analogous likelihood) methods 
(Kooijman et al. 2008), a computer-intensive state-space method (Fujiwara et al. 2005), and 
a recent Bayesian approach (Johnson et al. 2013). Lika et al. (2011) proposed a particularly 
innovative, heuristic “pseudo-Bayesian” approach, based on predicted scaling relations 
among DEB parameters [Chapter 8 of (Kooijman 2010)] that provides a route to a “first cut” 
at parameter values for a new species; code and a data compilation are curated by a team of 
five users of DEB models and accessible through a portal at the Vrije Universiteit, 
Amsterdam - http://www.bio.vu.nl/thb/deb/deblab/add_my_pet/index.html. At the time of 
writing, that web site contained parameter estimates for over 300 species.
A common criticism of Kooijman’s DEB models is that they are parameter-rich and hence 
“inefficient” (e.g. Marquet et al. 2014). The counter-argument recognizes that parameter 
count must take into account the number of processes explained. Thus, Kearney et al. (2015) 
noted that a DEB model of an organism’s development, feeding, growth, maintenance, 
metabolic heating, reproduction, and senescence under any sequence of environmental 
fluctuations in food and temperature requires approximately 1.5 parameters per process 
modeled. Furthermore, in particular applications, the model of growth collapses to a two-
parameter (von Bertalanffy) form, but the theory offers unambiguous connections between 
1The description “Dynamic Energy Budget model” is commonly used in the literature to refer to models based on Kooijman’s theory, 
though other authors (e.g. Lika and Nisbet 2000, Nisbet et al. 2004) use the term to characterize any dynamic model of energy 
budgets. In this paper, we use the narrow definition and describe other models as “bioenergetics models”.
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hypothesized physiological mode of toxicant action and the two parameters (e.g. Muller et 
al. 2014, Muller, Nisbet, et al. 2010, Muller, Osenberg, et al. 2010). Where such extreme 
simplification is not possible, a remarkably powerful simplified version of Kooijman’s 
model with fewer parameters, known as “DEBkiss” is available (Jager et al. 2013).
Kooijman’s DEB model is remarkably successful in simultaneously fitting diverse data sets 
within a coherent description of metabolic organization (Kooijman 2010). However, for 
detailed quantitative predictions for any particular organism, model modifications are often 
necessary; for example juvenile zebrafish (Danio rerio) develop faster than the standard 
model predicts (Augustine et al. 2011), and Daphnia spp. do not follow the precise rules for 
portioning energy to growth versus reproduction (Ananathasubramaniam et al. 2015, Nisbet 
et al. 2010). With these organism-specific bioenergetics models, it is possible to follow the 
strategy used in AOP models of working with a mix of “fixed” and “calibration” parameters 
[e.g. most calculations in the Daphnia magna meta-analysis of Ananthasubramaniam et al. 
(2015) had 22 fixed parameters, and 1 calibration parameter].
In summary, the pros and cons of DEB (and other bioenergetic) models are the obverse of 
those for AOP models: weak connection with known biochemistry offset by strength in 
ability to predict organismal responses due to parameter sparseness.
Population models deriving from individual physiology and life histories
Given quantitative information on organism’s life history in different environments, together 
with a biologically-based representation of toxic effects, there are a number of mechanistic 
approaches to predicting population dynamic consequences of exposure to toxicants. 
Common to these approaches is a requirement that population response is an “emergent 
property” that can be derived from information or assumptions at the individual level 
(Grimm and Martin 2013). Conceptually, the simplest of these can be predicted using so 
called individual-based population models (IBMs) – computer simulations where the “state” 
(e.g. age, size, sex, body burden of toxicant) of each individual organism is tracked, along 
with concurrent changes in its environment (Grimm and Railsback 2005, Grimm and 
Railsback 2012). For example, if individual performance in response to toxicant exposure is 
described by a bioenergetic model, the IBM describes the growth, reproduction and 
mortality risk of individual organisms with a shared environment. Recently developed 
software, DEB-IBM (Martin et al. 2011), implemented in a free software platform NetLogo 
(http://ccl.northwestern.edu/netlogo/), has greatly eased the practicalities of working with 
IBMs in both basic ecology (Martin et al. 2012) and ecotoxicology (Martin et al. 2013). A 
recent study on Daphnia using DEB-IBM demonstrated the importance of TD mechanisms 
for predicting population dynamics using data on individual responses (Martin et al. 2014); 
toxicity mediated by different physiological processes that led to the same outcome in a 
standard reproduction test may cause qualitatively different effects at the population level, 
ranging from almost no effect to extinction. Fig. 3B shows that with increasing exposure to 
toxicant, different physiological modes of action can lead to (i) proportional decreases in 
population density and biomass, (ii) decreasing population density with little change in 
biomass, (iii) decreasing biomass with little change in population density.
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IBMs can also describe the population-level implications of toxicity that changes organismal 
behavior. For example, Murphy et al. (2008) analyzed laboratory data on the response of 
individual larval fish to artificial predator stimuli when exposed to different levels of 
methylmercury, and then used an IBM to predict the impact of exposure on the dynamics of 
a larval cohort.
IBMs have been criticized as being too parameter-rich to have predictive value, a complaint 
not unlike that discussed above for DEB models. The resolution of the problem is similar – 
to use a single model to predict multiple patterns in data. In the context of IBMs this 
approach to model formulation and paramterization is known as “pattern oriented modeling” 
(POM) (Grimm and Railsback 2005, Grimm and Railsback 2012). Bayesian approaches, 
notably Approximate Bayesian computation (van der Vaart et al. 2015, van der Vaart et al. 
2016) offer additional routes to parameter estimation, again paralleling the state-of-the-art 
for DEB modeling.
An alternative individual-based approach to modeling effects of contaminants on 
populations uses “physiologically structured population models” (PSPMs) (Tuljapurkar and 
Caswell 2012); indeed some of the earliest attempts to develop population models based on 
individual physiology used this approach (e.g. Hallam et al. 1990). PSPMs assume a very 
large (formally infinite) population and that all individuals in a given state have deterministic 
responses to any given environment. These assumptions allow the bookkeeping to proceed 
through a series of mathematical steps that lead to partial differential or integral equations 
describing the population dynamics, with good software available that facilitates analysis (de 
Roos 2014).
If it is possible to neglect feedbacks from a focal population on its environments, PSPMs 
open the way to relating individual physiological responses to log-run population growth 
rate (r) or expected lifetime reproduction (R0), metrics normally associated with life history 
theory. (Baird et al. 1990b, Kooijman and Metz 1984, Muller et al. 2014, Muller, Nisbet, et 
al. 2010, Nisbet et al. 2000, Sibly and Calow 1989). Although calculations of r and R0 
neglect the many positive and negative feedbacks whose importance we emphasized earlier 
in this article, they may still give useful qualitative insights, and often represent the only 
available approach with limited data. For example, Muller et al. (2014) estimated an EC50 
for the expected lifetime production of reproductive matter in marine mussels exposed to 
ZnO nanoparticles that is less than 20% of the EC50 for feeding.
Another approach for predicting population responses from life history information uses a 
cohort-based approach expressed through matrix population models (Caswell 2001). Matrix 
models relate the population census in different ages, stages or size classes at successive, 
discrete, time points. Applications in ecotoxicology require careful explicit or implicit 
consideration of the continuous time TK/TD dynamics within a time step. For examples, see 
Klaniscek et al. (2006) or Billoir et al. (2007). In many cases, a superior, but more 
mathematically challenging representation of cohort dynamics is the “escalator boxcar train” 
approximation to continuous time PSPMs (De Roos et al. 1992).
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Information on long-run population growth rates has also been aggregated in species 
sensitivity distributions (SSDs). SSD’s typically use some standard metric from toxicity tests 
on individual organisms (e.g. LC50, NOEC), but Kamo and Naito (2008) proposed 
constructing SSDs using the concentrations that lead to predicted zero net population growth 
rate (r = 0) with an application to zinc toxicity, an approach subsequently applied to copper 
toxicity for 13 freshwater species (Kamo and Naito 2008).
In summary, the two most powerful tools for projecting from the individual-to-population 
levels are IBMs and PSPMs. User-friendly software is available to help practical 
implementation. Their greatest apparent “con” is demanding data requirements, but recent 
advancements in methodology, especially POM, offer a way forward, with further advances 
using Bayesian methodology likely. Life history metrics, such as long run population growth 
rate, can be estimated from information on individuals but neglect potentially important 
ecological feedbacks. Discrete time matrix models can be derived from life history 
information, but application to ecotoxicology requires careful consideration of the 
continuous time processes that occur within time steps.
Multi-species models
Several multi-species models have been developed to predict community and ecosystem 
responses to chemical contaminants to inform ERA. Of these models, AQUATOX is 
possibly the most comprehensive (Park et al. 2008) and well validated (De Laender et al. 
2008b, Sourisseau et al. 2008, USEPA 2000), and is endorsed by a chemical regulatory 
agency (the USEPA). Hence, for brevity, we focus our discussion of multi-species models on 
AQUATOX and refer the reader to the literature for information on additional multi-species 
models (e.g. Bartell et al. 2003, Galic et al. 2010, Park et al. 2008, Preziosi and Pastorok 
2008).
AQUATOX combines aquatic ecosystem, chemical fate, and ecotoxicological submodels to 
evaluate past, present, and future fate of nutrients, sediments, and organic chemicals in water 
bodies, as well as their direct and indirect effects on the resident organisms, including 
members of periphyton, phytoplankton, macrophyte, invertebrate, and fish communities 
(Park et al. 2008) (Fig. 4). AQUATOX simulates the transfer of biomass and chemicals from 
one compartment of the ecosystem to another and can evaluate chemical effects for a variety 
of aquatic ecosystems, including vertically stratified lakes, reservoirs and ponds, rivers and 
streams, and estuaries. The chemical fate submodels of AQUATOX include chemodynamics 
of neutral and ionized organic chemicals, bioaccumulation as a function of sorption and 
bioenergetics, and biotransformation to daughter products (Fig. 4). The ecological effects 
submodels include both sublethal and lethal effects of the chemicals, as well as interactions 
among species to capture indirect effects (Fig. 4). Additionally, AQUATOX can model up to 
20 organic chemicals simultaneously. The model has a very flexible structure and provides 
analytical tools useful for uncertainty analysis, nominal range sensitivity analysis, and 
comparison of perturbed and control simulations (Park et al. 2008).
Importantly, AQUATOX has been well validated, demonstrating that it can reliably predict 
the effects of organic contaminants on community and ecosystem properties of aquatic 
systems (De Laender et al. 2008b, USEPA 2000). For example, De Laender et al. (2008b) 
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showed that AQUATOX population-level NOECs were at least protective for 85% of all 
considered populations in aquatic mesocosm studies. Additionally, AQUATOX generated an 
accurate or a moderately conservative ecosystem-level NOEC for 7 and 4 of the 11 
ecotoxicological mesocosm studies, respectively. Some admonishments, however. 
AQUATOX relies heavily on the use of NOECs and thus comes with the critiques mentioned 
above and in previous papers about these statistics. Additionally, it remains unclear how well 
AQUATOX performs in predicting effects at sites that deviate substantially from those used 
to parameterize the model. Nevertheless, because of the successes of AQUATOX and other 
community- and ecosystem-level ERA, they are being adopted in several countries in the 
EU, such as the Netherlands (Traas et al. 2004, Van den Brink et al. 2002).
In summary, multi-species models such as AQUATOX have proven useful in predicting 
effects of chemicals in ecological systems (De Laender et al. 2008b, Naito et al. 2002). 
Among the important pros of multi-species models is that they relate directly to levels of 
biological organization of high relevance for protection. Also, the models directly address 
and incorporate interactions among species. Because several multi-species models and 
guidance documents are publicly available, they do not require significant resources to 
acquire and use. Despite likely utility in ERA, there are still limitations to multi-species 
models. For example, modeled scenarios should closely match the system that is the focus of 
assessment or protection, necessitating sufficient knowledge of the system of interest (Naito 
et al. 2002). In some cases, models are limited to particular classes of chemicals; 
AQUATOX, for example, is limited to organic chemicals (Park et al. 2008). Additionally, 
when considering multiple, simultaneous chemical exposures, the default assumption is that 
they interact additively, which is not necessarily the case for many chemical combinations 
(PapeLindstrom and Lydy 1997) Also, the underlying concentration response functions used 
in toxicity submodels can have an important effects on model outcomes (De Laender et al. 
2008b), pointing to the importance of high quality data for model input. Nevertheless, multi-
species models provide useful and relevant information for ERA and can constitute and 
important part of a weight-of-evidence approach to risk estimation and characterization.
Where to Go from Here?: Next Generation ERA
Chemical risk assessors need to evaluate the safety of thousands of chemicals and to defend 
their assessments with repeatable assays that have low uncertainty and yet capture endpoints 
valued by the public. This dual requirement is challenging because the level of biological 
organization at which ERA studies are most easily conducted is lower than, and potentially 
disconnected from, the endpoints valued by the public and that relate more directly to 
ecosystem-level effects and services (Table 2, Fig. 1). To address these issues, we propose 
that the next generation of ERAs include, from the start, both ends of the spectrum of levels 
of organization. We believe that if there is an ideal level of biological organization to 
conduct ERA, it will only emerge from a combination of ERAs that are simultaneously 
implemented from the bottom of biological organization up as well as from the top down. 
The details of such an approach require considerable further research; however the work 
reviewed above points to practical, cost-effective first steps, and to directions for further 
improvement.
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We envision a tiered approach to ERA but one in which the screening level includes both 
low-level (molecular and organismal) endpoints and high-level (community and ecosystem) 
endpoints. Thus, we encourage next-generation ERA to include, as part of the first 
assessment tier, simple mesocosm tests. Consequently, determining optimal protocols for 
such tests should be a top research priority. For tier 1 studies, we propose exploring the use 
of mesocosms to first test multiple chemicals simultaneously, each at a single and defensible 
“worst case field concentration” (such as the highest concentration measured in nature or an 
estimated environmental concentration based on fate and transport models). We argue that 
because mesocosms simulate ecologically realistic scenarios and often are longer-term 
studies (typically last for weeks or months) than traditional 96-h LC50 tests. Thus, 
organisms are often exposed to a range of toxicant concentrations because of degradation 
and sorption processes; in fact, in many cases, they will be exposed all concentrations below 
the initial exposure concentration allowing for the detection of adverse effects at low 
concentrations that are not observed at higher concentrations (i.e. a non-monotonic dose 
response). If no adverse effects are observed across the range of included taxa, additional 
testing and establishment of dose-response relationships may not be warranted, thus 
increasing the efficiency of ERA and allowing for more chemicals to be screened. Many of 
the cost-related criticisms of mesocosm studies described above might be less applicable to 
such a simplified tier 1 test. If there are adverse effects at a worst case field concentration, 
we encourage concentration- or dose-response studies on the affected taxa to determine 
“safe” concentrations. The EU regularly employs mesocosm studies in their ERA and we 
encourage more widespread use of their guidelines (e.g. EFSA 2013), with the exception of 
establishing a mesocosm dose-response in the first tier. A significant advantage of the 
proposed approach would be the ability to screen many species, the inclusion of endpoints 
more closely related to biodiversity and ecosystem services quantified from the start of ERA 
in a manner that includes many natural feedbacks, and an improved ability for community- 
and ecosystem-level tests to screen chemicals.
For chemicals, or combinations of chemicals, that are identified by high throughput 
screening (HTS) measurements, organismal screening, or mesocosms as candidates for more 
thorough study, we propose two parallel approaches, still working from both ends. First, 
suborganismal- and organismal-level studies need design advances that recognize the 
accelerating progress in the development of mechanistic effects models for ecotoxicology 
and risk assessment, as described earlier in this paper. A key feature of such models is the 
need to obtain some time-resolved data as these data open the way to fitting and testing 
models. For example, HTS measurements of cellular endpoints should be taken at a few time 
points rather than one. Likewise, standardized organism-level chronic toxicity tests (e.g. 
Daphnia reproduction tests) should routinely report time-resolved data and a limited number 
of auxiliary measurements (e.g. final size) wherever experimentally and economically 
practical (Martin et al. 2014). Modeling approaches are advancing rapidly, and with the 
more widespread use and apparent utility of bioenergetic models (especially DEB), there 
exists an opportunity to link effects across levels of organization using combinations of data 
and modeling platforms. We anticipate the emergence of a modeling framework that 
successfully links data obtained from “omics”, AOP analyses, organismal-level effects, 
through population or multi-species models, and finally to the delivery of ecosystem 
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services. While such a framework represents a lofty goal, many of the modeling components 
exist and it is a matter of ensuring fluid communication among modeling platforms and 
levels of biological organization. The extent to which the emerging framework will be 
“predictive” remains to be seen but we anticipate, at the very least, a clearer identification of 
data needs to generate defensible risk estimates for higher levels of organization.
Second, for chemicals that cause an adverse ecological effect as identified in the first tier, we 
advocate additional testing using mesocosm designs that specifically include species 
interactions and/or environmental factors hypothesized to be important for the eco-toxicity 
of a specific chemical (or mixture). Developing higher-tier mesocosm designs that identify 
and elucidate important context-dependencies should be a research priority. The aim of these 
higher-tier studies would be twofold. First, they can assist in more clearly identifying 
“other” factors, stressors or species, which could increase the vulnerability of certain 
systems to the effects of a particular toxicant. We realize that addressing the myriad of 
context-dependencies and species is daunting, but we believe that QSARs and SSDs can 
provide some direction to reduce this complexity. With the assistance of QSARs, risk 
assessors should be able to identify the abiotic factors already known to affect the toxicity of 
chemicals with similar structures as the chemical of interest. Likewise, they could use SSDs 
to identify taxa that are particularly sensitive to chemicals with similar structure. These 
efforts could serve to focus these higher-tier tests so that they can fine tune risk estimates 
and management. Second, these studies could include endpoints or components that more 
directly inform how particular chemicals impact the delivery of specific ecosystem services.
Conclusions
Here we discuss current challenges of ERA of manufactured chemicals and review the pros, 
cons, and unknowns of ERA across levels of biological organization, from subindividual to 
landscapes levels. Our review suggests that there is a positive relationship between level of 
biological organization and ease at screening large numbers of species, sensitivity to 
important negative and positive feedbacks and context dependencies within biological 
systems, and ease at capturing recovery from contaminant exposure. In contrast, there was 
generally a negative relationship between level of biological organization and ease at 
assessing cause-effect relationships, ease of high-throughput screening of large numbers of 
chemicals (greater for suborganismal endpoints), and uncertainty of ERA because low levels 
of biological organization tend to have a large distance between their measurement and 
assessment endpoints. The need for vertebrate animals in chemical testing did not show an 
obvious trend across levels of biological organization. Although it is generally assumed that 
level of biological organization is associated negatively with the repeatability of chemical 
effects assessment and positively with the variability and cost of chemical effects 
assessment, we found no quantitative analysis in the literature to support these assumptions, 
representing an important knowledge gap for ERA. Additionally, we also noted that the 
assumption that the cost of chemical effects assessment increases with level of biological 
organization is based on the cost per study rather than the cost per species or some other 
metric that incorporates both the quantity and/or quality of information per dollar spent. 
Given that community-level studies often simultaneously gather chemical effects 
information on tens to hundreds of species, whereas suborganismal- and individual-level 
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studies generally focus on a single species, the cost per species of ERA across levels of 
biological organization might show a very different pattern than the cost per study. Hence, 
this represents another important knowledge gap for ERA.
To compensate for weaknesses of ERA at any given level of biological organization, we also 
reviewed mathematical modeling approaches to extrapolate effects across levels of 
organization. We highlight toxicokinetic-toxicodynamic (TK-TD) models, models of 
Adverse Outcome Pathways (AOP), bioenergetic models, individual-based population 
models, and multi-species models. Models of Adverse Outcome Pathways have a clear 
connection to known biochemistry and physiology but this is offset by the “con” that they 
are often parameter richness and data “hungry”. We noted that the primary “pros” and 
“cons” of bioenergetics models are opposite models of AOPs. Individual-based models 
represent a powerful tool for projecting from the individual-to-population levels and user-
friendly software is available to help practical implementation. Multi-species models are 
becoming more accessible, do a reasonable job predicting outcomes of toxicity, and capture 
important biological interactions. The “cons” of multi-species models are that outputs can be 
sensitive to underlying sub-models, they are relatively data intensive, and they require 
adequate knowledge of focal ecosystems.
Finally, we provide recommendations for next generation ERA. We advocate approaching 
ERA simultaneously from the bottom of biological organization up as well as from the top 
down because both have clear advantages, all while employing mathematical modeling 
approaches where possible to enhance ERA. Moreover, we suggest that by doing so, if there 
is an ideal level of biological organization to conduct ERA, it will emerge. Because top-
down ERA is not customary, we offer guideline for how it might be implemented 
efficaciously. By reviewing the pros and cons of ERA across levels of biological 
organization and the mathematical modeling approaches to extrapolate chemical effects 
across levels of organization, we hope we have identified key information gaps to 
conducting an informed ERA and have provided risk assessors with a road map to identify 
the best levels of biological organization to conduct ERAs with differing goals.
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Fig. 1. 
The pros, cons, and uncertainties of ecological risk assessment based on data from different 
levels of biological organization.
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Fig. 2. 
Relationships among toxicokinetic, toxicodynamic, and population-level models (A, and the 
components of these same models that make up adverse-outcome-pathway models (B. 
Modified with permission of Roman Ashauer.
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Fig. 3. 
Population level consequences of different physiological models of action (PMoA) as 
predicted by DEB theory. A) the energy flows assumed by Kooijman’s (2010) DEB theory. 
The red dashed line differentiates PMoAs that alter energy allocation to growth and 
reproduction symmetrically (Feeding, green; Maintenance Costs, red), and those that act 
asymmetrically (Growth Costs, orange; Embryonic Hazard, blue). B) the relationship 
between changes in population abundance and biomass compared to control populations. 
Each point corresponds to the mean value of abundance and biomass with different levels of 
exposure to a hypothetical toxicant. The colors correspond with the PMoAs indicated in the 
left panel. Adapted from Martin et al. (2014)
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Fig. 4. 
Schematic for how the AQUATOX model simulates ecological processes and effects in 
aquatic ecosystems over time. Reproduced with permission from USEPA.
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