Two main approaches are used, nowadays, to compute the roots of a zero-dimensional polynomial system. The first one involves Gröbner basis computation, and applies to any zero-dimensional system. But, it is performed with exact arithmetic and, usually, large numbers appear during the computation. The other approach is based on resultant formulations and can be performed with floating point arithmetic. However, it applies only to generic situations, leading to singular problems in several systems coming from robotics and computational vision, for instance.
Introduction
A major tool for solving a zero-dimensional polynomial systems is based on Gröbner basis computation. The input of this computation is a polynomial system and the output is a simplified set of polynomials defining the same ideal, and from which the normal form of a given polynomial can be computed "easily". Then the roots of the system may be recovered as follows, using the so called rational representation of the roots (see Macaulay (1916, p. 88) , Renegar (1992) , Rouillier (1996) ). Compute a univariate polynomial (corresponding to the characteristic polynomial of the multiplication by a separating element) using normal form computations. Also compute rational fractions, which express the coordinates of the roots as rational fractions of the separating element. Solve the univariate polynomial and substitute into the rational fractions in order to obtain the coordinates of the roots. A drawback of this approach is that the computation has to be carried out in exact arithmetic, which often implies that a lot of time is spent on arithmetic of large numbers. Trying to adapt such computations to floating point arithmetic (when the coefficients are known to have some error) is not so easy, for instability problems are present in most of the steps of this method.
The approach that we present here is based on matrix computations. We replace the "simplification" of the polynomial system and the computation of characteristic polynomials by matrix manipulations to reduce the root-finding problem to a non-singular eigenvalue problem. Our approach extends the classical reduction of root-finding problems to linear algebra problems and more precisely to eigenvalue problems (see e.g., Lazard (1981) , Auzinger and Stetter (1988) , Manocha and Canny (1992) , Emiris (1996) ) to the general cases where we need to manipulate degenerate pencils of matrices. Indeed, we consider polynomial systems defining algebraic varieties, not necessarily of dimension zero, and address the problem of computing the isolated points of this variety, by matrix computations. We focus especially on matrices involved in the theory of elimination and resultants. The matrices we consider are Bezoutian matrices, Macaulay resultant matrices and Newton (or sparse) resultant matrices. They appear in different works in order to express the resultant of a set of polynomials as a function of the coefficients of these polynomials (see, for instance, Bézout (1779) , Macaulay (1902) , Dixon (1908) , Jouanolou (1991) , Gelfand et al. (1994) ). More precisely, the resultant is a necessary and sufficient condition on the coefficients of n + 1 polynomials in n variables, to have a common root in the underlying projective space. It can be expressed from some subdeterminants of these matrices and can also be used to solve a polynomial system, when this system is, in a certain sense generic, (formalized in the next sections). However, this is not often the case in examples coming from robotics, or computational vision for instance. The subdeterminants are identically zero and are of no help in solving the system. This paper addresses the problem of non-genericity in a completely different manner than the one proposed in Canny (1990) (or in Grigoryev (1986) , Chistov (1986) ) and its extension Rojas (1997) to the toric case. Instead of considering a perturbation of the initial system (which often leads to larger matrices and which requires exact arithmetic operations), we exploit the properties of the pencil associated with the (degenerate) resultant matrices. This leads to a uniform treatment for solving polynomial equations which applies to all these resultant matrix constructions -even in the non-generic cases. A key point of this new algorithm consists of replacing the classical manipulation of polynomials, or the computation of determinants or resultants by reductions of pencils of matrices, which to our knowledge has not been considered before. See however, Lazard (1981) and Cardinal (1993) for connected works.
These matrix transformations, whose numerical stability is well understood (see, for instance, Golub and Van Loan (1996) , Demmel and Kågström (1993) ) allow us to reduce the computation of roots to a non-singular eigenvector problem. Therefore, this algorithm can also be executed in floating point arithmetic, which is a new and interesting byproduct of this approach.
Another interesting feature of this algorithm is that linear algebra is performed on polynomials involving a "small" number of monomials. For Macaulay's matrices and Bezoutians, it is no more than the set of monomials of degree ≤ i d i − n, where d i is the degree of the ith polynomial and n the number of variables. For the sparse case, it is the set of monomials in the Minkowski sum of the supports of the polynomials. This new property is in opposition with Gröbner basis computations which may involve intermediate polynomials of large degree (of the order of the product of the degrees), even if the output Gröbner basis is of small degree.
From a technical point of view, during the algorithm, the size of these matrices is reduced by operations working in place, so that the required memory space is decreasing (in opposition with Gröbner basis computations). These operations can be implemented from subroutines available (with functions estimating the error of the computation) in most of the numerical linear algebra libraries (e.g. Anderson et al. (1990) , Demmel and Kågström (1993) ). Several of these transformations can be parallelized or vectorized, especially the computation on each matrix of the pencil.
We proceed as follows for the description of this method. In the first section, we recall some properties of quotient algebra associated with zero-dimensional systems. In the next section, we present two types of matrices, used to construct resultants, and we analyse them in detail. Then, we show how to transform these formulations into eigenvector problems, which gives the roots of the system and some properties of the associated pencils. Finally, in Section 5, we describe the algorithm and analyse it. We illustrate the method with a short example, where the computation is executed in floating point arithmetic and we conclude with some remarks on improvements and open problems.
Isolated Points
be m polynomials in the variables x = (x 1 , . . . , x n ) over the complex field C † , and let I be the ideal generated by these polynomials. We denote by A = R/I, the quotient algebra. Equality in A is denoted by ≡. Atiyah and MacDonald (1969, Chap. 7) ), such that the varieties Z(Q i ) are the isolated zerodimensional components of Z(I) = {ζ ∈ C n ; p 1 (ζ) = · · · = p m (ζ) = 0} and the Z(Q j ) are embedded components or of dimension ≥ 1. Thus, the ideal Q i are m ζi -primary, where m ζi is the maximal ideal defining the point 
Proof. Let us first recall that for any ideal Q, Q of a ring A, such that Q + Q = A, we have (0 : Q) ∩ (0 : Q ) = (0 : A) = 0 and (0 : Q) + (0 : Q ) = (0 : Q ∩ Q ) (see Atiyah and MacDonald (1969) ). As Q i + Q j = R if i = j and Q i + I + = R, we deduce that
Moreover, the sum is direct, for we have
which implies the decomposition (2.1).P As the A i , A + are ideals of A and the sum (2.1) is direct, we have
. Therefore we deduce from the decomposition (2.1), that there exists orthogonal idempotents e i , i = 1, . . . , d and e + such that 1 = e 1 + · · ·+ e d + e + , e i e j = 0 if i = j and 1 if i = j, e i e + = 0, e 2 + ≡ e + and A i = e i A, A + = e + A. For any ζ ∈ Z 0 (I), † Our study can be extended from the complex field C to the case of any algebraically closed field (of arbitrary characteristic). We essentially need to be able to perform classical linear algebra operations.
we will also denote by e ζ the corresponding idempotent and by A ζ = e ζ A the associated subalgebra.
We denote by A 0 = A i ⊕ · · · ⊕ A d the "subalgebra" of A, corresponding to the isolated roots Z 0 (I). We easily check that A i is isomorphic to R/Q i , so that A i (and therefore
An important tool of the theory is the dual space, defined as follows:
Definition 2.2. LetR (resp.Â) denote the space of linear forms on R (resp. A).
The special elements ofR which evaluate polynomials at points ζ ∈ C n are denoted by
The dual basis of the monomial basis (x α ) α∈N n (where
Hereafter, we will identifyÂ with the set of elements Λ ∈R such that Λ(I) = 0 (also denoted by I ⊥ ). Thus, 1 ζ ∈Â iff ζ ∈ Z(I). We recall here the definition of another basic tool, that we will exploit hereafter.
Note that if ζ ∈ Z(I), then the socle of ζ is null. We recall here an important property of this socle:
Theorem 2.4. If I = (p 1 , . . . , p n ) and ζ is an isolated root of Z(I), then the socle is a C-vector space of dimension one, generated by the class of the Jacobian
See Eisenbud (1994, p. 522-527) , Kunz (1988, p. 189) , Elkadi and Mourrain (1996, p. 63) .
Given an element p ∈ A, we consider the multiplication M p by p in A and its transposed M
Our matrix approach is based on the following theorem:
(1) The eigenvalues of the linear operator
Conversely, let us prove now that the common eigenvectors of (M
By induction, it implies that Λ(x α ) = γ α Λ(1) and Λ = Λ(1) 1 γ where γ = (γ 1 , . . . , γ n ) and 1 γ ∈R is the evaluation at γ. As Λ ∈Â ≡ I , for any p ∈ I we have 1 γ (p) = p(γ) = 0 and γ ∈ Z(I). This proves the second point.
Point (3) is a consequence of Proposition 2.4. When m=n and Z(I) is zero-dimensional, the roots of Z(I) are isolated. The common eigenvectors s of M xi satisfies (x i − ζ i ) s ≡ 0, for some ζ = (ζ 1 , . . . , ζ n ) ∈ Z(I) and s ≡ 0. Therefore, s belongs in the socle of ζ and according to Theorem 2.4, we have s = λ J e ζ , for some λ = 0 ∈ C. P Notice that for any p ∈ R, among the eigenvectors of M 
The difficult part of this method is to compute the matrix of multiplication by a variable x i in the quotient A. Moreover, if we want to compute the isolated roots of a non-zero dimensional variety, we need, first, to reduce our problem to a zero-dimensional one, where the quotient algebra A is a vector space of finite dimension. Another difficulty occurs in this method when one of the eigenvector spaces is not of dimension one (e.g. for multiple roots). In the following section we will see how to handle these problems.
Matrix Formulation
In this section, we recall some classical constructions of matrices which are used to compute resultants. The matrices presented here will be the input of the algorithm of compression, presented in the next sections. They share the following property: the columns and rows of these matrices are naturally indexed by monomials. In fact, they belong to a class of structured matrices, which generalized the Toeplitz and Hankel structure (see Mourrain and Pan (1997b, a) ).
bezoutian matrices
An important class of matrices related to elimination theory, and which appears in many places in the literature, is the class of Bezoutian matrices. Such matrices were first introduced by Bézout (1779) , in order to construct the resultant of two polynomials in one variable. They are also used in the work of Dixon (1908) , for the construction of the resultant of three polynomials in two variables, or in general elimination theory (see Jouanolou (1991) ). These objects are the basis of the algebraic theory of residue (Scheja and Storch, 1975; Kunz, 1986; Berenstein et al., 1993) and have applications in complexity theory (Berenstein and Yger, 1991; Sabia and Solerno, 1995; Fitchas et al., 1993) or in algorithmic algebraic geometry (Cardinal, 1993; Becker et al., 1996; Kapur et al., 1994; Cardinal and Mourrain, 1996; Elkadi and Mourrain, 1996) . They are defined as follows. Consider a new set of variables y = (y 1 , . . . , y n ) and the points
We can now construct the following polynomial
. . , p n )) in the two sets of variables x and y:
Proof. We expand the determinant associated to Θ p (p 0 ), in two ways:
which proves the proposition. The degree (in x and y) of Θ p (p 0 ) is less than
The set of monomials x α (resp. y β ) such that t α,β = 0 for some β (resp. α), is called the x-support (resp. y-support) of Θ p (p 0 ). Let Φ p (p 0 ) be the following map:
Definition 3.3. We denote by
We recall here an important property of these matrices, that we will need hereafter (see Elkadi and Mourrain (1996, p. 45) ). Let us consider the case where p 0 = L u = u 0 + u 1 x 1 + · · · + u n x n , where u 0 , . . . , u n are "parameters". We denote by [Φ u ], the corresponding Bezoutian matrix. We have the following property (see Cardinal and Mourrain (1996) ): 
where µ ζ is the multiplicity of ζ ∈ Z(p 1 , . . . , p n ). We can recover the roots from this Chow form, either by factorization, or by computing a univariate rational representation of the roots (see Elkadi and Mourrain (1998) ). Among the numerous properties of Bezoutians, we are going to use the following one: 
As Φ p (1) defines an isomorphism betweenÂ ζ and A ζ (see Scheja and Storch (1975) , Kunz (1986) , Elkadi and Mourrain (1996, p. 24) ), the image s ζ = Θ p (1)(x, ζ) = Φ p (1)(1 ζ ) of 1 ζ by this isomorphism is not zero in A. Therefore, according to Proposition 3.6, s ζ generates the socle of ζ.
For all j = 1, . . . , n, we have (
Assume that ζ is a simple root, so that J(ζ) = 0. Dividing the previous relation, twice by Θ p (1)(ζ, ζ) = J(ζ) = 0, we obtain e 2 ζ ≡ e ζ where e ζ = 1 J(ζ) Θ p (1)(x, ζ). This proves that e ζ is the idempotent associated to the root ζ and that A ζ ≡ e ζ A ≡ s ζ A ≡ C e ζ .P
sylvester-type matrices
Let p 0 , p 1 , . . . , p n ∈ R be n + 1 polynomials in n variables, of degree d 0 , . . . , d n . The matrices used to construct resultants, as in the work of Macaulay (1902) for instance, are matrices associated to maps of the form:
where V i is a vector space generated by a finite number of monomials. We denote by F i the set of exponents of these monomials:
E is also a vector space generated by monomials, whose exponents are in the set E. The matrix of this map, in the canonical monomial bases, is obtained as follows. The image of an element (0, . . . , 0, x βi,j , 0, . . . , 0) is the polynomial x βi,j p i . Its expansion in the monomial basis of V gives the corresponding column of the matrix of S. In order to simplify the notations, we introduce a new set of variables y 0 , y 1 , . . . , y n , take y = (y 1 , . . . , y n ) and we index this column (the image of (0, . . . , 0, x βi,j , 0, . . . , 0)) by y i 0 y βi,j . Then, the matrix of S can be divided into blocks [N 0 , N 1 , . . . , N n ] where N i is as follows:
The columns of this block correspond to the multiples of p i expressed in the monomial basis x E . Let F = ∪ i=0,...,n F i so that the set of monomials y F index the columns of this matrix. This matrix generalizes the Sylvester matrix of two polynomials in one variable. It belongs to the class of quasi-Toeplitz structured matrices (see Mourrain and Pan (1997b, a) ).
macaulay matrices
Let ν 0 = n i=0 d i − n and let R k be the set of polynomials in R, of degree ≤k. In order to construct the resultant of these polynomials (in fact the homogenization p h i of these polynomials), Macaulay took for V i the vector space R ν−di generated by all the monomials of degree ≤ν − d i , and for V the vector space R ν of polynomials of degree ≤ν.
When n = 1, this construction yields the well-known Sylvester matrix of the two polynomials p 0 , p 1 . Macaulay's construction of resultants is based on the following theorem (see Macaulay (1902) 
. , p
h n is obtained as a fraction of a maximal minor (the determinant a subset of the columns) of this matrix by another subminor. This matrix can be used to solve the system of equations as follows (see Macaulay (1916, p. 15), Manocha and Canny (1992) ). Take p 0 = L u = u 0 + u 1 x 1 + · · · + u n x n , where u 0 , . . . , u n are parameters and let us denote by S u the corresponding map. Compute the above maximal minor of the matrix [S u ]. If not identically zero, it can be factorized (up to a scalar) as
where (1916, p. 17) ). We will show in the next sections how to avoid the computation of determinants and how to reduce the computations of roots to a non-singular eigenvector problem.
Definition 3.9. We say that the system p 0 , . . . , p n is generic for the degrees d 0 , . . . , d n if the maximal minors of [S] are not all identically zero.
newton matrices
The construction of Newton (or sparse) resultants follows the same process, except that the notion of degree is changed. We consider n + 1 Laurent polynomials
pm1 n ], and we replace the constraints on the degree by constraints on the support of the polynomials † (see Gelfand et al. (1994) , Sturmfels (1993), Emiris and Canny (1995)): Let us fix n + 1 polytopes
. . , n and assume that the support of p i is in C i . Let us fix a vector δ ∈ Q n . For any polytope C, we denote by C δ , the set of points in C ∩Z n when we remove all the facets for which the inner-product of the normal with δ is negative. Let V i be the vector space generated by
and V is the vector space generated by
denote the matrix of S in the canonical monomial basis. As in the previous section, we can index the columns of this matrix by monomials y F = (y β ) β∈F and the rows are indexed by x E . Also, here the matrix of S is a quasi-Toeplitz matrix, with a block structure similar to (3.6), and we have the following property:
Proposition 3.10. If S is surjective, then the polynomials p 0 , . . . , p n have no common root in (C * ) n .
The "iff" property is true in special configurations (see Cattani and Dickenstein (1996) ). However, this proposition can still be used to solve the system p 1 = · · · = p n = 0, in (C * ) n . If the polynomials p 0 , . . . , p n have a common root in (C * ) n , then all the maximal minors of [S] vanish. So, let us take for p 0 the generic linear form L u = u 0 + u 1 x 1 + · · · + u n x n and let us denote by S u the corresponding map. Then, it can be shown (see Gelfand et al. (1994) , Pedersen and Sturmfels (1993) ) that a non-zero maximal minor of the matrix [S u ] can also be factorized as (3.4), and therefore used to solve the system. Remark 3.11. However, this approach suffers from the same drawback as the previous method, for it works only when the polynomials intersect properly, in the underlying projective toric variety.
In practice, algebraic relations between the non-zero coefficients of the equations (e.g. equality between some specific coefficients) often induce a non-generic situation and the maximal minors of the matrix [S] are identically zero. Here, again, we will avoid the computation of determinants and reduce our problem to an eigenvector problem. † The support of p = α cα x α is the set of α ∈ Z n such that cα = 0.
‡ The convex hull of points in Z n .
Definition 3.12. We say that the system p 0 , . . . , p n is generic for the polytopes C 0 , . . . , C n if the maximal minors of [S] are not all identically zero.
overconstrained systems
The previous constructions admit a natural generalization to overconstrained systems, that is, to the systems of equations p 1 = 0, . . . , p m = 0, with m > n, defining isolated points. We still consider a map of the form
where the V i and V are vector spaces generated by monomials. The matrix of such a map can be constructed, as described in the previous section, by adding new columns corresponding to the multiples of the polynomials p n+1 , . . . , p m . In the Macaulay case, the vector space V will still be the set of polynomials of degree ≤ν
are the degrees of the polynomial p i , and V i will be the set of polynomials of degree ≤ν − d i . Notice that Theorem 3.7 also applies to this case. See, for instance, Lazard (1981) . In the toric case, we can choose for V, the Minkowski sum of all the polytopes C j j = 0, . . . , m and for V i , the Minkowski sum of all but the polytope C i .
Pencil of Matrices and Eigenvectors
In this section, we show how to use the previous formulations in order to transform the root-finding problem into an equivalent (generalized) eigenvector problem. We will consider matrices M i which will play the role of matrices of multiplication by the variables x i and a matrix K, which will describe some relations between monomials in x or equivalently, some polynomials in I.
definitions
Hereafter, we will consider a sequence
For any matrices A, B of size r×s and s ×r respectively, we denote by
Hereafter, I k will denote the identity matrix of size k and O k,l will denote the zeromatrix of size k × l.
First, we define what we call a generalized eigenvector problem.
. . , l, and w t K = 0}.
For any eigenvector v = 0 and in C s , we will also write (M i − λ i M 0 )v ≡ 0 modulo K, to specify that v is an eigenvector of E (M • ; K) for the eigenvalues λ 1 , . . . , λ l . The point λ = (λ 1 , . . . , λ l ) ∈ C l will be called a multi-eigenvalue. Let X (resp. Y ) be a list of s (resp. s ) polynomials of R (resp. R = C [y 0 , y 1 , . . . , y n ] ). In order to be specify that the columns and rows of the matrices M • are indexed by the polynomials of X and Y (as in Section 3.2), the set E (M • ; K) and E t (M • ; K) will also be denoted by E X,Y (M • ; K) and E We will transform these generalized pencils, according to the operations described in Appendix A, modulo an equivalence relation that we define now: Definition 4.3. We say that two generalized eigenproblems (
examples
We now show how to associate a generalized eigenvector set E X,Y (M • ; K) to the constructions of Sections 3.1 and 3.2.
bezoutian pencils
Let p 1 , . . . , p n ∈ R be n polynomials of degree d 1 , . . . , d n and let I be the ideal generated by these polynomials. In this case, as x and y play a symmetric role in Φ u , we can also apply this construction to [Φ Proof. By definition, we have
and thus v ζ is an eigenvector of E X,Y (M • ; K) for the multi-eigenvalue ζ.P
macaulay pencils
Let p 1 , . . . , p n ∈ R be n polynomials of degree d 1 , . . . , d n and let I be the ideal generated by these polynomials. Proof. According to Proposition 3.6, for each root ζ = (ζ 1 , . . . , ζ n ), there exists an element s ζ ∈ R ν−1 = V 0 such that
but s ζ ≡ 0 modulo I. We denote by [s ζ ] the coordinate vector of s ζ (y) expressed as a linear combination of the monomials in Y, so that the previous relations yields the following matrix relation:
We also describe the transposed eigenvector space E 
for i = 1, . . . , n. The coordinates of the vector w = (w x α ) are indexed by the monomials α ∈ E. Consequently, as the matrix M i represents the multiplication by x i , we have for any α ∈ E, w x α xi − γ i w x α = 0. By induction, we obtain w x α = γ α w 1 , for all α ∈ E and w = w 1 X(γ). Moreover, w = 0 implies that w 1 = 0. As the columns of K represent the monomial multiples of p 1 , . . . , p n of degree ≤ ν, w t K = 0 implies that
which shows that γ ∈ Z(I).P
In other words, solving the generalized transposed eigenvector problem yields, in the zero-dimensional case, exactly the set of roots Z(I).
newton pencils
Let p 1 , . . . , p n be n (Laurent) polynomials, with supports in the polytopes C 1 , . . . , C n , let p 0 = u 0 + u 1 x 1 + · · ·+ u n x n and let S u be the resultant matrix of p 0 , . . . , p n described in Section 3.2.2. We use the same definition for (M • , K, X, Y) as in Definition 4.4. As the construction of Section 3.2.2 is related to the resultant on toric varieties (see Gelfand et al. (1994) ), we will consider here, only the toric roots, that is the isolated roots ζ of
n this set. In order to be able to apply our method to the toric case, we need to generalize Proposition 4.7, to this case. For this purpose, we have to check that for any root ζ ∈ Z * (I),
. This may not always be possible, depending on the support of s ζ and of Θ 1,p0,...,pi,...,pn (where Θ 1,p0,...,pi,...,pn denotes the Bezoutian of the polynomials 1, p 0 , . . . , p n , except p i ) and leads us to the following proposition:
Proposition 4.9. Assume that there exists α ∈ Z n , such that for i = 1, . . . , n the support in x of x α Θ 1,p0,...,pi,...,pn is in
Proof. As in Proposition 4.7, we use the relations (3.2) and (3.3):
overconstrained pencils
Let p 1 , . . . , p m ∈ R be m (m ≥ n) polynomials of degree d 1 ≥ · · · ≥ d m and let I be the ideal generated by these polynomials. Let p 0 = u 0 + u 1 x 1 + · · · + u n x n and let S u be the matrix associated to p 0 , . . . , p m , and described in Section 3.2.3. We use the same definition for (M • , K, X, Y) as in Definition 4.4.
In the overconstrained case, Theorem 2.4 is no longer valid and the socle of an isolated root may be of dimension >1. In order to simplify the situation, we will assume here that the isolated roots ζ ∈ Z 0 (I) are simple. Therefore, A ζ ≡ C e ζ and the socle of ζ is generated by e ζ . From the locally complete intersection case, we deduce the following property:
Proposition 4.10. Assume that the isolated roots of Z(I) are simple. Then for any
Proof. By linear combination of the polynomial p 1 , . . . , p m , we can construct polynomials g 1 , . . . , g n of degree d 1 , . . . , d n defining the isolated simple roots ζ ∈ Z 0 (I) and maybe other roots (see, e.g., Matsumura (1980, Chap. 6), Elkadi and Mourrain (1998)). We denote by J = (g 1 , . . . , g n ) the ideal generated by these polynomials. Notice that A = R/I is also the quotient of A = R/J by I, so that the idempotents e ζ of A , associated to the roots ζ ∈ Z 0 (I) are also idempotents of A. Let us denote by s ζ = Θ g1,...,gn (1). This polynomial is of degree d 1 + · · · + d n − n and therefore in V 0 . Moreover, according to Proposition 3.6, s ζ is a non-zero multiple (J(ζ) = 0) of the idempotent e ζ . Thus, it also generates the socle. According to this proposition, it satisfies a relation of the form
As 
multiplication map pencils
The last example deals with the case where we have a normal form algorithm (e.g. using Gröbner basis computation), modulo, the ideal I, generated by n polynomials p 1 , . . . , p n , but where the variety Z(I) is not a zero-dimensional variety. In this case, the quotient algebra A is not a finite-dimensional vector space. We assume, moreover, that we know a generating set X for A 0 . Let X be a finite set of monomials, containing X , and such that for any m ∈ X and any i = 1, . . . , n, the normal form x i m is a linear combination of the monomials in X. Let M i be the matrix representing the normal form of the elements x i m, m ∈ X , expressed as linear combination of the monomials in X. Let M 0 be the matrix of the injection of X in X. Let K = 0 and Y be the set of monomials X , expressed as monomials in y. This defines the generalized pencil (M • , K, X, Y).
Since X is a generating set of A 0 , for any isolated root ζ ∈ Z 0 (I), the generator s ζ = e ζ s ζ ∈ A 0 of the socle of ζ is a linear combination of the monomial in X . Thus its coordinate vector v ζ is in E X,Y (M • ; K). This yields the following proposition: 
canonical form of pencils
Hereafter, we will use the same notation (M • , K, X, Y) for the generalized pencils defined in the previous sections, referring either to the Bezoutian case (Section 4.2.1) or to the Sylvester case (Sections 4.2.2-4.2.4), if we want to be precise.
We first give property of equivalent pencils, that will be used hereafter. 
The polynomial associated to a column of M i is equal to x i times the polynomial associated to the same column of M 0 .
Proof. In the Bezoutian case, according to the relation (3.2), we have
In the Sylvester case, the matrix M i represents the multiplication by x i , so that we have
In both cases, we have
(for the two pencils are equivalent), so that for any linear form Λ ∈R, we have
We now recall some properties of classical pencils of matrices: Definition 4.13. Let L l (z) and Ω l (z) be the two matrices of size l × (l + 1) and l × l respectively, defined by
We are going to use the following theorem, which gives the Kronecker canonical form, pencil of matrices (see Gantmacher (1966, II p. 31-34) ).
Theorem 4.14. For any constant matrices A, B of size p × q, there exists constant invertible matrices P and Q such that the pencil See Kågström (1986) , Beelen and Dooren (1988) , Demmel and Kågström (1993) for an analysis of the complexity and stability of this decomposition. The decomposition is not unique, but the size of the blocks As the first column of a block L i (z) (or Ω j (z)) does not contain z, r 1 ≡ x 1 × 0 is in I.
According to Proposition 4.12, we also have r 2 ≡ x 1 × r 1 modulo I so that r 2 ∈ I, and so on. Therefore, all the polynomials r i indexing the rows of a block L i (z) or Ω i (z) of M l (z) are in I, which proves the lemma.P Remark 4.17. According to Proposition 4.16, the polynomial entries of X are in I, and thus can be added to the relations associated to K, in order to obtain a new equivalent
Computing the Roots by Eigenvector Computations
We now describe an algorithm for computing the roots ζ ∈ Z 0 (I), based on the pencil reductions described in the previous section and in Appendix A. In step (C), we can chose to decompose any one of the pencils (M 0 , M i ) i = 1, . . . , n, as in (4.2).
proof of the algorithm
We prove that the set of values γ output in step ( 
Consequently, the set of multi-eigenvalues output in step (F) contains the set Z 0 (I) and is contained in Z(I). Note that, in the zero-dimensional case Z 0 (I) = Z(I), this set is exactly the set of isolated roots.
We describe now the complexity of this algorithm, assuming the matrices M • and K are already constructed. ) operations. Keeping the common eigenvectors in step (E), may require to solve again n eigenvector problems of size ≤N , and thus can be performed within O(n N 3 ) ops, which proves our proposition.P The actual system that we consider is obtained by taking the approximation of the coefficients with five digits. Thus, we are near a "degenerate" configuration. However, using our method, we are able to compute the isolated roots (and the embedded roots). The Bezoutian matrices of the Θ p (x i ), i = 1, . . . , 3 are of size 32 × 36 and of rank 20. The regular part of the pencil (M 0 , M 1 ) is of size 16. Here are the real roots (given to eight decimal places), that we obtain by this computation: The first two solutions correspond to isolated roots and the last six solutions are almost embedded in the curve. An implementation of this algorithm will be available in the next version of the maple package multires.
† An implementation in C++ is included in the library ALP. ‡ This library uses some routines of LAPACK (like the QR decomposition, SVD, eigenvector computations), in order to implement in a stable way the operations described in Section 5. Detailed numerical experiments will be reported in a future work.
Further Remarks
Further improvements can be added to this method: First, as suggested by Remark 4.17, we obtain in step (C), a new equivalent pencil E X,Y (M • ; K), to which, we can again apply step (B), in order to remove the left singular part of the pencil (M 0 , M 1 ). We can iterate this loop until each pencil (M 0 , M i ) has no left singular part and K = 0. According to Proposition 4.16, the right singular part can also be removed, so that M 0 becomes a square invertible matrix. Moreover, if M 0 = I and the matrices M i are not commuting, then we can use the transformation A.3, and continue the compression process. When Z(I) is zero-dimensional and the roots are simple, it is possible to recover, by such compression techniques, the algebraic structure of A. An open problem, extending the Bezoutian conjecture (see Cardinal and Mourrain (1996) ), consists of showing that we can recover the structure of A 0 , by such methods. Secondly, for any pencil (M • , 0, X, Y ) equivalent to one of the pencils defined in Section 4, we can prove that any maximal minor of u 0 M 0 + · · · + u n M n is divisible by the "Chow form" ζ∈Z 0 (I) (u 0 + u 1 ζ 1 + · · · + u n ζ n ).
From this Chow form, we can compute the isolated roots Z 0 (I) by a rational univariate representation (see Elkadi and Mourrain (1998) ). This method, which is performed in † http://www.inria.fr/saga/logiciels/multires.html ‡ http://www.inria.fr/saga/logiciels/ALP/.
exact arithmetic, yields a new way to obtain an exact representation of the isolated roots. Thirdly, we have not used the properties of the transposed generalized pencil, which are also interesting. Indeed, according to Proposition 4.12, for any generalized pencil (M • , K, X, Y ) equivalent to (M • , K, X, Y), we have X t (M i − x i M 0 ) ≡ X t K ≡ 0 mod I(x). Thus, for any root ζ ∈ Z(I), we have X t (ζ) (M i − ζ i M 0 ) = 0, X t (ζ) K = 0 and X(ζ) = 0, is an eigenvector of E t X,Y (M • ; K), for the multi-eigenvalue ζ. Therefore, the transposed generalized pencils can also be used to solve the polynomial equations.
As mentioned before, the matrices involved in this computation are structured matrices (sparsity, the quasi-Toeplitz structure, inverse of quasi-Hankel structured matrices, etc.) and we would like to exploit it in order to accelerate the computation.
Finally, as we have seen, one important feature of this algorithm is that the transformation (which involve classical linear operations, whose stability are well understood) can be executed in floating point arithmetic. However, a careful stability analysis of the method is still necessary, in order to predict the error on the approximated roots.
