Abstract-A tensor is decomposed into low-rank and sparse components by simultaneously minimizing tensor nuclear norm and the l1 norm in Tensor Principal Component Pursuit (TPCP). Inspired by reweighted l1 norm minimization for sparsity enhancement, this paper proposes a reweighted singular value enhancement scheme to improve tensor low tubular rank in TPCP. The sparse component of a tensor is also recovered by the reweighted l1 norm which enhances the accuracy of decomposition. An efficient iterative decomposition scheme based on t-SVD is proposed which improves low-rank signal recovery significantly. The effectiveness of the proposed method is established by applying to video denoising problem, and experimental results reveal that the algorithm outperforms its counterparts.
M ×N
and its Singular Value Decomposition (SVD) be X = USV T . Then its nuclear norm is defined as
Suppose a signalĹ ∈ R M ×N is corrupted by gross errors and it is required to recover the signal from the available observations M ∈ R M ×N . Then the observed signal M can be decomposed into low-rank and sparse components as M =Ĺ +Ś, whereĹ is the low-rank component andŚ is the sparse component. IfĹ is low-rank and satisfy incoherence conditions andŚ is sufficiently sparse, thenĹ andŚ can be recovered from M with high probability by solving the following optimization problem [13] ,
where λ is regularization parameter. The above problem is called Robust Principal Component Analysis (RPCA) [13] and it is employed in video restoration [11] , medical image reconstruction [11] , hyperspectral image denosing [12] etc. However, RPCA is not suitable for recovering multi-linear data because, the matrix nuclear norm defined in (1) cannot simultaneously capture the spatial redundancy and temporal redundancy [10] . Nowadays very large volume of multi-linear data called tensors is generated in the form of video, hyperspectral images, multi-spectral images etc. Since RPCA is not an efficient technique to process these signals, one method is to treat them as tensors and process signals by taking full advantage of the methods implemented in tensor algebra [8] . Similar to low-rank matrix decomposition, the low-rank tensor decomposition problem is defined as decomposing an observed tensor M which is corrupted by gross errors, into low-rank componentĹ and sparse componentsŚ so that M =Ĺ +Ś. The major challenge in this area is formulating the tensor rank. Different framework of tensor algebra proposed different definitions for tensor rank. CANDE-COMP/PARAFAC(CP) [15] , [18] model factorizes a tensor into a sum of rank-1 tensors, but it suffers from the degeneracy of solutions. The Tucker model [16] extends the idea of matrix rank to rank-N for an N-dimension tensor, but it suffers from local minima due to non-convex optimization.
Motivated by these works Kilmer et al. [8] proposed a new tensor framework based on circulant algebra. They proposed a new tensor-Singular Value Decomposition (t-SVD) based on Fourier transform and defined tensor tubal rank. Based on t-SVD and tensor tubal rank, Z. Zhang et al. [7] introduced Tensor Nuclear Norm (TNN) and demonstrated the video completion capabilities of it. W. Hu et al. [3] proposed a Twist Tensor Nuclear Norm (t-TNN) and used it for video completion.
The Tensor Robust Principal Component analysis (TRPCA) [9] , [10] problem is stated as
where L * is the tensor nuclear norm based on t-SVD and λ is a regularization parameter. Zhang et al. [9] proposed a solution to (3) and demonstrated the multi-linear data recovery from sparse noise. Lu et al. [10] modified the solution of the algorithm via convex optimization. Even though the above mentioned TRPCA algorithms work well in many low-rank tensor recovery situations, it has limited performance particularly when tensor becomes complicated. When the tensor become corrupted by dense errors or the intrinsic rank of tensor is considerably large, the convex TRPCA algorithms may not be able to successfully recover the tensor. Cands et al. [17] showed remarkable improvement on the sparse recovery or estimation of signals by minimizing a weighted l 1 norm. Inspired by reweighed l 1 [17] minimization for sparsity enhancement, Y. Peng et al. implemented a reweighted low-rank matrix recovery [5] and the technique were successfully applied in different image restoration problems. However this method might not yield satisfactory results in video restoration problems because it is based on matrix nuclear norm which cannot simultaneously capture the spatial and temporal redundancy.
In order to improve the performance of low-tensor tensor decomposition, this paper proposes a reweighting scheme which is a combination of the sparsity enhancement technique and low rank tensor decomposition. The rest of this paper is organized as follows. Section II gives preliminaries on tensors and notations that will be used throughout this paper. Section III describes proposed low-rank tensor decomposition technique in detail. Experimental results and analysis are presented in section IV to verify the proposed method. Concluding remark and future scopes are given in the section V.
II. PRELIMINARIES ON TENSOR AND NOTATIONS
This section introduces basics of tensor algebra and notations followed by this document. This document uses euler script for denoting tensors e.g. X , bold upper-case letters e.g. M for matrices, bold lower-case letters e.g. v for vectors and lower-case letters for scalars.
A tensor is a multi-linear structure [2] , [4] , [6] in R n1×n2×...nN . A vector is first-order tensor, a matrix is second-order tensor and multi-linear data of order three or above are called higher-order tensors. A slice of a tensor in a 2D section defined by all but two indices [4] . For a 3-way tensor X , k th the horizontal, lateral and frontal slices are given by X (k, :, :), X (:, k, :) and X (:, :, k) respectively. A fiber of a tensor is a 1D section defined by fixing all indices but one. The fibers X (:, i, j), X (i, :, j) and X (i, j, :) denote mode-1, mode-2 and mode-3 fibers respectively.
denotes X (:, :, k) (frontal faces). Mode -l unfolding of X (l) ∈ R n1× k =l n k is a matrix whose columns are mode -l fibers. The opposite operations is called fold of the unfolding is defined as f old
and l 1 norm of X is
Tensor frame work [4] , [8] define five block based operations to construct t-SVD and tensor nuclear norm. For a X ∈ R n1×n2×n3 define five block-based operations
. . .
obtained by transposing each frontal slice of X and then reversing the order of the transposed frontal slices 2 through n 3 .
Definition 3 (Identity Tensor
). The identity tensor I ∈ R n1×n1×n3 is a tensor whose first frontal slices is an n 1 × n 1 identity matrix and all other frontal slices are zero.
Definition 4 (Orthogonal Tensor). The tensor Q ∈ R n1×n1×n3
is orthogonal if
Definition 5 (f-diagonal Tensor). The tensor is said to be fdiagonal if each of its frontal slices is diagonal matrix.
then t-SVD is given by
where U and V are unitary tensors of size n 1 × n 1 × n 3 and n 2 × n 2 × n 3 respectively. Σ is f-diagonal tensor of size n 1 × n 2 × n 3 . t-SVD can be calculated by computing matrix SVDs in the Fourier domain. is given by
III. PROPOSED METHOD The problem can be described as recovering a low multirank tensor L ∈ R n1×n2×n3 from a sparsely corrupted observation tensor [9] , [10] as illustrated in Figure 1 . In other words, the situation may be depicted as a low-rank multidimensional signal corrupted by gross errors and it is required to recover it from the observed signal samples. Suppose a tensor of observation M ∈ R n1×n2×n3 is given, then it can be decomposed as M = L+S where L has low tubular-rank and S is sparse tensor. To decompose the low-rank and the sparse components given observation M, consider the optimization problem.
where λ is an regularization parameter. The rank(.) is nonconvex and its best convex approximation is tensor nuclear norm. The above optimization problem can be rewritten as,
The above Tensor Robust Principal Component Analysis (TR-PCA) problem can be solved by convex optimization [9] , [10] . But the method suffers a lot when the tensor become complicated or when the too many error samples are present. The overcome this problem this paper proposes a sparsity enhancement technique through reweighted norms. Recovery performance of the algorithm can be considerably improved with the new proposed method in terms of the number of iterations required and quality of the recovery in worst case conditions.
A. Iterative Reweighted Tensor Decomposition
The sparsity enhanced version of the problem (16) is proposed in this section via reweighed technique. Weighted nuclear norm and l 1 norm mixed minimization problem is stated as 
where Λ is the Lagrangian multiplier. Problem (18) can be divided into two sub-problems and can be solved iteratively through two updates [1] 
Equation (19) can be solved by Tensor Singular Value Thresholding [9] , [10] using t-SVD,
where D(.) is the singular value threshold operator. Equation (20) can be solved by Soft Thresholding [9] , [10]
where S(.) is the soft-thresholding operator. The weights W L and W S are updated after each iterations in such a way that the sparsity is improved after each iteration and such an updation is defined as follows [5] . The entries of W L is inversely proportional to singular values of low-rank tensor component. Similarly the entries of W S is inversely proportional absolute values of the samples of sparse component. Now the weight update for W L is given by,
and the weight update for W S is given by
To complete the algorithm, it is required to define two operations: soft thresholding and singular value thresholding. Soft thresholding operator is defined as,
Singular Value Thresholding operator is defined as,
is the t-SVD of X and J is an n 1 × n 2 × n 3 f -diagonal tensor whose diagonal element in the Fourier domain is
. The complete algorithm is given in Algorithm 1. The proposed techniques can be applied extensively to video restoration, hyper-spectral image restoration, background estimation etc.
IV. RESULTS
The proposed method is applied to video denoising problem to evaluate its performance. The experimental verification of the proposed method is performed with five standard QCIF test videos, namely Bus, Container, Hall, Highway and Soccer having dynamic content in various extends. The parameter are selected as λ = Output: low-rank Tensor L and Sparse Tensor
in dB. Sparse component (S) is generated via three way Gaussian noise tensor with randomly zeroed values to make it sparse. Synthetic low-rank component is generated from video via t-SVD. The sparsity of S and rank of L are varied and chosen metrics are analysed. Obtained results are compared with TRPCA [10] . Some of the recovered images are shown in Figure 3 and Figure 5 . Performance analysis are shown in Figure 4 , 2 and In this paper, a reweighed tensor decomposition technique is implemented using t-SVD and its performance is verified by comparing with its immediate predecessor TRPCA. Video denoising is presented as an application of the proposed method. From the results presented, it is found that proposed method behaves well in all situations including tensors with large tubular rank and complex tensors. 
