Although multiple pulse-position modulation performs well on ideal channels, its performance on multipath channels is degraded significantly. In an attempt to quantify the inherent penalty due to multipath dispersion, we evaluate upper bounds for the error probability of each modulation scheme in the presence of intersymbol interference, considering both an unequalized receiver and the optimal maximum-likelihood sequence detection receiver. We also present upper and lower bounds of the channel capacity for multiple pulse-position modulation and its variants, PPM and overlapping PPM. Numerical results show that the PPM-based schemes are significantly more sensitive to multipath dispersion than is on-off keying.
I. Introduction
Non-directed infrared radiation offers several advantages )ver radio as a medium for indoor wireless networks, including in immense window of unregulated bandwidth, immunity to nultipath fading (but not multipath distortion), and a lack of nterference from one room to another [ 11. But the intense back-:round light of typical indoor environments is a severe impedinent, and power-efficient modulation is needed to achieve high lata rates or long range.
The wireless infrared channel is accurately modeled by the ollowing baseband AWGN model [2]:
y(t) = jr-x (~t -2) dz + n(t), (1) ihere x ( t ) represents the instantaneous optical power of the translitter, y ( t ) represents the instantaneous current of the receiving hotodetector, h(t) represents the multipath impulse response, nd n(t) is white Gaussian noise with two-sided power spectral ensity No. The high intensity of the background light makes the ;aussian noise model extremely accurate.
Because d t ) represents optical power, it must satisfy:' x(t) 2 0 and (x(t)) 2 P, (2) here P is the average optical power constraint of the transmitter.
A recent paper [3] examined the performance of multiple PM on the wireless infrared channel assuming no multipath dismion. Audeh and Kahn [4] examined the effects of intersymbol terference (ISI) on PPM. We extend these results by examining e effects of IS1 on multiple PPM and overlapping PPM.
The channel capacity is considered to be a fundamental limit l r reliable transmission over a given channel [5]. Georghiades Supported by NSF under grant number NCR-9308968.
[6] considered the channel capacity for MPPM over a photon counting channel, without intersymbol interference. Hirt [7] calculated the channel capacity for a binary discrete-time Gaussian channel using a Monte Carlo approximation. Shamai [8] derived lower and upper bounds of the channel capacity with i.i.d. input symbols for a scalar discrete-time Gaussian channel. In this paper, we examine the channel capacity of various modulation schemes on the channel (1) under the constraints of (2).
In Sect. 11, we develop the general system model for multiple PPM and its variants. In Sect. ID, we analyze the performance of the unequalized receiver and the maximum-likelihood sequence detector. In Sect. IV, we present the expression for channel capacity on the ideal channel and bound the channel capacity of PPM-based schemes over IS1 chapels. We present numerical results in Sect. V.
System Model
Consider the system model shown in Fig. l(a) . Information bits with rate Rb b/s enter the encoder, which groups the bits into blocks of length log2L and maps each block to one of L codewords CO . . . CL -1, where each codeword is a binary n-tuples of weight w. The set of allowable codewords is what distinguishes the different modulation schemes. When all ( : ) n-tuples of weight w are valid codewords, the resulting modulation scheme is called multiple PPM (MPPM). When the only valid codewords are those binary n-tuples of weight w in which the w ones are consecutive, the result is overlapping PPM (OPPM). Finally, when w is restricted to unity, both MPPM and OPPM reduce to conventional PPM modulation. Note that the number of codewords L for MPPM, OPPM, and PPM is$:), n -w + 1, and n, respectively. The output of the encoder is a sequence of codewords {a31 with rate 1 / T = Rb/log&. This sequence is serialized to produce the binary chip sequence { x j } with rate n/T, where
The binary chip sequence drives a transmitter filter with a rectangular pulse shape p ( t ) of duration T / n and unity height. To satisfy the power constraint of (2), the filter output is multiplied by (nP/w) before the signal is sent across the channel.
As shown in Fig. l(a) , the receiver uses a unit-energy filter fit) and samples the output at the chip rate n / T producing y j The receiver groups the samples yj into blocks of length n, producing a sequence of observation vectors { y k } , where y k = [3kn, Ykn + 1, . . , , Ykn + -The receiver passes each observation vector through a decision device to form an estimate E k of xk.
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where hj is the equivalent chip-rate impulse response:
and where sj is defined by (3).
We assume that fct) * fc-t) is a Nyquist pulse, which will be true when At) is matched to p ( t ) or when At) is a whitenedmatched filter. In this case, the noise samples { n j ) will be independent zero-mean Gaussian random variables with variance No. As s h o h in Fig. l(b) , the equivalent vector channel between transmitted codewords x k and observation vectors Y k is given by:
where the channel impulse response is a Toeplitz sequence Hk,
. . , nkn + -11 is the noise component and p is the number of memories in vector IS1 channel. Throughout this paper we constrain the input symbols Xk to be independent and uniformly distributed over a MPPM or OPPM alphabet.
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Performance Analysis
111-A. Without Equalization
By definition, the unequalized receiver uses the decision device that would be optimal were there no ISI. In other words, it decides on the codeword cl that maximizes the correlation:
If we knew that x k = ci, and if we knew all past and future codeerror f k # x k can be bounded using the union bound:
But (ci -cjITnk is a zero-mean Gaussian random variable with variance di;sVo, where dij = d&i, cj) is the Hamming distance between codewords ci and cj. Therefore, (7) reduces to:
Averaging overall all possible codeword sequences gives:
where the first summation is over all X E C ' , where C is the set of L valid codewords and M + 1 is the number of nonzero terms in the impulse response { H k } . Finally, the bit-en-or probability is
(10
For on-off keying (OOK), the bit stream, symbol stream, an( chip stream are all one in the same. By averaging over all pos sible bit streams {x'}, the total bit enor probability is:
where the summation is overall all binary M-tuples {x'}, wher M + 1 is the number of nonzero terms in hj.
Hereafter, we present simplified expressions for the symbc error probability for the special case of an ideal channel, witho ISI. First, consider multiple PPM: when the channel has no IS the expression (9) simplifies to:
(1 where ak = ($)( "; "I is the number of codewords with mutt distance 2k, and s = ( P / w > J v i . This expression fc lows from the ISI-free results for the photon counting channel and s = (P/w),J-. This result uses the photon-counting results of [6]. Finally, consider OOK: when the channel has no ISI, then hj from (4) reduces to ( 2 P / f l b ) i 3 , and so the error probability from (1 1) simplifies to Q ( P / a ).
(21)
111-B. ML Sequence Detection
The maximum-likelihood (ML) sequence detector for PPM is derived in [9] , and it easily generalizes to multiple PPM and overlapping PPM. The receiver filter is the whitened-matched filter, so that hj is causal and minimum phase. The probability of a symbol (block) error for the ML sequence detector is well approximated at high SNR by:
where dmin is the minimum distance between received sequences:
The above minimization is performed over all possible error sequences {eh} starting at time zero, using an error alphabet of {U -U: U # U ; U , U E C}, where C is the set of valid multiple PPM codewords. The above equation contains an n dimensional integral and has no simple closed form solution. As a consequence, we shall use the Monte Carlo method to estimate Iiid in Sect. V. 
Since conditioning decreases the entropy:
h(Y) 2 Cy=--;h(sl + n l l s l -I , ' " 2 so, nz-1, ' " ? no)
where the last equality follows because sl, nl, nl-1, .. , no are independent. Since SL = x J H l -J x J , (25) reduces to:
The mutual information between the input and output vectors is:
I ( X ; Y ) = h ( Y ) -h ( N ) >~~= -; { h ( H o~~ + n l ) -h ( n l ) )
= xy=-: I ( H~~~ + nL;xz). We can evaluate (28) by replacing x with H e in (18). As pointed out in [9] , the lower bound of the channel capacity is equivalent to the mutual information between the input and the output of an error-free block zero-forcing decision feedback equalizer.
We now present an upper bound Zu for the capacity Ziid of (23). By the chain rule, we can represent the mutual information between the input and output of (20) Since B is positive definite, it can be factored into B = rrT for some matrix I?. We can whiten the noise by applying r -1 to V, yielding Z = r -lV = rTq + n, where n has the same distribution as nl, a zero-mean Gaussian vector with correlation matrix 021. Since both the matched filter and noise whitener are information lossless, we have
I(xl; Y ) = I(x1; V) = I(x1; Z). Therefore, (30) reduces to:
Finally, taking the limit as N + 00 yields our upper bound I , of the channel capacity under the i.i.d constraint:
We can evaluate (32) by replacing x with rTx in (18) . Note that, for the scalar case, the matrix TT reduces to /m, and the upper bound (32) reduces to the matched filter bound [8] .
V. Numerical Results
To generate numerical results, we assume that the underlying continuous-time channel in Fig. 1 has impulse response g(t) = a first-order low-pass filter with a 3-dB bandwidth of W, where u(t) is the unit step function. Observe that the channel has unity d.c. gain. We also assume that the receive filter fct) is a unit-energy whitened-matched filter.To reduce computational complexity, we truncate the vector channel of (5) to four terms, so that yk = H~ xk -+ nk. This truncation will have no appreciable effect when n is large or when Rb/W is small, although it may not be accurate for small n and large Rb/W. Observe that the channel has unity d.c. gain.
We calculated the optical power required to achieve a bit-error rate over this IS1 channel. The results are summarized in Fig. 2 , where the normalized power requirement is plotted versus the bit-rate-to-bandwidth ratio Rb/ W. The power requirements are normalized by P0oK = wb Q-1(10-6), the power required by OOK in the ideal case (W = -) to achieve a bit error rate.
In Fig. 2 (a) we plot power requirement versus Rb/W when equalization is not used. We see that some modulation schemes are more sensitive to IS1 than others. At large bandwidth (Rb/W < O.l), the IS1 penalties are small. At one extreme is OOK (represented by the symbol 'x'), with a power requirement increasing slowly with decreasing bandwidth. At the other extreme is OPPM, for which the power requirement grows rapidly with decreasing bandwidth. It is thus highly desirable to use signal processing at the receiver to mitigate ISI, either equalization or maximum-likelihood sequence detection.
In contrast to the unequalized results of Fig. 2(a) , the results of Fig. 2(b) are based on the maximum-likelihood sequence detector (MLSD). Comparing Fig. 2(a) and Fig. 2(b) , we see that MLSD offers significant improvement. The power requirements do not grow as rapidly as in the unequalized case, and the normalized power requirement is always less than 12 dB, even when Rb/W = 1. We note that MLSD is much more effective in reducing the power requirement for OOK than for other modulation schemes.
The exact capacity Iiid of (23) is difficult to evaluate, but we can form an estimate i i i d by choosing N suitably large in (23) rather than letting N + m, and by using the Monte Carlo method with Q sample vectors to approximate the multiple integral. In When S N R = 3.3 dB, the channel capacity is 0.95 bitdcodeword when the channel is ideal, but is only 0.18 bits/codeword when Rb/W = 0.5. To achieve a capacity of 0.95 bits/codeword using 2 PPM at Rb/W = 0.5, the required SNR is 9.5 dB. In contrast, we see from Fig. 2 (b) that an uncoded 2-PPM system with MLSD requires an additional 3.3 dB, or 12.8 dB SNR, to achieve BER at Rb/ W = 0.5. Thus, the coding gain for a code based on 2-PPM can be at most 3.3 dB in this case. Higher coding gains are possible for higher-order alphabets.
VI. Conclusions
We have examined the performance of multiple PPM and its variants PPM and OPPM on IS1 channels with additive white Gaussian noise. We have derived the channel capacity over IS1 channels of multiple PPM and its variants PPM, OPPM, and OOK with additive white Gaussian noise, assuming the codewords are independent and uniformly distributed. For numerical comparisons we considered a first-order low-pass filter channel with bandwidth W. The error probability and channel capacity results indicates that, although PPM modulation schemes are extremely power efficient across ISI-free channels, their power efficiency drops dramatically on IS1 channels.
