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A FUNCTORIAL APPROACH TO MONOMORPHISM CATEGORIES
FOR SPECIES I
NAN GAO, JULIAN KU¨LSHAMMER, SONDRE KVAMME,
AND CHRYSOSTOMOS PSAROUDAKIS
Abstract. For any generalised species over a locally bounded quiver we investigate ab-
stract versions of the monomorphism category as studied by Ringel and Schmidmeier. We
prove that analogues of the kernel and cokernel functor send almost split sequences over
the path algebra and the preprojective algebra to split or almost split sequences in the
monomorphism category.
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1. Introduction
Let A be an Artin algebra. In [RS06, RS08], Ringel and Schmidmeier studied two
subcategories of the category H(A) of homomorphisms of A-modules, i.e. the category
with objects (M,N, h) where M and N are A-modules and h : M → N is a homomor-
phism (morphisms are given by commutative squares). The two categories are the full
subcategories of H(A) where h is a monomorphism, denoted by S(A), and where h is an
epimorphism, denoted by F(A). They proved that these subcategories are functorially
finite and extension-closed, whence they have almost split sequences. Further, they study
the relationship between almost split sequences in S(A) and F(A) and almost split se-
quences in the category of all homomorphisms. One of their key results in this situation
is that the kernel and the cokernel functor H(A) → S(A) and H(A) → F(A) defined in
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the obvious way send almost split sequences in the category of homomorphisms to a di-
rect sum of almost split sequences and split sequences in the category of monomorphisms
and epimorphisms, respectively. The subcategory of monomorphisms is closely related
to the category of Gorenstein projective modules over the triangular matrix ring ( A A0 A ).
Namely, a module over the triangular matrix ring is Gorenstein projective if and only
if it is a monomorphism between Gorenstein projective modules whose cokernel is also
Gorenstein projective, see [JK11, Corollary 3.6]. Recently, these results by Ringel and
Schmidmeier as well as the connections to Gorenstein projective modules have been fur-
ther explored, see e.g. [Zha11, XZ12, LZ13, XZZ14, RZ17, Ku¨l17, Kva17, Kva18]. Noting
that H(A) ∼= mod(A ⊗ kA2) ∼= mod ( A A0 A ), where A2 denotes the Dynkin quiver A2, the
generalisations are in two directions: Firstly, they concern monomorphism categories for
algebras of the form A ⊗ kQ where Q is a finite quiver, or more generally categories of
functors Q → modA where Q is a locally bounded quiver, and secondly monomorphism
subcategories in module categories of algebras of the form ( A X0 B ), where A and B is an
Artin algebra and X is a B-A-bimodule.
The goal of this paper is to simultaneously generalise the existing results, covering in
particular the context of pro-species of algebras introduced by the second author in [Ku¨l17],
and to offer a more conceptual explanation. This conceptual explanation is provided by
the following theorem.
Theorem A (Theorem 3.1). Let A, A˜ be abelian categories. Let (L,R) be an (arbitrary)
adjoint pair with L : A˜ → A. Assume that the counit of the adjunction εL⊣R : LR→ IdA is
a monomorphism. If g : A→ A′ is a right almost split morphism in A, then R(g) : R(A)→
R(A′) is either split or right almost split in Im(R).
In the context of Ringel and Schmidmeier, the adjoint pair (L,R) is in fact given
by the cokernel-kernel adjunction. The corresponding images are the epimorphism and
the monomorphism category, respectively. This instance can be generalised by regard-
ing the cokernel-kernel adjunction as an adjunction between Fun(proj kA2,modΛ) and
Fun(inj kA2,modΛ), where A2 denotes the Dynkin quiver A2. Let A and B be abelian
categories, and assume B is essentially small and has enough projectives and injectives.
Let L : Fun(projB,A)→ Fun(injB,A) be the functor given by the composite
L : Fun(projB,A)
•̂
−→ Fun(B,A)
res
−→ Fun(injB,A)
where •̂ extends a functor F : projB → A to a right exact functor F̂ : B → A as in
diagram (3.2.1), and where res is the restriction functor. Dually, let R : Fun(injB,A) →
Fun(projB,A) be the functor given by the composite
R : Fun(injB,A)
•˜
−→ Fun(B,A)
res
−→ Fun(projB,A)
where •˜ extends a functor F : injB → A to a left exact functor F˜ : B → A, and where res
is the restriction functor.
Theorem B (Theorem 3.5). The following holds:
(i) The functor L is left adjoint to R;
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(ii) If B is 1-Gorenstein, then the counit of the adjunction L ⊣ R is a monomorphism. In
particular, if g is a right almost split morphism in Fun(projB,A), then L(g) is a split
or right almost split morphism in the full subcategory of Fun(injB,A) whose objects
are restrictions of left exact functors in Fun(B,A).
This approach generalises the theory of monomorphism categories to functor categories,
similarly to [Kva17]. However, it does not apply to categories of generalised species like
modules over the matrix ring ( A X0 B ). For this we develop an alternative approach to which
Theorem A still applies.
Let C be an abelian category. Let X be an endofunctor on C whose right adjoint Y
coincides with its left adjoint. The main technical assumption we need is that the coproduct
of the powers of X coincides with the product of the powers of X (and the same condition
for Y ), see Assumption 2.1. (see [Iov06, EH17] for a similar condition in the literature).
The third condition we ask for is that there are no epimorphisms X(M) → M and no
monomorphismsM → Y (M) for every non-zeroM ∈ C. This is an analogue of Nakayama’s
lemma and is implied by the other conditions in many interesting situations, e.g. if C has
enough projectives and injectives or if X is nilpotent.
The example the reader should have in mind, is the categorical framework for studying
( A X0 B ) where X is an A-B-bimodule, projective from either side. In this case the underlying
category C = mod(A × B), and the endofunctor X (by slight abuse of notation we use
the same notation as for the bimodule) is given by X ⊗B eB(−) where eB = ( 0 00 1 ). Here
we assume that the bimodules HomA(X,A) and HomBop(X,B) are isomorphic as B-A-
bimodules so that the left and right adjoint of the endofunctor X coincide. In this case
our assumptions easily follow from X2 = 0. More generally, our setup allows to study
monomorphism categories associated to (generalised) species as defined and studied in
[Li12, GLS17, LY17, Geu17, Ku¨l17]. A generalised species associated to a (locally bounded)
quiver Q is an association of a finite dimensional algebra Λi to each vertex i of Q and a
Λj-Λi-bimodule Λα to each arrow α : i → j. In this case C = mod(
∏
i∈Q0
Λi) and X is
the endofunctor given by (Mi)i∈Q0 7→ (
⊕
t(α)=i Λα⊗Λs(α) Ms(α))i∈Q0. For the left and right
adjoint of X to coincide we assume that Λα is projective as a left Λj-module as well as a
right Λi-module, and that
HomΛj(Λα,Λj)
∼= HomΛopi (Λα,Λi)
as Λi-Λj-bimodules for each α : i→ j in Q. In [Ku¨l17] this is called a dualisable pro-species
of algebras. The locally boundedness of Q again ensures that X satisfies the assumptions
as it is “locally” nilpotent at each vertex and coproducts and products are computed
pointwise.
Returning to the general setup we consider the free monad T (X) and its adjoint, the
cofree comonad W (Y ) (Definition 5.3). We consider the Eilenberg–Moore category CT (X),
which can be equivalently described as the category of homomorphisms X(M) → M . In
this case the Eilenberg–Moore adjunction f! ⊣ f
∗ with f! : C → C
T (X) and f ∗ : CT (X) → C,
admits a Nakayama functor ν in the sense of [Kva18] with right adjoint ν−. We show
that the image of ν− coincides with the category of Gorenstein projectives GP proj(C
T (X))
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relative to the adjunction f! ⊣ f
∗ studied in [Kva18]. If C has enough projectives and there
are no epimorphisms X(M) → M for M 6= 0, then GP proj(C
T (X)) can also be described
as the subcategory of monomorphisms X(M) → M . Dually, the image of ν coincides
with the category of Gorenstein injective objects GI inj(C
T (X)) relative to the adjunction
f! ⊣ f
∗ studied in [Kva18]. If C has enough injectives and there are no monomorphisms
M → Y (M) for M 6= 0, then GI inj(C
T (X)) can also be described as the subcategory of
epimorphisms M → Y (M). Furthermore, the adjunction ν ⊣ ν− satisfies the assumptions
of Theorem A.
Theorem C (Theorem 6.40 and Corollary 6.19). Let C and X : C → C satisfy the above
assumptions, i.e. Assumption 2.1. Assume that C has enough projectives and enough
injectives. Assume furthermore that CT (X) is Krull–Schmidt and has almost split sequences.
(i) The subcategories GP proj(C
T (X)) and GI inj(C
T (X)) are functorially finite in CT (X). In
particular, GP proj(C
T (X)) and GI inj(C
T (X)) have almost split sequences.
(ii) Let g be a right almost split morphism in CT (X). Then, ν−(g) is a split epimorphism
or a right almost split morphism in GP proj(C
T (X)).
(iii) Let 0 → A′′
g′
−→ A
g
−→ A′ → 0 be an almost split sequence in CT (X) with A′ ∈
GI inj(C
T (X)) non-projective. Then 0 → ν−(A′′)
ν−(g′)
−−−→ ν−(A)
ν−(g)
−−−→ ν−(A′) → 0 is a
direct sum of an almost split sequence and a split exact sequence in GP proj(C
T (X)).
In the setup of generalised species described before, the Eilenberg–Moore category CT (X)
is equivalent to the category of representations of the species while GP proj(C
T (X)) coin-
cides with the monomorphism category associated to the species, i.e. the category of all
representations such that the map Mi,in :
⊕
t(α)=i Λα ⊗Λs(α) Ms(α) → Mi is a monomor-
phism for all i ∈ Q0. Dually, the subcategory GI inj(C
T (X)) coincides with the epimorphism
category associated to the species, i.e. the category of all representaitons such that the
map Mi,out : Mi →
⊕
s(α)=iHomΛopi (Λα,Λi)⊗Λt(α) Mt(α) is an epimorphism.
Given a functor X as above (under stronger assumptions on C), we can also construct
the preprojective monad Π(X) as the quotient monad of the free monad T (X, Y ) by the
natural transformation ρ − ρ′ where ρ and ρ′ are induced by the units of the adjunctions
X ⊣ Y and Y ⊣ X , respectively. Hence, the Eilenberg–Moore category CΠ(X) can be
identified with the subcategory of pairs of morphisms h1 : X(M) → M,h
′
1 : Y (M) → M
such that h′1Y (h1)η
X⊣Y
M = h1X(h
′
1)η
Y ⊣X
M .
One can then consider ν as a functor from the Eilenberg–Moore category CΠ(X) to
GP proj(C
T (X)) by precomposing with the forgetful functor g∗ : CΠ(X) → CT (X). The first
part of the following theorem generalises a theorem of Ringel [Rin98, Theorem A] for the
path algebra of a finite quiver to our setup. The second part generalises unpublished work
by the first and last named author in the case of the preprojective algebra associated to
Ringel–Schmidmeier’s situation, which is isomorphic to the Morita ring, see [Ku¨l17].
Theorem D (Theorem 7.9). Let C and X : C → C satisfy the above assumptions, i.e.
Assumption 2.1. Assume that C has enough injectives and that furthermore CT (X) is Krull–
Schmidt and has almost split sequences.
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(i) The category CΠ(X) is equivalent to the category of morphisms (M,h)→ τ((M,h)) in
CT (X).
(ii) Let 0 → L → M → N → 0 be an almost split sequence in CΠ(X). Assume that
ν−g∗(N) is not projective. then the sequence 0 → (ν−g∗)(L) → (ν−g∗)(M) →
(ν−g∗)(N) → 0 is exact. Furthermore, it is either split exact or a direct sum of
a split exact and an almost split sequence in GP proj(C
T (X)).
In a second paper in preparation [GKKP19] we will provide an analogue of the explicit
description of the Auslander–Reiten translation obtained in [RS08] for the monomorphism
category S(A) to the subcategory GP proj(C
T (X)) using an explicit description of the (min-
imal) right approximation with respect to the subcategory GP proj(C
T (X)).
The article is structured as follows. In Section 2 we set up our notation for this paper. In
Section 3, we give a proof of Theorems A and B. In Section 4 we give a slight generalisation
of pro-species of algebras called phyla and its category of modules. This will be the main
source of examples for our set-up. Section 5 recalls the notion of a monad with particular
emphasis on the free monad. Furthermore, analogues of the top and socle functor are
introduced in the abstract setting. Section 6 is devoted to the proof of Theorem C using
the theory of adjunctions with Nakayama functors introduced in [Kva17]. Furthermore,
we show that in our setup the category of (relative) Gorenstein projective objects can be
described as a generalisation of the monomorphism category. In the final section, Section
7, we introduce an analogue for the preprojective algebra in our setup and give a proof of
Theorem D.
2. Notation
Throughout, for a category C we write C(X, Y ) for the set of morphisms from X to Y . In
the case of the category modA of finite dimensional left modules over a finite dimensional
algebra A, as is standard, we use HomA(X, Y ) instead. Denote the category of abelian
groups by Ab.
Let all functors between additive categories be additive. For an endofunctor X : C → C
we define X0 = IdC and X
i := X ◦X ◦ · · · ◦X︸ ︷︷ ︸
i times
for i > 0. For a category C, we use
∐
iMi
for the coproduct of the objects Mi and
∏
iMi for their product. In case the two are
isomorphic via the natural map
∐
iMi →
∏
iMi we refer to it as the biproduct and use
the notation
⊕
iMi.
For future reference we fix the following setup:
Assumption 2.1. Let C be an abelian category. Let X : C → C be an endofunctor of
C. Assume that the left adjoint Y of X coincides with the right adjoint of X . Assume
furthermore that the biproducts
⊕
i≥0X
i(M) and
⊕
i≥0 Y
i(M) exist for all M ∈ C.
A quiver Q = (Q0, Q1, s, t) is a directed graph with vertex set Q0, arrow set Q1 and
functions s, t : Q1 → Q0 specifying the source and the target of an arrow, respectively. A
quiver Q is called locally finite if for every x, y ∈ Q0, the set Q(x, y) = {α ∈ Q1|s(α) =
x, t(α) = y} is finite. A locally finite quiver is called locally bounded if for every x
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there exist only finitely many y such that Q(x, y) 6= ∅ and only finitely many y such that
Q(y, x) 6= ∅. We will denote vertices of quivers in typewriter font i, j, k.
For abelian categories C˜ and B′ we denote by Fun(C˜,B′) the category of all (covariant)
additive functors C˜ → B′ and by proj C˜, respectively inj C˜ the full subcategory of projective,
respectively injective objects in C˜.
Furthermore, for functors L : A → A˜ and R : A˜ → A we write L ⊣ R if L is left adjoint
to R and denote the unit and counit of the adjunction by ηL⊣R and εL⊣R, respectively. The
adjunction isomorphism will be denoted by adjL⊣RM,N : A˜(L(M), N) → A(M,R(N)) where
we omit the subscript when M and N are clear from the context.
3. Extension of functors
This section provides the proof of Theorem A right at the start. It is a generalisation of
the result of Ringel and Schmidmeier concerning the kernel functor and the monomorphism
category, see [RS08, Lemma 3.1]. Recall that a morphism g : A → A′ in a category A
is called right almost split if g is not a split epimorphism and for every morphism
h : B → A′ which is not a split epimorphism there exists a morphism h′ : B → A such that
gh′ = h. The notion of a left almost split morphism is defined dually. Furthermore for
a functor R : A → A˜ we denote by
ImR := {A˜ ∈ A˜ | A˜ ∼= R(A) for some A ∈ A}
the essential image of R, considered as a full subcategory of A˜.
Theorem 3.1. Let A and A˜ be abelian categories. Let L : A˜ → A be left adjoint to
R : A → A˜.
(i) Assume that the counit of the adjunction εL⊣R : LR → IdA is a pointwise monomor-
phism. If g : A→ A′ is a right almost split morphism in A then R(g) : R(A)→ R(A′)
is either split or right almost split in Im(R).
(ii) Assume that the unit of the adjunction ηL⊣R : IdA˜ → RL is a pointwise epimorphism.
If g : A˜′ → A˜ is a left almost split morphism in A˜ then L(g) : L(A˜′)→ L(A˜) is either
split or left almost split in Im(L).
Proof. We only prove (i). The proof of (ii) is dual. Let h : R(B)→ R(A′) be a morphism
which is not a split epimorphism. We show that it factors through R(g). Applying L and
composing with the counit of the adjunction we obtain a map εL⊣RA′ ◦L(h) : (LR)(B)→ A
′.
Assume that this was a split epimorphism. Since εL⊣R is a pointwise monomorphism
by assumption, this would imply that εL⊣RA′ is an isomorphism and hence that L(h) is
a split epimorphism. Thus, (RL)(h) : (RLR)(B) → (RLR)(A′) is a split epimorphism.
However, the composition of the unit and the counit R→ RLR→ R is the identity natural
transformation onR. In particular, the mapRεL⊣R : RLR→ R is a pointwise epimorphism.
But it is also a pointwise monomorphism as εL⊣R is a pointwise monomorphism and R is
left exact. Thus, the functors RLR and R are naturally isomorphic via RεL⊣R with inverse
A FUNCTORIAL APPROACH TO MONOMORPHISM CATEGORIES FOR SPECIES I 7
ηL⊣RR . In particular, the commutative diagram
(RLR)(B) (RLR)(A′)
R(B) R(A′)
(RL)(h)
ηL⊣R
R(B)
h
ηL⊣R
R(A′)
implies that the map h is a split epimorphism, which contradicts our assumption. Thus,
εL⊣RA′ ◦ L(h) : (LR)(B) → A
′ is not a split epimorphism, hence it factors through g, i.e.
there exists h′ : (LR)(B)→ A such that gh′ = εL⊣RA′ ◦L(h). Applying the adjunction yields
a factorisation h = R(g)R(h′)ηL⊣RB of h through R(g) by naturality of the adjunction. 
The condition of the counit being a pointwise monomorphism seems strange at first
sight as being a pointwise epimorphism is much more common. In fact the counit being
a pointwise epimorphism is equivalent to the right adjoint being faithful. But there are
other instances where the condition of the counit being a pointwise monomorphism has
been considered, see e.g. [GT92, Proposition 2.4], [CW11].
For our needs in the sequel, we recall the notion of finitely presented functors studied
by Auslander in [Aus66] under the name coherent functors. Let C be an additive category
with weak kernels, that is, for each morphism f : L → M in C there exists a morphism
g : N → L in C such that the sequence
HomC(−, N)→ HomC(−, L)→ HomC(−,M)
is exact. A functor F : Cop → Ab is called finitely presented if there exists an exact
sequence of functors
HomC(−,M)→ HomC(−, N)→ F → 0
with M and N in C. The category of finitely presented functors over C is denoted by
f. p.(Cop,Ab). Let Y : C → f. p.(Cop,Ab), C 7→ HomC(−, C) denote the Yoneda embedding.
Since C has weak kernels, f. p.(Cop,Ab) is an abelian category with enough projective
objects. We refer to [Aus66, Kra98] for more details on finitely presented functors.
Let C˜ be an abelian category with enough projectives. It is then known that the category
f. p.((proj C˜)op,Ab) is equivalent to C˜, see [Kra98, Proposition 2.3]. Furthermore, it follows
from [Kra98, Universal Property 2.1] that for every abelian category B′ every additive
functor F : proj C˜ → B′ can be extended uniquely, up to a natural isomorphism, to a right
exact functor F̂ : f. p.((proj C˜)op,Ab)→ B′ such that F̂ ◦Y = F , i.e. the following diagram
commutes :
(3.1.1)
f. p.((proj C˜)op,Ab) B′
proj C˜
F̂
Y
F
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More precisely, given a finitely presented functor Φ in f. p.((proj C˜)op,Ab) and a choice of
projective presentation
proj C˜(−, P1) proj C˜(−, P0) Φ 0
(−,f)
then F̂ (Φ) := CokerF (f). Using the equivalence C˜ ∼= f. p.((proj C˜)op,Ab) this corresponds
to choosing a projective presentation P1
f
−→ P0 → A in C˜ for each object C˜ ∈ C˜ (choosing
the trivial one for each projective object), and defining F̂ (C˜) := CokerF (f). It can be
checked that this defines a functor
•̂ : Fun(proj C˜,B′)→ Fun(C˜,B′), F 7→ F̂ .
It is defined on morphisms as follows: Let α : F → F ′ a natural transformation where F
and F ′ lie in Fun(proj C˜,B′). Then there is an exact commutative diagram:
(3.1.2)
F (P1) F (P0) F̂ (Φ) 0
F ′(P1) F
′(P0) F̂ ′(Φ) 0
αP1
F (f)
αP0 α̂Φ
F ′(f)
Dually, if C˜ is an abelian category with enough injective objects, then the category of
finitely presented functors f. p.((inj C˜)op,Ab) is equivalent to C˜op, i.e.
C˜ ∼= (f. p.((inj C˜)op,Ab))op.
This equivalence implies that any additive functor inj C˜ → B′ can be extended uniquely
up to natural isomorphism to a left exact functor C˜ → B, i.e. we can define a functor
•˜ : Fun(inj C˜,B′)→ Fun(C˜,B′), F 7→ F˜
by choosing an injective copresentation 0 → C˜ → I0
f
−→ I1 for each C˜ ∈ C˜ (choosing the
trivial one for each injective object) and defining F˜ (C˜) = kerF (f). We now recall the
following result due to Auslander.
Proposition 3.2 ([Aus66, Proposition 2.1]). Let C˜ and B′ be abelian categories.
(i) Assume that C˜ has enough projectives. Then, the functor •̂ is left adjoint to the
restriction functor Fun(C˜,B′)→ Fun(proj C˜,B′).
(ii) Assume that C˜ has enough injectives. Then, the functor •˜ is right adjoint to the
restriction functor Fun(C˜,B′)→ Fun(inj C˜,B′).
Denote by Lex(C˜,B′) the full subcategory of Fun(C˜,B′) of all left exact functors and by
Rex(C˜,B′) the full subcategory of all right exact functors.
Lemma 3.3. Let C˜ and B′ be abelian categories.
(i) Assume that C˜ has enough projectives, then there is an equivalence of categories
•̂ : Fun(proj C˜,B′) ∼= Rex(C˜,B′).
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(ii) Assume that C˜ has enough injectives. Then there is an equivalence of categories
•˜ : Fun(inj C˜,B′) ∼= Lex(C˜,B′).
Proof. This is well-known. For the reader’s convenience we sketch the proof of (i), the
proof of (ii) is dual.
It suffices to show that there is an equivalence of categories between Fun(proj C˜,B′) and
Rex(f. p.((proj C˜)op,Ab),B′). We claim that the assignment F 7→ F̂ induces an equivalence
between Fun((proj C˜,B′) and Rex(f. p.((proj C˜)op,Ab),B′).
We first show that •̂ is essentially surjective. Let H : f. p.((proj C˜)op,Ab) → B′ be a
right exact functor. Set K = H ◦ Y : proj C˜ → B′. By the Universal property (3.1.1)
K̂ ◦ Y = K = H ◦ Y.
This shows that the functors K̂ and H coincide on projective objects. Since they are both
right exact, it follows that K̂ is naturally isomorphic to H .
We now show that the functor •̂ is full. Suppose that there is a morphism h : F̂ → F̂ ′.
From the commutativity of diagram (3.1.1) we have F (P ) = F̂ (P ) and F ′(P ) = F̂ ′(P ) for
every P in proj C˜. Denote by h′ : F → F ′ the restriction of h to proj C˜. This implies that
there is an exact commutative diagram similar to (3.1.2), where the vertical maps are now
h′P1 and h
′
P0
. The latter maps induce a morphism ĥ′Φ : F̂ (Φ) → F̂ ′(Φ). By the universal
property of cokernels we obtain that the natural transformations h and ĥ′ are equal.
Finally, we show that the functor •̂ is faithful. Suppose that there is a natural transfor-
mation α : F → F ′ such that α̂ = 0. Composing with the Yoneda functor Y yields that
0 = α̂Y : F̂ ◦ Y → F̂ ′ ◦ Y. Since F = F̂ ◦ Y and F
′ = F̂ ′ ◦ Y we infer that α = 0. This
completes the proof that the functor •̂ is an equivalence of categories. 
Let C˜ and B′ be abelian categories. Assume that C˜ has enough projectives and enough
injectives. Let R be the functor Fun(injB,A)→ Fun(projB,A) given by composing •˜ with
the restriction to projB. Dually, let L : Fun(projB,A) → Fun(injB,A) be the functor
given by composing •̂ with restriction to injB. This gives the following diagram:
Lex(B,A) Fun(injB,A) Fun(B,A)
Fun(B,A) Fun(projB,A) Rex(B,A)
•˜
R
res
res •̂
L
It follows from Proposition 3.2 that L is left adjoint to R.
We now recall from [BR07, Chapter VII] the notion of Gorenstein abelian categories.
Let A be an abelian category with enough projective and injective objects. Associated to
A we consider the following homological invariants :
spliA = sup{projdimA I | I ∈ injA} and silpA = sup{injdimA P | P ∈ projA}
The category A is called Gorenstein if spliA <∞ and silpA <∞. Moreover, A is called
n-Gorenstein if the maximum of spliA and silpA, is less or equal to n.
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Lemma 3.4. Let A and B be abelian categories. Assume that B has enough projectives
and enough injectives.
(i) If spliB ≤ 1, then the counit of the adjunction (L,R) is a pointwise monomorphism.
(ii) If silpB ≤ 1, then the unit of the adjunction (L,R) is a pointwise epimorphism.
Proof. We only prove (i), the proof of (ii) is dual. Let J ∈ injB. Take a projective
presentation 0 → P1 → P0 → J → 0 which exists as the projective dimension of all
injective objects of B is smaller or equal to 1. Let Z ∈ Fun(injB,A). As R(Z) is left exact,
this yields the following diagram by the definition of L:
R(Z)(P1) R(Z)(P0) (LR)(Z)(J) 0
0 R(Z)(P1) R(Z)(P0) R(Z)(J) = Z(J)
id id (εL⊣RZ )J
Applying the snake lemma yields that (εL⊣R)Z is a monomorphism. 
As a consequence of Lemma 3.4 we have the following result.
Corollary 3.5. Let A and B be abelian categories. Assume that B is 1-Gorenstein. Then
the counit, respectively the unit, of the adjunction (L,R) is a monomorphism, respectively
an epimorphism. In particular, the image of a right almost split morphism under R is
either split or right almost split in ImR. Dually, the image of a left almost split morphism
under L is either split or right almost split in Im L.
Example 3.6. In this example we explain how to derive Ringel–Schmidmeier’s original
result from our setup. Let Λ be a finite dimensional algebra and Q be the A2-quiver 1→ 2.
Let A = modΛ and B = modkQ. Then Fun(projB,A) ∼= Fun(injB,A) ∼= mod kQ ⊗ Λ.
Furthermore, via this equivalence, L and R can be identified with the cokernel and kernel
functor, respectively. We point that using the methods in this section, we can replace kQ
with an arbitrary 1-Iwanaga–Gorenstein algebra B and analogous results will hold in this
setup. In this case, one still has the equivalence projB ∼= injB. Let us point out, that
there are other categories B, which do not fall in such a class but satisfy the assumptions
for our main results in this section. One such example is obtained by letting B be the
category of at most countable abelian groups1.
4. Phyla and species
In this section, we introduce what will be our running ‘example’ in later sections. It is
a generalisation of Gabriel’s concept of a species, [Gab73], which was studied intensively
by Dlab and Ringel in a series of papers [DR74a, DR74b, DR75, DR76]. The setup was
recently generalised under different names in [Li12, GLS17, LY17, Geu17, Ku¨l17]. We
propose a further generalisation in a similar vein as [Fir16].
1The authors would like to thank Steffen Oppermann and Jeremy Rickard for independently providing
this example.
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We call an adjunction of the form G ⊣ F ⊣ G ambidextrous following Baez [Bae01].
Ambidextrous adjunctions were first investigated by Morita in [Mor65] in the situation
where F is the restriction functor along a ring homomorphism R → S. In case of an
embedding, he found that this is equivalent to the extension being Frobenius in the sense
of [Kas61]. Therefore, other authors call functors with coinciding left and right adjoint
Frobenius functors, see e.g. [MW13].
Definition 4.1. Let Q be a quiver. A phylum A on Q is an assignment of an abelian
category Ai to each vertex i ∈ Q0 and a functor Fα : Ai → Aj to each arrow α : i → j
such that there is an ambidextrous adjunction Gα ⊣ Fα ⊣ Gα.
The categorically inclined reader will realise that this assignment can equivalently be
defined as a strict 2-functor from Q, to the (large) strict 2-category Ambi whose objects
are abelian categories, whose 1-morphisms are functors F admitting an ambidextrous ad-
junction G ⊣ F ⊣ G, and whose 2-morphisms are natural transformations.
Meta-Example 4.2. Let A be a phylum on Q. Assume that each of the Ai is equivalent
to the category of finite dimensional modules over a finite dimensional algebra modΛi.
Since Fα : modΛi → modΛj is right exact (as it is a left adjoint), by the Eilenberg–Watts
theorem it is given by
Fα ∼= Λα ⊗Λi − : modΛi → modΛj
for some Λj-Λi-bimodule Λα. Since Gα is right adjoint to Fα it is given by
Gα ∼= HomΛj(Λα,−) : modΛj → modΛi.
Now since Fα is left exact and Gα is right exact, it follows that Λα is projective as a right
Λi-module as well as a left Λj-module. Again invoking the Eilenberg–Watts theorem we
obtain that
Gα ∼= HomΛj(Λα,Λj)⊗Λj −.
Therefore Fα, being also right adjoint to Gα, can be written as
Fα ∼= Λα ⊗Λi −
∼= HomΛi(HomΛj(Λα,Λj),−)
It follows from the uniqueness assertion of Eilenberg–Watts that
Λα ∼= HomΛi(HomΛj(Λα,Λj),Λi)
or equivalently that
HomΛopi (Λα,Λi)
∼= HomΛj(Λα,Λj)
as Λi-Λj-bimodules. Thus, the assignment of Λi to i ∈ Q0 and Λα to α ∈ Q1 defines a du-
alisable pro-species in the sense of [Ku¨l17]. We write Λα∗ for the bimodule HomΛi(Λα,Λi).
Dually, it is easy to see that a dualisable pro-species of algebras in the sense of [Ku¨l17]
yields a phylum.
Other examples of ambidextrous adjunctions arise in Lie theory.
Example 4.3. (i) Let g be a finite dimensional semisimple complex Lie algebra. Denote
by O ⊆ ModU(g) the BGG category. Let V be a finite dimensional U(g)-module.
Then tensoring with V induces a functor T : V ⊗C − : O → O, see e.g. [Hum08,
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Theorem 1.1 (d)]. Using that V is finite dimensional, it is easy to see that T has
a left and a right adjoint which coincide and are equal to tensoring with DV . We
should admit that since category O decomposes into a sum of blocks O =
⊕
Oχ,
with each Oχ being equivalent to the category of finite dimensional modules over
a finite dimensional algebra Λχ, this example is very close to the ambidextreous
adjunction used for prospecies. The functors T are the basis for the translation
functors which proved to be important in Lie theory. We refer the reader to [Hum08]
and the references therein for more details on the BGG category O.
(ii) In the same spirit as (i) but without the corresponding category being equivalent
to a sum of blocks equivalent to module categories consider the category of GrT -
modules where G is a reductive algebraic group over a field of characteristic p 6= 0
with maximal torus T and Gr is its rth Frobenius kernel. Again tensoring with a
finite dimensional module over the ground field provides a functor with both adjoints
isomorphic to tensoring with its dual. We refer to [Jan03, Section 9.22] for details.
(iii) 2 Let Z and Z ′ be smooth and proper Calabi–Yau varieties of the same dimension.
Let f : Z → Z ′ be a proper map. Then the left adjoint of the inverse image functor
f ∗ : Db(Coh(Z ′)) → Db(Coh(Z)), i.e. the direct image functor, is equal to its right
adjoint, the proper direct image f! as f! = SZ′f
∗S−1Z as Z and Z
′ are Calabi–Yau of
the same dimension and therefore the Serre functors commute with f ∗ and cancel. If
f is in addition flat, then the example restricts to the abelian categories Coh(Z) and
Coh(Z ′). A concrete example is given by any isogeny of abelian varieties.
Similarly to the classical case of quivers and species, one can define a category of repre-
sentations for each phylum A.
Definition 4.4. Let Q be a quiver. Let A be a phylum on Q. An A-representation is
a collection (Mi,Mα)i∈Q0,α∈Q1 where Mi is an object of Ai and Mα : Fα(Mi) → Mj is a
morphism in Aj. A morphism of A-representations (Mi,Mα) → (Ni, Nα) is given by a
collection (ϕi : Mi → Ni)i∈Q0 such that the following diagram commutes for every α ∈ Q1:
Fα(Mi) Mj
Fα(Ni) Nj
Mα
Fα(ϕi) ϕj
Nα
It is straightforward to check that this forms an abelian category with componentwise
composition which we denote by repA. We will provide a proof later on, realising it as the
Eilenberg–Moore category of a right exact monad, see Example 5.19 and Proposition 5.22.
To be more concrete and connect it to representation theory, we give three examples,
how modules over triangular matrix rings can be thought of as representations over phyla,
for details on how to obtain these equivalences, see [Ku¨l17, Example 2.10 (c)].
2The second author wants to thank Greg Stevenson for bringing this example to his attention.
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Example 4.5. (i) Consider the quiver A2 given by 1
α
−→ 2. Then, as noted before a
phylum can be specified by a triple (Λ1,Λ2,Λα), where Λ1,Λ2 are finite dimensional
algebras and Λα is a Λ2-Λ1-bimodule. Its category of representations is equivalent to
the category of modules over the triangular matrix ring
(
Λ1 0
Λα Λ2
)
.
(ii) Consider the quiver A3 given by 1
α
−→ 2
β
−→ 3. In a similar fashion, it is specified by a
5-tuple Λ1
Λα−→ Λ2
Λβ
−→ Λ3. Its category of representations is equivalent to the category
of modules over the triangular matrix ring
 Λ1 0 0Λα Λ2 0
Λβ ⊗Λ2 Λα Λβ Λ3
.
(iii) Consider another quiver of type A3, namely 1
α
−→ 3
β
←− 2. Then, a phylum is specified
by the 5-tuple Λ1
Λα−→ Λ3
Λβ
←− Λ2. Its category of representations is equivalent to the
category of modules over the triangular matrix ring
Λ1 0 00 Λ2 0
Λα Λβ Λ3
.
We will illustrate the main concepts of the paper on these three concrete examples.
Remark 4.6. For a phylum A on Q we can identify the category of A-representations
with sections of the Grothendieck construction of a certain functors as follows: Consider
Q as a category with objects Q0 and morphisms being the paths in Q. Let CAT be the
(large) category of all categories where the morphisms are given by functors. By definition,
a phylum gives rise to a functor F : Q→ CAT. It is given by sending a vertex i in the quiver
Q to the category Ai and a path p = αs · · ·α2α1 to the functor Fp := Fαs · · ·Fα2Fα1 . The
Grothendieck construction for F is a category
∫
F whose objects are pairs (i,Mi) where
i ∈ Q0 and Mi ∈ Ai. A morphism (i,Mi) → (j,Mj) in
∫
F consists of a pair (p, fp)
where p : i → j is a morphism in Q and fp : Fp(M) → M
′ is a morphism in Aj. The
composition of morphisms in
∫
F is given by
(q, fq) ◦ (p, fp) = (q ◦ p, fq ◦ Fq(fp)).
Note that the category
∫
F comes equipped with a forgetful functor
∫
F → Q sending
an object (i,Mi) to i and a morphism (p, fp) to p. A straightforward verification shows
that the category of A-representations can be identified with the category of sections of
this forgetful functor, i.e. the category of functors Q →
∫
F such that the composite
Q →
∫
F → Q is the identity functor. We refer to [Joh02, Section B1.3] and [Lur09,
Section 2.1] for more details on the Grothendieck construction and to [AK13, Asa13] for
applications of the Grothendieck construction in representation theory.
5. Monads and comonads
In this section we recall basic facts on monads and comonads. Of particular interest for
us are the free monad and comonad on endofunctors. The endofunctor we have in mind
with respect to phyla, could be called the ‘push-along’ functor. Application of this functor
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gives the sum of the images of the functors on the arrows. For a general introduction to
monads, see e.g. [Mac98, Chapter VI] and [ARV11, Appendix A].
Definition 5.1. Let C be an additive category.
(i) A monad on C is a tuple (T, η, µ) where T is an additive functor and η : Id → T
and µ : T ◦ T → T are natural transformations such that the diagrams
T 3 T 2
T 2 T
T (µ)
µT µ
µ
and
T
T T 2 T
T (η)
µ
ηT
commute.
(ii) A comonad on C is a tuple (W, ε,∆) where W is an additive functor and ε : W → Id
and ∆: W →W ◦W are natural transformations such that the diagrams
W W 2
W 2 W 3
∆
∆ ∆W
W (∆)
and
W
W W 2 W
∆
εWW (ε)
commute.
By slight abuse of notation, we often write just T for the monad (T, η, µ) and just W
for the comonad (W, ε,∆).
There is a close connection between adjunctions and monads, see also Proposition 5.20.
Remark 5.2. Let L : C → D be a functor between additive categories. Let L ⊣ R
be an adjunction. Then, it is well-known, see e.g. [Mac98, Section VI.1, p.138] that
(LR, εL⊣R, L(ηL⊣RR )) is a comonad on C while (RL, η
L⊣R, R(εL⊣RL )) is a monad on D.
Another standard construction of monads is the association of the free monad and free
comonad to endofunctors. We only use the cases s = 1, 2 in the sequel.
Definition 5.3. Let s ∈ N. Let C be an additive category.
(i) Let X1, . . .Xs : C → C be endofunctors preserving (countable) coproducts. For a word
w in {1, . . . , s} define Xw inductively as X∅ = Id and whenever w can be written as
a concatenation (i, w′) with i ∈ {1, . . . , s} and a word w′ then Xw = Xi ◦Xw′. Note
that this implies that Xw = Xw′ ◦Xw′′ whenever w = (w
′, w′′) for w′, w′′ subwords of
w. Assume that for all M ∈ C, the coproduct
∐
w wordXw(M) exists in C. Then, for
a map f : M → N , the map∐
w word
Xw(f) :
∐
w word
Xw(M)→
∐
w word
Xw(N)
can be defined on the component Xv(M) as the composition of Xv(f) followed by the
inclusion ιv : Xv(N)→
∐
w wordXw(N), where ιv denotes the v-th canonical inclusion.
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This way
T (X1, . . . , Xs) : C → C, M 7→
∐
w word
Xw(M), f 7→
∐
w word
Xw(f)
defines a functor. Define the natural transformation η : Id → T (X1, . . . , Xs) as
ηM = ι∅, the inclusion of M as the component corresponding to the empty word.
Note that T (X1, . . . , Xs)(T (X1, . . . , Xs)(M)) =
∐
w′ wordXw′(
∐
w′′ wordXw′′(M))
∼=∐
w′,w′′ Xw′(Xw′′(M)). Thus, we can define
µ : T (X1, . . . , Xs) ◦ T (X1, . . . , Xs)→ T (X1, . . . , Xs)
componentwise as the identification Xw′(Xw′′(M))→ X(w′,w′′)(M). This way
(T (X1, . . . , Xs), η, µ)
defines a monad, called the free monad on X1, . . . , Xs.
(ii) Dually, let Y1, . . . , Ys : C → C be endofunctors preserving (countable) products. As-
sume that for all M ∈ C, the product
∏
w word Yw(M) exists. Then, similarly as
before, M 7→
∏
w word Yw(M) defines a functor W (Y1, . . . , Ys) : C → C. Its counit
ε : W (Y1, . . . , Ys)→ Id is given by the projection to the component corresponding to
the empty word and comultiplication
∆: W (Y1, . . . , Ys)→ W (Y1, . . . , Ys) ◦W (Y1, . . . , Ys)
is defined in a similar fashion componentwise as an identification. The resulting
comonad is called the free comonad on Y1, . . . , Ys.
Our terminology comes from the analogy with the tensor algebra of e.g. a vector
space. We will not use this fact, but (provided C is essentially small), the association
(X1, . . . , Xs) 7→ T (X1, . . . , Xs) (resp. (Y1, . . . , Ys)→W (Y1, . . . , Ys)) defines a functor from
the category of s-tuples of endofunctors on C to monads on C. The functor T (−) is left
adjoint to the ‘forgetful diagonal’ functor which sends a monad (T, η, µ) to the s-tuple
(T, . . . , T ). Dually, the functor W (−) is right adjoint to the functor sending a comonad
(W, ε,∆) to the s-tuple (W, . . . ,W ).
Remark 5.4. Let s ∈ N. Let C be an additive category. Let X1, . . . , Xs : C → C be
endofunctors preserving (countable) coproducts. Assume that for all M ∈ C the coproduct∐
w wordXw(M) exists in C. Then the functor X =
∐s
i=1Xi preserves countable coproducts
and for all M ∈ C, the coproduct
∐
j≥0X
j(M) exists and there is a natural isomorphism
of monads
T (X1, . . . , Xn)→ T (X).
A similar remark applies to free comonads. For this reason, we will mostly formulate our
results in this section only in the case of s = 1.
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Meta-Example 5.5. Let A be a phylum on a locally bounded quiver Q. Let C :=∏
i∈Q0
Ai. Define X : C → C via
X((Mi)i∈Q0) =
 ∐
α∈Q1
t(α)=j
Fα(Ms(α))

j∈Q0
and Y : C → C via
Y ((Mi)i) =
 ∏
α∈Q1
s(α)=j
Gα(Mt(α))

j∈Q0
on objects and extend them to a functor in the obvious way. As Q is locally bounded, the
sum on each component is finite, thus the functor is well-defined and the coproducts and
products are actually biproducts. As the Fα are left adjoints, they preserve (countable)
coproducts. As in each component, X is defined as a finite sum of Fα, X also preserves
(countable) coproducts. Locally boundedness of Q also guarantees that
∐
i≥0X
i(M) exists.
Thus, we obtain a monad T (X). The argument for W (Y ) is similar.
Example 5.6. In the terminology of Meta-Example 4.2 and Example 4.5:
(i) Let M = (M1,M2) ∈ mod(Λ1 × Λ2), then X(M) = (0,Λα ⊗Λ1 M1) and Y (M) =
(Λα∗ ⊗Λ2 M2, 0).
(ii) LetM = (M1,M2,M3) ∈ mod(Λ1×Λ2×Λ3). Then X(M) = (0,Λα⊗Λ1M1,Λβ⊗Λ2M2)
and Y (M) = (Λα∗ ⊗Λ2 M2,Λβ∗ ⊗Λ3 M3, 0).
(iii) Let M = (M1,M2,M3) ∈ mod(Λ1 × Λ2 × Λ3). Then X(M) = (0, 0, (Λα ⊗Λ1 M1) ⊕
(Λβ ⊗Λ2 M2)) and Y (M) = (Λα∗ ⊗Λ3 M3,Λβ∗ ⊗Λ3 M3, 0).
Definition 5.7. Let L1, L2 : C → D and R1, R2 : D → C be functors. Assume L1 ⊣ R1 and
L2 ⊣ R2 are adjunctions. Following [Mac98], two natural transformations φ : L1 → L2 and
φ′ : R2 → R1 are conjugate if the square
D(L2(M), N) C(M,R2(N))
D(L1(M), N) C(M,R1(N))
D(φM ,N)
adjL2⊣R2
C(M,φ′N )
adjL1⊣R1
commutes for all M ∈ C and all N ∈ D. We say that φ′ is the right conjugate of φ or φ
is the left conjugate of φ′ in this case. It follows from [Mac98, Theorem IV.7.2] that the
left and right conjugate of a given natural transformation is unique.
Proposition 5.8. Let C,D be categories. Let L,R : C → D and G : D → C be functors.
Assume that there are adjunctions L ⊣ G and G ⊣ R. Then ηL⊣G and εG⊣R are conjugate,
and εL⊣G and ηG⊣R are conjugate.
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Proof. This follows from the proof of [Lau06, Theorem 2.15]. For convenience of the reader,
we provide a proof of the first statement. Let M,N ∈ C. The first claim is equivalent to
the following diagram being commutative:
C((GL)(M), N) C(M, (GR)(N))
C(M,N) C(M,N)
adjGL⊣GR
C(ηL⊣GM ,N) C(M,ε
G⊣R
N )
This follows from:
εG⊣RN ◦ adj
GL⊣GR(f) = εG⊣RN ◦ adj
L⊣G ◦ adjG⊣R(f) = εG⊣RN ◦ adj
L⊣G(R(f) ◦ ηG⊣RL(M))
= εG⊣RN ◦G(R(f) ◦ η
G⊣R
L(M))η
L⊣G
M = f ◦ ε
G⊣R
GL(M) ◦G(η
G⊣R
L(M)) ◦ η
L⊣G
M
= f ◦ ηL⊣GM . 
For monads and comonads, there is a stronger sense in which they can be adjoint. This
forces the corresponding Eilenberg–Moore categories to be equivalent, see Proposition 5.28.
Definition 5.9. Let C be a category. Let T (resp. W ) be a monad (resp. comonad) on
C. Then T is said to be right adjoint to W (in the monadic sense) if there exists an
adjunction adjW⊣TM,N : C(W (M), N) C(M,T (N))
∼ such that µ is right conjugate to ∆
and η is right conjugate to ε, i.e. the following two diagrams commute for all M,N ∈ C:
C(W (M), N) C(M,T (N))
C(W 2(M), N) C(M,T 2(N))
adjW⊣TM,N
adjW
2
⊣T2
M,N
C(∆M ,N) C(M,µN )
and
C(W (M), N) C(M,T (N))
C(M,N)
adjW⊣TM,N
C(εM ,N) C(M,ηN )
We say that T is left adjoint to W (in the monadic sense), if there exists an adjunc-
tion adjT⊣WM,N : C(T (M), N) C(M,W (N))
∼ such that µ is left conjugate to ∆ and η
is left conjugate to ε, i.e. the following two diagrams commute for all M,N ∈ C:
C(T (M), N) C(M,W (N))
C(T 2(M), N) C(M,W 2(N))
adjT⊣WM,N
C(µM ,N) C(M,∆N )
adjT
2
⊣W2
M,N
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and
C(T (M), N) C(M,W (N))
C(M,N)
adjT⊣WM,N
C(ηM ,N) C(M,εN )
Given an adjunction between endofunctors, the corresponding free monad and cofree
comonad are adjoint in the monadic sense:
Lemma 5.10. Let C be an additive category. Let X, Y : C → C be endofunctors with
X ⊣ Y . Assume further that
∐
i≥0X
i(M) and
∏
i≥0 Y
i(M) exist for all M ∈ C. Then
(T (X), η, µ) is left adjoint to (W (Y ), ε,∆) in the monadic sense.
Proof. Firstly observe that since X is a left adjoint, it commutes with (countable) coprod-
ucts and dually Y commutes with (countable) products as it is a right adjoint.
Secondly, note that as X ⊣ Y , it follows that X i ⊣ Y i for all i ≥ 0. To show that T (X)
and W (Y ) are adjoint as functors, note that
C
(∐
i≥0
X i(M),M ′
)
∼=
∏
i≥0
C(X i(M),M ′) ∼=
∏
i≥0
C(M,Y i(M ′)) ∼= C
(
M,
∏
i≥0
Y i(M ′)
)
.
It remains to show that η and ε, and µ and ∆ are conjugate, i.e. that the following
diagrams commute:
C(
∐
i≥0X
i(M),M ′) C(M,
∏
i≥0 Y
i(M ′))
C(M,M ′) C(M,M ′)
C(ηM ,M
′) C(M,εM′)
and
C(
∐
k≥0X
k(M),M ′) C(M,
∏
k≥0 Y
k(M ′))
C(
∐
i,j≥0X
i+j(M),M ′) C(M,
∏
i,j≥0 Y
i+j(M ′))
C(µM ,M
′) C(M,∆M′)
The commutativity of the first diagram is easy to see since on the degree 0 part, all the
morphisms are actually identities, while on the positive degree part the morphisms on the
vertical arrows vanish. The commutativity of the second diagram follows from the fact
that µ and ∆ are defined componentwise by identities and the way the adjunction between
X i and Y i is obtained from the adjunction between X and Y . 
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Meta-Example 5.11. Let A be a phylum on a locally bounded quiver Q. Let C, X and
Y be as in Meta-Example 5.5. Then X is left adjoint to Y :
C(X((Mi)i), (Nk)k) ∼= C((
∐
α∈Q1
t(α)=j
Fα(Ms(α)))j, (Nk)k) ∼=
∏
j
∏
α∈Q1
t(α)=j
Aj(Fα(Ms(α)), Nj)
∼=
∏
j
∏
α∈Q1
t(α)=j
Aj(Ms(α), Gα(Nj)) ∼=
∏
i
∏
α∈Q1
s(α)=i
Ai(Mi, Gα(Nt(α)))
∼= C((Mi)i, (
∏
α∈Q1
s(α)=j
Gα(Nt(α)))j) ∼= C((Mi)i, Y ((Nk)k))
Recall that for objects Mi in some additive category, we write
⊕
iMi if both the co-
product
∐
iMi and
∏
iMi exist and are isomorphic via the natural homomorphism. By
imposing the strong assumption that the corresponding biproducts exist, we can also force
an adjunction in the other direction. The condition might seem quite strong but has re-
cently been studied in several contexts, see e.g. [Iov06] for the case of an arbitrary collection
and [EH17] for the case of tensor powers of an object in a monoidal category.
Lemma 5.12. Let C, X, and Y be as in Assumption 2.1. Then, (W (Y ), ε,∆) is left
adjoint to (T (X), η, µ) in the monadic sense.
Proof. As the products and coproducts which need to be preserved are actually biproducts,
and X and Y are adjoint and therefore preserve coproducts resp. products, it follows that
the free monad T (X) and the free comonad W (Y ) are well-defined. In a similar fashion
as before, using that
∐
X i is naturally isomorphic to
∏
X i, and similarly for Y , it follows
that W (Y ) = T (Y ) ⊣ W (X) = T (X) as functors. For the naturality, we have to show that
the following diagrams commute:
C(M,M ′) C(M,M ′)
C(
⊕
Y j(M),M ′) C(M,
⊕
X i(M))
C(εM ,M
′) C(M,ηM′ )
and
C(
⊕
i,j Y
i+j(M),M ′) C(M,
⊕
i,j X
i+j(M ′))
C(
⊕
Y k(M),M ′) C(M,
⊕
Xk(M ′))
C(∆M ,M
′) C(M,µM′ )
Again, the commutativity of the first diagram follows since on the degree 0 part all the
morphisms are identities while the morphisms on the verticeal arrows on positive degree
part vanish. The commutativity of the second diagram follows from the fact that µ and ∆
are defined componentwise by identities. 
This quite strong assumption is satisfied in our example:
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Meta-Example 5.13. Let A be a phylum on a locally bounded quiver. Let X, Y be as
in Example 5.5. As C =
∏
i∈Q0
Ai, sums and products are computed componentwise and
since Q is locally bounded, for M ∈ C the coproduct
∐
i≥0X
i(M) on each component
is finite, thus isomorphic to the product. Therefore, the condition that
∐
X i ∼=
∏
X i is
satisfied. The same holds for Y .
Remark 5.14. (i) Note that the condition that the biproduct exists does not necessarily
imply that X is nilpotent. For example, take Q to be the union of linearly oriented
An-quivers, one for every n. Set Ai = modk and set Fα = Id. Then, X
n(M) does
not vanish for any n with M defined by Mi = k for all i ∈ Q0.
(ii) A more extreme example is given by C being the module category of a quiver of the
form A∞ obtained from quivers of the form
• . . . • . . . •
with n arrows going left and right, by gluing them together at the left and rightmost
vertex while varying n from 1 to +∞. The X as before can be lifted to that setting.
Here, the module M as before gives an example of an indecomposable such that
Xn(M) 6= 0 for every n. But as Q is locally bounded, still
∐
X i ∼=
∏
X i.
(iii) Let Q, resp. Q′ be the A∞-quiver with all arrows pointing towards the unique sink,
resp. originating from a unique source,, i.e.
Q = • • • . . .
Q′ = • • • . . .
Let Λi = Λ for all i ∈ Q0 (resp. Q
′
0) and Λα = Λ for all α ∈ Q1 (resp. Q
′
1). Let M
be the representation of Q (resp. Q′) defined by Mi = k for all i ∈ Q0 (resp. for all
i ∈ Q′0) and Mα = id for all α ∈ Q1 (resp. α ∈ Q
′
1. Then it is easy to see that for
Q we get that
∐
Y i(M) ∼=
∏
Y i(M) but
∐
X i(M) ≇
∏
X i(M) while for Q′ on the
other hand we obtain
∐
X i(M) ∼=
∏
X i(M) and
∐
Y i(M) ≇
∏
Y i(M).
Attached to a monad T is another category, called the Eilenberg–Moore category or
the category of T -algebras. We will use the former terminology, since in our context the
standard example will be representations, not rings.
Definition 5.15. Let C be a category.
(i) Let (T, η, µ) be a monad on C. Then, the Eilenberg–Moore category CT is defined
to be the category with:
objects: pairs (M,h), where M ∈ C and h ∈ C(T (M),M), such that the following
diagrams commute:
T 2(M) T (M)
T (M) M
µM
T (h) h
h
T (M) M
M
h
ηM
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morphisms: CT ((M,h), (M ′, h′)) is the set given by those ϕ ∈ C(M,M ′) such that
the following diagram commutes:
M M ′
T (M) T (M ′)
ϕ
h
T (ϕ)
h′
composition: Composition is given by the composition in C.
unit: The unit is given by the identity map 1M ∈ C(M,M).
(ii) Dually, let (W, ε,∆) be a comonad on C. Then, the (co-)Eilenberg–Moore cate-
gory CW is defined to be the category with:
objects: pairs (N, g), where N ∈ C and g ∈ C(N,W (N)), such that the following
diagrams commute:
N W (N)
W (N) W 2(N)
g
g ∆N
W (g)
N
W (N) N
g
εN
morphisms: CW ((N, g), (N ′, g′)) is the set given by those morphisms ϕ ∈ C(N,N ′)
such that the following diagram commutes:
N N ′
W (N) W (N ′)
g
ϕ
g′
W (ϕ)
composition: Composition is given by the composition in C.
unit: The unit is given by the identity map 1N ∈ C(N,N).
A similar construction to the Eilenberg–Moore category for two endofunctors is given
by the following definition. The notation is inspired by the standard notation (F ↓ G) for
the comma category of morphisms F (M)→ G(N).
Definition 5.16. Let C, D be additive categories.
(i) Let F1, . . . , Fs, G : C → D be functors. Then the category (F1, . . . , Fs ⇓ G) is given
by objects being tuples (M,h1, . . . , hs) where hi : Fi(M) → G(M) are morphisms in
D. Morphisms (M,h1, . . . , hs)→ (N, g1, . . . , gs) are given by morphisms ϕ : M → N
in C such that the following diagram commutes for each i = 1, . . . , s:
Fi(M) G(M)
Fi(N) G(N)
hi
Fi(ϕ) G(ϕ)
gi
Composition and identities are induced from composition and identities in C.
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(ii) Dually let F,G1, . . . , Gt : C → D be functors. Then the category (F ⇓ G1, . . . , Gt)
is given by objects being tuples (M,h1, . . . , ht) where hi : F (M) → Gi(M) are mor-
phisms in D. Morphisms (M,h1, . . . , hs) → (N, g1, . . . , gs) are given by morphisms
ϕ : M → N in C such that the following diagram commutes for each i = 1, . . . , t:
F (M) Gi(M)
F (N) Gi(N)
hi
F (ϕ) Gi(ϕ)
gi
Again, composition and identities are induced from composition and identities in C.
Remark 5.17. A similar remark to Remark 5.4 applies: If D is additive, then (F1, . . . , Fs ⇓
G) ∼= (
∐s
i=1 Fi ⇓ G) and (F ⇓ G1, . . . , Gt)
∼= (F ⇓
∏t
i=1Gi). Therefore in the sequel we
mostly consider the case s = t = 1.
The following lemma is well-known, but the authors were not able to find a published
reference in the stated setting for it.
Lemma 5.18. Let C be an additive category.
(i) Let X : C → C be an endofunctor preserving (countable) coproducts. Assume that for
all M ∈ C the coproduct
∐
X i(M) exists in C. Let T (X) be the associated monad.
Then, the functor CT (X) → (X ⇓ Id) given by (M,h) 7→ (M,h1) where h1 : X(M) →
M is the composition of the canonical inclusion X(M)→ T (X)(M) followed by h, is
an isomorphism of categories.
(ii) Let Y : C → C be an endofunctor preserving (countable) products. Assume that for all
M ∈ C the product
∏
Y i(M) exists in C. Let W (Y ) be the associated comonad. Then
the functor CW (Y ) → (Id ⇓ Y ) given by (M,h) 7→ (M,h1) where h1 : M → Y (M) is
the composition of h followed by the canonical projection W (Y )(M) → Y (M), is an
isomorphism of categories.
Proof. We only proof (i), the proof of (ii) is dual. In order for h : T (X)(M)→ M to be in
the Eilenberg–Moore category, we need the following diagram to commute:
T (X)2(M) T (X)(M)
T (X)(M) M
µM
T (X)(h) h
h
Restricting to the component starting in X i(X(M)) in the upper left corner, we get that
the following diagram needs to commute where hi denotes the composition of the canonical
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inclusion X i(M)→ T (X)(M) followed by h:
X i(X(M)) X i+1(M)
X i(M) M
µT |Xi(X(M))=id
Xi(h1) hi+1
hi
It follows by induction that all hi are determined by h1. In the other direction a map
T (X)(M)→ M is given by h0 = idM , the given h1 and hi+1 = hi ◦X
i(h1). The proof for
morphisms is similar. 
From now on, in the situation of the preceding lemma we will identify the Eilenberg–
Moore category CT (X) with the comma category (X ⇓ Id). Also, we write (M,h) where
h : T (X)(M) → M and (M,h1) where h1 : X(M) → M for an object in this category
interchangeably.
As mentioned before, categories of representations of phyla can be realised as Eilenberg–
Moore categories over the free monad associated to the ‘push-along’ functor.
Meta-Example 5.19. Let A be a phylum on a locally bounded quiver Q. Let C, X , Y
be as in Meta-Example 5.5. Then, CT (X) = repA.
The following proposition gives the well-known correspondence between monads and
adjunctions, see e.g. [Mac98, Theorem VI.2.1].
Proposition 5.20. Let C be a category and (T, η, µ) be a monad on C. Then, there is an
adjunction FT ⊣ UT where FT : C → C
T and UT : C
T → C are given by UT (M,h) = M and
FT (M) = (T (M), µM). The monad associated to the adjunction (FT , UT ) as in Remark
5.2 is T . Dually, for a comonad (W, ε,∆) on C, there is an adjunction UW ⊣ FW where
UW : C
W → C and FW : C → C
W given by UW (M,h) = M and FW (M) = (W (M),∆M).
The comonad associated to the adjunction (UW , FW ) as in Remark 5.2 is W .
Remark 5.21. In the case of the free monad (T (X), η, µ) the adjunction
C(M ′, UT (X)(M,h))
∼=
−→ CT (X)(FT (X)(M
′), (M,h))
sends a morphism g : M ′ → M to a morphism FT (X)(M
′)→ (M,h) whose underlying map
in C is given by (gi)i≥0 :
∐
i≥0X
i(M ′)→M where
gi = h1 ◦X(h1) ◦ · · · ◦X
i−1(h1) ◦X
i(g) : X i(M ′)→M.
Dually in the case of the free comonad (W (Y ), ε,∆), the adjunction
C(UW (Y )(M,h),M
′)
∼=
−→ CW (Y )((M,h), FW (Y )(M
′))
sends g : M → M ′ to a morphism (M,h)→ FW (Y )(M
′) whose underlying map in C is given
by (gi)i≥0 : M →
∏
i≥0 Y
i(M ′) where
gi = Y
i(g) ◦ Y i−1(h1) ◦ · · · ◦ Y (h1) ◦ h1 : M → Y
i(M ′).
24 NAN GAO, JULIAN KU¨LSHAMMER, SONDRE KVAMME, AND CHRYSOSTOMOS PSAROUDAKIS
The Eilenberg–Moore category is particularly well-behaved if T is in addition right exact.
In particular, this holds in the examples we have in mind, as the monads we consider come
with an ambidextrous adjunction.
Proposition 5.22 ([EM65, Proposition 5.3]). Let C be an abelian category and let T be
a right exact monad. Then the Eilenberg–Moore category CT is abelian and the forgetful
functor UT : C
T → C preserves and reflects exact sequences. Dually, if W is a left ex-
act comonad, then the Eilenberg–Moore category CW is abelian and the forgetful functor
UW : C
W → C preserves and reflects exact sequences.
We define four functors, which are generalisations of the functor associating to a vector
space the corresponding simple module and to a module its top or socle in the case of
bound quiver algebras.
Definition 5.23. Let C be an abelian category and X, Y : C → C be endofunctors.
(i) The (left) simple functor S : C → (X ⇓ Id) is defined as M 7→ (X(M)
0
−→M).
(ii) The (right) simple functor S ′ : C → (Id ⇓ Y ) is defined by M 7→ (M
0
−→ Y (M)).
(iii) The top functor topX : (X ⇓ Id)→ C is defined by (M,h1) 7→ Coker h1.
(iv) The socle functor socY : (Id ⇓ Y )→ C is defined by (M,h1) 7→ ker h1.
Remark 5.24. In case that X ⊣ Y it is easy to see that the categories (X ⇓ Id) and
(Id ⇓ Y ) are equivalent via the adjunction isomorphism. Under the equivalence, S is sent
to S ′.
Example 5.25. We use the notation of Examples 4.5 and 5.6. For an arrow α ∈ Q1 denote
by Mα∗ : Ms(α) → Λα∗ ⊗Λt(α) Mt(α) the image of Mα : Λα ⊗Λs(α) Ms(α) under the adjunction
isomorphism corresponding to the adjuntion Λα⊗Λs(α) ⊣ Λα∗ ⊗t(α) −. We give an explicit
description of topX and socY for the phyla in Example 5.6.
(i) For (M1,M2,Mα) ∈ rep(Λ1
Λα−→ Λ2) we obtain topX(M1,M2,Mα) = (M1,CokerMα)
and socY (M1,M2,Mα) = (kerMα∗ ,M2).
(ii) For (M1,M2,M3,Mα,Mβ) ∈ rep(Λ1
Λα−→ Λ2
Λβ
−→ Λ3) we obtain
topX(M1,M2,M3,Mα,Mβ) = (M1,CokerMα,CokerMβ)
and socY (M1,M2,M3,Mα,Mβ) = (kerMα∗ , kerMβ∗ ,M3).
(iii) For (M1,M2,M3,Mα,Mβ) ∈ rep(Λ1
Λα−→ Λ3
Λβ
←− Λ2) we obtain
topX(M1,M2,M3,Mα,Mβ) = (M1,M2,Coker(Mα,Mβ))
and socY (M1,M2,M3,Mα,Mβ) = (kerMα∗ , kerMβ∗ ,M3).
Lemma 5.26. Let C be an abelian category. Let X, Y : C → C be endofunctors. Then,
(topX , S) and (S
′, socY ) form adjoint pairs.
Proof. We only prove the first adjunction, the proof of the second is dual. We need to
prove that C(topX(M,h1), N)
∼= CT (X)((M,h1), S(N)). Denote the canonical projection
M → Coker h1 = topX(M,h1) by π. Suppose f : topX(M,h1)→ N
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g : M → N by g = fπ. We have to check that the following diagram commutes:
X(M) M topX(M,h1) 0
X(N) N,
h1
X(g)
π
g
f
0
i.e. that gh1 = 0, but this is clear since g factors through the cokernel. Dually let
g : (M,h1)→ S(N) be a morphism in C
T . This implies that gh1 = 0 ◦X(g), i.e. g induces
a unique map f : topX(M,h1) → N . It is straightforward to check that the isomorphism
is natural. 
The following lemma is obvious from the definition and the description of the Eilenberg–
Moore category in Lemma 5.18.
Lemma 5.27. Let C be an abelian category and let X : C → C be an endofunctor preserving
(countable) coproducts such that
∐
i≥0X
i(M) exists for all M . Then, UT (X) ◦ S = 1C and
topX ◦FT (X) = 1C. Dually, for an endofunctor Y : C → C preserving (countable) products
such that
∏
i≥0 Y
i(M) exists for all M ∈ C, we get UW (Y ) ◦ S
′ = 1C and socY ◦FW (Y ) = 1C.
We finish this section with another well-known proposition regarding the Eilenberg–
Moore categories of adjoint monad-comonad pairs, see e.g. [EM65, Proposition 3.3].
Proposition 5.28. Let C be an additive category. Let T be a monad on C which is left
adjoint to a comonad W on C in the monadic sense. Then the respective Eilenberg–Moore
categories CT and CW are isomorphic using the adjunction homomorphism.
6. Adjunctions with Nakayama functors
In this section, we recall results from the third author’s paper [Kva18] on Nakayama
functors for adjunctions and apply them to the Eilenberg–Moore adjunction associated to
a free monad.
Definition 6.1 ([Kva18, Definition 1.1.1]). Let A and C be abelian categories and let
f ∗ : A → C be a faithful functor with left adjoint f! : C → A. A Nakayama functor
with respect to f! ⊣ f
∗ is a functor ν : A → A with right adjoint ν− : A → A satisfying:
(i) ν ◦ f! is right adjoint to f
∗.
(ii) The unit of the adjunction ν ⊣ ν− induces a natural isomorphism f! → ν
− ◦ ν ◦ f!.
It follows from [Kva18, Theorem 3.3.4] that a Nakayama functor relative to f! ⊣ f
∗ is
unique up to an equivalence Φ: A → A satisfying Φ ◦ f! = f!. From now on, we fix the
notation f∗ := ν ◦ f! : C → A, so that we have adjunctions f! ⊣ f
∗ ⊣ f∗. Furthermore, we
let P := f!f
∗ and I := f∗f
∗ denote the composites. According to [Kva18, Theorem 3.3.5],
ambidextrous adjunctions (in the monadic sense) are intrically related to the existence of
a Nakayama functor. Under our strong assumptions, such a situation arises.
Lemma 6.2. Let C, X, and Y be as in Assumption 2.1. Suppose that there is an ambidex-
trous adjunction Y ⊣ X ⊣ Y . Then, there is an ambidextrous adjunction W (Y ) ⊣ T (X) ⊣
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W (Y ) in the monadic sense. In particular, the adjunction FT (X) ⊣ UT (X) has a Nakayama
functor.
Proof. The adjointness of the functors follows from Lemmas 5.10 and 5.12. The statement
about the existence of the Nakayama functor then follows from [Kva18, Theorem 3.3.5]. 
In the situation of the above lemma, we write
f! := FT (X) : C → C
T (X)
f ∗ := UT (X) : C
T (X) → C
f∗ := FW (Y ) : C → C
W (Y )
following the notation in Proposition 5.20. Identifying the categories CW (Y ) and CT (X) via
the isomorphism in Proposition 5.28, we get adjunctions f! ⊣ f
∗ ⊣ f∗. We recall from
[Kva18]:
Definition 6.3 ([Kva18, Section 4.1]). Let f! ⊣ f
∗ be an adjunction with a Nakayama
functor. Then an object is called P -projective if it is a direct summand of an object in
the essential image of P . Dually, an object is called I-injective if it is a direct summand
of an object in the essential image of I.
Note that being P -projective is equivalent to being a direct summand of an object in the
essential image of f! as P (M,h) = f!(M) and f!(M) = P (M, 0). Dually, being I-injective
is equivalent to being a direct summand of an object in the essential image of f∗.
Definition 6.4 ([Kva18, Definition 4.1.1]). Let f! ⊣ f
∗ be an adjunction with a Nakayama
functor ν.
(i) An object G ∈ A is Gorenstein P -projective if there exists an exact sequence
Q• = · · ·
f2
−→ Q1
f1
−→ Q0
f0
−→ Q−1
f−1
−−→ · · ·
in A, where Qi = P (Ai) for Ai ∈ A, such that the complex ν(Q•) is exact, and with
Z0(Q•) = ker f0 = G. We denote the full subcategory of A consisting of Gorenstein
P -projective objects by GP proj(A).
(ii) An object G ∈ A is Gorenstein I-injective if there exists an exact sequence
J• = · · ·
g2
−→ J1
g1
−→ J0
g0
−→ J−1
g−1
−−→ · · ·
in A, where Ji = I(Ai) for Ai ∈ A, such that the complex ν
−(J•) is exact, and with
Z0(J•) = ker g0 = G. We denote the full subcategory of A consisting of Gorenstein
I-injective objects by GI inj(A).
It is easy to see that GP proj(A) and GI inj(A) contain the P -projective, and the I-
injective objects, respectively. Note that by [Kva18, Proposition 4.1.5] the categories
GP proj(A) and GI inj(A) are closed under extensions, and are therefore exact categories.
Furthermore, GP proj(A) has the special properties that it is generating (i.e. for every
M ∈ A there exists G ∈ GP proj(A) and an epimorphism G ։ M) and that it is closed
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under direct summands and kernels of epimorphisms, i.e. it is a resolving subcategory of
A, see [Kva18, Proposition 4.1.5]. Dually, GI inj(A) is a coresolving subcategory of A.
The following lemma shows that GP proj(A) has enough injectives and projectives as an
exact category if C has enough injectives and projectives. Furthermore, the injective and
projective objects in GP proj(A) are precisely the summands of objects of the form f!(J)
and f!(Q) where J is an injective and Q is a projective object in C, respectively.
Lemma 6.5. Let f! ⊣ f
∗ be an adjunction with a Nakayama functor ν. Furthermore, let
A ∈ GP proj(A). The following holds:
(i) If J ∈ inj C, then ExtiA(A, f!(J)) = 0 for all i > 0;
(ii) Assume C has enough injectives. Then there exists an exact sequence
0→ A→ f!(J)→ A
′ → 0
where J ∈ inj C and A′ ∈ GP proj(A).
(iii) If Q ∈ proj C, then ExtiA(f!(Q), A) = 0 for all i > 0;
(iv) Assume C has enough projectives. Then there exists an exact sequence
0→ A′ → f!(Q)→ A→ 0
where Q ∈ proj C and A′ ∈ GP proj(A).
Proof. We only prove parts (i) and (ii), parts (iii) and (iv) are proved dually.
(i) The restrictions of the functors f ∗ν : GP proj(A) → C and f! : C → GP proj(A) are
exact and adjoint. It follows from the well-known [LO17, Lemma 3.2] that for A ∈
GP proj(A) and C ∈ C there are isomorphisms
ExtnC((f
∗ν)(A), C) ∼= ExtnGP proj(A)(A, f!(C))
for all n ≥ 0 where ExtnGP proj(A)(−,−) and Ext
n
C(−,−) denote the Yoneda Ext-groups
in the exact category GP proj(A) and the abelian category C, respectively. Since
GP proj(A) is resolving, it follows that GP proj(A) satisfies the dual of condition (C2)
in [Kel96, Section 12], and hence by the dual of [Kel96, Theorem 12.1], the induced
functor
D−(GP proj(A))→ D
−(A)
between the derived categories of the exact category GP proj(A) and the abelian
category A is fully-faithful. Hence, we obtain that
ExtnGP proj(A)(A, f!(C))
∼= HomD−(GP proj(A))(A, f!(C)[n])
∼= HomD−(A)(A, f!(C)[n]) ∼= Ext
n
A(A, f!(C))
where the first isomorphism for exact categories is well-known, see e.g. [Pos11, Propo-
sition A.13]. In particular, combining these isomorphisms, we obtain that
ExtiA(A, f!(J))
∼= ExtiC((f
∗ν)(A), J) = 0
for all i > 0 since J is injective in C. This proves part (i).
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(ii) Now assume C has enough injectives. Since A ∈ GP proj(A), by definition there exists
an exact sequence
0→ A
i
−→ f!(B)
p
−→ A′′ → 0
with A′′ ∈ GP proj(A). Choose a monomorphism B
j
−→ J in C with J ∈ inj C, and set
A′ := Coker(f!(j) ◦ i). Then there is a commutative diagram
0 A f!(B) A
′′ 0
0 A f!(J) A
′ 0
i
1A f!(j)
f!(j)◦i
with exact rows. It follows by the snake lemma that A′′ → A′ is a monomorphism
with cokernel isomorphic to Coker f!(j) ∼= f!(Coker j). Since A
′′ ∈ GP proj(A) and
f!(Coker j) ∈ GP proj(A) and GP proj(A) is closed under extensions, it follows that
A′ ∈ GP proj(A). This proves part (ii).

We also state the dual result for Gorenstein I-injectives.
Lemma 6.6. Let f! ⊣ f
∗ be an adjunction with a Nakayama functor ν. Furthermore, let
A ∈ GI inj(A). The following holds:
(i) If J ∈ inj C, then ExtiA(A, f∗(J)) = 0 for all i > 0;
(ii) Assume C has enough injectives. Then there exists an exact sequence
0→ A→ f∗(J)→ A
′ → 0
where J ∈ inj C and A′ ∈ GI inj(A).
(iii) If Q ∈ proj C, then ExtiA(f∗(Q), A) = 0 for all i > 0;
(iv) Assume C has enough projectives. Then there exists an exact sequence
0→ A′ → f∗(Q)→ A→ 0
where Q ∈ proj C and A′ ∈ GI inj(A).
Motivated by the notation in [AB89], we let ω denote the subcategory of A consisting
of summands of objects of the form f!(J) where J is an injective object in C, and we let ωˆ
denote the subcategory consisting of all objects A such that there exists an exact sequence
0→ Yn → Yn−1 → · · · → Y0 → A→ 0 in A for some n and Yi ∈ ω.
Lemma 6.7. Let f! ⊣ f
∗ be an adjunction with a Nakayama functor and let A ∈ GP proj(A)
and A′ ∈ ωˆ. Then, ExtiA(A,A
′) = 0 for all i > 0.
Proof. If A′ ∈ ω, this follows from Lemma 6.5. For a general A′ ∈ ωˆ, dimension shifting
yields the result. 
Let f! ⊣ f
∗ be an adjunction with a Nakayama functor. This guarantees that the derived
functors Ljν and R
jν− exist, independently of whether A or B have enough projectives or
injectives, see [Kva18, Definition 4.2.1].
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Definition 6.8. Let f! ⊣ f
∗ be an adjunction with a Nakayama functor ν. Then, the
adjunction f! ⊣ f
∗ is called Iwanaga–Gorenstein if there exists an integer n such that
Ljν = 0 for all j > n and R
jν− = 0 for all j > n.
In this case, the categories of Gorenstein P -projectives and Gorenstein I-injectives admit
another description
Proposition 6.9 ([Kva18, Theorem 4.2.2]). Let f! ⊣ f
∗ be an Iwanaga–Gorenstein ad-
junction on A with a Nakayama functor ν. The following holds:
(i) A ∈ A is Gorenstein P -projective if and only if Ljν(A) = 0 for all j > 0;
(ii) A ∈ A is Gorenstein I-injective if and only if Rjν−(A) = 0 for all j > 0;
The dimension of A with respect to the resolving subcategory GP proj(A), denoted
dimGP proj(A)(A), is the smallest integer n such that for any object A ∈ A there exists an
exact sequence 0→ Gn → · · · → G1 → G0 → A→ 0 with Gi ∈ GP proj(A) for 0 ≤ i ≤ n.
Dually, the dimension of A with respect to the coresolving subcategory GI inj(A), denoted
dimGI inj(A)(A), is the smallest integer n such that for any object A ∈ A there exists an
exact sequence 0→ A→ G′0 → · · · → G
′
n → 0 with G
′
i ∈ GI inj(A). for 0 ≤ i ≤ n.
Theorem 6.10 ([Kva18, Theorem 4.2.6]). Let f! ⊣ f
∗ be an adjunction with Nakayma
functor ν. Then, the following are equivalent:
(1) f! ⊣ f
∗ is Iwanaga-Gorenstein;
(2) dimGP proj(A)(A) <∞;
(3) dimGI inj(A)(A) <∞.
Moreover, if this holds, then the following numbers coincide:
(1) dimGP proj(A)(A);
(2) dimGI inj(A)(A);
(3) The smallest integer s such that Liν(A) = 0 for all i > s and A ∈ A;
(4) The smallest integer t such that Riν−(A) = 0 for all i > t and A ∈ A.
We say that f! ⊣ f
∗ is n-Iwanaga–Gorenstein or Iwanaga–Gorenstein of dimension
n if this common number is n.
For any object A ∈ A choose an exact sequence Q1
g′
−→ Q0 → A → 0 and an exact
sequence 0 → A → J0
h′
−→ J1 with Q1 and Q0 being P -projective and J0 and J1 being
I.-injective. Let
τ(A) := ker ν(g′) and τ− := Coker ν−(h′).
Note that the isomorphism classes of τ(A) and τ−(A) are not determined uniquely by A,
as they depend on the choice of g′ and h′. In particular, τ and τ− are not functors on A in
general. We use the notation τ(A) to indicate the resemblance with the definition of the
Auslander–Reiten translation for a finite-dimensional algebra.
Proposition 6.11. Let f! ⊣ f
∗ be an adjunction with a Nakayama functor ν. The following
hold:
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(i) For all objects A ∈ A there is an exact sequence
0→ R1ν−(τ(A))→ A
ην⊣ν
−
A−−−→ ν−ν(A)→ R2ν−(τ(A))→ 0.
(ii) For all objects A ∈ A there is an exact sequence
0→ L2ν(τ
−(A))→ νν−(A)
εν⊣ν
−
A−−−→ A→ L1ν(τ
−(A))→ 0.
Proof. By definition of τ there are exact sequences
0→ τ(A)→ ν(Q1)
h
−→ Im ν(g′)→ 0
0→ Im ν(g′)→ ν(Q0)
ν(g)
−−→ ν(A)→ 0.
for h the range restriction of ν(g′) to its image. Since ν ◦ f! = f∗, it follows that ν sends
P -projective objects to I-injective objects. Hence, the objects ν(Qi) are I-injective for
i = 0, 1. Thus, applying ν− and considering the long exact sequence in cohomology gives
Coker ν−(h) = R1ν−(τ(A)) and R2ν−(τ(A)) ∼= R1ν−(Im ν(g′)) ∼= Coker ν−ν(g) as Riν−
vanishes on I-injectives for i ≥ 1. SinceQ0 is P -projective, η
ν⊣ν−
Q0
is an isomorphism. Hence,
ν−ν(g) = ην⊣ν
−
A ◦ g ◦ (η
ν⊣ν−
Q0
)−1 by naturality of ην⊣ν
−
. Since (ην⊣ν
−
Q0
)−1 is an isomorphism
and g is an epimorphism, it follows that Coker ην⊣ν
−
A
∼= Coker ν−ν(g) ∼= R2ν−(τ(A)). Also,
we have a commutative diagram
0 Im g′ Q0 A 0
0 ν−(Im ν(g′)) (ν−ν)(Q0) (ν
−ν)(A)
k
g
ην⊣ν
−
Q0
ην⊣ν
−
A
(ν−ν)(g)
with exact rows, where k is induced from the commutativity of the right square. Here,
exactness of the lower row follows from left exactness of ν−. The snake lemma implies
that ker ην⊣ν
−
A
∼= Coker k. If p : Q1 → Im g
′ denotes the range restriction of g′ to its
image, then we have ν−(h) ◦ ην⊣ν
−
Q1
= k ◦ p. Since p is an epimorphism and ην⊣ν
−
Q1
is an
isomorphism, we get that Coker k ∼= Coker ν−(h). Since Coker ν−(h) ∼= R1ν−(τ(A)) and
ker ην⊣ν
−
A
∼= Coker k, Part (i) follows. Part (ii) is proved dually. 
As in the classical case, a ‘hereditary’ situation allows to conclude that τ is a functor on
the whole category:
Remark 6.12. If the dimension of A with respect to the subcategory of P -projectives is
equal to 1, then we obtain an exact sequence 0 → Q1 → Q0 → A → 0 for every A ∈ A
and therefore the exact sequence 0 → τ(A) → ν(Q1) → ν(Q0) → ν(A) → 0 shows that τ
can be identified with the functor L1ν. Dually, if the dimension of A with respect to the
subcategory of I-injectives is equal to 1, then τ− can be identified with the functor R1ν−.
Corollary 6.13. Let f! ⊣ f
∗ be an adjunction with Nakayama functor ν. If f! ⊣ f
∗ is
n-Iwanaga–Gorenstein with n ≤ 2, then Im ν− = GP proj(A) and Im ν = GI inj(A).
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Proof. We only prove the first claim. The proof of the second claim is dual. The inclusion
GP proj(A) ⊆ Im ν
− follows from [Kva18, Proposition 4.1.2]. For the converse, note that
by [Kva18, Lemma 4.2.3], we have that A ∈ Im ν− if and only if there exists a sequence
0 → A → Q0 → Q1 with Q0 and Q1 being P -projective. The claim now follows from
the fact that GP proj(A) is a resolving subcategory with dimGP proj(A)A ≤ 2 as f! ⊣ f
∗ is
Iwanaga–Gorenstein of dimension n ≤ 2, see [Sˇ14, Proposition 2.3]. 
Recall that a subcategory B of an abelian category A is called contravariantly finite
if for every object A ∈ A there exists a right B-approximation, i.e. an object B ∈ B
together with a morphism f : B → A such that for every B′ ∈ B and every morphism
g : B′ → A there exists h : B′ → B such that g = fh. Dually, a subcategory B of an
abelian category A is called covariantly finite if for every object A ∈ A there exists
a left B-approximation, i.e. an object B ∈ B together with a morphism f : A → B
such that for every B′ ∈ B and every morphism g : A → B′ there exists h : B → B′
such that g = hf . A subcategory B which is both co- and contravariantly finite is called
functorially finite.
Corollary 6.14. Let f! ⊣ f
∗ be an adjunction with a Nakayama functor ν. Assume that
f! ⊣ f
∗ is Iwanaga–Gorenstein of dimension ≤ 2, then GP proj(A) is covariantly finite in
A and GI inj(A) is contravariantly finite in A.
Proof. It is well-known that for each adjunction ν ⊣ ν−, Im ν is contravariantly finite
while Im ν− is covariantly finite with the unit and counit of the adjunction providing the
approximations, see e.g. [CZ05, Lemma 1.2] for a detailed proof. Thus, the statement
follows from the foregoing corollary. 
Proposition 6.15. Let f! ⊣ f
∗ be an adjunction with a Nakayama functor ν. Assume that
f! ⊣ f
∗ is Iwanaga–Gorenstein of dimension n ≤ 1. The following holds:
(i) The unit ην⊣ν
−
is a pointwise epimorphism. In particular, the left GP proj(A)-approxi-
mation ην⊣ν
−
A : A→ (ν
−ν)(A) is minimal;
(ii) The counit εν⊣ν
−
is a pointwise monomorphism. In particular, the right GI inj(A)-
approximation εν⊣ν
−
A : (νν
−)(A)→ A is minimal;
Proof. By Theorem 6.10, R2ν−(τ(A)) = L2ν(τ
−(A)) = 0 for all A. Thus, by Proposition
6.11, it follows that ην⊣ν
−
is a pointwise epimorphism and εν⊣ν
−
is a pointwise monomor-
phism. It is well-known and straightforward to check that a left approximation which is
an epimorphism and a right approximation which is a monomorphism is minimal. 
Corollary 6.16. Let f! ⊣ f
∗ be an adjunction with Nakayama functor ν. Assume that
f! ⊣ f
∗ is Iwanaga–Gorenstein of dimension n ≤ 1. Let g be a morphism in A.
(i) If g is right almost split in A, then ν−(g) is either split or right almost split in
GP proj(A).
(ii) If g is left almost split in A, then ν(g) is either split or left almost split in GI inj(A).
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Proof. It follows from Proposition 6.15 that the unit ην⊣ν
−
is a pointwise epimorphism and
the counit εν⊣ν
−
is a pointwise monomorphism. The claim now follows from Theorem 3.1
and Corollary 6.13. 
The following theorem shows that the setup is very close to [Sal79, AR91]. Recall that
a pair of subcategories (D, E) of an abelian category A is called a cotorsion pair if
D = {A ∈ A|Ext1A(A, E) = 0} and E = {A ∈ A|Ext
1
A(D, A) = 0}. A cotorsion pair (D, E)
is called complete if for every A ∈ A there exists an exact sequence
(6.16.1) 0→ A→ E → D → 0
with D ∈ D and E ∈ E and an exact sequence
(6.16.2) 0→ E ′ → D′ → A→ 0
with D′ ∈ D and E ′ ∈ E . Applying A(−, A′) (resp. A(A′,−) to (6.16.1), it is easy to see
that if (D, E) is a complete cotorsion pair on A then D is contravariantly finite in A while
E is covariantly finite in A.
Theorem 6.17. Assume that A has enough injectives and let f! ⊣ f
∗ be an adjunction
with a Nakayama functor ν. Assume that f! ⊣ f
∗ is Iwanaga–Gorenstein. Let A ∈ A be
arbitrary. Then, (GP proj(A), add ωˆ) forms a complete cotorsion pair on A. In particular,
GP proj(A) is contravariantly finite in A.
Proof. The existence of the sequences (6.16.1) and (6.16.2) follows from [AB89, Theorem
1.1], Lemma 6.5 (ii), and the fact that dimGP proj(A)(A) < ∞ by Theorem 6.10. Note
that Ext1A(GP proj(A), ωˆ) = 0 by Lemma 6.7. Also, if Ext
1
A(A, ωˆ) = 0, then the exact
sequence (6.16.2) splits, and since GP proj(A) is closed under direct summands it follows
that A ∈ GP proj(A). Similarly, if Ext
1
A(GP proj(A), A) = 0 then the exact sequence
(6.16.1) splits, and hence A ∈ add ωˆ since ωˆ is closed under direct summands. 
In a forthcoming paper [?] we will describe the (minimal) right GP proj(A)-approximation
more explicitly analogously to the Mimo-construction described in [RS06].
For completeness, we state the dual result. Here we denote by ℧ the subcategory of
GI inj(A) of all objects of the form f∗(P ) for a projective object P ∈ C and by ℧ˇ the
subcategory of all objects A such that there exists an exact sequence 0 → A → Y0 →
· · · → Yn−1 → Yn → 0 for some n and Yi ∈ ℧.
Theorem 6.18. Assume that A has enough projectives and let f! ⊣ f
∗ be an adjunction
with a Nakayama functor ν. Assume that f! ⊣ f
∗ is Iwanaga–Gorenstein. Let A ∈ A be
arbitrary. Then, (add ℧ˇ,GI inj(A)) forms a complete cotorsion pair on A. In particular,
GI inj(A) is covariantly finite in A.
Recall that an additive category B is called Krull–Schmidt if every object decomposes
as a finite direct sum of objects having local endomorphism ring. We refer the reader to
[Kra15] for more details on Krull–Schmidt categories. A morphism f : M → N in a Krull–
Schmidt category is called left minimal if each g : N → N such that gf = f is an
automorphism. Dually a morphism f : M → N in a Krull–Schmidt category is called
A FUNCTORIAL APPROACH TO MONOMORPHISM CATEGORIES FOR SPECIES I 33
right minimal if each g : M → M such that fg = f is an automorphism. A conflation
0 → L
f
−→ M
g
−→ N → 0 is called an almost split sequence if f is left almost split and
g is right almost split. A standard argument, see e.g. [ARS95, Proposition 1.14] shows
that in this case L and N are indecomposable and f and g are left and right minimal,
respectively. Recall furthermore that a Krull–Schmidt extension closed subcategory of an
abelian category is said to have almost split sequences if for every indecomposable
non-projective object there exists an almost split sequence ending in it and for every
indecomposable non-injective object there exists an almost split sequence starting in it.
It follows from [LNP13, Corollary 4.6] that a Krull–Schmidt extension closed functorially
finite subcategory inherits the property of having almost split sequences.
Corollary 6.19. Let A be a Krull–Schmidt abelian category, and assume that it has almost
split sequences. Let f! ⊣ f
∗ be an adjunction with Nakayama functor ν. Assume f! ⊣ f
∗ is
Iwanaga–Gorenstein of dimension n ≤ 1. Let 0 → A′′
g′
−→ A
g
−→ A′ → 0 be an almost split
sequence in A.
(i) Assume that A has enough injectives. If A′ is an indecomposable non-projective object
in GI inj(A), then the sequence
0→ νν−(A′′)
νν−(g′)
−−−−→ νν−(A)
g◦εν⊣ν
−
A−−−−−→ A′ → 0
is exact, and is a sum of an almost split sequence in GI inj(A) and a sequence of the
form 0→ A′′′
1
−→ A′′′ → 0→ 0 in GI inj(A).
(ii) Assume that A has enough injectives. If A′ is an indecomposable non-projective object
in GI inj(A), then the sequence
0→ ν−(A′′)
ν−(g′)
−−−→ ν−(A)
ν−(g)
−−−→ ν−(A′)→ 0
is exact, and is a sum of an almost split sequence in GP proj(A) and a sequence of
the form 0→ A′′′
1
−→ A′′′ → 0→ 0 in GP proj(A).
(iii) Assume that A has enough projectives. If A′′ is an indecomposable non-injective object
in GP proj(A), then the sequence
0→ A′′
ην⊣ν
−
A ◦g
′
−−−−−→ ν−ν(A)
ν−ν(g)
−−−−→ ν−ν(A′)→ 0
is exact, and is a sum of an almost split sequence in GP proj(A) and a sequence of
the form 0→ 0→ A′′′
1
−→ A′′′ → 0 in GP proj(A).
(iv) Assume that A has enough projectives. If A′′ is an indecomposable non-injective object
in GP proj(A), then the sequence
0→ ν(A′′)
ν(g′)
−−→ ν(A)
ν(g)
−−→ ν(A′)→ 0
is exact, and is a sum of an almost split sequence in GI inj(A) and a sequence of the
form 0→ 0→ A′′′
1
−→ A′′′ → 0 in GI inj(A).
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Proof. We only prove (i) and (ii). The proof for (iii) and (iv) is dual. First note that
Im ν = GI inj(A) and that Im ν
− = GP proj(A) by Corollary 6.13. We proceed by showing
that these subcategories have almost split sequences by checking that they are Krull–
Schmidt extension closed functorially finite subcategories of A. We have already noted
that GP proj(A) and GI inj(A) are closed under extensions and direct summands. Since
A is Krull–Schmidt it follows that GP proj(A) and GI inj(A) are also Krull–Schmidt. Fur-
thermore, by Corollary 6.14, Theorem 6.17 and Theorem 6.18 they are functorially finite
in A. As a consequence, GP proj(A) and GI inj(A) have almost split sequences.
Since f! ⊣ f
∗ is Iwanaga–Gorenstein of dimension n ≤ 1 it follows from Proposition 6.11
that the unit ην⊣ν
−
is an epimorphism while the counit εν⊣ν
−
is a monomorphism. Therefore
Theorem 3.1 implies that ν−(g) is right almost split or split in GP proj(A) while ν(g
′) is
left almost split or split in GI inj(A). Note that since ν
− and ν are exact equivalences when
restricted to GI inj(A) and GP proj(A) it follows that if A
′ is non-projective in GI inj(A)
then ν−(A′) is non-projective in GP proj(A). Therefore, ν
−(g) is an epimorphism since by
assumption ν−(A′) is not projective in GP proj(A) and therefore there exists a non-split
deflation ending in it which must factor through ν−(g′). It remains to show that it is not
split exact since then the claim follows from the fact that in a Krull–Schmidt category
there are minimal versions of morphisms, cf. [KS98, Corollary 1.4]. To this end note
that the composite g ◦ εν⊣ν
−
A = ε
ν⊣ν−
A′ ◦ νν
−(g) is not a split epimorphism since g is not a
split epimorphism. Also since A′ ∈ GI inj(A) and ε
ν⊣ν− is an isomorphism when restricted
to GI inj(A), it follows that νν
−(g) is not a split epimorphism, so ν−(g) is not a split
epimorphism and therefore the sequence is not split exact. This finishes the proof of (ii).
To prove (i) note that ν− and ν are exact equivalences, when restricted to GI inj(A)
and GP proj(A). It follows that they send almost split sequences to almost split sequences.
Thus, (i) immediately follows from (ii). 
The goal of the remainder of this section is to show that the adjunction with Nakayama
functor coming from a phylum is 1-Iwanaga–Gorenstein and to give explicit descriptions
of the functors ν and ν− and the subcategories GP proj(A) and GI inj(A) in this case.
Let C, X and Y be as in Assumption 2.1. Note that the canonical inclusion⊕
i≥1
X i →
⊕
i≥0
X i
induces a natural transformation ι : f! ◦X → f!.
In our set-up of the Eilenberg–Moore adjunction associated to a free monad, we obtain
a ‘relative global dimension 1’-situation as the following lemma shows. It generalises the
standard projective resolution for hereditary algebras.
Lemma 6.20. Let C, X, and Y be as in Assumption 2.1. Then, for every (M,h) ∈ CT (X)
the sequence
0 f!(X(f
∗(M,h))) (f!f
∗)(M,h) (M,h) 0
ιf∗(M,h)−f!(h1) ε
f!⊣f
∗
(M,h)
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in CT (X) is exact. In particular, the adjunction f! ⊣ f
∗ is Iwanaga–Gorenstein of dimension
n ≤ 1.
Proof. By Proposition 5.22, it is enough to show that applying f ∗ to the claimed sequence
gives an exact sequence. First note that this yields the sequence
0
⊕
i≥1X
i(M)
⊕
i≥0X
i(M) M 0.
incl−f∗f!(h1) h
as for (M,h) ∈ CT (X) we have f ∗(εf!⊣f
∗
(M,h)) = h. Now consider the composite
s := f ∗f!(h1) ◦ p :
⊕
i≥0
X i(M)→
⊕
i≥0
X i(M)
where p :
⊕
i≥0X
i(M) →
⊕
i≥1X
i(M) is the canonical projection. Note that the infinite
sum 1 + s + s2 + . . . makes sense as a morphism since sj restricted to X i(M) vanishes
for j ≥ i + 1 and therefore the sum is finite when restricting to each component X i(M).
Furthermore it is an isomorphism with inverse given by 1− s. Since(
∞∑
i=0
si
)
◦ (incl−f ∗f!(h1)) = incl :
⊕
i≥1
X i(M)→
⊕
i≥0
X i(M)
and
proj ◦
(
∞∑
i=0
si
)
= h :
⊕
i≥0
X i(M)→M
where proj denotes the canonical projection, it follows that
0
⊕
i≥1X
i(M)
⊕
i≥1X
i(M)⊕M M 0
0
⊕
i≥1X
i(M)
⊕
i≥1X
i(M)⊕M M 0
incl−f∗f!(h1) h
∑
∞
i=0 s
i

1
0


(0,1)
commutes. Since the lower sequence is obviously (split) exact, it follows that also the upper
sequence is exact. This proves the first claim. To see that f! ⊣ f
∗ is Iwanaga–Gorenstein
of dimension n ≤ 1 it suffices to use Theorem 6.10 and note that dimGP proj(CT (X)) C
T (X) ≤ 1
by the existence of the exact sequence in the lemma and the fact that the image of f! is
contained in GP proj(C
T (X)). 
The following lemma generalises that a map between projectives over a finite dimensional
algebra is determined by the image of its top.
Lemma 6.21. Let C, X, and Y be as in Assumption 2.1. Let
(ϕi,j)i,j :
⊕
i≥0
X i(M)→
⊕
j≥0
Xj(N)
be a morphism in C with components ϕi,j : X
i(M)→ Xj(N). Then there exists a morphism
ϕ : f!(M) → f!(N) satisfying f
∗(ϕ) = (ϕi,j)i,j if and only if ϕi,j = 0 for i > j and
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ϕi,j = X
i(ϕ0,j−i) for i ≤ j. In particular, ϕ is an isomorphism if and only if topX ϕ = ϕ0,0
is an isomorphism.
Proof. Using Lemma 5.18 it follows that (ϕi,j)i,j induces a morphism ϕ : f!(M) → f!(N)
in CT (X) if and only if the following diagram commutes
X(
⊕
i≥0X
i(M))
⊕
i≥0X
i(M)
X(
⊕
j≥0X
j(N))
⊕
j≥0X
j(N)
X((ϕi,j)i,j) (ϕi,j)i,j
where the horizontal maps are the canonical inclusions. Restricting to the i-th component
of X(
⊕
i≥0X
i(M)) and the j-th component of
⊕
j≥0X
j(N) we get that the diagram above
commutes if and only if the following diagram commutes for all i, j ≥ 0
X i+1(M) X i+1(M)
Xj(N) Xj(N)
1
X(ϕi,j−1) ϕi+1,j
1
where ϕi,−1 = 0 for all i. The commutativity of these diagrams is equivalent to ϕi,j =
X(ϕi−1,j−1) = · · · = X
j+1(ϕi−j−1,−1) = 0 for all i > j and ϕi,j = X(ϕi−1,j−1) = · · · =
X i(ϕ0,j−i) for i ≤ j. The final claim follows from the fact that ϕ is an isomorphism if and
only if f ∗(ϕ) = (ϕi,j)i,j is an isomorphism, and the fact that (ϕi,j)i,j can be represented as
an upper triangular (countably infinite) matrix with diagonal (ϕ0,0, X(ϕ0,0), X
2(ϕ0,0), . . . ).

Dually, the following lemma generalises the fact that a map between injectives is deter-
mined by the preimage of the socle.
Lemma 6.22. Let C, X, and Y be as in Assumption 2.1. Let (ψi,j)i,j :
⊕
i≥0 Y
i(M) →⊕
j≥0 Y
j(N) be a morphism in C, where ψi,j : Y
i(M) → Y j(N). Then there exists a
morphism ψ : f∗(M) → f∗(N) satisfying f
∗(ψ) = (ψi,j)i,j if and only if ψi,j = 0 for
i < j and ψi,j = Y
j(ψi−j,0) for i ≥ j. In particular, ψ is an isomorphism if and only if
socY ψ = ψ0,0 is an isomorphism.
Using this, we will give an explicit description of the Nakayama functor in our setting:
Proposition 6.23. Let C, X, and Y be as in Assumption 2.1. Then, the functor ν defined
by the sequence
(6.23.1) f∗(X(f
∗(M,h))) (f∗f
∗)(M,h) ν(M,h) 0
χ
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is a Nakayama functor relative to f! ⊣ f
∗, where the map χ is defined componentwise by
χi,j : (Y
iX)(M)→ Y j(M) given by
χi,j =

−Y i(h1) for i = j
Y i−1(εY ⊣XM ) for j = i− 1
0 else
Proof. According to [Kva18, Proposition 3.3.1], it suffices to define ν as an isomorphism
Im f! → Im f∗ where Im f! := {f!(M)|M ∈ C} and Im f∗ := {f∗(M)|M ∈ C} denote the
strict images of f! and f∗, respectively. Recall that by Lemma 6.21 a morphism ϕ : f!(M)→
f!(N) is uniquely defined by a sequence (ϕ0,0, ϕ0,1, . . . ) of morphisms ϕ0,j : M → X
j(N)
in C. Using Lemma 6.22 we let ϕ˜ : f∗(M) → f∗(N) be the unique morphism defined by
the sequence (ϕ˜0,0, ϕ˜1,0, . . . ) where ϕ˜i,0 = (adj
Y i⊣Xi)−1(ϕ0,i) : Y
i(M) → N . We claim that
that sending f!(M) to f∗(M) and ϕ to ϕ˜ gives an isomorphism E : Im f! → Im f∗ satisfying
E ◦ f! = f∗. We have to prove that E(id) = id and that E(ϕ ◦ ψ) = E(ϕ) ◦ E(ψ). For the
former, note that the identity on f!(M) is represented by the morphism with ϕ0,0 = idM
and ϕ0,i = 0 for all i 6= 0. Therefore E(id) is represented by the morphism ϕ˜ with ϕ˜0,0 = id
and ϕ˜i,0 = 0 for i 6= 0 by linearity of the adjunction isomorphism. For the latter note that
(ϕ ◦ ψ)0,i =
∑
j X
j(ϕ0,i−j) ◦ ψ0,j . Therefore
(E(ϕ ◦ ψ))i,0 =
∑
j
(adjY
i⊣Xi)−1(Xj(ϕ0,i−j) ◦ ψ0,j)
=
∑
j
(adjY
i−j⊣Xi−j )−1(adjY
j⊣Xj )−1(Xj(ϕ0,i−j) ◦ ψ0,j)
=
∑
j
(adjY
i−j⊣Xi−j )−1(ϕ0,i−j ◦ (adj
Y j⊣Xj )−1(ψ0,j))
where the last equality follows from naturality of the adjunction isomorphism in the second
variable. On the other hand,
(E(ϕ) ◦E(ψ))i,0 =
∑
k
ϕ˜k,0 ◦ Y
k(ψ˜i−k,0)
=
∑
k
(adjY
k⊣Xk)−1(ϕ0,k) ◦ Y
k((adjY
i−k⊣Xi−k)−1(ψ0,i−k))
=
∑
k
(adjY
k⊣Xk)−1(ϕ0,k ◦ (adj
Y i−k⊣Xi−k)−1(ψ0,i−k))
where the last equality follows from naturality of the adjunction isomorphism in the first
variable. The claim follows using the substitution k = i− j.
Hence, by [Kva18, Proposition 3.3.1] the object ν(M,h) can be calculated applying E
to the leftmost map in the exact sequence in Lemma 6.20 and taking the cokernel. This
yields the exact sequence
f∗(X(M)) f∗(M) ν(M,h) 0
χ
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The claim follows. 
Meta-Example 6.24. Let A be a phylum on a locally bounded quiver Q. Let X, Y be as
in Example 5.5 and let Q>0 denote the set of paths in Q: For a path p = αnαn−1 · · ·α1 in
Q, we let t(p) = t(αn) and s(p) = s(α1) denote the target and the source of the path, and
we let
Fp := Fαn ◦ Fαn−1 ◦ · · · ◦ Fα1 : As(p) → At(p)
Gp := Gα1 ◦ · · · ◦Gαn−1 ◦Gαn : At(p) → As(p)
denote the induced functors. Then the functors f! : C → C
T (X) and f∗ : C → C
W (Y ) applied
to M = (Mi)i∈Q0 are given by
f!(M) =
⊕
p∈Q>0
t(p)=i
Fp(Ms(p)), f!(M)α

i∈Q0,α∈Q1
f∗(M) =
⊕
p∈Q>0
s(p)=i
Gp(Mt(p)), f∗(M)α

i∈Q0,α∈Q1
where
f!(M)α :
⊕
p∈Q>0
t(p)=s(α)
FαFp(Ms(p))→
⊕
q∈Q>0
t(q)=t(α)
Fq(Ms(q))
f∗(M)α :
⊕
q∈Q>0
s(q)=s(α)
Gq(Mt(q))→
⊕
p∈Q>0
s(p)=t(α)
GαGp(Mt(p))
are the canonical inclusion and projection, respectively. For an object (Mi,Mα) ∈ repA,
the exact sequence in Lemma 6.20 at vertex i ∈ Q0 then reads as
0→
⊕
p∈Q>0
t(p)=i
⊕
α∈Q1
t(α)=s(p)
FpFα(Ms(α))→
⊕
q∈Q>0
t(q)=i
Fq(Mi)→Mi → 0
where the left-most map is the difference between the maps induced by FpFα(Ms(α))
id
−→
Fpα(Ms(pα)) and FpFα(Ms(α))
Fp(Mα)
−−−−→ Fp(Ms(p)). Applying ν to the exact sequences in
Lemma 6.20 gives the exact sequence⊕
p∈Q>0
s(p)=i
⊕
α∈Q1
t(α)=t(p)
GpFα(Ms(α))→
⊕
q∈Q>0
s(q)=i
Gq(Mt(q))→ ν(Mi,Mα)i → 0
at vertex i ∈ Q0, where the leftmost map is the difference between the maps induced
by GαpFα(Ms(α))
Gp(ε
Gα⊣Fα
Ms(α)
)
−−−−−−−→ Gp(Ms(α)) and GpFα(Ms(α))
Gp(Mα)
−−−−→ Gp(Ms(α)) using that
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s(α) = t(p). This gives an explicit description of ν on objects in the case of representations
of phyla.
In the next example, we spell this out in more detail for the quivers considered before.
Example 6.25. For simplicity of notation we omit the subscripts of the natural transfor-
mations in the following example. In the notation of Example 4.5,
(i) Let (M1,M2,Mα) ∈ rep(Λ1
Λα−→ Λ2). The sequence in Lemma 6.20 reads as:
0 0 M1 M1 0
0 Λα ⊗M1 (Λα ⊗M1)⊕M2 M2 0
id
id
0

 Mα

 id
−Mα


(Mα,1)
Here, the vertical maps have to be read as morphisms from (Λα⊗ the source) to the
target. Applying ν, one obtains an explicit description of the sequence (6.23.1) in
this example
Λα∗ ⊗ Λα ⊗M1 M1 ⊕ (Λα∗ ⊗M2) Coker
(
εα∗
−Λα∗ ⊗Mα
)
0
Λα ⊗M1 M2 Coker(Mα) 0
εα

 εα∗
−Λα∗⊗Mα


(0,εα)
−Mα
where εα∗ is the counit of the adjunction Λα∗ ⊗Λ2 − ⊣ Λα ⊗Λ1 −, i.e. the evaluation
map Λα∗ ⊗Λ2 Λα → Λ1 while dually εα is the counit of the adjunction Λα ⊗Λ1 − ⊣
Λα∗ ⊗Λ2 −. The presence of the bimodule Λα complicates the situation. In the case
that Λ1 = Λ2 = Λα, one obtains that εα∗ is the canonical isomorphism and thus,
Coker
(
εα∗
−Λα∗ ⊗Mα
)
∼= M2. Hence, we obtain the ordinary cokernel functor.
(ii) Let (M1,M2,M3,Mα,Mβ) ∈ rep(Λ1
Λα−→ Λ2
Λβ
−→ Λ3). Similarly, to Meta-Example 6.24
we define Λβα = Λβ ⊗Λ2 Λα, Λα∗β∗ = Λα∗ ⊗Λ2 Λβ∗ , and Mβα : Λβα ⊗Λ1 M1 → M3 as
Mβ ◦ (Λβ ⊗Mα). With this notation we obtain for the sequence in Lemma 6.20:
0 0 M1 M1 0
0 Λα ⊗M1 (Λα ⊗M1)⊕M2 M2 0
0 (Λβα ⊗M1)⊕ (Λβ ⊗M2) (Λβα ⊗M1)⊕ (Λβ ⊗M2)⊕M3 M3 0

1
0


1
Mα

1
0



 1
−Mα


(Mα,1)


1 0
0 1
0 0

 Mβ


1 0
−Λβ⊗Mα 1
0 −Mβ


(Mβα,Mβ ,1)
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Applying ν, we get an explicit description of the sequence (6.23.1):
(Λα∗ ⊗ Λα ⊗M1)
⊕(Λα∗β∗ ⊗ Λβ ⊗M2)
M1 ⊕ (Λα∗ ⊗M2)
⊕(Λα∗β∗ ⊗M3)
ν(M)1 0
(Λα ⊗M1)
⊕(Λβ∗ ⊗ Λβ ⊗M2)
M2 ⊕ (Λβ∗ ⊗M3) ν(M)2 0
Λβ ⊗M2 M3 ν(M)3 0

εα 0
0 εα




εα 0
−Λα∗⊗Mα Λα∗⊗εβ
0 −Λα∗β∗⊗Mβ



0 εα 0
0 0 εα

−Mα εβ
0 −Λβ∗⊗Mβ


(0,εβ)
(0,εβ)
−Mβ
(iii) In the final example, let (M1,M2,M3,Mα,Mβ) ∈ rep(Λ1
Λα−→ Λ3
Λβ
←− Λ3). the P -
projective resolution in Lemma 6.20 reads as:
0 0 M1 M1
0 (Λα ⊗M1)⊕ (Λβ ⊗M2) M3 ⊕ (Λα ⊗M1)⊕ (Λβ ⊗M2) M3
0 0 M2 M2


0
1
0


1
Mα


−Mα −Mβ
1 0
0 1


(1,Mα,Mβ)


0
0
1


1
Mβ
Applying ν yields an explicit description of the exact sequence (6.23.1)
(Λα∗ ⊗ Λα ⊗M1)
⊕(Λα∗ ⊗ Λβ ⊗M2)
M1 ⊕ (Λα∗ ⊗M3) ν(M)1 0
(Λα ⊗M1)⊕ (Λβ ⊗M2) M3 ν(M)3 0
(Λβ∗ ⊗ Λα ⊗M1)
⊕(Λβ∗ ⊗ Λβ ⊗M2)
M2 ⊕ (Λβ∗ ⊗M3) ν(M)2 0

εα 0
0 εα



 εα∗ 0
−Λ∗α⊗Mα −Λ
∗
α⊗Mβ


(0,εα)
(−Mα,−Mβ)

 0 εβ∗
−Λβ∗⊗Mα −Λβ∗⊗Mβ



εβ 0
0 εβ


(0,εβ)
Lemma 6.26. Let C, X and Y be as in Assumption 2.1. Then τ− is left adjoint to τ .
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Proof. Let A and A′ be two arbitrary objects in CT (X). By Lemma 6.20 and its dual we
know that there exists exact sequences
0→ A
j
−→ J1
t
−→ J0 → 0
0→ Q1
s
−→ Q0
p
−→ A′ → 0
where Q0 and Q1 are P -projective and p is a right approximation with respect to the P -
projective objects, and J0 and J1 are I-injective and j is a left approximation with respect
to the I-injective objects. Now let g : τ−(A) → A′ be an arbitrary morphism. Consider
the exact sequence
0→ ν−(A)
ν−(j)
−−−→ ν−(J1)
ν−(t)
−−−→ ν−(J0)→ τ
−(A)→ 0
The composite ν−(J0) → τ
−(A)
g
−→ A′ factors through p via a morphism u : ν−(J0) → Q0
since p is a right approximation and ν−(J0) is P -projective. Hence, there is a commutative
diagram
(6.26.1)
ν−(J1) ν
−(J0) τ
−(A) 0
0 Q1 Q0 A
′ 0
ν−(t)
v u g
s p
with exact rows, where v is induced from the commutativity of the right square. Applying ν
to the leftmost square and composing with the isomorphisms νν−(J1) ∼= J1 and νν
−(J0) ∼=
J0, there is a commutative square
J1 J0
ν(Q1) ν(Q0)
t
v˜ u˜
ν(s)
Since ker t ∼= A and ker ν(s) ∼= τ(A), we get an induced morphism g : A→ τ(A). Note that
g does not depend on the choice of u and v in (6.26.1). In fact, if u′ : ν−(J0) → Q0 and
v′ : ν−(J1)→ Q1 are two different morphisms making the diagram (6.26.1) commute, then
there exists a morphism w : ν−(J0)→ Q1 such that s ◦ w = u− u
′ and w ◦ ν−(t) = v − v′.
Hence, applying ν and composing with the isomorphism νν−(J1) ∼= J1, we get a morphism
w : J0 → ν(Q1) satisfying ν(s) ◦ w = u − u′ and w ◦ t = v − v′. Therefore, the induced
morphism A → τ(A) coming from (u, v) and coming from (u′, v′) is the same. Hence,
there is a well defined map CT (X)(τ−(A), A′)→ CT (X)(A, τ(A′)) sending g to g. This map
is an isomorphism, since the dual construction clearly gives an inverse CT (X)(A, τ(A′)) →
CT (X)(τ−(A), A′). A straightforward computation shows that it is a natural in A and A′,
which proves the claim. 
We continue by studying the derived functors of topX and socY in our setup.
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Lemma 6.27. Let C, X, and Y be as in Assumption 2.1. Then the left and right derived
functors Lj topX and R
j socY exist for all j > 0 and vanish on the image of f! and f∗,
respectively.
Proof. We only prove the claims about topX , the proofs for the claims about socY are dual.
As topX is a left adjoint by Lemma 5.26, it is right exact. Note that f
∗ is faithful. To
prove existence, by [Kva18, Proposition 3.1.4], it suffices to show that f!f
∗ is exact and
topX ◦f!f
∗ is exact. As f ∗ν is left adjoint to f!, see [Kva18, Lemma 3.2.2], it follows that
f! is exact and therefore the composite f!f
∗ is exact. Also, by Lemma 5.27, we have the
identity topX f! = Id, and hence the composite topX f!f
∗ = f ∗ is exact. This proves the
claims. 
Using Lemma 6.20, the derived functors of topX and socY admit an explicit description.
Lemma 6.28. Let C, X, and Y be as in Assumption 2.1. Let (M,h) ∈ CT (X). Then,
L1 topX(M,h) = ker h1 and Li topX(M,h) = 0 for all i ≥ 2. Dually, R
1 socY (M,h) =
Coker h1 and R
j socY (M,h) = 0 for all j ≥ 2.
Proof. By Lemma 6.27, Lj topX exists for all j > 0. Applying topX to the short exact
sequence in Lemma 6.20 yields the long exact sequence
. . . L1 topX(f!f
∗(M,h)) L1 topX(M,h)
topX f!(X(f
∗(M,h))) topX f!f
∗(M,h) topX(M,h) 0.
Since Li topX(f!f
∗(M,h)) = 0 and Li topX(f!Xf
∗(M,h)) = 0 for i > 0 by Lemma 6.27,
it follows that Li topX(M,h) = 0 for i > 1. Furthermore, using Lemma 5.27 and Lemma
6.27 we obtain the exact sequence
0→ L1 topX(M,h)→ X(M)
h1−→ M → topX(M,h)→ 0
The claim follows. 
The following lemma shows the equivalence of different formulations of Nakayama’s
lemma in our context.
Lemma 6.29. Let C, X, and Y be as in Assumption 2.1. The following are equivalent:
(1) For M 6= 0 in C, there are no epimorphisms X(M)→M in C.
(2) For all (M,h) ∈ CT (X) we have that topX(M,h) = 0 if and only if (M,h) = 0.
(3) For all morphisms ϕ in CT (X) we have that topX ϕ is an epimorphism if and only if ϕ
is an epimorphism.
Proof. (1) and (2) are equivalent by definition of topX . To see that (3) implies (2) note
that M = 0 if and only if the morphism 0 → M is an epimorphism. For the remaining
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direction, (2) implies (3), consider the following diagram:
X(M) M topX(M,h) 0
X(N) N topX(N, g) 0
X(Cokerϕ) Cokerϕ Coker(topX(ϕ)) = topX(Cokerϕ, g1) 0
h1
X(ϕ)
πM
ϕ topX(ϕ)
X(p)
g1 πN
p
g1
where equality on the lower right corner follows e.g. from the snake lemma. Thus, if topX ϕ
is an epimorphism, then topX(Cokerϕ, g1) = 0. Hence, Cokerϕ = 0 implying that ϕ is an
epimorphism. 
We are not able to show that the equivalent conditions of Lemma 6.29 hold in general.
However, if C has enough projectives, or X comes from a phylum, then the equivalent
conditions will hold, see Lemma 6.31 and Meta-Example 6.35 below. We start with the
following well-known lemma. We don’t expect the equivalent conditions to hold general
since the situation seems very similar to [Nee02] regarding the question whether the inverse
limit of epimorphisms is an epimorphism. However, the counterexample in [Nee02] is not
a counterexample to our setup.
Lemma 6.30. Let C be an additive category. Let M be an object such that the natural
morphism
∐
i≥0M →
∏
i≥0M is an isomorphism. Then, M = 0.
Proof. The proof is a version of the Eilenberg swindle. Define f1 as the composition of
the morphism M →
∏
i≥0M given by 0 on the zeroth component and 1M on all the other
components. Denote the inverse of the natural homomorphism
∐
i≥0M →
∏
i≥0M by f2
and define f3 as the map
∐
i≥0M → M by zero on the zeroth component and 1M on all
the other components. Set f := f3f2f1. Similarly define f
′
i to be 1M on every component
for i = 1, 3. It is easy to see that the following diagram is commutative:∏
i≥0M
∐
i≥0M
M M
M M∏
i≥0M
∐
i≥0M
g
f2
g′
f ′3f
′
1
f1
f2
f3
where g and g′ are defined as follows: Denote by pi :
∏
i≥0M →M the i-th projection and
by ιi : M →
∐
i≥0M the i-th inclusion. Then g :
∏
i≥0M →
∏
i≥0M is defined to be the
map whose i-th component
∏
i≥0M →M is equal to pi+1 while g
′ :
∐
i≥0M →
∐
i≥0M is
defined to be the map whose i-th component M →
∐
i≥0M is equal to ιi+1. Going from
left to right through the upper part is equal to f + 1M while the path through the lower
part is equal to f . Thus f + 1M = f and hence 1M = 0, implying that M = 0. 
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The following lemma shows that the analogue of Nakayama’s lemma holds in case the
category C has enough projectives.
Lemma 6.31. Let C, X, and Y be as in Assumption 2.1.
(i) Assume that the inverse limit M∞ (if it exists) of a sequence
· · · → M1 → M0 → 0
of epimorphisms in C with M0 6= 0 satisfies M∞ 6= 0. Then X satisfies the equivalent
conditions of Lemma 6.29.
(ii) If C has enough projectives then C satisfies the assumption in (i).
Proof. Let (M,h) ∈ CT (X) with h1 an epimorphism. Consider the sequence
· · · → X2(M)
X(h1)
−−−→ X(M)
h1−→ M.
Let X∞(M) denote the inverse limit of this sequence. Note that this inverse limit exists
because it can be written as the kernel of the morphism∏
i≥0
X i(M)→
∏
j≥0
Xj(M)
which is given as the difference between the projection pk :
∏
i≥0X
i(M)→ Xk(M) and the
composite Xk(h1) ◦ pk+1 :
∏
i≥0X
i(M) → Xk(M) on component k. Note that there is an
isomorphism X(X∞(M)) ∼= X∞(M) as the former computes lim←−i≥1X
i(M) = lim←−X
i(M).
It follows that∐
i≥0
X∞(M) ∼=
∐
i≥0
X i(X∞(M)) ∼=
∏
i≥0
X i(X∞(M)) ∼=
∏
X∞(M).
By the preceding lemma, X∞(M) = 0 hence it follows that M = 0 by assumption.
It is well-known that in the case of a category with enough projectives, the inverse limit
of an inverse system of non-zero epimorphisms is non-zero, see [Nee02, Introduction] for
the dual property. For the convenience of the reader we spell out the argument: Let
. . .
h2
−→ M1
h1
−→ M0 be a sequence of non-zero epimorphisms in C with inverse limit M∞
and let h∞ : M∞ → M0 be the canonical morphism. Let g : P ։ M0 be an epimorphism
with P projective. Choose inductively homomorphisms gi : P → M i such that g0 = g and
hi ◦ gi = gi−1 . It follows from the universal property of X∞(M), that there exists a map
g′ : P → M∞ such that g = h∞g′. Hence if M0 6= 0 then g 6= 0 and therefore g′ 6= 0 and
in particular M∞ 6= 0. This proves the claim. 
Remark 6.32. Joint work of the last named author with Steffen Oppermann and Torkil
Stai [OPS18] seems to indicate that the functor X is locally nilpotent if and only if the
sequence X(h1) satisfies the Mittag-Leffler condition for every map h1. One direction is
obvious, the other at least implies that hji = 0 for j − i≫ 0.
For future reference, we include the corresponding duals:
Lemma 6.33. Let C, X, and Y be as in Assumption 2.1. The following are equivalent:
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(1) For M 6= 0, there are no monomorphisms M → Y (M) in C.
(2) For all (M,h) ∈ CT (X) we have socY M = 0 if and only if M = 0.
(3) For all morphisms ϕ in CT (X) we have that socY ϕ is a monomorphism if and only if
ϕ is a monomorphism.
Lemma 6.34. Let C, X, and Y be as in Assumption 2.1.
(i) Assume that the limit M∞ (if it exists) of a sequence of monomorphisms
0→M0 →M1 → . . .
in C with M0 6= 0 satisfies M∞ 6= 0. Then, Y satisfies the equivalent conditions of
the preceding lemma.
(ii) If C has enough injectives then C satisfies the assumption in (i).
One instance, where Nakayama’s lemma holds is the case of phyla on locally bounded
quivers:
Meta-Example 6.35. Let A be a phylum on a locally bounded quiver Q. Let C =∏
i∈Q0
Ai and let X be as in Example 5.5. Then the equivalent conditions in Lemma 6.29
hold for X : Indeed for i ∈ Q0 let d(i) be the length of the longest path from a source
vertex to i. Assume there exists an epimorphism X(M) → M where M = (Mi)i∈Q0 is
nonzero and choose a vertex i ∈ Q0 with Mi 6= 0 and d(i) as small as possible. For any
arrow α with target i we then get that Ms(α) = 0 by assumption. Therefore X(M)i =⊕
α∈Q1
t(α)=i
Fα(Ms(α)) = 0. If there were an epimorphism X(M)i → Mi it would follow that
Mi = 0, a contradiction. Hence, M = 0 and the claim follows.
Lemma 6.36. Let C, X, and Y be as in Assumption 2.1. Then, socY ◦ν = topX on the
full subcategory Im f!.
Proof. It follows from Lemma 5.27 that this equality holds on objects. In the description
of Lemma 6.21, it then follows that topX ϕ = ϕ0,0. For the left hand side note that by
Lemma 6.21 ϕ is determined by maps ϕ0,k : M → X
k(N) for k ≥ 0. This is then sent by
ν to a map ψ in (Id ⇓ Y ) determined by (adjY
k⊣Xk)−1(ϕ0,k) : Y
k(M) → N according to
Lemma 6.22. But the socle of that map is given by (adjY
0⊣X0)−1(ϕ0,0) = ϕ0,0 proving the
claim. 
The following theorem shows that the category GP proj(C
T (X))) can be described as a
monomorphism category.
Theorem 6.37. Let C, X, and Y be as in Assumption 2.1. Assume furthermore that the
equivalent conditions in Lemma 6.33 are satisfied. Then, the following are equivalent for
(M,h) ∈ CT (X).
(1) (M,h) ∈ GP proj(C
T (X)),
(2) L1ν(M,h) = 0,
(3) (M,h) ∈ Im ν−,
(4) (M,h) is a submodule of f!(N) for some N ∈ C,
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(5) h1 : X(M)→M is a monomorphism.
(6) L1 topX(M,h) = 0.
Proof. The equivalence of (1) and (3) is given by Corollary 6.13. By Lemma 6.20, f! ⊣ f
∗
is Iwanaga-Gorenstein of dimension n ≤ 1, thus Liν = 0 for all i ≥ 2. It follows that (1)
and (2) are equivalent. By [Kva18, Lemma 4.2.3], (M,h) ∈ Im ν− implies that (M,h) is
a submodule of a P -projective, in particular, it is a submodule of some f!(N) and hence
(3) implies (4). Conversely, since f! ⊣ f
∗ is Iwanaga–Gorenstein of dimension n ≤ 1 we
have that dimGP proj(CT (X))(C
T (X)) ≤ 1 by Theorem 6.10. and hence any submodule of an
object in GP proj(C
T (X)) is in GP proj(C
T (X)) (cf. [Sˇ14, Lemma 2.3]). It follows that (4)
implies (1). By Lemma 6.28, L1 topX(M,h) = ker h1. Thus, (5) and (6) are equivalent.
By definition of f!(M), it is easy to see that (4) implies (5).
For the missing direction (6)⇒ (2), note that L1 topX(M,h) = 0 implies that topX ψ is
a monomorphism where ψ : (f!X)(M)→ f!(M) is the leftmost map in the exact sequence
in Lemma 6.20. But topX ψ = socY ν(ψ) by the foregoing lemma. By Lemma 6.34 this is
a monomorphism if and only if ν(ψ) is a monomorphism. Thus, if and only if L1ν(M,h) =
0. 
For the sake of completeness we record the dual theorem:
Theorem 6.38. Let C, X, and Y be as in Assumption 2.1. Assume furthermore that the
equivalent conditions in Lemma 6.29 are satisfied. Then the following are equivalent for
(M,h) ∈ CT (X):
(1) (M,h) ∈ GI inj(C
T (X)),
(2) R1ν−(M,h) = 0,
(3) (M,h) ∈ Im ν,
(4) (M,h) is a quotient of f∗(N) for some N ∈ C,
(5) h1 : M → Y (M) is an epimorphism,
(6) R1 socY (M,h) = 0.
Meta-Example 6.39. In our running meta-example being Gorenstein P -projective means
that
Mi,in = (Mα)α :
⊕
α∈Q1
t(α)=i
Fα(Ms(α))→ Mi
is a monomorphism. Dually, being Gorenstein I-injective means that
Mi,out = (Mα∗) : Mi →
⊕
α∈Q1
s(α)=i
Gα(Mt(α))
is an epimorphism.
We finish this section with Theorem C from the introduction.
Theorem 6.40. Let C, X, and Y be as in Assumption 2.1. Let g be a right almost
split morphism in CT (X). Then ν−(g) is either a split or a right almost split morphism in
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GP proj(C
T (X)). Dually, for a left almost split morphism g′ in CT (X), the morphism ν(g′)
is either a split or a left almost split in GI inj(C
T (X)).
Proof. The theorem is a special case of 6.16 which satisfies our assumptions by Lemma
6.20. 
7. Almost split sequences via the preprojective algebra
In this section, we define the preprojective monad associated to an endofunctor X with
an ambidextrous adjunction. Furthermore we show that the Eilenberg–Moore category of
the preprojective monad can also be realised as the Eilenberg–Moore category of the free
monad associated to the Auslander–Reiten translation, generalising [Rin98]. Finally, we
provide a proof of Theorem D.
We define the category CΠ(X) as the full subcategory of (X, Y ⇓ Id) consisting of those
morphisms h1 : X(M) → M,h
′
1 : Y (M) → M such that h
′
1Y (h1)η
X⊣Y
M = h1X(h
′
1)η
Y ⊣X
M .
The notation suggests that this category can be realized as an Eilenberg–Moore category
over a monad Π(X). We will show that this is indeed the case under further assumptions
on C. A possible such assumption is that C is cocomplete. This should be compared to
the fact that the preprojective algebra is usually infinite dimensional although the path
algebra is finite dimensional. In the remainder of the paper we will however freely use the
notation CΠ(X) even if the monad Π(X) is not defined.
To construct the preprojective monad we start by adapting the notion of a quotient
monad to our setting of abelian categories. It should be compared to the quotient of a ring
by the ideal generated by a set of elements. For further reading on quotient monads, see
[BHKR15].
Definition 7.1. Let C be an abelian category. Let T be a right exact monad on C, let E
be a right exact endofunctor on C and let ϕ : E → T be a natural transformation. Then
the quotient monad T ′ = T/ϕ is defined to be the functor given on objects by
T ′(M) := Coker(TET (M)
T (ϕT (M))
−−−−−→ T 3(M)
T (µ)
−−→ T 2(M)
µ
−→ T (M))
and on morphisms by the universal property of the cokernel inducing the following com-
mutative diagram
TET (M) T (M) T ′(M)
TET (N) T (N) T ′(N)
TET (f) T (f) T ′(f)
for a morphism f : M → N in C.
To state the universal property of the quotient monad we recall the definition of a
morphism between monads.
Definition 7.2. Let (T1, η1, µ1) and (T2, η2, µ2) be monads on a category C. A morphism
(T1, η1, µ1) → (T2, η2, µ2) of monads is a natural transformation T1
δ
−→ T2 making the
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following diagrams commutative
T1T1 T1
T2T2 T2
δT2◦T1(δ)
µ1
δ
µ2
Id T1
Id T2.
1
η1
δ
η2
Note that a morphism δ : T1 → T2 of monads induces a faithful functor δ
∗ : CT2 → CT1
between the Eilenberg–Moore categories, given by sending an object g : T2(M) → M to
g ◦ δM : T1(M)→M and acting as identity on morphisms, see [Bor94, Proposition 4.5.9].
The following lemma shows that the quotient monad has indeed the structure of a monad.
Lemma 7.3. Let C be an abelian category. Let T be a right exact monad on C and let
E be a right exact endofunctor on C. Let ϕ : E → T be a natural transformation and
denote by T ′ = T/ϕ the corresponding quotient monad. Then, there exist unique natural
transformations µ′ : T ′T ′ → T ′ and η′ : Id→ T ′ such that the triple (T ′, η′, µ′) is a monad,
and such that the projection p : T → T ′ is a morphism of monads.
Proof. Let ψ denote the composite TET
T (ϕT )
−−−→ T 3
T (µ)
−−→ T 2
µ
−→ T . Then we claim that
(7.3.1) µ ◦ T (ψ) = ψ ◦ µET and µ ◦ ψT = ψ ◦ TE(µ) :
Indeed, the first equality of (7.3.1) follows from the commutativity of the following diagram
which follows from naturality of ϕ, the naturality of µ, and the associativity of µ.
T 2ET T 4 T 3 T 2
TET T 3 T 2 T
T 2(ϕT )
µET
T 2(µ)
µ
T2 µT
T (µ)
µ
T (ϕT ) T (µ) µ
while the second equality of (7.3.1) follows from the commutativity of the following diagram
TET 2 T 4 T 3 T 2
TET T 3 T 2 T
T (ϕ
T2 )
TE(µ) T 2(µ)
T (µT )
T (µ)
µT
µ
T (ϕT ) T (µ) µ
which follows from the naturality of ϕ, and the associativity of µ.
Hence, the universal property of the cokernel defines a morphism TT ′
l
−→ T ′ and a
commutative diagram
T 2ET T 2 TT ′ 0
TET T T ′ 0
µET
T (ψ)
µ
T (p)
l
ψ p
with exact rows. We claim that the composite
TETT ′
ψT ′−−→ TT ′
l
−→ T ′
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vanishes. Indeed, since the functors T and E are right exact, the morphism
TET (p) : TET 2 → TETT ′
is an epimorphism. Therefore, the composite l ◦ ψT ′ vanishes if and only if the composite
l ◦ ψT ′ ◦ TET (p) vanishes. Furthermore, by naturality and the second equality in (7.3.1)
we have
l ◦ ψT ′ ◦ TET (p) = l ◦ T (p) ◦ ψT = p ◦ µ ◦ ψT = p ◦ ψ ◦ TE(µ) = 0
where the last equality follows since p ◦ ψ = 0. This shows that l ◦ ψT ′ = 0. Since we have
a right exact sequence
TETT ′
ψT ′−−→ TT ′
pT ′−−→ T ′T ′ → 0
it follows that the morphism l factors through pT ′, i.e. that there exists a morphism
µ′ : T ′T ′ → T ′ satisfying µ′ ◦ pT ′ = l. Now let η
′ := p ◦ η : Id → T ′. We claim that the
triple (T ′, η′, µ′) is a monad on C. First note that the diagrams
T TT
T ′ T ′T ′
ηT
η′
T ′
T TT
T ′ T ′T ′
T (η)
T ′(η′)
TT T
T ′T ′ T ′
µ
µ′
are commutative, where the vertical morphisms are the canonical projections. Hence, the
diagrams
T TT T
T ′ T ′T ′ T ′
ηT µ
η′
T ′ µ
′
T TT T
T ′ T ′T ′ T ′
T (η) µ
T ′(η′) µ′
are also commutative. Since the leftmost vertical morphisms in the two diagrams are
epimorphisms, µ ◦ ηT = idT and µ ◦ T (η) = idT , it follows that
µ′ ◦ η′T ′ = idT ′ and µ
′ ◦ T ′(η′) = idT ′ .
Similarly, note that the diagrams
TTT TT
T ′T ′T ′ T ′T ′
T (µ)
T ′(µ′)
TTT TT
T ′T ′T ′ T ′T ′
µT
µ′
T ′
are commutative, where again the vertical morphisms are the canonical projections. Hence
we have commutative diagrams
TTT TT T
T ′T ′T ′ T ′T ′ T ′
T (µ) µ
T ′(µ′) µ′
TTT TT T
T ′T ′T ′ T ′T ′ T ′
µT µ
µ′
T ′ µ
′
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and since µ ◦ T (µ) = µ ◦ µT and the vertical morphisms are epimorphisms, it follows that
µ′ ◦ T ′(µ′) = µ′ ◦ µ′T ′. This shows that (T
′, η′, µ′) is a monad. Finally, µ′ and η′ are the
unique natural transformations making the diagrams
TT T
T ′T ′ T ′
µ
µ′
Id T
Id T ′
id
η
η′
commutative, since the leftmost vertical morphisms in these diagrams are epimorphisms.
In other words, µ′ and η′ are the unique natural transformations making the projection
p : T → T ′ into a morphism of monads. This proves the lemma. 
Lemma 7.4. Let C be an abelian category. Let T be a right exact monad on C and let E
be a right exact endofunctor on C. Let ϕ : E → T be a natural transformation and denote
by T ′ = T/ϕ the corresponding quotient monad with projection morphism p : T → T ′. The
functor p∗ : CT
′
→ CT , (M,h) 7→ (M,h ◦ pM) is full and faithful, and its image consists of
all morphisms h : T (M)→ M satisfying h ◦ ϕM = 0
Proof. It is immediate that the functor is faithful. We show that it is full. Let h : T ′(M)→
M and h˜ : T ′(M˜)→ M˜ be two objects in CT
′
, and let θ : p∗(h)→ p∗(h˜) be a morphism in
CT , i.e. a morphism θ : M → M˜ in C satisfying θ ◦h◦ pM = h˜ ◦ pM˜ ◦T (θ). By naturality of
p we have the equality pM˜ ◦ T (θ) = T
′(θ) ◦ pM and hence θ ◦ h ◦ pM = h˜ ◦ T
′(θ) ◦ pM . Since
pM is an epimorphism, it follows that θ ◦ h = h˜ ◦ T
′(θ), and hence θ is also a morphism
between h and h˜ in CT
′
. This shows that p∗ is full.
We prove the statement describing the image of p∗: Let h : T (M)→M be an object in
CT , and assume h ◦ ϕM = 0. Let ψ = µ ◦ T (µ) ◦ T (ϕT ) as in the preceding lemma. Then,
h ◦ ψM = h ◦ µM ◦ T (µM) ◦ T (ϕT (M)) = h ◦ T (h) ◦ T (µM) ◦ T (ϕT (M))
= h ◦ T (h) ◦ T 2(h) ◦ T (ϕT (M)) = h ◦ T (h) ◦ T (ϕM) ◦ TE(h) = 0.
Hence, there exists a morphism h′ : T ′(M)→M such that h = h′ ◦ pM . It only remains to
show that h′ is an object in CT
′
. Recall that the unit η′ for the monad structure on T ′ is
given by η′ = p ◦ η. Hence, we have that
h′ ◦ η′M = h
′ ◦ pM ◦ ηM = h ◦ ηM = idM .
Secondly, since p : T → T ′ is a morphism of monads, it follows that µ′ ◦ pT ′ ◦ T (p) = p ◦ µ.
Hence, we have that
h′ ◦ µ′M ◦ pT ′(M) ◦ T (pM) = h
′ ◦ pM ◦ µM = h ◦ µM = h ◦ T (h) = h
′ ◦ pM ◦ T (h)
= h′ ◦ T ′(h) ◦ pT (M) = h
′ ◦ T ′(h′) ◦ T ′(pM) ◦ pT (M)
= h′ ◦ T ′(h′) ◦ pT ′(M) ◦ T (pM)
Now since pT ′(M) ◦ T (pM) is an epimorphism, it follows that h
′ ◦ µ′M = h
′ ◦ T ′(h′). This
shows that h′ is an object in CT
′
, which proves the claim. 
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Definition 7.5. Let X ⊣ Y ⊣ X be an ambidextrous adjunction. Assume that T (X, Y )
exists (e.g. by assuming that C is cocomplete). Let ρ : Id → T (X, Y ) be the composition
of the unit of the adjunction Id → XY and the embedding XY → T (X, Y ). Dually, let
ρ′ : Id → T (X, Y ) be the composition of the unit of the adjunction Id → Y X and the
embedding Y X → T (X, Y ). Then the preprojective monad Π(X, Y ) is defined to be
the quotient monad T (X, Y )/(ρ− ρ′).
Note that by Lemma 7.4 the Eilenberg–Moore category of the preprojective monad is
in fact equivalent to the subcategory CΠ(X) of (X, Y ⇓ Id) as defined at the start of this
section.
The following result is a generalisation of a result of Ringel in the classical setting of
the module category of a finite quiver, see [Rin98]. Let us recall the definition of the
Auslander–Reiten translation τ in our setup. Let C, X , and Y be as in Assumption 2.1.
By Lemma 6.20, there exists a short exact sequence
0→ (f!Xf
∗)(M,h)→ (f!f
∗)(M,h)→ (M,h)→ 0.
Thus, by Remark 6.12, τ = L1ν : (X ⇓ Id)→ (X ⇓ Id) can be computed by applying ν to
the above sequence to obtain the exact sequence
0→ τ(M,h)
κ
−→ (f∗Xf
∗)(M,h)
χ
−→ f∗f
∗(M,h)→ ν(M,h)→ 0.
Theorem 7.6. Let C, X, and Y be as in Assumption 2.1. Then there are isomorphisms
(τ− ⇓ Id) ∼= CΠ(X) ∼= (Id ⇓ τ) making the following diagram commute:
(τ− ⇓ Id) CΠ(X) (Id ⇓ τ)
CT (X)
∼= ∼=
where the vertical functors are the forgetful functors.
Proof. Firstly we define the functor F : CΠ(X) → (Id ⇓ τ): Let (M,h1, h
′
1) ∈ C
Π(X). Using
the adjunction Y ⊣ X , the map h′1 : Y (M)→M corresponds to a map adj
Y ⊣X(h′1) : M →
X(M). Using the adjunction f ∗ ⊣ f∗, this map gives rise to a morphism ϕ : (M,h1) →
f∗(X(M)) in (X ⇓ Id). The definition of τ , using Proposition 6.20 and Remark 6.12, gives
rise to the following diagram
(7.6.1)
(M,h1)
0 τ(M,h1) f∗(X(M)) f∗(M).
ϕ
0ψ
κ χ
As a next step we show commutativity of the right hand triangle. By the universal property
of the kernel, this means that there is a unique map ψ making the diagram commutative.
Since every map (M,h1) → f∗(M) is uniquely determined by a map M → M and by
Proposition 6.23 the only non-zero components of f∗(X(M))→ f∗(M) whose image lies in
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M are −h1 : X(M)→M and ε
Y ⊣X
M : (Y X)(M)→M , it suffices to check that the diagram
M
X(M)⊕ (Y X)(M) M

ϕ0
ϕ1

 0
(−h1,εY ⊣XM )
commutes. By definition, ϕ = adjf
∗⊣f∗(adjY ⊣X(h′1)). By Remark 5.21 we obtain that ϕ0 =
adjY ⊣X(h′1) = X(h
′
1)η
Y ⊣X
M and ϕ1 = Y (X(h
′
1)η
Y ⊣X
M )Y (h1)η
X⊣Y
M . Thus, the commutativity
follows from
(−h1, ε
Y ⊣X
M )
(
X(h′1)η
Y ⊣X
Y X(h′1)Y (η
Y ⊣X
M )Y (h1)η
X⊣Y
M
)
=− h1X(h
′
1)η
Y ⊣X
M + ε
Y ⊣X
M Y X(h
′
1)Y (η
Y ⊣X
M )Y (h1)η
X⊣Y
M
=− h1X(h
′
1)η
Y ⊣X
M + h
′
1ε
Y ⊣X
Y (M)Y (η
Y ⊣X
M )Y (h1)η
X⊣Y
M
=− h1X(h
′
1)η
Y ⊣X
M + h
′
1Y (h1)η
X⊣Y
M = 0
by definition of CΠ(X). We define F on objects via F (M,h1, h
′
1) = (M,h1, ψ)
To define F on morphisms let a : (M,h1, h
′
1)→ (M˜, h˜1, h˜2) be a morphism in C
Π(X). In
particular, a defines a morphism (M,h1)→ (M˜, h˜1) in (X ⇓ Id). We define F (a) = a. To
check that F is well-defined it suffices to show that τ(a)ψ = ψ˜a. Consider the following
diagram
(M,h1)
0 τ(M,h1) f∗(X(M)) f∗(M)
(M˜, h˜1)
0 τ(M˜, h˜1) f∗(X(M˜)) f∗(M)
a
ψ
ϕ 0
τ(a)
κ
(f∗Xf∗)(a)
χ
(f∗f∗)(a)
ψ˜
ϕ˜ 0
κ˜ χ˜
This equation holds since
κ˜τ(a)ψ = f∗(Xf
∗(a))κψ = f∗(Xf
∗(a))ϕ = ϕ˜a = κ˜ψ˜a
and the fact that κ˜ is a monomorphism. This finishes the definition of F . It is clear from
the definition that F defines a functor.
To define its inverse G : (Id ⇓ τ) → CΠ(X) let (M,h1, ψ) ∈ (Id ⇓ τ) where ψ : (M,h1)→
τ(M,h1). Consider the sequence
0→ τ(M,h1)
κ
−→ f∗(X(M))
χ
−→ f∗(M).
Write τ(M,h1) = (N, g1), and let κi : N → (Y
iX)(M) denote the ith component of the
map f ∗(κ) : N →
∏
i≥0(Y
iX)(M). By Remark 5.21 we have that
(7.6.2) κi = Y
i(κ0) ◦ Y
i−1(adjX⊣Y (g1)) ◦ · · · ◦ Y (adj
X⊣Y (g1)) ◦ adj
X⊣Y (g1).
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Since χκ = 0, it follows in particular that
(7.6.3) h1 ◦ κ0 = ε
Y ⊣X
M ◦ κ1.
Define h′1 : Y (M) → M as h
′
1 = (adj
Y ⊣X)−1(κ0)Y (f
∗(ψ)). Consider the following
diagram
(XY )(M) (XY )(N) X(M)
M N X(M) (XYX)(M) M
(Y X)(M) (Y X)(N) (Y X)(M)
Y (M) Y (N)
X(h′1)
(XY f∗)(ψ)
(XY )(κ0)
X((adjY ⊣X )−1(κ0))
h1η
Y ⊣X
M
ηX⊣Y
M
f∗(ψ)
ηX⊣Y
M
κ1
κ0
ηY ⊣X
M
X(εY ⊣X
M
)
(Y Xf∗)(ψ)
Y (h1)
Y (g1)
εY ⊣X
M
h′1
(Y f∗)(ψ)
Y (κ0)
(adjY ⊣X)−1(κ0)
We claim that it is commutative. To check that the small internal polygons commute
follows (from top left to bottom right) from
• the definition of h′1,
• ηX⊣Y being a natural transformation,
• the definition of (adjY ⊣X)−1(κ0),
• the equation (7.6.3) and the triangle identity,
• ηX⊣Y being a natural transformation,
• ψ being a homomorphism in (X ⇓ Id),
• the equation (7.6.2) for i = 1,
• the definition of (adjY ⊣X)−1(κ0),
• the definition of h′1.
Reading the boundary we obtain that h1X(h
′
1)η
Y ⊣X
M = h
′
1Y (h1)η
X⊣Y
M , i.e. (M,h1, h
′
1) ∈
CΠ(X).
To define G on morphisms, consider a morphism a : (M,h1, ψ)→ (M˜, h˜1, ψ˜) in (Id ⇓ τ),
i.e. a morphism a : (M,h1) → (M˜, h˜1) in C
T (X) satisfying ψ˜a = τ(a)ψ. Define G(a) = a.
54 NAN GAO, JULIAN KU¨LSHAMMER, SONDRE KVAMME, AND CHRYSOSTOMOS PSAROUDAKIS
Well-definedness follows from commutativity of the following diagram:
Y (M) (Y f ∗)(τ(M,h1)) M
Y (M˜) (Y f ∗)(τ(M˜, h˜1)) M˜
Y f∗(ψ)
(Y f∗)(a)
(adjY ⊣X)−1(κ0)
(Y f∗)(τ(a)) f
∗(a)
Y f∗(ψ˜) (adjY ⊣X)−1(κ˜0)
Commutativity of the left square follows from a being a morphism in (Id ⇓ τ) while
commutativity of the right square follows from applying the adjunction isomorphisms cor-
responding to Y ⊣ X and f ∗ ⊣ f∗ to the square
τ(M,h1) (f∗X)(M)
τ(M˜, h˜1) (f∗X)(M˜)
κ
τ(a) (f∗X)(f∗(a))
κ˜
which commutes by definition of τ(a).
That GF (a) = a and FG(a) = a on morphisms is clear. Thus F and G are fully-faithful.
We are left showing that GF = Id and FG = Id on objects. Let (M,h1, h
′
1) ∈ C
Π(X).
Then F ((M,h1, h
′
1)) = (M,h1, ψ) where ψ is defined by the diagram (7.6.1) where ϕ is
determined by the 0-th component ϕ0 = adj
Y ⊣X(h′1) of the underlying map in C. Define
h˜′1 via (M,h1, h˜
′
1) = (GF )(M,h1, h
′
1), i.e. h˜
′
1 = (adj
Y ⊣X)−1(κ0) ◦ Y (f
∗(ψ)). Applying the
adjunction isomorphism to this equation we obtain that adjY ⊣X(h˜′1) = κ0f
∗(ψ), which by
the commutativity of (7.6.1) is equal to ϕ0 = adj
Y ⊣X(h′1). Applying (adj
Y ⊣X)−1 we obtain
h′1 = h˜
′
1. This proves GF = Id on objects.
To prove FG = Id on objects let (M,h1, ψ) ∈ (Id ⇓ τ). Then G(M,h1, ψ) = (M,h1, h
′
1)
where h′1 = (adj
Y ⊣X)−1(κ0)Y (f
∗(ψ)). Define ψ˜ via (FG)(M,h1, ψ) = (M,h1, ψ˜). We want
to show that ψ = ψ˜. For this, it suffices to show that ψ makes (7.6.1) commutative. Since
ϕ and κ are determined in degree 0, this follows from ϕ0 = adj
Y ⊣X(h′1) = κ0f
∗(ψ). This
finishes the proof that CΠ(X) ∼= (Id ⇓ τ).
The statement that (τ− ⇓ Id) is equivalent to (Id ⇓ τ) follows from adjointness of τ−
and τ , see Lemma 6.26. The statement about the forgetful functor follows immediately
from the definition of F and G. 
As in the classical case we obtain functors between the category of the preprojective
monad and the category of the free monad: Denote by g∗ : (Id ⇓ τ) → (X ⇓ Id) the
forgetful functor (X, h1, ψ) 7→ (X, h1) and by j : (X ⇓ Id)→ (Id ⇓ τ) the functor (M,h1) 7→
(M,h1, 0).
Lemma 7.7. Let C, X, and Y be as in Assumption 2.1. Then there exists an adjunction
j ◦ ν ⊣ ν− ◦ g∗. Furthermore g∗((adjj◦ν⊣ν
−◦g∗)−1) = (adjν⊣ν
−
)−1.
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Proof. Let (M,h1) ∈ (X ⇓ Id) and (N, k1, ψ) ∈ (Id ⇓ τ). It is sufficient to show that any
morphism a : ν(M,h1)→ (N, k1) in C
T (X) is also a morphism
a : jν(M,h1)→ (N, k1, ψ)
in (Id ⇓ τ). To prove this we need to show that the following diagram commutes
ν(M,h1) τν(M,h1)
(N, k1) τ(N, k1)
0
a τ(a)
ψ
Let τ−ν(M,h1)
s
−→ ν(M,h1) and τ
−(N, k1)
t
−→ (N, k1) denote the corresponding objects in
(τ− ⇓ Id) obtained via the isomorphism (Id ⇓ τ) ∼= (τ− ⇓ Id) in Theorem 7.6. Then the
diagram above commutes if and only if the diagram
τ−ν(M,h1) ν(M,h1)
τ−(N, k1) (N, k1)
s
τ−(a) a
t
commutes. But this diagram commutes trivially since ν(M,h1) ∈ GI inj(C
T (X)) by Corol-
lary 6.13 and Lemma 6.20, and hence τ−ν(M,h1) = R
1ν−ν(M,h1) = 0 by Theorem 6.38.
The second claim follows from the definition of the adjunction isomorphism. 
Remark 7.8. Note that even in the classical case, j and g∗ are not adjoint, so this
adjunction doesn’t follow from a composition of two adjunctions.
Finally, we are able to prove Theorem D:
Theorem 7.9. Let C, X, and Y be as in Assumption 2.1. Assume furthermore that CT (X)
is Krull–Schmidt and has almost split sequences. Let
(7.9.1) 0→ (L, h1, ψ1)→ (M, h˜1, ψ˜1)→ (N, hˆ1, ψˆ1)→ 0
be an almost split sequence in CΠ(X).
(i) Assume that C has enough injectives. If ν−(N, hˆ1) is not projective then the sequence
0→ ν−(L, h1)→ ν
−(M, h˜1)→ ν
−(N, hˆ1)→ 0
is either split exact or a sum of an almost split sequence in GP proj(C
T (X)) and a
sequence of the form 0→ (L′, h′)
id
−→ (L′, h′)→ 0→ 0 in GP proj(C
T (X)).
(ii) Assume that C has enough projectives. If ν(L, h1) is not injective, then the sequence
0→ ν(L, h1)→ ν(M, h˜1)→ ν(N, hˆ1)→ 0
is either split exact or a sum of an almost split sequence in GI inj(C
T (X)) and a se-
quence of the form 0→ 0→ (L′, h′)
id
−→ (L′, h′)→ 0 in GI inj(C
T (X)).
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Proof. We only prove (i), the proof of (ii) is dual. Application of ν−g∗ to the almost split
sequence (7.9.1) yields the left exact sequence
0→ ν−(L, h1)→ ν
−(M, h˜1)→ ν
−(N, hˆ1).
We will show that this sequence satisfies that for every (K, ℓ1) ∈ GP proj(C
T (X)) and every
b : (K, ℓ1) → ν
−(N, hˆ1) which is not a split epimorphism, b factors through ν
−(M, h˜1).
Using the adjunction isomorphism (adjj◦ν⊣ν
−◦g∗)−1 in Lemma 7.7 we obtain a map
jν(K, ℓ1)
(adjj◦ν⊣ν
−
◦g∗)−1(b)
−−−−−−−−−−−→ (N, hˆ1, ψˆ1).
We claim that (adjj◦ν⊣ν
−◦g∗)−1(b) is not a split epimorphism. Assume to the contrary
that there exists δ : (N, hˆ1, ψˆ1) → jν(K, ℓ1) such that (adj
j◦ν⊣ν−◦g∗)−1(b)δ = id(N,hˆ1,ψˆ1).
Applying g∗ we obtain that (adjν⊣ν
−
)−1(b)g∗(δ) = id(N,h1) using Lemma 7.7. Now applying
ν− to this and using that ν−ν(K, ℓ1) ∼= (K, ℓ1) via the unit of the adjunction since (K, ℓ1) ∈
GP proj(C
T (X)), we get a morphism ν−(N, hˆ1)→ (K, ℓ1) such that the composite
ν−(N, hˆ1)→ (K, ℓ1)
b
−→ ν−(N, hˆ1)
is the identity. This contradicts the assumption that b is not a split epimorphism.
Since (7.9.1) is an almost split sequence, it follows that adjj◦ν⊣ν
−◦g∗(b) factors through
(M, h˜1, ψ˜1) via a map ξ : jν(K, ℓ1) → (M, h˜1, ψ˜1). Again applying g
∗ and the adjunction
isomorphism we see that b factors through ν−(M, h˜1) via the map adj
ν⊣ν−(g∗(ξ)).
We are left with proving that the sequence 0→ ν−(L, h1)→ ν
−(M, h˜1)→ ν
−(N, hˆ1)→ 0
is right exact. Since ν−(N, hˆ1) is not projective, there exists a non-split epimorphism
(K ′, ℓ′1) → ν
−(N, hˆ1). Composing with the epimorphism ε
f!⊣f
∗
(K ′,ℓ′1)
: f!f
∗(K ′, ℓ′1) → (K
′, ℓ′1),
we get a non-split epimorphism f!f
∗(K ′, ℓ′1)→ ν
−(N, hˆ1). Since f!f
∗(K ′, ℓ′1) is P -projective,
it is contained in GP proj(C
T (X)). By the argument above the obtained non-split epi-
morphism will therefore factor through ν−(M, h˜1). This proves that the sequence is
right exact. Hence, if the sequence is not split exact then by a similar argument as in
Corollary 6.19 it will be a sum of an almost split sequence and a sequence of the form
0→ (L′, h′)
id
−→ (L′, h′)→ 0→ 0. This proves the claim. 
We conclude the paper with the following question, which to the best of our knowledge
is even open in the classical case of the preprojective algebra of a quiver:
Question 7.10. Does the functor g∗ : CΠ(X) → CT (X) send almost split sequences to direct
sums of almost split sequences and split sequences? In the classical case, since the embed-
ding of kQ into Π(Q) splits, it is easy to see that an almost split sequence in Π(Q) gets
sent to a sum of almost split sequences and split sequences as an element of (the socle of)
Ext1kQ(τ(M),M). In small examples, it seems to us that this is even true on the level of
short exact sequences.
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