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Abstract
In the Japanese language, various onomatopoeias can be used to convey delicate and sometimes sophisticated state
of sound or other things intuitively and accurately. In recent years, studies have been conducted to evaluate the
sensitivity associated with the use of these onomatopoeias. However, there is insufficient data to prepare an
onomatopoeia vocabulary for such studies. To solve this problem, we used our previously developed Japanese multiword
expression lexicon of onomatopoeias, which includes 38,800 entries. We additionally developed a method for segmenting
text based on changes in the activity levels of words on a semantic network. Here, we aim to develop an onomatopoeia-
recall-support system that automatically presents onomatopoeias related to each paragraph of the input text such as
text describing a product.



































































































































・動詞：V（未然形 V11，V12，連用形 V22，V23，終止形 V30，連体形 V40，仮定形 V50，命令形 V60），
















































































図2 意味ネットワークによる文脈情報生成 図3 共起情報による文脈情報生成




















3．SNi 中のすべての名詞 Nj（j＝1，2，…，ni）を集合 Σ に加える．ただし，名詞 Nj の累積刺激 kj は，N・Vi 間の共
起の出現頻度 ai（i＝1，2，…，m）と Vi・Nj 間の共起の出現頻度 bj（j＝1，2，…，ni）の関数 f（ai，bj）（たとえば，
kj＝ai・bj）で与える．なお，同じ名詞がすでに集合 Σ に存在する場合は，集合 Σ の要素は増さずにその単語の
累積刺激の加算のみ行う．
3・1・3 話題境界判定用のキーワード辞書の準備









大分類用 D1，中分類用 D2，小分類用 D3の3種類のキーワード辞書を用いるものとする．
ステップ1 3・1・2で示したアルゴリズムに従って，入力テキストに対して集合 Σ の生成を行う．このとき，入
力テキストの先頭から見て t 番目の名詞 Nt（t＝1，2，…，u）に対する文脈情報の更新処理が終了する毎に，キーワー
ド辞書 D1，D2，D3に含まれるすべてのキーワード Xi（i＝1，2，…，v）に対する文脈情報の累積刺激 kit（i＝1，2，
…，v，t＝1，2，…，u）の値を集合 Σ から読み出し，記録していく．
ステップ2 各キーワード Xi に対して入力テキスト中の各名詞 Nt の位置における文脈情報の累積刺激 kit の2階微分
値を計算する．なお，2階微分を行う際は，事前に累積刺激 kit の移動平均をとり平滑化を行う．
ステップ3 入力テキスト中のすべての文の境界位置 bj（j＝1，2，…，p）と対応する入力単語列中の境界位置について，
それらの境界位置の前後 q 単語の範囲に出現した各キーワード Xi に対する累積刺激 kit の2階微分の極大値（キー
ワード Xi に関する話題の開始を示す）および極小値（キーワード Xi に関する話題の終了を示す）の絶対値の総和を
キーワード辞書 D1，D2，D3毎に求め S1j，S2j，S3j（j＝1，2，…，p）とする．すなわち，Xi がキーワード辞書











Web 上のテキストデータや後述の大規模日本語 n-gram データ等を用いてオノマトペ共起表現レキシコンのエントリー
を増強することも考えられる．
ステップ1 3・1のテキストセグメンテーション手法で得られた話題境界候補データを用いて話題の階層構造を求め，
得られた話題区間 i 毎に活性度が高かった名詞の集合 ΣNi＝｛N1，N2，…，Nmi｝を抽出する（12），（13）．
ステップ2 ステップ1で求めた名詞の集合 ΣNi の要素となるすべての名詞 Ni に対して，入力テキストの該当区間 i で
名詞 Ni を含む文 Sji を抽出し，その格構造パターン（動詞およびその動詞と格関係をもつ名詞と格助詞の組）Cji を取
り出す．
ステップ3 ステップ2で求めた格構造パターン Cji と2のオノマトペ共起表現レキシコンの各エントリー Ok との構造
的なマッチングを行い，類似度の高いオノマトペ共起表現エントリー Ox 中のオノマトペ ox を抽出し，オノマトペ ox
を入力テキストの該当区間 i と意味的に関係のあるオノマトペ候補の集合 ΣOi＝｛o1，o2，…，oki｝の要素に加える．
ステップ4 ステップ2において，入力テキストの話題区間 i に出現しなかった名詞 Ni∈ΣNi については，オノマトペ
共起表現エントリー Ox のうち，名詞 Ni と共起するものから Ox 中のオノマトペ ox を抽出し，オノマトペ ox を入力








Google 社によって，2007年に以下の内容の大規模日本語 n-gram データが公開された（22）．ここで，単語 n-gram とは，
任意の文書における任意の n 個の単語が連続したもののことである．




Google 社の大規模日本語 n-gram データから，オノマトペとして頻出する ABAB のパターン（例：キラキラ，ザー
ザーなど）について，以下のデータを抽出した．なお，抽出されたデータには，「まあまあ」などオノマトペでないも
のも含まれる．
・2‐gram データから o（ABAB）-v （例：キラキラ－輝く）
・3‐gram データから o（ABAB）-p-v （例：キラキラ－と－輝く）および n-p-o（ABAB）（例：目－を－キラキラ）
・4‐gram データから o（ABAB）-n-p-v （例：キラキラ－ゴールド－に－輝く）
ここで，o はオノマトペ，v は動詞，p は助詞，n は名詞を表す．データの抽出件数は表3の通りである．
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表3 オノマトペ共起データ抽出件数
種別 データ件数 o の種類の数 n の種類の数 v の種類の数
o（ABAB）-v 13，209 1，124 1，846
o（ABAB）-p-v 9，281 1，006 1，541
o（ABAB）-n-p-v 2，504 363 778 559
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