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A representation f of a graph G is a mapping f which assigns to each vertex of G 
a non-empty collection of intervals on the real line so that two distinct vertices x 
and y are adjacent if and only if there are intervals I~f(x) and J~f(y) with 
InJ# a. We study the total interval number of G, defined as I(G) = 
minCL, VtGj If(x)l:fis a representation of G}. Let n be the number of vertices of 
G. Our main results on I(G) are: (a) If G is a tree then I(G)<L5n/4-3/4J for 
n > 3. (b) If G is a triangle-free outerplanar graph then I(G) < L3n/2 - 11 for n > 2. 
(c) If G is a triangle-free planar graph then I(G) < 2n - 3 for n > 3. (d) If G is any 
triangle-free graph then I(G) < rn/21 LIZ/~] + 1. All bounds are sharp and for n > 4 
the bound of (d) is achieved iff G = K,,,,,., n,2 ,_ We conjecture that results (bt(d) 
remain valid without the hypothesis “triangle-free” and present some partial results 
on this conjecture. We close with a result on the related concept of the depth-two 
total interval number and some open problems. 0 1989 Academic Press. Inc 
1. INTR~~xJCTI~N 
Interval graphs, i.e., graphs which are the intersection graphs of a family 
of intervals on the real line, have for many years been a major topic in 
graph theory. If a graph is not an interval graph then a natural question 
arises as to how many intervals per vertex are needed to ensure an inter- 
section realization. Let us make this precise. 
DEFINITION. A representation f of a graph G is a mapping f which 
assigns to each vertex of G a non-empty collection of intervals on the real 
line so that two distinct vertices x and y are adjacent if and only if there 
are intervals ZEN and J~f(y) with In J# 0. The interval number i(G) 
is defined as 
i(G) := min{XmFax, if(x fis a representation sf G}. 
Hence the graphs with i(G) = 1 are precisely the interval graphs. The 
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study of i(G) was initiated in Trotter and Harary [9] and Griggs and West 
[4]. It was known, for example, that i(T) < 2 for all trees T. Perhaps the 
most interesting result so far, proved in Scheinerman and West [S], states 
that i(G) < 3 for all planar graphs. 
The present paper adresses the question of minimizing the average 
number of intervals per vertex instead of the maximum number, a problem 
suggested in [4]. We multiply this average value by the number of vertices 
to obtain the following definition. 
DEFINITION. The total interval number of a graph G is 
I(G) := min c If(x)] :fis a representation of G 
XE V(C) 
Our main results on I(G) read as follows, where the graphs in question are 
always assumed to have n vertices. 
THEOREM 1. If G is a tree then Z(G) < L$n - $1 (n > 3). 
THEOREM 2. If G is a triangle-free outerplanar graph then I(G) < 
L%n-1J (n32). 
THEOREM 3. If G is a triangle-free planar graph then Z(G) < 2n - 3 
(n33). 
THEOREM 4. If G is any triangle-free graph then I(G) d rn/21 in/21 + 1. 
All bounds are sharp, in fact, for n 2 4 the bound of Theorem 4 is 
achieved iff G = Krn,2,,Ln,2,. Although most of our results concern triangle- 
free graphs we surmise that Theorems 224 are valid without restrictions. 
The theorems listed above are proved in Sections 3-6. Additional results 
and open problems appear in the final Sections 7 and 8. If G is a graph 
then V(G) and E(G) denote the vertex-set and edge-set, respectively. IGI is 
the number of vertices in G, d(a, G) is the degree of vertex a in G, and o(G) 
the number of vertices of odd degree. G is called Eulerian if all vertices in G 
have even degree. We denote by k(G) the number of (connected) 
components of G, and by E(G) the number of Euclerian components. For 
subgraphs H, H’ of G, HO H’ denotes the sum modulo 2 on the edges, 
i.e., e E E(H@ H’) if e is in precisely one of E(H) or E(H’). A graph is 
outerplanar if it can be embedded in the plane such that all vertices are on 
the outer face. For all other terms not defined here the reader is referred 
to [2]. 
TOTAL INTERVAL NUMBER 
2. AN IMPORTANT LEMMA 
We begin with a useful property of representations introduced in [9]. 
DEFINITION. A representation f of a graph G is called dispIuyed if to 
every x E V(G) there exists an open interval J on the real line which is fully 
contained in an x-interval and which is disjoint to all y-intervals for all 
y #x. We call J a displayed part of x. 
We will make repeated use of the following result. (For a subgraph H of 
G, G-H denotes the graph spanned in G by the vertices not in H. Recall 
also that, unlike many authors, we do not insist that Eulerian graphs be 
non-trivial and connected.) 
LEMMA 1. Suppose that G has no isolated vertices. Let H be a subgraph 
of G and o(H), F(H) as defined above. If G - H has no edges then 
Z(G) d /E(G)1 + E(H) + o(H)/2. 
Prooi Let C be a component of H. If C is non-trivial Eulerian we 
choose an open Eulerian trail Z of C - e where e is any edge of C. If C is 
trivial, we set Z= C. If C is not Eulerian and o(C) = 2t, then it is well 
known that C can be partitioned into t edge-disjoint open trails Z;, . . . . Z;. 
Repeating this construction for all components of H we obtain 1 edge- 
disjoint trails Z,, . . . . Z, where I = E(H) + o(H)/2. 
Let H’ = U:= i Zi. We first show that there exists a displayed represen- 
tation f of H’ with JE(H’)I + I intervals. To see this, let Zi= (vi,i, . . . . v~,~(~)), 
i=l > . . . . 1. Now it is clearly possible to choose vi,i-intervals [aii, bq] for all 
i,j, l<i<Z, l<j<~(i),suchthata~<a,~<b~<b,~ifi’=i,j’=j+l,and 
aij < b, < aiY < bi,. if i’ = i and j’ > j + 1 or i’ > i. This is then the desired 
representation. 
To finish the proof, let f be the representation of H’ just constructed, 
and let e be an edge not in H’. Since G-H has no edges and 
V(H’) = V(H) we infer that e = {x, y } is incident with at least one vertex of 
H’, say x E V(H’). To represent e we choose a small y-interval inside a 
displayed part of x. Repeating this for all edges outsides H’ (which can 
clearly be done without further intersections) yields a representation of G 
as claimed. 1 
It can be shown that Lemma 1 is best possible when G is triangle-free. 
That is, for triangle-free graphs G there always exists a subgraph H such 
that G-H has no edges and Z(G)= IE(G)( +E(H) +o(H)/2. In what 
follows we do not need this result and thus we omit the proof, which is not 
difficult. 
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3. TREES 
One of the earliest results on interval graphs was a characterization of 
those trees that are interval graphs. 
DEFINITION. A caterpillar is a tree T such that after deletion of all end- 
points the remainder is a path. 
Now the theorem reads: A tree is an inter& graph iff it is a caterpillar. 
Clearly, any tree with at most six vertices is a caterpillar. We need one 
more definition. Let T be a tree and T,, T2 subtrees. We say the pair 
(T,, T,) is a splitting of T (at the vertex v) if T, u T2 = T, T, n T2 = iv}. 
LEMMA 2. Suppose T is a tree which is not a caterpillar. Then there 
exists a splitting (T,, T,) of T where T, is a caterpillar with 1 T,] > 5. 
ProoJ Let T- be the remainder of T after deleting all end-points. Let 
Y, be the set of end-points in T- and V, the set of vertices of T- which 
have a degree 3 3 in T-. Since T is not a caterpillar, V, # a. For every 
v E V, there exists a unique path P, connecting v with some vertex u’ E V, 
which does not contain any further vertices of V2. We now transform T- 
into a new tree To by replacing every such path P, = (v, . . . . v’), v E V,, 
v’ E V,, by a single edge {v, v’} (see Fig. 1 for an example). Let p be a 
peripheral end-point of To, i.e., one of maximal distance from the center or 
bicenter of To. The unique neighbor q of p in To has d(q, To) > 3 by the 
setup of To. As p is peripheral it follows that q is adjacent in 7” to another 
end-vertex p’, It is now immediate that there exists a splitting (T,, T2) of T 
at q as asserted. (In Fig. 1 T, is shown by the bold edges.) 1 
THEOREM 1. Let T be a tree on n vertices, n > 3. Then I(T) & 
L5n/2 - 3/4_1, and this bound is sharp for all n > 3. 
Proof. We show I(T) < 5n/4 - 314 by induction on II. The inequality is 
obvious for n = 3. If T is a caterpillar then 1(T) = n < k/4 - 3/4 for n 2 3, 
so we may assume T is not a caterpillar and hence 1 Tj = n 2 7 by the 
T T- To 
FIGURE 1 
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remark preceding Lemma 2. We split T into T,, T2 according to Lemma 2, 
whence 
IT11 + IT21 =n+ 1, 561T,I<n, 26/T2l<:n, (1) 
and Z((T,) = lT,I. 
If ( T,( = 2, then Z(T,) = (TJ and thus by (1) and n 3 7 
If I T21 3 3, then by the induction hypothesis Z( T,) <i ) T21 -a, and 1 I”,1 < 
$( I T, I - 1) because of 1 T, I 3 5. Applying (1) we conclude 
as claimed. 
To prove that the bound is sharp it suffices to construct trees T with 
Z(T) = 5n/4- 3/4 for all n z 3 (mod 4). Let II E 3 (mod 4) and set I= 
(n - 1)/2. Denote by T,, the tree on n vertices with 1 end-vertices, I vertices 
of degree 2, and one vertex of degree 1 as shown in Fig. 2. 
We claim that Z( T,,) = 5n/4 - 314. This is clear for n = 3. We proceed by 
induction on n. Let n E 3 (mod 4), n 9 7, and denote the end-vertices of T,, 
by ~1, . ..> xi, the degree 2 vertices by y,, . . . . y,, and the center by z. 
Suppose, on the contrary, there is a representation f of T, with t intervals 
where t < h/4 - 314. For all subtrees T,= T, - {xi, yi, xj, yj>, i# j, we 
have by induction Z( Ti,) = $(H - 4) - i > t - 4. Since there is at least one 
interval in the representation f for each of xi, yi, xj, yj, and since this 
holds for all pairs i # j, we conclude that every vertex f in T is represen- 
ted in f by precisely one interval. As yi is adjacent to xi and z (but not xi 
to z) it follows that every y,-interval (i= 1, . . . . I) contains an end-point of 
some z-interval. Since the y,-intervals are pairwise disjoint we infer that 
there must be at least [I/21 = (n + 1)/4 intervals representing z, and thus 
t > (n - 1) + (n + 1)/4 = 5n/4 - 3/4, a contradiction. 1 
T3 T7 Tll 
FIGURE 2 
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4. TRIANGLE-FREE OUTERPLANAR GRAPHS 
We begin with two general results on triangle-free graphs which can 
easily be verified by analogous arguments as in [3, p. 391 and [4, Th. 11. 
LEMMA 3. Let G, H be triangle-free graphs with V(H) = V(G) and 
E(H) E E(G). Then I(H) <I(G). 
PROPOSITION 1. If G is a triangle-free graph, then I(G) > IE( G)( + 1. 
Proposition 1 can be generalized in a straightforward manner to K,-free 
graphs; in this connection see [lo, p. 3231. We come to the main result of 
this section. 
THEOREM 2. Let G be a triangle-free outerplanar graph on n vertices, 
n > 2. Then I(G) 6 L3nJ2 - l_l, and this bound is sharp for all n 2 2. 
Proof To prove the inequality it suffices by Lemma 3 to consider edge- 
maximal graphs G. That is, whenever we add an edge to G then G loses the 
property of being triangle-free or of being outerplanar. It is readily seen 
that G is connected and that every bridge of G is an end-edge. Further- 
more, we may assume that G is not a star K,,,_ 1 since I(K,,,+ i) = 
n d 3n/2 - 1. Let G’ be the remaining graph after deletion of all end-vertices 
of G. By our observations above, G’ is a bridgeless, connected, outerplanar 
graph with (G’/ 2 2. It follows that the edges bordering the outer region of 
G’ form a spanning connected Eulerian subgraph H of G’. Since G-H 
contains no edges we infer from Lemma 1 that 
I(G) 6 IE(G)l + 1, (2) 
whence it remains to show that 
lIZ( 4211-2. (3) 
But (3) is an immediate consequence of the Euler formula for planar 
graphs using the fact that G is triangle-free and outerplanar. 
To show that the bound is sharp it suffices to consider the case n =O 
(mod 2). Using Proposition 1 and (2) we have I(G) = (E(G)1 + 1 for edge- 
maximal triangle-free outerplanar graphs. Using again Euler’s relation we 
further see that IE(G)I = 3n/2 - 2 holds if all inner regions are bordered by 
four edges and the outer region by a cycle of n edges. Examples of graphs 
with this property are the ladder graphs shown in Fig. 3. 1 
i El !Il 1.1_117... 
FIGURE 3 
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5. TRIANGLE-FREE PLANAR GRAPHS 
THEOREM 3. Let G be a triangle-free planar graph on n vertices, n > 3. 
Then I(G) d 2n - 3, and this bound is sharp for all n. 
ProoJ As in the proof of Theorem 2 it suffices to consider edge- 
maximal graphs G. It is easy to see that an edge-maximal triangle-free 
planar graph is either 2-connected or a star Kr,,_i. Since I(K,,,_,) = 
n < 2n - 3, we may assume G to be 2-connected. Since G is edge-maximal, 
every region of G is bordered by a 4-cycle or a 5-cycle; any longer region 
can be split by adding a chord. Set m = /E(G)/ and let f4, f5 be the number 
of 4-faces and 5-faces, respectively. By Euler’s relation we have n -m + 
f4 + fs = 2. Since 4f4 + 5f5 = 2m, we conclude that 
m=2n-4-f,/2. 
Using (4) and Lemma 1 it remains to prove the following fact: 
G contains a subgraph G, such that G - G, is without 
edges and s(GO) + o(G,)/2 6 1 + f5/2. 
We first prove the following: 
(4) 
(5) 
G contains a spanning Eulerian subgraph H with at most 
3 + f5/2 components. (6) 
To prove (6), we note that G has arboricity 2 as follows easily from the 
formula of Nash-Williams (see [S, p. 901). Hence G is the edge-disjoint 
union of two spanning forests F,, F2 where, since G is connected, we may 
assume that F1 is a tree. It follows from (4) and IE(F,)j =n- 1 that 
IE(F,)I = n - 3 - f5/2 and thus k(Fz) = 3 + f,/2. As F2 is a co-tree of G we 
know that there exists an Eulerian subgraph H of G which contains F2, 
thus establishing (6). (For each edge e E E;, let C, be the unique cycle of 
F, u e and let H be the sum mod 2 of these cycles; see also Jaeger [6].) 
Remark. Lemma 1 together with (4) and (6) imply Z(G) 6 2n - 1. 
We are now going to prove (5). Let 2 be the collection of spanning 
Eulerian subgraphs H of G with k(H) d 3 + f5/2, where 2 # ~7 because of 
(6). Let HEX. If k(H) < 1 + f5/2 then we are done by setting G, = H. If 
k(H) = 2 + fJ2, then again (5) holds by setting Go = Hu e where e is any 
edge connecting two different components of H. Equally simple is the case 
when H contains an isolated vertex x: Let H’ = H- x and note that 
G - H’ has no edges. Thus, if k(H’) < 1 + f,/2, then we are done and so we 
may assume k(H’) = 2 + f,/2. But then there exists either an edge or a path 
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of length 2 (via x) connecting two distinct components of H’ and thus (5) 
follows similarly as in the case k(H) = 2 + f5/2. 
Two more cases can be easily dealt with. Suppose there are vertices 
x, y, -7 in three different components of H such that {x, ~1, (x, zj E E(G). 
Then (5) follows by taking G,= Hu ((x, y>, (x, 2)). Finally, if there 
are four vertices xi, x2, y,, y, in four different components of H with 
{xi, x,1, (yl, y2j E E(G) then (5) is again established by taking G,= 
Hu {Kd CVl, Yz>>. 
In summary, we may assume for all HE 20: 
k(H) = 3 +f5/2, 
H has no isolated vertices, 
there are no vertices x, y, z in three different components 
of H with (x, y}, (x, z} EE(G), 
if f5 > 0 (and hence k(H) > 4) then there is a component A 
of H such that all edges of G which connect different com- 
ponents of H have at least one end-point in A. 
(7) 
(8) 
(9) 
(10) 
To finish the proof of (5), we will show that assumptions (7)-( 10) lead to 
a contradiction. Let us call a component A of H as in (10) the central 
component. If f5 > 0 then we choose H, E # in such a way that the central 
component A, of H, has the maximum number of vertices possible. If 
f5=0 then we choose HO~ X such that H, contains a component A,-, of 
maximal size. Let A,, . . . . A, be the other components of Ho, t = 2 + fs/2. 
For i = 0, 1, . . . . t, let A+ be the induced subgraph in G on V(A;). If f5 > 0, 
then we choose for every i= 1, . . . . t an edge {bi, a,) E E(G) with big V(A,) 
and a, E V( Ai), which is possible since G is connected and A0 is the central 
component. If fs = 0 then we may assume without loss of generality that A0 
and A, are connected in G whence we choose an edge { bl, a, > E E(G) with 
~1 E VA,), b, E VA,). 
Let us fix an embedding of G. Consider ai and denote by e,, e,, . . . . e, the 
edges incident with a, in clockwise manner where e, = {bi, a,). By (9), 
every edge ej is either in A+ or connects a, with some vertex in AO. Since 
by (8) H has no isolated vertices and is Eulerian, we have 
1 {j: ej E E(A+ )} 1 > 2 and thus, in particular, s z 2. As G is 2-connected we 
conclude that there is precisely one region Fj of G which contains ej, ej+ 1 
(j= 0, 1, . ..) s) where we take the indices modulo s + 1, and the Fis are all 
distinct. Among the F,‘s we will now determine two special regions R,, Si as 
follows: Let v=min{j:e,EA:}, ~=max{j:e,EA’}. We have O<v<p 
because e,$E(A’) and j{j:ejEE(A’)}\>2. Set Ri=Fvel, Si~=FP, and 
let yi, si be the vertices of Ai with e, = {ai, r,], eP = {a,, si}. If f5 > 0 then 
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FIGURE 4 
we repeat this construction for all i = 1, . . . . t whereas for fs = 0 we just take 
i= 1. 
Let us assume f5 >O for a moment. We claim that R,, . . . . R,, S,, . . . . S, 
are pairwise distinct. To see this, suppose Ri = Rj, i# j. Then R, would 
have to contain at least six vertices on its boundary, namely ai, ri, a,, rj, 
and, because of (9), two more vertices in AO. The proof of R,# S, is 
analogous. It follows that not all of the 2t regions RI, . . . . R,, S,, . . . . S, are 
5-faces since this would imply f5 >2t, in contradiction to t =2 + f5/2. 
Hence we may assume that R, is a 4-face. 
We return to the general case fs 3 0. Let C be the 4-cycle bordering R,. 
By our construction, there are vertices x, y with V(C) = {a,, rl, x, y}, 
E(C)= {(a,, r,}, (rI,x>, (x, Y>, {y, a,>), and aI, rlEAI, YE&. 
Furthermore, because of (9), x E A0 or x E A i (see Fig. 4). Let H’ = H, 0 C. 
H’ is a spanning Eulerian subgraph with k(H’) < k(H,). Thus H’ E X and 
k(H’) =k(H,) because of (7). A look at Fig. 4 shows that this is only 
possible when XE V(/‘(A,). (For this, recall that H, is bridgeless since it is 
Eulerian.) It follows that (A, u A,) @ C consists of two components Ah, A; 
with V(Ab) 3 V(A,) u {a,, X} 2 V(/‘(A,) and r1 E !‘(‘(A;). If fs >O, then Ah 
must be the central component of H’. So we have in this case and also in 
the case f5 = 0 a contradiction to the maximality of A,, thereby finishing 
the proof. 
By Proposition 1 and (4), this bound is achieved by every planar graph 
embeddable so that every face is a 4-cycle; KZ,n--2 is an example. 1 
6. GENERAL TRIANGLE-FREE GRAPHS 
We first look at complete bipartite graphs. 
PROPOSITION 2. I(K,,,) = rs + 1 for r, s b 1. 
ProoJ K,,, is triangle-free and has a single path on 2 min { r, s} vertices 
that touches all edges: Hence Proposition 1 and Lemma 1 yield 
I(K,.,) = m + 1. [ 
To treat the general case we need a result that is of independent interest. 
%2b/46/1-2 
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PROPOSITION 3. Let G be a 4-edge connected graph. Then Z(G) < 
IE(G)l + 1, and we have equality if G is triangle-free. 
Proof Every 4-edge connected graph contains a spanning Eulerian 
subgraph (see Kundu [7] or Jaeger [6]). The assertion now follows from 
Lemma 1 and Proposition 1. 1 
THEOREM 4. Let G be a triangle-free graph on n vertices. Then Z(G) 6 
rn/2] Ln/2J + 1. This bound is sharp and for n 34 equality holds ifJ 
G = &l,Z,. Ln,2, 
Prod If G = Krn,2,,Ln,Z, then the assertion follows from Proposition 2. 
For n d 3 the theorem clearly holds. To finish the proof we assume n > 4 
and G # KTn,?,,i,,2, and show Z(G)< [n/21 Ln/2_1. By Lemma 3 it is 
sufficient to consider edge-maximal graphs G; that is, either G loses the 
property of being triangle-free whenever we add an edge or G = Kf,,z,,Ln,Z,, 
where K, denotes K,., minus an edge. We proceed by induction on n. For 
n 6 7 it is easy to verify the assertion directly. Let n > 8. 
Case 1. G has a vertex x with d(x, G) d 3. For G’ = G-x we have by 
induction Z(G’) B [(n - 1)/21 L(n - 1)/2] or G’ = K,,,- 11,2,,L(n- 1),2J. In the 
second case we take a Hamiltonian path H of G’. Since G - H has no edges 
we infer from Lemma 1, d(x, G) < 3, and n> 8 that Z(G) B IE(G)J + 1 B 
r(n - 1)/21 L(n - 1)/2] + 4 < rn/2] Ln/2 J. Hence we may assume Z(G’) 6 
r(n - 1)/21 L(n - 1)/2 J. Since we need at most four intervals to represent 
x and its neighbors we. again have Z(G)dZ(G’)+4<r(n-1)/21 
L(n - 1)/2_1+ 4 6 b/21 Ln/2J. 
Case 2. All vertices of G have degree 24. We show that G is 4-edge 
connected. Suppose otherwise. Then V(G) can be partitioned into sets A 
and B such that there are at most three edges between A and B. As all 
degrees are at least 4, we must have lA( > 5, (BI 2 5. Choosing distinct 
vertices a,, a2 E A, b,, b2 E B not incident with any of the edges between A 
and B, we could add two edges (a,, b,}, (a2, b,} without generating a 
triangle, in contradiction to the fact that G is edge-maximal. Proposition 3 
and Turan’s Theorem [2, p. 1101 now complete the proof. u 
7. SOME RESULTS ON ARBITRARY GRAPHS 
It is quite possible that Theorems 24 hold for arbitrary graphs. 
Conjecture. Theorems 2, 3, and 4 remain valid without the hypothesis 
“triangle-free.” 
As a step towards the general Theorem 2 we have the following result. 
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THEOREM 5. If G is a 2-connected outerplanar graph on n vertices, n > 2, 
then I(G) < L3n/2 - 11. 
Proof The proof is based on the following lemma. 
LEMMA. Let G be a 2-connected outerplanar graph on n vertices, n > 4. 
Then there exists a coloring of the edges of G with colors red and blue with 
the following properties: 
(i) The edges on the outer region are red. 
(ii) Every triangle contains at least one blue edge. 
(iii) To every blue edge b there exists a triangle D, which consists of b 
and two red edges such that D,, D,, are edge-disjoint for all blue edges 
b # b’. 
We first prove the lemma. If G is a cycle or G is one of the three graphs 
Hi shown in Fig. 5, then the assertion is clear; in Fig. 5 an appropriate edge 
coloring of the graphs Hi is displayed, where blue edges are represented as 
broken lines. Thus we can assume that G is not a cycle and G & Hi, 
i= 1,2, 3. A chord of G is an edge of G which is not on the outer face of G. 
For each chord e of G there are two subgraphs Gr, G, of G such that 
G1 u G, = G and G, n G, is the graph that consists of e together with the 
vertices incident with e. We call such a pair G1, G2 a splitting of G. We 
shall prove the lemma inductively by considering an appropriate splitting 
of G. 
First we consider the case that there exists an inner face F of G that is 
not a triangle. Pick a chord e of G which is on the boundary of F and con- 
sider the corresponding splitting G,, G, of G, where we assume that F is an 
inner face of G,. Application of the induction hypothesis to G2 yields a 
coloring cp2: E(G,) + {red, blue} for which (i), (ii), (iii) hold. If G, is not a 
triangle then we can similarly obtained q1 : E(G,) --+ {red, blue}. Note that 
in both colorings, ‘pl and (p2, the common edge e is red and thus we can 
put together q, and q2 to obtain an edge-coloring cp of G. If G2 is a 
triangle then we obtain cp from qz by changing the color of e into blue and 
coloring the remaining two edges red. In either case this yields a coloring 
/y-j? c-:l v 
e2 
Hl 
H2 
H3 
FIGURE 5 
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for G which has the desired properties: trivially, (i) and (ii) hold, and (iii) 
follows from the fact that e is not contained in any triangle of G,. 
Now we consider the case that all inner faces of G are triangles. For 
i = 1, 2, let Hi and e, be as in Fig. 5. One easily finds that G has a chord e 
such that, for the corresponding splitting of G into G,, G, and for some 
in { 1,2}, there exists an isomorphism G, --f H, which maps e onto e,; we 
just sketch the proof of the existence of e and G, with these properties: Let 
D be the weak dual of G (for a definition see, e.g., [S, p. 231]), let p be a 
peripheral end-vertex of D and let q be the neighbor of p. If existing, let p’ 
be another peripheral end-vertex of D which is also a neighbor of q. 
Further let r # p, p’ be another neighbor of q. Note that Y exists since 
G & Hi, H,. Then the triangles of G corresponding to q, p and (if existing) 
p’ form G, as desired, where e is the edge that corresponds to the edge 
(q, v) ED. Next we observe that G2 is not a triangle since, otherwise, 
G g H, or H,. Thus we can apply induction to obtain an edge-coloring cpz 
of G2 as above. Let cpi be the coloring of the edges of G, as indicated in 
Fig. 5. One easily finds that putting ‘pi and (p2 together yields an edge- 
coloring of G which has the desired properties (i), (ii), (iii). This proves the 
lemma. 
We return to the proof of the theorem. The assertion is trivial for n < 3 
or if G is a cycle, hence we assume G is not a cycle. Let rl, . . . . v, be the 
clockwise order of the vertices on the outer region, where we may assume 
d(u,, G)>3. 
Step 1. To every vi we choose a vi-interval Ii= [aj, bi] and an 
additional vi-interval I,+ r = [a,, ,, b,, i] such that ai < a,, 1 <b,< ait < 
b,+l < bi+* for i= 1, ..,, n - 1. In this way all edges on the outer region are 
represented. We now color the edges red or blue according to the lemma. 
Among the triangles D, we distinguish three types depending on how many 
edges of D, lie on the outer face (see Fig. 6). 
Step 2. Let Db be of type 1, where we use the notation of Fig. 6 (indices 
taken modulo n). Since d(v,, G) >/ 3 we have i # 1. We represent b by 
extending Ii + 1 to the left such that the left end-point of Zj+ i lies between ai 
and bi- r. In this way we may represent all triangles of type 1 without 
adding new intervals. 
“0 a @ 
"i-l "j 1 
TYPO 1 TYPO 2 Type 3 
FIGURE 6 
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Step 3. Let Db be of type 2, using again the notation of Fig. 6. We place 
a small v,-interval inside the overlap of li and Ii+ i. If D, is of type 3 then 
we place a small vi-interval I and a small vi-interval J inside the displayed 
part of 1, such that In J#Jzl. Finally, if e= {v,, u,) is a chord not 
belonging to any triangle D, then we place a small vi-interval inside the 
displayed part of Ij. In this way, we have represented all edges of G. Note 
that the constructions in Step 3 are possible without any restrictions since 
we have d(v,, G) = 2 for all vertices ui appearing in Step 2. 
To complete the proof we count the number of intervals used. Let G’ be 
the subgraph consisting of the red edges. Steps 1-3 and properties (i) to 
(iii) show that the number of intervals is precisely iE(G’)I + 1. By (i) and 
(ii), G’ is a 2-connected, triangle-free, outerplanar graph, whence by the 
same argument as for (3) in the proof of Theorem 2 we conclude IE(G’)J d 
3n/2 - 2, and thus I(G) 6 3n/2 - 1. a 
Remark. Z(G) < [.3n/2 - 1 J is also true when G is a bridgeless outer- 
planar graph on n vertices with all inner faces being triangles, n 3 2. 
As in [8] we say that the representation f of G has depth Y if no point of 
the real line is contained in more than r intervals of $ Let us set 
I,(G) := min c If(x)] : f representation of depth r . 
x t V(G) 
For triangle-free graphs G, Z,(G) =1(G). The following result is an 
analogue of [S, Th. 41. 
THEOREM 6. Let G be a planar graph on n vertices. Then 12(G) < 3n - 5 
for n > 3, with equality if G is maximal planar. 
Proof: Note that the construction in the proof of Lemma 1 furnishes a 
representation of depth 2. Furthermore, it is clear that Lemma 3 and 
Proposition 1 can be generalized to arbitrary graphs, i.e., Z,(G) > 
IE(G)I + 1 and representations of depth 2. Hence it suffices to show 
I,(G) = 3n - 5 (n > 3) for maximal planar graphs. For n = 3 this is obvious, 
so assume n > 4. By a theorem of Kundu [7], every maximal planar graph 
G on at least four vertices contains two edge-disjoint spanning trees. As in 
the proof of Theorem 3, we conclude that a maximal planar graph G 
contains a connected spanning Eulerian subgraph H. By Lemma 1 and 
IE(G)( = 3n - 6, it follows ’ that I,(G) < (E(G)/ + I = 3n - 5, and thus 
I,(G)=3n-5. 1 
We have one further result on arbitrary graphs. 
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THEOREM 7. Let G be a graph on n vertices with n z 0 (mod 4) and 
G * Ktp.np. Then Z(G) < n2J4. 
Proof. It was shown in [l] that i(G) < n/4 whenever G satisfies the 
assumption of the theorem. But this implies Z(G) f i(G). n B n2J4. 1 
8. SOME OPEN PROBLEMS 
Let m be the number of edges of G. We can formulate Theorem 1 as 
follows: If G is a tree, then Z(G) < 5m/4 + l/2 for m 3 2. 
Problem. Is it true that Z(G) < 5mJ4 + l/2 for all connected graphs with 
m b 2 edges? 
Considering the average numbers 2, f, f from Theorems 1-3, another 
question comes to mind. Is there an “interesting” class of graphs for which 
:n + c is a sharp upper bound? Applying Lemma 1 it is easily seen that 
Z(G) d Ltn - f _I for all graphs G all of whose blocks are cycles of length 3 4. 
Furthermore, Proposition 1 implies that this bound is sharp. This class of 
graphs is, however, rather artificial, and the statement is no longer true if 
we allow blocks to be triangles. 
There is one well-known class that lies “between” trees and outerplanar 
graphs, the cacti. A graph G is a cactus if every block of G is either an edge 
or a cycle. Cacti can also be characterized as those plane graphs which 
have all edges on the outer region. We believe, however, that for cacti + is 
the right average number. 
Conjecture. If G is a cactus on n vertices, then Z(G) < L%n - $J. for 
n >, 2. 
If the inequality is correct then it would be sharp as can be shown for the 
examples in Fig. 7. For n + 0 (mod 4), similar examples can easily be 
found. 
G4 G8 G12 G16 
FIGURE 7 
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Note added in pro01 In the meantime the problems posed in this paper were solved: D. B. 
West informed us that he proved I(G) 6 (5n? + 2)/4 for all connected graphs with m > 2 edges 
and that he together with T. Kratzke disproved the above conjecture on cacti by showing that 
the correct bound is L(18n - 12)/13 J, except for several small graphs. Moreover, very recently, 
T. Kratzke settled our conjecture that Theorems 2, 3, and 4 remain valid without the 
hypothesis “triangle-free” (Doctoral thesis 1988, University of Illinois at Urbana-Champaign; 
Advisor: D. B. West). 
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