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Resumen
En este trabajo se estudia la teor´ıa ba´sica de bifurcacio´n as´ı como algunas de sus apli-
caciones en ecuaciones diferenciales. En el Cap´ıtulo 1 presentamos algunos resultados
ba´sicos y definimos el concepto de punto de bifurcacio´n. En el Cap´ıtulo 2 se estudian el
me´todo de Reduccio´n de Lyapunov-Schmidt y un teorema debido a Crandall y Rabino-
witz. Tambie´n estudiamos dos importantes teoremas: uno debido a Krasnoselsk’ii y otro
debido a Rabinowitz. En el Cap´ıtulo 3 presentamos una aplicacio´n para un problema de
Sturm-Liouville y dos aplicaciones a ecuaciones diferenciales el´ıpticas de segundo orden.
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Introduccio´n
El concepto de punto de bifurcacio´n surge cuando se estudia la ecuacio´n
f(x, λ) = 0, (1)
donde x pertenece a un espacio de Banach real X y λ es un para´metro que pertenece
a un espacio de Banach real Y. En Teor´ıa de bifurcacio´n se supone que la ecuacio´n
anterior posee un conjunto de soluciones conocido como las soluciones triviales. Bajo
estas condiciones decimos que un punto (x0, λ0) es un punto de bifurcacio´n de la ecuacio´n
(1) si en cada vecindad de (x0, λ0) en X × Y existe una solucio´n la cual es no trivial. En
las aplicaciones, generalmente, el conjunto de soluciones triviales es de la forma
{(0, λ) : λ ∈ R} .
La teor´ıa de bifurcacio´n trata precisamente con el estudio de puntos de bifurcacio´n y
las propiedades globales y locales del conjunto de soluciones (x, λ). Problemas de tipo
f´ısico como elasticidad, dina´mica de poblaciones, transferencia de calor, etc. se pueden
formular como problemas de punto fijo del tipo
u = λLu+ A(u), (2)
y e´stos, bajo circunstancias adecuadas, pueden tratarse usando teor´ıa de bifurcacio´n.
El desarrollo del contenido se presenta en tres cap´ıtulos. En el primer cap´ıtulo presenta-
mos el concepto de punto de bifurcacio´n y establecemos como condicio´n necesaria para
que el punto (0, λ0) sea de bifurcacio´n que ∂xf(0, λ0) no sea un isomorfismo. Adema´s
incluimos varios resultados que se requieren en los cap´ıtulos posteriores.
En el Cap´ıtulo 2 estudiamos la ecuacio´n (1) en el caso en que Y = R. Comenzamos
con el me´todo de reduccio´n de Lyapunov-Schmidt, en el cual se supone que el operador
∂xf(0, λ0) es un operador de Fredho¨lm, logrando reducir el problema de buscar las so-
luciones cerca del punto (0, λ0) de la ecuacio´n (1) en el espacio X × R a un espacio
de dimensio´n finita. Luego estudiamos un resultado de bifurcacio´n debido a Crandall y
Rabinowitz que fue publicado en [7]. En e´ste se concluye bajo una cierta regularidad
para la funcio´n f y con la condicio´n de que el kernel y el rango del operador ∂xf(0, λ0)
tengan dimensio´n y codimensio´n uno respectivamente, que el conjunto de soluciones que
se emanan del punto (0, λ0) cerca de este punto consta de una curva suave y de las
soluciones no triviales, esto es
f−1(0) ∩ U = {(sx0 + sx1(s), λ(s)) : |s| < ε} ∪ {(0, t) : (0, t) ∈ U} .
Continuamos con el Teorema de Krasnoselsk’ii y el Teorema de Rabinowitz (vea´se [13]),
que abordan el concepto de punto de bifurcacio´n por medio de la teor´ıa de grado de
Leray-Schauder para estudiar ecuaciones del tipo
u− λLu+ g(u, λ) = 0 (3)
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donde L es un operador lineal y compacto y g es un operador compacto. El Teorema
de Krasnoselsk’ii garantiza que el punto (0, λ0) es un punto de bifurcacio´n de (3) si λ0
es un valor caracter´ıstico de multiplicidad algebraica impar de L. Sean S la clausura
del conjunto de las soluciones no triviales de la ecuacio´n (3) y C la componente conexa
de S que contiene al punto (0, λ0). El Teorema de Rabinowitz afirma que bajo ciertas
condiciones esta componente es no acotada o contiene otro punto de la forma (0, λj),
donde λj es un valor caracter´ıstico de L.
En el cap´ıtulo 3 presentamos tres aplicaciones de los teoremas abstractos presentados
en el cap´ıtulo anterior. Las dos primeras son una aplicacio´n del teorema probado por
Crandall y Rabinowitz. En la primera estudiamos el problema el´ıptico semilineal
∆u = λg(u) en Ω,
u = 0 en ∂Ω,
}
(4)
donde Ω ⊆ Rn es un dominio acotado, n ≥ 2 y g : R 7→ R de clase C1 con derivada
acotada. Buscaremos soluciones de´biles u en el espacio H10 (Ω). Concluiremos que si λ0
es un valor propio simple del problema linealizado
∆v = λg′(0)v en Ω,
v = 0 en ∂Ω,
}
(5)
entonces (0, λ0) es un punto de bifurcacio´n de (4). La idea de esta aplicacio´n fue tomada
de [13].
En la segunda aplicacio´n estudiamos el problema de Dirichlet
−∆u = λu+ p(u) en Ω,
u = 0 en ∂Ω,
}
(6)
donde p : R 7→ R es una funcio´n suficientemente regular. En este caso buscaremos solu-
ciones no triviales (u, λ) en C2,α(Ω)×R. Esta aplicacio´n aparece de manera esquema´tica
en [1]. Un aporte de este trabajo consiste en verificar de manera detallada las condiciones
de los teoremas abstractos empleados para estudiar el problema (6).
Por u´ltimo, aplicamos el Teorema de Rabinowitz para describir las soluciones de un
problema de Sturm-Liouville
Lu ≡ −(p(x)u′)′ + q(x)u = λa(x)u+ h(x, u, u′, λ), 0 < x < pi, (7)
a0u(0) + b0u
′(0) = 0,
a1u(pi) + b1u
′(pi) = 0.
Los valores propios del problema lineal
Lv = λav, 0 < x < pi, (8)
a0v(0) + b0v
′(0) = 0,
a1v(pi) + b1v
′(pi) = 0,
forman una sucesio´n creciente de valores propios simples. Para cada valor propio λk del
problema (8) se obtiene que (0, λk) es un punto de bifurcacio´n de (7). Si Ck denota
la componente de S que contiene a (0, λk), entonces Ck resultara´ no acotada. Adema´s,
probaremos que si (u, λ) ∈ Ck es tal que u 6= 0 entonces todos los ceros de u en el
intervalo [0, pi] son simples y u tiene exactamente k − 1 ceros simples en el intervalo
(0, pi). Esta aplicacio´n aparece en [14]. La versio´n que se presenta en este trabajo es de
[16].
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Cap´ıtulo 1
Preliminares
1.1. Definiciones y resultados ba´sicos
A continuacio´n se presentan algunos resultados de ana´lisis funcional, topolog´ıa, ecuacio-
nes diferenciales y de la teor´ıa de Grado de Leray-Schauder que necesitaremos en los
cap´ıtulos posteriores. Para una demostracio´n remitimos a los art´ıculos y textos que se
dan como referencia.
Definicio´n 1.1. Sean E un espacio de Banach y L : E 7→ E un operador lineal y
continuo. Diremos que λ 6= 0 es un valor caracter´ıstico de L si λ−1 es un valor propio
de L.
Definicio´n 1.2. Sean E un espacio de Banach y L : E → E un operador lineal y com-
pacto. Sea λ0 un valor caracter´ıstico de L. Consideremos la sucesio´n {ker (I − λ0L)m}m.
La multiplicidad algebraica de λ0 es la dimensio´n del espacio ker (I − λ0L)k , donde k es
el menor entero positivo tal que
ker (I − λ0L)k−1 6= ker (I − λ0L)k = ker (I − λ0L)m
para todo m ≥ k (ve´ase [3], pa´gina 99).
Teorema 1.1. (Teorema de Arzela`-Azcoli) Sea X un espacio de Hausdorff compacto.
Si F es un subconjunto de C(X) puntualmente acotado y equicontinuo entonces F es
totalmente acotado en la me´trica uniforme y la clausura de F en C(X) es compacta.
Demostracio´n. Ve´ase [10], pa´gina 137.
Lema 1.1. Sean E un espacio de Banach y C un subconjunto conexo. Si A es un abierto
tal que A ∩ C 6= φ y Ac ∩ C 6= φ. Entonces, ∂A ∩ (A ∩ C) 6= φ.
Demostracio´n. Supongamos que la afirmacio´n no es cierta. Entonces para todo x ∈ ∂A
existe rx > 0 tal que
Brx(x) ∩ A ∩ C = φ.
Sea
B =
⋃
x∈∂A
Brx(x).
Consideremos los conjuntos A0 = A ∩ C y B0 = (B ∪ Ac) ∩ C. Se verifica fa´cilmente
que A0 y B0 son abiertos en C, no vac´ıos, disjuntos y cuya unio´n es C. Esto es, A0 y B0
forman una separacio´n de C. Absurdo, pues C es conexo.
1
Sea I un intervalo cerrado. Consideremos el operador lineal de segundo orden
L = a0(x)
d2
dx2
+ a1(x)
d
dx
+ a2(x),
donde ai : I → R son continuas para 0 ≤ i ≤ 2.
Enunciamos el siguiente teorema, que sera´ u´til en las aplicaciones.
Teorema 1.2. Supongamos que a0(x) 6= 0 en I y f : I → R es continua. Sean x0 ∈ I,
α y β nu´meros reales dados. Entonces el problema
Lu = f, x ∈ I; u(x0) = α, u′(x0) = β
tiene una u´nica solucio´n.
Demostracio´n. Ve´ase [18], pa´gina 58.
Teorema 1.3. (Teorema de Separacio´n) Sea X un espacio me´trico compacto. Sean P
y Q subconjuntos cerrados y disjuntos de X. Supongamos que no existe un subconjunto
de X cerrado y conexo cuya interseccio´n con P y Q sea no vac´ıa. Entonces existen
dos subconjuntos de X cerrados y disjuntos KP y KQ tales que P ⊆ KP , Q ⊆ KQ y
X = KP ∪KQ.
Demostracio´n. Ve´ase [4], pa´gina 96.
Presentamos el Lema de Morse, que sera´ usado para estudiar la estructura del conjunto
de soluciones de la ecuacio´n f(x) = 0 cerca del origen.
Teorema 1.4. (Lema de Morse) Sea f : Rn → R una funcio´n de clase Cp con p ≥ 2,
tal que f(0) = 0, f ′(0) = 0 y f ′′(0) es una matriz no singular. Entonces existen una
vecindad U0 de 0 en Rn y un homeomorfismo y : U0 → Rn de clase Cp−2 tales que
y(0) = 0, y′(0) = I y para todo x ∈ U0,
f(x) =
1
2
(f ′′(0)y(x), y(x)),
donde (·, ·) denota el producto interno en Rn.
Nos referiremos al homeomorfismo y : U0 → Rn como un cambio de coordenadas. No´tese
que si p > 2 entonces y es un difeomorfismo de clase Cp−2.
Demostracio´n. Ve´ase [13], pa´gina 99.
Establecemos ahora una versio´n del Teorema de la Funcio´n Impl´ıcita usada en este
trabajo.
Teorema 1.5. (Teorema de la Funcio´n Impl´ıcita) Sean E, F , G espacios de Banach,
A ⊂ E × F abierto y f : A → G una funcio´n continua. Supongamos que la funcio´n
y 7→ f(x, y) de
Ax = {y ∈ F : (x, y) ∈ A}
en G es diferenciable en Ax para todo x ∈ E tal que Ax 6= φ y la derivada de esta funcio´n
(denotada por fy) es continua en A. Sea (x0, y0) ∈ A tal que f(x0, y0) = 0 y fy(x0, y0)
es un homeomorfismo lineal de F en G. Entonces existen una vecindad U de x0 en E y
V de y0 en F tales que
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(i) U × V ⊂ A.
(ii) Existe exactamente una funcio´n u : U → V tal que f(x, u(x)) = 0 para todo x ∈ U.
(iii) La funcio´n u es continua.
Si, adema´s, la funcio´n f ∈ Ck(A) entonces (iii) puede ser reemplazado por
(iv) u ∈ Ck.
Demostracio´n. Ve´ase [9], pa´gina 270.
1.2. Propiedades del Grado de Leray-Schauder
En esta seccio´n enunciamos las propiedades del Grado de Leray-Schauder que usaremos
en este trabajo. Se puede encontrar una construccio´n, con un gran nu´mero de aplicacio-
nes, en [8]. Sea X un espacio de Banach real. Denotaremos como Q(Ω, X) el espacio de
todos los operadores compactos de Ω en X, donde Ω es un abierto acotado en X.
Teorema 1.6. Sea
M =
{
(I − T,Ω, b) : Ω ⊆ X abierto y acotado, T ∈ Q(Ω¯, X) y b /∈ (I − T )(∂Ω)} .
Entonces existe una u´nica funcio´n d : M → Z que cumple:
(i) Para todo b ∈ Ω
d(I,Ω, b) = 1.
(ii) Si Ω1 y Ω2 son dos subconjuntos abiertos y disjuntos de X y b /∈ (I−T )(Ω¯−Ω1∪Ω2)
entonces
d(I − T,Ω, b) = d(I − T,Ω1, b) + d(I − T,Ω2, b).
(iii) Sean y : [0, 1]→ X continua y H : [0, 1]× Ω¯→ X un operador compacto. Suponga-
mos que y(t) /∈ (I−H(t, ·))(∂Ω) para todo t ∈ [0, 1]. Entonces d(I−H(t, ·),Ω, y(t))
es independiente de t.
El valor d(I − T,Ω, b) recibe el nombre de grado de Leray-Schauder de I − T en Ω.
Demostracio´n. Ve´ase [8], pa´gina 57.
Los siguiente teoremas son tres propiedades de la teor´ıa de grado.
Teorema 1.7. (Excisio´n) Sean K ⊆ Ω un conjunto cerrado y T ∈ Q(Ω¯, X). Supongamos
que ϕ = I − T y b /∈ ϕ(K) ∪ ϕ(∂Ω). Entonces
d(ϕ,Ω, b) = d(ϕ,Ω−K, b).
Teorema 1.8. (Propiedad del Producto) Sean X1 y X2 espacios de Banach y Ωi ⊆ Xi
subconjuntos abiertos y acotados para i = 1, 2. Supogamos que Ti ∈ Q(Ω¯i, Xi) y que
bi /∈ ϕi(∂Ωi), donde ϕi = I − T , para i = 1, 2. Entonces
d((ϕ1, ϕ2),Ω1 × Ω2, (b1, b2)) = d(ϕ1,Ω1, b1) · d(ϕ2,Ω2, b2).
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Teorema 1.9. Sean T ∈ Q(Ω¯, X) . Supongamos que b /∈ (I − T )(Ω¯). Entonces
d(I − T,Ω, b) = 0.
A continuacio´n definimos el concepto de ı´ndice, que mencionaremos en el cap´ıtulo 2. Sea
T ∈ Q(Ω¯, X) y ϕ = I −T . En este caso decimos que ϕ es una perturbacio´n compacta de
la identidad. Denotaremos como B(x0, ε) la bola abierta en X de radio ε y con centro
en x0.
Definicio´n 1.3. Decimos que x0 ∈ X es una solucio´n aislada de la ecuacio´n ϕ(x) = 0
si existe un ε > 0 tal que x0 es la u´nica solucio´n de esta ecuacio´n en B(x0, ε).
Definicio´n 1.4. El ı´ndice de una solucio´n aislada de la ecuacio´n ϕ(x) = 0 denotada por
i(ϕ, x0, 0), esta´ definido por
i(ϕ, x0, 0) = l´ım
ε→0
d(ϕ,B(x0, ε), 0).
Observar que por la propiedad de excisio´n el valor de d(ϕ,B(x0, ε), 0) es constante para
ε < ε0, para algu´n ε0 suficientemente pequen˜o.
1.3. Punto de bifurcacio´n
Presentamos a continuacio´n el concepto de punto de bifurcacio´n y determinamos una
condicio´n necesaria para que un punto de la forma (0, λ0) sea un punto de bifurcacio´n.
En esta seccio´n X, Y y Z denotara´n espacios de Banach reales.
Definicio´n 1.5. Sea f : X×Y → Z una funcio´n continua. Supongamos que f(0, λ) = 0
para todo λ ∈ Y . Diremos que un punto (0, λ0) ∈ X × Y es un punto de bifurcacio´n de
la ecuacio´n
f(x, λ) = 0, (1.1)
si toda vecindad V de (0, λ0), en X × Y, contiene soluciones no triviales de la ecuacio´n
(1.1), es decir, existe (x, λ) ∈ V con x 6= 0 tal que f(x, λ) = 0.
De la definicio´n anterior se desprende que (0, λ0) es un punto de bifurcacio´n si y so´lo si
existe una sucesio´n {(xn, λn)}n tal que f(xn, λn) = 0, xn 6= 0, xn → 0 y λn → λ0 cuando
n→∞.
El siguiente teorema determina una condicio´n necesaria para que un punto sea de bifur-
cacio´n.
Teorema 1.10. Sea f : X × Y → Z una funcio´n continua tal que ∂xf(x, y) existe para
todo (x, y) ∈ X × Y y ∂xf es continua en X × Y . Supongamos que (0, λ0) sea un punto
de bifurcacio´n. Entonces el operador ∂xf(0, λ0) no es un homeomorfismo.
Para la prueba recurriremos al Teorema de la Funcio´n Impl´ıcita.
Demostracio´n. Supongamos que ∂xf(0, λ0) : X → Z es un homeomorfismo. Por el
Teorema de la Funcio´n Impl´ıcita existen una vecindad U de 0 en X, una vecindad V de
λ0 en Y , y una u´nica funcio´n continua g : V → U tal que g(λ0) = 0 y
f−1(0) ∩ (U × V ) = {(g(λ), λ) : λ ∈ V } .
Pero f(0, λ) = 0 para todo λ ∈ V . Luego g(λ) = 0 para todo λ ∈ V. Por lo tanto las
u´nicas soluciones de (1.1) en U × V son las triviales. Absurdo, pues (0, λ0) es un punto
de bifurcacio´n de (1.1).
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La conclusio´n obtenida en el teorema anterior es una condicio´n necesaria para que (0, λ0)
sea un punto de bifurcacio´n, mas no suficiente, como lo muestra el siguiente ejemplo.
Ejemplo 1.1. Sean X = Z = R2 y Y = R. Definimos la funcio´n f : X × Y → Z por
f(x1, x2, λ) = (1− λ)(x1, x2) + (x32 ,−x31).
Entonces ∂xf(0, 0, λ) = (1− λ)I, donde I denota la matriz identidad de orden 2. Por lo
tanto el u´nico punto λ, donde ∂xf(0, 0, λ) no es un homeomorfismo es cuando λ = 1. Sin
embargo el punto (0, 0, 1) no es un punto de bifurcacio´n, pues f(x1, x2, λ) = 0 implica
que
(1− λ)x1x2 = −x42,
(1− λ)x1x2 = x41.
De aqu´ı, x1 = x2 = 0 y por lo tanto f no posee soluciones no triviales.
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Cap´ıtulo 2
Resultados de Teor´ıa de Bifurcacio´n
En este cap´ıtulo presentamos algunos resultados importantes de teor´ıa de bifurcacio´n.
En la seccio´n 1, consideramos una te´cnica que permite reducir el estudio de los ceros
de una funcio´n definida en espacios de dimensio´n infinita a espacios de dimensio´n finita.
Esta te´cnica se conoce como el me´todo de reduccio´n de Lyapunov-Schmidt. En la seccio´n
2 estudiamos la estructura del conjunto de ceros de una funcio´n cerca de la vecindad de
un punto. En las secciones 3 y 4 estudiamos la ecuacio´n x − λLx + g(x, λ) = 0, donde
presentamos dos resultados que permiten relacionar el concepto de bifurcacio´n con el de
la multiplicidad algebraica de un valor caracter´ıstico del operador compacto L.
2.1. El Me´todo de Lyapunov-Schmidt
Sean X y Y espacios de Banach. Sea f : X×R 7→ Y una funcio´n continua. El me´todo de
Lyapunov-Schmidt permite reducir el problema de encontrar soluciones de la ecuacio´n
f(x, λ) = 0 (2.1)
en el espacio X ×R (que puede ser de dimensio´n infinita) a un subespacio de dimensio´n
finita.
Definicio´n 2.1. Sean X y Y espacios de Banach. Sea T : X 7→ Y un operador lineal.
Se dice que T es un operador de Fredho¨lm si
(i) Ker(T ) tiene dimensio´n finita.
(ii) El rango de T es cerrado y tiene codimensio´n finita. (i.e. la dimensio´n del espacio
cociente Y/R(T ) es finita).
Sean f : X×R 7→ Y una funcio´n de clase Cp, p ≥ 1 y λ0 ∈ R. Supongamos que ∂xf(0, λ0)
es un operador de Fredho¨lm. As´ı,
si X1 = Ker(∂xf(0, λ0)), dim(X1) <∞,
y si Y1 = R(∂xf(0, λ0)), codim(Y1) <∞.
De aqu´ı, existen un subespacio cerrado X2 de X y un subespacio Y2 de Y de dimensio´n
finita tales que
X = X1 ⊕X2,
Y = Y1 ⊕ Y2.
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Sea P la proyeccio´n lineal y continua de Y sobre Y1. Entonces resolver la ecuacio´n (2.1)
es equivalente a resolver las ecuaciones
Pf(x, λ) = 0,
(I − P )f(x, λ) = 0.
}
(2.2)
Consideremos la funcio´n g : (X1 × R)×X2 7→ Y1 definida por
g((x1, λ), x2) = Pf(x1 + x2, λ).
Entonces g ∈ Cp y por la regla de la cadena,
∂x2g((0, λ0), 0) = P (∂xf(0, λ0)) |X2
= ∂xf(0, λ0) |X2 .
Adema´s, ∂xf(0, λ0) |X2 : X2 7→ Y1 es un homeomorfismo, puesto que:
∂xf(0, λ0) |X2 es uno a uno, ya que si ∂xf(0, λ0)x2 = 0 entonces x2 ∈ X1. Pero
X1 ∩X2 = {0}. Luego x2 = 0.
∂xf(0, λ0) |X2 es sobreyectiva. Sea z ∈ Y1. Entonces existe x¯ ∈ X tal que ∂xf(0, λ0)x¯ =
z. Como x¯ ∈ X = X1⊕X2 entonces existen x1 ∈ X1 y x2 ∈ X2 tales que x¯ = x1+x2.
Por lo tanto
z = ∂xf(0, λ0)x¯ = ∂xf(0, λ0)x1 + ∂xf(0, λ0)x2 = ∂xf(0, λ0)x2.
La continuidad se obtiene del Teorema de la funcio´n abierta, pues X2 y Y1 son
espacios de Banach.
Luego, por el Teorema de la Funcio´n Implic´ıta aplicado a g existen una vecindad U de
(0, λ0) en X1 × R, una vecindad V de 0 en X2 y una u´nica funcio´n u : U 7→ V tales que
u ∈ Cp, u(0, λ0) = 0 y
g((x1, λ), u(x1, λ)) = Pf(x1 + u(x1, λ), λ) = 0
para todo (x1, λ) ∈ U . Adema´s,
{((x1, λ), u(x1, λ)) : (x1, λ) ∈ U}
son las u´nicas soluciones en U × V de g(x1, λ, x2) = 0.
As´ı, la primera ecuacio´n en (2.2) esta´ resuelta y por lo tanto so´lo basta resolver la
ecuacio´n
(I − P )f(x1 + u(x1, λ), λ) = 0. (2.3)
La ecuacio´n (2.3) es llamada la ecuacio´n de bifurcacio´n e involucra los espacios X1 × R
y Y2 los cuales son de dimensio´n finita. Analicemos esta ecuacio´n en el caso en que
dim(Y2) = m, m ∈ N. Sea B = {z1, z2, · · · , zm} una base para Y2. Para 1 ≤ i ≤ m
definamos
Y˜i = Y1 ⊕ Zi,
donde Zi es el espacio generado por Br {zi} . Veamos que Y˜i es cerrado. Sea {yn}n ⊆ Y˜i
una sucesio´n tal que yn → y cuando n→∞, con y ∈ Y. Como 〈zi〉, el espacio generado
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por zi, es de dimensio´n finita, entonces la proyeccio´n Pi de Y sobre 〈zi〉 es lineal y
continua. Por lo tanto Piyn → Piy cuando n → ∞. Como yn ∈ Y˜i entonces Piyn = 0
para todo n ∈ N. Luego Piy = 0 y as´ı y ∈ Y˜i.
Como zi /∈ Y˜i y Y = Y˜i ⊕ 〈zi〉 entonces por el Teorema de Hahn-Banach existe un
funcional y∗i : Y 7→ R, lineal y continuo tal que y∗i ≡ 0 en Y˜i y y∗i (zi) = 1.
Sea y ∈ Y. Existen y1 ∈ Y1 y αk ∈ R para 1 ≤ k ≤ m, tales que
y = y1 +
m∑
k=1
αkzk.
Para todo 1 ≤ i ≤ m, 〈y∗i , y〉 = 0⇐⇒ αi = 0. Adema´s,
(I − P )(y1 +
m∑
k=1
αkzk) = 0⇐⇒
m∑
k=1
αkzk = 0⇐⇒ αk = 0, 1 ≤ k ≤ m.
Luego,
(I − P )(y) = 0⇐⇒ 〈y∗k, y〉 = 0, para 1 ≤ k ≤ m.
Por lo tanto la ecuacio´n (2.3) es equivalente a las m ecuaciones
〈y∗k, f(x1 + u(x1 + λ))〉 = 0,
para 1 ≤ k ≤ m. Estas m ecuaciones involucran los espacios X1 × R y R los cuales son
de dimensio´n finita. Del anterior ana´lisis tambie´n se deduce que
Y1 =
m⋂
k=1
{y ∈ Y : 〈y∗k, y〉 = 0} .
Enunciamos esta u´ltima conclusio´n en el siguiente lema que utilizaremos ma´s adelante.
Lema 2.1. Sea Y un espacio de Banach tal que Y = Y1 ⊕ Y2. Supongamos que Y2 tiene
dimensio´n m, m ∈ N (i.e. codim(Y1) = m). Entonces existen m funcionales lineales y
continuos y∗k : Y 7→ R, para 1 ≤ k ≤ m, tales que
Y1 =
m⋂
k=1
{y ∈ Y : 〈y∗k, y〉 = 0} .
2.2. El Teorema de Crandall y Rabinowitz
En esta seccio´n presentamos varios teoremas que permiten obtener informacio´n acerca de
la estructura del conjunto de ceros de una funcio´n. Comenzamos estudiando, por medio
del Lema de Morse, los ceros de una funcio´n f : Rn 7→ R y despue´s siguiendo la idea del
me´todo de Reduccio´n de Lyapunov-Schmidt obtenemos un resultado similar para espa-
cios de dimensio´n infinita. Finalmente abordamos el Teorema de Crandall-Rabinowitz,
donde estudiamos los ceros de la funcio´n f : X×R 7→ Y con X y Y espacios de Banach.
Sea f : Rn 7→ R. Si f ∈ Cp, p ≥ 2, entonces f ′′(0) es una matriz sime´trica. Por lo tanto
f ′′(0) es ortogonalmente diagonalizable (ve´ase [17], pa´gina 104). Esto es, existen una
matriz ortogonal P y una matriz diagonal D = diag(a1, a2, · · ·, an) tales que
Pf ′′(0)P T = D,
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donde a1, a2, · · ·, an son los valores propios de f ′′(0). Si x es un vector de Rn, denotaremos
como xi la i-e´sima entrada del vector x, para 1 ≤ i ≤ n. Usando la diagonalizacio´n de la
matriz f ′′(0) podemos concluir el siguiente resultado acerca de las soluciones de f(x) = 0.
Teorema 2.1. Sea f : Rn 7→ R como en el Lema de Morse. Entonces existen una
vecindad U0 de 0 en Rn y un cambio de coordenadas z : U0 7→ Rn tales que si x ∈ U0 es
una solucio´n de f(x) = 0 y z = z(x) entonces
a1z
2
1 + a2z
2
2 + · · ·+ anz2n = 0. (2.4)
Demostracio´n. Por el Lema de Morse, existen una vecindad U0 de 0 en Rn y un cambio
de coordenadas y : U0 7→ Rn de clase Cp−2 tales que para todo x ∈ U0,
f(x) =
1
2
y(x)Tf ′′(0)y(x).
Como f ′′(0) = P TDP entonces las soluciones de f(x) = 0 en U0 esta´n dadas por
y(x)TP TDPy(x) = 0
para todo x ∈ U0. Consideremos el homeomorfismo z : U0 7→ Rn definido por z(x) =
Py(x). Por lo tanto, si x ∈ U0 es una solucio´n de la ecuacio´n f(x) = 0 y z = z(x)
entonces
a1z
2
1 + a2z
2
2 + · · ·+ anz2n = 0. (2.5)
Ahora estudiamos un resultado similar en espacios de dimensio´n infinita. Sean X y Y
espacios de Banach y f : X 7→ Y una funcio´n de clase Cp, tal que p ≥ 2, f(0) = 0 y f ′(0)
es un operador de Fredho¨lm. Sean X1 = ker(f
′(0)) de dimensio´n n y Y1 = R(f ′(0)) de
codimensio´n 1. Por el Lema 2.1 existe y∗ : Y 7→ R lineal y continua, tal que
Y1 = {y ∈ X : 〈y∗, y〉 = 0} . (2.6)
El siguiente teorema nos permitira´ identificar la estructura del conjunto de soluciones de
f(x) = 0 (2.7)
cerca del origen. Consideremos un subespacio X2 tal que X = X1 ⊕ X2. Como X es
homeomorfo linealmente a X1 × X2, podemos suponer f : X1 × X2 7→ Y . As´ı que
∂x1x1f(0) : X1 7→ Y y por tanto y∗∂x1x1f(0) : X1 7→ X1 y y∗∂x1x1f(0) puede ser repre-
sentada por un matriz cuadrada de orden n.
Definicio´n 2.2. Sea A una matriz cuadrada de orden n. Decimos que A es indefinida
si existen x, y ∈ Rn tales que xTAx > 0 y yTAy < 0, donde xT denota la transpuesta de
x.
Teorema 2.2. Supongamos que y∗∂x1x1f(0) es una matriz no singular e indefinida.
Entonces en una vecindad del origen en X1, el conjunto de soluciones de la ecuacio´n
(2.7) consiste de un cono deformado de dimensio´n n − 1 con ve´rtice en el origen, es
decir, existen una vecindad U0 de 0 en X1, una funcio´n u : U0 → X2 de clase Cp y un
cambio de coordenadas z : U0 7→ Rn tales que si f(x1 + u(x1)) = 0 y z = z(x1) entonces
a1z
2
1 + a2z
2
2 + · · ·+ anz2n = 0,
donde a1, a2, ..., an son los valores propios de la matriz y
∗∂x1x1f(0).
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Demostracio´n. Sea P la proyeccio´n de Y sobre Y1. Entonces la ecuacio´n (2.7) es equi-
valente a las dos ecuaciones
Pf(x) = 0,
(I − P )f(x) = 0.
}
(2.8)
Definimos F : X1×X2 → Y1 por F (x1, x2) = Pf(x1 +x2). Entonces F ∈ Cp y ∂F
∂x2
(0, 0) :
X2 → Y1 es un homemorfismo. Por el Teorema de la Funcio´n Impl´ıcita existen una
vecindad U0 de 0 en X1, una vecindad V0 de 0 en X2 y una funcio´n u : U0 → V0 tales
que u ∈ Cp, u(0) = 0 y
F−1(0) ∩ (U0 × V0) = {(x1, u(x1)) : x1 ∈ U0} . (2.9)
Adema´s,
u′(0) = −
(
∂F
∂x2
(0, 0)
)−1
·
(
∂F
∂x1
(0, 0)
)
.
Pero
∂F
∂x1
(0, 0) =
∂f
∂x1
(0) |X1≡ 0
y entonces
u′(0) = 0. (2.10)
En virtud de (2.9) obtenemos
Pf(x1 + u(x1)) = 0 (2.11)
para todo x1 ∈ U0. Como X = X1 ⊕X2 es linealmente homeomorfo a X1 ×X2 entonces
U0 × V0 puede ser visto como una vecindad de 0 en X. Por (2.8) y (2.11), para calcular
las soluciones de la ecuacio´n (2.7) en U0 × V0 basta calcular las soluciones de
(I − P )f(x1 + u(x1)) = 0
en U0. Pero, por (2.6), esta u´ltima ecuacio´n es equivalente a
〈y∗, f(x1 + u(x1))〉 = 0.
Definamos g : U0 → R por g(x1) = 〈y∗, f(x1 + u(x1))〉. Entonces g ∈ Cp. Como la
dimensio´n de X1 es n, podemos aplicar el Lema de Morse. Observemos para g lo siguiente:
(i) g(0) = 〈y∗, f(0)〉 = 0.
(ii) Por la regla de la cadena,
g′(x1)z = 〈y∗, f ′(x1 + u(x1))(z + u′(x1)z)〉 .
As´ı que g′(0)z = 〈y∗, f ′(0)z〉 = 0.
(iii) Para calcular g′′(0) usaremos el siguiente lema que permite calcular la derivada de
segundo orden de una funcio´n compuesta.
Lema 2.2. Sean X, Y y Z espacios de Banach. Sean F : X → Y y G : Y → Z
funciones de clase Cp, p ≥ 2. Entonces para toda x ∈ X
(G ◦ F )′′ (x)(h, k) = G′(F (x))(F ′′(x)(h, k)) +G′′(F (x))(F ′(x)h, F ′(x)k),
donde h y k esta´n en X.
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Demostracio´n. Ve´ase [5], pa´gina 86.
En virtud del lema anterior, dados h y k en X1
g′′(0)(h, k) = 〈y∗, f ′(0)(u′′(0)(h, k))〉+ 〈y∗, f ′′(0)(h+ u′(0)h, k + u′(0)k)〉 .
Por (2.6) y (2.10) obtenemos que
g′′(0)(h, k) = 〈y∗, f ′′(0)(h, k)〉 .
Por lo tanto, g′′(0) es una matriz no singular e indefinida. Por el Teorema 2.1, existen
una vecindad de 0 en X1, que sin perdida de generalidad denotaremos como U0, y un
cambio de coordenadas z : U0 → Rn, tales que si x1 es una solucio´n de g(x1) = 0 en
U0 y z = z(x1) entonces z satisface la ecuacio´n (2.5). Por lo tanto la imagen bajo z
del conjunto de soluciones de la ecuacio´n (2.7) en U0 consiste de un cono de dimensio´n
n − 1 con ve´rtice en el origen. Como z es un homeomorfismo, entonces el conjunto de
soluciones de la ecuacio´n (2.7) en U0 consiste de un cono deformado de dimensio´n n− 1
con ve´rtice en el origen.
Ahora probaremos el siguiente teorema debido a Crandall y Rabinowitz publicado en
[7]. Este teorema muestra que el conjunto de soluciones de la ecuacio´n f(x, λ) = 0 que
emanan del punto (0, λ0) forman una curva suave.
Teorema 2.3. Sea f : X × R → Y una funcio´n tal que las derivadas parciales ∂xf ,
∂λf , ∂xλf y ∂λxf existen y son continuas. Adema´s ∂xλf = ∂λxf en X × R. Sea λ0 ∈ R.
Supongamos que
(i) f(0, λ) = 0 para todo λ ∈ R.
(ii) X1 = Ker(∂xf(0, λ0)) es de dimensio´n uno y generado por x0 ∈ X.
(iii) Y1 = R(∂xf(0, λ0)) es de codimensio´n uno.
(iv) ∂λxf(0, λ0)x0 /∈ Y1.
(v) X = X1 ⊕X2.
Entonces
(a) (0, λ0) es un punto de bifurcacio´n de la ecuacio´n f(x, λ) = 0.
(b) Si f ∈ C2, entonces existen ε > 0, una vecindad U de (0, λ0) en X × R y dos
funciones de clase C1
λ : (−ε, ε)→ R
y
x1 : (−ε, ε)→ X2
tales que λ(0) = λ0, x1(0) = 0 y
f−1(0) ∩ U = {(sx0 + sx1(s), λ(s)) : |s| < ε} ∪ {(0, t) : (0, t) ∈ U} . (2.12)
En (iv), el operador ∂λxf(0, λ0)x0 ∈ L(R, Y ) es identificado como un elemento de Y , pues
L(R, Y ) es homeomorfo linealmente a Y . Para probar el Teorema 2.3, construiremos una
funcio´n a la cual le podemos aplicar el Teorema de la Funcio´n Impl´ıcita.
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Demostracio´n. (a) Sea F : X2 × R× R→ Y definida por
F (x∗, λ, s) =
{
s−1f(sx0 + sx∗, λ), si s 6= 0,
∂xf(0, λ)(x0 + x
∗), si s = 0.
Entonces F (0, λ0, 0) = ∂xf(0, λ0)x0 = 0. Adema´s
∂λF (x
∗, λ, s) =
{
s−1∂λf(sx0 + sx∗, λ), si s 6= 0,
∂λxf(0, λ)(x0 + x
∗), si s = 0.
En efecto, si s 6= 0 entonces F (x∗, λ, s) = s−1f(sx0 + sx∗, λ). Por tanto, para x∗ y s fijos,
F es una funcio´n diferenciable en la variable λ y ∂λF (x
∗, λ, s) = s−1∂λf(sx0 + sx∗, λ).
Si s = 0 entonces F (x∗, λ, s) = ∂xf(0, λ)(x0 + x∗) y obtenemos que ∂λF (x∗, λ, 0) =
∂λxf(0, λ)(x0 + x
∗). Adema´s por el Teorema del valor medio, si s 6= 0, entonces
∂λF (x
∗, λ, s)− ∂λF (x∗, λ, 0) = ∂λf(sx0 + sx
∗, λ)− s∂λxf(0, λ)(x0 + x∗)
s
= ∂λxf(θs(x0 + x
∗), λ)(x0 + x∗)− ∂λxf(0, λ)(x0 + x∗),
donde 0 ≤ θ ≤ 1. Como ∂λxf es continua se sigue que ∂λF es continua. Similarmente
se demuestra que ∂x∗F (x
∗, λ, s) = ∂xf(sx0 + sx∗, λ) |X2 y F es continua. De lo anterior
obtenemos, para todo (x∗, λ) ∈ X2 × R, que
D(x∗,λ)F (0, λ0, 0)(x
∗, λ) = λ∂λxf(0, λ0)(x0) + ∂xf(0, λ0)x∗. (2.13)
El operador D(x∗,λ)F (0, λ0, 0) : X2 × R → Y es continuo. Veamos que es biyectivo.
Inyectividad:
Supongamos que D(x∗,λ)F (0, λ0, 0)(x
∗, λ) = 0. Entonces, de (2.13)
λ∂λxf(0, λ0)(x0) = ∂xf(0, λ0)(−x∗). (2.14)
Si λ 6= 0 entonces ∂λxf(0, λ0)(x0) ∈ Y1. Contradiccio´n con la hipo´tesis (iv). De este modo
λ = 0. De (2.14) obtenemos que x∗ ∈ ker(∂xf(0, λ0)) = X1. Dado que x∗ ∈ X2 obtenemos
que x∗ = 0.
Sobreyectividad:
Supongamos que Y = Y1 ⊕ Y2. Sea y = y1 + y2 ∈ Y1 ⊕ Y2. Como dimY2 = 1 entonces
existe y¯ ∈ Y2 tal que Y2 es el espacio generado por y¯, esto es, Y2 = 〈 y¯ 〉 . De aqu´ı existe
α ∈ R tal que y = y1 + αy¯. Adema´s existen α′ ∈ R y y′1 ∈ Y1 tales que
∂λxf(0, λ0)x0 = y
′
1 + α
′y¯. (2.15)
Por la hipo´tesis (iv) se obtiene que α′ 6= 0. De (2.15) obtenemos
α
α′
∂λxf(0, λ0)x0 =
α
α′
y′1 + αy¯. (2.16)
Como y1 − α
α′
y′1 ∈ Y1 entonces por (iii), existe x∗ ∈ X2 tal que
∂xf(0, λ0)x
∗ = y1 − α
α′
y′1. (2.17)
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Sea λ′ =
α
α′
. Por (2.13) y despue´s usando (2.16) y (2.17) obtenemos
D(x∗,λ)F (0, λ0, 0)(x
∗, λ′) =
α
α′
∂λxf(0, λ0)x0 + ∂xf(0, λ0)x
∗
=
α
α′
y′1 + αy¯ + y1 −
α
α′
y′1
= y1 + αy¯
= y.
Queda as´ı probada la sobreyectividad.
Por el Teorema de la Funcio´n Impl´ıcita existen ε1 > 0 y dos funciones continuas x1 :
(−ε1, ε1)→ X2 y λ : (−ε1, ε1)→ R tales que λ(0) = λ0, x1(0) = 0 y existe U0 vecindad
de (0, λ0) en X2 × R tales que
F−1(0) ∩ (U0 × (−ε1, ε1)) = {(x1(s), λ(s), s) : |s| < ε1} . (2.18)
As´ı que para todo |s| < ε1,
f(sx0 + sx1(s), λ(s)) = 0. (2.19)
Luego el punto (0, λ0) es un punto de bifurcacio´n de la ecuacio´n f(x, λ) = 0.
(b) Supongamos que f ∈ C2. Veamos que
∂sF (x
∗, λ, s) =
−s
−2f(sx0 + sx∗, λ) + s−1∂xf(sx0 + sx∗, λ)(x0 + x∗), si s 6= 0,
1
2
∂xxf(0, λ)(x0 + x
∗)(x0 + x∗), si s = 0.
En efecto, si s 6= 0, por la Fo´rmula de Taylor,
f(s(x0 + x
∗), λ)− f(0, λ)− s∂xf(0, λ)(x0 + x∗)− s
2
2
∂xxf(0, λ)(x0 + x
∗, x0 + x∗)
es o(|s|2) cuando s→ 0. As´ı que,
s−1f(s(x0 + x∗), λ)− ∂xf(0, λ)(x0 + x∗)− 1
2
∂xxf(0, λ)(x0 + x
∗, x0 + x∗)s
es o(|s|) cuando s → 0. Por tanto, ∂sF (x∗, λ, 0) = 1
2
∂xxf(0, λ)(x0 + x
∗, x0 + x∗). La
expresio´n para ∂sF (x
∗, λ, s) cuando s 6= 0 se obtiene usando la derivada de un producto.
Con un razonamiento similar se muestra que ∂sF es continua en X2 × R× R.
En este caso F ∈ C1 y por tanto, λ : (−ε1, ε1)→ R y x1 : (−ε1, ε1)→ X2 son funciones
de clase C1.
Para probar la igualdad en (2.12) invocaremos el siguiente lema que probaremos al final.
Lema 2.3. Existen ρ > 0 y una funcio´n continua g : R+ ∪ {0} → R tales que g(0) = 0
y g(t) > 0 si t 6= 0 y si x∗ ∈ X2 satisface (sx0 + x∗, λ) ∈ Bρ(0, λ0) y f(sx0 + x∗, λ) = 0
entonces
‖x∗‖+ |s| |λ− λ0| ≤ |s| g(|s|),
donde Bρ(0, λ0) es la bola abierta de radio ρ en X × R.
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Sea η > 0 tal que Bη(0, λ0) ⊂ U0, donde Bη(0, λ0) es la bola abierta en X2×R con centro
en (0, λ0) y radio η. Adema´s existen γ1 > 0 y r1 > 0 tales que Bγ1(0)×(λ0−r1, λ0 +r1) ⊂
Bη(0, λ0) donde Bγ1(0) es la bola abierta en X2 de radio γ1 y centro en 0. Se tiene las
siguientes afirmaciones:
(E1) Existen ε2 > 0, γ > 0 y r > 0 tales que γ < γ1 y r < r1 y
{sx0 : |s| < ε2} ×Bγ(0)× (λ0 − r, λ0 + r) ⊂ Bρ(0, λ0).
(E2) Existe ε3 > 0 tal que si |s| < ε3 entonces x1(s) ∈ Bγ(0) y λ(s) ∈ (λ0 − r, λ0 + r).
(E3) Existe ε4 > 0 tal que si |s| < ε4 entonces g(|s|) < η2 .
Sean ε = mı´n {ε1, ε2, ε3, ε4} y
U = {sx0 : |s| < ε} × {x∗ : x∗ ∈ Bγ(0)} × (λ0 − r, λ0 + r).
Entonces U es una vecindad de (0, λ0) en X × R. Veamos que se satisface la igualdad
(2.12). Si |s| < ε entonces por (2.19) obtenemos que f(sx0 + sx1(s), λ(s)) = 0 y por (E2)
(sx0 + sx1(s), λ(s)) ∈ U. Esto es, (sx0 + sx1(s), λ(s)) ∈ f−1(0) ∩ U.
Sea (sx0 + x
∗, λ) ∈ U tal que f(sx0 + x∗, λ) = 0. Por (E1) tenemos que (sx0 + x∗, λ) ∈
Bρ(0, λ0). Concluimos por el Lema 2.3 que
‖x∗‖+ |s| |λ− λ0| ≤ |s| g(|s|). (2.20)
Si s = 0 entonces de (2.20), obtenemos que x∗ = 0 y as´ı (sx0 + x∗, λ) = (0, λ). Si s 6= 0
entonces de (2.20) obtenemos que ‖s−1x∗‖ + |λ− λ0| ≤ g(|s|). Por (E3) obtenemos que
‖s−1x∗‖+|λ− λ0| < η. Entonces (s−1x∗, λ) ∈ Bη(0, λ0) y as´ı (s−1x∗, λ, s) ∈ U0×(−ε1, ε1).
Como F (s−1x∗, λ, s) = 0, por (2.18) obtenemos que (s−1x∗, λ, s) = (x1(s), λ(s), s). Esto
es, (sx0 + x
∗, λ) = (sx0 + sx1(s), λ(s)), donde |s| < ε. Del razonamiento anterior se
obtiene la igualdad en (2.12).
Dedicaremos el resto de la demostracio´n a probar el Lema 2.3. En efecto, supongamos
que f(sx0 + x
∗, λ) = 0. Luego,
0 = f(sx0 + x
∗, λ)− f(sx0, λ)− ∂xf(sx0, λ)x∗
+ f(sx0, λ)− f(0, λ)− s∂xf(0, λ)x0
+ s [∂xf(0, λ)x0 − (λ− λ0)∂λ∂xf(0, λ0)x0] (2.21)
+ ∂xf(sx0, λ)x
∗ − ∂xf(0, λ0)x∗
+ ∂xf(0, λ0)x
∗ + s(λ− λ0)∂λxf(0, λ0)x0.
Como X1×X2 es linealmente homeomorfo a X y X1 es generado por x0 entonces existen
constantes positivas k1 y k2 tales que si s ∈ R y x∗ ∈ X2 entonces
k1(|s| ‖x0‖+ ‖x∗‖) ≤ ‖sx0 + x∗‖ ≤ k2(|s| ‖x0‖+ ‖x∗‖). (2.22)
Afirmacio´n: Existe una funcio´n continua h : R+∪{0} → R y ρ1 > 0 tales que h(0) = 0 y
para todo (sx0 + x
∗, λ) ∈ Bρ1(0, λ0), donde Bρ1(0, λ0) denota la bola abierta en X × R,
se tiene que
‖f(sx0 + x∗, λ)− f(sx0, λ)− ∂xf(sx0, λ)x∗‖ ≤ ‖x∗‖h(‖x∗‖)
‖f(sx0, λ)− f(0, λ)− s∂xf(0, λ)x0‖ ≤ |s|h(|s|)
‖∂xf(0, λ)x0 − (λ− λ0)∂λ∂xf(0, λ0)x0‖ ≤ |λ− λ0|h(|λ− λ0|).
(2.23)
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Veamos esta afirmacio´n. Como ∂xxf es continua en (0, λ0) existe ρ˜1 > 0 tal que si
(w, λ) ∈ X × R y ‖(w, λ)− (0, λ0)‖X×R = ‖w‖+ |λ− λ0| < ρ˜1 entonces
‖∂xxf(w, λ)‖ < 1 + ‖∂xxf(0, λ0)‖ . (2.24)
Sea M = 1 + ‖∂xxf(0, λ0)‖ y ρ1 = mı´n
{
ρ˜1
1+(k2/k1)
, ρ˜1
1+(1/k1)
}
. Supongamos que (sx0 +
x∗, λ) ∈ Bρ1(0, λ0). Por el Teorema de Taylor
f(sx0 + x
∗, λ)− f(sx0, λ)− ∂xf(sx0, λ)x∗ = 1
2
∂xxf(sx0 + tx
∗, λ)(x∗, x∗) (2.25)
donde 0 < t < 1. Por (2.22) obtenemos que
‖(sx0 + tx∗, λ)− (0, λ0)‖X×R = ‖sx0 + tx∗‖+ |λ− λ0|
≤ k2
k1
(|s| ‖x0‖+ t ‖x∗‖) + |λ− λ0|
≤ (1 + k2
k1
)(‖sx0 + x∗‖+ |λ− λ0|)
< ρ˜1.
As´ı que por (2.24) y (2.25) obtenemos que si (sx0 + x
∗, λ) ∈ Bρ1(0, λ0) entonces
‖f(sx0 + x∗, λ)− f(sx0, λ)− ∂xf(sx0, λ)x∗‖ ≤ 1
2
M ‖x∗‖2 .
Sea h1(t) =
M
2
t para todo t ≥ 0.
De nuevo, por el Teorema de Taylor obtenemos que
f(sx0, λ)− f(0, λ)− s∂xf(0, λ)x0 = 1
2
∂xxf(t0sx0, λ)(sx0, sx0),
donde 0 < t0 < 1. Usando (2.22) se muestra que ‖sx0‖ + |λ− λ0| < ρ˜1 y por tanto por
(2.24) obtenemos que
‖f(sx0, λ)− f(0, λ)− s∂xf(0, λ)x0‖ ≤ 1
2
M ‖x0‖2 s2.
Sea h2(t) =
1
2
M ‖x0‖2 t para t ≥ 0.
Por definicio´n de ∂λ∂xf(0, λ0)x0 obtenemos que existe una funcio´n R : R→ Y continua
tal que l´ımλ→λ0
R(λ−λ0)
|λ−λ0| = 0 y
∂xf(0, λ)x0 − ∂xf(0, λ0)x0 − (λ− λ0)∂λ∂xf(0, λ0)x0 = R(λ− λ0).
Definimos h˜3(t) = ma´x {‖R(t)‖ , ‖R(−t)‖} para t ≥ 0. As´ı que h˜3 es continua y
l´ım
t→0+
h˜3(t)
t
= 0.
Sea h3(t) =
h˜3(t)
t
si t > 0 y h3(0) = 0. Entonces h3 es continua y
‖∂xf(0, λ)x0 − ∂xf(0, λ0)x0 − (λ− λ0)∂λ∂xf(0, λ0)x0‖ ≤ |λ− λ0|h3(|λ− λ0|).
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Sea h = ma´x {h1, h2, h3}. Entonces h : R+ ∪ {0} → R satisface la afirmacio´n.
De (2.21) y (2.23), si (sx0 + x
∗, λ) ∈ Bρ1(0, λ0) obtenemos que
‖∂xf(0, λ0)x∗ + s(λ− λ0)∂λxf(0, λ0)x0‖ ≤ ‖x∗‖h(‖x∗‖)
+ |s|h(|s|) + |s| |λ− λ0|h(|λ− λ0|)
+ ‖∂xf(sx0, λ)− ∂xf(0, λ0)‖ ‖x∗‖ .
(2.26)
Como el operador (x∗, λ) → ∂xf(0, λ0)x∗ + λ∂λxf(0, λ0)x0 definido de X2 × R en Y , es
un isomorfismo, entonces existe c > 0 tal que
‖∂xf(0, λ0)x∗ + s(λ− λ0)∂λxf(0, λ0)x0‖ ≥ c (‖x∗‖+ |s| |λ− λ0|)
para todo s, λ ∈ R y x∗ ∈ X2. Por lo tanto, de (2.26),
c (‖x∗‖+ |s| |λ− λ0|) ≤‖x∗‖h(‖x∗‖) + |s|h(|s|) + |s| |λ− λ0|h(|λ− λ0|)
+ ‖∂xf(sx0, λ)− ∂xf(0, λ0)‖ ‖x∗‖ .
(2.27)
Como h es continua en t = 0 y ∂xf es continua en (0, λ0) ∈ X ×R, existe ρ2 > 0 tal que
si (sx0 + x
∗, λ) ∈ Bρ2(0, λ0) entonces
h(‖x∗‖) ≤ c
4
,
h(|λ− λ0|) ≤ c
2
y
‖∂xf(sx0, λ)− ∂xf(0, λ0)‖ < c
4
.
Sea ρ = mı´n {ρ1, ρ2}. Si (sx0 + x∗, λ) ∈ Bρ(0, λ0), la bola en X × R, entonces de (2.27)
se deduce que
c(‖x∗‖+ |s| |λ− λ0|) ≤ c
4
‖x∗‖+ |s|h(|s|) + c
2
|s| |λ− λ0|+ c
4
‖x∗‖ .
Esto es,
c
2
‖x∗‖+ c
2
|s| |λ− λ0| ≤ |s|h(|s|),
que a su vez podemos escribir como
‖x∗‖+ |s| |λ− λ0| ≤ 2
c
|s|h(|s|).
Si definimos g(|s|) = 2
c
h(|s|) obtenemos
‖x∗‖+ |s| |λ− λ0| ≤ |s| g(|s|).
2.3. Un Teorema de Krasnoselsk’ii
En esta seccio´n presentamos un Teorema de Krasnoselsk’ii, el cual determina una con-
dicio´n suficiente para que un punto (0, λ0) sea de bifurcacio´n de la ecuacio´n
x− λLx+ g(x, λ) = 0.
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Sea X un espacio de Banach. Sean L : X → X un operador lineal y compacto y
g : X ×R→ X un operador compacto. Sea λ0 un valor caracter´ıstico de L. Supongamos
que
g(0, λ) = 0
para todo λ ∈ R y g(x, λ) = o(‖x‖) cuando ‖x‖ → 0 para todo λ en una vecindad de λ0,
ma´s exactamente, existe I(λ0) vecindad de λ0 tal que para todo λ ∈ I(λ0) y para todo
ε > 0 existe δ > 0 tal que si ‖x‖ < δ entonces ‖g(x, λ)‖ ≤ ε ‖x‖. Sea
f(x, λ) = x− λLx+ g(x, λ).
Entonces f(0, λ) = 0 para todo λ ∈ R y ∂xf(0, λ) = I − λL para todo λ ∈ I(λ0). Por lo
tanto, si λ0 es un valor caracter´ıstico de L entonces (0, λ0) satisface la condicio´n necesaria
para que sea un punto de bifurcacio´n, es decir, ∂xf(0, λ0) no es un homeomorfismo.
El siguiente teorema sera´ utilizado para probar el teorema central. Para su prueba ve´ase
[13], pa´gina 85.
Teorema 2.4. Sean X un espacio de Banach y Ω ⊆ X un conjunto abierto y acotado.
Sea T ∈ Q(Ω¯, X) diferenciable en el origen y supongamos que T (0) = 0. Si 1 no es un
valor caracter´ıstico de T ′(0) entonces
i(ϕ, 0, 0) = (−1)β,
donde ϕ = I − T y β es la suma de las multiplicidades (algebraicas) de los valores
caracter´ısticos de T ′(0) en el intervalo (0, 1).
El siguiente teorema determina una condicio´n suficiente para que (0, λ0) sea un punto
de bifurcacio´n.
Teorema 2.5. (Krasnoselsk’ii) Sea λ0 un valor caracter´ıstico de L de multiplicidad
algebraica impar. Entonces (0, λ0) es un punto de bifurcacio´n.
Para la prueba recurrimos a la teor´ıa de grado de Leray-Schauder.
Demostracio´n. Supongamos que (0, λ0) no es un punto de bifurcacio´n. Entonces exis-
ten ε0 > 0 y ε1 > 0 tales que f(x, λ) 6= 0 para ‖x‖ ≤ ε1, x 6= 0 y |λ − λ0 | ≤ ε0.
Podemos escoger ε0 tal que λ0 sea el u´nico valor caracter´ıstico de L en [λ0 − ε0, λ0 + ε0]
y este intervalo este´ contenido en I(λ0).
-
6
λ0
X
R
λ0 + ε0λ0 − ε0
rr
6
?
ε1
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Si |λ − λ0| ≤ ε0 entonces d(f(·, λ), B(0, ε1), 0) esta´ bien definido, donde B(0, ε1) es la
bola en X de radio ε1 y centro en el origen. Sean λ y λ˜ en el intervalo (λ0 − ε0, λ0 + ε0)
y H(x, t) = x− S(x, t) donde
S(x, t) = (λ˜t+ (1− t)λ)Lx+ g(x, λ˜t+ (1− t)λ).
Como t 7→ S(t, ·) definida de [0, 1] en Q(B(0, ε1), X) es continua entonces
S ∈ Q(B(0, ε1)× [0, 1], X).
Adema´s 0 /∈ H(∂B(0, ε1)× [0, 1]). Por lo tanto d(f(·, t), B(0, ε1), 0) tiene el mismo valor
para todo λ con |λ− λ0| < ε0. Sean λ1 y λ2 tales que
λ0 − ε0 < λ1 < λ0 < λ2 < λ0 + ε0.
Entonces
d(f(·, λ2), B(0, ε1), 0) = d(f(·, λ1), B(0, ε1), 0). (2.28)
Para j = 1, 2 sea Tj : B(0, ε1) → X definido por Tjx = λjLx − g(x, λj) para todo
x ∈ B(0, ε1). Se tiene que Tj(0) = 0, Tj es diferenciable en el origen y T ′j(0) = λjL. Por
lo tanto I − T ′j(0) es invertible. Por el Teorema 2.4,
d(f(·, λj), B(0, ε1), 0) = i(f(·, λj), 0, 0) = (−1)β(λj),
donde β(λj) es la suma de las multiplicidades algebraicas de los valores caracter´ısticos
de L entre 0 y λj. Tenemos dos casos:
(i) 0 < λ1 < λ0 < λ2. En este caso
β(λ2) = β(λ1) +m.a.(λ0),
donde m.a.(λ0) denota la multiplicidad algebraica del valor caracter´ıstico λ0 de L.
(ii) λ1 < λ0 < λ2 < 0. En este caso
β(λ1) = β(λ2) +m.a.(λ0).
De los dos casos anteriores se sigue que
β(λ2) = β(λ1)±m.a.(λ0).
As´ı,
d(f(·, λ2), B(0, ε1), 0) = (−1)β(λ2) = −d(f(·, λ1), B(0, ε1), 0).
Contradiccio´n con (2.28).
2.4. Un Teorema de Rabinowitz
En esta seccio´n abordaremos un resultado que permite describir el comportamiento de
una rama de soluciones que se bifurca de la rama trivial en el contexto del Teorema de
Krasnoselsk’ii.
Sean L : X → X un operador lineal y compacto y g : X×R→ X un operador compacto
que satisface la siguiente propiedad:
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(P) Para todo intervalo acotado I y para todo λ ∈ I se cumple que g(x, λ) = o(‖x‖)
cuando ‖x‖ → 0. Esto es, para todo λ ∈ I y para todo η > 0 existe r1 > 0 tal que
si ‖x‖ ≤ r1 entonces
‖g(x, λ)‖ ≤ η ‖x‖ . (2.29)
Sea f(x, λ) = x− λLx+ g(x, λ). Entonces ∂xf(0, λ) = I − λL para todo λ ∈ I.
Sea λ0 un valor caracter´ıstico de L. Escojamos 0 > 0 suficientemente pequen˜o tal que
λ0 sea el u´nico valor caracter´ıstico de L en I. Sea λ ∈ I tal que λ 6= λ0. Entonces I −λL
es invertible y por lo tanto i(I − λL, 0, 0) esta´ bien definido. Definimos
i+ = i(I − λL, 0, 0) si λ > λ0,
i− = i(I − λL, 0, 0) si λ < λ0.
Por la propiedad de invarianza del grado bajo homotop´ıa se obtiene que los ı´ndices
anteriores son independientes de λ.
Como I − λL es invertible cuando λ = λ0 + 0 y λ = λ0 − 0 entonces existe a > 0 tal
que para todo x ∈ X
‖x− λLx‖ ≥ a ‖x‖ . (2.30)
Sea r2 > 0 tal que si ‖x‖ ≤ r2 entonces
‖g(x, λ)‖ ≤ a
2
‖x‖ (2.31)
para λ = λ0 + 0 y λ = λ0 − 0. Como ∂xf(0, λ) = I − λL entonces ∂xf(0, λ0 + 0) y
∂xf(0, λ0 − 0) son isomorfismos. Por el Teorema de la Funcio´n Inversa existe r > 0 tal
que x = 0 es la u´nica solucio´n de cada una de las ecuaciones
f(x, λ0 + 0) = 0 y
f(x, λ0 − 0) = 0,
(2.32)
en la bola Br = {x | ‖x‖ ≤ r}. Podemos escoger r tal que r < r2.
Definimos Hr : X × R→ X × R por
Hr(x, λ) = (f(x, λ), ‖x‖2 − r2).
Sea
Br,0 =
{
(x, λ) | ‖x‖2 + (λ− λ0)2 < r2 + 20
}
.
Veamos que d(Hr, Br,0 , (0, 0)) esta´ bien definido. Observar que Hr es una perturbacio´n
compacta de la identidad, pues
Hr(x, λ) = (x, λ)− (T (x, λ),−‖x‖2 + r2 + λ),
donde
T (x, λ) = λLx− g(x, λ).
So´lo resta ver que Hr(x, λ) 6= (0, 0) para todo (x, λ) en la frontera de Br,0 . Supon-
gamos lo contrario. Sea (x, λ) en la frontera de Br,0 tal que Hr(x, λ) = (0, 0). Entonces
f(x, λ) = 0 y ‖x‖ = r. Como ‖x‖2 +(λ−λ0)2 = r2 +20 entonces λ = λ0 +0 o´ λ = λ0−0.
Pero x = 0 es la u´nica solucio´n de cada ecuacio´n en (2.32). Contradiccio´n, pues r > 0.
Usaremos el siguiente teorema que relaciona, bajo condiciones adecuadas, el grado de
una funcio´n con el grado de su derivada en un punto.
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Teorema 2.6. Sea X un espacio de Banach. Sean x0 ∈ X y f : X → X un operador
compacto tal que f(x0) = 0 y f es Fre´chet diferenciable en x0 con derivada T = f
′(x0)
compacta. Supongamos, adema´s, que I − T es un operador invertible. Entonces existe
η > 0 tal que
d(I − f,Bη(x0), x0) = d(I − T,Bη(x0), x0 − T (x0)),
donde Bη(x0) = {x ∈ X : ‖x− x0‖ < η} .
Demostracio´n. Ve´ase [4], pa´gina 121.
El siguiente lema permite calcular el grado de la funcio´n Hr con respecto al punto (0, 0).
Lema 2.4. (Ize) Tiene validez la igualdad: d(Hr, Br,0 , (0, 0)) = i− − i+.
Demostracio´n. Para 0 ≤ t ≤ 1 definimos:
H tr(x, λ) = (x− λLx+ tg(x, λ), t(‖x‖2 − r2) + (1− t)(20 − (λ0 − λ)2)).
Supongamos que
H t0r (x, λ) = (0, 0)
para algu´n (x, λ) en la frontera de Br,0 y 0 ≤ t0 ≤ 1. Entonces:
‖x‖2 + (λ− λ0)2 = r2 + 20, (2.33)
x− λLx+ t0g(x, λ) = 0, (2.34)
t0(‖x‖2 − r2) + (1− t0)(20 − (λ0 − λ)2) = 0. (2.35)
De la ecuacio´n (2.33), multiplicada por t0, obtenemos que
t0(‖x‖2 − r2)− t0(20 − (λ0 − λ)2) = 0.
Por lo tanto, de la ecuacio´n (2.35),
λ = λ0 + 0 o´ λ = λ0 − 0
‖x‖ = r.
Supongamos que λ = λ0 +0. Se procede de manera similar si λ = λ0−0. De la igualdad
(2.34) y de las desigualdades (2.30) y (2.31) obtenemos que
0 = ‖x− (λ0 + 0)Lx+ t0g(x, λ0 + 0)‖ ≥ ‖x− (λ0 + 0)Lx‖ − t0 ‖g(x, λ0 + 0)‖
≥ ‖x− (λ0 + 0)Lx‖ − ‖g(x, λ0 + 0)‖
≥ a ‖x‖ − a
2
‖x‖
=
a
2
‖x‖
=
a
2
r.
Esto es una contradiccio´n. Luego H tr(x, λ) 6= 0, en ∂Br,ε0 para 0 ≤ t ≤ 1. Por invarianza
homoto´pica,
d(Hr, Br,0 , (0, 0)) = d(H
0
r , Br,0 , (0, 0)),
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donde
H0r (x, λ) = (x− λLx, 20 − (λ− λ0)2).
Pero H0r (x, λ) = (0, 0) en Br,0 si y so´lo si
(x, λ) = (0, λ0 + 0) o´ (x, λ) = (0, λ0 − 0).
Como (0, λ0 + 0) y (0, λ0 − 0) son soluciones aisladas de la ecuacio´n H0r (x, λ) = (0, 0)
en Br,0 entonces
d(H0r , Br,0 , (0, 0)) = i(H
0
r , (0, λ0 + 0), (0, 0)) + i(H
0
r , (0, λ0 − 0), (0, 0)).
Como I − (λ0 + 0)L es invertible entonces por el Teorema 2.6
i
(
H0r , (0, λ0 + 0), (0, 0)
)
= i
(
(H0r )
′(0, λ0 + 0), (0, λ0 + 0), (0,−20(λ0 + 0))
)
,
donde
(H0r )
′(0, λ0 + 0)(x, η) = (x− (λ0 + 0)Lx,−20η).
Por el Teorema 1.8,
i
(
(H0r )
′(0, λ0 + 0), (0, λ0 + 0), (0,−20(λ0 + 0))
)
= −i(I − (λ0 + 0)L, 0, 0) = −i+.
Similarmente,
i(H0r , (0, λ0 − 0), (0, 0)) = i((H0r )′(0, λ0 − 0), (0, λ0 − 0), (0, 20(λ0 − 0)))
= i−,
puesto que
(H0r )
′(0, λ0 − 0)(x, η) = (x− (λ0 − 0)Lx, 20η).
Por lo tanto d(Hr, Br,0 , (0, 0)) = i− − i+.
Sea λ0 un valor caracter´ıstico de L de multiplicidad algebraica impar. Sea S la clausura
del conjunto de las soluciones no triviales de la ecuacio´n f(x, λ) = 0. Por tanto los u´nicos
ceros triviales de f en S son los puntos de bifurcacio´n. Por el Teorema de Krasnoselsk’ii,
(0, λ0) es un punto de bifurcacio´n y por tanto (0, λ0) ∈ S. Sea C la componente conexa
de S que contiene al punto (0, λ0). El Teorema de Rabinowitz (ve´ase [13], pa´gina 113)
da informacio´n acerca de la componente conexa C.
Teorema 2.7. (Rabinowitz) Sea λ0 un valor caracter´ıstico de L de multiplicidad alge-
braica impar. Sea C la componente conexa de S que contiene al punto (0, λ0). Entonces
C es no acotada o C contiene un nu´mero par de puntos de la forma (0, λj), donde λj es
un valor caracter´ıstico de L y de multiplicidad algebraica impar.
Demostracio´n. Supongamos que C es acotado. Como L es un operador compacto
entonces el conjunto de los valores caracter´ısticos de L es un conjunto discreto (ve´ase [3],
pa´gina 95). Por lo tanto C solo puede contener un nu´mero finito de valores caracter´ısticos
de L, digamos Γ = {λ0, λ1, ..., λn} .
Probemos primero el siguiente lema.
Lema 2.5. Existe un conjunto Ω, abierto y acotado en X × R, tal que
(i) C ⊂ Ω.
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(ii) ∂Ω no contiene soluciones no triviales de la ecuacio´n f(x, λ) = 0.
(iii) Los u´nicos puntos de la forma (0, λ) en Ω¯, donde λ es un valor caracter´ıstico de L,
son cuando λ = λj, para algu´n j ∈ {0, 1, 2, ..., n} .
Prueba del Lema. En efecto: Sea η > 0 menor que la distancia del conjunto Γ al
conjunto formado por los valores caracter´ısticos de L que no esta´n en Γ. Sea
J =
n⋃
k=0
(λk − η, λk + η).
Entonces {0}×(R−J) es un conjunto cerrado y disjunto con C. Luego, δ, la distancia en-
tre {0}×(R−J) y C esta´ bien definida y es positiva. Sea Uδ(C) la vecindad de C de radio
δ, en otras palabras (x, λ) ∈ Uδ(C) si existe (x′, λ′) ∈ C tal que ‖(x, λ)− (x′, λ′)‖ < δ.
Se sigue que C ∩ (∂Uδ(C) ∩ S) = ∅. Sea K = Uδ(C) ∩ S. Observamos que K es cerrado.
Veamos que K es compacto. Como Uδ(C) es acotado entonces K es acotado, por lo tanto
existen λ˜1 y λ˜2 tales que si (x, λ) ∈ K entonces λ˜1 < λ < λ˜2. Sea
T (x, λ) = λLx− g(x, λ)
para todo (x, λ) ∈ X×R. Como T es compacto entonces T (K) es compacto. Puesto que
K ⊂ S y T (x, λ) = x para todo (x, λ) ∈ S, entonces T | K es la proyeccio´n de K en X.
Por lo tanto
T (K)×
[
λ˜1, λ˜2
]
es un conjunto compacto que contiene a K y as´ı K es compacto. Si existiera un subcon-
junto conexo D de K, cerrado y no vac´ıo intersectando C y ∂Uδ(C) ∩ S entonces C ∪D
ser´ıa conexo porque la unio´n de dos conexos con interseccio´n no vac´ıa es conexo. Contra-
diccio´n con la maximalidad de C. Como C y ∂Uδ(C) ∩ S son subconjuntos cerrados de
K entonces por el Teorema de separacio´n (ve´ase Teorema 1.3), existen dos subconjuntos
A y B de K cerrados y disjuntos tales que K = A ∪ B, A contiene a C y B contiene
a ∂Uδ(C) ∩ S. Sea  > 0 tal que 2 < d(A,B). Como A ⊆ Uδ(C) podemos escoger 
suficientemente pequen˜o tal que U(A) ⊆ Uδ(C). Sea Ω = U(A). Claramente se cumplen
las afirmaciones (i) y (iii). Veamos (ii). Si existe una solucio´n (x, λ) ∈ ∂Ω de f(x, λ) = 0
entonces (x, λ) ∈ Uδ(C) y por lo tanto (x, λ) ∈ K. Como (x, λ) /∈ A entonces (x, λ) ∈ B.
Luego
 = d((x, λ), A) ≥ d(A,B) > 2.
Con este absurdo finaliza la demostracio´n del lema.
Continuamos con la demostracio´n del teorema. Sea r > 0 y fr : X×R→ X×R definida
por
fr(x, λ) = (f(x, λ), ‖x‖2 − r2).
Si fr(x, λ) = (0, 0) en ∂Ω entonces f(x, λ) = 0 y por la afirmacio´n (ii), x = 0. Pero
‖x‖ = r. Por lo tanto d(fr,Ω, (0, 0)) esta´ bien definido y es independiente de r > 0.
Como Ω es acotado, existe r0 > 0 tal que ‖x‖2 − r20 > 0 para todo (x, λ) ∈ Ω y as´ı,
fr0(x, λ) 6= (0, 0). Por las propiedades del grado,
d(fr0 ,Ω, (0, 0)) = 0. (2.36)
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Sea 0 > 0 tal que para todo j ∈ In = {0, 1, ..., n} ,
{0} × (λj − 0, λj + 0),
sean conjuntos disjuntos contenidos en Ω. Veamos que existe r > 0 con la siguiente
propiedad:
(P1) Si (x, λ) ∈ Ω, es tal que |λ− λj| > 0 para todo j ∈ In, ‖x‖ ≤ r y f(x, λ) = 0
entonces x = 0.
En efecto, Si (P1) no es cierto entonces existe una sucesio´n {(xm, βm)}m en Ω tal que
0 < ‖xm‖ ≤ 1/m, |βm − λj| > 0 para j ∈ In y f(xm, βm) = 0 para todo m ∈ N. Luego
xm → 0 cuando m → ∞ y como {βm}m es acotada podemos suponer βm → β cuando
m→∞, para algu´n β ∈ R. As´ı que (0, β) es un punto de bifurcacio´n en Ω. Pero β 6= λj
para j ∈ In. Contradiccio´n con (iii).
Sean, para j ∈ In,
Br,0(0, λj) =
{
(x, λ) : ‖x‖2 + (λ− λj)2 < r2 + 20
}
.
Como Ω es abierto y (0, λj) ∈ Ω, podemos tomar r > 0 y 0 > 0 tales que para todo
j ∈ In
Br,0(0, λj) ⊆ Ω.
Supongamos que (x, λ) ∈ Ω y fr(x, λ) = (0, 0). Entonces ‖x‖ = r y f(x, λ) = 0. Por la
propiedad (P1), existe 0 ≤ j ≤ n tal que λ ∈ (λj−0, λj +0). Luego (x, λ) ∈ Br,0(0, λj).
Adema´s, por el Lema de Ize,
d(fr, Br,0(0, λj), (0, 0)) = i−(j)− i+(j),
donde i−(j) y −i+(j) denota el ı´ndice asociado al valor caracter´ıstico λj. Pero por el
Teorema 2.4
i+(j) = (−1)mj i−(j),
donde mj denota la multiplicidad de λj. Por lo tanto,
d(fr, Br,0(0, λj), (0, 0)) = (1− (−1)mj) i−(j).
Finalmente,
d(fr,Ω, (0, 0)) =
n∑
j=0
d(fr, Br,0(0, λj), (0, 0))
=
n∑
j=0
(1− (−1)mj) i−(j).
Los u´nicos te´rminos que aportan a la suma anterior son los correspondientes a los valores
caracter´ısticos de multiplicidad impar. Pero por (2.36) esta suma es cero, as´ı que debe
haber un nu´mero par de valores caracter´ısticos con multiplicidad algebraica impar. Esto
concluye la demostracio´n del teorema.
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Cap´ıtulo 3
Aplicaciones
En este cap´ıtulo estudiaremos tres problemas de Ecuaciones Diferenciales no lineales que
resolveremos utilizando los resultados de teor´ıa de bifurcacio´n presentados en el cap´ıtulo
anterior.
3.1. Aplicacio´n 1 (Un problema semilineal)
Esta es una ilustracio´n del Teorema 2.3(a).
Sea g : R → R una funcio´n tal que g ∈ C1, g(0) = 0, g′ es acotada y g′(0) 6= 0. Sean
λ ∈ R y Ω ⊆ Rn un dominio acotado, donde n ≥ 2. Consideremos el problema,
∆u = λg(u) en Ω,
u = 0 en ∂Ω.
}
(3.1)
Diremos que u ∈ H10 (Ω) es una solucio´n de´bil del problema (3.1) si∫
Ω
∇u · ∇ϕ = −
∫
Ω
λ g(u)ϕ,
para toda ϕ ∈ H10 (Ω), donde el espacio H10 (Ω) es el Espacio de Sobolev (ve´ase [3]) dotado
de la norma
‖u‖H10 (Ω) =
(∫
Ω
|∇u|2
)1/2
.
Buscaremos soluciones del problema (3.1) a la luz del Teorema 2.3(a). En esta aplicacio´n
nos referiremos a la Desigualdad de Poincare´ que afirma la existencia de una constante
positiva c tal que para todo u ∈ H10 (Ω)
‖u‖L2(Ω) ≤ c ‖u‖H10 (Ω) .
Sea M > 0 tal que |g′(t)| ≤ M para todo t ∈ R. Como |g(t)| = |g(t)− g(0)| ≤ M |t|,
entonces la funcio´n u 7→ g(u) es una funcio´n que env´ıa H10 (Ω) en L2(Ω).
Afirmacio´n 1: La funcio´n u 7→ g(u) de H10 (Ω) 7→ L2(Ω) es diferenciable, con derivada
en u igual al operador v 7→ g′(u)v para todo v ∈ H10 (Ω).
En efecto, veamos que
‖g(u+ h)− g(u)− g′(u)h‖L2(Ω) = o
(
‖h‖H10 (Ω)
)
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cuando ‖h‖H10 (Ω) → 0. Sea ε > 0. Por el Teorema del Valor Medio obtenemos que∫
Ω
|g(u+ h)− g(u)− g′(u)h|2 =
∫
Ω
|g′(u+ θh)− g′(u)|2 |h|2 , (3.2)
donde 0 < θ < 1. Sea 2 < q < 2n/(n − 2). Entones H10 (Ω) ⊂ Lq(Ω) con inyeccio´n
continua. Esto es, existe c1 > 0 tal que
‖u‖Lq(Ω) ≤ c1 ‖u‖H10 (Ω) . (3.3)
Por tanto, de (3.2), (3.3) y la Desigualdad de Ho¨lder∫
Ω
|g(u+ h)− g(u)− g′(u)h|2 ≤
(∫
Ω
|g′(u+ θh)− g′(u)|2σ
) 1
σ
(∫
Ω
|h|q
) 2
q
≤ c21 ‖g′(u+ θh)− g′(u)‖2L2σ(Ω) ‖h‖2H10 (Ω) , (3.4)
donde σ = q/(q− 2). El operador u 7→ g′(u) es continuo de L2(Ω) en L2σ(Ω) (ve´ase [15],
Proposicio´n B.1). Por lo tanto existe δ > 0 tal que si ‖h‖L2(Ω) < δ entonces
‖g′(u+ θh)− g′(u)‖L2σ(Ω) < ε/c1.
Luego si ‖h‖H10 (Ω) < δ/c entonces de (3.4) y la desigualdad de Poincare´ obtenemos que
‖g(u+ h)− g(u)− g′(u)h‖L2(Ω) ≤ ε ‖h‖H10 (Ω) .
Hemos probado la Afirmacio´n 1.
Consideremos el operador T : H10 (Ω) × R → H10 (Ω) definido por T (u, λ) = w, donde
w ∈ H10 (Ω) es la u´nica solucio´n de´bil del problema
∆w = λg(u) en Ω,
w = 0 en ∂Ω.
}
(3.5)
La existencia de la anterior solucio´n esta garantizada, por el Teorema de Representacio´n
de Riesz-Fre´chet.
Afirmacio´n 2: Sean u ∈ H10 (Ω) y λ ∈ R. El operador ∂uT (u, λ) : H10 (Ω) → H10 (Ω)
esta´ definido por ∂uT (u, λ)v = z donde z es la u´nica solucio´n de´bil del problema
∆z = λg′(u)v en Ω,
z = 0 en ∂Ω.
}
(3.6)
En efecto, veamos que el operador T1 : H
1
0 (Ω) → H10 (Ω) definido como T1v = z, donde
z es la u´nica solucio´n de´bil de (3.6), es lineal y continuo. El Teorema de Representacio´n
de Riesz-Fre´chet garantiza que el problema (3.6) tiene solucio´n u´nica cualquiera sea
v ∈ H10 (Ω) y de e´sto se sigue la linealidad. Veamos la continuidad, esto es, existe c2 > 0
tal que para todo v ∈ H10 (Ω) se tiene que
‖T1v‖H10 (Ω) ≤ c2 ‖v‖H10 (Ω) .
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Por definicio´n de T1v = z obtenemos que∫
Ω
∇z · ∇ϕ = −
∫
Ω
λg′(u)vϕ,
para toda ϕ ∈ H10 (Ω). As´ı que
‖z‖2H10 (Ω) = −λ
∫
Ω
g′(u)vz.
Por la Desigualdad de Ho¨lder y la Desigualdad de Poincare´ obtenemos
‖z‖H10 (Ω) ≤ |λ|Mc
2 ‖v‖H10 (Ω) .
Por lo tanto el operador T1 es lineal y continuo. Ahora veamos que T1 ≡ ∂uT (u, λ). Sea
R(h) = T (u+ h, λ)− T (u, λ)− T1h.
Por definicio´n de T y T1,∫
Ω
∇(T (u+ h, λ)− T (u, λ)− T1h) · ∇ϕ = −λ
∫
Ω
(g(u+ h)− g(u)− g′(u)h)ϕ,
para toda ϕ ∈ H10 (Ω). Como R(h) ∈ H10 (Ω) entonces
‖R(h)‖2H10 (Ω) ≤ |λ| ‖g(u+ h)− g(u)− g
′(u)h‖L2(Ω) ‖R(h)‖L2(Ω) .
Por la desigualdad de Poincare´ obtenemos que
‖R(h)‖H10 (Ω) ≤ c |λ| ‖g(u+ h)− g(u)− g
′(u)h‖L2(Ω) .
Por la afirmacio´n 1, obtenemos que
‖g(u+ h)− g(u)− g′(u)h‖L2(Ω) = o(‖h‖H10 (Ω))
cuando ‖h‖H10 (Ω) → 0. De esto se sigue la Afirmacio´n 2.
Afirmacio´n 3: El operador ∂uT : H
1
0 (Ω)× R→ L(H10 (Ω), H10 (Ω)) es continuo.
En efecto, sean (u0, λ0) ∈ H10 (Ω) × R. Queremos ve´ase que para todo 0 < ε < 1 existe
un δ > 0 tal que si (u, λ) ∈ H10 (Ω)× R y
‖(u, λ)− (u0, λ0)‖H10 (Ω)×R = ‖u− u0‖H10 (Ω) + |λ− λ0| < δ
entonces
sup
‖v‖
H10(Ω)
≤1
‖∂uT (u, λ)v − ∂uT (u0, λ0)v‖H10 (Ω) < ε.
Sean v ∈ H10 (Ω) tal que ‖v‖H10 (Ω) ≤ 1, z = ∂uT (u, λ)v y z0 = ∂uT (u0, λ0)v. Por definicio´n
de ∂uT y la Desigualdad de Ho¨lder obtenemos que
‖z − z0‖2H10 (Ω) ≤ ‖(λg
′(u)− λ0g′(u0))v‖L2(Ω) ‖z − z0‖L2(Ω)
≤ ‖λg′(u)− λ0g′(u0)‖L2σ(Ω) ‖v‖Lq(Ω) ‖z − z0‖L2(Ω) ,
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donde 2 < q < 2n/(n − 2) y σ = q/(q − 2) como en la Afirmacio´n 1. Por (3.3) y la
Desigualdad de Poincare´ se sigue que
‖z − z0‖H10 (Ω) ≤ c1c ‖λg
′(u)− λ0g′(u0)‖L2σ(Ω) ‖v‖H10 (Ω) . (3.7)
Por la desigualdad triangular obtenemos que
‖λg′(u)− λ0g′(u0)‖L2σ(Ω) ≤ ‖λg′(u)− λg′(u0)‖L2σ(Ω) + ‖λg′(u0)− λ0g′(u0)‖L2σ(Ω)
≤ |λ| ‖g′(u)− g′(u0)‖L2σ(Ω) + |λ− λ0| ‖g′(u0)‖L2σ(Ω) . (3.8)
Si |λ− λ0| < ε entonces |λ| < ε+|λ0| < 1+|λ0| . Sea c3 = 1+|λ0|. Por la continuidad de la
funcio´n u 7→ g′(u) de L2(Ω) en L2σ(Ω) existe δ1 > 0 tal que si ‖u− u0‖L2(Ω) < δ1 entonces
‖g′(u)− g′(u0)‖L2σ(Ω) < ε. Sea δ = mı´n {δ1, εc}. Por tanto de (3.8), si ‖u− u0‖H10 (Ω) +|λ− λ0| < (δ/c), obtenemos que
‖λg′(u)− λ0g′(u0)‖L2σ(Ω) ≤ c3ε+ ε ‖g′(u0)‖L2σ(Ω) ≤ c4ε,
donde c4 es una constante positiva. Finalmente por (3.7) obtenemos que existe una
constante c5 > 0 tal que
‖z − z0‖H10 (Ω) ≤ c5ε ‖v‖H10 (Ω) ≤ c5ε.
Como δ/c no depende de v, entonces se sigue la Afirmacio´n 3.
Dado u ∈ H10 (Ω), el operador T (u, ·) : R → H10 (Ω) es lineal y continuo, entonces
∂λT (u, λ) se puede identificar con el elemento z = T (u, 1), esto es, z = ∂λT (u, λ), donde
z es la u´nica solucio´n de´bil de
∆z = g(u) en Ω,
z = 0 en ∂Ω.
}
Adema´s, para (u, λ) ∈ H10 (Ω)× R, el operador ∂λuT (u, λ) : H10 (Ω)→ H10 (Ω) esta´ (ve´ase
prueba para ∂uT (u, λ)) definido para z ∈ H10 (Ω) como ∂λuT (u, λ)z = w, donde w es la
u´nica solucio´n de´bil de
∆w = g′(u)z en Ω,
w = 0 en ∂Ω.
}
Razonando de la misma manera como en la prueba de la Afirmacio´n 3 se prueba que
∂λT y ∂λuT son continuos. Como ∂uT : H
1
0 (Ω) × R → L(H10 (Ω), H10 (Ω)) es lineal en la
variable λ entonces ∂uλT (u, λ) = ∂uT (u, 1). De lo que concluimos que ∂λuT = ∂uλT .
Consideremos, para λ ∈ R, el operador ∂uT (0, λ) : H10 (Ω) → H10 (Ω) definido por
∂uT (0, λ)v = z donde z es la u´nica solucio´n de´bil del problema
∆z = λg′(0)v en Ω,
z = 0 en ∂Ω.
}
(3.9)
Decimos que λ es un valor propio de
∆v = λg′(0)v en Ω,
v = 0 en ∂Ω.
}
(3.10)
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si existe ϕ no nulo en H10 (Ω) tal que ∂uT (0, λ)ϕ = ϕ. Es conocido que (3.9) posee una
sucesio´n de valores propios no nulos (ve´ase [3], pa´gina 192). Decimos que un valor propio
λ de (3.10) es simple si el subespacio {ϕ ∈ H10 (Ω) : ∂uT (0, λ)ϕ = ϕ} tiene dimensio´n 1.
Afirmacio´n 4: El operador ∂uT (0, λ) : H
1
0 (Ω) → H10 (Ω) es un operador compacto.
En efecto, Sea {un}nuna sucesio´n acotada en H10 (Ω). Como H10 (Ω) es reflexivo entonces
existen u ∈ H10 (Ω) y una subsucesio´n {unk}k que converge de´bilmente a u en H10 (Ω)
cuando k →∞ (ve´ase [3], pa´gina 50 ). Como la inyeccio´n de H10 (Ω) en L2(Ω) es compacta
entonces {unk}k converge fuertemente a u en L2(Ω). Observar que si zn = ∂uT (0, λ)un y
z = ∂uT (0, λ)u entonces
‖z − zn‖H10 (Ω) ≤ c |λ| |g
′(0)| ‖un − u‖L2(Ω) .
De la anterior desigualdad obtenemos que {znk}k converge fuertemente a z en H10 (Ω)
cuando k →∞.
Afirmacio´n 5: El operador ∂uT (0, λ) es autoadjunto. Esto es, para w y z en H
1
0 (Ω)
(∂uT (0, λ)z, w) = (z, ∂uT (0, λ)w),
donde (·, ·) denota el producto interno en H10 (Ω). Si λ = 0 el resultado es inmediato.
Supongamos que λ 6= 0. Sea z0 = ∂uT (0, λ)z y w0 = ∂uT (0, λ)w. Por la definicio´n de z0
se tiene ∫
Ω
∇z0 · ∇ϕ = −λg′(0)
∫
Ω
zϕ,
para toda ϕ ∈ H10 (Ω). Tomando ϕ = w se obtiene que∫
Ω
∇z0 · ∇w = −λg′(0)
∫
Ω
z w.
Similarmente, ∫
Ω
∇w0 · ∇z = −λg′(0)
∫
Ω
w z.
Como λg′(0) 6= 0 entonces ∫
Ω
∇z0 · ∇w =
∫
Ω
∇w0 · ∇z.
Esto es, el operador ∂uT (0, λ) es autoadjunto.
Definimos F : H10 (Ω)×R→ H10 (Ω) por F (u, λ) = u−T (u, λ). Entonces F (0, λ) = 0 para
todo λ ∈ R. Como ∂uF (0, λ) = I − ∂uT (0, λ), donde I denota la identidad en H10 (Ω),
entonces una condicio´n necesaria para que (0, λ) sea un punto de bifurcacio´n es que λ
sea una valor propio de (3.9). Adema´s F (u, λ) = 0 si y so´lo si (u, λ) es una solucio´n de´bil
del problema (3.1). Aplicando la parte (a) del Teorema 2.3 a la ecuacio´n F (u, λ) = 0
obtenemos el siguiente resultado.
Teorema 3.1. Si λ0 es un valor propio simple del problema (3.10) entonces (0, λ0) es
un punto de bifurcacio´n de (3.1). Esto es, para todo ε > 0 existe (u, λ) ∈ H10 (Ω)×R tal
que 0 < ‖u‖ < ε, |λ− λ0| < ε y (u, λ) es solucio´n del problema (3.1).
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Demostracio´n. Del ana´lisis precedente, obtenemos que ∂uF , ∂λF y ∂λuF existen y son
continuas, puesto que
1. ∂uF (u, λ) = I − ∂uT (u, λ).
2. ∂λF (u, λ) = −∂λT (u, λ) = −T (u, 1).
3. ∂λuF (u, λ) = −∂λuT (u, λ) = −∂uλT (u, λ) = ∂uλF (u, λ).
Sean λ0 un valor propio simple y ϕ0 ∈ H10 (Ω) una funcio´n propia asociada al problema
(3.9) con λ = λ0. Esto es, Ker(∂uF (0, λ0)) es generado por ϕ0. Por la alternativa de
Fredho¨lm
R(∂uF (0, λ0)) =
{
v ∈ H10 (Ω) :
∫
Ω
∇v · ∇ϕ0 = 0
}
.
Veamos R tiene codimensio´n uno. Para esto veamos que Y = R ⊕ gen {ϕ0} . Basta
mostrar que Y ⊆ R⊕ gen {ϕ0} . Sea y ∈ Y. Si α =
∫
Ω
yϕ0 y h = y − αϕ0 entonces∫
Ω
hϕ0 =
∫
Ω
yϕ0 − α
∫
Ω
ϕ20 = 0.
De lo que concluimos que h ∈ R. Como y = h+ αϕ0 entonces y ∈ R⊕ gen {ϕ0} .
Adema´s, si w0 = ∂λuF (0, λ0)ϕ0 entonces w0 es la u´nica solucio´n de´bil del problema
∆w = g′(0)ϕ0 en Ω,
w = 0 en ∂Ω.
}
Veamos que ∂λuF (0, λ0)ϕ0 /∈ R(∂uF (0, λ0)). Debemos mostrar que∫
Ω
∇ϕ0 · ∇w0 6= 0.
Por definicio´n de w0 obtenemos que para toda ψ ∈ H10 (Ω)∫
Ω
∇w0 · ∇ψ = −
∫
Ω
g′(0)ϕ0ψ. (3.11)
Como ϕ0 es un vector propio asociado a λ0 del problema (3.9) entonces∫
Ω
∇ϕ0 · ∇ψ = −
∫
Ω
λ0g
′(0)ϕ0ψ. (3.12)
Tomando en (3.11) y (3.12) ψ = ϕ0 obtenemos∫
Ω
∇w0 · ∇ϕ0 = −g′(0)
∫
Ω
ϕ20 =
1
λ0
∫
Ω
∇ϕ0 · ∇ϕ0 6= 0.
As´ı que w0 /∈ R(∂uF (0, λ0)). Por lo tanto, por el Teorema 2.3(a) se sigue el resultado.
Nota 3.1. En [13], se considera el operador T : L2(Ω)×R→ L2(Ω) y el autor no espe-
cifica sobre la regularidad de T necesaria para aplicar el Teorema 2.3(a). Consideramos
que el contexto funcional adecuado para T es el que presentamos en este trabajo, es decir,
T : H10 (Ω)× R→ H10 (Ω).
Nota 3.2. Bajo las condiciones consideradas en esta aplicacio´n sobre la funcio´n g y
agregando la condicio´n de que Ω sea un dominio suave, se puede demostrar que las solu-
ciones de´biles de (3.10) obtenidas en el Teorema 3.1 son soluciones cla´sicas en C2,α(Ω)
(ve´ase [11]).
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3.2. Aplicacio´n 2 (Problema de Dirichlet)
Presentamos una aplicacio´n del Teorema 2.3.
Sea Ω ⊆ Rn un dominio acotado y con frontera suave. Consideremos el problema de
valores en la frontera
−∆u = λu+ p(u) en Ω,
u = 0 en ∂Ω,
}
(3.13)
donde p es una funcio´n de valor real, p ∈ C6(R) y p(0) = p′(0) = 0. Sean
X =
{
u ∈ C2,α(Ω): u = 0 en ∂Ω}
y Y = C0,α(Ω), donde Ck,α(Ω) denota el espacio de la funciones Ho¨lder k veces continua-
mente diferenciables con exponente α, con 0 < α ≤ 1, esto es, u ∈ Ck,α(Ω) si y so´lo si
u ∈ Ck(Ω,R) y para todo multi-´ındice β tal que |β| = k,
sup
{∣∣Dβu(x)−Dβu(y)∣∣
|x− y|α : x, y ∈ Ω, x 6= y
}
<∞.
La norma en Ck,α(Ω) es
‖u‖ = ‖u‖Ck + sup
{∣∣Dβu(x)−Dβu(y)∣∣
|x− y|α : x, y ∈ Ω, x 6= y, |β| = k
}
,
donde
‖u‖Ck =
∑
0≤|β|≤k
∥∥Dβu∥∥
C
y
‖u‖C = sup
x∈Ω¯
{|u(x)|} .
Como X es un subespacio cerrado de C2,α(Ω) entonces X es un espacio de Banach. Sea
F : X × R→ Y definida para todo (u, λ) ∈ X × R por
F (u, λ) = ∆u+ λu+ p(u). (3.14)
Afirmacio´n 1: F esta´ bien definida. En efecto, sea (u, λ) ∈ X × R. Veamos que ∆u y
u son elementos de Y. Sean x, y ∈ Ω, x 6= y. Como
|∆u(x)−∆u(y)|
|x− y|α ≤
n∑
i=1
|uxi,xi(x)− uxi,xi(y)|
|x− y|α
y u ∈ X se sigue que ∆u ∈ Y. Adema´s
|u(x)− u(y)|
|x− y|α ≤
n∑
i=1
‖uxi‖C |x− y|1−α ≤M1−α
n∑
i=1
‖uxi‖C , (3.15)
donde M > 0 es tal que |x− y| ≤ M , pues Ω es acotado. De la anterior desigualdad se
observa que u ∈ Y y
‖u‖Y ≤ c ‖u‖X , (3.16)
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donde c > 0 es una constante que no depende de u. Finalmente veamos que p(u) ∈ Y .
Notemos que, si x, y ∈ Ω y u(x) 6= u(y), entonces por el Teorema del Valor Medio y
(3.15) obtenemos
|p(u(x))− p(u(y))|
|x− y|α =
|p(u(x))− p(u(y))|
|u(x)− u(y)|
|u(x)− u(y)|
|x− y|α
≤ |p′(θ)|M1−α
n∑
i=1
‖uxi‖C ,
donde θ esta´ entre u(x) y u(y). Como p′ es acotada en intervalos acotados de R entonces
p(u) ∈ Y. No´tese que imitando este razonamiento se puede demostrar que p′(u) ∈ Y.
Se verifica que F (0, λ) = 0 para todo λ ∈ R y v 7→ ∆v + λv como operador de X en Y
es lineal y continuo, puesto que por la desigualdad triangular,
‖∆v + λv‖Y ≤ ‖∆v‖Y + |λ| ‖v‖Y
≤
n∑
i=1
‖vxixi‖Y + |λ| ‖v‖Y .
≤ (n+ c |λ|) ‖v‖X .
De este modo, para λ fijo, el operador v → ∆v + λv es lineal y continuo de X en Y.
El siguiente lema, sera´ u´til para calcular las derivadas del operador u 7→ p′(u).
Lema 3.1. Si u y v ∈ Y entonces uv ∈ Y y ‖uv‖Y ≤ 3 ‖u‖Y ‖v‖Y .
Demostracio´n. Para todo x ∈ Ω¯ tenemos que |u(x)v(x)| ≤ ‖u‖C ‖v‖C . Entonces
‖uv‖C ≤ ‖u‖Y ‖v‖Y . Adema´s, si x 6= y entonces
|u(x)v(x)− u(y)v(y)|
|x− y|α ≤ |v(x)|
|u(x)− u(y)|
|x− y|α + |u(y)|
|v(x)− v(y)|
|x− y|α
≤ ‖v‖Y ‖u‖Y + ‖u‖Y ‖v‖Y .
Afirmacio´n 2 : El operador u 7→ p(u), definido de X en Y es diferenciable y tiene como
derivada en u al operador v 7→ p′(u)v. En efecto,
(I) Observar que por el Lema 3.1 p′(u)v ∈ Y para todo v ∈ X, ya que p′(u) ∈ Y . Por
(3.16) obtenemos que
‖p′(u)v‖Y ≤ 3 ‖p′(u)‖Y ‖v‖Y ≤ 3c ‖p′(u)‖Y ‖v‖X .
Esto es, v 7→ p′(u)v definido de X en Y es un operador lineal y continuo.
(II) Dado u ∈ X, veamos que
‖p(u+ h)− p(u)− p′(u)h‖Y
‖h‖X
→ 0
cuando ‖h‖X → 0. Sea ϕh(x) = p(u(x) + h(x))− p(u(x))− p′(u(x))h(x). Como
‖ϕh‖Y
‖h‖X
=
sup
{|ϕh(x)| : x ∈ Ω¯}
‖h‖X
+
sup
{
|ϕh(x)−ϕh(y)|
|x−y|α : x, y ∈ Ω¯, x 6= y
}
‖h‖X
, (3.17)
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basta mostrar que cada te´rmino en (3.17) tiende a cero cuando ‖h‖X → 0. Sea ε > 0.
Dado x ∈ Ω¯, por el Teorema del Valor Medio existe 0 ≤ θx ≤ 1 tal que
|ϕh(x)| = |p′(u(x) + θxh(x))− p′(u(x))| |h(x)| . (3.18)
Sea M1 > 0 tal que ‖u‖C < M1. Como p′ es uniformemente continua en [−2M1, 2M1],
existe δ > 0 tal que si ‖h‖X < δ entonces para todo x ∈ Ω
|p′(u(x) + θxh(x))− p′(u(x))| < ε. (3.19)
Por tanto de (3.18) y (3.19) obtenemos que para todo x ∈ Ω¯,
sup
{|ϕh(x)| : x ∈ Ω¯}
‖h‖X
≤ ε.
De aqu´ı se sigue que el primer te´rmino en (3.17) tiende a cero cuando ‖h‖X → 0. Veamos
que se cumple lo mismo para el segundo te´rmino de (3.17). Dados x, y ∈ Ω¯, por la fo´rmula
de Taylor (ve´ase [13], pa´gina 21) obtenemos que
ϕh(x)− ϕh(y) =
∫ 1
0
(1− t)p′′(u(x) + th(x))(h(x))2dt−
∫ 1
0
(1− t)p′′(u(y) + th(y))(h(y))2dt
=
∫ 1
0
(1− t)p′′(u(x) + th(x)) ((h(x))2 − (h(y))2) dt (3.20)
−
∫ 1
0
(1− t) [p′′(u(y) + th(y))− p′′(u(x) + th(x))] (h(y))2dt.
Sea M2 una cota para p
′′ en [−2M1, 2M1] . Entonces si x 6= y∫ 1
0
(1− t) |p′′(u(x) + th(x))| |(h(x))2 − (h(y))2| dt
|x− y|α ≤
M2
2
|h(x) + h(y)| |h(x)− h(y)||x− y|α
≤ cM2 ‖h‖2X . (3.21)
Adema´s, por el Teorema del Valor Medio obtenemos que
p′′(u(y) + th(y))− p′′(u(x) + th(x)) = p′′′(θ1)(u(y) + th(y)− u(x)− th(y)),
donde θ1 esta´ entre u(x) + th(x) y u(y) + th(y). Sea M3 > 0 tal que |p′′′(s)| ≤ M3 para
todo s ∈ [−3M1, 3M1]. Como u(z) + th(z) ∈ [−3M1, 3M1] para todo z ∈ Ω¯, 0 < t < 1 y
‖h‖X suficientemente pequen˜o, concluimos que
|p′′(u(y) + th(y))− p′′(u(x) + th(x))|
|x− y|α ≤M3
[ |u(x)− u(y)|
|x− y|α + t
|h(x)− h(y)|
|x− y|α
]
Por lo tanto∫ 1
0
(1− t) |p′′(u(y) + th(y))− p′′(u(x) + th(x))| ((h(y))2dt
|x− y|α ≤M3 ‖h‖
2
X (‖u‖Y + ‖h‖Y )
(3.22)
Finalmente de (3.20), (3.21) y (3.22) obtenemos que el segundo te´rmino de (3.17) tiende
a cero cuando ‖h‖X → 0. Con esto finaliza la Afirmacio´n 2.
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Afirmacio´n 3: El operador u 7→ p′(u) definido de X en L(X, Y ) es diferenciable y tiene
como derivada en u al operador bilineal (v, w) 7→ p′′(u)vw definido de X ×X en Y . En
efecto,
(I) Repitiendo ca´lculos similares como en la Afirmacio´n 2 (I), y teniendo en cuenta
el Lema 3.1 se demuestra que existe una constante c3 positiva tal que ‖p′(u)vw‖Y ≤
c3 ‖v‖X ‖w‖X , para todo v y w en X.
(II) Para mostrar que
sup {‖p′(u+ h)v − p′(u)v − p′′(u)vh‖Y : v ∈ X ‖v‖X ≤ 1} = o(‖h‖X)
cuando ‖h‖X → 0 notemos que, para todo v ∈ X
‖p′(u+ h)v − p′(u)v − p′′(u)vh‖Y ≤ 3 ‖p′(u+ h)− p′(u)− p′′(u)h‖Y ‖v‖Y
y aplicando la Afirmacio´n 2 a la funcio´n p′ completamos la demostracio´n de la Afirmacio´n
3. Similarmente se muestra que u 7→ p(u) es tres veces diferenciable, y as´ı en particular
este operador es C2.
De las afirmaciones anteriores se obtiene que la funcio´n F es C2(X×R, Y ). Dado λ ∈ R,
como p′(0) = 0, entonces
Fu(0, λ)v = ∆v + λv.
Dado (u, λ) ∈ X ×R, de (3.14) obtenemos que Fλ(u, λ) = u. Por lo que se concluye que
para todo v ∈ X
Fλu(u, λ)v = v. (3.23)
Sea λk un valor propio simple de
−∆v = λv en Ω,
v = 0 en ∂Ω,
}
(3.24)
y sea ϕk ∈ H10 (Ω) una funcio´n propia asociada, tal que∫
Ω
ϕ2k dx = 1 (3.25)
(ve´ase la Aplicacio´n 1 para las definiciones de estos conceptos). Es sabido, por la teor´ıa de
regularidad (ve´ase [3], pa´gina 192 ), que si ϕ ∈ H10 (Ω) es una funcio´n propia asociada de
(3.24) entonces ϕ ∈ X. En consecuencia, kerFu(0, λk) = gen {ϕk} . Usaremos el siguiente
resultado.
Teorema 3.2. Si λk es un valor propio de (3.24) y Vk es el subespacio de las funciones
propias asociadas a λk, entonces dada h ∈ C0,α(Ω), el problema
−∆u = λku+ h en Ω,
u = 0 en ∂Ω,
}
(3.26)
tiene una u´nica solucio´n u ∈ C2,α(Ω) si y so´lo si ∫
Ω
hv dx = 0, para todo v ∈ Vk.
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Demostracio´n. Ve´ase [2], pa´gina 10.
Por el teorema anterior obtenemos que
R = R(Fu(0, λk)) =
{
h ∈ Y :
∫
Ω
hϕk dx = 0
}
.
Con esto se concluye que Fλu(0, λk)ϕk /∈ R(Fu(0, λk)), puesto que, por (3.23),
Fλu(0, λk)ϕk = ϕk
y por (3.25) se tiene que
∫
Ω
ϕ2k 6= 0.
Veamos que Y = R ⊕ gen {ϕk} . Basta mostrar que Y ⊆ R ⊕ gen {ϕk} . Sea y ∈ Y. Si
α =
∫
Ω
yϕk y h = y − αϕk entonces∫
Ω
hϕk =
∫
Ω
yϕk − α
∫
Ω
ϕ2k = 0.
De lo que concluimos que h ∈ R. Como y = h+αϕk entonces y ∈ R⊕ gen {ϕk} . Hemos
demostrado tambie´n que R tiene codimensio´n uno.
Aplicando el Teorema 2.3 obtenemos que (0, λk) es punto de bifurcacio´n para F. Enun-
ciamos este resultado.
Teorema 3.3. Sea λk un valor propio simple del problema (3.24). Entonces (0, λk) es
un punto de bifurcacio´n para el problema (3.13). Adema´s existen ε > 0, una vecindad U
de (0, λk) en X × R y dos funciones de clase C1, λ : (−ε, ε) 7→ R y x1 : (−ε, ε) 7→ X
tales que λ(0) = λk, x1(0) = 0 y
F−1(0) ∩ U = {(sx0 + sx1(s), λ(s)) : |s| < ε} ∪ {(0, t) : (0, t) ∈ U} .
Nota 3.3. En [1], los autores consideran la funcio´n p : R → R de clase C2, pero
con esta suavidad no fue posible garantizar la regularidad necesaria para que la funcio´n
F : C2,α(Ω)×R→ C0,α(Ω) sea de clase C2 y poder aplicar el Teorema 2.3. Por ello fue
necesario exigir una mayor regularidad para p.
3.3. Aplicacio´n 3 (Problema de Sturm-Liouville)
Aplicaremos el Teorema de Rabinowitz (Teorema 2.7) para encontrar soluciones a un
problema de Sturm-Liouville. Consideremos el problema
Lu ≡ −(p(x)u′)′ + q(x)u = λa(x)u+ h(x, u, u′, λ), 0 < x < pi, (3.27)
a0u(0) + b0u
′(0) = 0,
a1u(pi) + b1u
′(pi) = 0,
donde p : [0, pi] → R es positiva y p ∈ C1, a : [0, pi] → R es positiva, a y q : [0, pi] → R
son continuas y h : R4 → R es continua. Adema´s
h(x, ξ, η, λ) = o((ξ2 + η2)1/2)
cuando (ξ, η) → (0, 0) uniformemente en intervalos acotados de λ. Esto es, para todo
intervalo acotado I y para todo ε > 0 existe δ > 0 tal que si (ξ2 + η2)1/2 < δ, entonces
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|h(x, ξ, η, λ)| ≤ ε(ξ2 + η2)1/2 para todo λ ∈ I y para todo x ∈ [0, pi]. Supondremos tam-
bie´n que (a20 + b
2
0)(a
2
1 + b
2
1) 6= 0.
Sea E el conjunto formado por las funciones v ∈ C1 ([0, pi] ,R) que satisfacen las condi-
ciones de frontera en (3.27). Definimos como norma en E,
‖u‖ = ma´x
x∈[0,pi]
|u(x)|+ ma´x
x∈[0,pi]
|u′(x)| .
El espacio E con la norma anterior es un espacio de Banach.
Sea S+j el subconjunto formado por las funciones v ∈ E tales que v > 0 en una vecindad
agujereada de x = 0 y v tiene exactamente j − 1 ceros simples en (0, pi), (un cero simple
de v es un punto ξ ∈ [0, pi] tal que v(ξ) = 0 y v′(ξ) 6= 0) y todos los ceros de v en [0, pi]
son simples. Sean S−j = −S+j y Sj = S+j ∪ S−j .
Lema 3.2. Se verifican las siguientes afirmaciones:
(1) S+j , S
−
j y Sj son subconjuntos abiertos de E.
(2) Si v ∈ ∂Sj entonces v tiene por lo menos un cero doble en [0, pi], (un cero doble de
v es un punto ξ ∈ [0, pi] tal que v(ξ) = v′(ξ) = 0).
Demostracio´n. Para probar (1) basta mostrar que S+j es abierto. Supongamos inicial-
mente que v(0)v(pi) 6= 0. Sean x1 < x2 < · · · < xj−1 los ceros de v en [0, pi]. Veamos que
se cumplen las siguientes afirmaciones:
(i) Existen δ > 0 y ε1 > 0 tales que para todo x ∈ ∪j−1i=1 [xi − δ, xi + δ] ⊂ [0, pi],
|v′(x)| > ε1 y [xi − δ, xi + δ] ∩ [xj − δ, xj + δ] = φ, para i 6= j.
(ii) Sea Γ = {|v(x)| : x ∈ (0, pi) y v′(x) = 0}. Entonces ı´nf Γ > 0.
En efecto, como v′(xi) 6= 0 para todo 1 ≤ i ≤ j − 1 y v ∈ C1 entonces se sigue la
afirmacio´n (i). Veamos (ii). Si ı´nf Γ = 0 entonces existe una sucesio´n {zn}n ⊂ (0, pi) tales
que v′(zn) = 0 y |v(zn)| → 0 cuando n→∞. Sin pe´rdida de generalidad podemos suponer
que zn → z0 cuando n→∞, para algu´n z0 ∈ [0, pi]. Como v ∈ C1, entonces v(zn)→ v(z0)
y v′(zn) → v′(z0) cuando n → ∞. As´ı que v(z0) = 0 y v′(z0) = 0. Contradiccio´n, pues
todos los ceros de v en [0, pi] son simples. Por lo tanto hemos verificado la afirmacio´n (ii).
Consideremos
B = {|v(xi + δ)| , |v(xi − δ)| : i = 1, 2, · · ·, j − 1} .
Sea
ε =
1
2
mı´n {mı´nB, |v(0)| , |v(pi)| , ı´nf Γ, ε1} .
Entonces ε > 0. Veamos que si w ∈ E y
‖w − v‖ < ε (3.28)
entonces w ∈ S+j . Realizaremos la prueba en varios pasos:
Paso 1:
Veamos que si x ∈ [0, pi]− ∪ni=1 [xi − δ, xi + δ] entonces w(x) 6= 0. En este paso x ∈ Ii =
[xi−1 + δ, xi − δ] para algu´n 2 ≤ i ≤ j − 1 o´ x ∈ [0, x1 − δ] ∪ [xn + δ, pi]. Supongamos
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que x ∈ Ii. Los otros casos son similares. Supongamos que v > 0 en Ii(Si v < 0 en Ii el
razonamiento es similar). Por (3.28) obtenemos que para todo x ∈ [0, pi]
|v(x)| − ε ≤ |w(x)| . (3.29)
Como v es continua en el intervalo Ii entonces v |Ii alcanza el mı´nimo en uno de los
extremos del intervalo Ii o v |Ii alcanza el mı´nimo en el interior del intervalo Ii. Si ocurre
el primer caso podemos suponer que alcanza el mı´nimo en el punto xi − δ. As´ı que por
(3.29) y por definicio´n de ε
0 < |v(xi − δ)| − ε ≤ |v(x)| − ε ≤ |w(x)| ,
para todo x ∈ Ii. Si ocurre la segunda opcio´n, entonces por (3.29) y por definicio´n de ε
0 < ı´nf Γ− ε < |v(x)| − ε < |w(x)| ,
para todo x ∈ Ii. Por lo que concluimos, en cualquier caso que w(x) 6= 0 para todo
x ∈ Ii.
Paso 2:
Veamos que w tiene un u´nico cero en (xi − δ, xi + δ) para todo i = 1, ..., j − 1 y e´ste es
simple. Supongamos que v′(xi) < 0, as´ı que v(xi − δ) > 0 y v(xi + δ) < 0. Se muestra
con facilidad que w(xi − δ) > 0 y w(xi + δ) < 0. Por tanto, por el Teorema del valor
intermedio existe un cero de w en (xi − δ, xi + δ). Veamos que este cero es el u´nico de
w en ese intervalo. Si existieran dos ceros de w en dicho intervalo, por el Teorema del
Valor Medio existe un punto x0 tal que w′(x0) = 0. Por otro lado, como ε < ε1 y por la
desigualdad (3.28) obtenemos para todo x ∈ [xi − δ, xi + δ] que
0 < |v′(x)| − ε1 ≤ |v′(x)| − ε ≤ |w′(x)| . (3.30)
Por lo tanto, por (i) obtenemos que w′(x) 6= 0 para todo x ∈ [xi − δ, xi + δ]. Pero
w′(x0) = 0. Contradiccio´n. Por los pasos 1 y 2 obtenemos que w tiene exactamente j− 1
ceros simples en [0, pi] y estos son los u´nicos ceros de w en [0, pi]. Por lo que concluimos
que w ∈ S+j en el caso que v(0)v(pi) 6= 0. Si v(0)v(pi) = 0 la prueba es similar. Notar
que si v(0) = 0, por la primera condicio´n de frontera de (3.27) y teniendo en cuenta que
(a20 + b
2
0)(a
2
1 + b
2
1) 6= 0 obtenemos que b0 = 0. As´ı que esta primera condicio´n de frontera
es v(0) = 0.
Probemos (2). Supongamos lo contrario, es decir, v ∈ ∂Sj y los ceros de v en [0, pi] son
simples . Entonces existe una sucesio´n {vn}n ⊆ Sj tal que vn → v en E cuando n→∞.
As´ı que para n suficientemente grande v y vn tienen el mismo nu´mero de ceros en (0, pi).
Luego v ∈ Sj. Contradiccio´n, pues Sj es abierto.
Consideremos el problema lineal
Lv = λav, 0 < x < pi, (3.31)
a0v(0) + b0v
′(0) = 0,
a1v(pi) + b1v
′(pi) = 0.
Si λ ∈ R, decimos que λ es un valor propio de (3.31) si existe una funcio´n v ∈ C2 [0, pi],
v 6= 0, que satisface todas las condiciones en (3.31). En tal caso, decimos que v es una
36
funcio´n propia de (3.31) asociada al valor propio λ.
Observemos que debido a la linealidad del operador L, el conjunto
Vλ =
{
v ∈ C2 [0, pi] : v satisface (3.31)}
es un espacio vectorial real. Diremos que λ ∈ R es un valor propio simple de (3.31) si
dimVλ = 1.
Lema 3.3. Todos los valores propios de (3.31) son simples y forman una sucesio´n cre-
ciente λ1 < λ2 < · · · < λn → ∞ cuando n → ∞. Adema´s, si vj es una funcio´n propia
correspondiente a λj entonces vj tiene exactamente j − 1 ceros simples en (0, pi) y todos
los ceros de vj en [0, pi] son simples.
Demostracio´n. Ve´ase [6], pa´gina 212.
Denotaremos como vj, para cada j ∈ N, a la u´nica funcio´n propia asociada al valor
propio λj tal que vj ∈ S+j y ‖vj‖ = 1.
El siguiente teorema probara´ la existencia de una funcio´n de Green para (3.27).
Teorema 3.4. Supongamos que λ = 0 no es un valor propio de (3.31). Entonces existe
una funcio´n continua g : [0, pi]× [0, pi]→ R tal que para x fijo, si ψx : [0, x)∪ (x, pi]→ R
esta´ definida por ψx(t) = g(x, t) entonces,
(i) La funcio´n ψx ∈ C2,
(ii) Para todo x ∈ (0, pi) se tiene que a0ψ0(x) + b0ψ′0(x) = 0 y a1ψpi(x) + b1ψ′pi(x) = 0.
Adema´s, el problema
Lu ≡ −(p(x)u′)′ + q(x)u = f(x), 0 < x < pi (3.32)
a0u(0) + b0u
′(0) = 0,
a1u(pi) + b1u
′(pi) = 0,
tiene como u´nica solucio´n la funcio´n u ∈ C2 [0, pi] dada por
u(x) =
∫ pi
0
g(x, t)f(t) dt, x ∈ [0, pi] ,
para toda funcio´n continua f : [0, pi]→ R.
Demostracio´n. La prueba se hace usando el me´todo de variacio´n de para´metros (ve´ase,
[12], pa´gina 61).
La funcio´n g es conocida como la funcio´n de Green asociada al problema (3.27). Con
la ayuda de esta funcio´n mostraremos que (3.27) sera´ equivalente a una ecuacio´n en la
que los operadores involucrados satisfacen las hipo´tesis del Teorema de Rabinowitz. Ma´s
exactamente probaremos el siguiente resultado.
Teorema 3.5. Si λ = 0 no es un valor propio de (3.31) entonces (3.27) es equivalente
a
u = λLu+H(u, λ), (3.33)
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donde L : E → E y H : E × R→ E esta´n definidos como
Lu(·) =
∫ pi
0
g(·, y)a(y)u(y)dy
y
H(u, λ)(·) =
∫ pi
0
g(·, y)h(y, u(y), u′(y), λ)dy.
Adema´s,
(i) L es un operador lineal y compacto de E en E.
(ii) H es un operador compacto y H(u, λ) = o(‖u‖) uniformemente en intervalos aco-
tados de λ.
(iii) λ es un valor propio de (3.31) si y so´lo si λ es un valor caracter´ıstico de L. Por lo
tanto {λj : j ∈ N} es el conjunto de valores caracter´ısticos de L.
Demostracio´n. Por el teorema anterior, el problema (3.27) es equivalente a la ecuacio´n
(3.33). Veamos (i). Aplicaremos el Teorema de Arzela`-Azcoli (ve´ase Teorema 1.1). Sea
{un}n una sucesio´n acotada en E. Entonces existe una constante M positiva tal que
‖un‖ ≤M para todo n ∈ N. Por definicio´n de L, tenemos
|(Lun)(x)| ≤
∫ pi
0
|g(x, y)a(y)un(y)| dy
≤M
∫ pi
0
|g(x, y)a(y)| dy.
Entonces {Lun}n es puntualmente acotada. Como
(Lu)′(x) =
∫ pi
0
gx(x, y)a(y)u(y)dy
entonces
|(Lun)′(x)| ≤
∫ pi
0
|gx(x, y)a(y)un(y)| dy
≤M
∫ pi
0
|gx(x, y)a(y)| dy.
Obtenemos que {(Lun)′}n es una sucesio´n puntualmente acotada. Veamos que {Lun}n es
equicontinua. Para ver esto, sea x0 ∈ [0, pi] y ε > 0. Como g es uniformemente continua
en [0, pi]× [0, pi], existe δ > 0 tal que si |x− x0| < δ entonces para todo y ∈ [0, pi]
|g(x, y)− g(x0, y)| ≤ ε.
Por lo tanto si |x− x0| < δ,
|Lun(x0)− Lun(x)| ≤
∫ pi
0
|g(x, y)− g(x0, y)| |a(y)un(y)| dy ≤ Cε
para todo n ∈ N, donde C > 0 es una constante independiente de n. Similarmente
se muestra que {(Lun)′}n es equicontinua. Por el Teorema de Arzela`-Ascoli aplicado a
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los conjuntos {Lun : n ∈ N} y {(Lun)′ : n ∈ N} obtenemos que existen v1 y v2 tales que
Lun → v1 y (Lun)′ → v2 en C([0, pi] ,R) cuando n → ∞. Por lo tanto v′1 = v2. As´ı que
v1 ∈ E. En consecuencia L es un operador compacto. Similarmente se muestra que H es
un operador compacto.
Veamos que H(u, λ) = o(‖u‖) cuando ‖u‖ → 0 uniformemente en intervalos acotados de
λ. Sea I un intervalo acotado y ε > 0. Observamos por la hipo´tesis sobre h, que existe
δ > 0 tal que si ‖u‖ < δ entonces |h(x, u(x), u′(x), λ)| ≤ ε ‖u‖ para todo x ∈ [0, pi] y
para todo λ ∈ I. De aqu´ı,
|H(u, λ)(x)| ≤
∫ pi
0
g(x, y)h(y, u(y), u′(y), λ)dy
≤ ε ‖u‖
∫ pi
0
g(x, y)dy ≤M1ε ‖u‖ ,
donde M1 es una constante positiva.
Recordemos que para todo (u, λ) ∈ E × R se tiene que H(u, λ) : [0, pi] → R es C1.
Repitiendo ca´lculos similares obtenemos que existe M2 > 0 tal que si ‖u‖ < δ entonces
|H(u, λ)′(x)| ≤ M2ε ‖u‖ para todo x ∈ [0, pi] y para todo λ ∈ I. Hemos mostrado la
afirmacio´n (ii).
Para probar (iii) basta observar que la ecuacio´n Lv = λav con condiciones de frontera
en (3.31) es equivalente a la ecuacio´n v = λLv
Por el Lema 3.3 obtenemos que el problema (3.31) posee la familia de soluciones triviales
{(0, λ) : λ ∈ R}
junto con, para cada j ∈ N, una linea de soluciones no triviales
{(αvj, λj) : α ∈ R} ⊂ (Sj × {λj}) ∪ {(0, λj)} .
Mostraremos que un resultado ana´logo se sigue para (3.27). Para ello necesitaremos los
siguientes lemas.
Lema 3.4. Si (u, λ) es una solucio´n de (3.27) y u tiene un cero doble (i.e. existe ξ ∈ [0, pi]
tal que u(ξ) = 0 = u′(ξ)), entonces u(x) ≡ 0.
Demostracio´n. Usaremos el Teorema 1.2 de existencia y unicidad, aplicado al PVI
Lv = λav +
h(x, u(x), u′(x), λ)
u(x)2 + u′(x)2
(u(x)v(x) + u′(x)v′(x)), (3.34)
v(ξ) = 0,
v′(ξ) = 0.
Las hipo´tesis sobre h, p y a implican que (3.34) tiene coeficientes continuos. Observar que
v(x) ≡ 0 es una solucio´n. Pero v(x) = u(x) es otra solucio´n. Por lo tanto u(x) ≡ 0.
Sea S la clausura del conjunto de todas las soluciones no triviales de (3.27) en E × R.
Lema 3.5. Supongamos que λ = 0 no es un valor propio de (3.31). Existe una vecindad
Nj de (0, λj) tal que si (u, λ) ∈ S ∩Nj y u 6= 0 entonces u ∈ Sj. Adema´s, el u´nico punto
de bifurcacio´n de (3.27) en Nj es (0, λj).
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Demostracio´n. Razonemos por el absurdo. Supongamos que {(un, βn)}n ⊂ S es una
sucesio´n tal que (un, βn)→ (0, λj) en E×R cuando n→∞, un /∈ Sj y un 6= 0 para todo
n ∈ N. Como 0 no es un valor propio de (3.31), por el Teorema 3.5, se sigue que
un = βnLun +H(un, βn). (3.35)
Como L es compacto y
{
un
‖un‖
}
n
es acotada en E , existen v ∈ E y una subsucesio´n (que
denotaremos igual) tal que L
un
‖un‖ converge en E. ComoH(u, λ) = o(‖u‖) uniformemente
en intervalos acotados de λ entonces H(un, βn)/ ‖un‖ → 0 cuando n → ∞, pues para
n suficientemente grande, βn esta contenido en un intervalo acotado que contiene a λj.
Escribiendo (3.35) como
un
‖un‖ = βnL
un
‖un‖ +
H(un, βn)
‖un‖ , (3.36)
obtenemos que
{
un
‖un‖
}
n
es una sucesio´n convergente a un elemento v tal que ‖v‖ = 1.
En (3.36), tomando el l´ımite a ambos lados obtenemos
v = λjLv.
Por lo tanto v es una funcio´n propia asociada a λj. Luego v = vj o v = −vj. En cualquier
caso v ∈ Sj. Como Sj es abierto (ve´ase Lema 3.2) existe N ∈ N tal que para todo n ≥ N
un
‖un‖ ∈ Sj.
Como Sj es invariante bajo la multiplicacio´n de escalares no nulos, entonces un ∈ Sj,
para n suficientemente grande. Absurdo. La vecindad Nk se puede escoger de modo que
Nj ∩ Nk = φ si j 6= k, pues el conjunto de valores propios de (3.31) es un conjunto
discreto.
Lema 3.6. Si {(un, βn)}n es una sucesio´n convergente a (u, β) en E×R cuando n→∞
entonces {h(x, un, u′n, βn)}n es una sucesio´n convergente a h(x, u, u′, β) en C([0, pi],R).
Demostracio´n. Sea M una cota para {un}n y {u′n}n y M2 una cota para {βn}. Como
h restringida al conjunto [0, pi] × [−M,M ] × [−M,M ] × [−M2,M2] es uniformemente
continua y ‖(un, βn)− (u, β)‖E×R → 0 cuando n→∞ se sigue la afirmacio´n.
Lema 3.7. Sea (u, β) ∈ S. Entonces (u, β) es solucio´n del problema (3.27).
Demostracio´n. Como (u, β) ∈ S, existe una sucesio´n {(un, βn)}n tal que (un, βn) →
(u, β) en E × R cuando n→∞ y (un, βn) es solucio´n de (3.27), esto es
−pu′′n = p′u′n − qun − βna(x)un + h(x, un, u′n, βn). (3.37)
Por el Lema 3.6 el lado derecho de (3.37) es convergente en C([0, pi] ,R) y como p es
positiva en [0, pi] entonces u′′n es convergente a u
′′ en C([0, pi] ,R). Si tomamos el l´ımite
cuando n → ∞ en (3.37) obtenemos que (u, β) es una solucio´n de (3.27). No´tese que u
satisface las condiciones de frontera de (3.27 ) pues un la satisface para todo n ∈ N.
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Enunciamos el teorema central en esta aplicacio´n.
Teorema 3.6. El problema de valores en la frontera (3.27) posee para cada k ∈ N una
componente de soluciones Ck en E×R con Ck ⊂ (Sk×R)∪{(0, λk)} y Ck es no acotada.
Demostracio´n. Realizaremos la prueba en seis pasos.
Paso 1:
Supongamos que λ = 0 no es un valor propio de (3.31). Entonces por el Teorema
3.5 el problema (3.27) es equivalente a
u = λLu+H(u, λ).
Para cada k, tenemos que λk es un valor caracter´ıstico simple de L . Luego se cumplen
las hipo´tesis del Teorema 2.7. Entonces existe una componente Ck de S que contiene al
punto (0, λk) y Ck es no acotada o contiene un punto (0, λj) con j 6= k.
Veamos que
Ck ⊆ (Sk × R) ∪ {(0, λk)} . (3.38)
Por el Lema 3.5 tenemos que existe una vecindad Nk de (0, λk) tal que
Ck ∩Nk ⊆ (Sk × R) ∪ {(0, λk)} (3.39)
y Nk no contiene puntos de la forma (0, λj) para j 6= k. Si (3.38) no es cierto, entonces
aplicando el Lema 1.1 con A = (Sk ×R)∪Nk obtenemos que existen (u0, β0) ∈ ∂A∩Ck
y una sucesio´n {(un, βn)}n ⊂ A ∩ Ck tal que (un, βn) → (u0, β0) cuando n → ∞ y
(u0, β0) 6= (0, λk) (pues (0, λk) ∈ A ). Como (un, βn) ∈ A∩Ck entonces (un, βn) ∈ Sk×R
o´ (un, βn) ∈ Ck∩Nk. Por (3.39) obtenemos que en cualquier caso un ∈ Sk y as´ı (u0, β0) ∈
(∂Sk × R) ∩ Ck. Como u0 ∈ ∂Sk entonces u0 tiene un cero doble y por el Lema 3.4,
u0 ≡ 0. Como los u´nicos puntos de bifurcacio´n son de la forma (0, λ), con λ un valor
caracter´ıstico de L entonces existe j 6= k tal que β0 = λj. Por el Lema 3.5 (aplicado en
el punto (0, λj)) existe Nj vecindad de (0, λj) tal que
Ck ∩Nj ⊆ (Sj × R) ∪ {(0, λj)} . (3.40)
Para n suficientemente grande, (un, βn) ∈ Nj y (un, βn) 6= (0, λj) entonces por (3.40)
tenemos que un ∈ Sj. Absurdo, pues Sj ∩ Sk = φ. So´lo resta ver que Ck es no acotado.
Supongamos que Ck contiene un punto de la forma (0, λj) con j 6= k. Como (0, λj) es
un punto de bifurcacio´n, entonces existe (u¯, λ¯) ∈ Ck ∩Nj tal que u¯ 6= 0. Entonces por el
Lema 3.5 obtenemos que (u¯, λ¯) ∈ Sj × R. Pero por (3.38) concluimos (u¯, λ¯) ∈ Sk × R.
Absurdo pues Sk ∩ Sj = φ. Luego Ck es no acotada en (Sk × R) ∪ {(0, λk)} . Luego el
Teorema 3.6 es va´lido cuando λ = 0 no es un valor propio de (3.31).
Supongamos ahora que λ = 0 es un valor propio de (3.31).
Paso 2:
Para ε > 0 sea Lε ≡ L+ εa. Consideremos el problema
Lεu = λa(x)u, 0 < x < pi (3.41)
a0u(0) + b0u
′(0) = 0,
a1u(pi) + b1u
′(pi) = 0,
Entonces λ + ε es un valor propio de (3.41) si y so´lo si λ es un valor propio de (3.31).
Por tanto {λj + ε : j ∈ N} es el conjunto de los valores propios de (3.41) y para ε > 0
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suficientemente pequen˜o λ = 0 no es un valor propio de (3.41). Adema´s v es un vector
propio de (3.41) asociado a λ + ε si y so´lo si v es un vector propio de (3.31) asociado a
λ. Aplicamos el paso 1 al problema
Lεu = λa(x)u+ h(x, u, u
′, λ), 0 < x < pi (3.42)
con las condiciones de frontera en (3.27). Por el paso 1, para toda k ∈ N existe una
componente no acotada Cεk de soluciones de (3.42) tal que
Cεk ⊆ (Sk × R) ∪ {(0, λk + ε)} .
Paso 3
Veamos que existe una vecindad Nk de (0, λk) tal que si (u, λ) ∈ S∩Nk y u 6= 0 entonces
u ∈ Sk. Razonemos por el absurdo. Sea {(un, βn)}n ⊂ S tal que (un, βn) → (0, λk)
cuando n → ∞ en E × R, un 6= 0 y un /∈ Sk. Consideremos el operador L˜ = L + εa
para ε > 0 fijo, suficientemente pequen˜o. Entonces λ = 0 no es un valor propio de L˜
con las condiciones de frontera de (3.27). Sea g˜(x, y) la funcio´n de Green asociada a este
problema. La ecuacio´n del problema (3.27) se puede escribir como
L˜u = −(pu′)′ + qu+ εau = (λ+ ε)au+ h(x, u, u′, λ). (3.43)
Entonces (3.43) con las condiciones de frontera de (3.27) es equivalente a la ecuacio´n
integral
u(x) = (λ+ ε)
∫ pi
0
g˜(x, y)a(y)u(y)dy +
∫ pi
0
g˜(x, y)h(y, u(y), u′(y), λ)dy. (3.44)
Sea
L˜u(x) =
∫ pi
0
g˜(x, y)q(y)u(y) dy,
H˜(u, λ) =
∫ pi
0
g˜(x, y)h(y, u(y), u′(y), λ) dy.
Podemos escribimos (3.44) como
u(x)
‖u(x)‖ = (λ+ ε)L˜
u(x)
‖u(x)‖ +
H˜(u, λ)
‖u(x)‖ . (3.45)
Como L˜ es un operador compacto y βn → λk cuando n → ∞ entonces existe una
subsucesio´n {unm}m tal que
(βnm + ε)L˜
unm(x)
‖unm(x)‖
(3.46)
es una sucesio´n convergente en E. Adema´s, por las hipo´tesis sobre H˜, tenemos que
H˜(unm , βnm)/ ‖unm‖ → 0 cuando m → ∞. Por tanto tomando (u, λ) = (unm , βnm) en
(3.45) y tomando el l´ımite cuando m→∞, obtenemos que existe v ∈ E tal que ‖v‖ = 1
y
v = (λk + ε)L˜v.
Por lo tanto
−(pv′)′ + qv + εav = (λk + ε)av
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y v satisface las condiciones de frontera en (3.27). Esto es, v es una funcio´n propia aso-
ciada a λk del problema (3.31). Luego v ∈ Sk. Como Sk es abierto e invariante bajo la
multiplicacio´n de escalares no nulos entonces para n suficientemente grande un ∈ Sk.
Absurdo.
Paso 4
Sea Ck la componente de S que contiene al punto (0, λk). Veamos que Ck ⊂ (Sk × R) ∪
{(0, λk)}. Razonemos por el absurdo. Como Ck es conexo, aplicando el Lema 1.1 con
A = (Sk × R) ∪Nk obtenemos que existen un elemento (u, β) ∈ (∂Sk × R) ∩ Ck tal que
(u, β) 6= (0, λk) y una sucesio´n {(un, βn)}n ⊂ Sk × R tales que (un, βn)→ (u, β) cuando
n → ∞. Pero si u ∈ ∂Sk entonces por el Lema 3.2 y el Lema 3.4 obtenemos que u = 0.
Tomando (u, λ) = (un, βn) en (3.45) y razonando como en el paso anterior, existe un
elemento v ∈ Sk tal que ‖v‖ = 1 y
v = (β + ε)L˜v. (3.47)
Esto es, (v, β) es una solucio´n del problema lineal (3.31). De lo que concluimos que v es
un vector propio de (3.31) asociado al valor propio β. As´ı que v ∈ Sj para algu´n j ∈ N.
Como v ∈ Sk entonces v ∈ Sk. De aqu´ı obtenemos β = λk. Contradiccio´n.
Paso 5
Veamos que Ck es no acotado. Sea O un abierto acotado en E×R que contiene a (0, λk).
Entonces para ε > 0 suficientemente pequen˜o (0, λk + ε) ∈ O. Sea {εn}n una sucesio´n tal
que εn > 0 es suficientemente pequen˜o y εn → 0 cuando n→∞. Como Cεnk es conexo y
no acotado entonces existe (un, βn) ∈ Cεnk ∩ ∂O. Luego {un}n es acotada en E y {βn}n
es acotada en R. Por lo tanto podemos suponer, sin perdida de generalidad, que existe
β ∈ R tal que βn → β cuando n→∞. Como (un, βn) es una solucio´n de (3.42) entonces
−pu′′n = p′u′n − qun − εnaun + βna(x)un + h(x, un, u′n, βn). (3.48)
Sea M una cota para {un}n y {u′n}n y M2 una cota para {βn}. Entonces h restringida
al conjunto [0, pi]× [−M,M ]× [−M,M ]× [−M2,M2] es acotada. Como p es positiva en
[0, pi] entonces por (3.48) obtenemos que {u′′n}n es acotada en C([0, pi] ,R). Sea M3 > 0 tal
que |u′′n| ≤ M2 en [0, pi] . Sea F1 = {u′n : n ∈ N} entonces F1 ⊂ C([0, pi] ,R) y F1 es uni-
formemente acotada (en particular puntualmente acotada). Adema´s F1 es equicontinua,
puesto que para todo n ∈ N obtenemos que
|u′n(x)− u′n(y)| ≤M2 |x− y| .
Por el Teorema de Arzela`-Ascoli existe una subsucesio´n
{
u′nk
}
k
tal que u′nk → w1 en
C([0, pi] ,R). Similarmente, si F2 = {unk : k ∈ N} entonces por el Teorema de Arzela`-
Ascoli existe una subsucesio´n unkj → w2 cuando j → ∞ en C([0, pi] ,R). Por lo que
podemos concluir que w′2 = w1. Sea u = w2. Denotaremos los subindices nkj como n.
As´ı que
‖(un, βn)− (u, β)‖E×R → 0 (3.49)
cuando n→∞. Por el Lema 3.6 obtenemos que
h(x, un(x), u
′
n(x), βn)→ h(x, u(x), u′(x), β)
cuando n → ∞ en C([0, pi] ,R) y as´ı el lado derecho de (3.48) converge en C([0, pi] ,R).
Por lo que concluimos que u′′n converge en C([0, pi] ,R). Tomando el l´ımite en (3.48)
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obtenemos que (u, β) ∈ ∂O ∩ (S¯k × R) es una solucio´n de (3.27). Razonando como en
los pasos 3 y 4 obtenemos que si u ∈ ∂Sk entonces u = 0 y β = λk. Lo que es una
contradiccio´n, puesto que (0, λk) ∈ O.
Hemos demostrado que para todo abierto acotado O que contiene a (0, λk) existe una
solucio´n no trivial en ∂O del problema (3.27). Por el Lema 2.5 la componente Ck es no
acotada. Con esto finaliza la demostracio´n del teorema.
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