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Abstract
In this thesis the electrical conduction mechanism and some of the optical properties of thin 
films (TFs) of gold nanoislands (GNIs) are studied to utilize them for applications in 
nanoelectronics, sensors, solar cells, and plasmonics.
In a regular array of GNIs where NIs have an identical size and tunnel gap, the 
tunnel current can be calculated by using a relatively simple formula (provided in chapter 
one). In discontinuous GTFs, there are distributions of GNI sizes and tunnel gaps. 
Therefore, calculating the tunnel current in such systems at low and high applied voltages 
over a wide temperature range will be challenging. Here, we introduce a conduction 
percolation model where uncorrelated broad probability distributions for both the tunnel 
junction gaps and the Coulomb blockade energies are assumed. An excellent agreement is 
achieved between model calculations and experimental results at low and high applied 
voltages over a wide temperature range (2-300 K).
In discontinuous GTFs where the Coulomb blockade energies become significantly 
small such that the tunnel resistance is not much higher than the GNI resistance, the 
metallic behaviour of GNIs and the thermal expansion of the substrate can play an 
important role in the temperature dependent resistance of discontinuous GTFs. In this 
thesis, the temperature dependence of the electrical resistance of discontinuous GTFs at 
temperatures between 2 K and 300 K is studied experimentally and by model calculations. 
We show that the tunnel junctions and the Coulomb blockade energies are important at low 
temperatures and that the thermal expansion of the substrate and the resistance of the GNIs 
affect the resistance at high temperatures. We obtain a simple expression for the 
temperature at which the resistance changes from non-metal-like behaviour into metal-like
iii
behaviour.
To show an application of the discontinuous GTFs in nanoelectronics, we measure 
their resistances over a temperature range of 10-300 K. One of the samples essentially 
shows a temperature independent resistance (~ 2% resistance variation over a temperature 
range of 10-300 K). We find that such behaviour corresponds to the minimized Coulomb 
blockade energy (approximately 0.3 meV). This is achieved by reducing the nearest 
neighbour distance and increasing the size of the GNIs. It is shown that the temperature 
independent resistor operates in a regime where the thermally activated electron tunnelling 
is compensated by the metallic behaviour of the GNIs.
Generally, z-scan measurements can be used to demonstrate the nonlinear light 
absorption in gold, but in TFs, scattering of light from the surface due to its roughness can 
introduce inaccuracy in measuring absorption nonlinearity. We overcome this problem by 
developing an experimental technique where a GTF is irradiated by a Nd-YAG pulsed laser 
at the wavelength of 532 nm in near resonance with the d-band transition of gold. The 
temperature increase in the GTF is estimated for different light intensities by electrical 
measurement. Then, the temperature increase is calculated by using a ID heat transport 
equation by assuming a constant absorbance for the GTF at the low laser intensities. The 
comparison between results of the calculations revealed the nonlinear absorption in the 
GTF. We employed this deviation from the linear behaviour to determine the nonlinear 
absorption coefficient. It is shown that the nonlinear absorption is due to smearing of the 
Fermi distribution, and scattering of the light from the surface dose not play a major role in 
the temperature increase of the GTF.
To demonstrate an application of discontinuous GTFs in opto-electronics, we use a 
discontinuous GTF to rectify an oscillating tunnel current at ultra high frequency (optical 
frequency). This is done by irradiating the GTF with a Nd-YAG pulsed laser at the
IV
wavelength of 532 nm while a high DC voltage is applied to the sample. The tunnel current 
is found to be strongly enhanced by partial rectification of the plasmon-induced AC tunnel 
currents flowing between adjacent GNIs. In addition, our technique shows that the 
enhancement is due to the plasmon oscillation and the thermal effects seem not to 
contribute to the tunnel current enhancement.
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Chapter 1
Introduction
The aim of this thesis is to study the electrical and optical properties of thin films (TFs) of 
gold nanoislands (GNIs), such TFs can be fabricated with different techniques such as, 
thermal evaporation, pulsed laser deposition, molecular beam epitaxy, DC magnetron 
sputtering and so on. FI ere, the DC magnetron sputtering will be used to fabricate GNI TFs. 
Therefore, in this chapter, we briefly discuss DC magnetron sputtering and the sample 
preparation procedure. A special technique is introduced called “multiple deposition 
annealing” (MDA) that will be employed in this thesis to fabricate a temperature 
independent resistor. This technique is employed to adjust the gap between GNIs. This 
method results in formation of the assembly of GNIs with a broad distribution of NI sizes. 
In addition, the energy levels in a GNI are discussed by using a free electron gas 
approximation. This is followed by introducing a theoretical model that describes the 
electron tunnelling between two GNIs where the Coulomb blockade effect is presented. At 
last, the outline of this thesis is provided.
1.1 DC magnetron sputtering and the fabrication of TFs of GNIs
Arrays of metal NIs on semiconductor and insulator substrates are very interesting 
nanostructures which demonstrate fascinating features for applications in nanolasers [1], 
biosensors [2], plasmonics [3], IR sensing [4], chemosensing [5], solar cells [6, 7], and so
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on. The electrical resistivity of such components is mainly determined by the geometrical 
characteristics of the metal NI arrays. Thus, for applications in nanoelectronics, a precise 
control of the size and the size distribution of metal NIs [8-10] can be a key for controlling 
the resistivity-temperature dependence. However, conventional methods for fabrication of 
the metal NI arrays do not provide the required level of controllability [11]. One common 
way to fabricate metal NI arrays is by chemical synthesis where NIs are linked by organic 
molecules to form a film on a substrate. Nevertheless, the metal NIs tend to become 
unstable and fuse together when a higher voltage is applied, thus switching the device from 
the high resistance (~ 13 MQ) to the high conductance (less than 100 O) mode.
Sample preparation procedure begins by cleaning the substrate with Acetone in an 
ultrasonic bath for ten minute. The substrate is further cleaned with ethanol in the ultrasonic 
bath for another ten minutes followed by rinsing with the distilled water. Finally, it is dried 
with Nitrogen gas. All of the cleaning procedures are carried out in a class 100 clean room. 
Now, we can continue the fabrication process by deposition of gold onto the cleaned 
substrate.
A schematic of a DC magnetron sputtering system is shown in Fig. 1.1(a). After 
placing the substrate on top of a substrate holder, pressure in the chamber is decreased to ~ 
18 Pa by using a rotary pump. Then, a turbo molecular pump is used to decrease the 
pressure down to 10’4 Pa. In order to begin the sputtering process, plasma must be 
generated. This is achieved by supplying required gases (for example Ar, CH4 ...) into the 
sputtering chamber and applying a high dc voltage (typically few kV) to the target material. 
The target material is connected to the cathode (Fig. 1.1(a)). Because of the high applied 
voltage, a discharge is occurred and plasma is generated. We have shown a photo of the 
plasma discharge in the DC magnetron sputtering system in Fig. 1.1(b) [12].
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(a) Gas supply (b)
Vacuum pump
FIG. 1.1. (a) Schematic of a DC magnetron sputtering system, 
curved lines inside the chamber show the trajectories of sputtered 
atoms, some of the sputtered atoms are deposited onto the substrate.
(b) A photo of the plasma discharge generated in the chamber [12].
In order to sustain the generated plasma, pressure in the sputtering chamber has to 
be optimised. At low pressure, the mean free path of electrons is large and electrons will 
not have many collisions. Therefore, most of the electrons are accelerated toward the 
anode. Hence, the chance of creating secondary electrons near the cathode will be 
diminished and consequently ionisation efficiency will be reduced. In contrary, at high 
pressure, collision between sputtered atoms will be high and deposition process will not be 
efficient [13]. Therefore, pressure in the sputtering chamber has to be adjusted 
appropriately to maintain the plasma in a stable condition.
Positive ions which have been generated in the discharge process will be accelerated 
toward the cathode and collisions between ions and target atoms will cause sputtering of the 
target material, with some of the sputtered atoms eventually being deposited onto the 
substrate. The role of a permanent magnet which is located behind the target is to confine 
electrons near the cathode to increase the ionization efficiency [13]. The sputtered atoms
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will diffuse on the surface of the substrate and begin to join each other and nucleate, GNIs 
will be formed as a result of this process [13]. Each GNI will have quite a different shape 
and size. Using field emission scanning electron microscope (FESEM; Zeiss Ultraplus), the 
typical shapes of GNIs in a TF is shown in Fig 1.2. The gold TF (GTF) was fabricated by 
DC magnetron sputtering of gold onto 1 mm soda-lime glass substrate, Ar pressure was 
kept at 15 Pa, DC magnetron current 30 mA, and the distance between substrate and target 
was set to 6 cm. Substrate was not heated during the deposition and deposition time was 
12.5 s. Average thickness of the GTF was ~ 5 nm, which was determined by Dektak 150 
stylus profiler.
FIG. 1.2. The FESEM image of a GTF deposited onto 1 
mm soda-lime glass substrate.
From Fig. 1.1(a), one can see that the deposition system can provide an opportunity 
to manipulate the deposition parameters such as gas pressure, substrate temperature, 
substrate bias voltage, distance between target and substrate, and cathode voltage. By 
changing any of these parameters, sputtering condition will be changed and one can 
fabricate samples with different surface morphologies [13]. In this thesis, an attempt is 
made to fabricate samples with different electrical resistivity to study the electrical
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conduction mechanism at different temperatures. A convenient way to achieve this goal is 
to change the deposition time or to vary the distance between target and substrate while 
other sputtering conditions are kept unchanged. In the next chapters, the outcome of this 
approach will be presented. Figure 1.2 shows GNIs that have very irregular shapes, to 
fabricate GNIs with well defined shapes, as the DC magnetron sputtering by itself will not 
be a suitable technique. Below, we show that by annealing the GTF at temperatures well 
below the bulk melting temperature, GNIs can be fabricated with better defined shapes.
1.2 Multiple deposition annealing
Figure 1.3(a) shows the FESEM image of a GTF, which was fabricated on a 1 mm soda- 
lime glass substrate by DC magnetron sputtering. Sputtering conditions were, Ar pressure 
15 Pa, DC magnetron current 30 mA, and the distance between substrate and target was 
kept at 6 cm. The substrate was not heated during the deposition, and the deposition time 
was 6 s. Average thickness of the GTF was ~ 2 nm.
It is well know that the melting temperature of the NIs is below the bulk value [14]. 
To demonstrate this, the GTF was annealed at 473 K well below the bulk melting 
temperature (~ 1300 K) [14] at the atmospheric pressure for 15 minutes. The FESEM image 
of the annealed GTF is shown in Fig 1.3(b). After annealing, GNIs have well defined 
circular shapes compared to the GNIs in the non-annealed sample.
Although, in Fig 1.3 (b) the GNIs have better defined shapes in comparison to the 
GNIs in Fig. 1.3(a), the average gap between NIs is relatively large ~ 10 nm. Later, it will 
be shown that the resistance between two neighbouring GNIs is exponentially related to the 
gap between NIs. In order to observe the quantum effects in assemblies of GNIs similar to 
the ones shown in Figs. 1.3(a)-(b), a very low voltage will be applied to the samples.
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Considering the exponential relation between the tunnel resistance and the gap between 
GNIs (~ 10 nm), an extremely weak electrical current will flow through the samples. 
Therefore, studying the conduction mechanism at very low voltages in such samples will 
require a very sensitive current meter, and performing such measurements will not be an 
easy task. In order to overcome this problem, we introduce the MDA technique [15].
FIG. 1.3. The FESEM images of (a) a GTF deposited onto 1 mm 
soda-lime glass substrate, (b) the GTF was annealed at 473 K for 15 
minutes at the atmospheric pressure.
To demonstrate this method we produce three different samples. The base process is 
the DC magnetron sputtering of GTF ~ 3 nm followed by annealing the sample at 473 K for 
15 minutes. The thickness of the GTF is such that well defined isolated GNIs can be 
generated by annealing at the temperature much lower than the melting temperature of the 
bulk gold. The base process is then repeated once to produce sample 1, twice to produce 
sample 2, and three times to produce sample 3. A 500 nm thick SiC>2 layer on a standard Si 
wafer is used as the substrate. The surface roughness of samples is characterized by atomic 
force microscopy (AFM; Asylum Research MFP-3D). Thus, during the repetition of the 
annealing/deposition cycle, gold is deposited several times onto the existing assembly of 
isolated GNIs which were produced during the previous annealing. As a result, a 
hierarchical array with different NI size distributions is fabricated. Figures 1.4(a)-(f) shows
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FESEM images of the fragments of samples 1, 2, and 3 and NI size distributions, which 
were produced after two, three, and four deposition/annealing cycles, respectively [15].
Sample 1 (b)
One wave
100
Sample 2 (d)
Two waves
0.0
0.5
1.5
80 100
Sample 3 (f)
Three waves
III/ 1
20 40 60 80 100
Nanoisland size, nm
FIG. 1.4. The FESEM images and the size distributions of the three samples 
made by 2, 3, and 4 layers with one wave [(a) and (b)], two waves [(c) and 
(d)], and three waves [(e) and (f)] NI size distributions [15].
One can see that sample 1 (two deposition/annealing cycles, Fig. 1.4(a)) exhibits a 
regular one-peak Gaussian-like distribution (Fig. 1.4(b)), whereas sample 2 (three 
deposition/annealing cycles, Fig. 1.4(c)) and sample 3 (deposited/annealed four times, Fig. 
1.4(e)) feature the distributions that can be deconvoluted into two waves (Fig. 1.4(d)) and 
three waves (Fig. 1.4 (f)) distributions respectively. The AFM image in Fig. 1.5(a) proves 
that the height of NIs ranges from several nanometres to 20 nm [15]. A presence of the NIs 
with three typical sizes is clearly visible in the array cross-section shown in Fig. 1.5(b).
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FIG. 1.5. (a) The typical AFM image of a sample containing 
hierarchical arrays of GNIs. (b) Three typical sizes of GNIs can be 
distinguished in the cross-section [15].
The mechanism of the hierarchical GNI array formation by using MDA technique is 
illustrated in Figs. 1.6(a)-(h). In this process, an initial pattern of small GNIs is formed 
during the annealing of the GTF (Figs. 1.6(a)-(b)). As a result of the second 
deposition/annealing cycle, GNIs grow larger than the ones in the initial pattern (Figs. 
1.6(c)-(d)). At this stage, sample 1 is produced, in the next deposition/annealing cycle, the 
first pattern serves as a template for the formation of the second sub-array. The GTF covers 
the initial GNIs including the substrate surface in the gaps between GNIs (Fig. 1.6(e)). As a 
result of the annealing, the GTF between the large GNIs becomes fragmented and thus 
forms the second sub-array of small GNIs (Fig. 1.6(f)). At this stage the second level small 
GNIs are only formed between the large GNIs. This takes place since the larger GNIs have 
a higher melting temperature (approaching that of the bulk gold), whereas the film between 
large GNIs is very thin (~ 3 nm). This pattern promotes the formation of a fragmented array
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(consisting of small, up to several nanometres, quasimelted NIs) at a low temperature [16]. 
In this process, a proper selection of parameters is very important [17]. The next 
deposition/annealing cycle results in the formation of the third level GNI pattern according 
to the above described process (Figs. 1.6(g)-(h)).
(a)
(b)
Au nanoislands
/
Second-level array
Substrate
FIG. 1.6. The mechanism of the formation of the trilevel hierarchical GNI 
array using MDA technique, (a) Deposition of a GTF onto SiC>2 surface 
by DC magnetron sputtering, (b) annealing and formation of the initial 
GNI pattern, (c) second deposition, (d) followed by annealing and growth 
of the initial pattern, (e) next deposition and (f) annealing resulting in the 
formation of the second level sub-array, (g) next deposition, and (h) then 
annealing and formation of the third level sub-array [15].
The distribution of the minimum (nearest neighbour) gaps between GNIs in three 
samples is shown in Figs. 1.7(a)-(c). In sample 1, about 50.6% of the GNIs have a gap less 
than 10 nm, and 49.4% have a gap of about 15 nm. In sample 2, owing to the formation of a 
sub-array (and also due to coalescence of the GNIs), 64.5% of the GNIs have a gap less 
than 10 nm, and 35.5% about 15 nm. In sample 3, due to the formation of a large number of
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small third level GNIs between the lower and the second level GNIs, nearly all GNIs (~ 
98.7%) have the nearest neighbour gap of less than 10 nm. Therefore, with the MDA 
method, the gap between GNIs has been decreased systematically.
10 15 20 10 15 20 10 15 20
Nearest neighbor gaps, nm
FIG. 1.7. The distribution of the minimum gaps between GNIs for (a) 
sample 1, (b) sample 2, and (c) sample 3 [15].
1.3 Free electron gas approximation and energy levels in a GNI
The simplest model which describes the DC conductivity in metals was introduced by 
Drude. Electrons in this model are considered as an electronic gas and their statistical 
behaviour follows the Maxwell-Boltzmann distribution [18]. Although, the Drude model 
provides useful information about the DC conductivity in metals, it lacks to provide 
information about the optical properties of the metals. This problem arises because 
electrons are assumed to be distinguishable particles, which according to the Maxwell- 
Boltzmann distribution a single energy level can be occupied with many electrons [19]. 
Therefore, under such assumption, the energy band gap in metals cannot be predicted. This 
problem is overcome by considering electrons as Fermions (one-half spin particles) that 
obey Pauli’s exclusion principle. According to Pauli’s exclusion principle, electrons with 
the same spin orientation are not allowed to occupy the same energy level [20].
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Consequently, electrons as indistinguishable particles obey the Fermi-Dirac statistics and 
each electron occupies a single electronic energy level [18].
In order to study electrons behaviour in metals, the ground state energy of a many 
electron system has to be calculated. Electrons in metals are categorised to core electrons 
and conduction electrons. Core electrons are the ones that are tightly bound to nuclei, these 
electrons including the nuclei form a positive ion. Considering the number of atoms in a 
metal, it will be impossible to calculate all of the interactions between the electrons and the 
nuclei. In order to simplify this problem, first, motion of ions is ignored in the adiabatic 
approximation [18]. In the adiabatic approximation, it is assumed that the ions move very 
slowly with respect to the conduction electrons. This means that the conduction electrons 
which travel at a greater velocity respond instantaneously to the ions motion. Therefore, the 
configuration of ions at any moment can be considered static with respect to the conduction 
electrons, and conduction electrons will be in their ground state with respect to the ionic 
configuration at each instant [18].
Now, let us assume that the ions in metals form a 3D array and electrons are 
attracted toward these ions by a Coulomb force. In the free electron approximation all of 
the electron-ion interactions can be described by an average constant potential energy [21]. 
Therefore, the electrostatic potential of ions can be represented by a square potential well 
where the potential energy will be constant inside the metal. This constant potential energy 
can be set to zero by choosing it as the reference energy. The potential energy will approach 
to infinity at the boundaries and outside of the metal. Although, the work function of metals 
is a finite value, considering an infinite potential energy at the boundaries ensures that 
electrons cannot exist outside of the metal. In this model, all of the electron-electron 
interactions are approximated by the same constant potential energy inside the metal, which
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this approximation is called the independent electron approximation [18].
Now, that the problem has been simplified to solving the time-independent 
Schrodinger equation for a single electron in a square potential well, the Hamiltonian of 
this system can been written as [18]
- ( /¡2/8m/r2)VV(r) = £>(/•), (1.1)
where h is the Planck constant, m is the electron mass, r is the position vector, i//(r) is the 
electron wave function, and E is the electron energy. The solution of Eq. (1.1) is a plane 
wave function [18]
v(r) = ( 1.2)
where k is the wave vector, and Vau is the volume of the metal (volume of the GNI). This 
wave function describes a free electron that propagates inside a GNI where by applying the 
periodic boundary conditions on the wave function ( /^(x) = i//(x+Lau)•••, Lau is the size of 
the GNI, which GNI has a cubic shape) one finds the allowed wave vectors as [18]
, 27rnr , 2/rn 2n n 7k,=  ---- ~,kv = ^ — ,kz = - r -i-,nx,nv,nz = 0, ±1, ±2,
JAu LAu L
(1.3)
Au
These values can also be obtained by considering that the wave function must vanish at the 
boundaries since the potential energy is infinite [21]. Substituting Eq. (1.2) in to Eq. (1.1) 
and using Eq. (1.3), the energy levels (energy levels represent the one-electron energy 
levels) are found to be [18]
£ = - 7 ^ k  +»;' + « 0 .  (1-4)
2 m  L a „
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Let us consider a thin shell in the A space constructed between k and A+AA. 
Considering that the volume for each A'-value is (2tz / Lau) , the number of allowed A-values 
inside the shell will be k2AkVAU / 2?r2. Each A-value represents two energy levels, because 
electrons can have two different spin orientations. Using Eqs. (1.3) and (1.4), the number of 
electrons with allowed A-values in the shell will be [21 ]
ANe = %xmm AEVAu42E
A3
(1.5)
where AE is the separation between energy levels. After filling all of the energy levels, the 
electrons which occupy the highest energy levels will have the maximum energy. This 
maximum energy is called the Fermi energy (£». Below the Fermi energy, all of the levels 
are occupied and value of the Fermi energy can be calculated using Eq. (1.5) as [18]
Ef = h*_ 
8 m
( 1.6)
where n is the volume density of electrons in a GNI. From Eq. (1.5), the energy level 
separation at the Fermi energy can be calculated as
A E  =
A3
in m v lVAt, ^  '
(1.7)
The total energy of the system can be determined by adding all of the electron 
energies using Eq. (1.4). Electrons are assumed to be in thermal equilibrium with their 
environment, so the total energy of the electron gas will be equal to the mean value of the 
thermal energy. Therefore, the ground state energy of the electron gas will be such that the 
Fermi energy corresponds to the highest energy level at temperature T = 0 [21]. Electrons
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can occupy higher energy levels at higher temperatures where the electron gas will be in its 
excited state. The probability that an electron can occupy a higher energy level at T > 0 can 
be determined by using the Fermi function (Fermi distribution). The Fermi function shows 
the occupancy of electrons (occupation number) and is calculated using the Fermi-Dirac 
statistics [ 18]
f (E)  = 1+e
E-n \ 
kj
-1
( 1.8)
where n is the chemical potential, and kß is the Boltzmann constant. The chemical potential 
can be calculated by using the following formula [18]
V = E f
' n k j \~
V 1 8 £ / r  j
(1.9)
From Eq. (1.9), it is seen that the chemical potential changes with temperature. The 
Fermi energy in metals is typically a few electron volts, if one assigns a temperature to this 
energy it will be close to the melting temperature of metals [18]. Here, we are interested to 
study the conduction mechanism at temperatures well below the melting temperature. 
Hence, fi can be replaced by £> in Eq. (1.8) with a negligible inaccuracy in determining the 
occupancy of electrons. The Fermi distribution has been demonstrated in Fig. 1.8. The 
dashed line shows that the occupancy is 1 at T = 0 for E < EF meaning that all of the energy 
levels are occupied below the Fermi energy, and the occupancy is 0 for E > £>, which 
indicates that there is no occupied energy level above the Fermi energy. The solid line 
shows the Fermi function at T > 0, at finite temperatures electrons can be excited to higher 
energy levels above the Fermi energy due to their thermal energy leaving some empty
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levels below the Fermi energy. Therefore, the Fermi distribution will be broadened around 
the Fermi level, where the width of the thermal broadening is in the order of kgT[ 18].
The free electron gas model provides sufficient information about the electronic 
energy levels in metals, which can be employed to study the electron tunnelling between 
two coupled GNIs. Below, we will discuss how to calculate the tunnel current between two 
GNIs by using the Fermi-Dirac statistics.
FIG. 1.8. The Fermi distribution at T — 0 (dashed line), 
and at T > 0 (solid line). The thermal broadening of the 
Fermi distribution is in the order of ksT.
1.4 Electron tunnelling and Coulomb blockade effect in a 
regular array of GNIs
By applying a bias voltage to an array of GNIs that are coupled together via tunnel 
junctions, an electrical current will flow through the array because of the electron 
tunnelling. The electron tunnelling between two coupled GNIs separated by a distance L 
has been shown in Fig. 1.9. As soon as an electron tunnels from NI 1 into NI 2, the Fermi 
energy in both of the NIs will be shifted. This is due to the Coulomb interaction between 
electrons in the NIs. Adding or removing an electron from a neutral NI will charge the NI,
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and the work done in this process will be stored in the electric field surrounding the NI. 
This electrostatic potential energy is called “charging energy” or “activation energy” [22].
FIG. 1.9. Schematic of the electron tunnelling from NI 1 into NI 2. The applied voltage will 
shift the Fermi energies (dashed lines) in NI 1 and NI 2 relative to each other before 
tunnelling (V/2 is the potential difference between two NIs). After tunnelling, the Fermi 
energy shift will change due to charging effect. Solid horizontal line is a guide to the eye, 
and L is the tunnel gap between NIs.
The applied bias voltage will create a potential difference between NIs (Vn)- If the 
electrostatic potential energy (eV\2, e is the electron charge) of the electron in NI 1 is not 
enough to charge NI 2, the electron tunnelling will be blocked. This is called “Coulomb 
blockade effect” and the charging energy is referred as “Coulomb blockade energy” (Ec) 
(this is the electrostatic energy required to take one electron away from NI 1 by leaving a 
hole behind and to place this electron into the NI 2, or vice versa) [23]. This is a valid 
argument at T = 0 as the thermal energy of the electron is zero and the required energy must 
be provided by a power supply in form of an electrostatic energy.
At higher temperatures (T > 0), the electron tunnelling can also occur even if eV\2 
«  Ec, according to Eq. (1.8) as there is a finite probability to find an electron with energy
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Ec above the Fermi energy. Therefore, the thermal energy will provide sufficient energy to 
excite the electron to higher energy levels. Then, due to the infinitesimal potential 
difference between two NIs (<eV\2) the thermally excited electron can tunnel into the 
neighbouring NI where an electron-hole pair is created (hole in one NI and the tunnelled 
electron in the neighbouring NI). This energy will be enough to overcome the Coulomb 
blockade effect, such an electron tunnelling in an assembly of metallic NIs is called 
“thermally activated tunnelling” [24].
It is important to note that in the independent electron approximation all of the e-e 
interactions were simply replaced with a constant potential energy, which was set to zero. 
This model will not lose its validity by taking into account the Coulomb interaction in the 
tunnelling process. This is because, the tunnelled electron will occupy an empty state above 
the Fermi level which is determined by Eq. (1.7) and the Coulomb blockade effect means 
that only the Fermi level in a NI will be shifted relative to its initial position (Fig. 1.9). In 
Fig. 1.9, the energy levels in NIs have not been shown as they are much smaller than the 
charging energy of a NI. The smallest GNIs, which are studied in this thesis, have a typical 
radius (a) of 10 nm. Using Eq. (1.7), the energy level separation at the Fermi energy for a 
sphere with such radius is calculated to be ~ 15 peV. The charging energy for an isolated 
sphere in the vacuum with the same radius can be calculated as [25]
E =
4 ns0a
( 1.10)
where £o is the permittivity of the free space, and we obtain Ec ~ 144 meV. The charging 
energy is almost four orders of magnitude larger than the energy level separation. In order 
to observe the effect of the energy level separation in the tunnelling process, the 
measurement has to be carried out at temperatures below 0.174 K. Therefore, for the
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practical purposes we can ignore the effect of the energy level separation as our 
measurement is performed at temperatures above 2 K. At such temperatures, the thermal 
fluctuation of electron energy will smear out all of the phenomena related to the 
quantization of energy levels.
The tunnel current in an array of GNIs can be obtained by calculating the transition 
probability per unit time while an electron tunnels from an occupied state in one NI into an 
unoccupied state in the neighbouring NI [26-29]. Accordingly, the tunnel current between 
two identical GNIs (including two electron spin orientations) can be written as [30]
/  = _ eV ^ _ f { E  _ *  ) ] _ / ( £  )P - / ( £ ,  -e V t2 - £ e)]}
h  i,2
|r,2|25 (£ 2 -£ , ) ,  ( l . i i )
where 7)2 are elements of the transition matrix, and the sum is over all of the energy levels 
in NI 1 and NI 2. Here, we have assumed that only one electron tunnels at each time and 
S(E2-E 1) ensures the conservation of the energy during the tunnelling, which means that the 
process is an elastic tunnelling. The bottom of the potential well in NI 2 before tunnelling 
has been chosen as the energy reference point (Fig. 1.9). Assuming that NI 1 is coupled to 
the cathode and NI 2 is coupled to the anode, by applying a bias voltage, the Fermi level in 
NI 1 will be shifted (Fig. 1.9) by an amount of eV \2 with respect to the Fermi level in NI 2. 
Therefore, according to Eq. (1.8) the occupation number of an electron with energy E\ 
(energy of the initial state) in NI 1 before the tunnelling will be /  (E\ - eV\2). The Fermi 
level for both NIs is measured from the bottom of the potential well in each NI individually 
(Fig. 1.9). The energies, E\, E2, and eVn are all measured with respect to the bottom of the 
potential well in NI 2 before the tunnelling. After the tunnelling, the occupation number of 
an electron with energy E2 (energy of the final state) in NI 2 will be /  (£ 2  - Ec). This
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approach is used to calculate the other occupation numbers in Eq. (1.11) for the tunnelling 
from NI 2 into the NI 1 as well. The first two terms in the curly bracket of the Eq. (1.11) 
evaluate the probability of tunnelling from NI 1 into the NI 2, and the second two terms in 
the curly bracket determine the probability of tunnelling from NI 2 into the NI 1, where the 
net current can be obtained by subtracting these two terms. In our experiments we have 
eVn «  Ef, ksT «  Ef , and Ec «  Ef, therefore, Eq. (1.11) can be written as [30]
I = ~ \ T ( E F)\2E \ E F) \ j n E - e V n) [ l ~ f ( E - E c)]
- f ( E ) [ \ - f ( E - e V l2 - E c)]}dE, (1.12)
where S(Ef) is the number of energy levels per unite energy at the Fermi level, which is 
called “the density of states” and can be obtained by using Eq. (1.5). Here, \T(Ef)\ is the 
transmission coefficient, which is the probability of transmission through a potential barrier 
where in the Wentzel-Kramers-Brillouin (WKB) approximation it can be written as [20]
| T(EF^ « e fL,
P« 2rr\[8mï / h (1.13)
where U is the effective height of the potential barrier, which is measured from the Fermi 
level to the vacuum level, and m is the effective mass of the electron at the Fermi level. It 
is important to note that Eqs. (1.11) and (1.12) are valid as long as the rectangular shape of 
the potential barrier (Fig. 1.9) is not affected by applied voltage and the effective barrier 
height stays independent of the applied voltage. The integral in Eq. (1.12) can be solved 
analytically (full derivation has been provided in the Appendix A) that results in [30]
I = ^ \ T ( E F)f E \ E f ) 
n
E _ + c V,- E - e K .
1 _  e (Ec+eVn )/kBT j _  e (Ec-eVl2)lkBT (1.14)
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1.5 Outline
In this thesis the electrical conduction mechanism and some of the optical properties of 
GTFs are studied to utilize them for applications in nanoelectronics, sensors, solar cells, 
and plasmonics. The thesis contains the following topics:
1. Theoretical and experimental study of the electrical conduction mechanism in 
disordered assemblies of GNIs over a wide temperature range (2-300 K) at low and 
high applied voltages using percolation approach.
2. The role of the Coulomb blockade, the resistance of GNIs, and the thermal 
expansion of the substrate in the resistance of discontinuous gold TFs (GTFs) at 
different temperatures at the low applied voltage.
3. Fabrication of a temperature independent resistor for application in nanoelectronics.
4. Investigation on the nonlinear optical absorption in GTFs by using an electrical 
measurement.
5. Rectification of the plasmon-induced tunnel current in a discontinuous GTF at the 
optical frequency (wavelength of 532 nm).
In a regular array of GNIs where NIs have an identical size and tunnel gap, the 
tunnel current can be calculated by using a relatively simple formula (provided in chapter 
one). In discontinuous GTFs, there are distributions of GNI sizes and tunnel gaps. 
Therefore, calculating the tunnel current in such systems at low and high applied voltages 
over a wide temperature range will be challenging. In chapter two, we introduce a 
conduction percolation model where uncorrelated broad probability distributions for both 
the tunnel junction gaps and the Coulomb blockade energies are assumed. An excellent 
agreement is achieved between model calculations and experimental results at low and high 
applied voltages over a wide temperature range (2-300 K).
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In discontinuous GTFs where the Coulomb blockade energies become significantly 
small such that the tunnel resistance is not much higher than the GNI resistance, the 
metallic behaviour of GNIs and the thermal expansion of the substrate can play an 
important role in the temperature dependent resistance of discontinuous GTFs. In chapter 
three, the temperature dependence of the electrical resistance of discontinuous GTFs at 
temperatures between 2 K and 300 K is studied experimentally and by model calculations. 
We show that the tunnel junctions and the Coulomb blockade energies are important at low 
temperatures and that the thermal expansion of the substrate and the resistance of the GNIs 
affect the resistance at high temperatures. We obtain a simple expression for the 
temperature at which the resistance changes from non-metal-like behaviour into metal-like 
behaviour.
To show an application of the discontinuous GTFs in nanoelectronics, we measure 
their resistances over a temperature range of 10-300 K. One of the samples essentially 
shows a temperature independent resistance (~ 2% resistance variation over a temperature 
range of 10-300 K). We find that such behaviour corresponds to the minimized Coulomb 
blockade energy (approximately 0.3 meV). This is achieved by reducing the nearest 
neighbour distance and increasing the size of the GNIs. In chapter four we show that the 
temperature independent resistor operates in a regime where the thermally activated 
electron tunnelling is compensated by the metallic behaviour of the GNIs.
Generally, z-scan measurements can be used to demonstrate the nonlinear light 
absorption in gold, but in TFs, scattering of light from the surface due to its roughness can 
introduce inaccuracy in measuring absorption nonlinearity. We overcome this problem by 
developing an experimental technique where a GTF is irradiated by a Nd-YAG pulsed laser 
at the wavelength of 532 nm in near resonance with the d-band transition of gold. The
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temperature increase in the GTF is estimated for different light intensities by electrical 
measurement. Then, the temperature increase is calculated by using a ID heat transport 
equation by assuming a constant absorbance for the GTF at the low laser intensities. The 
comparison between results of the calculations revealed the nonlinear absorption in the 
GTF. We employed this deviation from the linear behaviour to determine the nonlinear 
absorption coefficient. It is shown that the nonlinear absorption is due to smearing of the 
Fermi distribution, and scattering of the light from the surface dose not play a major role in 
the temperature increase of the GTF.
To demonstrate an application of discontinuous GTFs in opto-electronics, in chapter 
six we use a discontinuous GTF to rectify an oscillating tunnel current at ultra high 
frequency (optical frequency). This is done by irradiating the GTF with a Nd-YAG pulsed 
laser at the wavelength of 532 nm while a high DC voltage is applied to the sample. The 
tunnel current is found to be strongly enhanced by partial rectification of the plasmon- 
induced AC tunnel currents flowing between adjacent GNIs. In addition, our technique 
shows that the enhancement is due to the plasmon oscillation and the thermal effects seem 
not to contribute to the tunnel current enhancement.
Finally, in chapter seven we summarise the results of previous chapters and provide 
an outlook for the future of research in this field.
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Chapter 2
Electron transport in discontinuous GTFs and the effect of 
Coulomb blockade and percolation
In this chapter we study both theoretically and experimentally the electron transport in 
discontinuous GTFs where GNIs are weakly coupled. Ultra-thin films of different average 
NI size and strong disorder are produced by sputter deposition. The current-voltage (I-V) 
characteristics of the films are measured as a function of temperature and the electrical 
resistances determined as a function of both temperature and bias voltage. To understand 
the properties of electron transport in such disordered assemblies, a conduction percolation 
model is employed where uncorrelated broad probability distributions for both the tunnel 
junction gaps and the Coulomb blockade energies are used. Very good agreement between 
experimental data and model calculations is achieved. In particular, the non-Arrhenius 
resistive behaviour, the I-V power-law behaviour, and the I-V characteristics at large bias 
voltage are all shown to be due to the conduction percolation mechanism present in 
disordered networks of metal NIs and tunnel junctions.
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2.1 Introduction
Many attempts have been made to understand electron transport in assemblies of nano­
sized metal-clusters [24, 30-46]. However, despite of these efforts many aspects of the 
electron transport mechanism are still not fully understood. Assemblies of nano-sized 
metal-clusters are used in biosensors [47], chemical sensors [47-50], strain gauges [51], as 
building blocks in nanoelectronics [47] and as temperature independent resistors [12]. To 
optimize these devices a thorough understanding of the electron transport mechanism 
becomes essential. In the weak coupling regime where the tunnel resistance between 
adjacent NIs is large, the electron Coulomb blockade, in combination with electron 
cotunnelling, affects the electron transport properties, while in the strong coupling regime 
the effects of electron-electron interactions and quantum interference of electrons become 
dominant [43]. Because of the inherent disorder that exists in almost all assemblies, 
describing electron transport in the weak coupling regime becomes intricate [30, 38]. The 
three most important forms of local disorders that affect the electron transport are: (a) 
fluctuations in the tunnel gaps between adjacent NIs, (b) variations in the size and shape of 
the NIs, and (c) local charge disorder due to immobile random offset charges induced by 
trapped impurity charges in the substrate [30, 37]. The effects of different types of disorder 
on the electron transport in metal NI assemblies have been studied previously [30, 32, 33, 
36-38, 52-55]. However, a detailed understanding of the interplay and the relative 
importance of the different disorders is still lacking. Electron transport in assemblies of 
metal NTs sometimes is thought incorrectly as being equivalent to the variable range 
hopping of electrons in doped semiconductors [56]. In contrast to the variable range 
hopping model where hopping distance and Coulomb blockade are correlated, in disordered 
assemblies of metal NIs there is no clear correlation between tunnel junction gaps and
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Coulomb blockade energies. In the case of assemblies of metal NIs, a conduction 
percolation model has been used successfully where uncorrelated probability distributions 
for tunnel junction gaps and Coulomb blockade energies were used. This theoretical model 
successfully describes the non-Arrhenius behaviour of the electrical resistance at low bias 
voltage and the effect of 3D percolation observed in disordered functionalized gold 
nanoparticle thick films [30, 38].
In this chapter we extend the conduction percolation model into the regime of large 
bias voltages. We show that our model describes very well the measured electron transport 
in our discontinuous GTFs as a function of both temperature and bias voltage. The 
conduction percolation model elucidates the effects and the relative importance of the 
different forms of disorder.
In Sec. 2.2, the preparation of the discontinuous GTFs, the experimental setup and 
the measurement procedure are described. In Sec. 2.3, the theoretical conduction 
percolation model is outlined. In Sec. 2.4 we compare our experimental data with our 
model calculations and discuss the mechanism of electron transport in disordered 
assemblies of GNIs. A summary is given in Sec. 2.5.
2.2 Experimental setup and measurement procedure
For our studies of electron transport in the GNI we choose discontinuous GTFs. Three 
ultra-thin discontinuous GTFs, samples SI-S3, were prepared by DC magnetron sputtering 
of gold onto 0.1 mm soda-lime glass substrate. By varying the deposition time, samples 
with different average NI sizes were prepared, resulting in different electrical properties 
(Table 2.1) [57].
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TABLE 2.1. Film width Ws, distance between electrodes Ls, average film 
thickness hs, deposition time U, zero bias resistance R and resistivity relative to 
gold p ! p Au at 300 K for samples SI-S3 [57].
Sample W5
[mm]
Ls
[mm]
hs
[nm]
td
[s]
(300K, Vb=0) 
[MQ]
P/PaJ?  00K) 
x 105
SI 1.373 0.075 5 17 121.95 4757
S2 1.381 0.526 5 20 2.087 12.4
S3 1.5 0.665 5 23 0.098 0.518
The average thicknesses of the films were about 5 nm, seemingly independent of the 
deposition time (the vertical resolution of the Stylus Profiler over 6.5 pm measurement 
range was 0.1 nm). The FESEM images of the samples SI-S3 are shown in Figs. 2.1 (a)- 
(c). As can be seen, the discontinuous GTFs are comprised of stringy ramified NIs which 
are irregular in shape. At small scales, the gold forms 10-30 nm wide “sausages” with ~ 7 
nm spacing. With increasing deposition time the stringy ramified NIs coalesce further and 
form larger clusters. At an even longer deposition time, some of the gold clusters would 
become sufficiently large to fully span the distance between two electrodes, changing the 
discontinuous film into a continuous one with solely metallic electrical behaviour. The film 
morphologies shown in Figs. 2.1 (a)-(c) are very similar to those studied by Voss et al. 
[58]. Using photolithography, 5 mm x 5 mm large and 0.5 pm thick gold electrodes where 
deposited onto each GTF as indicated in Fig. 2.1 (d). Copper wires were connected to the 
electrodes using conductive silver paint. The film width Ws, the distance Ls between the 
electrodes, the average thickness hs of the films and the deposition time U of the three 
samples SI-S3 are listed in Table 2.1. Samples were placed in a Physical Property 
Measurement System (Quantum Design Model 6000) operated at 10'“ Pa in the temperature
26
range 2-300 K. In order to investigate the electron transport properties at different bias 
voltages, we used an external DC power supply where the bias voltage was varied manually 
between 0.017 V and 50 V, and the electrical current through the films was measured using 
a picoammeter (Keithley 6485). The lowest current measured in our experiments was 5 pA 
which was an order of magnitude higher than the accuracy of the picoammeter. The 
maximum power which was pumped into the samples during the high voltage 
measurements was about 5 mW. Because of Joule heating a temperature gradient between 
the sample and the thermometer can be created which can cause inaccuracy in measuring 
sample’s temperature. The temperature gradient in our experiments will not be significant, 
because- the gold electrodes are very large that can act as a heat sink and take away the 
generated heat quickly.
FIG. 2.1. The FESEM images of samples (a) SI, (b) S2 and (c) S3, (d) Schematic of the 
experimental setup. The film width Ws and the distance Ls between the electrodes are 
indicated [57].
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2.3 Theoretical model
2.3.1 Conduction percolation model
The morphology of the discontinuous GTFs shows NIs which are stringy, ramified and 
irregular in shape (Fig. 2.1 (a)-(c)). The tunnel junction gap L between adjacent NIs 
fluctuates with segments where the gap is seemingly less than 2 nm. Figure 2.2 shows an 
example of two adjacent NIs, NI 1 and 2, connected via several small-gap tunnel junctions 
marked by white dots [57]. These small-gap junctions mainly contribute to the total tunnel 
current between adjacent NIs.
Using Eq. (1.12) the electric current I0 through the junction segment o between NI 
1 and NI 2 can be written as [57]:
100 nm
FIG. 2.2. Example of two adjacent NIs, 1 and 2, in the 
FESEM of sample SI. Nine possible segments of small- 
gap tunnel junctions are highlighted as white dots [57].
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Here, w is the width of the junction segment, p  the electron tunnelling decay length which
can be obtained by using Eq. (1.13), and f x and f 2 are the Fermi distributions of NI 1 and 
NI 2. Furthermore, E is the single particle electron energy, -e the electron charge (e > 0) 
and Vn the voltage drop across the tunnel gap. The first part of the integrand in Eq. (2.1)
describes the ballistic scattering of electrons from the occupied single electron states in NI 
1 into the empty and available states in NI 2 (Pauli blocking). The second part describes the 
ballistic electron scattering in the opposite direction, i.e. from NI 2 into NI 1. The energy 
levels in NI 1 and NI 2 are shifted according to the voltage V\2 and the Coulomb blockade 
energy Ec [59]. The integral over the Fermi distributions in Eq. (2.1) can be evaluated 
analytically, resulting in [57]
/  oc e wh„ eo s
- P L Ec+eV\2_____ Ec e \^2
1 _ e (Ec+eVl2)/kBT j  _  g(Ec-eVl2)/kBT * (2.2)
We define the tunnel junction conductance AG of the segment as
AG = -—- OC e €
V,12
(2.3)
where the exponent £ is
= PL - \ n g ( E c,T, Vl2), (2.4)
and
g(Ec,T,Vn )
1
eVn
E c + e V t 1
\ _ e (Ec+eV\l)lkBT
Ec~eVx 2
1 _ e (Ec-eVa VkBT • (2.5)
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We now employ the idea of conduction percolation [37, 60] to determine the total electrical 
conductance G'0' of the entire discontinuous GTF, which forms a network of stringy, 
ramified GNIs connected by tunnel junctions. Firstly, we assume that w in Eq. (2.2) can be 
replaced by an average value. Then, in a Gedankenexperiment we take all the tunnel 
conductances AGtj 0, that connect adjacent NIs i and j  “out” of the network, where o is the
junction index. We then sort the corresponding . c}, defined by Eq. (2.3), according to 
their sizes. After that, we gradually “put” the conductances AG. 0 “back” to their original
places, but in a descending order, starting with the largest conductances, i.e. with the 
smallest 0 values. At the beginning of this “junction refilling procedure” the network of
NIs and junctions will not fully connect the left and the right electrodes. But, at a certain 
filling fraction of “refilled” conductances A Gy 0, a percolative conduction path for
electrons through the network will be established which fully connects both electrodes. The 
value of g. j 0 at which this happens is denoted £c and defines the critical conductance
AGc at the conduction percolation threshold, and [57]
The idea of conduction percolation theory is that both the temperature and the 
voltage dependences of the total conductance G'°l of the entire disordered network are 
determined only by its critical conductance AGC, i.e. [57]
where Vt is the bias voltage applied between the electrodes. After having reached the
A Gc oc e  ^  . (2.6)
G'°'(T,Vb) oc AGc(T,Vb) , (2.7)
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conduction percolation threshold, further refilling of the network with additional tunnel 
conductances will not significantly affect the total network conductance G'°‘ as long as the 
set of tunnel conductances {A G(y o} varies over many orders of magnitude. In this case, the
further addition of tunnel conductances will have only a minor effect on the total 
conductance, as these additional conductances are negligibly small.
The above concept can be expressed by simple mathematical equations. If />(£) is 
the probability density of £ (Eq. (2.4)) then £c is determined by the upper limit of the 
integral [57]
fc  = ¡P (2.8)
0
where f c is the conduction bond percolation threshold, or critical filling fraction of tunnel 
conductances AG(> 0. It is known that the bond percolation threshold decreases with the
average number Z of tunnel junctions connecting a NI with other surrounding NIs, and 
approximately f c oc 1/Z [61]. Because the NIs in our films are stringy and ramified where
large NIs can meander around several other NIs, one can expect f c to be much smaller than
for example 0.35 which is the known bond percolation threshold for a triangular 2D lattice 
[62].
The probability density P(%) can be obtained from the probability density PL (L) of 
the tunnel gaps L and from the probability densities PE (Ec) of the Coulomb blockade 
energies Ec in the network [30]. Although the Coulomb blockade energy will depend on 
the “average” gap separation between NIs, PE (Ec) and Pl{L) nevertheless will be 
uncorrelated because in general several small-gap junctions with quite different gaps L
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connect adjacent NIs. Therefore [57]
/>(£) = fdL Pl(L) \dEc PC(EC) S (  i;-f}L + ]ng(Ec,T,V) ) , (2.9)
0 0
where the 5-function takes the constraint of Eq. (2.4) into account and we approximate the 
junction voltage by [32, 63]
y  =
N L,
(2.10)
with Lave the average gap of the small-gap junctions and N  the average number o f NIs along
the conduction paths at the conduction percolation threshold. Equation (2.10) is strictly 
valid for a stack of N  +1 parallel infinite metal slabs separated by tunnel junctions. Using 
Eqs. (2.8) and (2.9) one derives the final expression for gc of the form [57]
'DC ^
f c = { d% §dL
, - i
ÔE
■g(Ec,L) ' E = E " Pe (E°c) Pl(L),
Ô
0Ec
g(Ec,L)
J ___________ 1________
kBT s _ { \ - e £+ ) - E +{ \ - e  )
\ - e E~
\ - e £+
{l + (*+- l ) e ff*}
1l - e  + 
l - e
{ \+ (e_ - \ )e£ } ,
E + e V  Er - e V
__ C___________ £ . __  C___________
kBT ' kBT
(2 .ll)
where £c°is the solution of the equation ç - p L + i n [ E°c leV{L) +1 
_ e(E?+eV(L))/kBT
E°c l eV(L) - \  
l _ e(Ec°-eV(L))/kBT
and depends both on L and £. Equation (2.11) is the key equation o f our investigation.
Having determined %c(T,Vb) with Eq. (2 .ll) , the temperature T and bias voltage 
^dependence of the total resistance R of the film is then given by [57]
R(T,Vbj  = K e ^c(7’,Kft)= 1 / G,ot, (2.12)
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where K is a proportionality factor which is independent of rand Vb. Furthermore, the I-V 
characteristic of the disordered network is given by [57]
I = K -'e~ (ciT'Vi)Vb, (2.13)
where /  is the total current flowing through the film.
For our discontinuous GTFs it seems impossible to infer from the observed film 
morphology the probability density distributions Pl(L) andPE (Ec). The reasons are that (a)
the FESEM resolution is not high enough to resolve tunnel gaps L < 4 nm and (b) it seems 
impossible to derive a simple expression for the Coulomb blockade energy for stringy 
ramified GNIs that could give a reliable estimate forP£ (Ec). In addition, the degree of
offset charge disorder, which strongly affects/^ (Ec), is unknown [30]. Therefore, in the 
following we use simple square distributions for PL(L) and PE (Ec) defined as [57]
Pl(L) = 1/AL f°r Lave -AL/2 < L < Lave + AL/2 and zero otherwise, (2.14) 
and
PF (E ) = 1/AE for E -AE 12 < E < E + AE /2 and zero otherwise, (2.15)t c V C ' C CO C C CO C 7 \ /
where Eco is the average Coulomb blockade energy.
2.3.2 Percolative electron transport in the limit of small bias voltage or 
low temperature
The great advantage of using square distributions for both Pl(L) and PE (Ec) (Eqs. (2.14) 
and (2.15)) is that one can find simple analytical expressions for £c in the limit of either 
small bias voltage (Vb—> 0) or low temperature (T—> 0). These analytical expressions 
reveal important aspects of the conduction percolation model. For V]2 -> 0 and ksT »  Ec,
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Eq. (2.4) can be written as [46]
£ PL  + Ec3 kBT'
(2.16)
while for Vn -> 0 and RbT«  Ec
$ = PL + J L - f o U L .  (2.17)
k j  kBT
Neglecting the ln-dependent term in Eq. (2.17), one derives with Eq. (2.11) the following 
expressions for (V]2 0) [30]:
Zc = fcAEcl El(: + ^ avJ o r T « T -kBT
Zc =
2fc p AL AEC 
V k B T
n 1/2 ,' E[+ —£- + pE for T~ < T < T
kBT
£c = — + f cPAL + pE for T » T + ,
3 kBT
(2.18)
where the lower and upper crossover temperatures T and T+ are given by [57]
T~=2fr AE-C-  and T+ = —  ^  - , (2.19)
kBP AL 2 f c kBP EL
and El = E -AE /2 , i.e. the lowest E in the network and E = L -AL/2, i.e. the smallest 
tunnel gap in the network. As can be seen from Eq. (2.18), for r « r t h e  film 
resistance,/? oce^c, shows Arrhenius behaviour, and for T~<T<T+ is a mixture of 
Arrhenius r -1and non-Arrhenius T~l 2 behaviour, while for T » T + the film resistance R
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is again of Arrhenius type. Equation (2.18) also reveals that fo r^ ^ O , i.e. when 
thePE (Ec) square distribution is of maximum width, the resistance R, for T ~ <  T< T +, is 
solely of non-Arrhenius r _1/2 type. Also, if either \F  , or AL, or both are zero, the 
resistance is Arrhenius-like for all temperatures. In the other case, i.e. in the limitT-> 0, 
one can also find analytical expressions for£c . Using Pl{L) and PE (Ec) distributions of 
maximum width, one obtains from Eqs. (2.4) and (2.5)
£ =  l n ( l ------ * - ) •
eVn (L)
(2.20)
Using Eq. (2.11), one derives
£c = 1 +
r f c AEcN/12(AL)2 ^  
e K
1/2
for V- < V. < Vh\ (2 .21)
where the lower and upper bias voltages Vb and Vb+ are
V; = f c ^ -  and = f cA£c N f l 2(AL)2/ (2e). (2.22)
e
Equation (2.21) gives a well defined Vb 1/2 behaviour if Vb «  Vb+. For Vb »  Vb one finds 
a Vb~l/3 behaviour [57]
' 3fc AEcN/32(AL)2 '
)
(2.23)
Using Eqs. (2.13) and (2.21) one can approximate the l-V characteristic in the range 
Vb~ < Vb < Vb by a power-law
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(2.24)
where the exponent n is given by [57]
(2.25)
with Vb between V~ and Vb+. It is important to note that even at T = 0 the current 7 is finite 
for Vb > V~ and at Vb = Vb the exponent isn -  0. In contrast, for Vb < Vb~ at T -  0, one
derives from Eqs. (2.11) and (2.20) that 7=0,  where the full suppression of the current is 
caused by the Coulomb blockade in the disordered network.
In the case of a network with no tunnel gap disorder, i.e. P! (L) = S(L-Lave), but with
maximum Ec -disorder, one finds from Eqs. (2.11), (2.13) and (2.20) in the limit 0
and 7 = 0  otherwise. Equation (2.26) reveals that the bias voltage range over which the 
current is zero is the same as for fully L and Ec disordered films. In contrast to Eq. (2.24),
the I-V characteristic is linear, i.e. 7 oc C6+const. As expected, in the case of perfect order,
and 7 = 0  otherwise. The difference between Eq. (2.26) and (2.27) is the factor f c, and thus
disorder significantly reduces the bias voltage range over which the current is found to be 
zero at T= 0 [57].
I =Ae~pLave(Vb- f cNAEc/e) for Vb >fcN AEC / e . (2.26)
i.e. Pl(L) = 5{L-Lave) and PE (Ec) = S(EC- Eco), one derives in the limit T —» 0
I  = A e~PLave ( Vb- N E C0 / e) for Vb > N E J e , (2.27)
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2.4 Results and discussion
The measured electrical resistance R and relative resistivity p i p Au at 300 K of samples Sl- 
S3 are listed in Table 2.1. The resistivity varies widely, with sample SI being the most 
resistive, and sample S3 the least resistive sample (5.18xl04 p \u). Because the resistivity of 
sample S2 lies between that of SI and S3 we concentrate in the discussion below on 
samples SI and S3 as these two samples show the greatest electrical differences. The 
resistance and resistivity values of SI-S3 reveal that all three samples belong to the weak 
coupling regime [43] and that we can neglect any Ohmic resistance contributions that might 
arise from the GNIs themselves, as has been investigated previously in discontinuous GTFs 
that were close to the strong coupling regime [46] (more details are given in chapter three).
2.4.1 Sample SI
Figure 2.3 (a) shows the measured film resistance R of sample SI versus the inverse 
temperature 1 IT at different bias voltages Vb. At small bias voltage the resistance 
increases by three orders of magnitude when the temperature is decreased from 300 K to 2 
K and the resistance does not show T~x Arrhenius behaviour but instead closely resembles a 
T~V1 behaviour. Increasing the bias voltage Vb from 0.1 V to 50 V decreases the low 
temperature resistance by three orders of magnitude, and the resistance becomes 
temperature independent in the low temperatures range. The non-Arrhenius T~1/2 behaviour 
can be explained by our conduction percolation model as being caused by having both L 
and Ec disorder in our films. The drop in film resistance R with increasing bias voltage Vb
is explained by the increased offset between Fermi distributions (Eq. (2.1)) in adjacent 
GNIs, which allows electrons to tunnel with reduced Pauli and Coulomb blocking.
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Figure 2.3 (b) shows the calculated resistance R as a function of the inverse 
temperature 1 IT at different bias voltages Vb for sample SI. In the calculation we use Eq.
(2.11) where the integrand is calculated numerically. For all numerical calculations that we 
report in this chapter, we have used square distributions (Eq. (2.14) and (2.15)) of 
maximum width, i.e. Pl(L) = (AL)-1 for 0 < L < AL and zero otherwise and
PE (Ec) = (AE)-1 for 0<Ec<AEc and zero otherwise. The model parameters 
p, AL, AEc, N , f c and the proportionality factor K (Eq. (2.13)) used in the calculations are 
listed in Table 2.2 [64].
300K 10K 5K T=  2K 300K 10K 5K 7=2K
1 / T [ K ' ]
FIG. 2.3. (a) Experimental data of film resistance R of sample SI versus inverse 
temperature 1 IT at different bias voltages Vb. (b) Calculated film resistance R (Eqs. (2.11)
and (2.12)) for sample SI versus inverse temperature 1 / r  at different bias voltages Vb. 
The model parameters are listed in Table 2.2 [57].
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TABLE 2.2. Model parametersp ,AL ,AEc, f c and proportionality factor K  (Eq. (2.12)), 
crossover temperatures L'and L+(Eq. (2.19)) and bias voltages F^and Vb (Eq. (2.22)) 
[57].
Sample p
[nm 1]
AL
[nm]
AE c 
[meV]
fc N K
[Mi2]
7”
[K]
T'
[K]
K
[VI
K
[V]
SI 10 2 24 0.02 75 55 0.56 348 0.036 7.2
S2 10 2 12 0.01 70 1.47 0.14 348 0.0084 1.7
S3 10 2 8 0.005 20 0.08 0.046 464 0.0008 0.16
As can be seen from Fig. 2.3 (b), the calculated curves are in very good agreement 
with the experimental data of Fig. 2.3 (a). The dashed curve in Fig. 2.3 (b) shows the 
calculated —> 0 limit where In R(T) closely follows a T~v2 behaviour. This T~xn~
behaviour is also described analytically by the approximate expression Eq. (2.18) where T~ 
= 0.56 K and L + = 348 K (Table 2.2) obtained with the parameters in Table 2.2. Equation 
(2.18) implies that for small bias voltages the temperature dependence of the 
resistance R(T) is determined by the product 2/c/?ALALc, and therefore the individual
parameters / C,/?,AL and AEr cannot be extracted separately and unambiguously from the 
data. It is important to note that if we had chosen very narrow distributions forp^ (Ec) , or 
for PZ(L), or for both, our model Eq. (2.18) would have predicted a pure Arrhenius P _l 
behaviour for R(T) which is not observed experimentally. The zero bias temperature 
dependences of In R(T) in metal NI assemblies often reported in the literature is T~x 
wherel/2 < j  < 1 [44].
Figure 2.4 displays the resistance R of sample SI at T = 2 K versus Vb~U2. The 
experimental data points (squares) are from Fig. 2.3 (a) with Vb = 50 V, 10 V and 1 V. In
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this bias voltage range, In R(Vb) shows behaviour close to Vb 1/2. The full curve in Fig. 2.4 
is our calculation (Eq. (2.11)). The dashed line in Fig. 2.4 is the result obtained with the 
analytical expression Eq. (2.21), which also shows Vb~l/2 behaviour. With the model
parameters for sample SI one finds from Eq. (2.19) V~= 0.036 V and Vb = 7.2 V (Table 
2.2). Had we not assumed broad PE (Ec) and pt (L) distributions but instead chosen narrow 
distributions forP£ (Ec) , or forPl(L), or for both, our model would not have predicted a 
Vb~m behaviour as seen experimentally. A Vb~,/2 behaviour of In/? at low temperatures in 
thin films of nanocrystals has been observed experimentally by others [65].
50 V 10 V 1 v
FIG. 2.4. Film resistance R of sample SI at T = 2 K versus Vb 1/2.
The experimental data points (squares) are the same as in Fig. 2.3 
(a) for Vb = 50 V, 10 V and 1 V. The full curve is the calculation
(Eq. (2.11)). The dashed line shows the zero temperature 
approximation Eq. (2.21) [57].
Figure 2.5 (a) displays the same experimental data as shown in Fig. 2.3 (a) but now 
as a function of temperature T instead of 1 I T ,  to emphasize the higher temperature regime. 
As can be seen from the data, due to the Coulomb blockade effect at small bias voltages,
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the resistance R increases approximately exponentially with decreasing temperature like in 
a semiconductor or insulator. Often this insulator-like behaviour at low bias voltage is 
approximated by exp (Ef  /kBT) where E f  is then referred to as the Coulomb blockade or
charging energy of the film. From Eq. (2.18) it has become clear that in disordered 
assemblies of GNIs such a simple description is not always valid because temperature 
regions of Arrhenius, non-Arrhenius or mixed behaviours can occur. As can be seen in Fig. 
2.5 (a), when the bias voltage Vb becomes large, the effect of the Coulomb blockade, even
at low temperatures, loses its effectiveness and the film resistance decreases. Figure 2.5 (b) 
shows the calculated film resistance R (Eq. (2.12)) versus temperature T at the different bias 
voltages vb.
FIG. 2.5. (a) Experimental data of film resistance R of sample SI versus temperature T at 
different bias voltages Vb. (b) Calculated film resistance R (Eqs. (2.11) and (2.12)) for
sample SI versus temperature T at different bias voltages Vb. Model parameters are listed in 
Table 2.2 [57].
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The agreement between the model calculation and the experimental data is good but 
discrepancies are seen at high temperature and high voltages. These discrepancies might be 
due to the tilting and effective lowering of the tunnel barriers at large bias voltages, which 
reduces the resistance. The effect of the tunnel barrier tilting at high bias voltages has not 
been included in our model.
Figure 2.6 (a) shows the measured I-V characteristics of sample SI at different 
temperatures T. As can be seen, with decreasing temperature the I-V characteristics become 
more non-linear, because the Coulomb blockade reduces the electron transport at low 
temperature and low voltage. Remarkably, only small changes in the I-V characteristics are 
observed when the temperature is reduced from r = 1 0 K t o T = 5 K  and then to 2 K. Figure
2.6 (b) displays the calculated I-V characteristics (Eqs. (2.11) and (2.13)) at different 
temperatures T. Good agreement is seen between the model calculation and the 
experimental data. In particular, we found that the fanning out of the I-V characteristics at 
high bias voltages is caused by having broad distributions for both pt (L) and PE (Ec).
To make our experimental I-V data more visible in the range of small voltages, Fig.
2.7 (a) shows the same experimental data as Fig. 2.6 (a) but now in the form of a logio /  - 
logio Vb plot. For comparison, Fig. 2.7 (b) shows Fig. 2.6 (b) as a logio I  - logio Vb plot. The 
slope of the curves is 1 at high temperatures as well as at very low temperatures if the bias 
voltage is sufficiently small (Fig. 2.6 (b)). As can be seen, the agreement between model 
calculation and experimental data is also very good at small bias voltages. Again, such 
good agreement could be achieved only by assuming broad probability distributions for 
both L and Ec. The equations (2.26) and (2.27) were derived for cases where the L and Ec
distributions are not both wide. As expected, we found strong disagreement between our 
low temperature experimental data and the predictions of Eqs. (2.26) and (2.27).
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FIG. 2.6. (a) I-V characteristics of sample SI at different temperatures T. (b) Calculated I-V 
characteristics (Eqs. (2.11) and (2.13)) for sample SI versus temperature T. Model 
parameters are listed in Table 2.2 [57].
FIG. 2.7. (a) Same experimental data as in Fig. 2.6 (a) as a logio I  - logio Vb plot, (b) Same 
calculated results as in Fig. 2.6 (b) as a logio / -  logio Vb plot [57].
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The I-Vcharacteristics similar to those in Fig. 2.7 (a) have been observed previously 
in ordered films of functionalized gold nanocrystals and were interpreted in terms of the 
cotunneling model [42, 45].
Figure 2.8 displays the low voltage section, i.e. Vb < 10 V, of the experimental I-V
characteristics in Fig. 2.6 (a). The dotted line is the calculation for T = 2 K taken from Fig. 
2.6 (b), while the dashed line shows the power-law approximation of Eq. (2.24) where we 
have chosen Vb -  5 V. With the model parameters listed in Table 2.2, Eq. (2.25) gives the
exponent n = 2.04. The region where this n = 2.04 power-law expansion is valid is 
indicated in Fig. 2.7 (b) as a bar of slope 2. The significance of Eq. (2.24) is that it defines a 
non-vanishing power-law current in the limit of T —> 0 even in a bias voltage range where 
Vb «  NAEc/e. Equation (2.25) explains the remarkable behaviour seen for the measured I- 
V characteristics in Fig. 2.8 where with decreasing temperature the current asymptotically 
approaches a power-law curve. Similar behaviour in I-V characteristics have been observed 
experimentally by others [42, 53-55]. Again, the above behaviour can only be predicted by 
our conduction percolation model if both (L)andPE (Ec) are taken as broad distributions.
0 2 4 6 8 10
I V]
FIG. 2.8. Low voltage section of the experimental I-V characteristics of sample SI from 
Fig. 2.6 (a). Dotted line is the full calculation using Eqs. (2.11) and (2.13) while the dashed 
line shows the power-law approximation Eq. (2.24) with Vb° = 5 V [57].
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In Fig. 2.7 (b) it can be seen that the exponent n increases to about 3 if one chooses 
to plot the l-V  characteristics of Fig. 2.8 in an even smaller bias voltage range of Vb < 1 V.
Equation (2.25) predicts a maximum value of n — 4.55 at Vb = 0.12 V.
2.4.2 Sample S3
We found that sample S2 has electrical properties somewhere between SI and S3, and thus 
we restrict our further discussion to sample S3, but we have listed the model parameters 
found for S2 in Table 2.2. Compared to sample SI, the film deposition time for sample S3 
was a factor of 1.35 longer (Table 2.1) which resulted in further coalescence and therefore 
larger GNIs. One therefore can expect that each of the model parameters AEc, N and f c
should be smaller than in sample SI. Film growth and morphologies suggest that a longer 
deposition time probably does not significantly affect the parameters /? and AZ,. The 
parameters used in the calculation for sample S3 are listed in Table 2.2.
Figure 2.9 (a) shows the measured and 2.9 (b) the calculated (Eq. (2.11)) film 
resistance R of sample S3 versus the inverse temperature 1 IT at four different bias 
voltages Vb. The lowest temperature was 5 K as our 2 K data seemed not reliable. Figures
2.9 (a) and (b) look similar to Figs. 2.3 (a) and (b) of the sample SI but here the resistance 
increases only by a factor ~ 2.7 when the temperature decreases from 300 K to 5K, 
compared to the larger factor ~ 200 in sample SI. The calculated crossover temperatures 
T~ and T+ (Eq. (2.20)) are listed in Table 2.2. As in sample SI, we found again that in 
order to find agreement between experimental data and calculation it was necessary to 
choose wide distributions for both PL (L) and PE (Ec) .
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FIG. 2.9. (a) Experimental data of film resistance R of sample S3 versus inverse 
temperature 1 IT at different bias voltages Vb. (b) Calculated film resistance R (Eqs. (2.11)
and (2.12)) for sample S3 versus inverse temperature l / r  at different bias voltagesVb. 
Model parameters are listed in Table 2.2.
Figure 2.10 displays the measured and calculated film resistance R of sample S3 at 
T = 5 K versus Vb'12. The experimental data points are taken from Fig. 2.9 (a) for Vb = 20 
V, 2 V and 0.2 V while the full curve shows the calculation using Eq. (2.11). A distinct 
Vb~l 2 behaviour is not seen here because the measuring temperature is not sufficiently low
and Eqs. (2.21) and (2.22) are not applicable. Figures 2.11 (a) and (b) show the measured 
and the calculated film resistance R (Eqs. (2.11) and (2.12)) of sample S3 versus 
temperature T at four different bias voltages Vb. Similar to the sample SI in Fig. 2.5 (a), at
low bias voltages the resistance R increases rapidly with decreasing temperature showing 
an insulator-like behaviour, while higher bias voltages reduce the insulator-like behaviour. 
As in sample S1, to find good agreement between experimental data and calculation it was 
necessary to choose broad distributions for both PL ( L )  and PE ( Ec) .
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FIG. 2.10. Film resistance R of sample S3 at T = 5 K versus Vb~v2. The experimental data 
points (squares) are the same as in Fig. 2.9 (a) for Vb = 20 V, 2 V and 0.2 V. The full curve 
is the calculation (Eq. (2.11)). Model parameters are listed in Table 2.2.
FIG. 2.11. (a) Experimental data of film resistance R of sample S3 versus temperature T for 
different bias voltages Vb. (b) Calculated film resistance R (Eqs. (2.11) and (2.12)) of
sample S3 versus temperature T for different bias voltages Vb. Model parameters are listed 
in Table 2.2 [57].
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Figures 2.12 (a) and (b) shows the measured and calculated I-V characteristics of 
sample S3 at different temperatures T. These figures resemble those of sample SI shown in 
Figs. 2.6 (a) and (b), though a stronger resemblance could have been achieved if 
measurements could have been performed at even lower temperatures such that the T-> 0 
behaviour could have been studied more clearly. Again, good agreement is found between 
the model calculation and the experimental data. In particular, the fanning out of the I-V 
characteristics at high voltages is reproduced by the model. Good agreement between 
model calculations and experimental data is also found for small bias voltages when Figs. 
2.12 (a) and (b) are compared as logio / -  logio Vb plots.
FIG. 2.12. (a) I-V characteristics of sample S3 at different temperatures T. (b) Calculated I- 
V characteristics (Eqs. (2.11) and (2.13)) for sample S3 versus temperature T . Model 
parameters are listed in Table 2.2 [57].
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All the above calculations for samples SI-S3 can also be done with broad Gaussian- 
like distributions for P,(L) and PE (Ec) with similar results. The advantage of simple square
distributions is that simple analytical expressions for £c can be derived.
2.4.3 Other gold nanoisland assemblies
Non-Arrhenius resistive behaviour at low bias voltages has been observed previously also 
in films of functionalized nanocrystals [30, 42, 44, 45]. In films of close-packed 
dodecanethiol-capped gold nanocrystals which appear highly ordered under TEM, Tran et 
al. [42, 45] have observed I-V characteristics which look similar to those shown in this 
chapter. They [42, 45] have extracted power-law exponents n by fitting their low 
temperature I-V characteristics data to IccVbn and have interpreted the n values in terms of
the inelastic electron cotunnelling model [43] as their films appear to be well ordered. In 
the inelastic cotunnelling model the power-law exponent n is related to the number of 
neighbouring tunnel junctions participating in cotunnelling events. In this way, sections of 
I-V characteristics were interpreted [42, 45]. Our investigations demonstrate that disorder in 
GNI assemblies can obscure effects that might originate from cotunnelling.
We speculate that an array of ligand-capped nanocrystals that appears well ordered 
under TEM [42, 45] might still have considerable fluctuations in the tunnel junction 
parameter pL and in£c . This seems plausible because (a) small gold nanocrystals are 
faceted and the relative facet orientation between adjacent nanocrystals will vary, 
affecting p L , and (b) the dodecanethiol caps will not be without defects and the degree of 
interdigitation of the dodecanethiol caps will vary on an atomic scale, causing additional 
fluctuations in pL. These arguments are supported by first principle calculations for
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electron transport along organic molecules that bridge the gap between two nanocrystals 
where calculations have shown that the I-V characteristics are highly sensitive to atomic 
surface defects, causing/?! to depend strongly on details at an atomic scale [66]. 
Furthermore, even with a small nanocrystal size-dispersion, the likely presence of offset 
charges trapped in the substrate and possibly in the dodecanethiol caps will result in a broad 
Ec distribution [30].
2.5 Summary
We investigated in different samples of discontinuous GTFs, experimentally and 
theoretically, the I-V characteristics as a function of temperature, and the electrical 
resistances as a function of both temperature and bias voltage. In these fdms irregularly 
shaped GNIs are weakly coupled via tunnel junctions forming a disordered electrical 
network. We theoretically described the electron transport by applying first order scattering 
theory across tunnel barriers between adjacent electron Fermi gases which are energetically 
shifted according to both bias voltage and Coulomb blockade energy. Local disorder in our 
discontinuous GTFs causes (a) variations in the tunnel junction gaps and (b) variations in 
the Coulomb blockade energies due to NI size fluctuations and possibly offset charges.
Because the tunnel conductances are found to vary over several orders of 
magnitude, a conduction percolation model is applied to determine the total electrical 
current through the film as a function of both temperature and bias voltage. Our 
calculations show that the conduction percolation model agrees very well with our 
experimental data when broad and uncorrelated probability distributions for both tunnel 
gaps and Coulomb blockade energies are being used. In particular, analytical expressions 
reveal how the parameters which characterize the two forms of disorder act together,
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causing non-Arrhenius behaviour of the resistance at low bias voltage, and Vb 1/2 behaviour
at low temperatures and larger bias voltages. The model also describes well the observed 
fanning out of I-V characteristics at high bias voltages and the I-V power-law behaviour 
found at low temperatures. Our investigations also indicate that disorder in GNI assemblies 
can obscure effects that might originate from cotunnelling.
The tunnel resistances which we calculated in our samples were much larger than 
the Ohmic resistance of the GNIs and we neglected the metallic behaviour of the GNIs. By 
sufficiently increasing the deposition time as we approach the percolation threshold, size of 
the GNIs will grow larger and the tunnel gap between GNIs will begin to decrease. 
Consequently, resistance of the GNIs will increase and metallic behaviour of the GNIs will 
no longer be negligible. In addition, the tunnel resistance becomes sensitive to the thermal 
expansion of the substrate because thermal expansion can change the tunnel gaps between 
GNIs. In the next chapter we investigate the role of the metallic behaviour of the GNIs and 
thermal expansion of the substrate in conduction mechanism of the discontinuous GTFs.
51
Chapter 3
Effect of Coulomb blockade, Ohmic resistance and thermal 
expansion on the electrical resistance of discontinuous GTFs
In this chapter we study both experimentally and by model calculations the temperature 
dependence of the electrical resistance of GTFs at temperatures between 2 K and 300 K. 
Using sputter deposition, the film morphology was varied from a discontinuous TF of 
weakly coupled meandering GNIs to a continuous TF of strongly coupled coalesced GNIs. 
In the weak coupling regime, we compare the regular NI array model, the cotunnelling 
model and the conduction percolation model with our experimental data. We show that the 
tunnel barriers and the Coulomb blockade energies are important at low temperatures and 
that the thermal expansion of the substrate and the GNI resistance affect the resistance at 
high temperatures. At low temperatures our experimental data show evidence for a 
transition from electron cotunnelling to sequential-tunnelling but the data can also be
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interpreted in terms of conduction percolation. The resistivity and temperature coefficient 
of resistance of the meandering GNIs are found to resemble those of gold nano wires. We 
derive a simple expression for the temperature at which the resistance changes from non­
metal-like behaviour into metal-like behaviour. In the case of strong NI coupling, the total 
resistance is solely determined by the Ohmic resistance of the GNIs.
3.1 Introduction
Understanding the electron transport mechanism in assemblies of metal clusters like 
nanoparticles, metal NIs or grains is of fundamental importance and has guided the design 
of strain gauges [51, 67], biosensors [68, 69], chemical sensors [48, 50], and temperature 
independent resistor [12] and other devices. The electron transport mechanism in granular 
metal films, discontinuous ultra-thin metal films, and functionalized nanoparticle films has 
been studied extensively [24, 34, 43, 70, 71]. The electrical resistance of assemblies of 
metal clusters is strongly dependent on the coupling between adjacent clusters and has been 
studied in both the weak and strong coupling regimes [43]. In the weak coupling regime 
electron cotunnelling at low temperatures seems to play an important role while in the 
strong coupling regime electron-electron interactions [40] and quantum interference [72] of 
electrons lead to some particular temperature dependences of the resistance. A theoretical 
description of the electron transport mechanism in such materials is further complicated by 
the fact that the materials are often strongly disordered, consisting of differently shaped 
metal clusters connected via tunnel junctions of different cross sections and gaps. Electron 
transport in these disordered structures is somewhat similar to the variable range hopping of 
electrons, which has been used to describe conduction in amorphous semiconducting 
materials [73]. In contrast to the variable range hopping model, in disordered assemblies of
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metal clusters there is no simple correlation between the Coulomb blockade energies of the 
metal clusters and the parameters that define the tunnel junctions. To describe such 
disordered materials, one can use a conduction percolation model, where the probability 
distributions for the tunnel junction parameters and for the Coulomb blockade energies are 
uncorrelated [30, 38, 44].
Tunnel gaps between metal clusters can change with temperature due to the thermal 
expansion of the substrate and the clusters, leading to an additional temperature dependence 
of the resistance, which is commonly neglected [45, 74]. The effect of thermal expansion 
on the resistivity of films of nanoparticles, linked by organic molecules, has been 
investigated recently [75]. In the limit of weak coupling, the Ohmic resistances of the metal 
clusters are commonly ignored as they are small compared to the tunnel junction 
resistances. In cases where the coupling is neither weak nor strong, the temperature 
dependent resistance of the metal clusters themselves becomes important. By balancing the 
temperature dependence of the tunnel resistance against the resistive behaviour of the GNIs, 
we have shown recently that a resistor can be made from discontinuous GTF which is 
essentially temperature independent over a large temperature range [12].
In this chapter, we present measurements of the temperature dependence (2-300 K) 
of the electrical resistance in GTFs and compare the measurements with different 
theoretical models. Below the percolation threshold (weak coupling), our films consist of 
two-dimensional networks of GNIs, electrically connected by tunnel junctions. Above the 
percolation threshold (strong coupling), GNIs are fully connected such that continuous 
electrical paths without weak tunnel junctions exist between both ends of the films. To 
interpret our data, we have extended previously used theoretical models [30, 38, 43, 45, 57] 
by including the effect of the Ohmic resistance of the GNIs and the effect of the substrate
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thermal expansion. The theoretical models enable us to extract from our data the physical 
parameters that determine the temperature dependence of the tunnel resistance and the 
Ohmic resistance of the GNIs. At low temperatures we analyse our data in terms of the 
cotunnelling model [43, 45] and the conduction percolation model [30, 38, 57].
In Sec. 3.2, the experimental setup and the measurement procedure are discussed. 
Theoretical models suitable for the weak and strong coupling regimes are outlined in Sec. 
3.3. In Sec. 3.4, our experimental results are presented. In Sec. 3.5 we compare our 
experimental data with our model calculations and discuss the essential parameters 
involved. A summary is given in Sec. 3.6.
3.2 Experimental setup and measurement procedure
We prepared four different samples, S1-S4, of GTFs by depositing gold onto 0.1 mm thick 
soda-lime glass substrates using DC magnetron sputtering. The films were 1 mm long and 
0.5 mm wide. Two 5 mm x 5 mm large and 0.5 pm thick gold contact pads were then 
deposited onto the films such that the remaining films between the contacts were of 0.5 mm 
x 0.5 mm square size, as shown in Fig. 3.1 (a) [46]. For the electrical resistance 
measurements, copper wires were connected to each of the pads using conductive silver 
paint. The deposition times tj were 21 s for sample SI, 22 s for S2, 24 s for S3, and 50 s for 
S4. The thicknesses of GTFs were ~ 8 nm for SI-S3, and ~ 17 nm for S4. The FESEM 
images of the samples are shown in Figs. 3.1 (b)-(e). During the initial film growth, when a 
film has a nominal thickness less than ~ 2.5 nm, very small (~ 10 nm) well-separated GNIs 
are formed. By further increasing the deposition time, the GNIs become larger and thicker 
and eventually start to partially coalesce, forming irregularly shaped NIs of meandering, 
ramified morphologies shown in Figs. 3.1 (b)-(e). The electrical resistances of the samples
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were measured in the temperature range of 2-300 K. In order to determine the electrical
resistances, a small DC voltage of 65 pV was applied to the samples.
FIG. 3.1. (a) Schematic of the experimental setup and square shaped (0.5 mm x 0.5 mm) 
GTF on 0.1 mm thick soda-lime glass substrate between two gold contact pads of size 5 
mm x 5 mm x 0.5 pm. The FESEM images of samples (b) SI, (c) S2, (d) S3, and (e) S4. 
The nominal thicknesses of the films of samples SI-S3 were ~ 8 nm and ~ 17 nm for S4 
[46].
3.3 Theoretical models
3.3.1 Weak coupling regime
Based on the value of the dimensionless tunnel conductance [76], g = h / [{4e~Rt(T—>oo)] 
where Rt{T—>oo) is the tunnel resistance at high temperature, a granular system can be in the 
weak coupling regime (g < 1) or in the strong coupling regime (g > 1) [43]. In order to 
interpret our experimental data in the weak coupling regime, we apply (1) the regular NI 
array model, (2) the cotunnelling model and (3) the conduction percolation model.
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3.3.1.1 Regular nanoisland array model
To elucidate the essential physics underlying our experimental data, we use a model where 
the GNI morphology is idealized by a regular array of equally sized square NIs that are 
connected by equal tunnel junctions, as indicated in Fig. 3.2 (a) [46]. As in our case there 
are as many NIs in x- as in y-direction, the temperature dependent total resistance R(T) of 
the array can be written simply as the sum of the Ohmic resistance Rau(T) of a single GNI 
and the tunnel resistance Rt{T) of a single junction [46]:
R(T) = RA u (T) + Rt (T) .  (3.1)
Figure 3.2 (b) shows the equivalent electrical circuit diagram for the regular square array of 
GNIs [46].
(a) (b)
*AulT)
FIG. 3.2. (a) Example of a 5 x 5 regular array of square shaped 
GNIs, which are coupled to each other via equal tunnel junctions 
with gold contact pads on both sides, (b) Equivalent circuit 
diagram of the array [46].
In metals, at higher temperatures, resistance increases almost linearly with 
temperature due to the electron-phonon interaction [18] and thus we approximate Rau{T) for 
7"> 20 K by [46]
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RAU (T) = RAu (300AT)[1 +a(T - 300K ) ] , (3.2)
where a is the temperature coefficient of resistance. In the following we show that our 
GTFs demostrate almost temperature independent behaviour below 20 K, hence, we use 
RUT) = Rau(20 K) for T < 20 K to account for impurity scattering. In the limit of low 
applied bias voltages where a an Ohmic behaviour can be observed by using Eq. (1.14) the 
tunnel resistance R[(T) between adjacent GNIs can be written in the form [30]
Rl(T) = r]e
( l _ g W - ) 2
2-2(1 - E c/k BT)eE‘lkBT 9
(3.3)
where the factor rj is inversely proportional to the square of the electron density of states 
per unit energy at the Fermi level of a GNI, and to the cross section of a tunnel junction. 
Equation (3.3) is valid for eV \ 2 «  ksT and eV\ 2 «  Ec, where V\i is the voltage drop 
between two adjacent NIs along the x-direction.
The gap between adjacent NIs changes slightly with temperature because of the 
thermal expansion of the substrate and of the GNIs. Assuming that the GNIs adhere well to 
the substrate where a strong bond is formed between NIs and the substrate (e.g. either by 
sputtering or thermal evaporating of the metal onto the substrate), the temperature 
dependency of the NIs sizes might be negligible. Nevertheless, the mismatch between the 
linear thermal expansion coefficient of the substrate and the GNIs can cause strain in the 
GNIs that may change the resistivity of the NIs [77]. We have ignored this effect for 
simplicity of our model as our results does not suggest that the observed variation of the 
resistance with temperature can be attributed to this phenomenon. Therefore, we only 
consider the thermal expansion of the substrate and approximate the temperature 
dependence of the tunnel gap, L(T), between NIs by [46]
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L(T) = L(300/O[l + r(T  -  300/0], (3.4)
where y is the linear thermal expansion coefficient of the substrate.
The temperature dependence of the tunnel resistance Rt(T) in Eq. (3.3) shows a non­
metal-like behaviour at low temperatures where Rt(T) rapidly increases with decreasing 
temperature. It follows from Eq. (3.3) that for large Coulomb blockade energies Ec where 
Ec»  hgT, the tunnel resistance has the form [46]
Rl(T) = tjel>Lm^ e E' lk‘T, (3.5)
2 Ec
and the temperature dependence of Rt{T) is dominated by the factor eEc'k,<T. In the case of 
small Ec where Ec<< kgT, one finds from Eq. (3.3)
Rt(T) = T]epL(T)e Ecl3kBT, (3.6)
If the temperature dependence of (3 L(T) is sufficiently weak then Rt(T) shows Arrhenius- 
like behaviour but now with an activation energy ECI3. Because generally y ¡31(300 K) [300 
K -  7] «  1, one obtains from Eqs. (3.1 )-(3.4) for the total resistance if Ec «  kgT [46]
R(T) « 2T j e ^ 300K  ^+ RAu (300K) + [ 2 r j e ^ 300K>}/3L(300K)y + RAu (300^)a](7 -  300K ) . (3.7)
Equation (3.7) shows that at high temperature where ksT »  Ec, the total resistance 
increases linearly with temperature which arises from both the thermal expansion of the 
substrate and the metallic resistance of the GNIs.
It is important to note that, although, the relation between the Coulomb blockade
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energy of the GNIs and the gap between them is not quite clear for the 2D disordered 
systems, we assume that the GNIs are very large that the ratio of the Coulomb blockade 
energy to the thermal energy (Ec /  hgT) is very small at not very low temperatures. 
Therefore, the effect of the thermal expansion of the substrate on the variation of the 
Coulomb blockade energy with temperature becomes negligible.
3.3.1.2 Cotunnelling model
In the weak coupling regime, a possible explanation for the observed deviation of the 
tunnel resistance Rt(T) from an Arrhenius behaviour at low temperatures is that Ec 
decreases with temperature due to electron cotunnelling [45]. In cotunnelling, electron-hole 
pairs are formed via virtual states over distances greater than the distance between two 
neighbouring NIs. Inelastic cotunnelling dominates over the elastic one while elastic 
cotunnelling only contributes at very low temperatures. When the temperature increases, 
the number of neighbouring NIs through which cotunnelling occurs, reduces and at a 
temperature T* cotunnelling crosses over into sequential- tunnelling where electrons only 
hop to nearest neighbouring NIs [45]. Above T* one expects to observe Arrhenius-like 
behaviour where the tunnel resistance approximately follows Eq. (3.3), while for T < T* 
one expects Rt{T) ~ exp (To / T) 0 5 where To is a constant [45]. In the cotunneling model, the 
separation between the electron and the hole in the electron-hole pair is given by [45]
where a is the average radius of the NIs and X is the localization length of the electrons in 
the NIs, which is A <2 a . The quantity K' is a constant and K '~  0.2 for a 2D close-packed
(3.8)
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NI array [45]. Equating r* in Eq. (3.8) with 2a, one finds for the crossover-temperature T*
[46]
(3.9)
3.3.1.3 Conduction percolation model
Figures 3.1 (b)-(e) show that NIs are of different sizes and shapes, which have meandering 
and ramified morphology. The temperature dependence of the electrical resistance of such 
disordered films of metal NIs, connected by tunnel junctions, can be described in terms of 
the conduction percolation theory as we discussed in chapter two. Such a theory can be 
applied in cases where the probability distributions of both tunnel gaps L(T) and Coulomb 
blockade energies Ec are wide. The main result of the conduction percolation theory is that 
the temperature dependence of the tunnel resistance Rt{T) is no longer Arrhenius-like. One 
approximately finds [30, 33, 46]
R,(T) = n ^ L(T)e ' ^ : , (3.10)
where rj and C are constants, and L(T) is again given by Eq. (3.4) but now ¿(300 K) is the 
average width of the tunnel gap. The temperature dependence of Rt(T) is the same as that of 
the cotunnelling model.
3.3.2 Strong coupling regime
In the strong coupling regime where g »  1 and for g AE «  ksT «  Ec, where AE is the 
electron energy level spacing in a single NI, the resistance of a two dimensional NI array is 
predicted to obey a lnT dependence of the form [43, 39]
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(3.11)
4 n kBT
In the above temperature range, the Coulomb charging effects remain important while 
quantum interference weak localization effects are suppressed. The origin of the lnT 
behaviour is that granularity restrains electron screening which enhances the role of the 
Coulomb interaction [43].
3.4 Experimental results
Figures 3.3 (a)-(d) show our experimental data of the resistance R versus temperature T of 
samples S1-S4. As can be seen, the resistance at 300 K decreased from ~ 63 kQ in SI, to ~ 
46 kQ in S2, to ~ 6.5 kQ in S3, down to the low value of ~ 13 Q in S4 (Table 3.1) [46]. All 
of the samples show metal-like resistive behaviour at high temperatures, i.e. the resistance 
increases with increasing temperature. In addition, samples SI-S3 show a non-metal-like 
resistive behaviour at low temperatures, i.e. an increase in resistance with decreasing 
temperature. The temperature, at which the resistance has a minimum, decreases gradually 
from S1, where the minimum is at ~ 60 K, to S2 at ~ 50 K, to S3 at ~ 20 K. The resistive 
behaviour of samples SI-S3 is typical for samples below the NI percolation threshold 
where the GNIs are only weakly coupled. In contrast, sample S4 with its very small 
resistance is typical for a sample above the percolation threshold where the GNIs are 
strongly coupled. In order to interpret our experimental data, we introduce the following 
theoretical models.
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FIG. 3.3. Resistance versus temperature for samples (a) SI, (b) S2, (c) S3, and (d) S4. The 
temperature range is 2-300 K [46].
TABLE 3.1. Deposition time td, total resistance /?(300 K), dimensionless tunnel 
conductance g, and //, /? 1(300 K), Ec, and /Gw(300 K) as extracted from our experimental 
data using the regular NI array model. T* is the estimated cotunnelling to sequential- 
tunnelling crossover-temperature [46].
Sample
td
[S]
/?(300K)
[k n ]
g n
[mil]
PL{300K) ¿(300K)
[nm]
Ec
[meV],[K]
^„(300K )
[H I
'f*
[K ]
SI 21 63.4 0.1 0.518 18.62 1.034 0.155(1.8) 480 4.5
S2 22 46.4 0.1 0.45 18.43 1.024 0.112(1.3) 900 3.3
S3 24 6.49 1 0.416 16.15 0.897 0.022(0.26) 2250 0.7
S4 50 0.0129 500 - - - - 12.9 -
3.5 Comparison between data and models and discussion
2A first rough estimate for the dimensionless conductance g = h / [(4e~Rt(T-+co)] of the
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different samples can be obtained by equating R,(T—+cc) with /?(300 K). Estimated g values 
for samples S1-S4 are listed in Table 3.1, indicating that samples SI and S2 belong to the 
weak coupling regime, S4 to the strong coupling regime while S3 lies in between. 
Therefore, we compare the data of SI and S2, but also S3, with the weak coupling models 
described in sections 3.3.1.1-3. Sample S4 (Fig. 3.3 (d)) will be discussed below.
First, we attempted to fit the regular NI array model (Sec. 3.3.1.1) to the 
experimental data by considering only the Ohmic resistance of the GNIs. We extracted the 
temperature coefficient of resistance a ~ 0.0035 K’1 and the resistivity p ~ 2x1 O’6 Dm. The 
resistivity is two orders of magnitude higher than the resistivity of bulk gold (2.2xl0‘ Qm) 
whereas a is close to the bulk value (0.003715 K'1) [77]. Impurities can change the 
resistivity of gold, but according to Summerfield’s theory of metals, the product of 
resistivity and mean free path of electron is constant [18] whereas the extracted values 
contradict this theory. Therefore, we consider both Ohmic resistance of the GNIs and the 
thermal expansion of the substrate. According to Eqs. (3.1)-(3.4), in the regular NI array 
model, the total resistance R(T) depends on six parameters, i.e. //, /? 1(300 K), Ec, RAu(300 
K), a and y. We use y = 9x1 O’6 K’1 for the linear thermal expansion coefficient of the 
substrate (soda-lime glass) [77] and extract the remaining five parameters by finding the 
best fit to our experimental data. The values for //, /? 1(300 K), Ec, RAu(300 K) are listed in 
Table 3.1. By assuming that in all three samples SI-S3, the NI resistivity is the same we 
found the value a = 6.67x1 O'4 K. Figures 3.4 (a)-(f) show a comparison of the experimental 
R(T) data for SI-S3 with the calculation (full curves) using the regular NI array model. In 
Figs. 3.4 (d)-(f) which correspond to Figs. 3.4 (a)-(c), the low temperature part of the data 
and the calculations are shown but now plotted as In/? versus 1 IT, which emphasises the 
low temperature behaviour of R{T).
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FIG. 3.4. Total resistance R versus temperature T for samples (a) SI, (b) S2, and (c) S3. 
The dots represent our experimental data while the full curves are the result of our 
calculation using the regular NI array model with the parameter values given in Table 3.1. 
(d)-(f) lnft versus 1 IT for SI-S3 in the low temperature range (R in units of Cl). The 
temperature range in (d) is 2-60 K, in (e) 2-50 K and in (f) 2-20 K. The calculated 
crossover-temperatures T* for SI and S2 are shown as arrows in (d) and (e). For sample S3, 
T* = 0.65 K and thus 1/7* = 1.5 K '1 lies way outside of (f) [46].
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It is clear from Eq. (3.3) that the value of the Coulomb blockade energy Ec strongly 
determines the behaviour of 7(7) at low temperatures while according to Eq. (3.7), the 
values of r] , /? 1(300 K), y , RAu(300 K) and a determine the behaviour of R{T) at high
temperatures. From Figs. 3.4 (d)-(f) it can be seen that the regular NI array model 
overestimates the resistance of the samples at the lowest temperature of 2 K (1/7= 0.5 K'1).
The values of Ec for samples SI-S3 listed in Table 3.1 show that one can use Eq. 
(3.6) and derive a simple formula that relates the temperature TRrnin to Ec where 7(7) has a 
minimum. One finds [46]
■ /?min
eT
3kB rj3L(300K) + ccRAu(300K)~
7(300/0
(3.12)
where Rt(TRmin) + RAu(RRmin) was equated with 7(300 K).
Figure 3.5 shows the experimental and calculated TRmin versus Ec / kg indicating that 
Eq. (3.12) reasonably well describes the data and that approximately TRmin ~ Ec . For 
temperatures T < TRmin the samples show non-metal-like behaviour while for T > TRmin the 
behaviour of the samples is metal-like. Using the extracted 7^(300 K) in Table 3.1, we can 
now estimate more accurately the dimensionless tunnel conductance g = h / [(4e2Rt(T—>co)] 
for samples SI-S3 by using 7,(7—>oo) = 7(300 K) -  RAu(300 K). One finds gsi =0.10, gs2 = 
0.14 andgs3 = 1.5, similar to the previous values of g listed in Table 3.1.
Furthermore, we investigated our experimental data in terms of the cotunnelling 
model discussed in section 3.3.1.2. The upper bounds of the crossover-temperature 7*, 
calculated for samples SI-S3 from Eq. (3.9), are given in Table 3.1. The crossover­
temperatures 7* = 4.5 K for SI and T* = 3.25 K for S2 coincide with the temperatures 
where deviations from Arrhenius-like behaviours are seen in the data of Figs. 3.4 (d) and 
(e) where the crossover-temperatures are marked by arrows.
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FIG. 3.5. The temperature TRmin, where R(T) has a minimum, versus 
Ec / kg . The dots are experimental data of samples SI-S3 and the 
crosses are the calculated TRmin values obtained from Eq. (3.12) and 
using the values given in Table 3.1 [46].
In contrast, in sample S3 where T* = 0.65 K, the deviation from an Arrhenius-like 
behaviour seems to occur above the predicted crossover-temperature T* (Fig. 3.4 (f)). The 
arrow that would mark T* lies way outside of Fig. 3.4 (f) at 1/7* = 1.5 K'1. Sample S3 with 
gS3 = 1.5 is not in the weak coupling regime and thus the cotunnelling model cannot be 
expected to be valid.
Finally, we examined our data in terms of the conduction percolation model 
outlined in section 3.3.1.3. According to Eqs. (3.1), (3.2), (3.4) and (3.10), the total 
resistance R(T) depends on five parameters, i.e. rj , /? 7(300 K), C, ^ u(300 K), and a. The 
values of f j , p  7(300 K), C, /Gw(300 K) for samples SI-S3 are given in Table 3.2 while a = 
6.67x10‘4 K was chosen as above.
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TABLE 3.2. Parameter values extracted from our experimental data using the 
conduction percolation model.
Sample
n
[mQ]
P L (300 K) c
fueV]
Ra«(300 K)
M
¿(300 K) 
[nm]
SI 0.053 20.9 3.9 480 1.16
S2 0.055 20.52 3.7 900 1.14
S3 0.051 18.24 0.078 2250 1.013
Figures 3.6 (a)-(c) show a comparison of the experimental R(T) data (dots) for Sl- 
S3 with the percolation model (full curves) [46]. In Figs. 3.6 (d)-(f), which correspond to 
Figs. 3.6 (a)-(c), the low temperature part of the data and calculations are shown but now 
plotted as In/? versus \/T, emphasising the low temperature behaviour of R(T). As can be 
seen from Figs. 3.6 (d)-(f), the percolation model gives a better all over agreement with the 
low temperature data than the regular NI array model in Figs. 3.4 (d)-(f). It is important to 
note that the cotunnelling model of Sec. 3.3.1.2 does agree with the data of Figs. 3.4 (d) and 
3.4 (e) in a similar way as the conduction percolation model and it is thus difficult to 
separate percolation effects from cotunnelling effects in strongly disordered films.
We note that the resistance of the GNIs are almost two orders of magnitude smaller 
than the tunnel resistance in samples SI and S2 (Table. 3.1). This suggests that the positive 
slope of the R - T diagram at high temperatures (Fig. 3.3 (a)-(b)) is not merely related to the 
Ohmic resistance of the GNIs but it is mostly due to the thermal expansion of the substrate. 
The resistance of the GNIs in sample S3 is in the same order of magnitude of the tunnel 
resistance, where the Ohmic resistance of the GNIs can significantly contribute to the total 
resistance of the GTF.
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FIG. 3.6. Total resistance R versus temperature T for samples (a) SI, (b) S2, and (c) S3. 
The dots represent our experimental data while the full curves are the result of our 
calculation using the conduction percolation model with the parameter values given in 
Table 3.2. (d)-(f) 1 nR versus T '0'5 for S1-S3 in the low temperature range (R in units of Q). 
Temperature range in (d) is 2-60 K, in (e) 2-50 K and in (f) 2-20 K [46].
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For sample S3, we attempted to fit the model to the experimental data without
considering the Ohmic resistance of the GNIs. We obtained the following values, ¿(300 K)
 ^ 1 #
= 2 nm and r/ = 1.02x10' Q, these values are not consistent with the trend that we
observed for samples SI and S2. In order to fabricate sample S3, we deposited gold for 
longer time compare to samples SI and S2. It is reasonable to expect that the gap between 
GNIs will decrease rather than increase, as the GNIs grow larger. Therefore, this strongly 
suggests that the Ohmic resistance of the GNI is quite determining in variation of the total 
resistance with temperature for S3.
The two contributions to the total resistance R(T), i.e. the Ohmic resistance of the 
GNI Rau(T), and the tunnel resistance R,(T), with and without substrate thermal expansion 
are shown separately in Fig. 3.7 for sample S3 [46]. From Fig. 3.7 it becomes clear that the 
metal-like resistive behaviour at high temperatures (Figs. 3.4 (c) and 3.6 (c)) is almost 
solely due to the metallic behaviour of the GNIs. This is in contrast to samples SI and S2 
where we find that the metal-like resistive behaviour is almost solely due to the thermal 
expansion of the substrate which increases the tunnel gaps, while the contribution from 
Rau(T) is negligibly small.
When fitting our experimental data we have used the same temperature coefficient 
of resistance, a, for samples SI-S3. The value a = 6.67x1 O'4 K'1 that was found is almost 6 
times smaller than a = 3.715x10' K' of bulk gold. We attribute the deviation from the bulk 
gold value to electron scattering at grain boundaries formed where NIs coalesced and to 
diffusive electron surface scattering, as well as to point defect scattering [78, 79]. 
Importantly, similar values for a have been found in gold nanowires [77].
Table 3.1 reveals that the value of Rau(300 K) increases with deposition time from 
SI to S3 but dramatically decreases for S4. In the case of SI-S3, when NIs coalesce, the
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length / of the meandering structure that defines a NI increases, while the average width w 
and thickness hs of the meanders essentially stay unchanged [80].
FIG. 3.7. Results of the model calculation for S3, using Eqs. (3.1), (3.2), (3.4) 
and (3.10). Dashed line is Rau(J), dotted line is R,(T), dashed-dotted line is Rt{T) 
without the effect of thermal expansion of the substrate, solid line is R{T), and 
dashed-double-dotted line is R{T) without substrate thermal expansion [46].
Figures 3.8 (a)-(d) show schematic drawings of coalescing tortuous GNIs. When 
GNIs coalesce, more and more weak tunnel junctions disappear and Rau(T) increases as / 
increases (Figs. 3.8 (a)-(c)). In contrast, in S4 (Fig. 3.8 (d)), strong coalescence opens up 
parallel electron transport pathways and RaJ J ) dramatically decreases. For a gold nanowire 
of 20 nm thickness and 233 nm width, an electrical resistivity of 2.05x10‘7 Qm at 300 K has 
been reported [77]. In addition, it was shown that the resistivity of gold nanowires increases 
as the cross section decreases [77]. From this, we estimate that GNIs of thickness hs = 8 nm 
and meander width w = 30 nm should have a GNI resistivity of ~ 2.5 x 10‘7 Qm, The 
average length / of the meandering line within a GNI can be estimated as 
/ = Rau(300 K) hs w / pi . Using the values of /Gw(300 K.) for SI-S3 from Table. 3.1, one 
finds / = 518 nm, 972 nm, and 2430 nm, or l\ : h : h = 1 : 1.9 : 4.7, respectively.
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FIG. 3.8. Schematic of electron transport paths (dashed lines) at different stages during GNI 
coalescence (a)-(d). The GNI resistance Rau(R) increases from (a) to (c) as tunnel junctions 
disappear due to coalescing GNIs. In (d) the GNI resistance Rau{T) decreases as strong 
coalescence of GNIs leads to parallel pathways for electron transport [46].
The Coulomb blockade energies Ec, which are listed in Table 3.1 decrease from SI 
to S3. If one assumes Ec ~ a where a is the average GNI radius, then a\ : a.2 : -  1 :
1.27 : 7.05, where ci\, ci2 and a3 are the average GNI radii in samples SI-S3, respectively. At 
this point, it is unclear to us how to obtain a simple but accurate formula for the average 
Coulomb blockade energy of meandering and ramified GNIs in discontinuous GTFs.
By fitting our models to the experimental data of SI-S3, we can only determine the 
product /?L(300 K) but not /? and L(300 K) separately. The largest possible /? would 
correspond to a tunnel barrier height equal to the work function of gold, which is 4.3 eV 
[18]. Due to the presence of the substrate and image charge effects, the barrier height can 
be expected to be smaller. For a discontinuous GTF on a SiN substrate a barrier height of ~ 
3.2 eV has been previously estimated [81], which corresponds to p ~18 nm'1. Assuming
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here the same /?, the calculated values for L{300 K) are given in Tables 3.1 and 3.2 and 
show that L(300 K) ~ 1 nm and decreases only slightly from SI to S3.
In the case of sample S3 with gs3 = 1.5, one is tempted to investigate if a 
logarithmic temperature dependence can be observed as predicted by Eq. (3.11). 
Unfortunately, because of the small Ec value in sample S3, the necessary condition that kgT 
«  Ec is not satisfied in the temperature range that we have investigated.
As seen from Table 3.1, sample S4 belongs to the strong coupling regime as gs4 > 
500. Figure 3.9 shows a comparison of our experimental R(T) data (dots) and model 
calculation for sample S4. The calculation assumes Rt{T) = 0. The very low measured 
resistance implies that in sample S4 the GNI coverage is larger than the GNI percolation 
threshold, which is about Pc = 0.74 [57], and therefore at least one large single GNI fully 
connects (without weak tunnel junctions) the left and right contact pads of the sample. The 
value of a -  l.lxl 0‘3 K '1 which one finds for S4 is almost twice as large as a of SI-S3. This 
might be due to the increase in film thickness hs and an increase in the average meander 
width w of the GNIs (Fig. 3.1 (e)). In gold nanowires, a has been found to increase when 
thickness and width of a nanowire increase [77].
FIG. 3.9. Total resistance R versus temperature T of S4. The lowest temperature is 2 K. The 
dots represent the experimental data while the full curve is the result of the calculation [46].
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One expects a possible Ec of sample S4 to be much smaller than the Ec of sample S3 
which is Ec = 22 peV (Table 3.1). In the strong coupling regime a logarithmic temperature 
dependence of the total resistance (Eq. (3.11)) is predicted for T < Ec / ks . Because Ec / ks 
for sample S4 is much less than 0.26 K, the prediction of Eq. (3.11) could not be tested with 
our experimental setup.
In order to investigate quantum interference effects [43] we applied a magnetic field 
of 9 T perpendicular to each of our samples. No resistance change was observed in the 
temperature range of 2-300 K, indicating that in our case quantum interference is not 
important.
3.6 Summary
We investigated experimentally and by model calculation the temperature dependence of 
the electrical resistance of four GTFs where GNIs coupling increased from weak to strong. 
To describe our experimental data for weak coupling, we applied the regular NI array 
model, the cotunnelling model and the conduction percolation model. With these models, 
we extracted from our data the parameters that determine the tunnel resistances of the 
junctions and the Ohmic resistances of the meandering GNIs. We found that the 
temperature dependence of the total film resistance was determined by the tunnel junction 
barriers, the Coulomb blockade energies, the thermal expansion of the substrate, and the 
Ohmic resistances of the GNIs. It was found that the cotunnelling model and the 
conduction percolation model are suited to describe the tunnel resistance at low 
temperatures. The predicted crossover-temperature for cotunnelling to sequential-tunnelling 
agreed for the two of our samples. The temperature coefficient of resistance and the 
resistivity of the meandering GNIs were found to be similar to those measured for gold
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nanowires. Furthermore, we derived a simple formula for the temperature at which the non­
metal-like resistive behaviour crosses over into the metal-like behaviour. The sample which 
showed strong GNI coupling resembled in its resistivity and its temperature coefficient of 
resistance the behaviour found in gold nanowires with larger cross sectional areas. Our 
lowest measuring temperature of 2 K was not low enough to investigate the predicted 
logarithmic temperature dependence of the resistance.
In the next chapter we will utilize the electrical properties of the GTF which were 
discussed here to fabricate a resistor which can show an essentially temperature 
independent resistance over a wide temperature range. Such a resistor can be used in 
nanoelectronics where thermal stability of resistors is important.
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Chapter 4
Temperature independent resistor fabricated by multiple
deposition annealing
Here, we use the MDA technique which was introduced in chapter one, to fabricate 
discontinuous GTFs. The MDA technique helps us to carefully adjust the Coulomb 
blockade energies of the GNIs in discontinuous GTFs such that the resistance varies 
negligibly (~ 2%) over a temperature range of 10 to 300 K for one of the samples. The 
discontinuous GTFs were deposited on a Si02/Si wafer between two 300 nm thick gold 
electrodes which were separated by 100 pm. Such a temperature independent resistance is 
caused by decreasing the Coulomb blockade energies of the GNIs where the thermally 
activated electron tunnelling is compensated by the Ohmic resistance of the GNIs which 
was discussed in chapter three. The Coulomb blockade energies can be minimized by 
reducing the nearest neighbour distance and increasing the size of the GNIs.
4.1 Introduction
Thin film resistors have many interesting features that make them among the most 
important components in low temperature, high precision, and low power electronics. Such 
TF resistors are vital components in biosensors [2], nanolasers [1], solar cells [82, 83],
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plasmonic [3, 84], optics [85], chemosensing devices [5], TF transistors [86], monolithic 
microwave integrated circuits [87], light emitting diodes [88], and many other devices [89, 
90]. In these applications, TF resistors should have highly controllable temperature 
dependent resistance where for some specific devices such as high precision low noise 
amplifiers and low temperature nanoelectronic devices based on single electron transistors 
[91] a very stable (temperature independent) resistance is required. The electrical resistivity 
and temperature dependent resistivity of such resistors is mainly determined by their 
internal structure [8, 10].
Thin film resistors can be fabricated using various compositions of metals and 
semiconductors [92]. Recent progress in plasma based techniques has made it possible to 
fabricate TF resistors using magnetron targets of appropriate composition [93, 94]. 
Moreover, the thickness and structure of the deposit can be controlled by various process 
parameters such as the surface bias, gas pressure, and discharge current [95].
However, these techniques demonstrate a low controllability of the structure of 
nanoislanded TFs. The plasma and microplasma based methods also show relatively poor 
controllability [96-101]. To observe a temperature independent resistance, it is essential to 
minimize the Coulomb blockade energies of the GNIs. Generally, this can be achieved by 
forming dense assemblies of large GNIs (located in close vicinity of each other) on a 
dielectric material. In this case, precise control over the size, shape, and position of the NIs 
is very important. Aside from the resistivity control, these parameters of surface grown NIs 
are important for many other applications, such as Surface Enhanced Raman Scattering 
(SERS). It was shown that the shape of metal NIs affects the SERS enhancement [102]. 
Surface coverage by metal NIs [103] and NI size [104] were also shown to influence the 
surface effects, such as the width of the surface plasmon resonance. Thus, reliable
77
nanofabrication techniques are required to precisely control various parameters of self- 
assembled NIs on the surface. In chapter one, we showed that the MDA technique is a 
convenient and highly controllable method to achieve this goal [15].
The process involves the formation and annealing of the self-assembled GNIs on a 
Si wafer where a 500 nm Si02 layer that has thermally grown on the Si wafer. The 
structure of the self-assembled GNIs is characterized by optical microscopy, FESEM and 
atomic force microscopy (AFM) which is analysed by calculating the Minkowski 
connectivity. The obtained results then are interpreted using the framework of the Efros- 
Shklovskii (ES) model and percolation model. In Sec. 4.2 the experimental setup and 
measurement procedure are presented. In Sec. 4.3 the experimental results are presented 
and discussed. A summary is given in Sec. 4.4.
4.2 Experimental setup and measurement procedure
The MDA process consists of the repetition of a base cycle of deposition and annealing. 
This cycle can be repeated several times to fabricate TF resistors of various thickness and 
structures. In this process, the main control parameters are the deposition time (i.e., 
thickness of the TF resistor), and the annealing temperature. The MDA method is based on 
several deposition/annealing cycles where the morphology of GTFs can be adjusted 
carefully to achieve the desired outcome (the temperature independent resistance). Creation 
of GNI assemblies with a complex distribution function appears to be very difficult (if 
possible at all) by a simple annealing process.
The schematic of the experimental setup is shown in Fig. 1.1(a). The vacuum 
chamber was equipped with a vacuum pump, a substrate table with a heating/cooling 
system, and a gas supply system capable of maintaining the gas pressure in the chamber
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during the process. A negative bias voltage up to -1000 V can be applied to the substrate 
table. A photo of the plasma generated by the magnetron is shown in Fig. 1.1 (b) [12].
FIG. 4.1. (a) Scheme of the sample and electrical measurements, (b) Photo of 
the TF resistor fabricated by the MDA technique [12].
Samples were prepared as stripes of GTFs (0.8 mm length x 0.2 mm width) on the 
substrate. The first sample was prepared by depositing a ~ 12 nm gold layer which was then 
annealed at a temperature of 343 K (70 °C) for 5 min (the base cycle). Sample 2 was made 
by repeating the base cycle twice to produce an 18 nm thick film, followed by annealing for 
5 min. Samples 3 and 4 were produced using the same technique, with the films thicknesses 
of ~ 21 nm and ~ 22 nm, respectively. Thus, the base cycle was repeated twice to fabricate 
sample 2, thrice to fabricate sample 3, and so forth. After fabrication of the GTFs, 300 nm 
thick gold contact electrodes were deposited onto the samples using a photolithography 
process. A schematic of the sample design and the electrical measurements, as well as a low 
magnification optical photo of the TF resistor with contact electrodes are shown in Figs. 4.1 
(c)-(d). To analyse the morphology and connectivity of the GNIs by FESEM images, we
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used a very low energy of the primary electrons (1 kV) to decrease the scattering by the 
deeper layers of the material, thus increasing the contrast between the metal and the Si 
substrate. Since the penetration of electrons into metal is very shallow at low energies, and 
the penetration into the Si is much deeper, we have obtained FESEM images of very high 
contrast clearly mapping the GNIs and connections between them. For analysing the 
samples, we used standard morphology analysis software supplied with the AFM system, 
capable of simultaneously performing the morphology and statistical analysis. The height 
and height distribution of the GNIs in the samples were studied by the AFM technique.
All the temperature dependent electrical resistance measurements of the samples 
were conducted in the temperature range from 10 to 300 K using a PPMS by applying a 
bias voltage Vt = 50 pV to the samples. The annealing processes and the electrical 
measurements were carried out at a pressure of 4.1 Torr.
4.3 Results and discussion
4.3.1 Structure of the discontinuous GTFs
We recall here that our aim was to fabricate a TF resistor with a temperature independent 
resistance over a wide temperature range (10-300 K), and to show how the process 
parameters control the electrical characteristics of the discontinuous GTFs. Thus, here we 
will present the results of the structure and electrical measurements for four samples. Two 
of these samples have a nearly temperature independent resistance, one shows a metal-like 
behaviour (an increase of the resistance with temperature), and one shows non-metal-like 
behaviour.
The FESEM images of the four samples of different thickness (note that the images 
were taken after annealing the samples) are shown in Fig. 4.2 [12].
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FIG. 4.2. The FESEM images of the samples for four different thicknesses and film 
morphologies (a) Sample 1 ~ 12 nm, (b) sample 2 ~ 18 nm, (c) sample 3 ~ 21 nm, (d) 
sample 4 ~ 22 nm, and (e) A typical AFM image of the samples [12].
From this figure one can see that samples exhibit a rather complex structure, with a 
mix of smaller isolated GNIs and more complex branched multilinked nanostructures. 
Analysis of the Fig. 4.2 shows the two main features of the film structure. Firstly, the 
width-to-gap ratio (ju) is approximately constant within each sample, and increases from ^  = 
1 for sample 1 (~ 12 nm) to approximately /j. = 3 for sample 4 (~ 22 nm). This is mainly due 
to increase of the NI width A with the film thickness (from A ~ 25 nm for sample 1, to A ~ 
50 nm for sample 4). However, the gap between NIs becomes slightly narrower with 
thickness increased (from ~ 20 nm for sample 1 to ~ 12 nm for sample 4).
In Fig. 4.3 we show several typical nanostructures found in samples 1 and 2. In
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sample 1, four main types of nanostructures are present, namely: large branchy multilinked 
NIs, small branched multilinked NIs, simply connected small branchy NIs, and rounded 
NIs. In sample 2, large branchy multilinked NIs, small branched multilinked NIs, and 
simply connected branchy NIs are present, but no rounded NIs are observed. The difference 
in the width-to-gap ratio is also clearly visible. It is seen that the length and connectivity of 
the nanostructures in GTF resistor should directly influence the resistance. That is why we 
have undertaken a special study of the connectivity by calculating the Minkowski 
connectivity distributions [105], which is an effective method for analysing various thin 
fdm morphologies and has been successfully used to study the properties of nanotube 
arrays [106].
FIG. 4.3. Typical nanostructures found in samples 1 and 2. Panel I (sample 1, ~ 12 nm): (a) 
large branchy multilinked NI, (b) small branched multilinked NI, (c) simply connected 
small branchy island, and (d) rounded NI. Panel II (sample 2, ~ 18 nm): (a) large branchy 
multilinked NI, (b) small branched multilinked NI, (c) simply connected branchy NI. The 
width-to-gap ratios, /z, are approximately the same for all NIs in the samples: ¿z ~ 1 for 
sample 1, and /z ~ 2 for sample 2 [12].
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Figure 4.4 provides a 3D visualization of samples 1 (~ 12 nm) and 2 (~ 18 nm), and 
the calculated Minkowski distributions for these samples. A maximum of the distribution is 
shifted to the right for sample 2, thus evidencing a more interconnected structure in this 
sample. To compare these distributions for all four samples, we have plotted a single 
connectivity graph in dimensionless coordinates Z/Zmax (Fig. 4.5) illustrating the shift of 
the distribution with increasing the film thickness and changing the morphology as seen in 
Fig. 4.2. From this image one can see that sample 1 (~ 12 nm) is characterized by the 
lowest connectivity (maximum at Z/Zmax = 0.71), sample 2 (~ 18 nm) shows the highest 
connectivity with the maximum at Z/Zmax = 0.82, and samples 3 and 4 demonstrate 
intermediate values.
FIG. 4.4. 3D visualizations and Minkowski connectivities for (a) sample 1 and 
(b) sample 2. A maximum is shifted to the right for sample 2 (~ 18 nm), thus 
illustrating a more interconnected structure in this sample [12].
83
FIG. 4.5. Comparison of the normalized Minkowski connectivities for four 
samples. Sample 2 shows the maximum at the largest Z/Zmax [12].
4.3.2 Electrical resistance of the samples at high temperatures
Let us now examine the temperature dependent resistance of the samples at the high 
temperatures 190 K < T < 300 K. Figure 4.6 (a) shows an Arrhenius plot of \nR for samples 
1, 2, and 3. All graphs contain clearly visible nearly linear sections, in contrast to the 
samples produced by the MDA technique with high temperature annealing [103] where a 
sharp kink was observed for some specimens. Moreover, all these samples show a decrease 
of resistance with increasing temperature which is the characteristic of the electron 
tunnelling in the presence of the Coulomb blockade effect [46]. Such behaviour can also be 
explained if one considers the weak localisation effect [107-121]. The weak localisation can 
be manipulated by applying a magnetic field where resistance of the samples is expected to 
change. In our experiments, we did not observe such effect which means that the 
localisation effect is negligible here.
The conduction mechanism in amorphous solids with impurities can be understood 
using the concept of the Anderson localisation. Electrons which are localised in the
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impurity atoms can hop between localised states by absorbing energy from the phonons, 
such a proposal was introduced by Miller and Abrahams and this conduction mechanism is 
called “thermally activated hopping” [122]. If one defines the Fermi level for the GNI 
assemblies, then the GNIs can be considered as impurities where electrons are localized. By 
applying a bias voltage to the sample, electrons will be able to hop from one localized state 
to another by absorbing energy from the phonons [73]. As we discussed in chapter two, 
sometimes this conduction mechanism is used to explain the non-metal-like resistive 
behaviour of the discontinuous GTFs.
The tunnelling activation energy (Coulomb blockade energy) of NIs is plotted 
against the sample thickness in Fig. 4.6 (b). It was mentioned above that the gap between 
GNIs is less for thicker films (i.e., samples 2 and 3). Thus, the decrease of the tunnelling 
activation energy could be directly attributed to the morphology of the TF resistor structure. 
When the activation energy is minimized to zero due to contact between NIs, we observe a 
clear transition to metal-like behaviour (sample 4).
7 "\ K'1 (T, K)
Sample 1 (12 nm) (b)
Sample 2 (18 nm)
Sample 3 (21 nm)
12 18 21 
Thickness (nm)
FIG. 4.6. (a) Arrhenius plot of 1 nR over the temperature range of 190-300 K, and (b) 
activation energy of the three samples [12].
Figure 4.7 (a) shows resistance of the sample 4 (~ 22 nm, four deposition annealing
85
cycles) versus temperature (10-300 K). The inset illustrates the same dependence for the 
cryogenic temperature range of 10-85 K. It is clearly seen from this graph that, in contrast 
to samples 1-3, sample 4 shows a metal-like behaviour (resistance increases with the 
temperature) due to formation of a continuous electrical path resulting from increasing the 
size of the GNIs and their coalescence. This is the characteristic behaviour of discontinuous 
GTFs where the percolation threshold is satisfied and at least one continuous electrical path 
can be found which electrically connect two gold electrodes without any tunnel junction.
The Arrhenius plot of InR for all four samples (10-300 K) is shown in Fig. 4.7 (b). 
One can see that samples 2 and 3 demonstrate an essentially temperature independent 
resistance, with the average resistance variation not exceeding 2%. It is important to note 
that such behaviour can also be observed in TFs with high impurities. Here, the temperature 
independent behaviour is not caused by impurities, because, one would expect all of the 
samples to show similar behaviour, whereas only sample 2-3 show such behaviour. In 
addition, sample 4 shows the temperature independent behaviour at temperature T < 20 K 
which indicates that the amount of impurities in our samples is not sufficiently high to 
observe a temperature independent resistance at higher temperatures.
4.3.3 Electrical resistance of the samples at low temperatures
Thus we have experimentally shown that the morphology of the discontinuous 
GTFs, namely the size, thickness, shape, and connectivity of the GNIs dramatically changes 
the electrical behaviour of the samples. Specifically, sample 1 which is characterized by the 
lowest width-to-gap ratio /j. = 1 and the lowest Minkowski connectivity, has shown a non­
metal-like behaviour. Samples 2 and 3 show an almost temperature independent resistance 
in the 10-300 K temperature range, and sample 4 shows a metal-like behaviour.
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FIG. 4.7. (a) Resistance of the sample 4 versus temperature at 10-300 K (inset for the 
cryogenic temperature range 10-85 K). Sample 4 shows a metal-like behaviour, (b) 
Arrhenius plot of In/? for all four samples (10-300 K). Samples 2 and 3 show an almost 
temperature independent resistance. The average resistance variation for sample 2 does not 
exceed 2% over the temperature range of 10-300 K [12].
By comparing Fig. 4.6 (a) and Fig. 4.7 (b), one can observe that sample 1 does not 
show Arrhenius behaviour at temperature T < 190 K. It was discussed in chapter two that 
such behaviour is result of the conduction percolation in an assembly of GNIs where the 
distribution of the Coulomb blockade energies and the tunnel gaps is wide. This is seen in 
FESEM image of the sample 1 in Fig. 4.1 (a). Therefore, we expect a linear plot of In/? 
versus T '0'5 as shown in Fig. 4.8 (a) (the linear plot can also be explained by using the ES 
model [73]).
Figure 4.8 (b) shows the electrical current /  versus the bias voltage Vt of sample 3 at 
the temperature T — 300 K. Because of the small Coulomb blockade energy of sample 3 (~ 
0.3 meV), we expect to see an Ohmic behaviour (Fig. 4.8 (b)) since the thermal energy of 
electrons will be sufficiently high to overcome the Coulomb blockade. Based on our 
discussion in chapter three, such small Coulomb blockade energy in our GTFs indicates 
that the GNI will be sufficiently large where the Ohmic behaviour of the GNIs will no
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longer be negligible. Consequently, the Coulomb blockade effect is compensated by the 
Ohmic behaviour of the GNIs and sample 3 shows a temperature independent resistance. 
Here, we have neglected the thermal expansion of the SiÛ2 substrate, because its linear 
thermal expansion coefficient is almost 20 times smaller than the liner thermal expansion 
coefficient of the soda-lime glass which we used in the previous experiments.
If one assumes that the GNIs in sample 3 as the bulk gold (this is reasonable 
assumption as the Coulomb blockade energy is negligible in the lowest temperature 7 =1 0  
K which we performed our measurements), then the resistance of the sample 3 can be 
estimated by using the Simmons equation [123]. Taking into account the tunnel barrier 
height of 1 eV and a tunnel gap of 2.5 nm, we calculated the variation of the resistance over 
the temperature range of 10 to 300 K and found that A7/7(300 K) ~ 1.01 in a good 
agreement with the average resistance variation observed in the experiment (~ 2%).
FIG. 4.8. (a) Illustration of the lnft versus 7 0 5 for samples 1-3 over 
the temperature range of 10-300 K. (b) The electrical current /  
versus the bias voltage Vb of sample 3 [12].
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4.4 Summary
In summary, we showed that the MDA technique is effective for the fabrication of 
the discontinuous GTF resistor with a near constant (~ 2%) resistance variation over a wide 
temperature range of 10 to 300 K. A proper selection of the process parameters and device 
characteristics such as the GTF thickness, number of the deposition and annealing cycles 
and annealing temperature made it possible to fabricate such a GTF resistor. Such TF 
resistors can be used in nanoelectronics in the devices which require a thermally stable 
resistance for the extremely sensitive electrical measurements.
So far we studied the electrical conduction mechanism in GTFs at high and low 
voltages in different temperature regimes (2-300 K), and demonstrating a potential 
application f GTFs in nanoelectronics. In order to show further application of the GTFs, we 
are required to obtain some knowledge about the optical properties of the GTFs. In the next 
chapter we use a technique which is based on an electrical measurement to study the optical 
property of GTF at the wavelength of 532 nm.
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Chapter 5
Thermal smearing of the Fermi distribution and nonlinear 
optical absorption in a gold semi-continuous film
It is quite well known that light with the wavelength of 532 nm can be absorbed in gold 
because of d-band transition. In this chapter, we show the nonlinear light absorption at the 
wavelength of 532 nm in a gold semi-continuous film (SF) resulting from smearing of the 
Fermi distribution. The gold SF was irradiated by a pulsed laser with 8 ns pulse width in 
near resonance with the interband (d-band to p-band) transition in gold. We determine the 
temperature increase in the gold SF for different intensities by electrical measurement. 
Then, the temperature increase is calculated by using a ID heat transport equation with 
assuming a constant absorbance for the gold SF at the low laser intensities. The comparison 
between results of the calculations, revealed the nonlinear absorption in the gold SF. We 
employed this deviation from the linear behaviour to determine the nonlinear absorption 
coefficient.
5.1 Introduction
Understanding the physics of light-matter interaction at the interfaces of thin metallic films 
and dielectrics is very important for the development of various applications such as 
thermo-electronics, nanoelectronics, optics, and photonics. Due to the excitation of
90
coherent oscillations of the conduction electrons, surface plasmon polaritons (SPP) can be 
sustained at the metal-insulator interface [124] and the propagation of the SPP is strongly 
affected by its resonant coupling to bulk plasmons [125]. The understanding of light 
absorption under SPP excitation is especially important for designing photonic devices 
[126], switches [127], and metal-insulator-metal waveguides [128]. Furthermore, SPP can 
cause local field enhancements in thin discontinuous metallic films, where the size of NIs is 
much smaller than the light wavelength [129]. This phenomenon has a significant impact 
on surface enhanced Raman scattering (SERS) [130]. Controlling the size and separation of 
the metallic nanoparticles enables the design of plasmonic structures for a variety of 
applications [131].
Experimental measurement of the nonlinear absorption coefficient in GTFs or gold 
nanoparticles is usually performed by Z-scan measurement [132, 133]. In such 
measurements, the scattering of light from the surface due to its roughness can introduce 
inaccuracy in measuring absorption nonlinearity [134]. It is especially important for thin 
semi-islanded self-organized films [89] and metallic NIs that can be used in the TF resistors 
exploiting the electron tunnelling process [15], such films feature very irregular surfaces 
and thus it is difficult to estimate the amount of the light scattering.
In this chapter, we develop a technique to minimize such inaccuracies by directly 
measuring the temperature increase in the gold SF. The temperature increase is due to the 
light absorption, where scattering of the light from the surface does not play a major role in 
the temperature increase of the gold SF. We refer to SF as a gold TF where gold does not 
cover some areas of the substrate. This surface morphology does not have any significant 
effect on the nonlinear absorption mechanism that we study here. We determine the 
temperature increase in the gold SF by electrical measurement while the sample is
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irradiated by a Nd:YAG pulsed laser with a 8 ns full width at the half maximum (FWHM) 
at the wavelength of 532 nm. We show a linear relationship between the laser intensity and 
the temperature increase at low intensities, and a nonlinear absorption at high intensities. 
The results were used to estimate the nonlinear absorption coefficient of the gold SF.
In Sec. 5.2 we represent the experimental setup and measurement procedure. 
Impedance of the sample and the wiring setup is discussed in Sec. 5.3. We show results of 
the model calculations in Sec. 5.4. Nonlinear absorption in the gold SF and the related 
phenomena are discussed in Sec. 5.5. Finally, a summary is provided in Sec. 5.6.
5.2 Experimental setup and measurement procedure
A 15 nm thick gold sample (1 mm x 0.68 mm x 15 nm) was prepared using DC magnetron 
sputtering of gold onto a 500 pm thick polished Si wafer with a 500 nm SiC>2 layer 
thermally grown on both sides. For electrical measurements, two 500 nm thick gold contact 
electrodes were deposited on the sample with a 0.55 mm gap in between. In order to 
perform the electrical measurements, we connected the sample to a DC power supply and 
applied a bias voltage ranging from 0.2 V to 0.8 V where the sample was connected in 
series to a 50 Q load resistor. The thermal behaviour of the sample was studied by 
illuminating it with a pulsed Nd:YAG laser while a DC voltage was applied to the sample. 
The wavelength of the laser was set to 532 nm by frequency doubling of the laser’s 
fundamental mode (1064 nm) using a frequency-doubler crystal, which is incorporated in 
the system. The pulsed laser had a circular beam with diameter 5 mm. To investigate the 
intensity dependency of the absorbance, the pulse intensity was changed by misalignment 
of the frequency-doubler crystal. The intensity modification did not have any impact on the 
pulse shape and its width. The laser pulse illuminating the sample caused an increase of the
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temperature of the sample at a nanosecond time scale, which resulted in a voltage drop 
(electrical pulse) on the load resistor. This electric pulse was captured using an Agilent 
digital oscilloscope DSO7104B. We have shown a schematic of the sample including the 
measurement circuit in Fig. 5.1 (a) [135]. The pulse width and rise time (5 ns) of the laser 
has been characterized by a photodiode sensor shown in Fig. 5.1 (b).
Three dimensional (3D) reconstructions of the FESEM images and the FESEM 
images of the sample are shown in Figs. 5.2 (a)-(d). We measured the resistance of the 
sample in the temperature range from 30 K to 300 K by using a PPMS (Fig. 5.3 (a)). In 
order to calculate the temperature coefficient of resistance (a), we fitted Eq. (3.2) to the
i i
experimental data (Fig. 5.3 (a)) and found a  = 1.2x10’ K’ . Contribution of the inductance 
and capacitance of the circuit, including the sample and the metal film 50 Q load resistor 
was investigated by employing an Agilent 33250A function generator.
(b)
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FIG. 5.1. (a) Schematic of the measurement circuit. Thickness of the gold SF is 
15 nm and the laser beam cross-section is much larger than the sample area, (b) 
Typical pulse shape of the Nd:YAG laser. Voltage on the y-axis shows the 
photo-induced voltage of the photodiode which was recorded in the digital 
oscilloscope [135].
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FIG. 5.2. The 3D images of the 15 nm gold on SiCVSi substrate at (a) low and 
(b) high magnification and the FESEM images of the sample at (c) low and (d) 
high magnification [135].
FIG. 5.3. (a) Calculated values (solid line) of the sample’s resistance in the temperature 
range of 30-300 K using Eq. (3.2). The temperature coefficient of resistance is 1.2x10' K" 
which is three times smaller than that of the bulk gold, (b) Experimental data recorded from 
the digital oscilloscope as an electric pulse (with different amplitudes Vp) was applied to the 
circuit using a function generator in the absence of the laser pulse. The solid line represents 
the results of the calculation by considering negligible contribution of the inductance and 
the capacitance of the circuit using Eq. (5.1) [135].
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5.3 Impedance of the circuit
In our experiment, we considered the metal film resistor (50 Q load resistor) and the sample 
as DC components and we ignored their frequency-dependent impedances. This can 
potentially cause errors in calculating the temperature variations, as the impedance of any 
circuit consisting of inductive and capacitive elements is a function of frequency [25]. In 
order to investigate whether this approximation is valid in our case, we prepared the 
following experiment.
First, the DC voltage source was replaced with a function generator. Then, the load 
resistor and the sample were connected to the digital oscilloscope and the function 
generator using 50 D coaxial cables. The schematic of this measurement is same as the one 
shown in Fig. 5.1 (a). Then we applied electric pulses of different amplitudes to the circuit 
in the absence of the laser pulse. We adjusted the shape of the electric pulse to resemble the 
pulsed laser (5 ns rise time and 8 ns FWHM). During the experiment with the laser where 
the sample was irradiated with the laser pulse, we triggered the laser manually every few 
seconds in order to avoid overheating of the sample. To simulate this situation during the 
investigation with the function generator in the absence of the laser illumination, we 
applied the electric pulse with a 1 Hz repetition rate. The voltage drop on the load resistor 
was recorded at different pulse amplitudes using the digital oscilloscope (Fig. 5.3 (b)). 
Assuming that the inductance and capacitance of the sample and the load resistor were 
negligible in this frequency bandwidth and considering the resistance of each of these 
components, we calculated the voltage drop across the load resistor Vi at different pulse 
amplitudes using the following equation [135]
VL = R.
R
L •> (5.1)
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where Vp is the amplitude of the electric pulse, R, is the total resistance of the circuit 
including the resistance of the coaxial cables, and Ri is the resistance of the load resistor. 
The calculated values were in good agreement with the experimental values recorded from 
the digital oscilloscope. We have shown the results in Fig. 5.3 (b), also, we note that the 
shape of the electrical pulse was not affected by impedance of the circuit. Therefore, the 
contribution of the inductance and the capacitance of the circuit in this frequency 
bandwidth are negligible, and thus, the amplitude of the electrical pulse generated during 
the experiment with the pulsed laser can be used directly to evaluate temperature variation 
of the gold SF.
5.4 Results of the model calculations
When the sample was irradiated by the pulsed laser, its temperature would rise as the light 
is absorbed due to the d-band transition and plasmon oscillations in the gold SF [18]. On 
one hand, considering that the absorption of the light (at the wavelength of 532 nm) is 
much smaller in SiÛ2 than in the gold SF, the gold SF can be considered the heat source for 
the temperature increase in the sample. On the other hand, the heat transport mechanism 
(from the gold SF to substrate) can be treated as a ID heat transport since the area 
illuminated by the laser (beam diameter 5 mm) is much larger than the area of the sample. 
These two conditions facilitate the way to employ the following equation derived in Ref. 
[136] to analyse our results:
AT max
2PAyfr (5.2)
where A Tnax is the maximum temperature change, P the laser intensity, A the absorbance of
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the gold SF at 532 nm, r  the laser pulse width at FWHM, & the substrate mass density, Cthe
substrate specific heat, and k the thermal conductivity of the substrate. In order to 
determine the values of ATnax at different laser intensities, we proceed as follows. Firstly, a 
DC voltage (0.8V) is applied to the sample and then the pulsed laser at different intensities 
irradiates it. Consequently, resistance of the sample increases as its temperature rises, which 
increases the total resistance of the circuit. This will decrease the electrical current in the 
circuit, as the power supply provides a constant voltage to the circuit. In Sec. 5.3 we 
showed that the impedance of our circuit can be considered independent of the frequency in 
ns time scale, therefore, the maximum voltage drop across the 50 Q load resistor can be 
calculated as
AVLa n =V^-VL, (5.3)
where VL is the maximum voltage across the load resistor while the sample is irradiated
with the pulsed laser. Since the load resistor is connected to the digital oscilloscope, the 
time dependent resistance of the sample can be recorded as a voltage change across the load 
resistor which is shown in Fig. 5.4 (a).
The value of A7™aA in Eq. (5.2) can be calculated using Eq. (3.2), but, first we obtain 
the maximum change of the sample’s resistance as
R; AVmax
ARmax = ------------- £-------, (5.4)
RtAV™x+RLVb
where Vb is the applied bias voltage. Then, by substituting Eq. (5.4) into Eq. (3.2) we obtain 
ATmax. Substituting the values of .9, £  and k for Si02 [137] in Eq. (5.2), we extract the value 
of absorbance A = 0.176 at the low laser intensities P < 450 kWcm'~ for the 15 nm gold SF.
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Equation (5.2) assumes a square pulse shape for the laser beam and therefore the estimated 
value o f the absorbance could be inaccurate as the real laser pulse shape has a form shown 
in Fig. 5.1 (b). In order to show that the inaccuracy resulting from this assumption is 
negligible, we calculated the value of the absorbance by using at least two different 
simulation software packages (Open Filters, and TF Calc) that are often used for such 
calculations. The results were^i =0.18, and 0.178, close to the extracted value.
Now, if we assume that the absorbance A = 0.176 and is independent of the laser 
intensity and calculate AT™"' using Eq. (5.2) at different laser intensities and compare them 
with the AT™"' which we calculated by using Eqs. (5.4) and (3.2) a deviation from linearity 
in AT™"' - P diagram is observed (Fig. 5.4 (b)).
FIG. 5.4. (a) Typical temporal response of the sample’s resistance to the pulsed laser, which 
appears as a voltage change across the load resistor, (b) Nonlinear intensity-dependant 
absorption of the gold SF at the wavelength of 532 nm. Here, “Measurements” means 
calculating AT™"A by using Eqs. (5.4) and (3.2) (solid line with squares), and “Calculations” 
means using only Eq. (5.2) by considering that the absorbance A is independent of the laser 
intensity (solid line with triangles) [135].
The deviation of the measured AT™"' from linearity can be explained by using the 
following relation [136]
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(5.5)
where R is the reflectance of the gold SF, hs is the thickness of the gold SF, and 
a = a\ + P a 2 is the absorption coefficient of the gold SF [138]. Here, a 1 is the absorption 
coefficient at low intensities, and a 2 is the nonlinear absorption coefficient. At low 
intensities where the linear behaviour is observed, by using A = 0.176 and R = 0.29 (the 
value of R was obtained from the simulation) we find a  1 = 1.9x10 m‘ , which is less than 
the bulk value of gold at the wavelength of 532 nm (5.7x107 m"1). At intensities P > 450 
kWcm 2 we observed the nonlinearity (Fig. 5.4 (b)). The nonlinear absorption coefficient is 
calculated as [135]
In 1 -
( A 7’2m“ -  A 7[max ) -JkSçk
1.068p j r
a i = —
PIi
(5.6)
where Ar2maxis the maximum temperature change which was obtained by using Eqs. (5.4) 
and (3.2), and A7[maxis the maximum temperature change using Eq. (5.2) by considering a
constant absorbance at different intensities. The extracted values of ai for the two highest 
intensities at P = 600 kWcm’2 and = 700 kWcm'2 in our experiment are« 2  = 3.8xl0'2 cmW'1 
and 6.8 xlO’2cmW'1.
5.5 Discussion
Failure of the free electron model is realised in describing the reflectivity and absorptivity 
of the metals. According to the Drude model, metals become transparent in the UV (and
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higher) regions of the frequency spectrum, where the frequency become higher than the 
electron collision rate. This is valid only for alkali metals which satisfy the above condition, 
since electrons will not experience any energy dissipation while oscillating in the absence 
of collisions, and incident light can propagate through the metal. This transparency effect 
does not occur in other groups of metals as they demonstrate finite reflectivity and 
absorptivity at such frequencies. This problem arises since the free electron model does not 
provide energy band structure for the metals, and AC conductivity has no proper structure. 
In metals, the DC component of the electrical conductivity is one of the essential elements 
to describe the reflectivity. Quantum mechanics provides more details about the electronic 
structure of the metals and additionally discusses the energy dependency of the relaxation 
time (at each energy band the relaxation time could be different) [18].
The absorption phenomenon in metals can be explained in view of the interband 
transition mechanism. In this process, electrons from occupied energy levels below the 
Fermi level absorb photons and are excited to unoccupied energy levels above the Fermi 
level. This mechanism of excitation is such that the momentum of electron is not changed 
noticeably and is called interband transition [18]. In noble metals such as copper and gold 
the interband transition can occur by excitation of the d-band electrons to unoccupied 
energy levels of the conduction band using photons with frequency in the visible range of 
the frequency spectrum [18]. The absorption of light at such frequencies is the result of this 
excitation that upon the relaxation, electron energy is given off to the lattice via electron- 
phonon interaction.
The absorption of light can also be described by considering the oscillation of 
conduction electrons in metals (plasmon oscillation). The conduction electrons which 
oscillate at the frequency of the irradiating light will collide with the ions increasing the
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temperature of metal [18]. Therefore, the light absorption in metals can be explained by 
both plasmon oscillation and interband transition.
In noble metals, the nonlinear absorption can be described by considering the Fermi 
distribution smearing. The Fermi distribution smearing can occur in two different ways, by 
either changing the lattice temperature or creating thermal nonequilibrium between the 
lattice and the conduction electrons (hot electron excitation mechanism) [138-150].
5.5.1 d-band transition and the nonlinear absorption
To illustrate the d-band transition [151-161], we have shown part of the band structure of 
the noble metals at the L symmetry point in Fig. 5.5 [161-162]. It is well known that the 
absorption due to the d-band transition in gold (around 2.43eV corresponding to the 
wavelength of ~ 511 nm) will increase by increasing temperature [163-164]. The 
temperature increase provides thermal energy to the p-band electrons below the Fermi 
level. These electrons are thermally excited to the unoccupied states above the Fermi level 
via absorbing phonons and leaving some unoccupied states below the Fermi level.
FIG. 5.5. Part of the band structure of the noble metals at the W, L, and T symmetry points. 
Dashed line shows the Fermi level, the energy gap from top of the d-band to the Fermi level 
is 2.43 eV.
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Therefore, at the wavelengths longer than 511 nm, the transition probability from 
the d-band to p-band will increase, because, now there are more unoccupied states in the p- 
band below the Fermi level. As a result, by increasing the intensity of light, more heat will 
be generated and thus absorption will increase. At the wavelengths shorter than 511 nm, 
absorption decreases as the thermally excited p-band electrons now occupy initially empty 
states above the Fermi level. This decreases the transition probability from d-band to p- 
band above the Fermi level (Fig. 5.5).
5.5.2 Hot electron excitation and the nonlinear absorption
The other mechanism which can be responsible for the nonlinear absorption phenomenon is 
the thermal smearing of the Fermi distribution by hot electron excitation [138]. Reflectivity 
of a metal, which is determined by the DC component of the electrical conductivity, can be 
manipulated by changing the density of free electrons in the conduction band. In noble 
metals which are illuminated by rapid laser pulses (ps to fs time scales) not in resonance 
with any interband transition, electrons from the s-p conduction band can be excited to 
higher unoccupied energy levels (intraband excitation) [133]. The dominant mechanism for 
relaxation to equilibrate to the Fermi distribution will be electron-electron interactions, 
where the relaxation time is in the order of 10s of femtoseconds. Then electrons (hot 
electrons) will lose their energy to the host lattice within picoseconds time scale by means 
of electron-phonon interaction which depends on the fdm thickness [165, 166]. The delay 
for thermal equilibrium with the supporting substrate is determined by the thermal 
conductivity of the substrate [167]. The variation in absorption because of the Fermi 
distribution broadening can be observed using similar techniques by choosing photons 
frequency in near resonance with the interband transition [168,169].
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The mean free path of the hot electrons in a GTF is ~ 120 nm that they can be 
ballistically transported within the film before relaxation via electron-phonon interaction 
[138], the electron-phonon relaxation time is related to the electron-phonon coupling 
constant [170]. In a sample thicker than 120 nm, the hot electrons will generate the heat far 
from the surface and sample will not be heated homogenously. Because the thickness of our 
gold SF is 15 nm, we can assume that the gold SF is homogenously heated and there would 
be no heat propagation in the depth of the gold SF.
To observe the nonlinearity due to the hot electron excitation, width of the laser 
pulse must be smaller than one picosecond, because hot electrons can relax to their initial 
states in a picosecond time scale [138]. This condition is not satisfied in our experiment (8 
ns »  1 ps), and as a result, the Fermi distribution smearing caused by increasing the lattice 
temperature overshadows the Fermi distribution smearing caused by the hot electron 
excitation.
Therefore, we believe that the observed nonlinear absorption in our experiment is 
mainly result of the smearing of the Fermi distribution which is caused by increasing the 
lattice temperature. We assume that before arriving at the maximum lattice temperature the 
heat diffusion from the gold SF to the substrate is negligible. If we consider that the 
temporal shape of the laser pulse is Gaussian (~ 8 ns FWHM), the rise time of the electrical 
pulse would be ~ 16 ns [171]. This rise time is smaller than the rise time of the electrical 
pulse which we observed as ~ 30 ns in the experiment (Fig. 5.4 (a)). This delay cannot be 
related to the electron-phonon relaxation time which is much smaller than 16 ns. In 
addition, the spatial Gaussian profile of the laser cannot cause such delay since the area of 
the sample is much smaller than the laser beam cross-section.
The possible explanation for this extra delay is to consider the role of the p-band
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electrons in smearing of the Fermi distribution. It was shown that the electron temperature 
is strongly affected by the thickness of the sample for thicknesses smaller than the mean 
free path of electrons (~ 120 nm) [165]. These electrons which are propagated toward the 
gold/SiC>2 interface can be excited and occupy the surface states [172-176] where the 
relaxation time for such excitation is not clear to us. In addition, these electrons can lose 
their energy and excite the vibrational modes at the gold/SiCb interface [177-179]. Since 
the density of interface states and vibrational modes are not clear to us, we cannot 
quantitatively describe the slower rise time of the electrical pulse (Fig. 5.4(a)).
In the above mentioned nonlinear phenomena the value of a 2 can change by 
varying the pulse intensity [132] and pulse width [138]. In addition, its sign has been 
reported as negative for gold nanoparticles due to absorption saturation [133] whereas for 
continuous GTFs it has been reported as positive [132, 138]. In our experiments, the
positive values of «2(3.8x10 “ cmW' and 6.8x10’ cmW’ ) indicate that the nonlinear 
absorption is the result of the enhanced excitation of the d-band electrons to unoccupied 
states of the p-band below the Fermi level.
5.6 Summary
In summary, we showed that the nonlinear absorption of the gold SF at the wavelength of 
532 nm can be observed using the thermal properties of the gold SF by means of electrical 
measurements. This technique facilitates the way to investigate the nonlinear absorption 
process in semi-continuous metallic films. Scattering of the light from the rough surfaces 
can potentially cause error in estimating the reflectivity of the sample. We have overcome 
this problem by directly measuring the temperature increase of the sample. We employed 
the 1D heat transport equation to show the linear absorption process at low laser intensities.
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At intensities higher than 450 kWcm", deviation from the linear behaviour was observed 
(Fig. 5.4 (b)). We compared the value of the temperature variations obtained from the
measurements with the values estimated from the theory. We found a 2 =3.8x10’" cmW' 
and 6.8x1 O’2 cmW’1 at P = 600 kWcm’2 and 700 kWcm’2, respectively.
In this chapter we showed that the temperature of a gold SF can increase via 
absorption of the light. The absorption occurred as a result of the d-band transition and 
plasmon oscillation. In order to distinguish these two mechanisms, in the next chapter, we 
devise a technique to merely show the plasmon oscillation.
9 •
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Chapter 6
Observation of the plasmon oscillation by measuring the 
electrical tunnel current in a discontinuous gold thin film
In the previous chapter where a gold SF was irradiated with a pulsed laser, the temperature 
increase in the film was mainly due to d-band transition. In this chapter, the effect of 
plasmon oscillations, induced by pulsed laser irradiation, on the DC tunnel current between 
GNIs in a discontinuous GTF is studied. The tunnel current is found to be strongly 
enhanced by partial rectification of the plasmon-induced AC tunnel currents flowing 
between adjacent GNIs. The DC tunnel current enhancement is found to increase 
approximately linearly with the laser intensity and the applied DC bias voltage. The 
experimental data can be well described by an electron tunnelling model which takes the 
plasmon-indcuced AC voltage into account. Thermal heating seems not to contribute to the 
tunnel current enhancement.
6.1 Introduction
Plasmon oscillations are utilized in many applications like optical antennas in photo 
detectors [180, 181], biosensors [182], and ultrafast electron microscopy [183]. Observation 
of such oscillations at optical frequencies with current electronic equipment is impossible, 
unless the plasmon-induced tunnel current is rectified to a DC current [184-190]. One way 
of achieving rectification at the optical frequencies is to illuminate the tunnel junction 
between two metals of different work functions [191-194]. Electrical detection of the
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plasmon-induced tunnel current in an assembly of metal NIs with identical work functions 
is quite challenging [195, 196]. Both plasmon oscillations and electron-hole excitations 
couple to phonons and the increase in temperature can enhance the tunnel current between 
NIs due to thermally activated tunnelling [46]. This can complicate the observation of a 
tunnel current enhancement caused by plasmon-induced voltage oscillations across the 
tunnel junctions.
In this chapter, we investigate the DC tunnel current enhancement in a 
discontinuous GTF caused by pulsed laser irradiation at optical frequency. The large DC 
voltage applied to the GTF significantly tilts the tunnel barriers between NIs while the 
polarized laser light generates a plasmon-induced oscillating tunnel current. Considering 
that the tunnel current is exponentially related to the effective height of the tunnel barrier 
[46], the tunnel current between GNIs in the two tunnel directions will not be equal and the 
oscillating plasmon-induced current becomes partially rectified. This chapter organises as 
follows. In Sec. 6.2 the experimental setup and measurement procedure is presented. It 
followed by providing the results of the experiment in Sec. 6.3. In Sec. 6.4 summary of the 
chapter is given.
6.2 Experimental setup and measurement procedure
To prepare the sample, a 0.25 mm wide and 2 mm long strip of a ~ 6 nm thick 
discontinuous GTF was fabricated by DC magnetron sputtering of gold on a 0.1 mm thick 
soda-lime glass substrate. Two gold electrodes (1 mm x 2 mm, 500 nm thick) were 
deposited on top of the GTF strip such that the size of the GTF between the two gold 
electrodes was 0.25 mm x 0.25 mm. Using an oxygen plasma, we then deposited a ~ 100 
nm thick passivating layer of AFO3 on top of the GTF between the two electrodes.
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Figure 6.1(a) shows the FESEM image of the discontinuous GTF before covering it 
with AI2O3. The FESEM shows that the GTF consists of an assembly of stringy ramified 
GNIs which are very irregular in shape with an average separation gap between adjacent 
GNIs of less than 10 nm. To perform electrical measurements, we connected the sample in 
series with a load resistor (RL = 50 Q) to a DC power supply which delivered a bias voltage 
up to 200 V. In order to record the partially rectified tunnel current during laser irradiation, 
a digital oscilloscope was connected in parallel to the load resistor (Fig. 6.1(b)) [197]. We 
illuminated the sample with a polarized pulsed Nd-YAG laser at the wavelength of 532 nm. 
The laser pulse had a rise time of ~ 5 ns and a FWHM of ~ 8 ns. The temporal shape of the 
pulsed laser was approximately Gaussian and the laser beam footprint was circular with 5 
mm diameter.
DC Power supply
Digital oscilloscope
FIG. 6.1. (a) The FESEM image of the sample before it was 
passivated with an AI2O3 layer, (b) Schematic of the experimental 
setup. The electric field of the polarized pulsed laser is parallel to 
the arrow [197].
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6.3 Results and discussion
6.3.1 Coulomb blockade energy of the sample
In order to observe the tunnel current enhancement due to plasmon oscillation, the thermal 
effects which can increase the tunnel current must be eliminated. To minimise the role of 
the thermally activated tunnelling, our experiment was performed at the room temperature 
where the Coulomb blockade effect can be minimized.
To estimate the average Coulomb blockade energy of GNIs, we measured the 
resistance of the sample (R) in the temperature range of 10 K < T < 300 K at low bias 
voltage Vb = 6 mV and at high bias voltage Vb= 100 V by using a PPMS. The results have 
been illustrated in Fig. 6.2(a). At the low bias voltage where electrons in the GNIs don not 
have sufficient electrostatic energy to overcome the Coulomb blockade effect, the electron 
tunnelling will be a thermally activated process and the resistance of the sample will 
increase with decreasing the temperature [46]. To estimate the average Coulomb blockade 
energy of GNIs, Eq. (3.6) was fitted to the experimental data and we found Ec ~ 225 peV. 
We have shown the result of the calculation in Fig. 6.2(b). The average Coulomb blockade 
energy of GNIs was small such that by applying a high bias voltage, electrons can 
overcome the Coulomb blockade effect. Therefore, a temperature independent resistance 
can be observed.
This indicates that by applying a high bias voltage to the sample while it is 
irradiated with the pulsed laser, the tunnel current enhancement due to temperature increase 
can be significantly minimized. This is in contrary to our pervious experiment (chapter 
five) where the variation of the sample’s resistance was due to the thermal effects and the 
role of the plasmon oscillations was quite insignificant.
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FIG. 6.2. (a) Resistance of the sample in the temperature range of 10 K < T < 300 K at bias 
voltages Vb = 6 mV (squares) and 100 V (circles), (b) The Arrhenius plot of the sample’s 
resistance at the low temperature range (10-100 K) and low bias voltage (6 mV), solid line 
is the result of the calculation using Eq. (3.6).
6.3.2 Plasmon oscillation and the tunnel current enhancement
In order to observe the tunnel current enhancement due to plasmon oscillation, first, 
a high bias voltage (100-200 V) was applied to the sample. Then, sample was irradiated 
with the pulsed laser. The tunnel current increase, which appeared as a voltage increase on 
the 50 Q load resistor was captured by the digital oscilloscope. Figure 6.3 shows the 
temporal shape of AVi (t) / Vi(P = 0) where A Vi (/) is the voltage enhancement across the 
load resistor at a bias voltage Vj, = 150 V and a peak laser irradiation intensity P = 2.08 
MW cm' . Vl (P = 0) is the voltage across the load resistor without laser irradiation. The 
voltage enhancement A Vi (t) has a rise time of ~ 5 ns and a FWFIM ~ 8 ns, similar to the 
pulsed laser. As a comparison, the temporal shape of the laser intensity is also plotted in 
Fig. 6.3 (dashed line). The asymmetry in the temporal shape of AVi (t) in Fig. 6.3 might be 
due to thermal heating [197]. Similar to our discussion in chapter five, if the voltage change
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on the load resistor was due to thermal effects then rise time would be ~ 16 ns. Therefore, 
the observed rise time in Fig. 6.3 indicates that the thermal effects are quite negligible and 
the plasmon oscillation and plasmon dephasing [198] are the dominant effects here.
FIG. 6.3. The solid line is the temporal shape of AVi (t) / Vl (P = 0).
The dashed line is the temporal shape of the pulsed laser that was 
recorded in the digital oscilloscope using a photo diode [197].
6.3.3 Theoretical model
In Figs. 6.4(a)-(b) the electron energy level diagrams of two GNIs separated by a tunnel 
barrier of width L are depicted. The applied DC voltage Vdc across the barrier is Vdc = V^l N  
where Vb is the applied voltage across the fdm and N  is the average number of tunnel 
junctions along the possible electron conduction paths between the two electrodes. The 
Fermi levels of GNIs are shifted relative to each other by eVdc( we assume that the sample is 
connected to the negative polarity of the power supply from the left that is why the Fermi 
level of the left NI is shifted upward relative to the right NI). While the sample is irradiated 
with the polarized pulsed laser of angular frequency co, the plasmon oscillation causes a
111
voltage oscillation, Vac sincu/ between the GNIs. The oscillating voltage reaches its 
maximum value at a time t = 77 4, where the period is 7 ~  1.77 fs at 532 nm wavelength.
(a) (b)
FIG. 6.4. Schematic of the electron energy levels of two adjacent GNIs where a DC voltage 
Vdc is applied and an AC voltage Vac sin cot is induced by the laser at times (a) t = 0 (U0 is
the height of the tunnel barrier) and (b) t = 77 4 [197].
The applied DC bias voltage in our experiment is sufficiently high such that the 
room temperature thermal broadening of the Fermi distribution can be neglected. Also, 
because the average Coulomb blockade energy of GNIs in our film was found to be only 
about 225 peV, the Coulomb blockade will not affect the tunnel currents in our experiment 
and subsequently the resistance of the film above 300 K will be nearly independent of 
temperature [12].
Therefore, we can calculate the time averaged tunnel current between two GNIs at 
temperature 7 = 0 K using the Simmons equation [ 199]
7 )=7 | u 0-
eVn (t) exp -AJU 0 ~eVl2(t)
7  +£ M f
L' o  ' O exp
7
-4 .A U 0 +
eVn (t) dt (6 .1)
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Here CQ is a constant which depends on the junction cross-sectional area, UQ the height of 
the rectangular tunnel barrier, A0 = An L (2m)12 / h where h is the Planck constant and m the 
electron mass, and V\2(t) = Vdc + Vac sinro/.
The oscillating electric field of the laser E{t) can generate an oscillating voltage in 
space. Because the electric field inside GNIs is zero, this oscillating voltage will induce an 
equal oscillating voltage Vac(t) between GNIs resulting from the plasmon oscillation (Fig. 
6.5). The energy density due to electric field of the laser is given by [200]
a = - £ 0£ rE 2
2
(6.2)
where e0 is the permittivity of vacuum, er ~ 2.79 is the permittivity of the AI2O3 passivating 
layer at the optical wavelength [201].
Fac(/)=(Z)+L)£(/>
FIG. 6.5. The oscillating electric field of the laser (arrow) induces an oscillating voltage 
Vac(t) between GNIs resulting from the plasmon oscillation.
Since the laser intensity is P -  uc (c is the speed of light), the AC amplitude Vac of 
the plasmon-induced oscillating voltage will be
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where D is the average distance between tunnel junctions along conduction paths. In order 
to estimate Vac more accurately, we determined the reflectivity of the AI2O3 layer using the 
model in ref. [135]. Accordingly, the value of the peak laser intensity P in Eq. (6.3) was 
equated to 70% of the measured peak laser intensity.
To analyse our experimental data with Eqs. (6.1) and (6.3), we used for the average 
distance between the electron path connecting junctions D = 500 nm, which implied N = 
500, and used L = 1 nm for the average width of the tunnel gaps. For UQ we have chosen 
3.1 eV which we used previously [46] and the same value was also used in ref. [184]. The 
value for CQ was extracted from the measured DC tunnel current of the film without laser 
irradiation (P = 0) and was found to be CQ = 8.125xl013 A / J.
Figure 6.6 shows the measured (squares) and the calculated (solid line) maximum 
voltage enhancement, AVimax (arrow in Fig. 6.3), versus the peak laser intensity P at a bias 
voltage Vb~ 150 V. The maximum voltage enhancement was calculated as A V™“* = N Rl 
(< / \2 >~ Idc) where /¿c is calculated from Eq. (6.1) by setting Vac = 0.
Figure 6.7 shows the measured and the calculated maximum voltage enhancement 
AVimax across the load resistor versus the DC bias voltages Vb for three different laser 
intensities. The slope of the curves in Fig. 6.7 increases with increasing laser intensity. As 
can be seen, the model agrees well with the experimental data. The y-axis error bars in Figs. 
6.6 and 6.7 are due to uncertainty in measuring the voltage on the load resistor using the 
digital oscilloscope, and the x-axis error bars are due to uncertainty in measuring the energy 
of the pulsed laser using a power meter.
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FIG. 6.6. The measured maximum voltage enhancement 
(squares) across the load resistor versus the laser peak intensity P at 
Vb= 150 V. The solid line is the result of the calculation [197].
FIG. 6.7. The measured maximum voltage enhancement AV i iax 
across the load resistor versus DC bias voltage Vb at different laser 
intensities. The solid lines are results of the calculations [197].
In order to investigate the effect of the applied DC bias voltage on the partial 
rectification of the plasmon-induced AC tunnel current, we calculated the time-dependent 
current I (t) between adjacent GNIs from the integrand in Eq. (6.1). Figure 6.8 depicts the
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result of the calculation for four different DC bias voltages Vb where the laser intensity is 
kept constant. As can be seen, the partial rectification (the difference between amplitude of
the voltage oscillation at t = T / 4 and t = 3 f  / 4) increases with increasing DC bias voltage. 
At higher bias voltages, the tunnel barrier tilts further and the tunnel current becomes more 
sensitive to the actual height of the barrier. Therefore, during the first quarter of the 
plasmon oscillations where the voltage between adjacent GNIs reaches its maximum value 
(Fig. 6.4(b)), the tunnel barrier is significantly tilted and current from GNI 1 to GNI 2 is 
increased. During the third quarter of the plasmon oscillation, assuming that Vac > Vdc, the 
Fermi level of GNI 2 shifts above the Fermi level of GNI 1 and electrons can tunnel from 
GNI 2 to GNI 1, but there is no significant current flowing from GNI 2 to GNI 1 because of 
the applied DC bias voltage. Therefore, partial rectification is increased by increasing the 
DC bias voltage.
f [ f s ]
FIG. 6.8. The calculated tunnel current between adjacent GNIs as a 
function of time at different DC bias voltages Vb and fixed peak 
laser intensity P [ 197].
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6.3.4 Other tunnel current enhancement mechanisms
Although, we considered barrier tilting as the main mechanism for the tunnel current 
enhancement, in the limit of low DC bias voltages, other models including the Tien-Gordon 
model can also be used to explain the tunnel current enhancement [202-207]. In the Tien- 
Gordon model, a new set of energy states (sideband energies) in the GNIs can be defined 
that is due to oscillation of the potential wells [203]. Increasing the density of states near 
the Fermi level will enhance the tunnel current, this mechanism is called “photon-assisted 
tunnelling (PAT)” [208-211]. For Vb = 150 V and P 2.08 MW cm'2 the Tien-Gordon 
equation predicts an enhancement of ~ 14%, whereas the experimental data shows ~ 50 % 
enhancement (Fig. 6.3). This discrepancy seems to arise from the fact that the tunnel 
barrier is considered as a constant in the Tien-Gordon equation, an assumption that is not 
valid at high bias voltages and high laser intensities.
The tunnel current can increase due to d-band electron excitations in noble metals 
[151-164, 212-214] which we discussed in chapter five. In noble metal NIs, the quantum 
yield for such process can depend on the shape of the NIs [215-221]. Considering that the 
d-band transition in the poly crystalline gold is not significantly different from a single 
crystalline gold [222], regarding the d-band transition, we may assume that GNIs in our 
sample behave as the bulk gold. Because of the low quantum yield of 10"10 in bulk gold 
[223], d-band electron excitations cannot explain the observed 50% tunnel current 
enhancement depicted in Fig. 6.3.
The size of the GNIs and their surrounding materials can change the plasmon 
frequency and the width of the plasmon resonances, plasmon dephasing can also occur by 
size effects [224-238]. Hot electron excitations due to plasmon dephasing, which broadens 
the electron Fermi distribution, could also lead to an enhancement of the tunnel current. We
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estimated that in our experiment the electron temperature due to plasmon dephasing could 
have not increased more than a few Kelvin above the lattice temperature and thus the effect 
of plasmon dephasing can be neglected in our case [239].
Although, there is no transition from the p-band to higher empty states above the 
conduction band at energies less than 2.33 eV in gold, upon irradiation of the gold with an 
intense laser, the multi-photon excitation can occur [240-244]. In our experiment, the laser 
intensity was much smaller than the required energy to cause multi-photon excitation. 
Therefore, this process cannot contribute to the observed tunnel current enhancement.
6.4 Summary
In summary, we investigated the effect of plasmon oscillations induced by the pulsed laser 
irradiation on the DC tunnel current in a discontinuous GTF. Using an electron tunnelling 
model, the DC tunnel current was found to be enhanced by partial rectification of the 
plasmon-induced AC tunnel current. The rectification was affected by the applied DC bias 
voltage due to tilting of the tunnel barriers and shifting of the Fermi levels. The temporal 
shape of the relative voltage enhancement resembled the temporal shape of the pulsed laser, 
indicating that thermal effects were of no importance.
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Chapter 7
Summary and the outlook for the use of GNI TFs in
nanotechnology
This chapter reviews the main points of previous chapters and provides an outlook to the 
future of research relevant to application of the GNIs in nanotechnologies.
7.1 Conduction percolation in disordered assemblies of GNIs
The conduction mechanism in different samples of discontinuous GTFs was investigated 
both experimentally and theoretically in chapter two. Using the percolation model, we 
analysed the I-V characteristics and electrical resistances of the samples as a function of 
temperature, over a wide temperature range at low and high bias voltages. An excellent 
agreement between experimental results and model calculations was found.
The GNIs in our samples were stringy and ramified where large GNIs could 
meander around several other GNIs. Accordingly, the conduction bond percolation 
threshold (fc) was found to be much smaller than the conduction bond percolation threshold 
for a triangular 2D lattice.
In general, the Coulomb blockade energy depends on the average tunnel gap 
between GNIs, but our model was fitted quite well by assuming that the probability 
distributionsP£ (Ec) and PL(L) are uncorrelated. This was a valid assumption, because,
generally in our samples several tunnel gaps with quite different values connected adjacent 
GNIs. This finding was in contrary to the variable range hopping model in doped
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semiconductors where the activation energy and the hopping distance are correlated [56].
The observed non-Arrhenius behaviour of the resistance at low bias voltages, and 
Vb ~112 behaviour at low temperatures and high bias voltages was due to the broad probability
distributions of Coulomb blockade energies and tunnel gaps, and the non-Arrhenius 
behaviour was not because of the electron coutunnelling [42, 45].
The model also described well the observed fanning out of I-V characteristics at 
high bias voltages (Fig. 2.6(b)) and the I-V power-law behaviour found at low temperatures 
(Fig. 2.7(b)). Our investigations indicated that the disorder in GNI assemblies can obscure 
effects that might originate from the electron cotunneling [42, 45].
The last important finding of our model is that disorder significantly reduces the 
bias voltage range over which the current is found to be zero at T = 0. By comparing Eqs 
(2.26) and (2.27), one finds that the bias voltage range for disordered systems will decrease, 
and the conduction bond percolation threshold plays an important role in determining the 
bias voltage range.
7.2 Effect of the Ohmic resistance of the GNIs and the thermal 
expansion of the substrate on the tunnel current
In chapter three, we studied both experimentally and by model calculations the effect of the 
Ohmic resistance of the GNIs and the thermal expansion of the substrate on the electrical 
resistance of discontinuous GTFs.
We showed that in both of the weak and strong coupling limits the Coulomb 
blockade effect dominates at low temperatures. In the weak coupling limit the thermal 
expansion of the substrate and the Ohmic resistance of the GNIs affect the resistance at 
high temperatures. However, in the case of strong coupling between GNIs, the total
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resistance at high temperatures was solely determined by the Ohmic resistance of the GNIs.
In the weak coupling limit, at low temperatures the experimental data showed a 
transition from electron cotunnelling to sequential tunnelling but the data was also 
interpreted in terms of the conduction percolation model.
The percolation model enabled us to extract the physical parameters that determine 
the temperature dependence of the tunnel resistance and the Ohmic resistance of the GNIs. 
The resistivity and temperature coefficient of resistance of the meandering GNIs were 
found to resemble those of gold nanowires.
Three of the samples had a transition from a metal-like behaviour to a non-metal- 
like behaviour (Figs. 3.2(a)-(c)) at temperature TRmin, where our model enabled us to 
estimate this temperature using Eq. (3.12). Figure 3.5 showed that Eq. (3.12) described the 
data reasonably well and that approximately ~ Ec .
7.3 Temperature independent nanoresistor
A typical example of the GNIs application in nanoelectronics was demonstrated in chapter 
four where a temperature independent resistor (~ 2% resistance variation over the 
emperature range of 10-300 K) fabricated by the MDA technique was studied. Such a 
temperature independent resistance was caused by decreasing the Coulomb blockade 
energies of the GNIs where thermally activated electron tunnelling was compensated by the 
Ohmic resistance of the GNIs.
By studying the morphology of GNIs, we found that the width-to-gap ratio (jli) was 
approximately constant within each sample. This was mainly due to the increase of the GNI 
width (A) with the fdm thickness (from A ~ 25 nm for sample 1, to A ~ 50 nm for sample 
4). However, the gap between GNIs slightly decreased as the film thickness increased (from
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~ 20 nm for sample 1 to ~ 12 nm for sample 4). This was in contrast to the previous results 
which we observed in chapters two and three. Change in the growth mechanism was due to 
the MDA technique which was used here and facilitated the way to adjust the morphologies 
of the samples.
7.4 Nonlinear light absorption and d-band transition in gold
So far we studied the electrical property of GNIs. In order to expand our knowledge over a 
wider domain, we investigated the nonlinear light absorption in a gold SF. Here, we used an 
electrical measurement technique as an effective approach to estimate the light absorption 
in a gold SF with a relatively rough surface.
In Z-scan measurements, the scattering of light from the surface due to its roughness 
can introduce inaccuracy in measuring absorption nonlinearity [134]. In chapter five, we 
developed a technique to minimize such inaccuracies by directly measuring the temperature 
increase in a gold SF. The temperature increase was due to the light absorption and 
plasmon oscillations where the scattering of light from the surface did not play a major role 
in the temperature increase of the gold SF.
The value of absorbance (A) at the low laser intensities for a 15 nm gold SF was 
calculated using a ID heat transport equation (Eq. 5.2). In order to show that the inaccuracy 
was negligible, we obtained the value of absorbance by using two different simulation 
software packages (Open Filters, and TF Calc). The results were close to the value which 
was obtained from the theoretical model calculations. Therefore, we could reliably 
determine the reflectance using our software and accordingly to calculate the nonlinear 
absorption coefficient in our sample where scattering was not involved in the calculations.
The other important finding of our experiment was that the rise time of the electrical
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pulse (~ 30 ns) was longer than the expected value of ~ 16 ns. One explanation for this 
observed extra delay was to consider the possibility of excitation of conduction electrons 
due to existence of the interface states [172-176]. However, the relaxation time relevant to 
such excitations was not clear to us, and we were unable to discuss it quantitatively. The 
other possible explanation was to consider the excitation of vibrational modes at the 
gold/Si02 interface [177-179]. Again, because the density of interface states and vibrational 
modes were not clear to us, we could not quantitatively describe the slower rise time of the 
electrical pulse.
7.5 Plasmon oscillation and tunnel current enhancement
In chapter five where a gold SF was irradiated with a pulsed laser, the temperature increase 
mainly was due to the d-band transition. In chapter six, we devised an experiment to 
demonstrate the effect of plasmon oscillations, induced by pulsed laser irradiation, on the 
DC tunnel current between GNIs in a discontinuous GTF.
In order to observe the effect of plasmon oscillations on the tunnel current it was 
necessary to rectify the plasmon-induced AC tunnel currents flowing between adjacent 
GNIs. This became possible by applying a high voltage to the sample where the tunnel 
barriers between GNIs were tilted. The tunnel current enhancement appeared as an electric 
pulse that was recorded in a digital oscilloscope (Fig. 6.3).
The temporal shape of the electric pulse resembled the temporal shape of the pulsed 
laser, indicating that thermal effects were not important. In addition, the other processes 
such as d-band transition, hot electron excitation, multi-photon excitation in our experiment 
were quite negligible. We also found that because of the tunnel barrier tilting, the partial 
rectification increased with increasing DC bias voltage.
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7.6 Outlook to the future
In this thesis, we studied both experimentally and theoretically the conduction mechanism 
in discontinuous GTFs including the optical properties of GNIs. Although, the electrical 
property of discontinuous GTFs suggests that these films can be utilized for application in 
nanotechnologies such as biosensors, chemical sensors, solar cells, and nanoelectronics, we 
pointed out in chapter three that the Coulomb blockade energy of the irregularly shaped 
GNIs cannot be determined theoretically. Therefore, obtaining a formula to calculate the 
Coulomb blockade energy of GNIs in discontinuous GTFs will be beneficial from the 
device designing point of view. In addition, this will allow us to further clarify the validity 
of our approximations that were used in chapters two and three in Eqs. (2.16), (2.17), (3.3) 
and (3.5). In chapter three, it was assumed that the effect of the thermal expansion of the 
substrate on the variation of the Coulomb blockade energy with temperature is negligible. 
Hence, understanding the relation between Coulomb blockade energy of GNIs and tunnel 
gaps in discontinuous GTFs can help to validate such assumption.
In chapter three, it was shown that the gap between GNIs changes with temperature 
because of the thermal expansion of the substrate. The mismatch between the linear thermal 
expansion coefficient of the substrate and the GNIs can affect the resistivity of samples, and 
this also requires some investigation.
In chapter six we used a semi-classical approach and considered barrier tilting as the 
main mechanism for the tunnel current enhancement in a discontinuous GTF. Although, we 
briefly discussed other mechanisms including the Tien-Gordon model to explain the tunnel 
current enhancement, a full quantum approach to analyse our experimental data will be 
quite informative and advantageous. The quantum approach will help us to distinguish the 
rectification approach from the electron excitation mechanism as both of these mechanisms
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can cause tunnel current enhancement. This is very important for device application 
purposes. For example, one can make an ultra fast opto-electrical switch which can operate 
at the optical frequencies using the rectification concept, whereas the same structure will 
not be considered as a switch if one considers the electron excitation as the main 
mechanism for the tunnel current enhancement.
In this thesis we discussed that how discontinuous GTFs can be used in 
nanotechnologies. There are other nanostructures which can also contribute to the 
development of nanotechnologies. Single-walled carbon nanotubes (SWCNTs) are one of 
them. Using chemical vapour deposition (CVD) techniques, a network of SWCNTs can be 
fabricated for application in nanotechnologies Figs. 7.1(a)-(b) [245].
FIG. 7.1. The FESEM images of a network of SWCNTs at (a) low and (b) high 
resolution [245].
The electrical property of SWCNTs can be controlled by adjusting their diameters. 
The diameter of metallic NI catalysts plays a determining role in the fabrication of 
SWCNTs [245]. Therefore, a regular array of metal NIs can be used to fabricate an array of 
SWCNTs with a uniform diameter distribution that SWCNTs will have similar electrical 
properties. The MDA method introduced in chapter one can be employed to fabricate an 
assembly of metallic NIs with some controllability on the size distribution of NIs.
Figures 7.2(a)-(b) shows FESEM images of two GNI TFs, in order to demonstrate
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the effect of the MDA method on the size distribution of GNIs we have plotted 3D 
reconstructed images of Figs 7.2(a)-(b) including the GNI size distributions in Figs. 7.3(a)- 
(b). Figure 7.3(b) clearly shows that MDA technique can be used to fabricate a GNI catalyst 
with a relatively uniform size distribution. Therefore, if one uses such GNI assemblies as a 
catalyst, a network of SWCNTs with a uniform diameter distribution can be fabricated. As 
a result, SWCNTs in the network will demonstrate a similar electrical property which is 
quite important in nanoelectronics.
FIG. 7.2. The FESEM images of GNIs deposited by dc magnetron on a SiCh/Si substrate at 
room temperature, (a) then annealed at 200 °C for 15 min (b) the deposition/annealing cycle 
was repeated 5 times. The second nanoarray demonstrates much better size and spatial 
uniformity [246].
FIG. 7.3. 3D reconstructions and GNI size distribution functions of the samples illustrated 
in Figs. 7.2(a)-(b) [246].
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Appendix A
The tunnel current between two metallic NIs
The tunnel current between two coupled NIs can be written as
I  = ~  I T(Ef )| V  ( £f ) £  { / ( £ - eV n ) [ \ - f ( E  - E c)]
- f ( E ) [ l - f ( E - e V n - E c)]}dE
In order to obtain this integral we use the following equations
f f (E)dE = E - k BT In
(  e - e f
kRT
\
+ 1
)
/ ( - £ )  = ! - / ( £ )  = 1 + e
- e +e f \
kKT
-1
/ ( £ ) [ ! - / ( £  + A £ )] = -  A
i  E—Ef - E-AE+EF -AE  \  ^
\ + e kl,T +e k“T + e khT 
V )
E+AE-Ef 
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(  - A E  \
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From Eqs. (A .4) and (A .5) we find
f ( E ) [ l - f ( E  + AE)\ = f ( E ) - f ( E  + AE)
\ —e
-AE
kBT
(A . l )
(A.2)
(A .3)
(A.4)
(A.5)
(A.6)
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Using Eqs. (A.2) and (A.6) we obtain the integral in Eq. (A.l) as
I  = ^ ± \ T ( E Ff  p 2(EF)
(  E - e V n - E F > (  e - e c - e f  \
E - k BT In e keT +1 -  E + kBT In e keT +1
L ) \  )
Ec-eVx:
l - e  k°T
( E~Ep ^ f  E-eVn -E c- E F \E - k BT In e keT +1 — E + kBT In kRTe B + 1
V J v z
E c + e V n
l - e  ksT
>
Now Eq. (A.7) can be written as
/  = lim % n~e
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_ k„T
In +  1E-eVn -E ,
kuT + 1
(  E-eVxl-E c- E i 
kRT
In + 1E -E t
e k*T +1
E -e V ,12 E,+eVt,
1 knTl - e  B 1 kRTl - e  B
Because eV \2 «  Ep, kpT«  Ep, Ec «  Ep, and Ep «  E, we obtain the total current as
i = ^ \ n E F f  p \ e f )
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