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Fragmentation processes with an initial mass converging
to infinity
Be´ne´dicte Haas∗
Abstract
We consider a family of fragmentation processes where the rate at which a particle
splits is proportional to a function of its mass. Let F
(m)
1 (t), F
(m)
2 (t), ... denote the
decreasing rearrangement of the masses present at time t in a such process, starting
from an initial mass m. Let then m → ∞. Under an assumption of regular variation
type on the dynamics of the fragmentation, we prove that the sequence (F
(m)
2 , F
(m)
3 , ...)
converges in distribution, with respect to the Skorohod topology, to a fragmentation
with immigration process. This holds jointly with the convergence of m − F (m)1 to a
stable subordinator. A continuum random tree counterpart of this result is also given:
the continuum random tree describing the genealogy of a self-similar fragmentation
satisfying the required assumption and starting from a mass converging to ∞ will
converge to a tree with a spine coding a fragmentation with immigration.
Key words. Fragmentation, immigration, weak convergence, regular variation, con-
tinuum random tree.
A.M.S. Classification. 60J25, 60F05.
1 Introduction and main results
We consider Markovian models for the evolution of systems of particles that undergo split-
ting, so that each particle evolves independently of others with a splitting rate proportional
to a function of its mass. In [8], Bertoin obtains such fragmentation model with some self-
similarity property by cutting the Brownian Continuum Random Tree (CRT) of Aldous
[1],[2] as follows: for all t ≥ 0, remove all the vertices of the Brownian CRT that are located
under height t and consider the connected components of the remaining vertices. Next, set
FBr ,(1)(t) := (F
Br,(1)
1 (t), F
Br,(1)
2 (t), ...) for the decreasing sequence of masses of these con-
nected components: FBr ,(1) is then a fragmentation process starting from (1, 0, ...) where
fragments split with a rate proportional to their mass to the power −1/2.
On the other hand, Aldous [1] shows that the Brownian CRT rescaled by a factor 1/ε
converges in distribution to an infinite CRT composed by an infinite baseline [0,∞) on which
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are attached compact CRT’s distributed, up to a scaling factor, as the Brownian CRT. In
terms of fragmentations, his result implies that
ε−2(F
Br,(1)
2 (ε·), FBr,(1)3 (ε·), ...) law→ FIBr as ε→ 0
where FIBr is some fragmentation with immigration process constructed from the infinite
Brownian CRT of Aldous. Equivalently, if FBr ,(m) denotes the Brownian fragmentation
starting from (m, 0, ...),
(F
Br ,(m)
2 , F
Br,(m)
3 , ...)
law→ FIBr as m→∞.
Motivated by this example, our goal is to characterized in terms of fragmentation with
immigration processes the limiting behavior of
(m− F (m)1 , F (m)2 , F (m)3 , ...) as m→∞
for some general fragmentations F (m) where the rates at which particles split are proportional
to a function τ of their mass. In cases where τ is a power function, this will give the
asymptotic behavior of (1− F (1)(ε·), F (1)2 (ε·), ...) as ε→ 0.
This paper is organized as follows. In the remainder of this section, we first introduce the
fragmentation and fragmentation with immigration processes we will work with (Subsection
1.1) and then state the main results on the limiting behavior of F (m) (Subsection 1.2). These
results are proved in Section 2. Sections 3, 4 and 5 are devoted to fragmentations with a
power function τ . Section 3 concerns the behavior near 0 of such fragmentations starting
from (1, 0, ...). Section 4 deals with the asymptotic behavior as m→∞ of some CRT repre-
sentations of the fragmentations F (m). Section 5 is an application of these results to a family
of fragmentations, namely the “stable fragmentations”, introduced by Miermont [26],[27].
Last, Section 6 is an Appendix containing some technical proof and some generalization of
our results to fragmentations with erosion.
1.1 Fragmentation and fragmentation with immigration processes
1.1.1 (τ ,ν)-fragmentations
For us, the only distinguishing feature of a particle is its mass, so that the fragmentation
system is characterized at a given time by the decreasing sequence s1 ≥ s2 ≥ ... ≥ 0 of
masses of particles present at that time. We shall then work in the state space
l↓1 :=
{
s = (si)i≥1 : s1 ≥ s2 ≥ ... ≥ 0 :
∑
i≥1
si <∞
}
which is equipped with the distance
d(s, s′) :=
∑
i≥1
|si − s′i| .
The dust state (0, 0, ...) is rather denoted by 0. Consider then (F (t), t ≥ 0), a ca`dla`g l↓1-valued
Markov process, and denote by F (m) a version of F starting from (m, 0, ...).
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Definition 1 The process F is called a fragmentation process if
• for all m, t ≥ 0, ∑i≥1 F (m)i (t) ≤ m
• for all t0 ≥ 0, conditionally on F (t0) = (s1, s2, ...), (F (t0 + t), t ≥ 0) is distributed as
the process of the decreasing rearrangements of F (s1)(t), F (s2)(t), ... where the F (si)’s are
independent versions of F starting respectively from (si, 0, 0, ...), i ≥ 1.
When F (m)
law
= mF (1) for all m, the fragmentation is usually called homogeneous. Such
homogeneous processes have been studied by Bertoin [7] and Berestycki [4]. In particular, one
knows that when the process is pure-jump, its law is characterized by a so-called dislocation
measure ν on
l↓1,≤1 := {s ∈l↓1 :
∑
i≥1
si ≤ 1, s1 < 1}
that integrates (1 − s1) and that describes the jumps of the process. Informally, each mass
s will split into masses ss1, ss2, ...,
∑
i≥1 si ≤ 1, at rate ν(ds). We call such process a ν-
homogeneous fragmentation. To be more precise, the papers [7],[4] give a construction of the
fragmentation based on a Poisson point process (ti, (s(ti), k(ti)))i≥1 on l
↓
1,≤1×N with intensity
measure ν⊗#, where # denotes the counting measure on N. The construction is so that, at
each time ti, the k(ti)-th mass F
(m)
k(ti)
(ti−) splits in masses s1(ti)F (m)k(ti)(ti−), s2(ti)F
(m)
k(ti)
(ti−),...,
the other masses being unchanged. The sequence F (m)(ti) is then the decreasing rearrange-
ment of these new masses and of the unchanged masses F
(m)
k (ti−), k 6= k(ti).
General setting. In this paper, we are more generally interested in pure-jump fragmen-
tation processes where particles with mass s split at rate τ (s)ν(ds), where τ denotes some
continuous strictly positive function on (0,∞).When ν is finite, this means that each particle
with mass s waits an exponential time with parameter τ(s)ν(l↓1,≤1) before splitting, and when
it splits, it divides into particles with masses sS1, sS2, ..., where (S1, S2, ...) is independent
of the splitting time and is distributed according to ν(·)/ν(l↓1,≤1). When ν is infinite, the
particles split immediately. In all cases, these models are constructed from homogeneous
fragmentations using time-changes depending on τ . This is detailed below. Let us just add
here that in the sequel, we will always focus on such (τ , ν) fragmentations where
- τ is monotone near 0
- ν(
∑
i≥1 si < 1) = 0,
(H)
the hypothesis on ν meaning that the fragments do not lose mass within sudden dislocations.
Construction. The distribution of each (τ , ν)-fragmentation is constructed through time-
changes of a ν-homogeneous fragmentation starting from (1, 0, ...) in the following man-
ner (see [17] for details): let F (1),hom be a ν-homogeneous fragmentation starting from
(1, 0, ...) and consider a family
(
Ihom(t), t ≥ 0) of nested random open sets of (0, 1) such
that F (1),hom(t) is the decreasing sequence of the lengths of interval components of Ihom(t),
for all t ≥ 0. One knows ([8],[4]) that such interval representation of the fragmentation
always exists. For x ∈ (0, 1), t ≥ 0, call Ihomx (t) the connected component of Ihom(t) that
contains x, with the convention Ihomx (t) := ∅ if x /∈ Ihom(t). Introduce then the time-changes
Tmx (t) := inf
{
u ≥ 0 :
∫ u
0
dr
τ (m |Ihomx (r)|)
> t
}
, (1)
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where
∣∣Ihomx (r)∣∣ denotes the length of the interval Ihomx (r) and, by convention, τ (0) := ∞
and inf{∅} :=∞. Clearly, the open sets of (0, 1)
Iτ (t) :=
⋃
x∈(0,1)
Ihomx (T
m
x (t)), t ≥ 0,
are nested and we call F (m)(t) the decreasing rearrangement of m times the lengths of the
intervals components of Iτ (t), t ≥ 0. The process F (m) is then the required fragmentation
process starting from (m, 0, ...) with splitting rates τ (s)ν(ds) (Proposition 1, [17]).
Self-similar fragmentations. When τ(s) = sα for some α ∈ R, the fragmentation is
called self-similar with index α, since F (m)
law
= mF (1)(mα·) for all m > 0. These self-similar
fragmentations processes have been extensively studied by Bertoin [7],[8],[9].
Two classical examples. The Brownian fragmentation is a self-similar fragmentation
process constructed from a normalized Brownian excursion e(m) with length m as follows:
for each t, FBr ,(m)(t) is the decreasing rearrangement of lengths of connected components
of {x ∈ (0, m) : 2e(m)(x) > t}. Equivalently it can be constructed from the Brownian
continuum random tree of Aldous by removing vertices under height t, as explained in the
introduction (precise definition of continuum random trees are given in Section 4). The index
of self-similarity is then −1/2 and Bertoin [8] proves that the dislocation measure is given
by
νBr (s1 ∈ dx) = (2πx3 (1− x)3)−1/2dx, x ∈ [1/2, 1) , and νBr (s1 + s2 < 1) = 0, (2)
this second property meaning that each fragment splits into two pieces when dislocating.
On the other hand, by logging the Brownian continuum random tree along its skeleton,
Aldous and Pitman [3] have introduced a self-similar fragmentation FAP with index 1/2
which is transformed by an exponential time-reversal into the standard additive coalescent.
This Aldous-Pitman fragmentation is in some sense dual to the Brownian one: its dislocation
measure is also νBr (see [8]).
Loss of mass. Consider the total mass M (m)(t) =
∑
i≥1 F
(m)
i (t) of macroscopic particles
present at time t in a fragmentation F (m). When the fragmentation rate of small particles
is sufficiently high, some mass may be lost to dust (i.e. a large quantity of microscopic - or
0-mass - particles arises in finite time), so that the mass M (m)(t) decreases to 0 as t → ∞.
Such phenomenon does not depend on the initial mass m and happens, for example, as soon
as
∫
0+
dx/(xτ (x)) < ∞. We refer to [17] for some necessary and sufficient condition. An
interesting fact is that the mass M (m) decreases continuously:
Proposition 2 The function t 7→M (m)(t) is continuous on [0,∞) .
This will be useful for some forthcoming proofs. A proof is given in the Appendix.
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1.1.2 (τ ,ν,I)-fragmentations with immigration
Let I be the set of measures on l↓1 that integrate (
∑
j≥1 sj) ∧ 1. Two such measures I, J
are considered to be equivalent if their difference I − J puts mass only on {0}. Implicitly,
we always identify a measure with its equivalence class. In particular, in the following, we
will often do the assumption I(l↓1) 6= 0, which means that I puts mass on some non-trivial
sequences. Endow then I with the distance
D(I, J) = sup
f∈F
∣∣∣∣∣
∫
l↓1
f(s)(I − J)(ds)
∣∣∣∣∣ (3)
where F is the set of non-negative continuous functions on l↓1 such that f(s) ≤ (
∑
j≥1 sj)∧1.
The function s 7→ (∑j≥1 sj) ∧ 1 belongs to F and therefore I is closed. It is called the set
of immigration measures.
Definition 3 Let ((ri,u
i) , i ≥ 1) be a Poisson point process (PPP) with intensity I ∈ I and,
conditionally on this PPP, let F (u
i
j), i, j ≥ 1, be independent (τ , ν) fragmentations starting
respectively from uij, i, j ≥ 1. Then consider for each t ≥ 0, the decreasing rearrangement
FI(t) :=
{
F
(uij)
k (t− ri), ri ≤ t, j, k ≥ 1
}↓
∈ l↓1.
The process FI is called a fragmentation with immigration process with parameters (τ , ν, I).
When there is no fragmentation (ν(l↓1,≤1) = 0), we rather call such process a pure immi-
gration process with parameter I and we denote it by (I(t), t ≥ 0).
This means that at time ri, particles with masses u
i
1, u
i
2, ... immigrate and then start to
fragment independently of each other (conditionally on their masses), according to a (τ , ν)
fragmentation. The initial state is 0. Note that the total mass of immigrants until time t
σI(t) :=
∑
ri≤t,j≥1
uij (4)
is a.s. finite and therefore that the decreasing rearrangement FI(t) indeed exists and is in
∈ l↓1. The process σI is a subordinator, i.e. an increasing Le´vy process. We refer to the
lecture [6], for backgrounds on subordinators. In particular, we recall that a subordinator σ
is characterized by its Laplace exponent, which is a function φσ such that E[exp(−qσ(t))] =
exp(−tφσ(q)), for all q, t ≥ 0.
Note also that FI is ca`dla`g, since the F (u
i
j) are ca`dla`g, since dominated convergence
applies and since, clearly, the following result holds.
Lemma 4 For all integers 1 ≤ n ≤ ∞, let xn = (xni , i ≥ 1) be a sequence of non-negative
real numbers such that
∑
i≥1 x
n
i < ∞ and let xn↓ denotes its decreasing rearrangement. If∑
i≥1 |xni − x∞i | → 0, then
∑
i≥1 |xn↓i − x∞↓i | → 0, i.e. xn↓ → x∞↓ in l↓1.
Equilibrium for such fragmentation with immigration processes has been studied in [18]
in a slightly less general context.
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1.2 Main results: asymptotics of F (m)
From now on, we suppose that ν(l↓1,≤1) 6= 0. Introduce then for all m ≥ 0, the measure
νm ∈ I defined for all non-negative measurable functions f on l↓1 by∫
l↓1
f(s)νm(ds) :=
∫
l↓1,≤1
f(s2m, s3m, ...)ν(ds).
Set also
ϕν(m) :=
(
ν
(
s1 < 1−m−1
))−1
= 〈νm, 1{∑i≥1 si>1}〉−1
which is finite for m large enough and converges to 0 as m→∞ when ν(l↓1,≤1) =∞.
We are now ready to state our main result. We remind that the distance on I is defined
by (3). Also, the set of ca`dla`g paths in R+×l↓1 is endowed with the Skorohod topology.
Theorem 5 Let F be a (τ , ν) fragmentation and suppose that τ(m)νm → I, I(l↓1) 6= 0, as
m→∞. Then, (
m− F (m)1 , (F (m)2 , F (m)3 , ...)
)
law→ (σI , F I) as m→∞
where FI is a fragmentation with immigration with parameters (τ , ν, I), starting from 0 and
σI is the process (4) corresponding to the total mass of particles that have immigrated until
time t, t ≥ 0.
In some sense, letting m→∞ in F (m) creates an infinite amount of mass that regularly
injects into the system some groups of finite masses which then undergo fragmentation. A
similar phenomenon has been observed in the study of some different processes conditioned
on survival (see e.g. [11],[13],[15],[25]).
Example. Recall the characterization (2) of the Brownian dislocation measure νBr . Clearly,
m−1/2νBr ,m → IBr where the measure IBr is defined by
IBr(s1 ∈ dx) = (2πx3)−1/2dx, x > 0, and IBr(s2 > 0) = 0. (5)
So the previous theorem applies to the Brownian fragmentation and the fragmentation with
immigration appearing in the limit has parameters
(
τ : x 7→ x−1/2, νBr , IBr
)
. The Le´vy mea-
sure of the subordinator σIBr is simply IBr(s1 ∈ dx). Informally, this corresponds to the
convergence, mentioned in the introduction, of the Brownian CRT to a tree with a spine on
which are branched rescaled Brownian CRTs. This tree with a spine codes (see Section 4 for
precise statements) the above
(
τ : x 7→ x−1/2, νBr , IBr
)
fragmentation with immigration.
Other examples are given in Section 5.1.
The assumption on the convergence of τ(m)νm may seem demanding and, clearly, is not
always satisfied. A moment of thought, using test-functions of type fa(s) = 1{∑i≥1 si>a},
a > 0, leads to the following result.
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Lemma 6 Suppose that τ(m)νm converges to some measure I, I(l
↓
1) 6= 0, as m→∞. Then
both τ and ϕν vary regularly at ∞ with some index −γν , γν ∈ (0, 1) and τ(m) ∼ Cϕν(m) as
m→∞, for some constant C > 0. As a consequence, the limit I is γν-self-similar, that is∫
l↓1
f(as1, as2, ...)I (ds) = a
γν
∫
l↓1
f(s)I (ds) for all a > 0, f ∈ F ,
which in turn implies that σI is a stable subordinator with index γν and Laplace exponent
CΓ(1− γν)qγν , q ≥ 0.
Hence Theorem 5 applies to measures ν such that ϕν(m)νm converges, coupled together
with functions τ whose behavior at ∞ is proportional to that of ϕν . Note in particular that
the speed of fragmentation of small particles plays no role in the existence of a limit.
Remark then that it is possible to construct from any γ-self-similar immigration measure
I, I(l↓1) 6= 0, γ ∈ (0, 1), some dislocation measures ν such that ϕν(m)νm converge1 to I,
which gives a large class of measures ν to which Theorem 5 applies. Also, note that when
the fragmentation is binary (i.e. when ν(s1 + s2 < 1) = 0), the convergence of ϕν(m)νm
holds as soon as ϕν varies regularly at ∞ with some index in (−1, 0).
For functions τ such that (ϕν/τ)(m) converges to 0 or∞, a first computation shows that,
provided ϕν(m)νm converges and τ varies regularly at ∞:
- (ϕν/τ )(m)→ 0⇒ (m− F (m)1 (1), F (m)2 (1)) law→ (∞,∞)
- (ϕν/τ )(m)→∞⇒ (m− F (m)1 (1), (F (m)2 (1), F (m)3 (1), ...)) law→ (0, 0).
One way to avoid these trivial limits is to consider the process F (m) up to a time change:
Theorem 7 Suppose that τ varies regularly at ∞, and that ϕν(m)νm → I as m→∞.
(i) If (ϕν/τ)(m)→ 0, then, as m→∞,
((m− F (m)1 ((ϕν/τ )(m)·)), F (m)2 ((ϕν/τ)(m)·) , F (m)3 ((ϕν/τ)(m)·) , ...) law→ (σI , (I(t), t ≥ 0)),
where (I(t), t ≥ 0) is a pure immigration process with parameter I.
(ii) If (ϕν/τ )(m) → ∞ and the fragmentation loses mass to dust, then the following finite-
dimensional convergence holds as m→∞,
((m− F (m)1 ((ϕν/τ )(m)·)), F (m)2 ((ϕν/τ)(m)·) , F (m)3 ((ϕν/τ)(m)·) , ...) law→
f.d.
(σI , 0).
The assertion (ii) is not valid when the fragmentation does not lose mass, since the
quantity m −∑i≥1 F (m)i ((ϕν/τ)(m)) is then equal to 0 and so cannot converge to σI(1).
However, a result similar to that stated in (ii) holds for fragmentations that do not lose
mass, provided that the distance d is replaced by the distance of uniform convergence on
l↓1. Also, the reason why the limit in this statement (ii) holds only in the finite dimensional
1For example, define ν by
∫
S↓ f(s)ν(ds) :=
∫
l
↓
1
f(1 − ∑j≥1 sj , s1, s2, ...)1{s1≤1−∑ j≥1 sj}I(ds). Clearly,
ν(
∑
j≥1 sj 6= 1) = 0, ν integrates (1− s1) and m−γνm → I.
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sense and not with respect to the Skorohod topology, is, informally, that the functional limit
of (F
(m)
2 ((ϕν/τ)(m)·) , F (m)3 ((ϕν/τ)(m)·) , ...) cannot be ca`dla`g.
Another remark is that under the assumptions of the first statement, the processes
F
(m)
i ((ϕν/τ)(m)·), i ≥ 2, although not increasing, converge as m → ∞ to some increas-
ing processes. In particular, F
(m)
2 ((ϕν/τ)(m)·) converges to (∆a1(t), t ≥ 0) where ∆a1(t) is the
largest jump before time t of some stable subordinator with Laplace exponent aΓ(1−γν)qγν ,
q ≥ 0, and a = limm→∞ ϕν(m)ν(s2 > m−1) (this limit exists, although s 7→ 1{s1>1} /∈ F ,
because I(s1 ∈ dx) is absolutely continuous, as a consequence of the self-similarity). In case
ν is binary, one more precisely has:
Corollary 8 Suppose that ν is binary and suppose that ϕν varies regularly at ∞ with some
index −γν , γν ∈ (0, 1). Then, if α > −γν,
((m− F (m)1 ((ϕν/τ)(m)·)), F (m)2 ((ϕν/τ )(m)·) , F (m)3 ((ϕν/τ )(m)·) , ...) law→ (σ,∆1,∆2, ...)
where σ is a stable subordinator with Laplace exponent Γ(1 − γν)qγν and (∆1(t),∆2(t), ...)
the decreasing sequence of its jumps before time t, t ≥ 0.
Example. This can be applied to the Aldous-Pitman fragmentation, since ϕνBr (m) ∼
π1/2(2m)−1/2. We get that
((m− FAP,(m)1 (m−1·)), FAP,(m)2 (m−1·), FAP,(m)3 (m−1·), ...) law→ (σAP ,∆AP1 ,∆AP2 , ...)
where σAP is a stable subordinator with Laplace exponent
√
2q1/2 and (∆AP1 (t),∆
AP
2 (t), ...)
the decreasing sequence of its jumps before time t, t ≥ 0. Aldous and Pitman [3], Corollary
13, obtained this result by studying size-biased permutations of their fragmentation.
Other explicit (and non-binary) examples are studied in Section 5.2.
2 Proofs
The main lines of the proofs of Theorems 5 and 7 are quite similar. We first give a detailed
proof of Theorem 5 and then explain how it can be adapted to prove Theorem 7. We will
need the following classical result on Skorohod convergence (see Proposition 3.6.5, [14]).
Lemma 9 Consider a metric space (E, dE) and let fn, f be ca`dla`g paths with values in E.
Then fn → f with respect to the Skorohod topology if and only if the three following assertions
are satisfied for all sequences tn → t, tn, t ≥ 0 :
(a) min(dE(fn(tn), f(t)), dE(fn(tn), f(t−)))→ 0
(b) dE(fn(tn), f(t))→ 0 ⇒ dE(fn(sn), f(t))→ 0 for all sequences sn → t, sn ≥ tn
(c) dE(fn(tn), f(t−))→ 0 ⇒ dE(fn(sn), f(t−))→ 0 for all sequences sn → t, sn ≤ tn
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2.1 Proof of Theorem 5
In this section it is supposed that τ(m)νm → I, I(l↓1) 6= 0, as m → ∞. Our goal is then
to prove Theorem 5, which is a corollary of the forthcoming Lemma 11. In order to state
and prove this lemma, we first introduce some notations and give some heuristic geometric
description of what is happening. There is no loss of generality in supposing that the (τ , ν)
fragmentations F (m), m ≥ 0, are constructed from the same ν-homogeneous one, which is
done in the following.
2.1.1 Heuristic description
We first give a geometric description of the fragmentation F (m), which may be viewed as a
baseline B = [0,∞) on which fragmentation processes are attached.
Let Λ(m) be the process obtained by following at each dislocation the largest sub-fragment.
According to the Poissonian construction of homogeneous fragmentation processes and the
time-change between ν-homogeneous and (τ , ν)-fragmentations (see Section 1.1.1), the pro-
cess Λ(m) is constructed from some Poisson point process ((ti, s
i) , i ≥ 1) (independent of m)
with intensity measure ν as follows: if ξ denotes the subordinator defined by
ξ(t) :=
∑
ti≤t
(− log(si1)), t ≥ 0, (6)
and ρ(m) the time change
ρ(m)(t) := inf
{
u :
∫ u
0
dr/τ(m exp(−ξ(r))) > t
}
, (7)
then
Λ(m)(t) = m exp(−ξ(ρ(m)(t))), t ≥ 0. (8)
The set of jump times of Λ(m) is {tmi := ρ−(m)(ti), i ≥ 1}.
The evolution of the fragmentation F (m) then relies on the point process ((tmi , s
i), i ≥ 1):
at time tmi , the fragment with mass Λ
(m)(tmi −) splits to give a fragment with mass Λ(m)(tmi ) =
Λ(m)(tmi −)si1 and smaller fragments with masses Λ(m)(tmi −)sij , j ≥ 2. For j ≥ 2, call
F (Λ
(m)(tmi −)s
i
j) the fragmentation describing the evolution of the mass Λ(m)(tmi −)sij and con-
sider that it is branched at height tmi on the baseline B. Then the process F (m) is obtained by
considering for each t ≥ 0 all fragmentations branched at height tmi ≤ t and by ordering in
the decreasing order the terms of sequences F (Λ
(m)(tmi −)s
i
j)(t− tmi ), tmi ≤ t, j ≥ 2, and Λ(m)(t).
In some sense, there is then a tree structure under this baseline with “fragmentation” leaves.
This will be discussed in Section 4.
Similarly, a (τ , ν, I) fragmentation with immigration FI can be viewed as the baseline
B with fragmentations leaves F (uij), j ≥ 1, attached at time ri, where ((ri,ui), i ≥ 1) is a
Poisson point process with intensity I and F (u
i
j), i, j ≥ 1, some (τ , ν) fragmentations starting
respectively from uij, i, j ≥ 1, that are independent conditionally on ((ri,ui), i ≥ 1).
Now, to see the connection between these descriptions and the result we want to prove on
the convergence of (F
(m)
2 , F
(m)
3 , ...) to FI, note that the processes Λ
(m) and F
(m)
1 , although
different, coincide at least when Λ(m)(t) ≥ m/2, since Λ(m)(t) is then the largest fragment
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of F (m)(t). Fix t0 < ∞. It is easily seen that under the assumption τ (m)νm → I (which
in particular implies that τ(m) → 0 as m → ∞), a.s. ρ(m)(t0) → 0 as m → ∞, which
in turn implies that for large m’s and all t ≤ t0, Λ(m)(t) ≥ m/2, and therefore Λ(m)(t) =
F
(m)
1 (t). In particular (F
(m)
2 (t), F
(m)
3 (t), ...) is then the decreasing rearrangement of the terms
of sequences F (Λ
(m)(tmi −)s
i
j)(t− tmi ), tmi ≤ t, j ≥ 2.
Hence, informally, one may expect that the process (F
(m)
2 , F
(m)
3 , ..) converges in law to
FI as soon as (Λ(m)(tmi −)sij , i ≥ 1, j ≥ 2) converges to (uij, i, j ≥ 1), and (tmi , i ≥ 1) to
(ri, i ≥ 1). The statement of these convergences is made rigorous in the forthcoming Lemma
10, which is then used to prove the required Lemma 11.
2.1.2 Convergence of the point processes
Consider the set [0,∞)× l↓1 endowed with the product topology (which makes it Polish) and
introduce the set R[0,∞)×l↓1 of Radon point measures on [0,∞)× l
↓
1 that integrate 1{t≤t0} ×∑
j≥1 sj , for all t0 ≥ 0. Two such measures are considered to be equivalent if their difference
puts mass only on [0,∞) × {0}. Again, we shall implicitly identify a measure with its
equivalence class. Introduce then F[0,∞)×l↓1 , the set of R
+-valued continuous functions f on
[0,∞) × l↓1 such that f(t, s) ≤ 1{t≤t0}
∑
j≥1 sj for some t0 ≥ 0 (we shall denote by tf0 such
t0’s) and equip R[0,∞)×l↓1 with the topology induced by the convergence µn → µ⇔ 〈µn, f〉 →〈µ, f〉 for all f ∈ F[0,∞)×l↓1 . With respect to this topology, one has
Lemma 10
∑
i≥1 δ(tmi ,(Λ(m)(tmi −)sij)j≥2)
law→∑i≥1 δ(ri,ui) as m→∞.
Proof. We first point out that µm :=
∑
i≥1 δ(ti/τ(m),(msij )j≥2) converges in distribution to
µ :=
∑
i≥1 δ(ri,ui). Indeed, both measures belong to R[0,∞)×l↓1 and according to Theorems 4.2
and 4.9 of Kallenberg [22], the convergence in distribution of µm to µ is equivalent to the
convergence of all Laplace transforms E [exp(−〈µm, f〉)] to E [exp(−〈µ, f〉)] , f ∈ F[0,∞)×l↓1 ,
which is easily checked: fix such function f and apply Campbell formula (see e.g. [23]) to
the Poisson point processes ((ti, s
i), i ≥ 1) to obtain
E [exp(−〈µm, f〉)] = exp
(
−τ (m)
∫
[0,tf0 ]×l
↓
1
(1− exp(−f(u, s)))(du⊗ νm(ds))
)
.
Clearly, the function Ff : s 7→
∫ tf0
0
(1 − exp(−f(u, s)))du is continuous and bounded by
tf0((
∑
j≥1 sj) ∧ 1). Therefore 〈τ(m)νm, Ff〉 → 〈I, Ff〉, which in turn implies that
E [exp(−〈µm, f〉)]→ E [exp(−〈µ, f〉)]. Hence µm law→ µ.
Then, using Skorohod’s representation theorem (our set of point measures is Polish, see
e.g. Appendix A7 of Kallenberg [22]), one may suppose that µm → µ a.s. To simplify, we
work in the rest of the proof with the representation of the measure µ (resp. µm, m ≥ 0)
that does not put mass on [0,∞)×{0}. We then call σm a (random) permutation such that
tσm(i)/τ(m) → ri and (msσ
m(i)
j )j≥2) → ui, ∀i ≥ 1, a.s. This leads us to the a.s. pointwise
convergence
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rmi : = t
m
σm(i) = ρ
−(m)(tσm(i))→ ri (9)
zi,m : = (ms
σm(i)
j )j≥2 → ui
ui,m : = (Λ(m)(tmσm(i)−)sσ
m(i)
j )j≥2 → ui.
Indeed, as noticed in Lemma 6, the assumption τ (m)νm → I, I(l↓1) 6= 0, implies that τ
varies regularly at ∞ with index −γν ∈ (0, 1). In particular τ(m)→ 0 and then tσm(i) → 0.
This implies that Λ(m)(tmσm(i)−) = m exp(−ξ(tσm(i)−)) ∼ m and then that ui,m → ui. Next,
because of the regular variation of τ , one knows (see Potter’s Theorem, Th.1.5.6 [10]) that
there exists for all A > 1, ε > 0, some constant M(A, ε) ≥ 0 such that
A−1 exp((−γν − ε)ξ(r)) ≤
τ (m)
τ(m exp(−ξ(r))) ≤ A exp((−γν + ε)ξ(r)), (10)
for all m, r such that m exp(−ξ(r)) ≥M(A, ε). This implies that
τ (m)
∫ tσm(i)
0
dr/τ(m exp(−ξ(r))) ∼
∞
tσm(i)
and therefore that rmi = ρ
−(m)(tσm(i))→ ri as m→∞.
It remains to prove that (a.s.)
∑
i≥1 δ(rmi ,ui,m) →
∑
i≥1 δ(ri,ui). So fix f ∈ F[0,∞)×l↓1 and
choose some tf0 and C > 1 such that t
f
0C /∈ {ri, i ≥ 1}. Then fix η > 0 and take i0 such that∑
i>i0,ri≤t
f
0C
∑
j≥1 u
i
j < η. Since µm → µ and tf0C 6= ri, i ≥ 1, one has∑
i>i0,(tσm(i)/τ(m))≤t
f
0C
∑
j≥2
(ms
σm(i)
j ) < η
for m large enough. Next, we claim that there exists some m0 such that for all m ≥ m0 and
t ≥ 0, ρ−(m)(t) ≤ tf0 leads to (t/τ(m)) ≤ tf0C, at least if C has been chosen large enough.
Indeed, for m large enough, the left hand side of (10) is valid uniformly in t, ∀t ≤ 1. Taking
C larger if necessary, we get that (t/τ(m))C−1 ≤ ρ−(m)(t), ∀t ≤ 1, hence that ρ−(m)(t) ≤ tf0
implies (t/τ (m)) ≤ Ctf0 , ∀t ≤ 1. On the other hand, still for m large enough, ρ−(m)(1) > tf0
(since τ(m)→ 0), and a fortiori ρ−(m)(t) > tf0 for all t ≥ 1. This leads to the claim. So, for
m large enough, rmi ≤ tf0 implies (tσm(i)/τ (m)) ≤ tf0C, and therefore∑
i>i0,rmi ≤t
f
0
∑
j≥2
(ms
σm(i)
j ) < η.
Consequently (using that ui,mj ≤ msσ
m(i)
j+1 , j ≥ 1),∣∣∣∑
i≥1
(f(rmi ,u
i,m)− f(ri,ui)
∣∣∣ ≤∑
i≤i0
∣∣f(rmi ,ui,m)− f(ri,ui)∣∣+ 2η.
At last, using first the pointwise convergence (9) for the finite sum on i ≤ i0 and then letting
η → 0, one obtains the required ∑i≥1 f(rmi ,ui,m) → ∑i≥1 f(ri,ui). Let us also point out
that, exactly in the same way, one obtains
∑
i≥1 δ(rmi ,zi,m) →
∑
i≥1 δ(ri,ui) a.s.
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2.1.3 A.s. convergence of versions of (m−F (m)1 , (F (m)2 , ...)) to a version of (σI , F I)
In the following, we keep the notations rmi , z
i,m, ui,m introduced in the proof above and we re-
call that we may suppose that
∑
i≥1 δ(rmi ,ui,m) and
∑
i≥1 δ(rmi ,zi,m) converge to
∑
i≥1 δ(ri,ui) a.s.
Consider then some i.i.d. family of ν-homogeneous fragmentations issued from (1, 0, ...), say
F hom,(i,j), i, j ≥ 1, and for each pair (i, j), construct from F hom,(i,j) some (τ , ν)-fragmentations
F (u
i,m
j ), m ≥ 1, and F (uij), starting respectively from ui,mj , m ≥ 1, and uij. Extend the def-
inition of these processes to t ∈ R∗− by setting F (ui,mj )(t) = F (uij)(t) := 0. Then for t ≥ 0,
let
F (i,j),m(t) := F (u
i,m
j )(t− rmi ) (11)
and set
Λ
(m)
(t) := m
∏
rmi ≤t
(
1−m−1
∑
j≥1
zi,mj
)
. (12)
The process Λ
(m)
is distributed as Λ(m) since
∑
j≥1 s
i
j = 1 ν-a.e. for all i ≥ 1. The point
is then that the process F
(m)
obtained by considering for each t ≥ 0 the decreasing rear-
rangement of the terms Λ
(m)
(t), F
(i,j),m
k (t), i, j, k ≥ 1, is distributed as F (m). Furthermore,
if t0 <∞ is fixed, then a.s. for m large enough and all 0 ≤ t ≤ t0, F (m)1 (t) = Λ(m)(t) and
L(m)(t) := (F
(m)
2 (t), F
(m)
3 (t), ...) = {F (i,j),mk (t), i, j, k ≥ 1}↓, (13)
as noticed in the heuristic description.
Define similarly
F (i,j),I(t) := F (u
i
j)(t− ri), t ≥ 0.
The process of the decreasing rearrangements of terms of F (i,j),I(t), i, j ≥ 1, which we still
denote by FI, is a (τ , ν, I)-fragmentation with immigration starting from 0. Also, we still
call σI(t) :=
∑
ri≤t,j≥1
uij, t ≥ 0. Theorem 5 is thus a direct consequence of the following
convergence:
Lemma 11 (m− Λ(m), L(m)) a.s.→ (σI , F I) as m→∞.
To prove this convergence, we shall prove that the following assertions hold whenever
mn →∞, and tn → t, tn ≥ 0, (from now on, we omit the “a.s.”):
(Aa) if t is not a jump time of (σI , F I), then (mn−Λ(mn)(tn), L(mn)(tn))→ (σI(t), F I(t))
(Ab) if t is a jump time of (σI , F I), there exist two increasing integer-valued sequences
(one of them may be finite) ϕ, ψ such that N = {ϕn, ψn, n ≥ 1} and
(i) if ϕ is infinite, then for all sequences sϕn → t s.t. sϕn ≥ tϕn,
(mϕn − Λ
(mϕn )(sϕn), L
(mϕn )(sϕn))→ (σI(t), F I(t))
(ii) if ψ is infinite, then for all sequences sψn → t s.t. sψn ≤ tψn ,
(mψn − Λ
(mψn )(sψn), L
(mψn)(sψn))→ (σI(t−), F I(t−)).
According to Lemma 9, this is sufficient to conclude that (m− Λ(m), L(m))→ (σI , F I) with
respect to the Skorohod topology. In order to prove these assertions, we first show two
preliminary lemmas.
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Lemma 12 Consider a sequence an → a, an ≥ 0, and let F hom be a ν-homogeneous
fragmentation starting from (1, 0, ...). Let F (an) and F (a) be some (τ , ν)-fragmentations con-
structed from F hom starting respectively from an, n ≥ 0, and a, and extend these processes
to t ∈ R∗− by setting F (an)(t) = F (a)(t) = 0. Then, whenever vn → v, vn, v ∈ R, one has,
(a) if v is not a jump time of F (a), F (an)(vn)→ F (a)(v)
(b) if v is a jump time of F (a), there exist two increasing sequences ϕ,ψ such that N =
{ϕn, ψn, n ≥ 1} and
(i) if ϕ is infinite and if wϕn → v, wϕn ≥ vϕn , then F (aϕn )(wϕn)→ F (a)(v)
(ii) if ψ is infinite and if wψn → v, wψn ≤ vψn, then F (aψn )(wψn)→ F (a)(v−).
In particular, when v = 0, ϕ is the increasing rearrangement of {k : vk ≥ 0} and ψ is
that of {k : vk < 0}.
This implies that F (an) → F (a) a.s. with respect to the Skorohod topology.
Proof. All the convergences stated in this proof are a.s. Note that the statement is obvious
when a = 0, since supv
∑
k≥1 F
(an)
k (v) ≤ an → 0. Also, when vn → v < 0, F (an)(vn) =
F (a)(v) = 0 for large n and the statement holds. So, we suppose in the following that
a, an > 0, and v ≥ 0.
To start with, we point out two convergence results when wn → v, wn ≥ 0. The nota-
tions Ihom, Tmx , m ≥ 0, x ∈ (0, 1), were introduced in Section 1.1.1. First, we claim that
T anx (wn) → T ax (v), provided
∣∣Ihomx (r)∣∣ > 0 for all r ≥ 0 (which occurs for a.e. x ∈ (0, 1),
since ν(
∑
j≥1 sj < 1) = 0). Indeed, consider such x. If there were a subsequence (kn)n≥0 s.t.
limn→∞ T
akn
x (wkn) > T
a
x (v) with T
a
x (v) <∞ (the limit may be infinite), then one would have
wkn ≥
∫ Taknx (wkn)
0
dr/τ(akn
∣∣Ihomx (r)∣∣) > ∫ Tax (v)+ε
0
dr/τ(akn
∣∣Ihomx (r)∣∣)
for some ε > 0 and all n large enough. The latter integral would then converge to∫ Tax (v)+ε
0
dr/τ(a
∣∣Ihomx (r)∣∣) > v, by dominated convergence (note that under our assump-
tions, for n0 large enough, the set {akn
∣∣Ihomx (r)∣∣ , r ≤ T ax (v) + ε, n ≥ n0} belongs to some
compact of (0,∞)). This would lead to lim infn→∞wkn > v, which is impossible. Similarly,
it is not possible that T
akn
x (wkn)→ b < T ax (v). Hence
T anx (wn)→ T ax (v) for a.e. x ∈ (0, 1) . (14)
Next, the total mass M (a)(v) can be written as a
∫ 1
0
1{Tax (v)<∞}dx and since it is continuous
(Proposition 2),
∫ 1
0
1{Tax (v)=∞}dx = 0. By combining this with (14), we get
M (an)(wn) = an
∫ 1
0
1{Tanx (wn)<∞}1{Tax (v)<∞}dx→ M (a)(v). (15)
We are now ready to prove assertion (a). Suppose that v is not a jump time of F (a).
Then for all x ∈ (0, 1), s 7→ ∣∣Ihomx (s)∣∣ is continuous at T ax (v) and since v is necessarily strictly
positive, we may suppose that vn ≥ 0 and apply (14). Therefore, F (an)k (vn)→ F (a)k (v) for all
k ≥ 1. On the other hand, M (an)(vn)→M (a)(v) by (15). Hence F (an)(vn)→ F (a)(v).
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We now turn to (b) and first suppose that v > 0. That v is a jump time of F (a) means
that there exists a unique interval component of its interval representation that splits at
time v. More precisely, it means that there exists a unique interval component, say Ihomv,a , of
the interval representation of F hom that splits at some time T a(v) such that T a(v) = T ax (v)
for all x ∈ Ihomv,a . Moreover, for all s ≤ T a(v) and all x, y ∈ Ihomv,a , Ihomx (s) = Ihomy (s), which
implies that for all b, u > 0 and x ∈ Ihomv,a , T bx(u) ≤ T a(v) ⇒ T by (u) = T bx(u) ∀y ∈ Ihomv,a . This
allows us to introduce the increasing sequence ψ, independent of x ∈ Ihomv,a , of all integers k
s.t. T akx (vk) < T
a
x (v) for some (hence all) x ∈ Ihomv,a . The increasing sequence ϕ is then that
of all integers k s.t. T akx (vk) ≥ T ax (v) for some (all) x ∈ Iv,a.
Suppose then that ϕ is infinite and let wϕn → v, wϕn ≥ vϕn . On the one hand,
T
aϕn
x (wϕn) ≥ T ax (v), n ≥ 1, and the functions s 7→ |Ix(s)| are right-continuous when x ∈ Ihomv,a .
On the other hand, the functions s 7→ |Ix(s)| are continuous when x /∈ Ihomv,a . Therefore, the
convergences (14) imply that F
(aϕn )
k (wϕn) converges to F
(a)
k (v), ∀k ≥ 1.Moreover,Maϕn (wϕn)
converges to Ma(v) by (15) and then, F (aϕn )(wϕn) converges to F
(a)(v). Hence (b)(i).
Suppose next that ψ is infinite and let wψn → v, wψn ≤ vψn. One has T
aψn
x (wψn) < T
a
x (v)
for all x ∈ Ihomv,a , n ≥ 1. By (14), this implies that F (aψn )k (wψn) converges to F (a)k (v−), ∀k ≥ 1.
Then, using (15), we get that F (aψn )(wψn) converges to F
(a)(v−). Hence (b)(ii).
Last, it remains to prove (b) when v = 0. Let here ϕ be the increasing rearrangement of
{k : vk ≥ 0} and ψ the increasing rearrangement of {k : vk < 0}. If ϕ is infinite, let wϕn → 0,
wϕn ≥ vϕn. Then wϕn ≥ 0, and so, according to (14) and (15), F (aϕn )(wϕn) converges to
F (a)(0). If ψ is infinite, let wψn → 0, wψn ≤ vψn . Then F (aψn )(wψn) = 0 = F (a)(0−).
Lemma 13 Let mn →∞ and tn → t, tn ≥ 0.
(i) If t /∈ {ri, i ≥ 1}, then mn − Λ(mn)(tn)→ σI(t).
(ii) If t = ri0 for some i0, then mn−Λ(mn)(tn) converges to σI(t) when tn ≥ rmni0 for large
n’s and it converges to σI(t−) when tn < rmni0 for large n’s.
Proof. Recall that
∑
i δ(rmni ,zi,mn ) →
∑
i δ(ri,ui) and set Z
i,mn :=
∑
j≥1 z
i,mn
j , U
i :=
∑
j≥1 u
i
j.
(i) Take t′ > t s.t. t′ /∈ {ri, i ≥ 1} and fix 0 < η < 1/2. One has
∑
i>k,ri≤t′
U i < η for
some k large enough and then
∑
i>k,rmni ≤t
′ Z i,mn < η for all n large enough. In particular,
all components of these sums are then smaller than η. Taking n larger if necessary (so that
mn ≥ 1) one gets that for all i > k, m−1n Z i,mn1{rmni ≤t′} < η < 1/2, which implies (using|ln(1− x)| ≤ 2x for 0 < x ≤ 1/2) that∣∣mn ln (1−m−1n Z i,mn)1{rmni ≤t′}∣∣ ≤ 2Z i,mn1{rmni ≤t′} ≤ 2η.
When moreover tn ≤ t′,∑
i≥1(U
i1{ri≤t} +mn ln (1−m−1n Z i,mn) 1{rmni ≤tn})≤∑i≤k(U i1{ri≤t} +mn ln (1−m−1n Z i,mn)1{rmni ≤tn}) +∑i>k(U i1{ri≤t′} + 2Z i,mn1{rmni ≤t′})≤∑i≤k(U i1{ri≤t} +mn ln (1−m−1n Z i,mn)1{rmni ≤tn}) + 3η.
(16)
On the other hand, since t /∈ {ri, i ≥ 1}, Z i,mn1{rmni ≤tn} → U i1{ri≤t} for all i ≥ 1, or
equivalently,
−mn ln
(
1−m−1n Z i,mn
)
1{rmni ≤tn} → U i1{ri≤t}.
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Hence the upper bound of (16) is bounded from above by 4η for n large enough. Therefore
−mn
∑
rmni ≤tn
ln(1−m−1n Z i,mn) converges to σI(t) (=
∑
ri≤t
U i), which implies that
mn
(
1−
∏
rmni ≤tn
(
1−m−1n Z i,mn
))→ σI(t).
(ii) If t = ri0 and tn ≥ rmni0 for n large enough, then, for all i ≥ 1, Z i,mn1{rmni ≤tn}
converges to U i1{ri≤t} and one concludes exactly as above. Now, if tn < r
mn
i0
for large n’s,
Z i0,mn1{rmni0 ≤tn}
converges to U i01{ri0<t} and still, Z
i,mn1{rmni ≤tn} converges to U
i1{ri≤t} for
i 6= i0. The conclusion then follows by replacing 1{ri0≤t} by 1{ri0<t} in the proof above.
Now let mn →∞ and tn → t, tn ≥ 0. We are ready to prove assertions (Aa) and (Ab).
Proof of Lemma 11. The proof is split into two parts, according to whether t is, or not,
a jump time of FI. It strongly relies on the convergence
∑
i≥1 δ(rmni ,ui,mn ) →
∑
i≥1 δ(ri,ui).
1. If t is not a jump time of FI, then t − ri is not a jump time of F (uij), ∀i, j ≥ 1 (in
particular, t /∈ {ri, i ≥ 1}). When t − ri > 0, applying Lemma 12 (a) to the sequences
an = u
i,mn
j , a = u
i
j, vn = tn − rmni and v = t − ri, one gets that F (i,j),mn(tn) → F (i,j),I(t),
∀j ≥ 1. Clearly, such convergence also holds when t < ri, since then F (i,j),mn(tn) = 0 for n
large enough. Fix next some η, ε > 0 and then some k s.t.
∑
i+j>k u
i
j1{ri≤t+ε} < η. For n
large enough,
∑
i+j>k u
i,mn
j 1{rmni ≤tn} < η, and therefore∑
i,j≥1
d(F (i,j),mn(tn), F
(i,j),I(t)) ≤
∑
i+j≤k
d(F (i,j),mn(tn), F
(i,j),I(t)) + 2η.
So, the right hand side of this inequality is smaller than 3η for n large enough, i.e.∑
i,j≥1 d(F
(i,j),mn(tn), F
(i,j),I(t)) → 0. Then, by Lemma 4, one concludes that L(mn)(tn) →
FI(t). On the other hand, Lemma 13 (i) implies that mn − Λ(mn)(tn) → σI(t). Hence we
have assertion (Aa).
2. Now assume that t is a jump time of FI. Our goal is to construct some increasing
sequences ϕ and ψ, N = {ϕn, ψn, n ≥ 1}, such that assertions (Ab)(i) and (Ab)(ii) hold.
For all i, j ≥ 1, let J (i,j) denote the set of strictly positive jump times of F (uij). Since the
process of total mass of this fragmentation is continuous (Proposition 2), it only jumps when
a fragment splits. And then, since the F hom,(i,j) are constructed from independent Poisson
point processes, independent of ((ri,u
i), i ≥ 1), (a.s.) the J (i,j)’s are pairwise disjoint and
disjoint from {ri, i ≥ 1}. Also, every F (uij) jumps at 0 (we recall that these processes are
defined on R) and therefore the set of jump times of F (u
i
j) is J (i,j) ∪ {0}, i, j ≥ 1. So, if t is
a jump time of FI:
• either t − ri0 ∈ J (i0,j0) for some (unique) pair (i0, j0). Then, one can apply Lemma
12(b) to an = u
i0,mn
j0
, a = ui0j0, vn = tn − rmni0 and v = t − ri0. Let ϕ and ψ be the
sequences that appear in this statement and first, suppose that ϕ is infinite. Consider then
some sequence sϕn → t, sϕn ≥ tϕn, and apply Lemma 12(b)(i) to wϕn = sϕn − r
mϕn
i0
. One
obtains that F (i0,j0),mϕn (sϕn) converges to F
(i0,j0),I(t). On the other hand, by Lemma 12(a),
F (i,j),mϕn (sϕn) converges to F
(i,j),I(t) for all (i, j) 6= (i0, j0) since t− ri /∈ J (i,j) ∪{0}. Hence,
as in 1., we get that
∑
i,j≥1 d(F
(i,j),mϕn (sϕn), F
(i,j),I(t)) tends to 0, and then, by Lemma
15
4, that Lmϕn (sϕn) converges to FI(t). Moreover, mϕn − Λ
(mϕn )(sϕn) converges to σI(t), by
Lemma 13 (i) since t /∈ {ri, i ≥ 1}. Hence (Ab)(i).
Similarly, supposing that ψ is infinite and sψn → t, sψn ≤ tψn, one gets, by applying
Lemma 12(b)(ii), that Lmψn (sψn) → FI(t−). Moreover, mψn − Λ
(mψn )(sψn) converges to
σI(t) = σI(t−), still by Lemma 13 (i) since t /∈ {ri, i ≥ 1}. Hence (Ab)(ii) and then (Ab).
• or t ∈ {ri, i ≥ 1}, say t = ri0 . For i 6= i0, t− ri /∈ J (i,j) ∪ {0} and therefore, as explain
above, F (i,j),mn(sn) converges to F
(i,j),I(t) = F (i,j),I(t−), for all sequences sn → t. Let then
ϕ be the increasing sequence of integers k such that tk ≥ rmki0 and ψ be the increasing
sequence of integers k such that tk < r
mk
i0
. When ϕ is infinite and sϕn → t = ri0 , sϕn ≥ tϕn ,
one has, by Lemma 12(b)(i), that F (i0,j),mϕn (sϕn) converges to F
(i0,j),I(t), ∀j ≥ 1. Together
with the fact that F (i,j),mϕn (sϕn) converges to F
(i,j),I(t) for i 6= i0, j ≥ 1, we obtain, as in
1., that L(mϕn)(sϕn) converges to FI(t). On the other hand, mϕn − Λ
(mϕn)(sϕn) converges
to σI(t), by Lemma 13 (ii). Hence assertion (Ab)(i). Now, if ψ is infinite, let sψn → t,
sψn ≤ tψn . Clearly, F (i0,j),mψn (sψn) = 0 = F (i0,j),I(t−), ∀j, n ≥ 1. Moreover F (i,j),mψn (sψn)
converges to F (i,j),I(t−) for i 6= i0, j ≥ 1, and therefore L(mψn )(sψn) tends to FI(t−). At
last, mψn − Λ
(mψn )(sψn) converges to σI(t−) by Lemma 13 (ii). Hence assertion (Ab)(ii).
Remark. The convergence in law of m−Λ(m) (and a fortiori of m−F (m)1 ) to some γ-stable
subordinator σ, γ ∈ (0, 1), actually holds as soon as ϕν varies regularly at ∞ with index
−γ and τ (m) ∼ Cϕν(m), C > 0. Very roughly, the point is either to check that the regular
variation assumptions imply that the measures
∑
i≥1 δ(rmi ,
∑
j≥1 u
i,m
j )
converge in distribution
to some Poisson point measure
∑
i≥1 δ(ri,xi) on [0,∞)× R+, where ((ri, xi), i ≥ 1) is a PPP
with intensity C ′x−γ−1dx, x > 0. This will lead to some result identical to Lemma 13
(replacing there σI by σ). Or to use classical results on convergence of subordinators (see
e.g.[21]) and, again, regular variation theorems.
2.2 Proof of Theorem 7
We still use the notations Λ(m), ((tmi , s
i), i ≥ 1) and ((ri,ui, i ≥ 1) introduced in the previous
subsection, and we suppose that τ varies regularly at∞, and that ϕν(m)νm → I as m→∞.
Lemma 10 bis
∑
i≥1 δ(tmi (τ/ϕν)(m),(Λ(m)(tmi −)sij)j≥2)
law→∑i≥1 δ(ri,ui).
The proof of this result is similar to that of Lemma 10, so we only give the main lines.
Proof. Here we replace the measure µm introduced in the proof of Lemma 10 by µ˜m :=∑
i≥1 δ((ti/ϕν(m),(msij)j≥2), which, under the assumption ϕν(m)νm → I, converges in distribu-
tion to
∑
i≥1 δ(ri,ui). Consider versions of these measures such that the a.s. convergence holds.
Then let σ˜m be a permutation such that tσ˜m(i)/ϕν(m)→ ri and (msσ˜
m(i)
j )j≥2 → ui, and de-
fine from this permutation, r˜mi , u˜
i,m and z˜i,m, exactly as rmi , u
i,m and zi,m were defined from
σm by formula (9). As in the proof of Lemma 10, note that u˜i,m → ui, since tσ˜m(i) → 0
since ϕν(m)→ 0 (this convergence to 0 is due to the fact that ϕν varies regularly with some
index in (−1, 0), since ϕν(m)νm converges, see Lemma 6). Also, since τ varies regularly at
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∞, the Potter’s bounds (10) hold and then one checks that r˜mi (τ/ϕν)(m)→ ri. The rest of
the proof is now very similar to that of Lemma 10.
One may suppose that
∑
i≥1 δ(r˜mi (τ/ϕν)(m),u˜i,m) and
∑
i≥1 δ(r˜mi (τ/ϕν)(m),z˜i,m) converge to∑
i≥1 δ(ri,ui) a.s. Let then F˜
(i,j),m, Λ˜(m) and L˜(m) be defined from r˜mi , u˜
i,m, z˜i,m, i ≥ 1, m ≥ 0,
by formulas similar to (11), (12) and (13). Also, let F˜ (m) obtained by considering for each
t ≥ 0 the decreasing rearrangement of the terms Λ˜(m)(t), F˜ (i,j),mk (t), i, j, k ≥ 1, and note
that Λ˜(m)
law
= Λ(m) and F˜ (m)
law
= F (m). We should point out that contrary to what happens
when τ(m)νm converges to a non-trivial limit, Λ˜
(m) and F˜
(m)
1 do not necessarily coincide on
[0, t0] for large m’s under the assumptions of Theorem 7. However Λ˜
(m)((ϕν/τ )(m)·) and
F˜
(m)
1 ((ϕν/τ)(m)·) do coincide on [0, t0] for large m’s and that is all we need for the proof.
Let mn →∞ and tn → t. By imitating the proof of Lemma 13 one easily obtains
Lemma 13 bis (i) If t /∈ {ri, i ≥ 1}, then mn − Λ˜(mn)((ϕν/τ )(mn)tn)→ σI(t).
(ii) If t = ri0, then mn − Λ˜(mn)((ϕν/τ)(mn)tn) converges to σI(t) when (ϕν/τ )(mn)tn ≥
r˜mni0 for n large enough and it converges to σI(t−) when (ϕν/τ)(mn)tn < rmni0 for n large
enough.
Proof of Theorem 7 (i). Let I(t) be the decreasing rearrangement {uij, j ≥ 1, ri ≤ t}↓.
Our goal is to show that(
m− Λ˜(m) ((ϕν/τ)(m)·) , L˜(m) ((ϕν/τ )(m)·)
)
a.s.→ (σI , (I(t), t ≥ 0)) (17)
when (ϕν/τ )(m) → 0. Under this assumption, (ϕν/τ)(mn) (tn − r˜mni (τ/ϕν)(mn)) converges
to 0. Hence F˜ (i,j),mn((ϕν/τ)(mn)tn) converges to u
i
j when (ϕν/τ)(mn)tn ≥ r˜mni for large n’s
and it reaches 0 when (ϕν/τ )(mn)tn < r˜
mn
i for large n’s. Recalling Lemma 13 bis, it is then
easy to adapt the proof of Lemma 11 to obtain the required convergence (17). Note that the
only jump times of the limit process are the ri’s, which makes the proof shorter than that
of Lemma 11.
To prove Theorem 7 (ii), we need the following lemma.
Lemma 14 Consider a sequence an → a, an ≥ 0, and let F hom be a homogeneous ν-
fragmentation starting from (1, 0, ...). Let F (an) be some (τ , ν)-fragmentations constructed
from F hom, starting respectively from an, n ≥ 0, and let tn →∞. Then, if the fragmentation
loses mass to dust, F (an)(tn)→ 0 a.s.
Proof. As in the proof of Lemma 12 we may suppose that a > 0. Then, since the fragmenta-
tion F (a) loses mass, every x falls into the dust after a finite time, i.e.
∫∞
0
1/τ(aIhomx (r))dr <
∞. It is then easy, using dominated convergence and the fact that τ is monotone near 0 (hence
necessarily non-increasing here, because of the loss of mass), that
∫∞
0
1/τ(anI
hom
x (r))dr ≤
C < ∞ for large n’s. Hence T anx (tn) = ∞ for large n’s, and therefore, M (an)(tn) =
an
∫ 1
0
1{Tanx (tn)<∞}dx converges to 0.
Proof of Theorem 7 (ii). Suppose that (ϕν/τ )(m) → ∞ and fix t ≥ 0. When t > ri,
(ϕν/τ)(m) (t− (τ/ϕν)(m)r˜mi ) → ∞ and then, according to the previous lemma,
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F˜ (i,j),m((ϕν/τ)(m)t) → 0. When t < ri, F˜ (i,j),m((ϕν/τ)(m)t) = 0 for m large enough.
From this, we deduce that for all t /∈ {ri, i ≥ 1}, L˜(m) ((ϕν/τ)(m)t) → 0. Furthermore,
m − Λ˜(m) ((ϕν/τ)(m)t) → σI(t) according to Lemma 13 bis. So, if we consider some finite
sequence of deterministic times t1, ..., tk, we know that (a.s.) these times are not in {ri, i ≥
1}, and therefore that the convergences of (m − Λ˜(m) ((ϕν/τ )(m)tl) , L˜(m) ((ϕν/τ)(m)tl)) to
(σI(tl), 0), 1 ≤ l ≤ k, hold simultaneously. Hence the convergence in the finite dimensional
sense.
Let us point out that the convergence of L˜(m) ((ϕν/τ)(m)·) to 0 in the Skorohod sense
does not hold when (ϕν/τ)(m)→∞. Indeed, consider some i such that ui1 > 0 (such i exists
since I(l↓1) 6= 0) and set tm := (τ/ϕν)(m)r˜mi , m ≥ 0. Then F˜ (i,1),m((ϕν/τ)(m)tm) converges
to ui1 6= 0 and consequently L˜(m) ((ϕν/τ)(m)tm) 9 0. Therefore, assertion (a) of Lemma 9
is not satisfied.
3 Small times asymptotics in the self-similar cases
We are now looking at the small times asymptotics of F (1) when τ (m) = mα, α ∈ R. When
ν(l↓1,≤1) < ∞, a particle waits a positive time before splitting and F (1)(ε) a.s.= (1, 0, ...) for ε
small enough. So the interesting case to study here is ν(l↓1,≤1) = ∞, which is supposed in
the rest of this section. In that aim, introduce the function
ϕ−1ν (ε) := inf{m : ϕν(m) < ε},
which is well defined in a neighborhood of 0 since ν(l↓1,≤1) = ∞, and recall that under
the assumption ϕν(m)νm → I, the function ϕν is regularly varying at ∞ (with index −γν).
Classical results on regular variation (see [10]) then implies that ϕ−1ν is also regularly varying
(at 0) and ϕν ◦ϕ−1ν (ε) ∼ ε when ε→ 0. Thanks to the self-similarity of F , one then obtains
the following Corollary 15 by
- applying Theorem 5 when m−αϕν(m)→ ℓ ∈ (0,∞) to the process F ((εℓ−1)1/α), and then
using that a fragmentation with immigration process with parameters (α, ℓν, I) is distributed
as FIℓ
−1
(ℓ·) where FIℓ−1 denotes a fragmentation with immigration (α, ν, ℓ−1I)
- applying Theorem 7 when m−αϕν(m)→ ℓ ∈ {0,∞} to the process F (ϕ−1ν (ε)).
By convention, when ℓ = ∞, a (α, ℓν, I) fragmentation with immigration FI is a process
constantly null, FI(t) = 0, ∀t ≥ 0, but the subordinator σI of total mass of immigrants is
still non-trivial and constructed from the measure I. Roughly, this corresponds to the case
where particles immigrate and vanish immediately.
Corollary 15 Suppose that ϕν(m)νm → I and m−αϕν(m) → ℓ ∈ [0,∞] as m → ∞, and
let FI be a self-similar fragmentation with immigration with parameters (α, ℓν, I) , starting
from 0. Then,
ϕ−1ν (ε)(1− F (1)1 (ε·), (F (1)2 (ε·), F (1)3 (ε·), ...)) law→ (σI , F I) as ε→ 0,
where the convergence holds with respect to the Skorohod topology when ℓ < ∞ and in the
finite-dimensional sense when ℓ =∞.
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Remark that the fragmentation with immigration process that arises in this limit is γν-
self-similar (as a consequence of the γν-self-similarity of I stated in Lemma 6), i.e.
(FI(at), t ≥ 0) law= (a1/γνFI(t), t ≥ 0) for all a > 0.
Bertoin [9] proves that large times behavior of self-similar fragmentations differs signif-
icantly according as α < 0, α = 0 or α > 0. The above corollary shows that the rules are
quite different for small times behavior: the convergence rate only depends on ν and then the
form of the limit only depends on the position of α with respect to γν . The index α = −γν
is the only one for which the limit may be a non-trivial fragmentation with immigration and
this occurs if and only if ϕν(m) behaves as a power function as m→∞. This suggests that
this index is in some sense more natural than the others.
However, the limit is also non-trivial when α > −γν . In particular, Corollary 8, in this
self-similar setting, says that if ν is binary and if ϕν varies regularly at ∞ with some index
−γν ∈ (−1, 0), then, as soon as α > −γν ,
ϕ−1ν (ε)
(
1− F (1)1 (ε·), F (1)2 (ε·), F (1)3 (ε·), ...
)
law→ (σ,∆1,∆2, ...) as ε→ 0
where σ is a stable subordinator with Laplace exponent Γ(1−γν)qγν and (∆1(t),∆2(t), ...) the
decreasing sequence of its jumps before time t, t ≥ 0. This completes a result of Berestycki
[5] who shows that
ϕ−1ν (ε)
(
F
(1)
2 (ε), F
(1)
3 (ε), ...
)
law→ (∆1(1),∆2(1), ...)
when α ≥ 0, ν is binary and ϕν varies regularly at ∞. He also investigates the behavior of
F
(1)
2 (ε) near 0 for all measures ν and α ≥ 0, and obtains that F (1)2 (ε) ∼ R(ε) a.s. where R
is the record process of a PPP with intensity ν(s2 ∈ dx).
We also refer to Miermont and Schweinsberg [28] for some specific examples.
Total mass behavior. In the self-similar setting, the total mass M (1)(t) =
∑
i≥1 F
(1)
i (t) of
macroscopic particles present at time t is non-constant if and only if α < 0. A consequence
of Corollary 15 is that the behavior near 0 of the mass 1−M (1) is then specified as follows.
Corollary 16 Under the assumptions of Corollary 15, as ε→ 0,
ϕ−1ν (ε)(1−M (1)(ε·)) law→ σI −MFI
where MFI(t) =
∑
j≥1 FIj(t), t ≥ 0, (again, the convergence holds with respect to the Skoro-
hod topology when ℓ < ∞ and in the finite-dimensional sense when ℓ = ∞). In particular,
the limit is equal to σI when ℓ =∞, is 0 when ℓ = 0, and is non-trivial when 0 < ℓ <∞.
Note that when α > −γν , the limit ℓ equals 0 and so the speed of convergence of
1−M (1)(ε) to 0 is faster than 1/ϕ−1ν (ε). When −γν < α < 0, one can obtain a lower bound
for this speed by using Theorem 4 of [20], which implies that for all γ < −α, there exists a
positive constant Cγ such that 1−M (1)(ε) ≥ Cγε1/γ , ∀ε > 0.
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4 Underlying continuum random trees
In this section τ (m) = mα with α < 0, so that the fragmentation loses mass to dust and
reaches 0 in finite time a.s. As noticed in [20], the genealogy of the fragmentation can then
be described in terms of a continuum random tree.
The definition of CRT we are considering here is the one given by Aldous [2], to which we
refer for background and precise definitions. Let l1 := {x = (x1,x2, ...),
∑
k≥1 |xk| < ∞} be
endowed with the norm ‖x‖1 :=
∑
k≥1 |xk|, and let {ek, k ≥ 1} be its usual basis. Roughly,
a CRT is a pair (T , µ) where T is a closed subset of l1 that possesses the “tree” property:
for all v, w ∈ T , there exists a unique (injective) path connecting v to w, denoted by [[v, w]].
This tree is rooted, that is one vertex is distinguished as being the root ∅T . It is moreover
equipped with a σ-finite mass measure µ, which is non-atomic and puts mass only on the
set of leaves, a leaf of T being a vertex that does not belong to [[∅, v[[, ∀v ∈ T .
According to Theorem 1 of [20], since α < 0, the fragmentation F (1) can be constructed
from some random compact CRT (T 1, µ1) rooted at 0 as follows: for each t ≥ 0, F (1)(t) is
the decreasing rearrangement of the µ1-masses of connected components of T 1 obtained by
removing the vertices with a distance from the root smaller than t. We shall say that (T 1, µ1)
codes the fragmentation F (1). Note that the measure µ1 is here a (random) probability
measure.
Now, let T m denote the tree T 1 rescaled by a factorm−α and let µm bem times the image
measure of µ1 by this scaling. Then, according to the self-similarity property, (T m, µm) codes
an (α, ν)-fragmentation F (m).
In the remainder of this section we assume that
mανm → I, I(l↓1) 6= 0, as m→∞. (18)
Given Theorem 5, one can then expect that the sequence of CRTs (T m, µm) converges in dis-
tribution to some “(α, ν, I) fragmentation with immigration CRT” (TFI , µFI), which should
be seen as an infinite baseline B := {xe1, x ≥ 0} on which compact CRTs are branched. A
version of this tree with a spine is constructed below.
We first specify the notion of convergence of trees we are using here. Two trees are
considered to be equivalent if there exists an isometry that maps one onto the other and
that preserves the root. Implicitly, we always identify a tree with its equivalence class. A
natural distance to consider then is the so-called Gromov-Hausdorff distance, which is a
distance measuring how far two metric spaces are from being isometric (see [16] for a precise
definition and properties). Restricted to compact trees of l1, this distance is given by
DGH(T , T ′) : = inf(DEH(ϕ(T ), ϕ′(T ′)) ∨ dE(ϕ(∅T ), ϕ′(∅T ′)))
where the infimum is taken over all isometric embeddings ϕ, ϕ′ : l1 → E into a same metric
space (E, dE) and D
E
H denotes the usual Hausdorff distance on the set of compact subsets of
E. However, the trees that appear as limit of T m are not compact (but their restrictions to
closed balls are). Hence we have to trunk them, by introducing, for every tree T and every
integer n, T |n:= {x ∈T : ‖x‖1 ≤ n}. We then consider that a sequence Tk converges to T
as k →∞ i.f.f. DGH(Tk |n, T |n)→ 0 for all n ≥ 0.
20
Let us now construct a nice version of the CRT (T m, µm) by using the geometric de-
scription of F (m) of Section 2.1. Instead of branching fragmentations on a baseline, we here
branch CRTs. To do so, write N\ {1} = ⊎i,j≥1 Ji,j where Card(Ji,j) = ∞ and let fi,j be a
bijection between N and Ji,j. Remind then that ((ri,u
i), i ≥ 1) is a PPP with intensity I
and that the random variables rmi , u
i,m, i ≥ 1, introduced in formula (9) Section 2.1, have
been constructed so that
∑
i≥1 δ(rmi ,ui,m) converges a.s. to
∑
i≥1 δ(ri,ui). Define then the maps
mmi,j :
∑
k≥1
xkek 7→ rmi e1 + (ui,mj )−α
∑
k≥1
xkefi,j(k)
mIi,j :
∑
k≥1
xkek 7→ rie1 + (uij)−α
∑
k≥1
xkefi,j(k).
Introduce next a family (Ti,j , µi,j), i, j ≥ 1, of independent copies of (T 1, µ1) , independent
of (rmi ,u
i,m, i ≥ 1) and ((ri,ui), i ≥ 1). The tree T (u
i,m
j ) := mmi,j(Ti,j), endowed with the
measure ui,mj µi,j ◦ (mmi,j)−1, codes a fragmentation F (u
i,m
j ) branched on B at height rmi and
the required version of (T m, µm), still denoted by (T m, µm), is defined by
T m : = {xe1, 0 ≤ x ≤ tm∞} ∪i,j≥1 T (u
i,m
j ) (19)
µm : =
∑
i,j≥1
ui,mj µi,j ◦ (mmi,j)−1,
where tm∞ is the first time at which Λ
(m) (defined by (8)) reaches 0.
Similarly, a nice version of the (α, ν, I) fragmentation with immigration CRT (TFI , µFI)
is defined by
TFI : = B ∪i,j≥1 T (uij) (20)
µFI : =
∑
i,j≥1
uijµi,j ◦ (mIi,j)−1
where T (uij) := mIi,j(Ti,j). To obtain a version of the (α, ν, I) fragmentation with immigra-
tion from this tree, just set FI(t) for the decreasing sequence of µFI-masses of connected
components of {x ∈TFI : ‖x‖1 ≥ t, x1 ≤ t}. At last, note that since I is (−α)-self-similar
(by Lemma 6), the CRT is also self-similar, i.e.
(T aFI , a−1/αµaFI) law= (TFI , µFI) for all a > 0
where T aFI is the tree TFI rescaled by the factor a and µaFI is the image measure of µFI by
this scaling.
We are now ready to state the counterpart, in term of trees, of Theorem 5, assuming that
(18) holds. The topology on the set of measures on l1 is the topology of vague convergence.
Theorem 17 As m→∞,
(T m, µm) law→ (TFI , µFI) .
For the proof, we need the following lemma, where hi,j := sup {‖x‖1 ,x ∈ Ti,j} is the
height of the tree Ti,j. It is known (see [17]) that those random variables have exponential
moments.
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Lemma 18 For all n ∈ N,∑
rmi ≤n,j≥1
ui,mj h
−1/α
i,j
P→
∑
ri≤n,j≥1
uijh
−1/α
i,j as m→∞. (21)
As a consequence, one can extract from any increasing integer-valued sequence κ a subse-
quence κ such that for all n, p ∈ N, as m→∞,∑
rκmi ≤n,j≥1
1{(ui,κmj )−αhi,jp>1}
a.s.→
∑
ri≤n,j≥1
1{(uij )−αhi,jp>1} <∞. (22)
Proof. (i). Fix n ∈ N and recall that a.s. ∑i≥1 δ(rmi ,ui,m) converges to ∑i≥1 δ(ri,ui), and
ri /∈ N, i ≥ 1. Consequently, ui,mj 1{rmi ≤n} → uij1{ri≤n} for all i, j ≥ 1 a.s., and a.s. for all
η > 0, there exists a k ∈ N such that for m large enough,∑
i+j≥k
(ui,mj 1{rmi ≤n} + u
i
j1{ri≤n}) ≤ η. (23)
We want to prove that Xm :=
∑
rmi ≤n,j≥1
ui,mj h
−1/α
i,j converges to X :=
∑
ri≤n,j≥1
uijh
−1/α
i,j in
probability. Remark that X < ∞ a.s. since E[X | (ri,ui), i ≥ 1] = E[h−1/α1,1 ]
∑
ri≤n,j≥1
uij is
finite a.s. Similarly, Xm <∞ a.s. Then, since
P (|Xm −X| > ε) = E
[
E
[
1{|Xm−X|>ε} | (rmi ,ui,m), (ri,ui), i,m ≥ 1
]]
,
it is sufficient, by dominated convergence, to prove that the conditional expectation converges
a.s. to 0, ∀ε > 0. For large m’s, one has
E[1{|Xm−X|>ε} | (rmi ,ui,m), (ri,ui), i,m ≥ 1]
≤ ε−1E [|Xm −X| | (rmi ,ui,m), (ri,ui), i,m ≥ 1]
≤ ε−1E[h−1/α1,1 ]
∑
i,j≥1
∣∣ui,mj 1{rmi ≤n} − uij1{ri≤n}∣∣
≤ ε−1E[h−1/α1,1 ]
(∑
i+j<k
∣∣ui,mj 1{rmi ≤n} − uij1{ri≤n}∣∣+ η) ,
the last inequality coming from (23). So for all η > 0, we have a upper bound smaller than
2ηε−1E[h
−1/α
1,1 ] for all m sufficiently large, a.s. Hence the conclusion.
(ii). The measure I is self-similar (by Lemma 6) and consequently atomless on l↓1\{0}.
As (ri,u
i)i≥1 is a PPP with intensity I, independent of the hi,j’s, this implies that a.s.
(uij)
−αhi,jp 6= 1, ∀i, j, p ≥ 1, which in turn leads to the convergence of 1{(ui,mj )−αhi,jp>1}1{rmi ≤n}
to 1{(uij)−αhi,jp>1}1{ri≤n} a.s. ∀i, j, p, n ≥ 1. Then for all k ≥ 1,∣∣∣∣∑rmi ≤n,j≥1 1{(ui,mj )−αhi,jp>1} −∑ri≤n,j≥1 1{(uij)−αhi,jp>1}
∣∣∣∣ (24)
≤
∑
i+j<k
∣∣∣1{(ui,mj )−αhi,jp>1}1{rmi ≤n} − 1{(uij)−αhi,jp>1}1{ri≤n}∣∣∣
+p−1/α
∑
i+j≥k
(ui,mj h
−1/α
i,j 1{rmi ≤n} + u
i
jh
−1/α
i,j 1{ri≤n}).
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So if we prove that each sequence κ possesses a subsequence κ independent of n ∈ N such
that, a.s. for all ε > 0 there exists a k such that∑
i+j≥k
(ui,κmj h
−1/α
i,j 1{rκmi ≤n}
+ uijh
−1/α
i,j 1{ri≤n}) ≤ ε for all m large enough, (25)
then we will have the statement (using also that the first term in the right hand side of the
inequality (24) is composed by a finite number of terms that all converge to 0 as m→∞).
Clearly, to get (25), it is sufficient to show that there is a subsequence κ such that ∀n,∑
rκmi ≤n,j≥1
ui,κmj h
−1/α
i,j →
∑
ri≤n,j≥1
uijh
−1/α
i,j a.s.
To construct this subsequence, we use the convergence in probability (21). It implies that
for all n, there is a subsequence κ(n) such that the above a.s. convergence holds. We want a
sequence κ independent of n and to do so, use a diagonal extraction argument: extract κ(1)
from κ and then recursively κ(n+1) from κ(n). Then set κm := κ
(m)(m).
Proof of Theorem 17. In all the proof (T m, µm) refers to the version (19) of the fragmen-
tation CRT with total weight m and (TFI , µFI) to the version (20) of the fragmentation with
immigration CRT. We will prove that (T m, µm) converges in probability to (TFI , µFI), or
equivalently that for any increasing integer-valued sequence κ, one can extract a subsequence
κ such that (T κm, µκm) converges a.s. to (TFI , µFI). So, fix such a sequence κ and consider
its subsequence κ introduced in the lemma above, so that the a.s. convergences (22) hold.
In the rest of the proof, all the assertions hold a.s., so we drop the “a.s.” from the notations.
(i). A first remark is that for all i, j ≥ 1,
Dl1H(T (u
i,m
j ), T (uij)) ≤ |rmi − ri|+
∣∣(ui,mj )−α − (uij)−α∣∣hi,j → 0 as m→∞. (26)
Fix then n, p ∈ N. As a consequence of (22), the number of trees among {T (ui,κmj ), i, j ≥ 1,
rκmi ≤ n}, which are not entirely contained in {x : ‖x−x1e1‖1 ≤ p−1} is constant (finite)
for m large enough. Let K be the finite set of (i, j) s.t. T (uij) is not entirely contained in
{x : ‖x−x1e1‖1 ≤ p−1}. Then for large m’s,
Dl1H(T κm |n, TFI |n) ≤ p−1 +max
i,j∈K
Dl1H(T (u
i,κm
j ), T (uij)).
Considering (26) and taking m larger if necessary, one sees that this upper bound is in turn
bounded by 2p−1. This holds for all p ∈ N. Hence DGH(T κm |n, TFI |n)→ 0, ∀n ∈ N.
(ii). Next, for all R+-valued continuous function f with compact support on l1,
〈ui,mj µi,j ◦(mmi,j)−1, f〉 converges to 〈uijµi,j ◦(mIi,j)−1, f〉, since mmi,j(x)→ mIi,j(x) for all x ∈ l1.
To deduce from this that the sum over i, j ≥ 1 of these measures converges, fix some η > 0
and let Cf := supl1 |f(x)|. Again we use the argument that there exists some k ∈ N such
that
∑
i+j≥k u
i
j1{ri≤Cf} < η and
∑
i+j≥k u
i,m
j 1{rmi ≤Cf} < η for all m large enough, which leads
to
|〈µm, f〉 − 〈µFI , f〉| ≤ 2Cfη +
∑
i+j<k
∣∣〈ui,mj µi,j ◦ (mmi,j)−1, f〉 − 〈uijµi,j ◦ (mIi,j)−1, f〉∣∣
which is bounded by (2Cf + 1)η for large m’s.
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5 Stable fragmentations
In this section, we apply our results to two specific families of fragmentations constructed
from the so-called stable tree (T β, µβ) with index β, 1 < β < 2. This object is a CRT
introduced by Duquesne and Le Gall [12], who we refer to for a rigorous construction.
Roughly, T β arises as the limit in distribution of rescaled critical Galton-Watson trees Tn,
conditioned to have n vertices and edge-lengths nβ
−1−1, and an offspring distribution (ηk, k ≥
0) such that ηk ∼ Ck−1−β as k →∞. It is endowed with a probability measure µβ which is
the limit as n→∞ of the empiric measure on the vertices of Tn.
5.1 Stable fragmentations with a negative index of self-similarity
Let F β−(t) denotes the decreasing sequence of µβ-masses of connected components obtained
by removing in T β all vertices at distance less than t from the root, t ≥ 0. Miermont [26]
shows that F β− is a self-similar fragmentation with index 1/β − 1, and with a dislocation
measure νβ given by∫
l↓1,≤1
f(s)νβ(ds) = CβE
[
T β1 f((T
β
1 )
−1(∆β1 ,∆
β
2 , ...))
]
, f ∈ F ,
where Cβ = β
2Γ(2− β−1)/Γ (2− β) . The process T β is a stable subordinator with Laplace
exponent q1/β , i.e.
E[exp(−qT βr )] = exp(−rq1/β), q, r ≥ 0, (27)
and (∆β1 ,∆
β
2 , ...) denotes the sequence of jumps in the decreasing order of T
β before time 1.
In order to apply Theorem 5 to these fragmentations, we state the following lemma.
Lemma 19 As m→∞, m1/β−1νβm → Iβ, where Iβ is defined by∫
l↓1
f(s)Iβ(ds) = β(β − 1)(Γ(2− β))−1
∫ ∞
0
E
[
f(xβ(∆β1 ,∆
β
2 , ...))
]
x−βdx, f ∈ F .
Using (27), one sees that Iβ integrates (1 − exp(−∑i≥1 si)) and therefore that it is an
immigration measure (it is also a consequence of the above convergence).
Proof. In all the proof, T β1 ,∆
β
1 ,∆
β
2 , ... are rather denoted by T1,∆1,∆2, ... A classical idea
is to use a size-biased permutation (∆∗1,∆
∗
2, ...) of (∆1,∆2, ...) to obtain some results on the
latter. To do so, we first recall that T1 has a density (see e.g. formula (40) in [30]), that we
denote by q. One then obtains, using Palm measures theory (see e.g. [29]), the following
equality :
E
[
f(T1,∆
∗
1,∆
∗
2,∆
∗
3, ...,∆
∗
k+1)
]
(28)
= ck+1β
∫ ∞
0
∫ s0
0
∫ s0−s1
0
...
∫ s0−s1−...−sk
0
f(s0, s1, ..., sk+1)q(s0 − s1 − ...− sk+1)dsk+1...ds1ds0
s
1/β
k+1s
1/β
k ...s
1/β
1 (s0 − s1 − ...− sk)...(s0 − s1)s0
for all non-negative measurable function f on (R+)k+2, where cβ = (βΓ(1− 1/β))−1.
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Let then g be a non-negative measurable function on (R+)k. One has
m1/β−1E
[
T1g
(
m∆∗2
T1
,
m∆∗3
T1
, ...,
m∆∗k+1
T1
)]
(29)
= ck+1β
∫ ∞
0
∫ u
0
∫ u−s2
0
...
∫ u−...−sk
0
(
m1/β−1
∫ ∞
u
g(ms2/s0, ms3/s0, ..., msk+1/s0)
(s0 − u)1/β ds0
)
× q(u− s2...− sk+1)dsk+1...ds2du
s
1/β
k+1s
1/β
k ...s
1/β
2 (u− s2...− sk)(u− s2...− sk−1)...(u− s2)u
= βcβE
[∫ ∞
0
g(∆∗1/(v
−β +m−1T1), ...,∆
∗
k/(v
−β +m−1T1))
vβ
dv
]
where for the first equality we use formula (28), the change of variables s1 7→ s0 − u and
Fubini’s Theorem, and for the second equality the change of variables s0 7→ u + mv−β
and again formula (28). This holds in particular for g(x1, ..., xk) = f ◦ d↓(x1, ..., xk, 0, ...)
when f ∈ F and d↓ is the function that associates to (x1, x2, ...) ∈ (R+)∞,
∑
i≥1 xi <∞, its
decreasing rearrangement in l↓1 (this function is measurable). Our aim now is to let k →∞ in
equality (29) for such functions g. To do so, first note that d↓(x1, ..., xk, 0, ...)→ d↓(x1, x2, ...)
in l↓1 as k → ∞, for all (x1, x2, ...) ∈ (R+)∞,
∑
i≥1 xi < ∞. We then claim that dominated
convergence applies in both sides of the equality. Indeed, for the left hand side, since f(s) ≤
(
∑
i≥1 si) ∧ 1, one has for all k,
T1g
(
m∆∗2
T1
,
m∆∗3
T1
, ...,
m∆∗k+1
T1
)
≤ T1
(
1 ∧m
(
T1 −∆∗1
T1
))
.
It is therefore sufficient to prove that E[T1 ∧ m(T1 − ∆∗1)] < ∞, which, clearly, holds if
E[T1 − ∆∗1] < ∞. It is not hard to see, using the joint distribution (28), that the last
expectation is bounded from above (up to a finite constant) by E[(T1)
1−1/β ], which, according
to formula (43) in [30], is finite. Hence dominated convergence applies in the left hand side
of (29). Now, for the right hand side, one uses that
g(∆∗1/(v
−β +m−1T1), ...,∆
∗
k/(v
−β +m−1T1)) ≤ (T1vβ ∧ 1)
which is integrable with respect to dP⊗v−βdv, because (1− exp(−T1vβ)) is. At last, letting
k →∞, one obtains
m1/β−1E
[
T1f ◦ d↓
(
m∆∗2
T1
,
m∆∗3
T1
, ...
)]
= βcβE
[∫∞
0
f◦d↓(∆∗1/(v
−β+m−1T1),∆∗2/(v
−β+m−1T1),...)
vβ
dv
]
= βcβE
[∫∞
0
f(∆1/(v−β+m−1T1),∆2/(v−β+m−1T1),...)
vβ
dv
]
.
This latter term converges as m→∞ to βcβ
∫∞
0
E
[
f(vβ(∆1,∆2, ...))
]
v−βdv, again by dom-
inated convergence. Hence we would have the required convergence 〈m1/β−1νβm, f〉 → 〈Iβ, f〉
for all continuous non-negative functions f ∈ F if we could replace in the left hand side of the
above formula the sequence d↓(m∆∗2/T1, m∆
∗
3/T1, ...) by (m∆2/T1, m∆3/T1, ...). Of course,
this is not possible. However, conditional on ∆∗1 > T1/2, one has ∆
∗
1
a.s.
= ∆1 (equivalently
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d↓ (∆∗2,∆
∗
3, ...)
a.s.
= (∆2,∆3, ...)), since the size-biased pick ∆
∗
1/T1 is then necessarily equal to
the largest mass ∆1/T1. Therefore, one can write
m1/β−1E
[
T1f
(
m∆2
T1
, m∆3
T1
, ...
)]
= m1/β−1E
[
T1f ◦ d↓
(
m∆∗2
T1
,
m∆∗3
T1
, ...
)]
+m1/β−1E
[(
T1f
(
m∆2
T1
, m∆3
T1
, ...
)
− T1f ◦ d↓
(
m∆∗2
T1
,
m∆∗3
T1
, ...
))
1{∆∗1≤T1/2}
]
.
and this converges to the required limit as m→∞, because the absolute value of the second
term in the right hand side of the equality is bounded from above bym1/β−1E
[
2T11{∆∗1≤T1/2}
]
which in turn is bounded by m1/β−1E [4(T1 −∆∗1)] , which converges to 0 as m→∞.
From this and Theorem 5, one deduces that(
m− (F β−1 )(m), ((F β−2 )(m), (F β−3 )(m), ...)
)
law→ (σIβ , F Iβ) (30)
where FIβ is a fragmentation with immigration process (1/β−1, νβ, Iβ) and σIβ is the stable
subordinator with index 1−1/β representing the total mass of immigrants. In terms of trees
(Theorem 17), one has (
(T β,m, mµβ,m) law→ (TFIβ , µFIβ)
where T β,m is the stable tree rescaled by a factor m1−1/β and µβ,m is the image of µβ
by this scaling; (TFIβ , µFIβ) is a fragmentation with immigration CRT with parameters(
1/β − 1, νβ, F Iβ).
In chapter 4.4.2 of [19], it is shown that (some version of) this fragmentation with im-
migration FIβ can be constructed from the height process Hβ coding a continuous state
branching process with immigration, with branching mechanism uβ and immigration mech-
anism βuβ−1 as follows: for all t ≥ 0, F Iβ(t) is the decreasing rearrangement of the lengths
of finite excursions of Hβ above t. In a recent work, Duquesne [11] shows that the rescaled
height function of some ordered version of the stable tree with index β converges to Hβ,
which corroborates our results.
Last, thanks to the self-similarity, the convergence (30) also specifies the behavior of
(F β−)(1)(ε·) as ε→ 0. In particular, the mass of dust 1− (Mβ)(1) behaves as follows.
Corollary 20 As ε→ 0, ε−β/(β−1)(1−(Mβ)(1)(ε·)) law→ ∫ t
0
Lβ(u)du, where Lβ is a continuous
state branching process with immigration starting from 0, with branching mechanism uβ and
immigration mechanism βuβ−1.
Indeed, according to (30), ε−β/(β−1)(1− (Mβ)(1)(ε·)) converges in law to some non-trivial
limit that corresponds to the total mass of microscopic particles produced until time t by the
fragmentation with immigration FIβ and the construction of FIβ from Hβ implies that this
limit is equal to
∫ t
0
Lβ(u)du where Lβ(u) is the local time at u of Hβ. Lambert [24] proves
that Lβ is actually a continuous state branching process with immigration starting from 0,
with the characteristics mentioned in the above corollary. In a previous work, Miermont [26]
obtained this convergence result on the mass of dust in the one dimensional case.
Remark. Using the same tools, one sees that the above corollary is also valid when replacing
β by 2 and the fragmentation F β by a self-similar fragmentation with index −1/2 and
dislocation measure
√
2νBr .
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5.2 Stable fragmentations with a positive index of self-similarity
We here consider the fragmentations F β+ with parameters (1/β, νβ), 1 < β < 2. Such
fragmentations can also be constructed from the stable trees T β, by cutting them at nodes
(see [27]). According to Lemma 19 and Corollary 15, one knows that their small times
behaviors are characterized in terms of the pure immigration processes (Iβ(t), t ≥ 0) with
intensity Iβ. Let then ̺ be a (β−1)-stable subordinator with Laplace exponent βqβ−1, q ≥ 0,
independent of T β and call (∆β1 (̺(t)),∆
β
2 (̺(t)), ...) the decreasing sequence of jumps of T
β
before time ρ(t), t ≥ 0. A moment of thought shows that ((∆β1 (̺(t)),∆β2 (̺(t)), ...), t ≥ 0) is
distributed as (Iβ(t), t ≥ 0). Therefore,
Corollary 21 As ε→ 0,
ε−β/(β−1)(1− F β+1 (ε·), (F β+2 (ε·), F β+3 (ε·), ...)) law→ (T β̺(·), (∆β1 (̺(·)),∆β2 (̺(·)), ...)).
Miermont [27] obtained this result in the one dimensional case.
6 Appendix
6.1 Proof of Proposition 2
Our aim is to prove that under the general assumptions we have made on τ , ν (τ monotone
near 0, ν(
∑
i≥1 si < 1) = 0) the mass M
(m)(t) =
∑
i≥1 F
(m)
i (t) is continuous in t. The proof
is the same for all m, so we suppose that m = 1 and we use the notations M, F instead of
M (1), F (1). We also suppose that ν(l↓1,≤1) 6= 0.
As often in the study of loss of mass, the problem can be tackled by considering the
evolution of some fragments independently tagged at random. So, consider the interval
representation Iτ from which F has been constructed in Section 1.1.1 and let U, U ′ be two
independent r.v. uniformly distributed on (0, 1), independent of Iτ . Let then Dτ (resp. D
′
τ )
be the first time, possibly infinite, at which U (resp. U ′) falls into the dust and note that
with probability one, P (Dτ = D
′
τ = t | Iτ ) = (M(t−) −M(t))2 for all t ≥ 0. Consequently,
the mass M is a.s. continuous as soon as P (Dτ = D
′
τ <∞) = 0.
The goal now is to prove that this probability is equal to 0. To do so, note first, using
the time changes (1), that
Dτ =
∫ ∞
0
dr/τ(IhomU (r)) =
∫ ∞
0
dr/τ(exp(−σ(r))),
where, by definition, σ = − ln(IhomU ). A well-known result of [7] says that σ is a subordinator
with zero drift and Le´vy measure L(dx) =
∑
i≥1 e
−xν(− log si ∈dx).
Introduce then T , the first time at which U and U ′ do not belong to the same fragment and
call m(T ) (resp. m′(T )) the length of the fragment containing U (resp. U ′) at that time.
Since ν does not lose mass during sudden dislocations, the masses m(T ), m′(T ) are a.s.
strictly positive. Let then, for m > 0, τ (m·) denote the function t ∈ [0,∞) 7→ τ(mt). Using
the fragmentation property, one sees that Dτ = T +D˜τ(m(T )·) and D
′
τ = T +D˜τ(m′(T )·), where,
conditionally on m(T ) and m′(T ), D˜τ(m(T )·) and D˜τ(m′(T )·) are independent and distributed
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as Dτ(m(T )·) and Dτ(m′(T )·) respectively. Therefore, P (Dτ = D
′
τ < ∞) = P (D˜τ(m(T )·) =
D˜τ(m′(T )·) < ∞) is equal to 0 as soon as the point ∞ is the only possible atom of Dτ(m·),
∀m > 0. The proof ends with the following lemma. We recall that σ has no drift component.
Lemma 22 Let f be a locally integrable and strictly positive function on [0,∞). Suppose
moreover that f is monotone near ∞. Then the integral ∫∞
0
f(σ(r))dr is either a.s. finite
or a.s. infinite and when it is a.s. finite, its distribution is atomless.
Proof. The first assertion is a consequence of the Hewitt-Savage 0-1 law and is shown, e.g.,
in the proof of Prop.10 of [17]. In the following we suppose that the integral
∫∞
0
f(σ(r))dr
is a.s. finite. In particular, f is non-increasing near ∞ and converges to 0.
(i). The proof is easy when ν is finite. Indeed, let then T1 be the first jump time of
σ. It is well-known that T1 and σ(r + T1) are independent and that T1 has an exponential
distribution. Therefore, splitting the integral at T1, we see that
∫∞
0
f(σ(r))dr can be written
as the sum of two independent r.v.:∫ ∞
0
f(σ(r))dr = f(0)T1 +
∫ ∞
0
f(σ(r + T1))dr,
the first one, f(0)T1, being absolutely continuous. It is easy that
∫∞
0
f(σ(r))dr is then also
absolutely continuous, hence atomless.
(ii). From now on, we suppose that ν is infinite. Introduce then for all t ≥ 0 the stopping
times
θ(t) := inf
{
u :
∫ u
0
f(σ(r))dr > t
}
,
with the convention inf{∅} = ∞. According to the strong Markov property, conditional on
θ(t) <∞, ∫ ∞
0
f(σ(r))dr = t+
∫ ∞
0
f(σ(θ(t)) + σ(t)(r))dr
where σ(t)(r) := σ(r+ θ(t))−σ(θ(t)), r ≥ 0, is a subordinator distributed as σ and indepen-
dent of σ(θ(t)).
Now fix some t > 0 and to begin with, suppose that f is strictly decreasing on [0,∞).
The function x ∈ (0,∞) 7→ ∫∞
0
f(x + σ(t)(r))dr is then strictly decreasing, hence injective.
Consequently, there is at most one point, say Xt, such that
∫∞
0
f(Xt+σ
(t)(r))dr = t. If that
point does not exist, Xt :=∞. Then,
P
(∫ ∞
0
f(σ(r))dr = 2t
)
= P
(∫ ∞
0
f(σ(θ(t)) + σ(t)(r))dr = t, θ(t) <∞
)
= P (σ(θ(t)) = Xt, θ(t) <∞)
with Xt independent of σ(θ(t)). This latter probability is then 0, because for all 0 < a <∞,
P (σ(θ(t)) = a) ≤ P (∃s : σ(s) = a) and, by Kesten’s Theorem (see e.g. Prop. 1.9 in [6]),
since σ has 0 drift and ν is infinite, P (∃s : σ(s) = a) = 0. Hence the conclusion when f is
strictly decreasing on [0,∞).
Suppose next that f is only non-increasing on [0,∞) and that P (∫∞
0
f(σ(r))dr = 2t
)
> 0
for some t > 0. Still because σ(θ(t)) has no atom (except∞), this implies that the probability
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that the function x 7→ ∫∞
0
f(x + σ(t)(r))dr is constant on some non-void open interval is
strictly positive, which, because of the monoticity of f , implies in turn that
∃ 0 < x < x′ : P
(∫ ∞
0
f(x+ σ(r))dr =
∫ ∞
0
f(x′ + σ(r))dr = t
)
> 0.
But this is not possible. Indeed, consider some sequence tn < t, tn → t, such that
P
(∫∞
0
f(x′ + σ(r))dr = tn
)
= 0, ∀n. Then for all n,
P
(∫ ∞
0
f(x+ σ(r))dr =
∫ ∞
0
f(x′ + σ(r))dr = t
)
= P
(∫ ∞
0
f(y + σ(θ(t− tn)) + σ(t−tn)(r))dr = tn, ∀y ∈ [x, x′]
)
.
The tn’s have been chosen such that
∫∞
0
f(x′ + σ(t−tn)(r))dr 6= tn a.s. Therefore the latter
probability is necessarily smaller than P (x′ < x+ σ(θ(t− tn)), which tends to 0 as tn → t.
Hence P
(∫∞
0
f(σ(r))dr = 2t
)
= 0.
At last, when f is non-increasing (only) in a neighborhood of ∞, say on [b,∞), we can
turn down to the previous case as follows: let Tb := inf{t : σ(t) > b} and write∫ ∞
0
f(σ(r))dr =
∫ Tb
0
f(σ(r))dr +
∫ ∞
0
f(σ(Tb) + σ˜(r))dr (31)
where σ˜ is independent of (σ(t), t ≤ Tb) and distributed as σ. Conditional on (σ(t), t ≤ Tb),
we know that
∫∞
0
f(σ(Tb)+ σ˜(r))dr is atomless since f(σ(Tb)+ ·) is non-increasing on [0,∞).
Therefore, using (31) and still conditioning on (σ(t), t ≤ Tb), we see that
∫∞
0
f(σ(r))dr is
also atomless.
6.2 Fragmentations with erosion
Until now, we have considered pure-jump fragmentation processes. However it is well-known
that a fragmentation may have a continuous part, and more precisely, that a general ho-
mogeneous fragmentation is characterized by its dislocation measure ν and by an erosion
coefficient c ≥ 0 that measures the melting of the particles. More precisely, any homogeneous
fragmentation F hom can be factorized as F hom(t) = e−ctF
hom
(t), t ≥ 0, for some c ≥ 0 and
some pure-jump ν-homogeneous fragmentation F
hom
. Exactly as in Section 1.1.1, one can
then construct from any (c, ν)-homogeneous fragmentation, some (τ , c, ν) fragmentation and
(τ , c, ν, I) fragmentation with immigration.
We still work under the hypothesis (H). Theorems 5 and 7 can then be modified as
follows:
- all the results concerning the convergence of (F
(m)
2 , F
(m)
3 , ...) are still valid, provided that
in Theorem 5 we replace the (τ , ν, I) fragmentation with immigration by some (τ , c, ν, I)
fragmentation with immigration
- under the assumptions of Theorem 5, this convergence holds jointly with that of (m−
F
(m)
1 )/mτ (m) to the deterministic process (ct, t ≥ 0). Under the assumptions of Theorem 7,
it holds jointly with that of (m− F (m)1 ((ϕν/τ)(m)·))/mϕν(m) to (ct, t ≥ 0).
The main difference in the proofs is that the subordinator ξ introduced in (6) is here
replaced by the subordinator ξc, ξc(t) := ξ(t) + ct, t ≥ 0.
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