A protein residue network or PRN is a network induced by spatial contacts between amino acid residues of a protein. Studies of the structure of PRNs have revealed a list of network characteristics common to a diverse class of proteins. Explanations for the observed network characteristics for protein folding have been suggested but not tested in an integrated way. In this article, in silico experiments are performed to understand how structural characteristics of PRNs influence protein folding as modeled by a search problem. We find that the blend of structural characteristics PRNs possess help to place them in a sweet spot within the space of all network configurations tested. PRNs are plausible 3D structures and yield competitive search performances. Hence, it appears that PRNs are in a form suited to the function they evolved into. However, this conclusion is partially contingent upon the fitness function preferentially satisfying short-range links but also allowing short-and long-range interactions to cooperate towards the satisfaction of all links. We close with a discussion on the rather intricate interplay among the three main structural characteristics of PRNs, i.e., clustering, average path length, and assortativity, and their impact on search performance and 3D structure plausibility.
Introduction
Distilling the principles that underlie protein folding has remained an intellectually tantalizing puzzle as well as a problem of great practical significance. Everything a protein requires for correct folding under normal circumstances appears to be embedded in its amino acid sequence (Anfinsen 1973) , although a minority rely on the aid of chaperone molecules to fulfill their destiny. Due to the large sizes that amino acid sequences can take, a random search approach to protein folding is deemed infeasible for practical biological purposes (Levinthal 1969) . However, an argument based on separability of the protein folding problem, i.e., that the problem can be separated into parts which can be solved independently and assembled into an optimal solution, 1 has been conceived as a way out of Levinthal's paradox (Zwanzig et al. 1992; Karplus 1997) . This argument is supported by the observation that some sections of protein sequences have a propensity to fold to their secondary structures. In medicine, aggregation of misfolded proteins has been identified as a causative factor in diseases such as cystic fibrosis, ALS, and Alzheimer's (Chen et al. 2008) . Proteins play many roles in biological cells, e.g., as structural material, catalysts, adaptors, hormones, transporters, and regulators (Tramontano 2006) . Proteins attain their functionality through their unique (though not necessarily static) native three-dimensional states and are the ultimate expression of genes. Thus, the ability to predict the three-dimensional structure of a protein sequence is useful to comprehend genomic data. Current approaches to the protein structure prediction problem such as comparative modeling, S. Khor (&) Montreal, QC, Canada e-mail: slc.khor@gmail.com fold-recognition methods (profile-based and sequence threading) and fragment-based methods rely heavily on existing knowledge of protein sequences and their folds (Tramontano 2006) . Notwithstanding the success of these methods, understanding the protein folding process from first principles is a more complete and satisfying solution, and may prove invaluable for protein design and therapies targeting protein misfolding.
In general, protein folding is a process that occurs in stages. What essentially begins as a linear hetero-polymer (organized as a backbone with protruding side chain groups) obtains local structure in the form of secondary alpha helices and beta sheets and finally global structure as the secondary structures arrange themselves compactly in three dimensions. For a long time, this spontaneous biological self-organization has been attributed to various inter-atomic physical forces and chemical constraints impacting a protein molecule. However, in the last decade or so, another theory based on the network topology of a protein's native state has blossomed. Alm and Baker (1999) even suggest that ''protein folding mechanisms and landscapes are largely determined by the topology of the native state and are relatively insensitive to details of the interatomic interactions. '' In this other theory, a network view of protein molecules (mostly in their native states) is adopted. The general recipe to transform a protein molecule into a network is to represent amino acid residues (Ca or Cb) as nodes, and contact (spatial, non-covalent) distances between pairs of amino acid residues below a certain threshold as links. Such protein residue networks or PRNs are usually constructed from the Cartesian coordinates of amino acid residues of protein molecules stored in the Protein Data Bank (PDB) (Berman et al. 2000) .
By examining PRNs, researchers have compiled a list of topological characteristics shared by a diverse (in terms of structural class, homology, and taxon) set of proteins and speculated on the reasons for the observed topological characteristics in relation to the protein folding mechanism. For example, a common feature of PRNs is their smallworld nature, i.e., PRNs have high clustering coefficients but small diameters and short path lengths (Watts and Strogatz, 1998) . This combination of topological characteristics places PRNs between regular lattices and classical random graphs. The need for rapid communication between amino acid residues to facilitate interaction cooperativity crucial for protein folding is frequently cited as the reason for the small-world feature of PRNs (Vendruscolo et al. 2002; Dokholyan et al. 2002; Atilgan et al. 2004; Del Sol et al. 2006) . PRNs are also reported to exhibit unusually high assortativity values which correlates positively with protein folding speeds (Bagler and Sinha 2007) .
Our research objective is to put these empirical findings and theories to the test to find out if the combination of structural characteristics observed of PRNs is a sweet spot within the space of alternative sets of topological characteristics for protein folding. The association with local search is quite natural since protein folding has often been described in terms of search: first as a random search then as a biased search (e.g., Karplus 1997) . We find that PRNs do indeed occupy a sweet spot within the space of all network configurations tested; but with a caveat that the fitness function preferentially satisfies short-range constraints or links while simultaneously allowing short-range and long-range links opportunity to interact and cooperate towards the satisfaction of all links.
Materials and method
Protein residue network construction A PRN has N nodes and M undirected links. A link is placed between a pair of nodes representing the Ca atom of amino acids when the node pair is situated less than 7Å apart from each other. The small-world property of PRNs is not overly sensitive to the choice of this threshold value (Bartoli et al. 2007) . Distance between node pairs is the Euclidean distance between their 3D Cartesian coordinates obtained from the PDB (Berman et al. 2000) . The M links are partitioned into two sets: long-range links (LE) and short-range links (SE). A link between nodes x and y is classified as long-range if their absolute distance on the amino acid sequence chain is more than 9 (Greene and Higman 2003) . Long-range links connect amino acids which are distant in the primary structure but are in close spatial proximity in the tertiary structure.
A PRN is built for each protein in the GH64 dataset (Figs. 1, 2) which was selected from literature surveyed, specifically (Greene and Higman 2003) . The dataset encompasses proteins from different protein classes, fold types, and branches of life. Proteins which did not form a single connected component (i.e., 1cuk and 1ho4), or had unusually high link density (i.e., 1feo) in its PRN were excluded from the dataset. So too were proteins with more nodes in their PRN than their Dictionary of Protein Secondary Structure (DSSP) output (Kabsch and Sander 1983) (i.e., 2hmz and 1epf) . We use the output from DSSP as globally optimal strings in our search problem (''Results'' section). If the reverse situation occurs, the DSSP output is truncated. A second dataset, EVA132, is used to increase confidence of key results in this article. The EVA132 protein dataset was extracted from the list of 3477 unique chains archived by EVA (Rost 1999) . 200 proteins were selected at random from this list, with no overlap with GH64. PRNs for these 200 proteins were constructed and selected in the same manner as GH64, yielding 132 wellformed PRNs. EVA132 PRNs possess similar network characteristics as GH64 PRNs. Detailed information on both sets can be found in http://arxiv.org/abs/1011.2222.
Structural characteristics of PRNs
Node degree measures the number of contacts or direct neighbors a node has in a PRN. Gaci and Balev (2009) remarked on the homogeneity of node degree in their PRN called SSE-IN which only considers secondary structure elements. The mean node degree of their SSE-INs increased very slightly with protein size and fell within the range of 5 and 8. The absence of nodes with much higher degrees is attributed to the excluded volume effect which imposes a physical limit on the number of residues that can reside within a given radius around another amino acid. The mean node degree (K) of the GH64 PRNs averages at 7.9696 with a standard deviation of 0.3126, and is independent of protein size (Fig. 3a ). Node degree distribution is the probability that a node has a particular degree. Node degree distributions for a variety of PRNs constructed in different ways and from different protein sets are bellshaped, characteristic of a Gaussian distribution (Greene and Higman 2003; Atilgan et al. 2004; Bagler and Sinha 2005) . The degree distributions of GH64 PRNs are also bell-shaped ( Fig. 3b ).
Clustering or transitivity reflects the cliquishness of nodes in a network: if node X connects to node Y and to node Z, how likely is it that nodes Y and Z are connected to each other? A convenient way to measure network clustering is by taking the average clustering of all nodes in a network to yield the clustering coefficient as follows:
where k i is the degree of node i, and e i is the number of links that exist among the k i nodes (Watts and Strogatz 1998) . Independent of protein size, the C values for GH64 PRNs (C GH64 ) are significantly higher than C RANDOM , and closest to C LATTICE4 (Fig. 4 ). LatticeV is a linear lattice with V/2 nearest neighbors to the left and to the right where possible (V/2 nodes at each of the two ends of the lattice chain will have fewer links than the rest of the nodes in the middle which will have V links each). Lattice8 networks are included in the comparison because they have the same link density as corresponding PRNs with the same number of nodes (Fig. 5 ).
The average path length (APL) of a network is the average length of a set of shortest paths between all node pairs. The average path length for GH64 PRNs (APL GH64 ) increases logarithmically with increases in protein size (nodes) ( Fig. 6 ). When compared with average path lengths of other canonical networks, APL GH64 is much shorter than the average path lengths of regular graphs (APL REGULAR ) and approximates the average path lengths expected for random graphs (APL RANDOM ) of the same size ( Fig. 7) . APL GH64 is also much shorter than both APL LATTICE8 and APL LATTICE4 (Fig. 7) .
The small-world property is a combination of high clustering and short inter-nodal distances (average path length increases logarithmically with network size), two conditions that from the above exposition, GH64 PRNs satisfy.
Assortativity refers to the extent that nodes associate or connect with their own kind. One form of assortativity which has been measured for PRNs is node degree. Positive degree-degree assortativity refers to the proclivity of nodes with small (large) degree to connect with other nodes of 1ten
GH64 Proteins Number of residues (Nodes) Fig. 1 Size of GH64 proteins in terms of the number of Ca atoms. PIDs are 1mjc, 1gvp, 1ten, 1ris, 2acy, 1tlk, 1ayc, 1sha, 1CD8, 1d4t, 1e86, 2fgf, 1eif, 1pdo, 1h7i, 1amx, 1bj7, 1aep, 1gm6, 3rab, 1wba, 1rbp, 1eyl, 153L, 1fap, 1nsj, 1hro, 1jr8, 256b, 1ICE, 1arb, 1vlt, 1urn, 1amp, 1j8 m, 1cjl, 1beb, 1OBP, 1b7f, 1hng, 1agd, 1aye, 1g4t, 1eov, 1bmt, 7tim, 1ce7, 1hwn, 2AAI, 1fbv, 1bf5, 1jly, 1dar, 1eun, 1rpx, 1bbp, 1bih, 1psd, 1b8a, 1ava, 1CVJ, 3eca, 3kbp, 1dio small (large) degree. Using the method in Newman (2002) , Bagler and Sinha (2007) report degree-degree correlation coefficients up to 0.58, which is considered unusual for networks with biological origins. Nonetheless, the positive assortativity values could be correlated in a positive manner to protein folding speeds (Bagler and Sinha 2007) . Similarly, we find positive degree-degree correlations in the GH64 PRNs independent of protein size. The assortativity values average at 0.3387 with a standard deviation of 0.0536, which is much higher than observed for randomized PRNs (randAll) (Fig. 8a ). For randAll networks, PRNs are randomized in the usual manner by rewiring nodes while preserving node degrees and without introducing multiple links between nodes (Maslov and Sneppen 2002) . As with clustering ( Fig. 4) , the assortativity values for GH64 PRNs Fig. 7 APLs of PRNs are much closer to APLs of random networks (APL RANDOM ) than to APLs of regular networks (APL REGULAR ). APL RANDOM * ln N/ln K, and APL REGULAR = N(N ? K -2)/ [2K(N -1)], where K is average degree and N is number of nodes (Watts 1999) . We use K = 8 (see Fig. 3 ) are closest to Lattice4 (Fig. 8a ). Pastor-Satorras et al. (2001) introduced an alternative method to assess degree assortativity which is less sensitive to the effects of super-connected nodes. A positive correlation between degree k and the average degree of nodes directly neighboring nodes of degree k is interpreted as evidence of positive degree-degree assortativity. In general, the plots in Fig. 8b agree with the summary in Fig. 8a . Although, the plots in Fig. 8b show some weakening (even reversal) in the relationship as node degree increases, which could be due to the limits on node degree (Bagler and Sinha 2007) .
Isolating structural characteristics of PRNs
To investigate how structural characteristics of PRNs influence protein folding, we attempted to isolate the source of the structural characteristics by randomizing different sets of links in our PRNs. Links are randomized in the usual manner by rewiring nodes while preserving node degrees and without introducing multiple links between nodes (Maslov and Sneppen 2002) . For example, to randomize the set of long-range links (randLE), two longrange links e 1 (a, b) and e 2 (c, d) are picked uniformly at random with replacement from LE. If both e 3 (a, c) and e 4 (b, d) do not already exist in the network, then e 3 and e 4 replace e 1 and e 2 . Link randomization may change the ratio of short-to long-range links in a PRN. Figure 9 shows the effect of randomizing different sets of links in GH64 PRNs. Both clustering ( Fig. 9a ) and assortativity ( Fig. 9b ) levels show larger decreases when only short-range links are randomized (randSE) compared with when only long-range links are randomized (randLE). Bartoli et al. (2007) commented that links encompassing a protein's backbone (which are short-ranged) is the main source of the relatively high levels of clustering in PRNs.
Similarly, we observed that short-range links are also responsible for much of the positive assortativity in PRNs. However, the APLs of PRNs are significantly reduced in both randSE and randLE networks (Fig. 9c ). The APLs of both randSE and randAll fall within one standard deviation of the APLs of randLE ( Fig. 10) . Hence it is possible, by randomizing only the long-range links of PRNs, to rearrange the links of a PRN such that its APL is significantly reduced while preserving its clustering and positive degree-degree assortativity coefficients at levels higher than would be in random graphs. This combination of structural characteristics qualifies randLE networks as small worlds too. The Lattice8 (defined in ''Structural characteristics of PRNs'' section), PRN, randLE, randSE, and randAll networks will be used in the experiments in ''Results'' section.
Search problem and search algorithm
We define a spin-glass like problem on a PRN and use the performance of a local search (a hill climber in the fashion of the Metropolis algorithm with zero probability of assuming a higher temperature configuration) to assess the effect of changes in network topology on search performance. Starting at random points in a search space comprising {0, 1, 2}N strings, 2 the problem is to find s, the unique globally optimal string defined by the DSSP output (Kabsch and Sander 1983) for a PRN reduced with the following rules: 0 represents H, I, and G, 1 represents E and B, and 2 represents others.
The unique global optimum s is reachable by maximizing the following fitness function: Fig. 8 a The GH64 PRNs have positive degree assortativity, with values closest to those for Lattice4. b Average neighborhood degree for degree k is the average degree of all nodes adjacent to all nodes of degree k. A positive correlation implies positive degree-degree assortativity 2 Incidentally, 3 N search spaces are common in discrete models of protein folding, e.g., 3 possible peptide bond torsion angles, and 3 possible bonds between hydrophobic (H) and polar (P) residues. P M i¼0 f ðe i ; s; s; xÞ which is inspired by Bryngelson and Wolynes (1987) . The g term ensures a unique global optimum 3 while the f term introduces frustration, i.e., the required ruggedness feature into the fitness landscape (Dill et al. 1995, p. 585) . Define s i as the current value of the ith element in string s. g(s i , s i ) = 1 if s i = s i and 0 otherwise. There are three options to x: (i) eq, which assigns equal weight or fitness contribution to all links; (ii) bh, which assigns more weight to links with shorter range; and (iii) th, which assigns more weight to links with longer range. Let e i link nodes j and k, d = |j -k| and |s j -
In the experiments in ''Results'' section, we report results for the fitness function with x = bh, and mainly use x = eq as control. There are several reasons for this, explained in ''Preliminary investigations'' section.
The local search algorithm is a hill climber which at each time step, the value of a single randomly chosen element assumes a different value chosen randomly from {0, 1, 2}, and never moves down hill to less fit points. For each run, the hill climbing algorithm is iterated until s is found, or the fitness function has been evaluated 1 million times. 20 independent runs are made per PRN. A total of 1280 (64 9 20) and 2640 (132 9 20) runs are made for GH64 and EVA132, respectively.
Results

Search performance
Both accuracy and speed, i.e., finding the right structure consistently in biologically functional time, are important criteria in the protein folding problem. We measure accuracy of the local search in terms of Success Rate (SR), which is the proportion of total runs per PRN where the hill Fig. 10 Both APL randSE and APL randAll lie within one standard deviation of APL randLE for networks with the same number of nodes climber found the unique global optimum within 1 million evaluations. Speed of the local search is accessed by avg_evals, which is the number of fitness function evaluations averaged over all runs with SR [ 0.0 per PRN. Configuration A is considered more favorable to protein folding than configuration B if the local search algorithm performs better, i.e., achieves a significantly higher SR and a significantly lower avg_evals, on A than on B. A configuration refers to a combination of network topology and fitness function. Search performance is affected by network size, larger networks are in general expected to be either more difficult to optimize and/or require more function evaluations. To remove this size effect, search performances between two configurations are compared on the set of common networks with SR [ 0.0. The largest P value of the Shapiro-Wilk normality test for SR and avg_evals data is 0.03380715 and 1.072698e-07, respectively. This allows us to conclude, with at least 95% confidence, that both SR and avg_evals data are not normally distributed, and to use the Wilcoxon method (paired) to test SR and avg_evals data for significance. Following this procedure, the hypotheses in the following discussion are confirmed with at least 95% confidence.
Preliminary investigations
Initial investigations show that the fitness function with x = bh yields the best search performance for PRNs. For both GH64 and EVA132 PRNs, search performance is significantly better when x = bh than when x = eq (Table 1) . For both GH64 and EVA132, the proportion of networks with [0.5 SR increased by at least 2.5 times (36/14 and 77/27), and the median size of networks with [0.5 SR increased by at least 55% (208/129 and 226/145), when x = bh than when x = eq ( Table 2 ). The fitness function with x = th is not viable because it made finding the global optimum too difficult (0.0 SR for GH64 PRNs). This makes sense considering that proteins exist in 3D physical space, and the possibility of a long-range link may depend on some prior sequence of events to bring distant nodes on the polypeptide chain into close spatial proximity with each other. Hence, long-range links are possible because of short-range links.
However, our preliminary investigations also suggest that long-range links are not mere corollaries to short-range links. Compared with PRNs, which allow for the use of both short-range and long-range links in the search, search performance is significantly worse when only short-range links (onlySE) guide the search as in the cases of onlySE and delay10. PRNs outperformed onlySE in terms of search performance irrespective of whether x = bh or x = eq (Table 1). In the delayZ configurations, the use of long-range links is delayed until the fraction of satisfied short-range links or constraints reaches Z/10. When x = eq, delayZ configurations (where Z \ 1.0) produced significantly better search performances than PRN (Table 1) . However, if long-range links are included only after all short-range links are satisfied, as in delay10_eq, search performance declines to levels similar to that for onlySE_eq ( Table 2 ). The inclusion of long-range links to guide the search is beneficial even when the long-range links are randomized; randLE_bh is a better configuration than onlySE_bh (Table 1) . These results demonstrate the role long-range links play in the satisfaction of all links in PRN, illustrating Gō's (1983) argument that ''…folding cannot be a simple unidirectional sequence of events going from smaller to larger structures; long-range interactions 
Note # is the number of networks with SR [ 0.0, common to both configurations A and B. Configurations with better overall search performances are bolded. The '_bh' and '_eq' suffixes, respectively, mark configurations which use the bh and the eq options in the fitness function. PRNs are from the GH64 and where indicated by *, the EVA132 dataset. Optimal strings for all networks come from the DSSP output for GH64 proteins and where indicated by *, the DSSP output for EVA132 proteins. delay07, delay08, and delay09 are, as explained in the text, configurations with delays in consideration of long-range links when computing the fitness function. onlySE is the configuration where the fitness contributions of long-range links are completely ignored throughout the search also play a determining role in secondary structures and there should be feedback of logic between the levels of organization''. When x = bh, both short-range and long-range interactions are present right from the start, so they have more interplay opportunities. And from the results just discussed, there appears to be a payoff to this. PRN_bh produced significantly better search performance than delay07_eq (Table 1) . Hence, the x = bh fitness function appears to be more compatible to the suitability of PRNs for protein folding.
PRNs occupy a sweet spot
Our investigations place PRNs in a sweet spot within the space of all network configurations tested. PRNs are plausible 3D structures and yield competitive search performances. Regardless of whether the fitness function uses x = bh or x = eq, PRN outperforms Lattice8 in terms of search performance (Table 3) . However when x = eq, randLE (the 'other' small world configuration, ''Isolating structural characteristics of PRNs'' section) outperforms PRN in terms of search performance. This is observed in both GH64 and EVA132 (Table 3) . It is only when x = bh that the randLE configuration loses its advantage over the PRN configuration, and there is no longer a significant difference between the search performances produced by PRN and randLE. Again this is observed with both GH64 and EVA132 (Table 3) .
Strictly from a search performance perspective, randSE, and randAll yield the best performance; all their networks have [0.0 SR and their median avg_evals are much lower (Table 4 ). However, the possibility of constructing a plausible 3D entity from their networks must also be considered. To do this, we use FT-COMAR (Vassura et al. 2008 ) which predicts a plausible 3D construction of a given contact map (a PRN in our case) and threshold (the one used to construct a PRN from the Euclidean distances between the residues, ''Protein residue network construction'' section), and reports the Hamming distance between Note # is the number of networks with SR [ 0.0, common to both configurations A and B. Configurations with better overall search performances are bolded. The '_bh' and '_eq' suffixes, respectively, mark configurations which use the bh and the eq options in the fitness function. PRNs are from the GH64 and where indicated by *, the EVA132 dataset. Optimal strings s for all networks come from the DSSP output for GH64 proteins and where indicated by *, the DSSP output for EVA132 proteins the given contact map and the contact map of the predicted structure. Table 5 reports on the FT-COMAR results (for one run). A larger value in this table implies that the given contact map is less plausible as a 3D structure. We ran FT-COMAR twice with different threshold values since according to Vassura et al. (2008) , FT-COMAR works better for larger thresholds. Regardless, the results favor PRN over randLE, randSE, and randAll in the sense that PRNs are more plausible 3D structures. By the FT-COMAR results, as network size N increases, Lattice8 networks are more convincing 3D structures than PRN. However, Lattice8 3D structures do not posses a wide variety of cavities for potential binding sites (we ignore for the moment the possibility of an alternative protein universe). Moreover, as mentioned at the beginning of this section, it takes longer for Lattice8 networks to reach their respective relaxed states (i.e., optimal strings) than PRN networks. Figure 11 gives an example of the 3D structures generated by FT-COMAR for the different types of networks, i.e., Lattice8, PRN, randLE, randSE, and randAll, of the protein 153L.
Discussion
The experiments in ''Results'' section show that PRNs occupy a sweet spot between complete order, as exemplified by Lattice8, and total randomness, as exemplified by both randSE and randAll, for protein folding. Hence, it could be argued that PRNs possess the combination of structural characteristics which help to place them in a favorable position within the space of all network configurations tested. In addition, having the right quantities of each structural characteristic is also a contributing factor to the compatibility of PRNs for protein folding. randLE networks, which also possess the same combination of structural characteristics as PRNs but in different quantities, yield similar search performances as PRNs when x = bh, but less plausible 3D structures than PRNs (''PRNs occupy a sweet spot'' section).
PRNs have often been described as having a smallworld network topology (Vendruscolo et al. 2002; Dokholyan et al. 2002; Atilgan et al. 2004; Del Sol et al. 2006) . But this characterization has been made in broad Note The first column gives the source of the PRN and optimal string s. The '*' indicates the use of the EVA132 dataset. The '_bh' suffix indicates the use of the bh option in the fitness function strokes. In contrast, we found in ''PRNs occupy a sweet spot'' section that the small worlds of PRNs are distinct and that the compatibility of PRNs to protein folding is affected even by quantitative deviations from their network topology within the small-world range. A study of different kinds of small worlds was made by Amaral et al. (2000) where 'the limited capacity of a vertex' was mentioned as a constraining factor of a network's degree distribution. The network topology of PRNs is also constrained by external factors; it is under pressure from the excluded volume effect, and we propose, also from structural characteristics, which from our study influences search performance and 3D structure plausibility.
In their small-world network model, Watts and Strogatz (1998) show how a regular graph is transformed into a small-world and finally into a random graph by increasing a parameter p, which is the rewiring probability of links. The p value of regular and random graphs is 0 and 1 respectively. Small-world networks occupy the 0 \ p \ 1 region. Similarly, we would like to obtain a rough estimate of the p value for our networks. 4 Define G to be a network, Lattice8 G to be G's corresponding (same size and density) Lattice8 network, and randAll G to be G's corresponding random or randAll network. Each network is represented by a 0/1 adjacency matrix. Beta is the Hamming distance between G and Lattice8 G divided by the Hamming distance between randAll G and Lattice8 G . Beta values for Lattice8 and randAll networks is 0.0 and 1.0, respectively. Figure 12 presents these results for GH64. randSE networks have Beta values averaging at 1.011 with a standard deviation of 0.0167 and a median of 1.0070; they are random graphs. The Beta values of both PRN and randLE lie in the small-world region. PRN networks have Beta values averaging at 0.4037 with a standard deviation of 0.1168 and a median of 0.4148; while randLE networks have Beta values averaging at 0.3966 with a standard deviation of 0.1133 and a median of 0.4111. PRNs have significantly larger Beta values than randLE networks (paired t test P value = 5.353739e-10; paired Wilcox test P value = 1.799551e-11).
Many natural and man-made complex systems have small-world architecture and various behaviors such as resilience to node failure have been postulate for the systems having small-world architecture. In the case of PRNs, the significance of their small-world architecture is often discussed in terms of the importance of short inter-nodal distances (APL) for rapid communication between amino acid residues to facilitate interaction cooperativity crucial for protein folding (Vendruscolo et al. 2002; Dokholyan et al. 2002; Atilgan et al. 2004; Del Sol et al. 2006 ). The existence of long-range links is often credited for the relatively short APLs observed in networks with small-world architecture. However, we find that the relationship between long-range links and APLs may not be a simple inverse. Compared with PRNs, randLE networks have significantly fewer long-range links (Fig. 13) , possibly due to their significantly lower rewiring probability (Fig. 12) , but significantly shorter APLs (Fig. 9 ). Further, compared with PRN, randLE's shorter APLs did not confer a significant advantage in terms of search performance (''PRNs occupy a sweet spot'' section). Nonetheless, PRNs did outperform Lattice8 networks in terms of search performance (''PRNs occupy a sweet spot'' section), PRNs have significantly shorter APLs than Lattice8 networks (Fig. 7) , and PRNs have more long-range links than Lattice8 networks (which have none). Shorter APLs in PRNs imply more compactness in native state proteins. That PRNs do not have minimal or at least shorter APLs than they do agrees with the notion that native state proteins are not in the most compact conformation possible (Dill et al., 1995 p. 568) .
The high clustering (local organization) aspect of PRN's small-world architecture has received less attention in the literature. A small exception to this is Sinha (2005, 2007) . They suggest that high clustering in PRNs is indicative of a modular hierarchical organization as a result of the protein folding process, but called for further investigation into this hypothesis (Bagler and Sinha 2005) . We find some evidence to support a hierarchical structure in GH64 PRNs (Fig. 14) . Following Trusina et al. (2004), hierarchical organization is gaged using the notion of a hierarchical path (Gao 2001) which is a path whose node degrees either monotonically increase then monotonically decrease, monotonically increase only, or monotonically decrease only. A network where a high fraction of its shortest paths are also hierarchical paths will have a hierarchical index H close to 1.0, signaling pronounced hierarchical organization. According to their hierarchical indices, the hierarchical organization of GH64 PRNs rapidly declines with increases in protein size. Alternatively, hierarchical structure in a network can also be detected by observing declining average clustering levels with increases in node degree (Ravasz et al. 2002; Ravasz and Barabasi 2003) . Using this method, Aftabuddin and Kundu (2006) report evidence of hierarchical structure for their weighted PRN, which is similar to the PRNs of Greene and Higman (2003) . We observed hierarchical tendencies in four randomly chosen GH64 PRNs, with the largest having 1261 nodes. There appears to be some reconciliation to be made between the two methods of hierarchy detection. Bagler and Sinha (2007) report that protein folding is slowed down by high clustering levels among long-range links in PRNs. However, they did not find any significant relationship between protein folding speed and clustering levels of entire PRNs. We propose that the high clustering levels in PRNs need not be tied to protein folding speed but to the protein fold itself, i.e., 3D structure plausibility. Networks with high levels of clustering, i.e., Lattice8, PRN, and randLE made more plausible 3D structures according to the FT-COMAR results (Table 5) than configurations with low levels of clustering, i.e., randSE and randAll. The difference in FT-COMAR results between randLE and randSE suggests to us the importance of shortrange links in creating plausible 3D structures and hence native protein folds (here we are ignoring the role of longrange links in packing).
Previously, a number of biological networks including protein-protein interaction and gene regulatory networks were described as disassortative, and it was proposed that this negative assortativity (specifically nodes of high degree or hubs are not directly connected with each other in the networks studied) is advantageous in the sense that the effects of harmful perturbations could be better localized (Maslov and Sneppen 2002) . However, in the case of PRNs, there is some evidence to suggest that long-range links preferentially link more well-connected nodes. For GH64 PRNs, nodes involved in short-range links are significantly less connected (have smaller node degrees on average) than nodes involved in long-range links (Fig. 15 ); and as Bagler and Sinha (2007) reported, positive degreedegree assortativity is observed for both short-and longrange links (Fig. 16 ).
However, this difference in nodes degrees does not make identifying nodes involved in long-range links a simple task since PRNs have a Gaussian degree distribution (Fig. 3) , and about 60% of a PRN's nodes are involved in long-range links. Define SE_nodes and LE_nodes as the set of nodes which are endpoints for links in SE and LE, respectively. For GH64 PRNs, the number of SE_nodes as a fraction of all nodes in a PRN, i.e., |SE_nodes|/N averages at 0.9970 with a standard deviation of 0.0039, while |LE_nodes|/N averages at 0.6659 with a standard deviation of 0.1093. For EVA132 PRNs, |SE_nodes|/N averages at 1.0000 with a standard deviation of 0.0004, while |LE_nodes|/N averages at 0.6348 with a standard deviation of 0.1367. Moreover, highly connected nodes in PRNs of native state proteins, do not necessarily occupy a central position in the sense that the correlation between node degree and node betweeness rapidly declines as protein (Fig. 17 ). Betweeness of a node is a measure of the node's centrality, or importance in terms of path traversal between nodes in a network. More specifically, the betweeness of a node is the fraction of shortest paths found between all node pairs that pass through the node.
This weakening positive correlation implies that many shortest paths in a PRN do not go through nodes with high degree, and since long-range links provide the short-cuts in PRNs, it seems contradictory to think of long-range links connecting nodes with high degree. Shortest paths in PRNs do traverse long-range links more often than short-range links, but the same cannot be said for random paths (Fig. 18) . For a set of paths P in a PRN, LE/SE Usage is (LE_traversed/|LE|)/(SE_traversed/|SE|) where LE_traversed is the number of edges in P which are in LE, and SE_traversed is the number of edges in P which are in SE. The labels 'shortest' and 'random' denote that P is a set of shortest and random paths respectively. Hence long-range links are important for producing the relatively short APLs of PRNs, but even though their endpoints have higher node degree on average than short-range links, and they have positive degree-degree assortativity, long-range links do not necessarily connect nodes of high degree because high degree nodes do not necessarily occupy central positions in native state PRNs. Vendruscolo et al. (2002) observed that nodes tend to lose their central position as a protein chain gets closer to its native state. Clearly this has implications for measurements of hierarchy such as Gao's index (Fig. 14) . Brede and Sinha (2005) find that the stability of networks with assortative mixing by node degree (i.e., positive degree-degree assortativity) declines more rapidly with increases in network size. A system with fragile stability is easily dislodged from its equilibrium state by small disturbances. However, the positive assortativity of PRNs may actually work to the benefit of the protein folding process by helping information to flow quickly and thus facilitate Fig. 17 Pearson's correlation between node degree and node centrality for GH64 PRNs declines with increase in protein size. This decline although less steep, is observed also when node centrality is computed using random paths instead of shortest paths coordinated action crucial for correct and rapid protein folding. Further, native state proteins ''adjust'' themselves during ligand-binding, and thus some vulnerability to perturbations or marginal stability (Taverna and Goldstein 2002) may be advantageous. Indeed if percolation of information is important, Vazquez and Moreno (2003) conclude that node degree assortativity can make networks robust to random node or edge removals. To this list of points in defense of positive degree-degree assortativity in PRNs, we add the possibility of delegation of responsibilities between interacting biological networks. The amino acid chain is the product of gene translation. Concerns about containing unwanted perturbations in an amino acid chain may be assigned to the disassortative structure of genetic networks. Additionally, since LE is less assortative than SE (Fig. 16 ), there may still be some degree of isolation between parts (node subsets) of a PRN to buffer against unexpected perturbations. From a purely structural viewpoint, we suggest that linking well-connected nodes may be a more efficient and safer way of reducing APLs in PRNs in the sense that fewer long-range links are needed and therefore fewer short-range links need to be rewired (rewiring short-range links decreases the chance of producing a plausible 3D structure). Shorter APLs can (but need not) improve search performance as we found in ''PRNs occupy a sweet spot'' section. Bagler and Sinha (2007) report that protein folding speed increases with positive degree-degree assortativity in PRNs. According to Ngo and Marks (1992) , long-range links (non-local interactions) actually increases the computational complexity of the protein folding problem (see also Ngo et al. 1994) . Thus, if a few well-placed long-range links is sufficient to reduce the average path length to a good enough level, this ''least effort'' (albeit, it could have taken evolution quite some time to figure out the optimal wirings) strategy may well be adopted by proteins.
So far, we have discussed nodes of a PRN as though they were uniform entities, which is not the case in reality. Amino acids possess a range of physical and chemical properties, and researchers have thought about how to use such properties, in particular hydrophobicity or polarity, in computational models of protein folding and to predict protein structure. There is evidence (depending on the scale used) of a positive correlation between node degree and hydrophobicity (Alves and Martinez 2007; Aftabuddin and Kundu 2007) . Hydrophobic residues shun water and generally lie in the core of a protein. As a result, these residues come into close proximity with many other residues, and thus gain their hub or high degree status. The relationship among hydrophobicity, node degree, and other network characteristics we have discussed in this article needs further study, keeping in mind that the relationship(s) may differ in transition versus native state proteins.
