In this paper, an optimized bilevel brain tumor diagnostic system for identifying the tumor type at the first level and grade of the identified tumor at the second level is proposed using genetic algorithm, decision tree, and fuzzy rule-based approach. The dataset is composed of axial MRI of brain tumor types and grades. From the images, various features such as first and second order statistical and textural features are extracted (26 features). In the first level, tumor type classification was done using decision tree constructed with all features. Further evolutionary computing using genetic algorithms (GA) was applied to select the optimal discriminating feature set (5 features) and classification using the decision tree constructed with the reduced feature set resulted in better performance. In the second level, grade classification, a fuzzy rule-based approach was used to resolve the uncertainty in discriminating the tumor grades II and III. Membership functions of all grades were defined for all features extracted from brain tumor grade images, to derive the fuzzy inference rules for grade discrimination. Similar to type classification with GA, better grade discrimination performance was exhibited with fuzzy inference rules derived using optimal feature set (13 features) using GA. Overall performance comparison of the proposed bilevel classifier with all features vs GA-based feature selection, shows that evolutionary computing combined with fuzzy rule -based approach is successful in reducing false positives, thereby enhancing classifier performance.
Introduction
Medical imaging technology has revolutionized health care over the decades, enabling physicians to diagnose disease earlier and improve patient health. Medical images can be acquired through various modalities such as magnetic resonance imaging (MRI), computed tomography (CT), single photon emission computed tomography, ultrasonography, and positron emission tomography. MRI-based medical image analysis is popularly used in brain image analysis in recent days as it is more suitable for efficient and objective evaluation of large data. Brain tumors are abnormal and uncontrolled proliferations of cells and it is believed to be the most lethal disease [1] .
Hence, timely diagnosis of this disease is important for proper treatment for the patients; it crucially determines their lifetime. * Correspondence: mohanas@ssn.edu.in This work is licensed under a Creative Commons Attribution 4.0 International License.
Tumor classification in brain MRI images
Extensive research is progressing in the area of brain image analysis and diagnosis. Computer aided disease diagnosis (CADD) system for brain related images are being developed in two aspects (i) bilevel classification of brain images as normal or abnormal using linear classifier without considering the disease type, (ii) multilevel classification of images into specific disease types or normal. The algorithms used for classifying brain images are using support vector machine (SVM), decision tree (DT), neural network, naive Bayes, and linear discriminant analysis (LDA) [2] [3] [4] [5] [6] .
In the survey article [1] on MRI-based image analysis of brain tumor images, the authors have given a comprehensive overview of brain tumors. The state of the art techniques used in segmentation, registration, and modeling techniques to perform tumor image analysis have been detailed with a focus on gliomas. Also a critical assessment of the current state and limitations in clinical application is given along with future developments in radiological tumor assessment.
Ahmed Kharrat et al. [7] have proposed a hybrid approach to classify brain MRI into normal, benign or malignant tumor. They have used wavelet based feature extraction technique, and extracted 44 features and reduced it to 5 features using genetic algorithm. A SVM classifier has been trained employing RBF kernel and 5-fold cross-validation to classify the brain images. Though the performance reported is high, the drawback of the hybrid approach is that the SVM has to be trained afresh for every new image in the database. Naik and Patel [8] , in their research, proposed a system to classify tumor type of the CT scan brain images. They used gray level cooccurrence matrix (GLCM) of the preprocessed CT images to extract the features. Decision tree and naive Bayesian classifiers were used to classify the images and their performances also were compared. Geethu and Monica [9] , in their research, made an elaborate review on segmentation, and classification methods for brain tumor MR images are discussed. The survey revealed state-of-the-art high-accuracy classification techniques suitable to classify the tumor type and discussed the scope for design of better image processing and machine learning approaches to grade the type of tumor specifically for gliomas:
astrocytomas. Firat et al. [10] assessed the contribution of multiparametric MRI features from multiregion of interest, only for grading of gliomas. Their research shows a promising scope for applying machine learning algorithms for classifying type and grade of brain tumors.
A study of the related works in the literature shows that classifying the specific tumor type with grade or normal using multilevel classifier has scope for extensive research.
Evolutionary computing for feature selection
Evolutionary computing is based on the central concept of "natural selection" leading to better and better solutions. Genetic algorithm (GA) is a programming technique that applies biological evolution as a problemsolving strategy. Researchers have applied GA to optimize the feature selection process, to enhance the performance of both linear and multiclass classification [5] . Sharma et al. [11] , in their research, used an adaptive fuzzy and neural network to segment astrocytoma, a type of brain tumor grade I to IV. Feature extraction was done using gray level coccurrence matrix of the brain MRI. Genetic algorithm was applied to select relevant features to derive the fuzzy rules for tumor segmentation. Kavitha et al. [12] , in their research, proposed a classification system for tumor types using SVM and DT with GA. Experiments carried out using two classifiers (with and without GA) for brain tumor classification show that DT with GA gives maximum accuracy compared to SVM with GA for optimal feature set.
Fuzzy approaches for tumor classification and discrimination
Classification algorithms are generally not suitable for grade discrimination due to uncertainty and vagueness in the feature set. To address this issue, various research works have been proposed using understanding-based techniques namely ontology-based approach, case-based reasoning, graph grammar, and fuzzy-based reasoning [13] .
Samuel et al. [14] developed a web-based fuzzy inference system for diagnosis of typhoid fever. Chen Nian-yi et al. [15] proposed a fuzzy rule-extraction algorithm based on fuzzy min-max neural network to perform grade classification of glioma tumor. Nedeljkovi [16] made a detailed description about image classification using fuzzy logic. A prior knowledge of spectral information about a land area was used to build a maximum likelihood (ML) classifier and a fuzzy inference system. Zarandi et al. [17] proposed a type-II fuzzy image processing expert system to diagnose brain tumors, especially astrocytoma tumors in T1-weighted MR images with contrast. In their proposed system, they applied an image filter to preprocess the MR images, segmentation using PCM fuzzy clustering method. El-Melegy et al. [18] proposed a prior information-guided fuzzy Cmeans algorithm to perform automated segmentation of tumor region in brain MRI images. A fuzzy clustering technique has been used in a combination of region and contour-based methods to detect and segment tumors in 3D brain images in the research work proposed by [19] .
From the existing research works, it is understood that fuzzy approach has wider scope for improvising tumor grade discrimination, with extraction of appropriate features. In the present research study, an optimized bilevel classification system is proposed with the following objectives: reducing the false positive rate during tumor type and grade classification, identification of optimal feature set for attaining maximum classification accuracy using decision tree and fuzzy rule-based approach with GA and reducing the uncertainty between the grades II and III of astrocytoma brain tumor.
Proposed methodology
In this work, a bilevel classification of brain tumor for identifying its type at the first level and grade at the second level is proposed. The dataset contains brain tumor type and grade images. The dataset is partitioned into training and test sets for both type and grade images. Features are extracted from the images of training dataset. The large feature set is optimized by identifying the best discriminating features using genetic algorithm.
Decision tree is constructed using both the entire feature set (DT) and optimal feature set (DT with GA). The rule set obtained from both are tested with the features extracted from test dataset. In type classification, which constitutes the level 1 of the proposed work, performance of the rule set resulting from DT and (DT with GA) DTGA were compared. Level 2 involves construction of fuzzy system for grade classification. The fuzzy inference rules of the system are constructed using entire feature set and optimal feature set obtained from the grade training images and their performances were compared. Finally, the two levels (tumor type and grade) are integrated by choosing the best techniques with respect to each, i.e the best among DT or DTGA for type classification and fuzzy or fuzzy with GA for grade classification. The overall design of the system is shown in Figure 1 .
Dataset
Axial MRI brain tumor type and grade images were collected from sources such as Harvard Medical School imaging-examples-1). The dataset for brain tumor type contains 239 images in which 70% of total images (171) are taken for training and the remaining 30% (68) are taken for testing and the split up of the images among different types is given in Table 1 . The dataset for brain tumor grade contains 80 images, 70% of which (56) are taken for training and the remaining 30% (24) are taken for testing and the split up of the images among different grades is given in Table 2 .
Feature extraction
Statistical features, namely first-order features (6), second-order features (4), and textural features (16) are extracted from the images [7] . The first-order features are calculated using the histogram and the second-order features are extracted from the GLCM (gray level cooccurrence matrix) of input images. A total of 26 different features are extracted from the images that are listed in Table 3 . From the extracted features, the optimal feature set is identified using genetic algorithm. Feature Type Feature Name First-order statistical Mean, variance, standard deviation, skewness, kurtosis, entropy Second-order statistical Correlation, contrast, homogeneity, energy Textural Sum of energy, auto correlation, cluster prominence, cluster shade, dissimilarity, max probability, sum average, sum variance, sum entropy, difference variance, difference entropy, information measure of correlation1, information measure of correlation2, inverse difference, inverse difference normalized, inverse difference moment normalized
Genetic algorithm-optimal feature set
Genetic algorithm (GA), a larger branch of evolutionary computing, is a search-based optimization technique based on the principles of genetics and natural selection. In GA, we have initial populations which are subject to recombination and mutation operations, producing new solutions. The fitness value of each candidate solution decides its participation in the generation of better solutions. In our proposed system, to classify the type and grade of the tumor, there is a need to select best discriminating features and we used GA to evolve the optimal feature set. The sequence of steps of genetic algorithm is given below:
• The initial population is generated with M = 20 individuals.
• Each individual is a vector of F = 26 bits representing the extracted features of the brain images taking the values as either 0 or 1 (0 -rejected feature, 1 -selected feature).
• The fitness value of an individual is the accuracy obtained from the classifier constructed for the dataset using the features represented by that individual.
• Similarly the fitness value is calculated for each individuals and the best 10 individuals are selected for the next iteration (generation).
• From these individuals two parent chromosomes (individuals) are selected using tournament selection.
• One point crossover is done to produce two new individuals based on crossover probability as 0.3.
• The generated new individuals are applied to bit string mutation based on mutation probability as 0.5.
• The evolutionary process is repeated until a termination condition is reached (global optimal solution or maximum iteration of 100). At the end of GA, optimal feature set with maximum accuracy is identified.
The process flow is shown in Figure 2 [20] . 
Decision tree classifier
The decision tree is constructed for the extracted features of brain tumor images and optimal feature set identified using the genetic algorithm as input data for all possible splits. The best split attribute which has Algorithm 1 GeneticAlgorithm identifies the optimal feature set from the entire feature set. Initialise the initial population containing M individuals each of F bits taking values 0 or 1
for all i in M individual do 4: f itness_value(i) = f itness(individual(i)) 5: end for 6: while Termination criteria(global accuracy or maximum iteration) not achieved do 7: Select the best N individuals 8: Select the parents based on selection method
9:
Perform cross over based on crossover-probability
10:
Perform mutation based on mutation-probability 11: for all i in N + new children individual do 12: f itness_value(i) = f itness(individual(i)) 13: end for 14: end while 15 Extract the features represented by the individual
18:
Call the classifier to construct the model file or rule set for the considered features
19:
Calculate the accuracy and return 20: return OFS 21: end procedure the highest information gain is chosen to partition the data in two subsets and the partition occurs recursively. The algorithm stops when any one of the following condition is achieved: all the data of one partition belongs to the same type, there are no remaining features on which the data may be further partitioned and there are no data to be partitioned [21] .
In decision tree construction, K-fold cross-validation is applied for estimating the performance of a classifier with K = 10 and m=239 (number of training images). The process for single run of 10-fold crossvalidation is given below:
1. Arrange the training examples in a random order. Create a node N
3:
If tuples in D are all of the same class C then return N as a leaf node labelled with the class C
4:
If Attribute_List is empty then return N as a leaf node labelled with the majority class in D ▷ majority voting
5:
Apply attribute_selection_method(D, Attribute_list) [21] to find the best split point 6: Label node N with split attribute
7:
If splitting attribute is discrete-valued and multiway splits allowed then Attribute_List < −Attribute_List − splitting_attribute 8: for all outcome j of split point do ▷ partition the tuples and grow subtrees for each partition
9:
Let D j be the set of data tuples in D satisfying outcome j
10:
If D j is empty then attach a leaf labelled with the majority class in D to node N
11:
Else attach the node returned by Generate_decision_tree(D j , Attribute_List) to node N 12:
end for 13: return N 14: end function
To obtain an accurate estimate of the classifier, the maximum accuracy obtained is selected from 10 runs. Let (A 1 , . .., A t ) be the accuracy estimates obtained in 10 runs from which the accuracy is calculated as
Fuzzy rule-based approach
The fuzzy rule-based approach is used in identifying the grade of a specific tumor type. Decision tree algorithm exhibits good accuracy for classifying the type of the brain tumor, but does not perform well in grade discrimination. Particularly, in discrimination of grade 2 and grade 3, for which the tumor texture is similar, fuzzy approaches may be suitable to resolve the uncertainity.
In type1 (astrocytoma), 26 features are extracted from each image, which are are divided into 4 input-value set Ii :j based on their grade classes where 1 <= i <= 4 and 1 <= j <= 26 . In addition, from the extracted features optimal feature set is identified using GA, for which the fuzzy system is built with 1 <= i <= 4 and
The features in each input-value sets are sorted. The triangular membership function A i,j which has the triplets b i,j (center), c i,j (left) and a i,j (right). Triplets of the membership function can be calculated as given in Eq. (1) to (3).
where x i,min and x i,max are the minimum and maximum elements of the input fuzzy set. The fuzzy rules are generated based on the hierarchical relationship between the class and the corresponding input fuzzy set A i,j and further simplified by computing the equality between two MF's as given in Eq. (4) .
If the equality E value is above the cut-off (a = 3), then new membership function is defined by merging the two membership function as given in Eqs. (5) to (7). These membership functions are used to generate fuzzy inference rules to build the Mamdani fuzzy model for grade discrimination.
Algorithm 3 Fuzzy rul-based approach to generate and simplify the fuzzy rule set Inputs: GradeFIS (Name), mamdani (Type), min(andMethod), max(orMethod), centroid(defuzzMethod), min(impMethod), max(aggMethod) Output: F S Fuzzy rule set [ 1X4 struct]
1: function Fuzzy Rule Generation( )
2:
Define the input membership function
3:
Divide the dataset into input value set based on the grade class 4: for all input value set do 5: for all feature do 6: Determine the triangular input membership function 7: end for 8: end for 9: for all grade class do 10: Define the rule list 11: end for ▷ Simplifying the rule list based on the equality
12:
▷ Similarity between membership function 13: for all feature j do 14: for all input membership function of the grade classes do 15: Calculate the equality between the input membership function 16: If (equality >= cutof f ) then
17:
Define new membership function which is the average of the input membership function for the two grade classes 18: Modify the rule list 19: end for 20: end for 21: return FS 22: end function
Experiments and results
This research work attempts to improve the classification performance by selecting the suitable discriminating features for type and grade classification of tumors. The implementation is done using R and MATLAB 2015a version in windows environment. For decision tree construction, the extracted 26 features are passed to RPART and the accuracy is calculated using GA-DT fitness evaluation function for each random subset. From the accuracy estimation, a feature subset with 5 features are selected as optimal set for first level type classification.
For fuzzy rule construction, each input and output variable (feature) a triangular membership function (MF) is created with its specific range. From the created MFs, fuzzy rules are generated for each grade and evaluated. From the accuracy estimation, a feature subset with 13 features are selected as optimal set for second-level grade classification. The proposed fuzzy model is developed using MATLAB fuzzy GUI and coding. "Gl oma-Type1" "Men ng oma-Type2" "Metastas s-Type3" "Normal-Type4" Figure 3 . Brain tumor types "Grade1" "Grade2" "Grade3" "Grade4" 
Performance analysis
The classifier performances for different approaches are compared for the measures using accuracy, sensitivity, and specificity. Accuracy is estimated as the ratio of number of correctly classified images to the total images. Sensitivity and specificity are calculated using the confusion matrix.
Result of brain tumor type classification using decision tree
From the extracted 26 features, decision tree is constructed and validated using test image set features until the maximum accuracy is obtained. Then the rule set is derived for the decision tree. The confusion matrix of decision tree is given in Table 4 . Optimal features (5 features-Mean, homogeneity, max probability, sum variance, and sum entropy) are selected using genetic algorithm, from which decision tree is constructed and its corresponding confusion matrix is given in Table 4 . From the confusion matrix, the specificity and sensitivity are calculated and tabulated in Table 5 . The average specificity, average sensitivity, and accuracy of classification with and without GA for brain tumor type classification is given in Table 6 . 
Result of grade classification using fuzzy rule-based approach
The confusion matrix of fuzzy rule-based approach for brain tumor grade classification using the entire set of 26 features is given in Table 7 . The confusion matrix of fuzzy rule-based approach with GA, for brain tumor grade classification for the optimal feature set of 13 features (mean, standard deviation, skewness, entropy, contrast, energy, sum of square, cluster prominence, dissimilarity, max probability, sum variance, difference variance, inverse difference moment normalized) are given in Table 7 . From the confusion matrix, the specificity and sensitivity are calculated and tabulated in Table 8 .
The fuzzy inference rule set generated can be represented in three different ways. They are verbal, symbolic, and indexed. The average specificity, average sensitivity and accuracy of classification with and without GA for brain tumor grade classification is given in Table 9 . 
Result of bilevel classification
The rule set generated from Decision Tree with GA and the rule set generated from fuzzy with GA are integrated for classifying the type and the grades of the tumor respectively as a bilevel classification system. Presently, the developed system is tested for glioma type only in the second level.
The performance measures evaluated for the overall system are shown in Table 10 , for the classifiers designed with GA for feature selection and without feature selection. The sensitivity and specificity measures (true-positive and true-negative rates) shows the significant performance improvement obtained by using GA. Figure 5 illustrates the improvement in the classifier performance for both type and grade classification using GA.
Thus, experiments have been carried out with MRI of brain tumors for its type and grade classification. The type classification was tested with decision tree classifier with all features and also using only optimal features selected by applying GA. Similarly, grade classification was experimented initially with decision tree but resulted in very poor performance. Hence, fuzzy approach with all features and optimal features selected using GA was used for grade discrimination. The overall performance of the classification of tumor type and grade is observed to be better with optimal features selected using GA. Also, from the sensitivity and specificity scores attained, it is evident that the proposed bilevel classification system with GA is successful in reducing false positives and also the uncertainty in discriminating the grade of the tumor type.
Conclusion and discussion
In this work, we have explored the importance and advantage of combining classifiers with selection of appropriate discriminating features using an evolutionary approach (GA), for improving the performance of the classifier. We have designed a bilevel classification system to identify the type of brain tumor in the first level and grade of one particular type in the second level. The classifiers built using decision tree algorithm and fuzzy rule-based approach gave decent accuracies for type and grade classification respectively, but when combined with genetic algorithm for selection of optimal feature set, showed significant improvement in the performance measures which is very much necessary for an automation system developed for medical diagnosis.
The objectives of the proposed system were: (i) to reduce the false positive rate in tumor type and grade classification, (ii) to identify the discriminating feature set for attaining maximum classification accuracy, and (iii) to reduce the uncertainty (ambiguity) in discriminating the grades II and III of astrocytoma during classification. In the proposed bilevel classifier, decision tree was used to generate the rule set for classifying the brain tumor type using the optimal features identified by genetic algorithm. The performance of the classification using this technique resulted in a better accuracy (89.70%) than that of decision tree constructed using all extracted features (86.76%). Similarly, classification with the fuzzy inference rules generated for brain tumor grade using the optimal feature set selected using genetic algorithm resulted in an accuracy of 62.50%, which was better than that obtained using fuzzy inference rules generated with all the extracted features (58.33%). The overall accuracy of the proposed bilevel system is 72.55% with all features and 76.1% with GA-based optimal feature set selection.
The sensitivity and specificity measures of the proposed system clearly shows that fuzzy rule-based approach combined with GA performs better in grade discrimination compared to the fuzzy approach with all features. The future challenge is to further reduce the false-positives during grade classification by identifying relevant rules. The system can be developed as an expert tool by collecting real time features such as age and sex and including it along with expert's rules. It can also be extended to include other brain tumor types and grades of all the types and thus can be used as a diagnostic assistant by physicians and radiologists.
