Preface
The sixth BioASQ workshop on biomedical semantic indexing and question answering took place in Brussels, Belgium on November 1st, 2018 as part of the EMNLP 2018 conference and was hosted by the SQUARE Brussels meeting centre. The workshop was supported by the BioASQ project 1 , which organizes the corresponding annual challenge. The goals of the workshop were to present the results of the sixth BioASQ challenge and further the interaction with the wider community of biomedical semantic indexing and question answering. The presenters represented research teams from different parts of the globe and with different viewpoints to the problem.This contributed to a very lively and interesting discussion among the participants of the workshop.
Ten papers were presented during the workshop. All were selected by peer review for presentation. This volume includes all ten papers. The first paper gives an overview of the challenge, including especially the datasets that were used throughout the challenges and the overall results achieved by the participants.
The remaining nine papers are those presented at the workshop. The first of these papers presents an analysis of the use of Semantic Role Labeling (SRL) tools in question-answering. The second paper present a system which uses deep learning and reinforcement learning approaches for the generation of ideal answers. Deep learning techniques for the document and snippet retrieval tasks is the object of discourse of the third workshop paper. The fourth paper presents a system for document and snippet retrieval, which makes use of semantic similarity patterns that are evaluated and measured by a convolutional neural network architecture. The system presented in the fifth paper uses a novel end-to-end model, which utilizes deep learning and attention mechanism to index MeSH terms to biomedical text. In the sixth paper, the authors move toward abstractive summarization, which attempts to distill and present the meaning of the original text in a more coherent way. They incorporate a sentence fusion approach, based on Integer Linear Programming. A named-entity based method for answering factoid and list questions, and an extractive summarization technique for building paragraphs are presented in the seventh paper of the workshop. The eighth paper studies the influence of enriching the training data by manually annotated variants of gold standard answers on the evaluation performance. The last paper focuses on a system for ideal answer generation, using ontology-based retrieval and a neural learning-to-rank approach, combined with extractive and abstractive summarization techniques.
We wish to thank all who participated to the success of this workshop, especially the authors, reviewers, speakers and participants.
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