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Die exakte Verteilung der Raviv-Statistik für 
kleine Stichprobenumfänge 
E. Brunner, D. Compagnone 
Zusammenfassung 
Für das verbundene Zwei-Stichproben-Problem wird für kleine Stichproben ein exakter Test 
für den Vergleich der Randverteilungen hergeleitet. Dabei sind auch Bindungen zulässig. Die 
Verteilung der Statistik unter der Hypothese kann über eine einfache Rekursionsformel 
bestimmt werden. Rechentechnisch bietet sich hierfür ein Shijt-Algorithmus an, für den ein 
SAS-Programm als Makro zur Verfügung gestellt wird. 
Schlüsselwörter: 
Verbundenes Zwei-Stichproben-Problem, nichtparametrischer Test, exakte Verteilung, Raviv-
Test, Wilcoxon-Test. 
Summary 
The exact distribution of a non-parametric test statistic for comparing two non-independent 
sampIes is derived for small sampIe sizes. Ties are handled without problems by the proce-
dure. The distribution of the statistic under the hypothesis can be calculated by means of a 
recursive formula. To compute this a simple shijt algorithm is used and a SAS-macro 
program is listed.· 
Keywords: 
dependent two-sample problem, non-parametric test, exact distribution, Raviv test, Wilcoxon 
test. 
1. Einleitung 
Viele Versuchsanlagen in der Biometrie sind verbundene Zwei-Stichproben-Probleme, 
z. B. Messungen oder Beobachtungen an derselben Versuchs einheit vor und nach einer 
Behandlung. Diese Versuchsanlage beschreibt man üblicherweise durch unabhängige 
Zufallsvektoren X i = (Xil, Xi2), die identisch verteilt sind nach der Verteilungsfunktion 
F* (Xl, X2) mit den Randverteilungen FI (x) und F2 (x). 
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Zur Beschreibung nichtparametrischer Effekte in diesem Modell gibt es mehrere Mög-
lichkeiten: Zum einen kann man Effekte zwischen den abhängigen Beobachtungen defi-
nieren, z. B. 
für i = 1, .. . , n, 
was zum Vorzeichentest führt, oder 
v : = P (XiI - Xi2 ;:;:;; Xj2 - Xjl ) füri1=-j=l. ... ,n, 
was zum Wilcoxon-Vorzeichentest führt; zum anderen läßt sich ein Effekt zwischen den 
unabhängigen Beobachtungen definieren, d. h. als Unterschied zwischen den Randver-
teilungen. In Anlehnung an das unverbundene Zwei-Stichproben-Problem beschreibt 
man diesen Effekt z. B. durch 
w : = P (Xil ;:;:;; Xj2) für i 1=- j = 1.. .. , n, 
was beim unverbundenen Zwei-Stichproben-Problem zum Wilcoxon-Mann-Whitney-
Test führt. 
Für den Fall verbundener Stichproben wurde für diesen Effekt von RAVIV (1978) ein 
asymptotischer Test angegeben. Ein rechnerisch einfacheres, ebenfalls asymptotisches 
Verfahren, das für kleine Stichprobenumfange leicht verzerrt ist, wurde von BRuNNER 
und NEUMANN (1986) hergeleitet. Die Verteilung der Raviv-Statistik für kleine Stichpro-
benumfange ist bisher nicht bekannt. Im folgenden soll daher untersucht werden, ob in 
einem eingeschränkten Modell die exakte (bedingte) Verteilung der Raviv-Statistik ange-
geben werden kann. Modelleinschränkungen sind in der nichtparametrischen Statistik 
zur Bestimmung exakter Verteilungen bei kleinen Stichprobenumfängen meist unver-
meidlich - man denke etwa an den Wilcoxon-Mann-Whitney-Test, bei dem zur Bestim-
mung der Verteilung des Schätzers für w = P (Xi;:;:;; Xj) die Annahme Fx = Fy gemacht 
werden muß. Dies ist z. B. in einem stetigen Lokationsmodell äquivalent zu der Hypo-
these Ho : w = 112 , was im allgemeinen jedoch nicht der Fall ist (HILGERS, 1982). Man 
kann daher im Fall verbundener Stichproben nicht erwarten, daß man ohne Modellein-
schränkungen auskommt. 
Eine mögliche Modelleinschränkung ist das bekannte, anschaulich gut interpretierbare 
Modell mit additiven Behandlungs- und Blockeffekten. Dieses Modell ist ein Spezialfall 
eines allgemeineren Modells mit additivem Behandlungseffekt und vertauschbarer Feh-
lerverteilung: Hierfür wird eil1 exakter Test für kleine Stichproben hergeleitet, bei dem 
auch Bindungen zugelassen sind. Die Berechnung der exakten Verteilung ist bei sehr 
kleinen Stichproben (n < 10) mit einem einfachen rekursiven Algorithmus sogar von 
Hand möglich. Da es sich um einen bedingten Test handelt, ist die Verwendung von 
Tabellen technisch nicht möglich. Statt dessen wird ein kurzes Programm als SAS-
Makro zur Berechnung der P-Werte angegeben. 
2. Modell und Hypothesen 
Allgemein kann man das verbundene Zwei-Stichproben-Problem durch das folgende 
Modell beschreiben: 
Modell A (Ailgemeines Modell) 
Xi = (Xii, Xi2) u.i.v. Zufallsvektoren, 
F* (Xl, X2) : = P (Xil;:;:;; Xl, Xi2;:;:;; X2) (gemeinsame Verteilung von Xil und Xi2), 
.•. 
Fj (x) : = P (Xij ;:;:;; x) (Randverteilung von Xij). 
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Um einfache, anschaulich interpretierbare Effekte zu betrachten, kann man dieses 
Modell spezialisieren. Eine mögliche Betrachtungsweise bietet das Lokationsmodell mit 
vertauschbarer Fehlerverteilung: 
Modell P (Permutationsmodell) 
Xij = fl j + 17 ij 
mit fl j fester Effekt, 
17 i : = (17 i 1, 17 d u.i.v. Zufallsvektoren, 
und (17 i 1, 17 i2) ist verteilungsgleich mit (17 i2, 17 i 1), d. h. die Verteilung der 
Zufallsvektoren 17 i ist symmetrisch in den Argumenten. 
Eine übliche Modellierung des Fehlerterms 17 i ist die Zerlegung in einen additiven zufäl-
ligen Blockeffekt Bi und u.i.v. Zufallsvariablen e ij . Dies führt zu dem aus der Varianz-
analyse bekannten Modell mit additivem Blockeffekt, das ein Spezialfall von Modell P 
ist: 
Modell V (Varianzanalytisches Modell) 
X ij = fl j + Bi + e ij 
mit fl j fester Effekt, 
Bi u.i.v. Zufallsvariable (zufälliger Blockeffekt), 
e ij u.i.v. Zufallsvariable (Fehlerterm), 
Bi und e ij unabhängig mit stetiger Verteilung. 
Wie die folgenden Überlegungen zeigen, genügt bereits die Einschränkung auf das 
Modell P, um einen Schätzer für die stochastische Tendenz 
w : = P (Xll ~ X22) = J F1 dF2 (keine Bindungen) 
bzw. 
w * : = P (Xll ~ X22) - P (X22 ~ Xll) = J F1 dF2 - J F2 dFl (Bindungen zugelassen) 
der Randverteilungen F1 und F2 herzuleiten und die Verteilung dieses Schätzers unter 
der Nullhypothese anzugeben. Dazu wird zunächst für die den verschiedenen Effekten 
entsprechenden Hypothesen untersucht, welche Beziehungen zwischen diesen Hypo-
thesen in den Modellen A, P und V bestehen. Zur Abkürzung werden die folgenden 
Bezeichnungen verwendet: . 
(1) fl1 = fl2 
(2) F1 = F2 
(3) w= 112 
(4) (XiI, Xi2) verteilungsgleich zu (Xi2, XiI). 
Für den Fall unstetiger Randverteilungen verwendet man statt (3) die Hypothese 
(3') w* = O. 
Sind die Verteilungsfunktionen FI und F2 stetig, so sind die Aussagen (3) und (3') äqui-
valent. In den bei den folgenden Sätzen kann daher (3') durch (3) ersetzt werden, wenn 
stetige Randverteilungen vorliegen. 
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Zwischen diesen Hypothesen bestehen im allgemeinen Modell sofort einsichtige, triviale 
Beziehungen, die im folgenden Satz aufgeführt sind: 
Satz 1 
Im Modell A gelten folgende Implikationen: (4) ---+- (2) ---+- (3'). 
Definiert man den "Lokationsparameter" /1 j als Erwartungswert oder als Median der 
Verteilung Fj, so gilt außerdem: (2) ---+- (1). 
Die Umkehrungen gelten im allgemeinen nicht. Die Einschränkung auf das Modell P 
jedoch bringt bereits die Äquivalenz aller Hypothesen: 
Satz 2 
Im Modell P sind die Aussagen (1), (2), (3') und (4) äquivalent. 
Beweis 
Es werden folgende Implikationen gezeigt: 
(1) -- (2) -- (3') -- (1) und (1) -- (4) -- (2) 
1. Sei /11 = /1 2 = : /1 
-- X ij = /1 + r; ij 
-- Fl (x) = P (XiI;;;;; x) 
= P (r; il;;;;; X - /1) 
= P (r; i 1;;;;; X - /1, r; i 2 E IR) 
= P (r;i2;;;;;X - /1, r;il EIR) 
= P (X i 2 ;;;;; x) = F2 (x) 
2. Sei Fl = F2 = : F 
--I Fl dF2 =I FdF = lF2 dFl 
3. Seiw* =O 
+-+ P (X II ;;;;; X22) = P (X22 ;;;;; Xll) 
+-+P(Y;;;;;/12-/1I) = P(Y~/12-/1I) 
mit Y : = r; II - r; 22 
-- /12 - /11 = 0, 
da Y symmetrisch zu 0 verteilt ist und in jeder Umgebung von 0 Masse hat (siehe z. B. 
BRuNNER, COMPAGNONE, 1988). 
4. Sei /11 = /12 = : /1 
-- P (XiI;;;;; Xl, Xi2;;;;; X2) 
= P (r; i 1 ;;;;; Xl - /1, r; i 2 ;;;;; X2 - /1) 
= P (r; i2;;;;; Xl - /1, r; i 1;;;;; X2 - /1) 
= P(X i2;;;;; Xl,Xil;;;;;X2) V Xl,X2EIR 
+-+ (X i 1, Xi 1) ist verteilungs gleich zu (X i 2, X i1) 
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5. Sei (Xii, Xi2) verteilungsgleich zu (Xi2, Xii) 
-+ FI (x) = P (Xii ~ x, Xi2 E IR) 
= P (X i 2 ~ x, Xi! E IR) 
= F2 (x) 
Anmerkung 
Da das Modell V ein Spezialfall des Modells P ist, gilt hier natürlich ebenfalls diese 
Äquivalenz. 
3. Stetige Verteilungen (keine Bindungen) 
Zur besseren Lesbarkeit sollen zunächst stetige Randverteilungen Fj (x) angenommen 
werden. Die Resultate für den allgemeinen Fall beliebiger Randverteilungen werden im 
nächsten Abschnitt gegeben. 
Zur Konstruktion eines Tests kann man das Tendenzmaß w durch Einsetzen der empiri-
schen Verteilungsfunktion konsistent schätzen: 
n n 
- I 1 - n+l 1 ~ ~ 
Wn = F(!) dF(2) = n (R2 - -2-) = 2.L.- .L.-
n i=l j=! 
Dabei ist Ri 2 der Rang von Xi 2 in der gesamten Stichprobe, 
n 




für u ~ 0 
für u < 0 
die Zählfunktion. Bei verbundenen Stichproben ist der Schätzer Wn jedoch nicht erwar-
tungstreu für w. Für den Erwartungswert ergibt sich bekanntlich 
- n -I 1 E (Wn) = -n- . W + n . L. mit L. : = P (Xl1 ~ X12). 
Damit erhält man aber sofort einen unverzerrten Schätzer für W durch Subtraktion der 
Vorzeichenstatistik 
n 
- 1 ~ L.n = n.L.- c (Xi2 - XiI). 
i=! 
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Das Ergebnis läßt sich in folgendem Satz zusammenfassen: 
Satz 3 
Bei verbundenen Stichproben ist 
- n - 1 -
Wn : = ll-1 . (wn - n . L.. n) 
n 
1 1I n+1 
=-- (- [Ri2-C(Xi2-Xil)]---) 
n -1 n 2 
i=l 
ein erwartungstreuer und konsistenter Schätzer fUr w. 
Dies wurde schon von RAVIV (1978) und von BRuNNER und NEuMANN (1986) gezeigt. 
Dort wurde ebenfalls die asymptotische Verteilung von Wn und der asymptotisch äquiva-
lenten Statistik Wn berechnet. Um den Test auch fUr kleine Stichprobenumfange durch-
fUhren zu können, wird die exakte Verteilung von Wn unter der Hypothese benötigt. 
Diese kann wegen der in Satz 2 gezeigten Implikationen im Modell P noch hergeleitet 
werden, während dies in Modell A nicht mehr möglich ist. Im Modell P ist die Hypo-
these w = 112 bekanntlich auch äquivalent zur Hypothese des Wilcoxon-Vorzeichen-
Tests (v = 112) und zur Hypothese des Vorzeichen-Tests (L.. = 112). Daher könnte in die-
sem Modell die Gleichheit der Randverteilungen auch mit dem Wilcoxon-Vorzeichen-
bzw. mit dem Vorzeichen-Test untersucht werden. Der Wilcoxon-Vorzeichen-Test hat 
jedoch den gravierenden Nachteil, daß die Test-Statistik nicht invariant unter streng 
monotonen Transformationen der Daten ist. Dies kann nämlich einerseits zu Interpreta-
tionsschwierigkeiten fUhren, und zum anderen ist es nicht möglich, den Wilcoxon-Vor-
zeichen-Test auf nicht-metrische Daten anzuwenden. Im Gegensatz dazu ergeben sich 
diese Probleme nicht bei der Raviv-Statistik Wn, da diese - wie man sofort sieht - invari-
ant ist unter streng monotonen Transformationen der Daten. Dasselbe gilt zwar auch fUr 
den Vorzeichen-Test, jedoch ist dieser oft nicht sehr effizient, da er nur wenig Informa-
tion aus den Daten verwendet. 
Im folgenden wird daher im Modell P die exakte bedingte Verteilung wn unter der 
Hypothese w = 112 hergeleitet, die fUr kleine Stichprobenumfänge mit einem Shiftalgo-
rithmus leicht zu berechnen ist. Bedingt wird dabei auf 




ail : = Ril- c (XiI - Xj2) = 
Ril-1 
falls X i I < Xi 2 
falls Xil > Xi2 
{ 
Ri2 
ai2 : = Ri2 - c (Xi2 - Xil) = 
Ri2 -1 
falls XiI> Xi2 
falls XiI< Xi2 
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und Rij ist dabei der Rang von Xij in der gesamten Stichprobe. Aus technischen Grün-
den wird statt Wn die Statistik 
n 
Rn: =L (ai2 - aiI) . c (ai2 - ail) 
i=l 
verwendet. Dies ist gerade die Summe der positiven Differenzen ai2 - ail. Bei bekannter 
Bedingung (*) erhält man nämlich Wn aus Rn und umgekehrt: 
- 1 1,"",1 
Wn = n (n _ 1) (Rn - 2 .~ a D + 2 
- 11,"", 
Rn = n (n -1) (Wn - 2) + 2'~ ai 
Die Statistiken sind also (bedingt auf ai für i = 1, ... , n) äquivalent. Die bedingte Vertei-
lung von Rn unter der Nullhypothese läßt sich leicht herleiten: Unter Ho : w = 112 gilt 
nach Satz 2 die Verteilungsgleichheit von (XiI, Xi2) und (Xi2, XiI). Unter diesen Per-
mutationen bleiben die Werte ail und ai2 invariant und werden lediglich vertauscht, so 
daß die absoluten Differenzen I ail - a i21 (i = 1, ... , n) unverändert bleiben. Somit erhält 
man in diesem Modell unter der Hypothese 2n* gleichwahrscheinliche Permutationen 
mit n* = :J::I: (i I ai > 0). Die Verteilung von Rn kann daher wie allgemein bei Vorzeichen-
Permutationstests (STREITBERG, RÖHMEL, 1983; STREIBERG, RÖHMEL, 1984) durch einen 
einfachen Shiftalgorithmus berechnet werden. Das Verfahren soll anhand eines kleinen 
Zahlenbeispiels demonstriert werden: 
Beispiell 
Xil Xi2 Ril Ri2 c (XiI - Xi2) C (Xi2 - XiI) ail ai2 ai c (ai2 - ail) 
1.5 2.7 2 5 0 1 2 4 2 1 
3.2 2.9 8 6 1 0 7 6 1 0 
2.0 3.1 4 7 0 1 4 6 2 1 
1.3 1.7 1 3 0 1 1 2 1 1 
Man erhält als Teststatistik Rn = 5. Die Verteilung wird mit folgendem Zahlenschema 
berechnet: 
a(i) 1 1 2 2 
t t t t 
s po PI P2 P3 P4 P (Rn = s) 
0 1 0 1 0 1 0 1 0 1/16 
1 0 1 1 2 '0 2 0 2 2/16 
2 0 0 0 1 1 1 2 1 3 3/16 
3 0 0 0 0 0 2 2 2 4 4/16 
4 0 0 0 0 0 1 1 2 3 3/16 
5 0 0 0 0 0 0 0 2 2 2/16 
6 0 0 0 0 0 0 0 1 1 1/16 
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Man erhält eine einseitige Überschreitungswahrscheinlichkeit von 
3 
PI = 16 = 0.1875. 
Da die Verteilung von Rn immer symmetrisch zu ; . .1: ai ist, erhält man die zweisei 
tige Überschreitungswahrscheinlichkeit durch verdoppeln der einseitigen: 
6 P2 = 2 . PI = 16 = 0.375 
(Ist PI > 0.50, so ist natürlich nicht P2 = 2 . PI sondern P2 = 1.) 
4. Unstetige Verteilungsfunktionen (Bindungen zugelassen) 
Wie bereits im vorigen Abschnitt erwähnt sollen für die X ij nun Bindungen zugelassen 
werden. Die Randverteilungn Fj werden daher nicht mehr als stetig vorausgesetzt, und 
auf der Diagonalen von Xi kann sich Masse befinden. Anstelle von w wird jetzt der Para-
meter 
w * : = f FI dF2 - f F2 dFI = P (X11 :::; X22) - P (X22 :::; Xl1) 
verwendet, um eine stochastische Tendenz zu beschreiben. Die Nullhypothese "keine 
stochastische Tendenz" lautet daher: 
Ho:w*=O 
Man erhält einen konsistenten aber nicht erwartungstreuen Schätzer für w* analog wie 
für w durch Einsetzen der empirischen Verteilungsfunktionen: 
f f 1 - -w~ : = J F(l) dF(2) - J F(2l dF(l) = n(R.2 - R.I) 
n n 
= ~.1:.1: [c (Xi 2 - Xjl) - c (Xjl - Xi2) 
n i=1 j=1 
Hier ist wieder Rij der Rang von Xij in der gesamten Stichprobe. Bei Bindungen wer-
den Mittelränge verwendet. Als Erwartungswert von w~ ergibt sich 
- * n - 1 1 E (Wn): =--n- . w* + n·!:'* 
mit 
!:, * : = P (X 11 :::; X 12) - P (X l2 :::; X 11). 
Daher erhält man einen unverzerrten Schätzer für w * wie im Abschnitt 3 durch Sub-
traktion der Vorzeichen-Statistik 
n 
- * 1" !:'n:= n LJ [C(Xi2 - XiÜ - C(Xil - Xdl 
i=1 
von der Wilcoxon-Statistik, was im folgenden Satz zusammengefaßt ist: 
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Satz 4 
Bei verbundenen Stichproben ist 
- * n - * 1 -* Wn : = ll-T . (Wn - n . Ln) 
= n (~-1) J [c (Xi 2 - Xjl) - c (Xj1- Xd] 
I*J 
n 
1 1 "" = ~ (nL  [Ri2 - c (Xi2 - XiI) - Ri1+ c (Xil- Xi2)]) 
i=1 
ein konsistenter und erwartungstreuer Schätzer für w *. 
Zur Berechnung der bedingten Verteilung von w~ wird wieder die rechentechnisch ein-
fachere folgende Statistik verwendet: 
n 
Rn: =I (ai2 - aiI)' C (ai2 - aiI) 
i=1 
Die a ij sind dabei definiert wie im Abschnitt 3, wobei jedoch auch Mittelränge auftreten 
können. Man beachte, daß - anders als im Abschnitt 3 - bei Bindungen innerhalb eines 
Blocks von beiden Rängen jeweils 1 subtrahiert wird. Da die Statistik Rn jedoch nur von 
den Differenzen ai2 - ail abhängt, hebt sich dies gerade wieder auf. Daher spielt es keine 
Rolle, wie die Zählfunktion an der Stelle 0 definiert ist. Es läßt sich leicht überprüfen, 
daß bei bekannter Bedingung 
ai:=lail -ai2 1 (i=l.. .. ,n) 
die Statistiken w~ und Rn äquivalent sind; es gilt: 
-* 1 "" Wn = n (n _ 1) (2· Rn -L" aj) 
1 -* "" Rn ="2 [n (n -1)· Wn + L" aiJ 
Die bedingte Verteilung von Rn gegeben ai (i = 1, ... , n) läßt sich mit dem in Abschnitt 
3 beschriebenen Shiftalgorithmus berechnen. Dabei ist jedoch zu beachten, daß die 
Werte ai nicht notwendigerweise ganzzahlig sein müssen. Jedoch ist 2· ai stets ganzzah-
lig, so daß man technisch die Statistik 2 . Rn verwendet. Zur Erläuterung dient folgendes 
Zahlenbeispiel: 
Beispiel 2 
XiI Xi2 Ril Ri2 C (Xil- Xi2) C (Xi2 - XiI) ail ai2 ai c (ai2 - an) 
3.4 2.0 6.5 3 1 0 5.5 3 2.5 0 
1.6 3.4 1.5 6.5 0 1 1.5 5.5 4 1 
2.1 1.6 4 1.5 1 0 3 1.5 1.5 0 
3.4 3.4 6.5 6.5 1 1 5.5 5.5 0 1 
5.4 4.2 10 9 1 0 9 9 0 1 
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Es ergibt sich folgende Verteilung: 
{
l/8 
P (2· Rn = s) = 
1/4 
für s = 0, 3, 5, 11, 13, 16 
fürs=8 
Man sieht an diesem Beispiel, daß man bei der Berechnung der bedingten Verteilung 
von Rn alle aj mit aj = 0 weglassen und n entsprechend vermindern kann. 
5. Implementierung des Verfahrens in SAS 
Die exakte Verteilung kann für Stichprobenumfänge bis n = 50 und größer problemlos 
mit einem Computer berechnet werden. Programme für den beschriebenen Shiftalgo-
rithmus in den Programmiersprachen APL, FORTRAN und PASCAL findet man u. a. 
bei STREITBERG, RÖHMEL (1984), bei ZIMMERMANN (1985) und bei NEUMANN (1988). 
Zur Implementierung des Verfahrens in ein Statistik-Programmpaket bietet sich bei-
spielsweise SAS an, da dort die komfortable Matrix-Programmiersprache IML verfügbar 
ist und die Möglichkeit zur Einbindung von Programmen in Makros besteht. Im folgen-
den ist ein SAS-Makro angegeben, mit dessen Hilfe der Test leicht durchgeführt werden 
kann. Der maximale Stichprobenumfang wird dabei durch die Einschränkung limitiert, 
daß IML-Matrizen in der PC-Version maximal 4095 Einträge haben dürfen. Aus Grün-
den der Effizienz berechnet das Programm nicht die gesamte Verteilung sondern nur 
den zur Berechnung der Überschreitungswahrscheinlichkeit notwendigen Teil. 
%macro raviv(data=, var1=, var2=, worksize=50); 
proc iml worksize=&worksize; 
* Beginn des Moduls RAVIV; 
start raviv; 
* Vorgaben für die Druckausgabe; 
cprob={'l-seitig' '2-seitig'}; 
cstat={'N' 'N*' 'R' 'EO(R)' 'RMIN' 'RMAX'}; 
reset nolog noname; 
* Einlesen der Daten aus der Datei &data; 
use &data; 
setin &data; 
read all var{&var1} into var1; 
read all var{&var2} into var2; 
n=nrow(var1); 
* Vergabe der Scores aufvar1 und var2; 
r= ranktie(varli i var2); 
a=r[,2j- r[,lj- (r[,2j>r[,1]) + (r[,lj>r[,2]); 
* Wenn alle a[ij=O, dann ist die Statistik konstant =0; 
if all (abs(a) < 1e-8) then do; 
prob={ll}; 
stat=nii {O 0 0 0 O}; 
print "Raviv-Test (exakt)", 
"DATA = &data", 
end; 
"VAR1 = &varl VAR2 = &var2", 
"Statistik: " stat[format = best8. colname = cstatj, 
"P-Werte: "prob [format = 8.6 colname=cprob j; 
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* Wenn ein a[ir=O, dann die Verteilung berechnen; 
else do; 
* Werte a=O weglassen; 
a = a[loc(a),]; 
nstern= nrow(a); 
* Berechnung der Statistik R, E(R) unter HO, RMIN und RMAX; 
* Für den Shiftalgorithmus wird R minimal gewählt; 




eO = rrnaxl2; 




* Bei Bindungen ggf. mit 2 multiplizieren; 
faktor = 1; 




p =j(r+ 1,1,0); 
p[1,]=1; 
i2=1; 
do i = 1 to nstern; 
i1 = a[i,]+ 1; 
if(i1<=r+1) then do; 
i2=(r+1»< (i2+a[i,]); 
p[il:i2,] = p[i1:i2,]+p[i1-a[i,] :i2-a[i,],]; 
end; 
end; 
* Berechnung der Überschreitungswahrscheinlichkeiten; 
* (ein- und zweiseitig); 
p1 = sum(p)/(2##nstern); 
p2 = 2#p1><1; 
prob = p111p2; 
* Druckausgabe; 
print "Raviv-Test (exakt)", 
"DATA = &data", 
"VAR1 = &var1 VAR2 = &var2", 
"Statistik:" stat[format=best8. colname=cstat], 
"P-Werte: "prob[format= 8.6 colname = cprob ]; 
end; 
reset log; 
* Ende des Modul RAVN; 
finish; 
*Ausftihren des Moduls RAVN; 
run raviv; 
* IML beenden; 
quit; 
Ofomend raviv; 
Biometrie und Informatik in Medizin und Biologie 311990 
124 BRUNNER/COMPAGNONE, Die exakte Verteilung der Raviv-Statistik ... 
Die Anwendung des Makros auf die in den Abschnitten 3 und 4 angegebenen Beispiele 
sieht z. B. folgendermaßen aus: 
data bspl; 
















%raviv(data=bspl, varl=xl, var2=xl); 
%raviv(data=bsp2, varl=xl, var2=xl); 





VARI = xl VAR2 = xl 
N 
4 
N* R EO(R) RMIN 
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Der Output enthält neben den exakten ein- und zweiseitigen Überschreitungswahr-
scheinlichkeiten folgende Angaben: 
N Stichprobenumfang n 
N* 'effektiver Stichprobenumfang' = Anzahl der Beobachtungspaare, 
für die ai =1= 0 gilt 




Bedingte Erwartung von Rn unter der Nullhypothese 
Kleinstmöglicher Wert von Rn 
Größtmöglicher Wert von Rn 
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On the span comparison matrix method for 
comparing protein or gene sequences 
James A. Koziol 
Summary 
The signijicance 0/ alignments o/protein or nucleic acid sequences/rom the span comparison 
matrix method is usually assessed by Monte Carlo techniques that require randomizing the 
sequences being compared. An alternative method 0/ assessing signijicance, devolving /rom 
the determination 0/ the exact permutation distribution 0/ the comparison statistics, is de-
scribed herein. 
1. lntroduction 
FITCH (1966) and McLACHLAN (1971, 1972) proposed a technique far detecting unusual 
similarity between two sequences of proteins or genes: their method entails comparing 
all possible segments of a given length from one sequence with all segments of the same 
length from the second sequence. A matrix of residue pair scores is specified, and a seg-
ment score is accumulated from the pair scores of the residues occupying corresponding 
positions within the two segments. The significance of resulting scores is typically asses-
sed either und er a random sampling argument (e. g., FlTCH, 1970; cr the double mat-
ching probability argument of McLACHLAN, 1983), or by Monte Carlo techniques that 
require randomly shuffiing the sequences being compared. Distribution theory pertai-
ning to the comparison statistics und er the assumption of sequences of infinite length 
(akin to drawing balls from an um with replacement) have been derived by McLACHLIN 
and BOSWELL (1985). The purpose of this note is to describe exact distribution theory 
when one instead averages over all permutations ofthe sequences (akin to drawing balls 
from an um without replacement). In particular, the permutation distribution of the 
comparison statistics may be obtained direct1y without recourse to a simulation experi-
ment, and then utilized to assess significance. Details conceming the permutation distri-
bution are given in the next section, and the assessment of significance is considered in 
Section 3. Given the choice of reference set that of all permutations of amino acids or 
nuc1eotides within each sequence, the more precise analytical tools presented herein 
lead to objective inferential procedures, and prec1ude the need for lengthy computer 
simulation trials. 
This research was supported in part by a grant from the National Cancer Institute and an award fom the Alexander von 
Humboldt Foundation. 
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2. The Fitch Method: Exact Distribution Theory 
Let us denote the two sequences of amino acids to be compared by Xl, X2, .. . , Xp and 
YI, Y2, . .. , Yq respectively. The matrix M: 20 x 20 contains measures ofsimilarity (or dif-
ferences) between amino acids: that is, m(a, b) is an apriori score for the alignment 
of an amino acid of generic type a from the first sequence with an amino acid of generic 
type b from the second sequence ( a, b = 1, ... , 20). Suppose we specify that the length of 
segments to be compared is n. We wish to determine the permutation distribution of an 
arbitrary comparison, 
S io, jo 
io + n 
L 
jo + n 
L U (Xi, Yj), 
i = io j = jo 
where, for Xi an amino acid of type a and Yj an amino acid of type b, 
U (Xi, Yj) = m (a, b). 
Note that the number of possible comparisons of n amino acid pairs chosen from our 
two sequences of lengths p and q is (p - n + 1) (q - n + 1). Nevertheless, under a refe-
rence set of all permutations of amino acids within each of the two sequences, the Si, j 
are exchangeable, and we need solely consider the permutation distribution of Sl,l = S, 
say. 
Let X 1: 20 x 1 and Y 1: 20 x 1 denote the vectors of relative frequencies of the 20 
types of amino acids in our two original sequences: 
X 1 (a) = relative frequency of amino acid a in the first sequence; 
Y 1 (b) = relative frequency of amino acid b in the second sequence; 
a, b=I, ... ,20. 
We then have 




X I (a) . Y 1 (b) . m (a, b). 
Next, define X 12: 20 x 20 and Y 12: 20 x 20 by 
X 12 (a, b) = Prob (Xl is ath amino acid, X2 is bth amino acid), 
a, b = 1, ... , 20, 
and similarly for Y 12 (a, b), where these probabilities are determined under all permuta-
tions of Xl, X2, . .. ,Xp and Yl, Y 2, ... , Yq respectively. 
Then, 
E [U(Xb Y1) U (X2 , Y2)] 
20 20 20 20 
L L L L X 12 (a, c) . Y 12 (b, d) . m (a, b) . m (c, d). 
a=1 b=1 c=1 d=1 
We analogously define X 123 and Y 123: 20 x 20 x.20, and X 1234 and Y 1234: 20 x 20 x 
20 x 20. These matrices contain the permutation probabilities of chains of length 3 and 
4 from our two original sequences. Determination of their elements is fairly straight-
forward: for example, 
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XI2(a,b) { 
[P/(p - 1)] X 1 (a) X 1 (b), 
[p/(p - 1)] X 1 (a) [X 1 (a) - 1], a=b; 
and, algorithms may be readily implemented for determining X 123 and X 1234 from X 1 
and X 12. 
We then calculate 
and 
E [U(X" Y,) U (X2' Y2) U(X3, Y3)] 
20 20 20 20 20 20 
L L L L L L 
a=1 b=1 c=1 d=1 e=1 f=1 
X 123 (a, c, e) . Y 123 (b, d, f) 
. m (a, b) . m (c, d) . m (e, f), 
84 E [U(X" Y,) U (X2, Y2) U(X3, Y3) U (X4' Y4)] 
20 20 20 20 20 20 20 20 X 1234 (a, c, e, g) . Y 1234 (b, d,f, h) 
L L L L L L L L . m (a, b) . m (c, d) 
a=1 b=1 c=1 d=1 e=1 f=1 g=1 h=1 . m (e, f). m (g, h). 
We may then show that the permutation moments of S are 
E [S] = n8" 
E [S2] = n8, + n (n - 1) 82, 
E [S3] = n8, + 3n (n - 1) 82 + n (n - 1) (n - 2) 83, 
E [S4] = n8, + 7n (n -1) 82 + 6n (n -1) (n - 2) 83 + n (n -1) (n - 2) (n - 3) 84. 
Clearly, it is possible to derive higher order moments ofS. Nevertheless, we suggest that, 
having obtained the first four permutation moments of S, the normalized distribution of 
S be represented by an Edgeworth Type Aseries for its density f (s), that is 
X3 X4 X5 X6 + 10 X32 
fes) = 0 (s) (1 + 6 H3 + 24 H4 + 120 Hs + 720 H6 ); 
here, 0 (s) is the unit normal density function, the Xi are the standardized cumulants, 
and Hi is the ith Hermite polynomial, defined by the identity 
d . ( - ds )' 0 (s) = H j (s) 0 (s). 
(If cumulants above the fourth are omitted, then the Edgeworth Type Aseries differs 
from the Gram-Charlier Type Aseries by inc1usion ofthe term (X3 2/72) H6). An imme-
diate advantage ofthis approach is that the "significance", that is, tail probability, associa-
ted with any observed comparison statistic Si, j can be easily obtained, since 
J ~ 00 H, (,) 0 (,) d, ~ - HH (t) 0 (t). 
Alternatively, aPearson curve (PEARSON and HARTLEY, 1972) can be fit as an approxima-
ting distribution, though the cumulative distribution is not so readily calculated as with 
the Edgeworth series. In practice, these two approaches should agree c1osely, so long as 
the underlying density is not very skew, or J- or U-shaped (ELDERTON and JOHNSON, 
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1969). Moreover, we wou1d expect either approximation to the permutation distribution 
to be more precise than that obtained from a Monte Carlo experiment. 
3. Assessment of Significance 
As noted in the previous section, we may generate (p - n + 1) (q - n + 1) statistics Si, j by 
comparing all segments of length n from two sequences of lengths p and q respecti-
vely. The question then arises of whether abnormally high or low observed values of Si,j 
are due to chance, or are perhaps indicative of true underlying homologies. In this 
section we present first an informal graphical procedure, and then a more formal 
method, for assessing statistical significance among the set of comparison statistics Si, j . 
SCHWEDER and SPJ0TVOLL (1982) introduced an informal graphical procedure for the 
simultaneous evaluation of p-values from tests on the same data or related to the same 
problem. In their setting, we have T null hypotheses Ht (t = 1, ... , T); we reject Ht for 
large values of a statistic Zt. The cumulative distribution function Ft of Zt is known un-
der Ht, and we may determine the observed significance levels 
Pt = 1 - Ft (Zt), 
with possible correction if the distribution Ft is discrete. Under Ht, Pt is uniformly distri-
buted on (0,1); suitably small values of Pt would lead to rejection of Ht. SCHWEDER and 
SPJ0TVOLL suggested the use of a cumulative plot of Qt = 1 - Pt against t, that is, a proba-
bility plot versus the uniform distribution. Visual examination of the plot would oftenti-
mes reveal a breakpoint or departure from linearity, thereby yielding an estimate of the 
number oftrue hypotheses . 
. This graphical procedure is direcily applicable to the problem under consideration: we 
make the identification of Zt with the Si,j; Ht corresponds to the null hypothesis that the 
particular alignment of segments of the two underlying sequences engendered in Zt is 
not indicative of an underlying homology (instead, that Zt folio ws the permutation distri-
bution of the previous section); we take Ft as the appropriate edgeworth or Pearson dis-
tribution, as in Section 2. 
Next, we apply HOLM'S paradigm of stepwise rejective multiple testing (HOLM, 1979) to 
SCHWEDER and SPJ0TVOLL'S scenario. The advantages ofthis application are immediate: 
1. We may formally assess the global null hypothesis Ho : () Ht, no underlying homo-
logy, at some prespecified overall significance level; 
2. Moreover, we have a precise determination of the number of suggestive comparison 
statistics, compared with the graphical estimate of SCHWEDER and SPJ0TVOLL. 
Details of HOLM'S methodology are straightforward. Let us first introduce the quantile-
quantile plot ofthe observed cumulative probabilities Qt = 1- Pt, t = 1, . .. , T. Let QCl) ;:;;; 
Q(2) ;:;;; . .. ;:;;; Q(T) denote the ordered observations; then plot the T points {( Qt, QCt))}, t = 
1, .. . , T, where Q = t/(T + 1), the expected value of the t-th order statistic in a random 
sam pie of size T from the uniform distribution on (0,1). We mayaiso plot the boundary 
corresponding to HOLM'S stepwise rejective multiple test procedure, namely, the points 
{( Qt, 1 - alt)}, for some prespecified overall experimentwise level of significance a. In 
HOLM'S procedure, first Q(T) is compared with 1 - alT, the QCT - 1) is compared with 1 -
al(T - 1), and so on; comparisons cease at the first t, say t*, where QCt)* < 1 - alt*. With 
an overall generalized Type I error probability of at most a, one would then accept H1, 
H2, ... , Ht*, but reject Ht* + 1, ... , HT. The segments corresponding to Zt* + 1 ... , ZT 
would thereby automatically merit further attention. Graphically, the demarcation may 
be readily found from the quantile-quantile plot, upon which HOLM'S hyperbolic boun-
dary has been imposed. 
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A referee has noted that the stagewise rejective multiple test procedure of HOMMEL 
(1988, 1989) might also be usefully adapted to the problem at hand. (See also HOCHBERG, 
1988). In particular, HOMMEL'S methods would be especially valuable iflogical dependen-
ci es among the sequence comparison statistics could be established a priori. 
4. Discussion 
The approach outlined in Section 2 for establishing the permutation distribution of the 
comparison statistics Si, j is completely flexible, and, in particular, is not dependent upon 
choice of the comparison matrix M. One might, for example, take M to be I, the 20 x 20 
identity matrix, in which case the statistics Si,j will re cord the numbers of identical mat-
ches of amino acids in each particular alignment of segments from the two sequences. 
FITCH'S (1966) choice of mutation values for M has found widespread acceptance, as this 
entails calculating the number of mutations required to account for interconverting one 
sequence to the other. One might alternatively use GRANTHAM'S (1974) difference matrix, 
based on composition, polarity, and molecular volume of amino acids. Other alphabets 
are available, in which the twenty amino acids can be grouped according to structural, 
chemical charge, functional, or hydrophobicity properties (e. g., HABER and KOSHLAND, 
1970; McLACHLAN, 1972; MIYATA, MIYAZAWA and YASUNAGA, 1979; ORCUTT and DAY-
HOFF, 1985; BARKER and DAYHOFF have compiled a very good set of comparison matri-
ces). As these different groupings underline different homologies among the amino 
acids, a search for recurring patterns in sequences may indeed be facilitated by employ-
ing several scoring matrices. 
On the other hand, choice of the matrix M does impact upon the suggested analyses, as 
large values of the comparison statistics Si, j would be indicative of homologies with 
"similarity" matrices such as I, whereas small values of the Si, j wou1d be of interest with 
"difference" matrices such as FITCH'S. More importantly, the magnitudes of the higher 
order correction factors incorporated into the Edgeworth series, and the appropriate 
family of Pearson curves used to approximate the permutation distribution of the com-
parison statistics, depend critically upon choice of M. Indeed, a principal motivation for 
the approximations suggested herein is the recognition that the normal distribution may 
not be a reasonable approximating distribution for comparison statistics, especially in the 
the tails (cf. McLACHLAN, 1971). 
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Analyse des Informationssystems einer 
internistischen Klinik 
H. Fritzl, K. Uhlig 1, H. Schunkert1, R. Haux2, A. Winter2, R. Repges3, H.-G. Sieberth 1 
Zusammenfassung 
Das Informationssystem einer Klinikfür Innere Medizin wurde analysiert. Über einen Beobach-
tungszeitraum von einem Monat wurden der Datenanjall patientenbezogener medzzinischer 
Daten, die Datendokumentation und die Injormationsjlüsse auf einer Pjlegestation und auf der 
Intensivstation dieser Klinik untersucht. Artund Umfang der Daten wurden durch Inspektion der 
Krankenakten und der Auftragsbüchervon klinischen Labors untersucht, Datendokumentation 
und Informationsjlüsse durch Beobachtung des Arbeitsablaufs auf den beiden Stationen. 
Für 115 Patienten, die im Beobachtungsmonat auf den beiden Stationen behandeltwurden,fielen 
etwa 50.000 numerische, alphanumerische und alphabetische Daten sowie 2.300 Texte an. 80 % 
des Datenanfalls konzentrierte sich auf die Stationen, auf das Klinische Zentrallabor und die 
Mikrobiologie. 
Bei diesem hohen Datenanfall und dem dadurch verursachten Aufwandfür Dokumentation und 
Transport der Daten ist ein gutfunktionierendes Informationssystem von besonderer Bedeutung, 
um den Ansprüchen der modernen Patientenversorgung gerecht zu werden. Als vorrangige 
Ansätze zur Optimierung der Informationslogistik zeigt die Systemanalyse, daß die Geschwin-
digkeit der Befundübermittlung erhöht und derAufwandfür die Befundübermittlung und Doku-
mentation vermindert werden müssen. 
Schlüsselwörter: 
Systemanalyse, Informationsjluß, Befunddokumentation, Rechnergestütztes Informations-
system. 
Abstract 
The information system of a Department of Internal Medicine was analysed. The patient related 
medical data, that accumulated on a general ward and on the Intensive Therapy Unit over a 
period of one month, were recorded as weil as data documentation and information jlow. The 
structure and quantity of da ta were examined by inspection ofpatients charts and recOl'd books 
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of referred clinical laboratories. Data documentation and information flow were analysed by 
observation of the work routine on both wards. . 
During the observation period, 115 pa tients were treated on both wards leading to the accumula-
tion of approximately 50,000 numeric, alphanumeric and alphabetical data as weil as 2,300 
texts. 80 % of the da ta production was concentrated on the wards, in the Central Chemical Labo-
. ratory and in the Microbiology Department. 
From the recognition ofthis large body of data and the amount oftime necessary for its documen-
tation and transportation, it becomes clear that a wellfunctioning information system has great 
importance in satisfying the demands posed by modern patient care. The system analysis shows 
areas where the information logistics could be optimized. Priority has to begiven to increasing the 
speed of da ta transmission and to reducing the amount oftime necessary for data communica-
tion and documentation. 
KeyWords: 
System analysis, informationflow, record documentation, computer-aided information system. 
1 Einleitung 
Der moderne Klinikbetrieb ist gekennzeichnet durch einen steigenden Anfall patientenbe-
zogener, medizinischer Daten und einen zunehmenden Aufwand für den Transport und die 
Weiterverarbeitung dieser Daten. Diese wachsenden Anforderungen müssen aus finanziel-
len Gründen ohne zusätzliche Arbeitskräfte bewältigt werden. Daher wird es notwendig, 
über Verbesserungen der Abläufe im Informationssystem nachzudenken, um auch zukünf-
tig hohe Qualität in der Patientenversorgung sicherzustellen. 
Ziel dieser Überlegungen ist eine effizientere Organisation des Informationssystems einer 
Klinik, damit Ärzten und Pflegepersonal mehr Zeit für patientenbezogene Arbeit zur Verfü-
gung steht. Das führt zur Fragestellung, welche Funktionen besser und/oder mit gering-
erem Arbeitsaufwand bewältigt werden können (vgl. HAUX et al. [3]). Wichtig ist in diesem 
Zusammenhang die Informationslogistik (RErcHERTz [8], HAUX [4]), d. h. die richtige Infor-
mation soll zum richtigen Zeitpunkt am richtigen Ort verfügbar sein. 
Die vorliegende Untersuchung analysiert den Informationsbedarf und Informationsfluß 
einer internistischen Klinik in einem Krankenhaus der Maximalversorgung. Für zwei Sta-
tionen dieser Klinik, eine Pflegestation und die Intensivstation, wird das Informationssy-
stem im Detail beschrieben und analysiert. Hier sollen nun Menge und Vielfalt des Informa-
tionsbedarfes und des Informationsflusses verdeutlicht und damit Grundlagen für eine Ver-
besserung der Informationslogistik gelegt werden. 
2 Methodik 
Eine Systemanalyse befaßt sich mit der Untersuchung und dem Entwurf von Informations-
und Anwendungssystemen (LOCKEMANN et al. [6], SCHNEIDER [10]). Im vorliegenden Fall 
wurde sie für die Medizinische Klinik 11 des Klinikums der RWTH Aachen aus der Sicht 
einer Pflegestation und der Intensivstation durchgeführt. Auf der Pflegestation werden 
Patienten mit allgemein-internistischen Krankheitsbildern behandelt, Schwerpunkte lie-
gen bei nephrologischen und hämato-onkologischen Erkrankungen. Auf der Intensivsta-
tion liegen intensivüberwachungs- und behandlungsbedürftige Patienten mit ebenfalls 
überwiegend internistischen Grunderkrankungen. Tabelle 1 zeigt die Belegungsstatistik der 
beiden Stationen für 1986. 
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Tabelle 1: Belegungsstatistik ftir 1986 
Bettenzahl 
Auslastung 
Durchschnitt!. Patientenzahl pro Monat 











Aus der Sicht dieser rur die Patientenversorgung besonders relevanten Bereiche läßt sich die 
Problematik des bestehenden Informationssystems der Medizinischen Klinik 11 ausrei-
chend darstellen, weil die Stationen mit anderen abteilungseigenen A rbeitsplätzen und 
zahlreichen externen Leistungsstellen im Hause kommunizieren. Eine Systemanalyse der 
gesamten Klinik wäre sehr aufwendig und müßte zugunsten der erforderlichen Übersicht-
lichkeit auf Details verzichten. 
Die Medizinische Klinik 11 umfaßt eine weitere Ptlegestation, eine Dialysestation und eine 
Poliklinik mit vier Sprechstunden. Zu den Funktionsstellen innerhalb der Medizinischen 
Klinik 11 zählen die Sonographie, sechs klinisch-chemische Labors und drei Sekretariate. 
Für die Systemanalyse wurden konventionelle Methoden zur Analyse von Informationsbe-
darf und Informationstluß verwendet (vgl. LOCKEMANN et al. [6]). Es wurden Art, Menge und 
Fluß der anfallenden, patientenbezogenen Daten und auch Form und Umfang ihrer Doku-
mentation beschrieben und gewertet. Nach THOME und WAGNER [12] wurden dabei numeri-
sche, alphanumerische und alphabetische Daten sowie Texte unterschieden. Ferner trenn-
ten wir Leistungsanforderungen von Befundmitteilungen, da der Informationstransport in 
gegenläufige Richtungen und zu unterschiedlichen Zeiten erfolgt. 
Die Datenmengen wurden rur einen Monat, vom 1. bis 30. September 1986 aus den Kranken-
akten erfaßt. In diesem Zeitraum wurden auf beiden Stationen insgesamt 130 Patienten 
behandelt. Da bei der retrospektiven Analyse nur 115 der insgesamt 130 Krankenakten (ent-
sprechend 88,5 %) verfügbar waren, wurden zusätzlich Auftragsbücher von Leistungsstellen 
ausgewertet. Informationen über den Datentluß und die Dokumentation wurden durch die 
Beobachtung der Arbeitsabläufe auf den Stationen und durch Interviews des Abteilungs-
personals gewonnen. 
3 Ergebnisse 
3.1 . Datenarten 
Die Verteilung der einzelnen Datenarten ist abhängig von der beauftragten Leistungsstelle. 
Während z. B. die Radiologie die Befunde in Textform verfaßt, werden im klinisch-chemi-
schen Zentrallabor überwiegend numerische Daten erhoben. Tabelle 2 zeigt eine semi-
quantitative Aufschlüsselung der Datenarten rur die wichtigsten Leistungsstellen der Sta-
tionen. 
3.2. Datenmengen und Datenfluß 
Neben den beiden Stationen selbst haben im Beobachtungszeitraum insgesamt 20 Lei-
stungsstellen des Klinikums Daten im Auftrag der Stationen erhoben (siehe Tabelle 3 und 
Abbildung). 
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Tabelle 2: Art der anfallenden Daten 
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nur Ziffern (z. B.: 68 für Pulsfrequenz). 
Ziffern und Buchstaben (z. B.: HIV 2). 
ausschließlich Buchstaben (z. B.: Hämoccult neg.) . 
Wörter in Sätzen. 
Tabelle 3: Anforderungen und Datenanfall der Stationen im September 1986 
Ptlegestation Intensivstation 
(77 Patienten) (38 Patienten) 
Anfor- Anfallende Anfor- Anfallende 
derung Daten Texte derung Daten Texte 
Stationsintern 1092 7007 999 824 20711 599 
Routinelabor 1924 8664 - 31Q 2212 -
Notfallabor 437 1268 - 616 4312 -
Mikrobiologie 449 907 - 245 490 -
Labors Med. Klinik II 263 2041 18 180 1623 3 
Radiologie 145 - 145 163 - 163 
Pathologie 90 - 90 17 - 17 
Konsile 73 - 73 stationsintern 
Sonographie 71 - 71 30 I - I 30 
EKG 55 - 11 stationsintern 
UKG 16 - 16 5 I - I 5 
Endoskopie 13 - 13 stationsintern 
Sonst. Leistungsstellen 51 238 26 80 I 540 I 26 
Insgesamt 4679 20125 1462 2476 30158 843 
Unter sonstigen Leistungsstellen sind zusammengefaßt: Blutbank, Nuklearmedizin, Lungen-
funktionslabor, Pharmakologisches Labor, Dopplersonographie der Neurologie, externe Institute 
und für die Ptlegestation: Blutgasanalyse-Labor der Intensivstation. 
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Eill Texte jewells auf 100 gerundet 
Anforderungen und Befunddaten der Stationen im September 1986 
Für beide Stationen gilt, daß über 80 % aller Untersuchungsanforderungen von nur vier Lei-
stungsstellen bearbeitet wurden: von der jeweiligen Station selbst, im Zentrallabor vom 
Routinelabor und vom Notfallabor sowie von der Mikrobiologie. 
Anforderungen können für Einzel- oder Sammelaufträge gelten. Somit können für eine 
Anforderung mehrere Befunddaten oder Texte anfallen. Beispielsweise ermittelte das Zen-
trallabor für die Pflegestation aus etwa 90 Anforderungen über 400 Daten täglich, d. h. 
durchschnittlich etwa 4 Befunddaten pro Anforderung. Für die Intensivstation sind es bei 30 
Anforderungen täglich etwa 200 Daten (durchschnittlich etwa 7 Befunddaten pro Anforde-
rung). Die externen Leistungsstellen schicken pro Anforderung gelegentlich mehrere 
Befunde nacheinander in entgegengesetzter Richtung auf die Station zurück, wenn die ein-
zelnen Befundergebnisse zu unterschiedlicher Zeit anfallen. Routine-Elektrokardio-
gramme für die Pflegestation werden dagegen meist nicht in der Leistungsstelle, sondern 
durch den Anforderer befundet, so daß die Zahl der Anforderungen die der Befunde über-
steigt. 
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Viele der stationsintern erhobenen Daten werden erhoben, ohne daß dafur ein separates 
Anforderungsformular ausgefullt wird, etwa tägliche Puls- und Blutdruckmessungen. Die 
hohe Zahl der stationsintern anfallenden Daten auf der Intensivstation wird durch die eng-
maschige Bestimmung der Vitalparameter (Puls, Blutdruck, Temperatur, Aternfrequenz) 
verursacht. Intensivüberwachungsgeräte ermitteln diese Parameter on line. Das Pflegeper-
sonalliest die Werte ab und dokumentiert sie alle dreißig Minuten bis alle vier Stunden auf 
dem Tagesverlaufsbogen. 
Zusätzlich zu den aufgeführten Daten und Texten fallen noch Analogdaten wie EKG-Kur-
ven, Röntgen- und Ultraschallbilder an, deren Informationsgehalt sich schwer quantifizie-
ren läßt. Auch der Informationsgehalt der Daten und Texte unterliegt einer sehr großen 
Variabilität. Ein radiologischer Textbefund kann einen Satz oder auch eineinhalb Seiten 
DIN A4 umfassen. Eine weitere mengenmäßige Beschreibung, z. B. in Bytes, würde daher 
mit einem sehr hohen Schätzfehler einhergehen. 
Das Klinikum der RWTH Aachen verfugt über eine Kleinfcirderanlage ("Telelift"), die Lei-
stungsstellen und Stationen miteinander verbindet, sich aber nicht für den Transport aller 
Materialien eignet. Deshalb werden häufig Boten eingesetzt, die Analysematerial und Un-
tersuchungsanforderungen schneller an den Bestimmungsort bringen sollen. Der damit 
verbundene Zeitaufwand für jede Station beträgt etwa vier Personenstunden täglich. Tele-
fonate sind unerläßlich für Leistungsanforderungen, für die schnelle Übermittlung wichti-
ger Ergebnisse sowie für Anmahnungen von Befunden und erfordern etwa acht Personen-
stunden täglich pro Station. 
Als Boten fungieren vorwiegend Pflegepersonal, Medizinstudenten oder ärztliches Perso-
nal. Geht der Patient selbst zur Untersuchung in eine externe Leistungsstelle, bringt er 
anschließend den Befund gleich mit. Ein Teil der Untersuchungen wird auf den Stationen 
selbst durchgeführt, wo der Befund direkt fixiert wird und damit der Transportweg enWillt. 
Das gilt besonders für die Intensivstation, wo fast alle Konsile, Endoskopien, Röntgen-Tho-
raxaufnahmen und viele der Sonographien auf der Station selbst stattfinden. 
Die Tabelle 4 zeigt für die wichtigsten Leistungsstellen der Stationen die vorwiegend ver-
wendeten Transportmedien, aufgeschlüsselt nach den von der Station ausgehenden Anfor-
derungen und den gegenläufigen Befunden. 
Die Laufzeit zwischen der Untersuchungsanordnung durch einen Arzt und dem Eintreffen 
des Befundes auf Station ist von mehreren Faktoren abhängig. Einen nicht unerheblichen 
Anteil an der Laufzeit nimmt alleine die Befundübermittlung oder der Befundtransport in 
Anspruch. Befunde vom Notfallabor werden kurz nach Fertigstellung telefonisch durchge-
geben, was die Laufzeit, gerechnet ab Anordnung, auf ein bis drei Stunden verkürzt. Aus 
diesem Grunde benutzt die Intensivstation das Notfallabor bevorzugt als Lieferanten für 
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Tabelle 5: Formulare auf der Pflegestation aufgeschlüsselt nach dem Verwendungszweck (betrifft 
nur Formulare für medizinische, patientenbezogene Daten) 
Befund Anfordg. Bef. +Anf. Summe 
Stationsinterne Formulare 11 2 13 
Formulare für Klinik-interne 
Leistungen 4 5 
Formulare für Leistungen anderer 
Abteilungen des Klinikums 9 22 32 
Formulare für externe Institute 9 1 10 
Insgesamt: 12 19 29 60 
Laboranalysen. Dort werden fast routinemäßig pro Patient zweimal täglich (6: 00,20: 00) 
Anforderungen an das Notfallabor geschickt. Bei einem Datenfluß von etwa 150 Einzelda-
ten täglich vom Notfallabor zur Intensivstation verursacht die telefonische Übermittlung 
eine hohe zeitliche Belastung für Labor- und Stationspersonal und ist darüber hinaus anfäl-
lig für Übermittlungsfehler. 
Auch die Kommunikation mit dem Routinelabor des Zentrallabors unterliegt einem ausge-
prägten zirkardianen Rhythmus: die Anforderungen und Proben gehen zwischen 9 und 
10 Uhr morgens an das Labor, die Befunde werden zwischen 16 und 17 Uhr per Telelift 
der Station zugeschickt. Die Befunde werden gebündelt verschickt, so daß die Laufzeit 
für Befunde, die schon am späten Vormittag erstellt werden, dennoch ca. acht Stunden 
beträgt. 
Datenaustausch über Rechenanlagen oder mittels maschinenlesbarer Datenträger kommt 
bisher nicht zum Einsatz. Lediglich in zwei Sekretariaten der Abteilung sind Arbeitsplatz-
rechner (Personal-Computer) mit einem zentralen Rechner verbunden, auf dem Abschluß-
diagnosen aus Arztbriefen mittels einer speziell für die Klinik adaptierten Diagnoseklassifi-
kation dokumentiert werden (SCHUNKERT et al. [11]). 
3.3 Dokumentation 
Auf den Stationen werden etwa 60 verschiedene Formulare benutzt (Tab. 5). Die Mehrzahl 
davon dient als Anforderungs- und Befundschein in der Kommunikation mit den externen 
Leistungsstellen. Einige Leistungsstellen erstellen Befunde per Rechner und verschicken 
den Befundausdruck (Routinelabor, Notfallabor, Pathologie). 
Die stationsintern anfallenden Befunddaten (z. B. Puls, Blutdruck, Temperatur, Gewicht, 
Ausscheidung) werden manuell auf den Kurvenblättern und Verlaufsbögen der Krankenak-
ten dokumentiert. Diese Dokumentation nimmt auf der Pflegestation etwa drei Personen-
stunden täglich in Anspruch, auf der Intensivstation sind es wegen des hohen Datenanfalls 
durch die Intensivüberwachung etwa sechs Stunden täglich. 
Auch viele Befunde externer Leistungsstellen, insbesondere die Laborbefunde, werden von 
pflegerischem oder ärztlichem Personal auf die Verlaufsbögen übertragen, um die Über-
sichtlichkeit und Verlaufsbeurteilung zu erleichtern. Eine Befundung, die zum aktuellen 
Ergebnis die jeweiligen Vorbefunde auffuhrt, wird von keiner Leistungsstelle angeboten. 
Der zeitaufwendige und fehleranfällige Übertragungsschritt kostet zwischen drei bis sechs 
Personenstunden pro Station und Tag. Wegen des Risikos von Übertragungsfehlern werden 
die Originalbefunde noch einige Wochen in einem Aktenordner aufbewahrt. Die Befunde 
von der Mikrobiologie werden nicht systematisch in Verlaufsbögen eingetragen, wodurch 
hier die Verlaufsbeobachtung bei gelegentlich über 20 mikrobiologischen Befunden pro 
Patient schwerer fällt. 
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Addiert man den Aufwand für die Dokumentation stationsinterner und -externer Befund-
daten, so ist mehr als eine Arbeitskraft pro Station täglich nur damit beschäftigt. Der Auf-
wand für die Dokumentation der Anforderungen und für ärztliche Visitenbefunde ist dabei 
noch nicht berücksichtigt. 
Jede Klinik führt eine eigene Krankenakte, selbst dann, wenn für einen Patienten in einer 
anderen Abteilung bereits eine Akte angelegt worden ist. Der Zugriff auf abteilungsfremde 
Akten ist nicht bei allen Abteilungen möglich. Bei der notfallsmäßigen Wiederaufnahme 
eines Patienten sind dann eventuell wichtige Vorinformationen nicht verfligbar. Auch 
innerhalb der Medizinischen Klinik 11 werden stationäre und poliklinische Krankenakten 
getrennt archiviert. Insbesondere bei chronisch kranken Patienten ist dadurch die lücken-
lose Langzeitbeobachtung erschwert. 
4 Diskussion 
Andere Untersuchungen haben gezeigt, daß im Pflegebereich eines Krankenhauses mehr 
als ein Drittel der täglichen Arbeitszeit flir Informationsverarbeitung aufgewendet wird 
(Tab. 6, BWM [1]). 
Die vorliegende Systemanalyse zeigt ähnliche Ergebnisse, wobei insbesondere Verzöge-
rungen des Transportes von Daten und die aufwendige Dokumentation von Befunden als 
Schwachstellen auffielen. Die Bewertung dieser Mängel muß in Abhängigkeit von der 
Menge der betroffenen Daten und ihrer Dringlichkeit erfolgen. So würde beispielsweise 
eine vereinfachte Dokumentation der Befunde aus dem Zentrallabor das Stationspersonal 
wesentlich entlasten. Weitere Aufgaben mit ho her Priorität bestehen darin, die Laufzeit für 
Befunde aus dem Routinelabor zu verkürzen und die Befundübermittlung vom Notfallabor 
zu verbessern. 
Ausgehend von der Analyse des Informationssystems in der Medizinischen Klinik 11 wur-
den Vorschläge für eine rechnergestützte Befundübermittlung und -dokumentation erar-
beitet (FRITZ [2] und UHLIG [13]). So könnten beispielsweise Befunde des Zentrallabors über 
das Kommunikationsnetz des rechnergestützten Krankenhausinformationssystems im Kli-
nikum (REpG ES et al. [9]) übertragen werden. Auf der Station würden die Befunde unter Auf-
listung der gespeicherten Vorbefunde direkt ausgedruckt und in die Krankenakte eingehef-
tet. Fehler, wie sie durch telefonische Übermittlung und manuelle Übertragung von Labor-
ergebnissen entstehen, und die doppelte Dokumentation würden vermieden und der Infor-
mationsfluß beschleunigt. 
Eine stufenweise Erweiterung des Rechnereinsatzes soll das bestehende Informationssy-
stem der Medizinischen Klinik II unterstützen und Schwachstellen beseitigen. Ärzte und 
Pflegepersonal sollen entlastet werden und mehr Zeit für patientenbezogene Aufgaben zur 
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Verfügung haben. Die systematische Dokumentation und Verarbeitung von Informationen 
(KOLLER und WAGNER [5]) sowie ein den Bedürfnissen einer Klinik angepaßtes Informati-
onssystem, welches die wachsende Zahl von Patientendaten und von Wissen über Krank-
heiten berücksichtigt (vgl. REICHERTZ [7]), ist für eine qualitativ hochwertige Patientenver-
sorgung in Zukunft unerläßlich. 
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EDV-gestütztes Verfahren der komplexen 
Ährenanalyse bei Getreide. 11. Hard- und Soft-
ware-Lösungen sowie Anwendererfahrungen 
Dietrich König, Hans-Ulrich Kison 
Zusammenfassung 
Fragen der Ä'hrenproduktivität als Faktor der Ertragsbildung gewinnen zunehmend an 
Bedeutung, ihre Bearbeitung ist aber ohne leistungsfähige EDV-Anlagen nicht in befriedigen-
dem Maße möglich, Der Einsatz der EDV für die Ä'hrenanalyse eifordert die Schaffung eines 
geeigneten Ä'hrenmodells, das die Primärdaten vollständig, eindeutig und reduzierbar wieder-
spiegelt, Ausgehend vom Aufbau ährenartiger Infloreszenzen und früheren Modellansätzen 
werden die Grundzüge eines EDV-gerechten Modells dargestellt, Gleichzeitig erfolgt die De-
finition aller Ä'hrenmerkmale als Grundlage für deren experimentelle Eifassung. Fragen der 
Einordnung des Programmes der EDV-gestützten A'hrenanalyse in die Prozesse von Züch-
tungsforschung und Züchtung werden diskutiert, 
Summary 
Growing importance is being by aspects relating to ear productivity as afactor ofyieldforma-
tion, However, their satisfactory treatment has proves to be impossible without adequate elec-
tronic data processing, Adequate application of computers to ear analysis calls for a suitable 
ear model in which all primary data are completely, unambiguously, and reproducible reflec-
ted, The principles of such computer-adjusted model are described, with reference to the struc-
tur and ear-type, All ear characteristics are de/ined as a basis for experimental treatment, 
Also discussed are questions regarding proper integration of a programme of computer-assi-
sted ear analysis in breeding research and breeding practice, 
1. Einleitung 
Der Ertrag und sein Zuwachs wird bei ährentragenden Getreidearten durch eine Viel-
zahl von Einflußgrößen kontrolliert. So wurde von WAGNER (1971) und ANDERL et al. 
(1981) bei Untersuchungen von Weizen in der BRD übereinstimmend festgestellt, daß 
nach anfanglichem Ertragszuwachs der Sorten durch eine Erhöhung der Bestandes-
dichte seit etwa Mitte der 60er Jahre zunehmend eine Steigerung der Einzelährenpro-
duktivität erfolgte, 
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Hierbei gewinnt ein optimaler und stabiler Kornbesatz der Ähren unter den Bedingun-
gen extrem verdichteter Pflanzenbestände - man rechnet hier etwa mit 600 ... 700 Hal-
men je m2 - eine ganz entscheidende Bedeutung. Von ZOSCHKE (1984) wird einge-
schätzt, daß die durchschnittliche Erhöhung der Kornzahl je Ähre um ein Korn im In-
tensivanbau Ertragssteigerungen von bis zu 2 dtlha bewirken könnte. Im Gegensatz zu 
dieser wichtigen Stellung der Ähre im Gefüge der Ertragsbildung wird ihre Infrastruktur 
heute kaum berücksichtigt, da es aufwendig und kompliziert ist, zu gesicherten und 
reproduzierbaren Ergebnissen zu kommen. 
Ursache dafur ist das Ineinandergreifen zweier in ihrer Variabilität grundsätzlich vonein-
ander unabhängiger Faktoren: zum einen ist es die Struktur der Ähre, die sich nach 
einem umweltabhängigen Differenzierungsprozeß ausbildet, zum anderen ist es der 
ebenfalls umweltabhängige Kornansatz. 
So ist zu erklären, daß die Ähre in der Praxis immer als "Ganzes" behandelt wird, in der 
Regel auch bei Einzelährenuntersuchungen. Das bleibt oft unbefriedigend, weil sie ein 
aus drei Achsensystemen aggregierter Blütenstand ist. 
Entscheidend für die Ertragsleistung ist nicht nur, daß viele Körner gebildet werden, 
sondern auch, daß sie an gewünschten Positionen der Ähre entstehen, z. B. bevorzugt in 
basalen (außen), nicht in distalen (innen) Blütchen. 
Entwickelte Konzeptionen zur züchterischen "Umkonstruktion" von Ähren nach SKIEBE 
et al. (1980) sind wegen des hohen manuellen Analysenaufwandes in ihrer Breitenan-
wendung an die Verfügbarkeit komplexer rechnergestützter Verfahren der Ährenanalyse 
gebunden. Die Voraussetzung hierfür besteht in der Schaffung eines formalen Modells 
der reproduzierbaren Dokumentation von Einzelähren, zur Erarbeitung geeigneter 
Technologien einer EDV-gerechten Primärdatenerfassung von Ährenstruktur und Korn-
ansatz sowie in Software-Lösungen der Datenanalyse. 
2. Methodik der Modellierung und Analyse von Ährenstruktur und Kornansatz 
2.1. Ährenaufbau und Matrizenmodell 
Die Getreidearten mit ährenartiger Blütenaggregation weisen Infloreszenzen nach dem 
von TROLL (1957) beschriebenen Typ einer Doppelähre auf, die vereinfacht als Ähre 
bezeichnet wird. 
Die Teilblütenstände einer Ähre - die sogenannten Ährchen - nehmen eine distich-
alternierende Anordnung entlang der Ährenachse bzw. -spindel ein. Dieser Anordnung 
folgen auch die Blütchen entlang der Ährchenachse. 
Betrachtet man die einzelnen Aggregationsstufen einer Ähre näher, so weisen diese eine 
3-dimensionale Infloreszenzstruktur auf. 
Ein Modellansatz zur formalen Widerspiegelung des Ährenaufbaus muß dieser Struktur 
durch die eindeutige Abbildung der 
- Ährchenstufen i = 1 (1) m 
- Blütchenstufen j = 1 (1) n m > n 
- Kornausprägung je Blütchenstufe 
reproduzierbar genügen. 
Für die eindeutige Abbildung des Ährchenaufbaus hat sich in Anlehnung an LÜHE 
(1977) und KrSON (1979) ein Matrizenmodell als günstig erwiesen, wobei es die Einfüh-
rung eines Matrizenelementes "kein Blütchen" (nicht zur Ähre gehöriges Element) 
ermöglichte, ein allgemeines Matrizenmodell A = (aij) einer Ähre zu definieren 
(Abb.1). 
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Abbildung 1: Schematisierter Aufbau und Matrizenmodell einer Ähre. 
m 
Für die Bewertung der Elemente aij der Ährenmatrix A soll folgende Vorschrift gelten: 
{
I (Blütchen mit Korn) 
aij = 0 (Blütchen ohne Korn) 
- 1 (kein Blütchen) 
Da der Wertebereich der Matrix A damit eine dreielementige Menge {I; 0; -I} darstellt, 
kann ein Matrizenkalkül nicht ohne weiteres herangezogen werden, um z. B. Korn- oder 
Blütchenanzahl einer Ähre durch die multiplikative Verknüpfung von A mit einem Vek-
tor zu berechnen. 
Aus diesem Grund erweist es sich als sinnvoll, die komplexe Ährenmatrix A in eine 
geeignete duale Matrizenbeziehung mit dem Wertebereich {O, I} zu überfUhren. 
Zu diesem Zweck werden die Dualmatrizen des Kornansatzes K = (kij) und des Blüt-
chenansatzes .!l = (b ij) definiert. 
Die Elemente der Matrix des Kornansatzes K unterliegen der Bewertungsvorschrift: 
k .. _ {I (Blütchen mit Korn) 1J -
o (Blütchen ohne Korn) 
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Die Elemente der Matrix des Blütchenansatzes ~ weren nach folgender Regel bewertet: 
b .. _ {I (Blütchen mit oder ohne Korn) IJ -
o (kein Blütchen) 
Wenn B: die komplementäre Dualmatrix von ~ ist, so gilt für die Ährenmatrix A die 
Matrizengleichung: 
A=K-B: (1) 
Die Wertetabelle der Beziehung lautet: 
kij bij aij 
0 0 0 (Blütchen ohne Korn) 
1 0 1 (Blütchen mit Korn) 
0 1 -1 (kein Blütchen) 
1 1 (nicht existent) *) 
Um bei der Erstellung der Matrix B aus einer neutralen Null-Matrix den manuellen Auf-
wand zur Fixierung der überwiegenden Elemente b ij mit ,,1" zu minimieren, wird die 
Dualmatrix der Ährenkontur C = ( c ij ) eingeführt. 
Für die Elemente der Matrix C gelten die praktischen Bewertungshinweise: 
Cih = 1; wobei h die maximale Blütchenanzahl der i-ten Ährchenstufe 
und weiter 
Cij = 0; j = 1 (1) h -1 und j = h + 1 (1) n. 
Wurde die Matrix C nach diesen Hinweisen erstellt, so wird aus ihr die Matrix des Blüt-
chenansatzes B wie folgt hergeleitet, wenn 
{ 
1,dannbil=bI2= ... bih=1 
bl h + 1 = bi h + 2 = ... bin = 0 Cij i = i + 1; i = m, dann Abbruch 
0, dann j = j + 1 ; j = n, dann i = i + I 
Damit ermöglichen die dargestellten Zusammenhänge, die Ährenmatrix A aus den 
Dualmatrizen K, ~ und r:. herzuleiten. 
Der Vorteil dieser Darstellungsweisen besteht einerseits in der Möglichkeit einer 
Anwendung des Matrizenkalküls - z. B. durch Matrizen- und Vektoroperationen zur 
Berechnung von Korn- und Blütchenanzahlen einer Ähre - und andererseits in der 
Möglichkeit zur Nutzung einer alternativ arbeitenden bzw. 1/0-Hardware der Primärda-
tenerfassung von r:. und K 
2.2. Markierungstechnik zur Datenerfassung 
Die maschinenlesbare Erfassung von Alternativ- bzw. Dualinformationen - wie z. B. 
(Ja; Nein), (schwarz; weiß) oder (0; 1) - ist mittels Markierungstechnik und Markie-
rungsbeleg besonders günstig, wie die von BENE et al. (1964), MANI (1971), RUCKENBAUER 
(1979) oder SCHUMACHER (1981) beschriebenen unterschiedlichsten Anwendungsbei-
spiele dokumentieren. 
*) Ausgehend von der Tatsache, daß ein Korn nur dort entstehen kann, wo auch ein Blütchen vorliegt. 
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Abbildung 2: Arbeitsplatz der Einzelährenzerlegung und Erstellung des Markierungsbeleges 
Auf das technische Prinzip der Markierungstechnik wird nur soweit eingegangen, wie es 
zum Verständnis des Beitrags erforderlich ist. Zu weitermhrenden Darstellungen wird u. 
a. aufMEINHARDT und RABENAU (1979) oder URBAN (1979) verwiesen. 
Ein Markierungsbeleg - zugleich handschriftliches Versuchsprotokoll, maschinenlesba-
rer Datenträger, Archivierungsbeleg und Standardisierungsvorschrift - verfügt maximal 
über (p x q) Markierungspositionen als Elemente einer Markierungsmatrix M = (m k 1 ). 
Die Markierungsposition m k 1 der Matrix M kann die alternativen Zustände annehmen: 
{ schwarz = von Hand markiert (1) m k 1 = weiß = Position unmarkiert (0) 
k = 1 (1) p 1 = 1 (1) q 
q::;;n 
Die Dualmatrizen der Ährenkontur ~ und des Kornansatzes K lassen sich damit pro-
blemlos als Untermatrizen von M darstellen, 
M=(~K) (2) 
und auf einem Markierungsbeleg in geeigneter Form fixieren, Der Versuchsansteller 
markiert die betreffenden Positionen bzw. Elemente von ~ und K handschriftlich mit 
einem Spezialstift im Rahmen der Einzelährenzerlegung (Abb, 2), 
Die Markierung von Ährenkontur und Kornansatz des Ährchens aus Abbildung 1 läßt 
sich wie folgt veranschaulichen: 
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Weiterhin werden auf dem Beleg nach dem 1247-Codierungsverfahren numerische 
Informationen zur Stamm- und Pflanzenidentifikation sowie die züchterisch relevanten 
Merkmale Ähren- und Halmlänge, Anzahl steriler Spitzenährchen, Bestockung und Ein-
zelährenkornmasse dezimal markiert. 
Der handschriftlich markierte Beleg wird mittels eines kommerziell verfügbaren Markie-
rungs-Scanners optisch abgetastet, geprüft, die Markierungsposition umcodiert und auf 
EDV-typische Datenträger zur Weiterverarbeitung konvertiert. 
2.3. Software-Lösung zur Ährenanalyse 
Die Realisierung der Software-Lösung erfolgte für das Kleinrechnersystem robotron 
KRS 4201 in der Programmiersprache FORTRAN und wird von KÖNIG (1983) ausführ-
lich beschrieben. 
Gegenwärtig erfolgt eine Portierung der bewährten Software in die Sprache "C", um 
deren relative Unabhängigkeit von Hardware und Betriebssystemen zu gewährleisten. 
Der mit dem Scanner erzeugte Datenträger wird der Rechenanlage zur Verarbeitung 
und Archivierung zugeführt. Das geschaffene Programm-Paket AERE erzeugt maschi-
nenintern aus den Matrizen ~ und K die Ährenmatrix A und speichert diese zur Berech-
nung ab. Zahlreiche Prüfalgorithmen signalisieren eine fehlerhafte Primärdatenmarkie-
rung. 
Das Programm-Paket AERE liefert dem Versuchsansteller stammweise 17 primäre und 
. sekundäre Merkmale sowie eine grafische Darstellung der Blütchenproduktivität in einer 
visuell ansprechenden Form. Um eine statistische Weiterverarbeitung der gewonnenen 
Einzelähreninformationen zu ermöglichen, wurde eine definierte Schnittstelle über un-
terschiedlich strukturierte Magnetbanddateien geschaffen, auf die ein gesondert vorlie-
gendes Programm-Paket STATISTIK (FORTRAN) zurückgreifen kann. 
3. Ergebnisse und Anwendererfahrungen 
Seit der Nutzung des Verfahrens der rechnergestützten Analyse von Ährenstruktur und 
Kornansatz sind im Institut für Züchtungsforschung Quedlinburg und weiteren Institu-
ten der Akademie der Landwirtschaftswissenschaften der DDR annähernd 300000 
Ähren verarbeitet worden. Das erfolgte an sehr unterschiedlichem Material - vorwie-
gend jedoch an Triticale - und für verschiedene Versuchsfragestellungen. Trotz der Ver-
lagerung der gesamten Auswertungen auf den Rechner bleibt die Einzelährenzerlegung 
und Kennzeichnung des Markierungsbeleges (vgl. Abb. 2) immer noch ein manuell auf-
wendiger Vorgang. Das erfordert vom Versuchsansteller abzuwägen, ob die mit dem 
Verfahren erzielbaren Ergebnisse im Einzelfall den Aufwand rechtfertigen. 
Die bereits erwähnten und vom Programm-Paket AERE bereitgestellten Aussagen zu 
17 Primär- und Sekundärmerkmalen, lassen sich inhaltlich vier Merkmalsgruppen zuord-
nen. 
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Diese Gruppen sollen im folgenden kurz charakterisiert werden, wobei Details zur Defi-
nition der Merkmale, ihre genaue Beschreibung, die versuchstechnische Erfassung 
sowie die Algorithmen der Sekundärdatenableitung hier nicht behandelt werden sollen. 
Eine ausführliche Information zu diesen Fragen ist bei KISON und KÖNIG (1986) gege-
ben. 
Zu den einzelnen Merkmalsgruppen: 
Ährenstruktur 
Die Ährenstruktur wird durch insgesamt 7 Merkmale im Listing von AERE charakte-
risiert. 
Das sind zum einen die Komponenten, die das sogenannte morphologische Ansatzpo-
tential ausmachen, zum anderen aber auch reine Strukturgrößen, die nur in mittelbarem 
Zusammenhang zur Leistungsfähigkeit der Ähren im Hinblick auf eine hohe Körnerpro-
duktion stehen. Das Ansatzpotential entspricht der Zahl der theoretisch für den Kornan-
satz zur Verftigung stehenden Blütchen. Praktisch interessieren zunächst rein quantita-
tive Informationen, aber auch Angaben zur Verteilung dieser Blütchen innerhalb der 
Ähre. Letzteres hat vor allem Bedeutung, weil eine hundertprozentige Besetzung der 
Blütchen praktisch nie erfolgt und sich vorrangig an Ährenbasis bzw. -apex oder in den 
höheren Innenblütchenstufen unbesetzte Blütchen konzentrieren können. Es handelt 
sich hier um natürliche Reduktionsvorgänge, durch die eine in Überzahl angelegte Blüt-
chenmenge auf die für den Kornansatz wirksame reduziert wird. 
Praktische Bedeutung gewinnt diese Frage unter dem Aspekt der Stabilität der Einzeläh-
renproduktivität. Extensiv angelegte Ähren reduzieren immer stärker, wobei die über 
lange Zeiträume verlaufenden Differenzierungs- und Reduktionsvorgänge sehr umwelt-
abhängig sind, was wiederum eine Leistungsminderung zur Folge haben kann. Orientie-
rung auf Leistungsstabilität kann in einer Prävalenz von Basalblüten gegenüber den 
Innenblüten zum Ausdruck kommen; der entsprechende Ährentyp wäre roggenähnlich 
mit stabil ausgeprägten Außenblüten in vielen Ährenstufen. Moderne polnische Tritica-
lesorten, die international im Sortiment die Spitzenposition innehaben, weisen einen 
solchen Ährentyp auf (LÖBNITZ et al. 1987). Dagegen sind Merkmale wie Ährenlänge, 
Ährendichte bzw. -kompaktheit reine Strukturkomponenten, die aber wesentlich für die 
Charakterisierung des Ährentyps sein können. 
Kornansatz 
Im Sinne der produktiven Leistung des Getreides für die Körnernutzung ist der Kornan-
satz in den Ähren eines der wesentlichsten Kriterien. Er wird durch 6 Teilmerkmale im 
Listing in AERE beschrieben. Dabei ist in Analogie zur Ährenstruktur nicht nur das Ge-
samtvolumen in Absolut- oder Relativgrößen von Interesse, sondern auch die Vertei-
lung der Körner auf die einzelnen Ährenabschnitte. 
Um diese Verhältnisse gut erfaßbar und übersichtlich zu gestalten, wird dazu eine Grafik 
ausgedruckt, die in Abbildung 3 etwas modifiziert widergegeben ist. Sie erlaubt eine 
schnelle Orientierung über Ährenforrn (Ährenstruktur), relative Auslastung der einzel-
nen Ährchenstufen, Ährenzeilen oder Blütchenstufen über die gesamte Ähre hinweg. 
Standardmäßig wird der Kornansatz noch in den Anteil aus den Außenblütchen G = 
1(1)2) und den aus den Innenblütchen zerlegt G = 3(1)n). Diese Teilung hat sich als 
zweckmäßig erwiesen, da der Ansatz der Außenblütchen die "konstante" Fraktion des 
Gesamtkornansatzes beisteuert, die zumeist auch quantitativ dominierend ist, während 
andererseits der Innenblütchenbesatz "variabler" ist und bestimmte Umwelt effekte deut-
licher reflektiert. 
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Abbildung 3: Grafische Darstellung ver Verteilung von Blütchen und Kornanzahl je Ährchen und 
Blütchenstufe 
Besonders ausgewiesen werden kann weiterhin die Zahl der sterilen Spitzenährchen, 
wenn sie im betrachteten Material eine Bedeutung hat. Bei etablierten Sorten und lei-
stungsfähigem Zuchtmaterial ist die Zahl unbesetzter Apexährchen normalerweise zu 
vernachlässigen. Liegt dagegen Material aus verschiedensten Kreuzungen vor, das durch 
partielle Sterilität belastet ist, so kann auch das Ausmaß der Spitzensterilität ein syste-
matisch leistungsmindernder Faktor sein. Kornansatzdaten werden sowohl in Absolut-
werten als auch relativiert auf verschiedene Struktureinheiten der Ähren ausgewiesen, 
um Vergleichsmöglichkeiten zwischen unterschiedlich strukturierten Idiotypen zu schaf-
fen. 
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Kornmasse 
Aus der Gesamtkornmasse der Ähre wird als Schätzwert die Einzelkornmasse abgeleitet 
und in Mittelwertsberechnungen einbezogen. 
Vegetative Pflanzenmerkmale 
Erfaßt werden in diesem Zusammenhang die Bestockung der Pflanze, von der die jewei-
lige(n) Ähre(n) entnommen wurde(n), ebenso die Länge des Halmes, der die Ähre trug. 
Nachschosser werden zumeist ausgeklammert, können aber berücksichtigt werden, 
wenn ein idiotypspezifischer Zwiewuchs auftritt. Diese Merkmalsgruppe gehört zwar 
nicht unmittelbar zur Ährenanalyse, aber die genannten Merkmale variieren sehr stark 
mit den Standverhältnissen (Einzelpflanzenanbau, dichter Feldbestand) und können 
Einfluß auf Ährenstruktur- und Kornansatzmerkmale oder die Kornmasse haben. Die 
auftretenden Wechselbeziehungen lassen sich über die bereits erwähnten Korrelations-
maße im allgemeinen hinlänglich erfassen. 
Sind andere als die standardmäßig erfaßten Merkmale von Interesse, können sie im 
begrenzten Umfang durch variabel zu belegende Felder im Kopf des Merkmalerfas-
sungsbeleges einbezogen werden. In der bisherigen Praxis waren solche Fälle aber sel-
ten. 
Der Ausdruck der Ergebnisse nach Abschluß der Ährenanalyse kann auf Wunsch des 
Bearbeiters zweistufig erfolgen. In einer ersten Übersicht werden die Grafiken (Abb. 3) 
mit den dazugehörigen tabellarisch geordneten Ergebnisdaten sowie die Mittelwerte für 
alle untersuchten Merkmale stammweise aufgeführt. Die tabellarische Anordnung der 
Ergebnisdaten erfolgt von AERE in den erwähnten Gruppen, wobei hier bewußt auf sta-
tistische Begleitinformation verzichtet wurde. Somit ist mit diesem Listing eine Art 
"Steckbrief" für den analysierten Stamm gegeben, der von vielen praktischen Anwen-
dern bereits als ausreichend empfunden wird. 
Für weiterführende Untersuchungen steht das bereits erwähnte Pro gram-Paket STATI-
STIK zur Verfügung. Es gestattet dem Versuchsansteller u. a. Tests auf Normalvertei-
lung, statistische Maßzahlen, Korrelationsanalysen, Regressionsanalysen, Varianzanaly-
sen oder Faktoranalysen am Material vorzunehmen. 
Über ein weiteres FORTRAN-Programm ist die Behandlung der unterschiedlichen 
Magnetband-Stamm-Dateien durch mischen, fügen, trennen usw. möglich, um das 
Material nach weiteren Aspekten neu zu formieren. 
Damit wird eine vielfältige Evaluierung der erfaßten Merkmalsdaten im Rahmen weiter-
führender Untersuchungen möglich. 
4. Diskussion 
Eingangs wurde auf die Bedeutung der Einzelährenproduktivität im Gesamtgefüge der 
Ertragsbildung verwiesen. So wichtig es wäre, wenigstens einen Teil der aufgeführten 
Daten auch in praktisch züchterische Schritte einzubeziehen, so steht dem jedoch ein 
nicht zu bewältigender experimenteller Aufwand gegenüber. Das gilt in besonderem 
Maße für winterannuelle Getreide, bei denen nach der Ernte eine Zeit von 2 bis 3 
Monaten ausreichen muß, um zwischen tausenden oder zehntausenden von Stämmen 
zu entscheiden, welche weitergeführt werden sollen. Alle Anstrengungen richten sich 
derzeit hier verständlicherweise auf Mechanisierung und Automatisierung der Versuchs-
technologie. 
Anders ist die Situation in der Grundlagenforschung, wo das Ausgangsmaterial für die 
Züchter erzeugt wird. Nur in wenigen frühen Nachkommenschaften von Kreuzungen 
wird das volle Ausmaß der erzeugten genetischen Variabilität sichtbar; danach erfolgt 
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durch bewußte oder unbewußte Selektion wieder eine schnelle Eine ngung des Materi-
als. Sucht man nach positiv veränderten Ährentypen, so ist das vor allem in den ersten 
Stufen nach der Kreuzung sinnvoll. Im Institut in Quedlinburg werden die Ährenanaly-
sen primär auf dieser Ebene eingesetzt, vor allem bei Triticale, bei Art- und Gattungs-
kreuzungen und im Zusammenhang mit Intogressionen fremder genetischer Informa-
tion in Triticale und Weizen. 
Ein ganz anderes Einsatzgebiet hat sich im Rahmen von Testreihen ergeben, in denen 
korrelative Zusammenhänge zwischen den Ertragskomponenten untersucht werden, 
wenn die Pflanzen bestimmten agrotechnischen Bedingurrgen (variable Standweite, Ein-
satz von Wachstumsregulatoren, Düngung usw.) ausgesetzt werden. Sie liefern Indizien 
über die Reaktion der Idiotypen und ermöglichen ftir die folgenden Routineunter-
suchungen die Konzentration auf bestimmte "kritische" Merkmale. 
Dabei hat sich versuchstechnisch ein Matrizenmodell ftir die reproduzierbare und ein-
deutige Darstellung des Aufbaus von Getreideähren bewährt. 
Die geeignete Rückführung der Ährenmatrix auf die beiden Dualmatrizen des Kornan-
satzes und der Struktur von Einzelähren ermöglichte die Anwendung spezifischer 
Ähren-Markierungsbelege zur EDV-gerechten Primärdatenerfassung im Arbeitsprozeß 
der manuellen Ährenzerlegung. 
Die Software ftir den Markierungs-Scanner, die rechnergestützte Ährenanalyse sowie 
weiterftihrende mathematisch-statistische Untersuchung zeichnet sich durch wirksame 
Fehlerprüfroutinen, ein ansprechendes Listing der angebotenen 17 Ergebnismerkmale 
und Grafiken sowie eine erfahrungsmäßig begründeten Nutzerfreundlichkeit aus. 
Für Züchter, die an einer (evtl. auch testweisen) Anwendung des Verfahrens interessiert 
sind, besteht die Möglichkeit, nach Vereinbarung ihr Material im Institut ftir Züchtungs-
forschung verarbeiten zu lassen. 
Interessenten werden gebeten, sich hierzu an die Autoren zu wenden. 
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