Atrial fibrillation (AF) is the most common cardiac arrhythmia, as well as a growing healthcare burden worldwide. It is often asymptomatic and usually starts with very brief episodes, thus making its early detection an interesting challenge. For that purpose, the present work introduces a novel method exploiting the variability presented both by ventricular and atrial activities reflected on the surface electrocardiogram (ECG). Thus, time series from the RR intervals and the fibrillatory waves morphology contained by the TQ intervals are first generated and, then, their regularity is estimated making use of the Coefficient of Sample Entropy (COSEn). The collected information is finally combined through a multi-class support vector machine (SVM) approach to discern among short episodes of AF, normal sinus rhythm (NSR) and other rhythms (OR). The algorithm has been validated in the context of the Phy-sioNet Computing in Cardiology Challenge 2017, thus reporting a global F 1 measure of 0.73 for the training set and 0.71 for the testing group. Nonetheless, to evaluate the method in a common scenario for previous works, the widely used MIT-BIH AF database has also been considered. A notably higher F 1 score of 0.87 has been provided in this case. The significantly different balance between the number of AF, NSR and OR recordings in both databases could justify the obtained outcomes.
Introduction
Atrial Fibrillation (AF) is the most common type of arrhythmia in the general population and is becoming a major cardiovascular challenge in modern world [1] . It is defined as a "tachyarrhythmia characterized by predominantly uncoordinated atrial activation with consequent deterioration of atrial mechanical function" by the American College of Cardiology, the American Heart Association and the European Society of Cardiology [2] . However, the pathophysiological mechanisms causing and maintaining this abnormal atrial activation are still not fully known, thus making its diagnosis and therapy highly complex and poorly efficient [2] . Indeed, the management of AF nowadays involves a significant part of the resources from any Health Service in the developed countries [3] . Therefore, reducing the prevalence of this arrhythmia is a current priority [4] , being its early detection a key aspect to avoid its natural progression and final perpetuation [5] .
However, given that AF usually starts with very brief episodes and is often asymptomatic [6] , its first signs are not easy to find [5] . For this purpose, a variety of automatic algorithms dealing with the surface electrocardiogram (ECG) have been proposed in the last years. Most of them exploit the two alterations provoked by the arrhythmia on the ECG. On the one hand, AF is characterized by a rapid atrial activity, whose rates can vary between 240 and 540 activations/min [2] . Because the atrioventricular (AV) node is permanently shelled by all of them, a fast and irregular ventricular response can be observed on the ECG. Clearly, this behavior contrasts with the completely regular pattern found in the RR interval series during normal sinus rhythm (NSR). On the other hand, the uniform P-wave related to atrial depolarization during NSR is also replaced by a series of low amplitude and variable morphology fibrillatory waves (f -waves) [2] .
The main goal of this work is to quantify and combine information from the variability presented both by the RR intervals and the f -waves to discern between short ECG recordings of AF, NSR and other rhythms (OR) in the context of the PhysioNet Computing in Cardiology Challenge 2017. More precisely, the Coefficient of Sample Entropy (COSEn) is used to compute the regularity of the time series comprised from the RR intervals as well as from the morphological variations of the TQ intervals.
Materials
To validate the proposed detector of AF, the freely available database for the PhysioNet Computing in Cardiology Challenge 2017 was used [7] . It contains 8528 singlelead ECGs lasting from 9 to 60 seconds for training and 3658 recordings of similar lengths for testing. All the sig- nals were sampled at 300 Hz and were band-pass filtered. Whereas the test set is private for the purpose of scoring during the Challenge, the learning set is public and contains 5050, 738 and 2456 episodes of NSR, AF and OR, respectively, as well as 284 noisy intervals.
On the other hand, because the MIT-BIH AF database has been widely used to test most of the previously published AF detectors [8] , it has also been considered in the study. This dataset is freely available at PhysioNet [9] and contains 23 fully-annotated 10 hour-length ECG recordings, mainly obtained from paroxysmal AF patients. However, two signals (04936 and 05091) were discarded because they were mistakently annotated [8] . Nonetheless, more than 1 million of beats completely balanced from NSR and AF were analyzed. Additionally, about 15,000 beats of OR from atrial flutter and AV junctional rhythm were also considered. Note that the recordings were acquired with a sampling rate of 250 Hz, but they were upsampled to 300 Hz.
Methods
The proposed algorithm to detect automatically short episodes of AF, NSR and OR is graphically summarized in Fig. 1 . As can be seen, the ECG is firstly preprocessed and, then, the variability both from RR and TQ intervals is computed through parallel ways. Finally, the information gained from both cases is combined in a classification step to assign a potential class to the signal. More details about each step are provided next.
Data preprocessing
Every signal was typically preprocessed to reduce noise and any nuisance interference. Thus, the baseline wander was removed making use of an IIR high-pass filtering with a 0.5 Hz cut-off frequency. Moreover, high frequency noise and powerline interference were reduced with an IIR low-pass filtering with a 50 Hz cut-off frequency. Both filters were designed using a Chebyshev window with a relative sidelobe attenuation of 40 dB and applied to the ECG signal in a forward/backward fashion. Thereafter, the R-peaks were detected by using a phasor transform-based algorithm [10] . Remark that this algorithm has proven an ability higher than 99% to identify every R-peak regardless of the beat morphology [10] . Thus, ventricular ectopic beats were also identified and considered for the study.
Ventricular activity variability
The RR intervals were computed from the difference between consecutive R-peaks and, then, their variability was computed making use of the COSEn. This index was proposed some years ago by Lake & Moorman to discern between AF and OR from short ECG intervals, obtaining an accuracy about 90% [11] . Mathematically speaking, it can be defined as
where A and B denote the total number of RR patterns of length m + 1 and m, respectively, that match within a certain tolerance r. The parameter μ is the mean length of the analyzed RR intervals, thus providing information about the average heart rate. Note that COSEn was here computed making use of the parameters specified by Lake & Moorman to optimize its performance [11] .
Atrial activity variability
To characterize the f -waves morphology, every TQ interval was firstly detected by using the subsequent R-peak as a reference and, then, characterized into the wavelet domain, such as in some previous works [12, 13] . More precisely, the Stationary Wavelet Entropy (SWEn) was obtained by decomposing the signal into different timefrequency scales and computing the common Shannon Entropy from their relative energy distributions [12] . In this way, organized waveforms (such as the P-waves) provide low values of SWEn and, contrarily, complex morphologies (such as the f -waves) high values. Note that the parameters used to compute the SWEn were 4 levels of decomposition and a fourth-order Daubechies function as mother wavelet. Finally, the variability of the obtained time series was also computed through the COSEn. In this case, after some experimental tests, the used parameters were m = 2 and r = 0.35.
Classification
The information obtained from the variability both for atrial and ventricular components was finally combined by means of a multi-class support vector machine (SVM) to classify each ECG recording. Given that three classes were available, i.e. AF, NSR and OR, the Crammer and Singer approach was used to optimize simultaneously the two required binary classifications, thus maximizing the margins from each class to the remaining ones [14] . This classifier was selected due to its interesting ability of generalization, even when unbalanced datasets are analyzed [15] .
Performance assessment
According to the specific rules for the PhysioNet Computing in Cardiology Challenge 2017, the discriminant ability of the proposed algorithm has been summarized with the average of the F 1 measures obtained for each group, i.e.
The F 1 score is a measure of accuracy which combines both sensitivity and positive predictivity. Thus, for a specific class c, it can be defined as
where TP c is the number of true positives, FP c is the number of false positives and FN c is the number of false negatives. Note that c could be NSR, AF or OR in this study.
Results
Although the ECG recordings proposed for the Phys-ioNet Computing in Cardiology Challenge 2017 presented different lengths, they were completely analyzed without any kind of segmentation. Thus, the F 1 measures obtained from the training and testing sets are displayed in Table 1 . As can be observed, very similar outcomes were noticed for both cases, thus suggesting a successful training of the proposed method. Moreover, it is also surprising that the F 1 measures for the OR group were notably lower than for the remaining ones.
On the other hand, given that long episodes of NSR, AF and OR can be found in the MIT-BIH AF database, 15 beat-length ECG intervals were analyzed with the proposed algorithm. In this case, a global F 1 value of 0.87 was obtained, F 1NSR , F 1AF and F 1OR being 0.96, 0.86 and 0.79, respectively.
Discussion and conclusions
The classification results obtained for the two analyzed databases have shown a similar behavior among groups. Thus, for both cases the NSR and OR episodes were classified with the highest and lowest accuracies, respectively. On the one hand, whereas the MIT-BIH AF presents a balanced number of beats in AF and NSR, the dataset for the Challenge 2017 shows a significantly higher number of NSR recordings. This aspect could somewhat bias the classification, since a good global result could be obtained if a classifier is overtrained to identify NSR. Unfortunately, many AF episodes would then be lost and the algorithm would be far from reaching its main goal. Maybe, a weighted F 1 score would be a fairer measure of diagnostic accuracy and could provide a more comparable classification outcome among different databases, regardless of their balance between NSR, AF and OR recordings.
On the other hand, while ECG segments with the same length have been considered from the MIT-BIH AF database, signals with a duration ranging from 9 to 60 seconds have been analyzed from the Challenge dataset. Clearly, the shorter the recording length, the lower the available information for its classification, thus making this task more difficult [11] . In fact, many previous works have shown that proper identification of AF on ECG recordings shorter than about 10 beats is highly complex [8, 11, 13] . Therefore, the shortest signals in the Challenge database, which could not even contain 10 beats, render more challenging the detection of the different rhythms.
Finally, another relevant confounding factor is the OR group composition for both datasets. To this respect, only a few beats from atrial flutter and AV junctional rhythm were considered from the MIT-BIH AF database, because no more rhythms were found in the recordings. Contrarily, information about which rhythms were included in the OR group of the Challenge database is completely unknown. Moreover, after reviewing carefully the signals for this group, numerous examples of episodes very close to SNR or AF have been found labelled as OR. A couple of examples in this line are shown in Fig. 2 . Within this context, it is very difficult to develop an AF detector only based on physiological observations. It is highly probable that an advanced classifier fed with dozens or hundreds of vari- ables extracted from the ECG signals will obtain a good classification result with this database, but even so, it is reasonable to think that the Challenge database is still not sufficiently prepared to tackle the problem of the automatic detection of AF.
