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Single molecular shuttle-junction is one kind of nanoscale electromechanical tunneling system. In
this junction, a molecular island oscillates depending on its charge occupation, and this charge
dependent oscillation leads to modulation of electron tunneling through the molecular island. This
paper reviews recent development on the study of current, shot noise and decoherence of electrons in
the single molecular shuttle-junction. We will give detailed discussion on this topic using the typical
system model, the theory of fully quantum master equation and the Aharonov–Bohm interferometer.
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The experimental and theoretical study of molecular
junctions has become an important topic of modern con-
densed matter research because of the potential appli-
cations for precision measurement and nano-electronic
mechanical devices. A single molecular junction is one of
the simplest structures, which can be fabricated by con-
necting two electrodes with a single molecular island. A
bias voltage is loaded on the two electrodes, and a gate
voltage is used to switch the energy level of the molec-
ular island. The fabrication of molecular junctions uti-
lizes a bottom-up approach. In this approach, elementary
molecules are arranged into more complex self-assembled
structures using chemical synthesis. In contrast, the top-
down design approach would cut larger raw materials
into desired devices using physical methods. Unfortu-
nately, modern lithography tools cannot easily reach the
scale associated with the synthesis of electronically func-
tional molecules. One further advantage of the bottom-
up design approach is that nanoscale devices may be
fabricated exactly. For example, it is possible to make
devices with any degree of accuracy. The molecular is-
lands in the junctions are generally nanometer scaled and
have discrete electronic energy levels. Thereby, they work
as quantum dots (QDs) with three-dimensional bounded
barriers and discrete energy levels. The single molecu-
lar junction has another important degree of freedom,
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namely mechanical vibration of the center of mass of the
molecular grain. This vibrational motion plays an im-
portant role in the transport of molecular junctions and
leads to interesting phenomena.
The mechanical vibration in the molecular junction
makes it possible to control electron transport through
nanoscale devices in the single-electron regime [1]. Such
system are also known as shuttle-junctions. In the semi-
classical regime, time evolution of the shuttle-junction
shows electron transfer one-by-one orderly [2, 3]. Fur-
thermore, the tunneling-position coupling in the elec-
tromechanical junction has significant applications in
the detection of displacement [4–7], spin [8, 9], charge
[10, 11], and mass [12]. The measurement correction
can be better than the zero-point-motion uncertainty.
In addition, vibrational junctions have abundant physi-
cal applications such as heat transfer and cooling based
on nonequilibrium hot electron transport [13, 14], sub-
resonance inelastic electronic transport that is analogous
to atomic laser-induced cooling [14, 15] and tip-induced
cooling [16]. The effective temperature of the molecu-
lar island is defined as the internal energy stored in
the vibrational degrees of freedom. Moreover, electron-
phonon coupling enhances the charge transport and in-
creases the temperature of the molecular junction. How-
ever, the charge transport leads to inelastic phonon ab-
sorption and decreasing temperature [17, 18]. In partic-
ular, when the energy of incident electron is lower than
vibrational level, the electron takes a phonon from the
junction, inducing cooling at the molecular junction. The
cooling effect can be very significant: resonant tunneling
in a single-molecule device can generate sufficient heat
to thermally decompose the molecular junction.
Theoretically, Green’s functions are used to study the
nanometer electromechanical junction in classical [19],
semiclassical [20], and quantum regimes [21]. These ap-
proaches allow the calculation of transport properties on
the molecular junction, such as weak to strong electron-
phonon coupling [21, 22] and inelastic electron tun-
neling spectroscopy [23, 24]. A real-time path-integral
Monte Carlo approach can also be applied to study the
transport process in the molecular vibrational junction
over a large temperature and electron-phonon coupling
range [25]. Quantum master equations, which stem from
the Liouville-von Neumann equation [26, 27] and the
many-body Schrödinger equation [28], are widely ap-
plied to describe electromechanical vibrational junctions.
In the junctions, charge-vibration (or electron-phonon)
couplings play an important role, which can be treated
in both incoherent [29–33] and coherent approaches [34,
35]. In the incoherent approach, the off-diagonal cou-
plings between electron tunneling and the vibrational
states are not included. On the other hand, in the co-
herent approach, the off-diagonal couplings are consid-
ered. Using the master equation, fascinating electrome-
chanical system features have been predicted, such as
negative differential conductance [29, 30], the shuttling
effect [1, 36], the super and sub-Poissonian Fano factor
[2, 32, 34, 37, 38], spin-dependent transport [8, 39, 40],
vibrational state instability [41], and negative damping
instability [42]. In a fully quantum mechanical descrip-
tion of the electromechanical process [43], the coherent
coupling is included at the cost of solving a large matrix
in the mathematical treatment. The quantum mechani-
cal model of the coherent dynamics is further developed
to investigate the shuttling mechanism [3, 36, 37]. Ac-
cording to the charge-position (momentum) correlation,
the motion of the quantum shuttle can be described by
the shuttling and tunneling regimes as well as the coex-
istence of these regimes [2, 36]. In the shuttling regime,
the electron transport is highly deterministic and charac-
terized by the extraordinary sub-Poissonian Fano factor
[37]. By measuring the shot noise, the transition between
tunneling and shuttling can be identified [3]. Moreover,
single molecular vibrational junctions have recently been
studied in strong correlation physics such as the Kondo
effect [44–48], pair tunneling, and co-tunneling [49, 50].
The molecular electromechanical junction in electro-
magnetic fields is also very interesting. Surface-enhanced
Raman scattering is used to study the mechanisms in
molecular junctions both experimentally [51–53] and the-
oretically [54–56]. The approaches based on surface-
enhanced Raman scattering have been widely applied in
the study of equilibrium materials over the last 30 years
[57–63]. Recently, these methods have been applied to
the nonequilibrium charge transport process in molecu-
lar devices. Theoretically, the electron population at the
molecular level and changes in the heat can be detected
with this approach [54–56]. Under a magnetic field, the
spin degree of freedom can be exploited. Based on the
coupling between the transport of spin-polarized elec-
trons and the mechanical degrees of freedom of the is-
land, the shuttle instability is predicted to have two sta-
tionary domains such as vibronic and shuttling domains
depending on the applied electric and magnetic fields,
which suggests an extension to spintronics applications.
Therefore, the coupling between the spin polarization of
the current and the motion of the molecular island cen-
ter of mass can be used to control the dynamics of the
mechanical degrees of freedom using an external mag-
netic field [64]. The spin-dependent current in the exter-
nal magnetic field has been recently studied [8, 39, 40].
In a magnetic shuttle device, the spin-exchange interac-
tion causes spin-dependent tunneling rates, which leads
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to spin-polarized current [65]. This effect is known as the
spintromechanical effect.
Experimentally, nanometer-scale electromechanical
devices are fabricated by organizing molecular building
blocks [66–80] and by optical or electron beam lithogra-
phy methods [81–83]. Here, we briefly present two typical
experiments on nanoscale electromechanical systems. In
2000, Park et al. fabricated a single molecular vibrational
junction [69]. The vibrational molecule C60 is connected
to two gold electrodes (see Fig. 1). The gold electrodes
were fabricated using electron-beam lithography, and the
gap between the electrodes was created using the pro-
cess of electromigration. The narrowest gap is about 1
nm, the lateral size of the electrodes near the gap was
on the order of 100 nm, and the height of the electrodes
was about 15 nm. The experimentally determined fre-
quency of the C60 mechanical oscillator is f = 1.2 THz
at a temperature of 1.5kBT . Considering the constant
 = 4.135660 eVs and kB = 0.861739 eV·K−1, the energy
quanta of the oscillator is f = 4.9628× 10−3 eV, which
is much larger than the heat energy kBT = 1.2926×10−4
eV of its environment. At low temperatures, the molecu-
lar oscillator excites quantized energy levels, which leads
to the step-structure in the current shown in Fig. 1. In
2009, Moskalenko et al. reported a fabrication method for
an electromechanical shuttle-junction using gold grain
[82, 83]. Comparing with the C60 molecule (1 nm or-
der), the gold grain is about 20 nm in diameter. There-
fore, it is easy to image the gold grain system. Us-
ing atomic force microscopy, three-dimensional images
of the electrodes are obtained shown in Figs. 2(a), (b),
and (c). The process for positioning the gold grain be-
tween the electrodes is illustrated in Fig. 2(d). The fre-
quency of the nanomechanical oscillator is on the order of
108Hz, so the energy quanta is 10−7 eV. The energy is
much smaller than the heat energy at room temperature
Fig. 1 The I–V curves of the C60 transistor at T = 1.5K, repro-
duced from Ref. [69], Copyright c© 2000 Nature Publishing Group.
Fig. 2 The process of embedding a 20 nm gold gain between two
electrodes. The picture is obtained with atomic force microscopy.
Reproduced from Ref. [82], Copyright c© 2009 American Physical
Society.
kBTroom = 2.5852 × 10−2 eV, where Troom represents
room temperature. The experiment is performed at room
temperature. Though the Coulomb blockade effect does
not appear, it is difficult to achieve single electron pro-
cesses. To realize single electron transport, the temper-
ature should be decreased and the surface roughness of
the gold grain and electrodes be removed. As shown in
Fig. 3, for a low applied voltage, the gold grain is almost
static, and the current is low. After the voltage exceeds a
certain threshold value, the grain was driven to oscillate
and promote the current.
There are two commonly used models for the study
of nanoelectromechanical devices. In the first model, the
electron tunneling amplitudes are considered to be inde-
pendent of the nano-particle displacement [25, 31, 84–
86]. In the second model, the tunneling amplitudes are
modulated by the displacement x of the center of mass of
the nano-particle island [1, 34, 35, 41, 87]. For example,
the modulation has an exponential form of Tle−x/λ and
Trex/λ, where Tl and Tr are bare tunneling rates on the
left and right sides of the island, and λ is the charac-
teristic length of electron tunneling. This latter model is
known as the shuttle-junction model, which is the focus
of the following discussion.
Fig. 3 The I–V curves for the 20 nm gold transistor. Reproduced
from Ref. [82], Copyright c© 2009 American Physical Society.
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In this paper, we review recent developments on the
study of current, shot noise, and decoherence of electron
transport through the electromechanical shuttle-junction
using the quantum master equation. The Green’s func-
tion, path integral, and master equation approaches are
applied to study the model in which electron tunneling
is independent of the island displacement. However, the
shuttle-junction properties can only be described using
the quantum master equation. The applications of this
method for describing nanoelectromechanical junctions
have been developed within the past 15 years. In this
study, we develop a general master equation for the de-
scription of the electromechanical tunneling. This gen-
eral equation considers the Fermi distribution functions
of the electronic leads in which discrete energy levels of
the vibrational modes will be included. When the bias
voltage is low, the distribution functions are sensitive
to the oscillator levels. In addition, both the diagonal
and off-diagonal terms of the coupling between the os-
cillator dynamics and electron transfer are incorporated
in the equation. Both the electron transfer and oscilla-
tor dynamics are shown to be very important for the
device description. In a recent attempt of describing the
electromechanical system, the position dependence is ne-
glected, and only two oscillator modes are considered
[85]. We will show that the position dependence of the
tunneling rates and all vibrational modes of the harmonic
oscillator can be treated within the master equation ap-
proach. Furthermore, the master equation can equally
consider the tunneling and dissipation terms, unlike early
derivations, which required treating these terms sepa-
rately [36, 43, 85]. In the low temperature and high bias
voltage regime, the presented master equation should
agree with those given previously [3, 36].
Previous studies on the nanoelectromechanical junc-
tion have primarily concentrated on the incoherent prop-
erties of electron transport. Both the coherence and
dephasing character of the electron transfer will be dis-
cussed in this paper. By applying an Aharonov-Bohm
(AB) interferometer with a QD embedded in one arm,
the coherence character of electron tunneling through
the QD can be studied in experiments [88–90]. These
experiments show that a fixed QD supports coherent
transport and causes the phase-shift of an electron (see
Fig. 4). When a QD is allowed to mechanically oscillate
around its equilibrium point, an electron transferring
through the dot would be randomly accompanied by the
absorption or emission of phonons. The phase property in
mechanical vibration-assisted electron tunneling is still
an open interesting question. The vibrational motion in
the system can be approximated using a monochromatic
oscillator. This vibrational motion differs from thermal
Fig. 4 Phase shift of an electron when it transfers through a
fixed QD. Reproduced from Ref. [89], Copyright c© 1997 Nature
Publishing Group.
fluctuating Bosonic baths, which cause decoherence to
local electronic states of charge [91, 92] and spin [93,
94]. As recently reported, a single vibrational mode of
a QD array enhances the electron transport and par-
tially preserves its phase information [95]. The coherent
transport of electrons in QDs is also sensitive to spin flip,
electron-electron interaction, and external detectors [96–
104]. A cantilever-based which-path charge detector has
been previously studied [105, 106]; this detector is based
on dot-cantilever coupling, which causes remarkable de-
phasing to electrons. In the Armour et al. model [105,
106], the dot-lead coupling does not depend on the os-
cillator position; therefore, this system differs from that
considered in this study. Moreover, there are other excel-
lent reviews [86, 107–110] presenting different features of
the vibrational electronic junction.
2 Quantum master equation for single
molecular shuttle-junction
Electron transport generally involves two electrodes sep-
arated by a conductor. The conductor has finite degrees
of freedom, whereas the electrodes have infinite degrees
of freedom. In this configuration, electron transport is
similar to an open system process, where the conductor is
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the system and the electrodes are the environment. Typ-
ical examples of electron transport are transport through
a QD and point contact. Therefore, the theory of an open
system, such as the master equation, is suitable for de-
scribing electron transport. In fact, the master equation
has been widely applied in the area of transport mate-
rials [3, 28, 111–114]. In this section, we introduce a
typical shuttle-junction model and develop a quantum
master equation to discuss properties of single molecular
shuttle-junctions.
2.1 Model
In theory, a single molecular shuttle-junction is modeled
as a QD connected to two electronic leads with elastic
materials. The QD center of mass is allowed to mechani-
cally oscillate. In particular, the mechanical vibration of
the dot can be regarded as a harmonic oscillator with
an effective mass m [1, 69, 86, 108]. At finite bias volt-
age V , the quantized energy of the mechanical oscillator
plays an important role, especially when the bias volt-
age is low [34]. The energy structure of the conductor is
shown in Fig. 5. With respect to the QD energy levels,
the chemical potentials in the left and right leads are
eV/2 and −eV/2, respectively, where e is absolute value
of the electron charge. We assume that the capacitance
of the QD is so small that its electron occupation number
is 0 or 1. Initially, the QD is empty, and the harmonic
oscillator is in its ground state. When an electron jumps
onto the QD, the electric field caused by the bias voltage
exerts a force on the charged dot and drives the mechan-
ical oscillator into an excited state. As a consequence,
the electron transfer is influenced by the vibration. The
typical model of the single molecular shuttle-junction is
[3, 34, 36, 40, 41, 108]
H = Htun + Hmech + Hdriv, (1)
Fig. 5 The model illustration. A single-level dot is in the har-
monic potential between two leads with bias voltage V . One pos-
sible path of an electron is marked with the arrows. The dashed
lines imply trajectory of the electron, and the dotted line denotes
damping of the vibrational mode.
which is sum of the electron tunneling Hamiltonian















the mechanical oscillator Hamiltonian

















The first term in Htun is the energy of the QD with an-
nihilation and creation operators c and c†, respectively.
The second term in Htun describes the non-interacting
electrons in the left (y = l) and right (y = r) leads. The
operator d†yk(dyk) creates (annihilates) an electron with
momentum k in lead y. The spin degree of freedom is not
involved here. The third term in Htun represents electron
tunneling between the leads and the QD. The coupling
strength is exponentially dependent on the dot position
x, which will also be expressed using the second quanti-
zation form x = x0(a+a†) in the remainder of this paper.
Here, a and a† are the annihilation and creation opera-





the zero-point position uncertainty with the Plank con-
stant  and the intrinsic oscillator frequency ω0. The
characteristic tunneling length is given by λ. For sim-
plicity, we define Sl = −1, Sr = 1, and α = x0λ . The first
term in Hmech is the free evolution of the mechanical os-
cillator. The creation and annihilation operators, b†k and
bk, respectively, characterize the Bosonic thermal bath.
The last term in Hmech represents oscillator dissipation
due to the bath. We assume the electric field intensity
is created from the bias voltage V over the distance be-
tween the two electrodes. Other electric environments of
the QD may cause a bias-voltage-independent electric
field. These environments also contribute to the charge-
oscillator coupling, which primarily acts as the gate volt-
age by shifting the QD level and changing the number
of vibrational states accessible for the electron transport
[30]. We do not discuss this effect in detail here.
2.2 Equation of motion
Master equations are believed to be convenient and di-
rect methods for describing complex motion. For a large
bias voltage, the system can be studied with a semiclassi-
cal approach by treating the mechanical oscillator using
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a Newtonian equation and by treating electron tunneling
with the master equation [1]. In this regime, the discrete
energy levels of the oscillator are not obvious, and the
system manifests a clear shuttling effect. The oscillator
distribution in phase space is studied, and the results
show that the current and shot noise are connected to
the oscillator states [36, 37]. For low bias voltage, only a
few energy levels of the mechanical oscillator are involved
in the transport, and quantum effects become more im-
portant. In the frame of the master equation, even inco-
herent models of the theoretical treatment can produce
results that qualitatively fit those of experiments [29–33].
A general master equation, which can tune the bias volt-
age and temperature of the system and also includes co-
herent dynamics of the oscillator, has been developed to
study electromechanical devices [3]. However, in Utami
et al. [3], the Fermi–Dirac distribution functions do not
consider the energy levels of the oscillator. Strictly speak-
ing, oscillator levels are important for electron occupa-
tion, especially in areas of low applied voltage [29, 30,
85].
In what follows, we will show that a general master
equation can be developed to describe the electrome-
chanical tunneling [34, 35]. In this approach, we employ
the Fermi distribution functions of the electronic leads
involving the discrete energy levels of the vibrational
modes. In addition, both the diagonal and off diagonal
terms of the coupling between oscillator dynamics and
electron transfer are included in the equation as both
terms are shown to be important for describing the de-
vice. Moreover, the position dependence of the tunneling
rates and all vibrational modes of the harmonic oscilla-
tor are considered in the equation. This approach over-
comes the shortcomings in a recent attempt to describe
an electromechanical system where the position depen-
dence is neglected and only two oscillator modes are con-
sidered [85]. Furthermore, the present master equation
was obtained by treating the tunneling and the dissi-
pation terms concurrently, unlike the separate prescrip-
tion adopted in earlier derivations [36, 43, 85]. However,
in the low temperature and high bias voltage limit, the
present master equation should agree with those given
previously [3, 36].
Now, we proceed to derive the master equation using
the Liouville–von Neumann equation:
iρ̇T (t) = [H, ρT (t)]. (5)
Here, ρT (t) is the density matrix of the total configu-
ration. Unlike traditional methods of deriving the quan-
tum master equation [26, 27], we divide the Hamilto-
nian into three parts instead of two parts. The three
components are the free evolution Hamiltonian H0, the































Note that Hdriv is given in the previous section.
For convenience, the Hamiltonian H1 is further divided


















In the interaction picture, according to Õ(t) =






















where x(t) = x0(a†eiωt + ae−iωt). The total density ma-
trix ρT (t) is ρ̃T (t) = eitH0/ρT (t)e−itH0/, which satisfies




= [H̃driv(t), ρ̃T (t)]+ [H̃11(t)+ H̃12(t), ρ̃T (t)].
(13)
Integrating Eq. (13) over time t1 and substituting the re-
















[H̃11(t) + H̃12(t), [H̃11(t1)
+H̃12(t1) + H̃driv(t1), ρ̃T (t1)]]dt1. (14)
The first commutator in Eq. (13) is retained in Eq.
(14), and the integral equation is substituted into the
second commutator of Eq. (13). Note that this step is
108501-6 Wenxi Lai, Chao Zhang, and Zhongshui Ma, Front. Phys. 10, 108501 (2015)
REVIEW ARTICLE
not performed in the traditional derivation of the mas-
ter equation [26, 27]. However, this step is valid because
the Hamiltonian Hdriv is a measurable quantity, and to-
gether with the system free Hamiltonian, this Hamilto-
nian is strictly solvable. In other words, the following






[ε0c†c + ω0a†a + Hdriv, ρv(t)] (15)
Therefore, we do need to iterate the first terms in the
right side of Eq. (13). On the other hand, the integration
of (13), which is substituted into the second commuta-
tor of the equation, is a standard approach in the master
equation derivation. This process not only allows us to
trace over the environment to obtain the non-zero terms
and the equation of motion for the system but also cre-
ates measurable quantities such as the Fermi distribution
function and tunneling rates.
There are two environments for this system: the
first environment is an electronic reservoir, such as that
formed by the two leads of electrons, and the other envi-
ronment is the Bosonic bath, which interacts with the
mechanical oscillator. Under the Born approximation,
the total density matrix can be factorized as ρ̃T (t) =
ρ̃(t)ρLρB, where ρ(t) is the density matrix of the system
composed of the QD and the mechanical oscillator. Both
the leads and the Bosonic bath are always assumed to be
in an equilibrium state described by the density matrix
ρL and ρB, respectively. Therefore, if ρ̃T (0) = ρ̃(0)ρLρB
initially, then ρ̃T (t) = ρ̃(t)ρLρB at time t. This approx-
imation is valid as long as the coupling is weak and
the environment is sufficiently large that the back ac-
tion from the system to the environment is negligible.
Performing a trace over the leads (trL) and bath (trB),
we obtain the reduced density matrix for the system













+H̃12(t), [H̃11(t1) + H̃12(t1), ρ̃(t1)ρLρB]]dt1. (16)
We further assume that two reservoirs are uncorre-
lated. Moreover, the reservoirs have no memory and do
not preserve system information. As a result, the interac-
tion between the system and the reservoirs is not affected
by the system history. This effect causes an open system
to lose coherence. In this limit, we can use the Markov
approximation and replace ρ̃(t1) by ρ̃(t) to arrive at the













+H̃12(t), [H̃11(t1) + H̃12(t1), ρ̃(t)ρLρB]]dt1. (15)
Fig. 6 Time replacement in the integral
After evaluating the commutation relation (see Ap-
pendix 1) in Eq. (17), we can transform the equation
to the Schrödinger picture using the unitary operator
e−it(ε0c
†c+ω0a†a)/. For convenience, we make a time-
displacement transformation τ = t − t1 (see Fig. 6). De-
noting the electron number in the left and right leads
as w and v, respectively, we write the density matrix
in the form ρw,v(t). The density matrix is obtained
from the following simple relation: for a closed, iso-





rk) are the same. For the electronic leads in





the same value, but the traces include different informa-
tion about the electron number in the leads and QD.







rk). In the first term, there is no change
in the number of electron in the right lead; however, in
the second term, one electron hops into the lead from





we find cρv−1c†fy(ξrk) = cρc†trL(d
†
rkρLdrk). If one elec-
tron is annihilated (created) in the left lead, the den-
sity matrix becomes ρw−1,v(t) (ρw+1,v(t)), and if an
electron is annihilated (created) in the right lead, the
density matrix becomes ρw,v+1(t) (ρw,v−1(t)). Note that
the density matrix satisfies the normalization condition∑∞
w,v=0 ρ
w,v = ρ. The counting method introduced here
is similar to the counting approach presented in the the-
ory of the many-body Schördinger equation [28]. Addi-
tionally, the Fermi distribution function in lead y is in-
troduced by trL{d†ykdykρL} = fy(ξyk), where fy(ξyk) =
1/(exp[β(ξyk − μy)] + 1) with y = l, r and β = 1/(kBT ).
The Bose distribution function in the thermal bath of the
mechanical oscillator is obtained from trB{b†kbkρB} =
nB(ωk), where nB(ωk) = 1/(exp[βωk]−1). Because the
tunneling amplitudes exponentially depend on position
of the molecular grain, there are exponential factors in
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Considering the rapidly decaying electrons in the reser-
voirs, the time integral is extended to the infinite regime,




±ixτ = ±iP 1x + πδ(x) for any
variable x. The imaginary part ±iP 1x corresponds to the
Lamb shift in quantum optics [26, 27]. Because we con-
sider weak coupling between the system and the reser-
voirs (electronic leads and Bosonic thermal bath), the
Lamb shift is very small and can be neglected. Sub-
sequently, we define the density of states in lead y as
Ny(ξyk) and the density of states in the thermal bath as








integrate over the electron and phonon variables, respec-
tively. Under the wide band approximation, the tunnel-
ing rates are written as Γ y = 2π |Ty|2 Ny(y = l, r) and
the dissipation rate is γ = 2πDg2, which is independent
































y A−m2n2 − A−m2n2A+m1n1ρv
+A+m2n2ρ
v+y A−n1m1 − ρvA−n1m1A+m2n2) + (1
−fy,m1n1)(A−m1n1ρv
−
y A+m2n2 − A+m2n2A−m1n1ρv
+A−m2n2ρ
v+y A+n1m1 − ρvA+n1m1A−m2n2)], (22)
and
vdamp = nBγD[a
†]ρv + (1 + nB)γD[a]ρv. (23)




In addition, we define v+y = v + (1 + Sy)/2 and v
−
y =
v − (1 + Sy)/2. The commutator on the right side of
the equation denotes the system evolution that is driven
by an electric field. The second term represents phonon-
assisted tunneling through the electromechanical junc-
tion in which the operators A−mznz and A
+
mznz are defined
as A−mznz = c(a
†)mz (a)nz and A+mznz = c
†(a†)mz(a)nz ,
where z = 1, 2. Here, A−mznz indicates that an electron
has been transported out of the dot along with the cre-
ated phonon mz and annihilated phonon nz. Likewise,
A+mznz indicates that an electron has been transported
into the dot. Figure 7 illustrates these operators for any
phonon number m and n. The Fermi distribution func-
tion is written in the form fy,m1n1 =
Fig. 7 Diagrammatic sketch of the compound operators. The
fist figure means one electron is created and at the same time m
phonons are excited and n phonons are absorbed. The second fig-
ure shows one electron is annihilated when m phonons are created
and n phonons are annihilated.
1
eβ[ε0+(m1−n1)ω0+SyeV/2]+1
. The last two terms describe
the damping of the harmonic oscillator due to its cou-
pling to the thermal bath with the Bose distribution
function nB = 1/(eβω0 − 1). Here, D[a]ρv is defined
as D[a]ρv = aρv(t)a† − 12 (a†aρv(t) + ρv(t)a†a). In the
present work, we assume the electronic leads and the
thermal bath have the same temperature. However, it is
straightforward to extend this to the situation in which
temperature in the two reservoirs is not the same.
2.3 Numerical methods
Due to the large Hilbert space of the fully quantized
system considered here, it is impossible to derive even
an approximate analytical expression for the current vs.
voltage characteristics. However, we can deduce an ex-
pression in terms of the density matrix. To understand
the current vs. voltage characteristics, we project the
master equation onto the Fock state bases spanning the
Hilbert space of the system [115]. The base vectors of
the Hilbert space are {|0〉, |1〉}⊗{|0〉〉, |1〉〉, . . . |n〉〉, . . .},
where
⊗
is the direct product, |0〉 and |1〉 are the eigen-
states of the QD, indicating that the dot is occupied
by zero and one electron, respectively, and |n〉〉 is the
eigenstate of the nth level of the mechanical oscilla-
tor. In the Hilbert space, the system density matrix el-
ement is written as ρij,mn = 〈〈m| ⊗ 〈i|ρ|j〉 ⊗ |n〉〉 for
(i, j = 0, 1; m, n = 0, 1, 2, . . .). For any two given vibra-
tional states |m〉〉, |n〉〉 we have four density matrix el-
ements ρij,mn (i, j, k, l = 0, 1) in terms of the electron
states. However, we only consider the diagonal electron
occupation states ρ00,mn and ρ11,mn because they are de-
coupled from the coherent terms ρ01,mn and ρ10,mn be-
tween the occupied and unoccupied electron states. Ob-
viously, the density matrix contains both diagonal and
off-diagonal terms for the vibrational states. In the fol-
lowing, we primarily discuss the stationary solutions of
the master equation, and we apply the condition
∂ρ/∂t = 0 (24)
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in Eq. (20). Therefore, the projection onto the Fock
states is performed as follows:
〈〈m|〈i|(vfree + vtun + vdamp)|i〉|n〉〉 = 0, (25)
where i = 0, 1. We then obtain a set of 2(N + 1)2 linear
equations, where N = 0, 1, 2, . . . is the number of ex-
cited vibrational levels considered. After the projection,
the equations can be expressed in terms of the density




P v = 1. (26)
We have directly solved the linear equations. The effec-
tive dimension of the Hilbert space is directly related
to the excited states of the harmonic oscillator involved
in practical transport. However, the master equation
given in this paper is valid for a much wider parameter
range than that considered here as long as an adequate
number of vibrational states are utilized. As more vibra-
tional levels are considered, the computational cost of the
numerical implementation increases. The large memory
and time requirements are weak points of the approach
to directly solve the equation. Note that these problems
could be circumvented in the iteration method in which
preconditioning is necessary to ensure convergence [116].
The iteration reaches is completed when sum of the di-
agonal elements of the system density matrix closes to
unity.
In Fig. 8, the probabilities Pn = ρ00,nn + ρ11,nn of the
mechanical oscillator at different energy levels are plot-
ted for N = 18. For the applied voltage eV = 11ω0,
the contribution from levels higher than N = 18 may
be negligibly small. For the remainder of this paper, if
is it not specifically stated otherwise, only 18 excited
vibrational levels are included in the numerical calcula-
tion. The resulting Hilbert space is sufficiently large for
understanding the system with a low bias voltage and
weak dot-lead couplings.
3 Current through the single molecular
shuttle-junction
In this section, we discuss the current as a function
of the applied voltage and the oscillator damping rate.
The current–voltage curves for different gate voltages are
given for comparison with experimental results. Finally,
Fig. 8 Distribution of mechanical oscillator in its different en-
ergy levels. The corresponding parameters are Γl = Γr = 0.01ω0,
x0/d = 0.005, α = 0.7, γ = 0.02ω0, ε0 = 0, and kBT = 0.04ω0.
we compare the contributions from the coherent and in-
coherent dynamics of mechanical oscillator to current.
3.1 Current formula
Considering the charge conservation, the stationary cur-
rent can be calculated from the flow either in the left
or the right lead. For convenience, we consider elec-
trons moving in and out of the right lead. The proba-
bility of v electrons collected in the right lead is P v =
trmech[trchar[ρv]], where trmech is the trace over the oc-
cupation states of the nanomechanical oscillator, while
trchar denotes the trace over the charge degrees of free-
dom in the QD. According to the counting theory in the







the current can be expressed by the system density ma-
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)((a†)m1(a)n1 (a†)m2(a)n2 + (a†)m2(a)n2(a†)n1(a)m1)ρ11(t)]. (28)
In the above equation, all parameters are known, except
for the system density matrices ρ00(t) and ρ11(t). After
the density matrices are obtained from equation (20), the
rate of electron transfer through the vibrational shuttle-
junction can be calculated.
3.2 Current
We first focus on the mechanical oscillator. Figure 9(a)
shows the averaged phonon number of the harmonic os-
cillator, which can be calculated from the formula 〈n〉 =∑∞
n=0 n(ρ00,nn + ρ11,nn). The mean phonon number is
equivalent to the averaged oscillator energy. The energy
increases suddenly when the bias voltage increases over
an extra resonance level of the mechanical oscillator.
However, the range between the two neighboring quan-
tized energy levels is different from the original eigenen-
ergy of the phonon. A similar average phonon number
in an nanoelectromechanical system has also been dis-
cussed recently for the asymmetric coupling between the
island and the two electronic leads [118]. However, their
system is not a shuttle-junction because the tunneling
length is independent of the oscillator position.
The current is plotted as a function of bias voltage in
Fig. 9(b). These curves correspond to the quantized en-
ergy in Fig. 9(a) with the same parameters. We found
nearly discontinuous transitions at low temperatures,
and we found that no current is available at zero bias
voltage. When the bias increases from the zero point
to a small finite quantity, the current appears and in-
creases sharply. However, when the voltage continues to
increase, the current seems to be unchanged. In the volt-
age range of −2ω0  eV  2ω0, the mechanical oscilla-
tor is found primarily in the ground state with zero mean
phonon number [see Fig. 9(a)], but it still contributes
to the current due to the zero-point fluctuation. In Fig.
9(b), we can easily verify that the first step is larger
than the current of bare QD tunneling ΓlΓr/(Γl + Γr).
The chemical potential in the left lead now lies between
the ground and the first excited states of the mechanical
oscillator (see Fig. 5). When the bias voltage increases
to 2ω0, the chemical potential reaches the first excited
level of the oscillator, which results in a second jump of
the current. More current steps emerge as the bias volt-
age increases. Each time the chemical potential reaches
an additional level, an extra transport channel is opened,
and a current step is observed. The energy spacing of the
oscillator levels is reflected by the voltage range of the
current steps. The height of the steps tends to decrease
with the increase of the bias voltage. In fact, the height
of the steps can be controlled by tuning the parameters
Γl, Γr, Γ , and α. Comparing Figs. 9(a) and (b), every
increase (decrease) of the current in the system is clearly
accompanied by an emission (absorption) of energy by
the oscillator. Therefore, the current is strongly corre-
lated with the energy of the mechanical oscillator. The
key of the theoretical model is that the mechanical oscil-
lator introduces multiple modes into the dot conductor
and quantizes the current. Discrete levels of the oscillator
play the role of multiple sub-bands in a narrow conduc-
tor of a two-dimensional electron gas in which quantized
conductance is observed [119, 120]. As the left and right
parts of the model are absolutely symmetric, the cur-
rent appears to be antisymmetric for the positive and
the negative bias. The antisymmetry could be broken if
the left (Γl) and right (Γr) bare tunneling rates are not
equal [31].
In the above analysis, the energy level of the QD is
constant. We now study the influence of the QD reso-
nance level on the voltage–current curves. This property
has been shown in experiment [69], where levels of the
QD can be shifted by tuning the gate voltage. We plot
the current as a function of bias voltages in Fig. 10 for
Fig. 9 (a) Average phonon number as a function of bias volt-
age for different bare tunneling rates. (b) Current through the
electromechanical junction versus bias voltage for different bare
tunneling rates. Rest parameters in the two figures are the same,
and they are x0/d = 0.005, α = 0.7, γ = 0.02ω0, ε0 = 0, and
kBT = 0.04ω0.
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different dot levels. To compare the experimental results
with our theoretical calculation, we use the experimental
parameters were possible. The remaining parameters are
selected with probable values. In Fig. 10 the curves are
symmetric for both negative and positive bias voltage
because the energy structure in our model is symmetric.
However, in experiment, the current for the negative and
positive bias voltage does not appear to be symmetric.
This asymmetry may be caused by the hysteresis effect
in the polarization of the real material. Figure 10 implies
that, by adjusting the gate voltage, the current can be
controlled with discrete quantities.
As discussed in the previous section, the current of the
system is correlated with the energy of the mechanical
oscillator. Damping of the vibrational mode influences
the mean energy of the oscillator as well as the electron
Fig. 10 The current vs bias voltages by shifting the resonant
level of the QD as ε0 = 0, ε0 = 5 meV, ε0 = 10 meV, ε0 = 15
meV, ε0 = 20 meV. The other parameters are ω0 = 5 meV,
Γl = Γr = 0.002 meV, x0/d = 0.002, α = 0.75, γ = 0.05 meV,
T = 1.5K and N = 18.
Fig. 11 The system current as a function of the dissipation rate
and bias voltage (Γl = Γr = 0.008ω0, x0/d = 0.005, α = 0.7,
ε0 = 0, kBT = 0.04ω0).
transfer. Figure. 11 illustrates this effect in the current
by changing the dissipation rate γ. For small γ, the step
structure of current is still clear; however, for large γ,
the lifetime of the excited levels are very short, and the
steps become unclear. Moreover, a sharp decrease in
the current is observed in the area γ < 10Γl, 10Γr and
eV > ω0. In the range eV  ω0, the mechanical os-
cillator is primarily found in the ground state; there-
fore, the current is independent of the dissipation rate.
The approximate calculation reveal that the currents for
γ < 0.01ω0 are further intensified but have finite quanti-
ties. These results are not shown here as they have been
calculated in previous studies [2, 36, 37].
3.3 Coherent and incoherent dynamics
In the end of this section, we discuss the effects that re-
sult from the coherent coupling between the charge trans-
port and dynamics of the mechanical resonator. We cal-
culate the system current using an incoherent model in
which only diagonal terms of the density matrix, such as
ρ00,nnandρ11,nn, in Eq. (11) and the current formula are
involved. As illustrated in Fig. 12, for a bias eV  4ω0,
the contribution from the off-diagonal terms is negligi-
ble small. However, in the case eV > 4ω0, the current
calculated from the coherent model, which includes both
diagonal and off-diagonal terms of the density matrix, is
lower than that achieved from the incoherent model.
The suppression of current in the coherent model may
be due to the destructive interference between different
transport channels. The incoherent model applied here is
not absolutely the same as those considered previously
Fig. 12 Comparison between the currents calculated from the co-
herent and incoherent models. The dashed (green) and dot-dashed
(red) lines present the currents which only involve diagonal ele-
ments of the system density matrix. The solid (black) and dot-
ted (blue) lines indicate the currents that calculated from both
the diagonal and off diagonal terms of the density matrix. The
corresponding parameters are x0/d = 0.005, α = 0.7, ε0 = 0,
γ = 0.05ω0, kBT = 0.04ω0.
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because of the different derivation methods [29–33]. How-
ever, in this study, we only intend to clarify the impor-
tance of coherent coupling in the system.
4 Shot noise
In this section, the noise of electron transport is analyzed
by calculating shot noise in the shuttle-junction. Espe-
cially, Fano factor spectrum as a function of bias voltage
and temperature are analyzed and presented.
4.1 Noise in quantum devices
The shot noise in a classical device is given by Schottky’s
formula:
Sclass = 2eI. (29)
In a quantum system, the shot noise can be higher than
or lower than the value measured by the Fano factor,
F (ω) = S(ω)/(2eI), (30)
where ω is the frequency of spectrum. When the electron
transfer is completely random, the shot noise is equal to
Sclass. This is known as Poissonian noise, which indi-
cates an uncorrelated transport process. Note that no
correlation does not mean no noise is present. The quan-
tum correlation occurs because of the stochastic features
of the wave function. When a system has more than one
channel and the channels are correlated due to the super-
position of the wave function, the process would appear
to bunch. In this case, the Fano factor satisfies F > 1,
which is indicated as super-Poissonian. If these channels
are not correlated, electrons are more likely to trans-
fer independently in any individual channels, and the
anti-bunching property of electrons would dominate the
transport. In this case, the Fano factor appears to be
sub-Poissonian with F < 1.
Concerning the probability of v electrons collected
in the right lead, we employ the McDonald for-







to calculate shot noise of the system. It is con-







2P v(t)]. Then, using our








×trmech[− 1e[ε0+(m1−n1)ω+eV/2]/(kBT ) + 1((a
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00(t) = Y00(ω). From equation (20), it
is easy to construct equations for Z00(ω), Z11(ω), Y00(ω),
and Y11(ω). Using these values, we can calculate the shot
noise.
4.2 Shot noise and mechanical oscillator
In the high bias voltage and low temperature limit, the
shuttle-junction has a very simple distribution in the
phase space of the mechanical oscillator [2, 36]. Accord-
ing to the distribution, the system motion is described
by shuttling, tunneling, and the coexistence of the shut-
tling and tunneling states. In the tunneling state, the
Fano factor is close to 0.5, which is the same as that
in tunneling through a single-level QD. In the coexis-
tence regime, the Fano factor is very large [2, 37]. This
large noise is not hard to understand because oscillator
is in two probable states of tunneling and shuttling at
the same time. The two probable states increase the un-
certainty of electron transport. In the shuttling regime,
the oscillator is in the state of oscillation with a certain
amplitude. This mechanical motion leads to shuttling
effect and enables electron transport through the QD in
a definitive manner. The shuttle mechanism “catches”
an electron from one lead and transports it to the other
lead. This process reduces the role of electron motion
and noise. As a result, the Fano factor is much less than
unity in the shuttling regime.
Now we consider the current noise in the low bias
regime. Based on Eq. (15), Fig. 13 shows the Fano fac-
tor spectrum for the dissipation rate that satisfies γ < Γl,
Γr. At the bias voltage eV = ω0, the channel of ground
state is primarily open, and the probability of electrons
passing through the system is concentrated in this chan-
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nel. Hence, the zero-frequency Fano factor appears to be
sub-Poissonian, as illustrated in Fig. 13(a). This behav-
ior is similar to a bare tunneling process; however, noise
peaks appear at frequencies ±ω0. The presence of noise
indicates the small probability of an additional channel
contributing to the transfer. Figure 13(b) reveals that,
at voltage eV = 2ω0, the Fano factor appears to be
super-Poissonian at frequencies that are integrals of ω0.
At this voltage, the excited states of the mechanical
oscillator begin to effectively contribute to the electron
flow, which destroys the zero frequency sub-Poissonian
statistics. This effect can be observed more clearly at
higher voltages [see Figs. 13(c) and (d)] because more
channels are open for transport. The super-Poissonian
noise at zero frequency implies that the electron trans-
fer through the ground state channel is interrupted by
tunneling through the channels of the excited levels.
Due to the Coulomb blockade effect, there will be a
competition between these channels with different tun-
neling probabilities, and correlation occurs among the
transport processes of multiple channels. In the area of
off-resonant frequencies, noise suppression appears in the
Fig. 13 Fano factor spectrum at the dissipation rate γ =
0.001ω0. (a) F (0) < 1, (b) F (0) > 1, (c) F (0) > 1, and
(d) F (0) > 1. The rest parameters are Γl = Γr = 0.005ω0,
x0/d = 0.003, α = 0.75, ε0 = 0, kBT = 0.05ω0 and N = 15.
sub-Poissonian statistics. This result was previously
achieved using incoherent dynamics [38]. However, the
previous system is a simple vibrational QD, not a real
shuttle-junction, because the tunneling amplitudes are
constant.
In Fig. 14, Fano factor is shown for the situation
γ  Γl, Γr. Due to the fast damping effect, the contribu-
tion from the excited states of the mechanical resonator
is very small. An electron transports with the dominant
probability through the channel provided by the ground
state of the system, causing suppression of the noise.
When the bias voltage is increased to a finite quantity,
the zero-frequency Fano factor is sub-Poissonian and ap-
proaches 0.5. In fact, the result is also true in the large
bias voltage limit [37].
The above interpretation of the physical picture of
the super-Poissonian statistics is consistent with the pre-
vious results. In a movable QD array [116], different
current channels are formed due to different resonant
quantum states connecting the neighboring dots in the
co-tunneling regime. Switching between those channels
gives rise to super-Poissonian noise in the small damping
rate regime. In the semiclassical case, electron transport
through the bistable coexistent shuttling and tunneling
channels causes a super-Poissonian noise spectrum both
Fig. 14 Fano factor spectrum at the dissipation rate γ = 0.3ω0.
(a) F (0) < 1, (b) F (0) < 1, (c) F (0) < 1, and (d) F (0) < 1. The
rest parameters are the same as that in Fig. 13.
Wenxi Lai, Chao Zhang, and Zhongshui Ma, Front. Phys. 10, 108501 (2015) 108501-13
REVIEW ARTICLE
at zero [37] and finite frequencies [122]. The bistability
of the quantum shuttle is further illustrated with full
counting statistics [123].
The relationship between the resonator state and
charge transport is an interesting issue. By measuring the
character of charge transport in the system, we expect
to obtain the information about mechanical resonator. In
Section 3, we showed that the current is sensitive to the
mean phonon number of the resonator with varying bias
voltage. Moreover, we demonstrate that the Fano fac-
tor spectrum of the charge transfer is dependent on the
mechanical oscillator motion. Recently, the current noise
together with the phonon statistics has been considered
[124]. As illustrated in Ref. [124], a uniform relation of
statistical characteristics between the localized phonon
and electron current does not exist. The relation is deter-
mined by the system parameters. As an example, in the
parameter regime where the charge-oscillator coupling
is weak and two tunneling barriers are very asymmetric,
we can expect a super-Poissonian current Fano factor as-
sociated with sub-Poissonian phononic population. The
sub-Poissonian statistics of phonon distribution is also
predicted in a system with a resonator coupled to a su-
perconducting single-electron transistor [125]. Rodrigues
et al. found that the system behaves as a micromaser
and can generate number-squeezed resonator states. Be-
cause the phonon number distribution would be narrow
in the squeezed state [26], the phonon noise is reduced
to sub-Poissonian noise.
4.3 Shot noise and temperature
Next, we consider the effects related to the temperature
of the environment around the system. As illustrated in
Fig. 15, a critical low temperature is required to observe
the quantized current. If we increase temperature, the
step-like current structure becomes less clear. In partic-
ular, the plateaus disappear in the temperature range
kBT > 0.3ω0. This temperature dependent effect agrees
with previous experimental [71] and theoretical [126, 127]
studies. For temperature kBT < 0.3ω0 at the molecu-
lar vibrational junction, the density matrix contains dis-
crete peaks, and the quantized levels of the mechanical
oscillation become important [128]. We now connect the
temperature effects to the behavior of the zero-frequency
current noise.
From Fig. 16, we know that due to high temperature,
the Fermi surface in the electron leads span more than
one level of the mechanical oscillator, which weakens the
role of discrete levels in the junction, causing the current
steps to disappear. The step disappearance can also be
observed when the frequency-independent quality factor
of the vibrational mode is very small [31].
Now, let us briefly discuss the influence of tempera-
ture on the zero-frequency current fluctuation. As illus-
trated in Fig. 17, the large Fano factor is predicted in the
ω0/(kBT ) ∼ 1 case. The curves at different bias voltages
have a common feature in that they do not obviously
depend on temperature until ω0/(kBT ) decreases to
Fig. 15 Current versus temperatures and bias voltage. With the
increase of temperature, the stairs are blurred and disappeared in
the end. The parameters are Γl = Γr = 0.008ω0, x0/d = 0.005,
α = 0.7, ε0 = 0, and γ = 0.01ω0.
Fig. 16 Effect of temperature to Fermi surface.
Fig. 17 Zero frequency Fano factor as a function of temperature
for different bias voltages. The rest parameters are Γl = Γr =
0.001ω0, x0/d = 0.003, α = 0.75, ε0 = 0, γ = 0.02ω0.
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about 3. When ω0/(kBT )  3, the noise is domi-
nated by thermal noise. We connect the Fano factor with
the current-voltage curves at different temperatures in
Fig. 15. The noise increase with temperature is accom-
panied by the disappearance of the current steps near
ω0/(kBT ) = 3, which implies that the thermal noise
that emerges due to the finite temperature removes the
quantum mechanical characteristics of the current.
5 Vibrational excitation-induced dephasing
The electron coherence in the shuttle-junction has not
been intensively studied. This section investigates deco-
herence of electrons induced by the electromechanical vi-
bration in the single-molecular transistor. The decoher-
ence is investigated by embedding a harmonically mov-
able QD in one (target) arm of the AB interferometer
and locating a fixed QD in the other (reference) arm.
5.1 Model of the AB interferometer
The schematic structure of our AB interferometer is illus-
trated in Fig. 18. It contains two single-level QDs cou-
pled to two electronic leads in parallel. One QD with
the energy ε1 (QD1) is fixed in the upper arm and the
other QD with energy ε2 (QD2) is located in the lower
arm. The two arms and the electrodes enclose a mag-
netic flux Φ, which passes through the loop-plane. Here,
QD2 is assumed to be bounded in a harmonic potential,
which consists of an electromechanical shuttle-junction,
while QD1 provides reference path. We consider both the
inter-dot and intra-dot Coulomb blockade limits in order
to verify that electrons propagate through the two-path
interferometer one-by-one. The spin degree of freedom
is not involved in our approach. The Hamiltonian can be
written in the form of [35]
H = Hleads + Hdots + Hmech + Htun, (32)
where
Fig. 18 Two single-level quantum dots connect to two leads in
parallel, which enclose a magnetic flux Φ for Aharonov-Bohm in-
terference. The upper dot is fixed and the lower dot is bounded by







describes the non-interacting electrons in the left (y = l)
and right (y = r) leads. Here, d†yk and dyk are creation
and annihilation operators of electrons with momentum
k and energy ξyk, respectively. In the following Hamilto-
nian, c†i (ci) represents the creation (annihilation) opera-
tor of QDi (i=1,2):
Hdots = ε1c
†




The last term is the contribution from the work of an
electric field on charged QD2. The position x of the cen-
ter of mass of the vibrational QD is defined in the same
way as that in Section 2. Moreover, V denotes the bias
voltage, d is the effective distance between the two elec-
trodes, e is the absolute value of the electron charge,
and x0 is the zero-point position uncertainty
√
/2mω0
of the oscillator with frequency ω0 and effective mass m.
The nanomechanical vibration is treated in the quantum
regime as










where a (a†) and bk (b
†
k) are annihilation (creation) op-
erators for the vibrational mode and its thermal bath,
respectively, and ωk denotes the frequency of mode k in
thermal bath that is coupled to the oscillator with coef-













ykc1 + h.c.) (36)
The tunneling coefficients between the two leads and
QD1 are given by T1yeiSyφ/4 (Sl(r) = −1(+1)) and
its complex conjugate, where the phase φ is related to
the magnetic flux φ = 2πΦ/Φ0 with the flux quantum
Φ0 = h/e. The coupling coefficient with respect to QD2
is written as T2ye−iSyφ/4eSyx/λ. For convenience, we de-
fine α = x0/λ, which is introduced in an earlier section.
The state of total configuration is written by the den-
sity matrix ρT (t), which satisfies the Liouville–von Neu-
mann equation (5). Both the electronic leads and the
thermal bath are assumed to be in the equilibrium state
at all times and are described by the time-independent
equilibrium density matrix ρL and ρB, respectively. As-
suming that the initial state is ρT (0) = ρ(0)ρLρB, we can
write the state at time t in the form ρT (t) = ρ(t)ρLρB
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under the Born approximation. Here, ρ(t) is the density
matrix of the system composed of the two QDs and the
mechanical oscillator. Using the Hamiltonian (32) and
iterating Eq. (5) in the interaction picture to the second
order and performing a trace over the leads (trL) and the
bath (trB) variables, we obtain the master equation for
the reduced density matrix of the system in the Markov
approximation:









On the right hand side of Eq. (37), v0 denotes the evo-
lution term of the system in which QD2 is coupled to
the harmonic oscillator. Moreover, v1 describes the con-
tribution from direct tunneling by QD1 in the absence
of QD2, v2 is the right-hand side of the master equation
in our previous work [34], representing the contribution
from vibration assisted transfer through QD2 alone, v12
is coherent term of the transport involving the two dots,
and vd accounts for the dissipation of the vibrational
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v+y c1 − A+mnc1ρv) + Σout12y(m, n, 2)(c1ρv
−
y A+mn − ρvc1A+mn)] + h.c., (41)
and
vd = Ξ
inD[a†]ρv + ΞoutD[a]ρv. (42)
The degrees of freedom in the electronic leads and the
thermal bath are assumed to be continuous with densi-
ties of states Ny(ξyk) and D(ωk), respectively. The co-
efficients in the above equations, which correspond to
particle hopping into or out of the system, are composed
of integrals over these reservoir variables via
Σinijy(m1, n1, z) =
∫
dξykΓijy(ξyk)fy(ξyk)
×δ(ξyk − εz − (m1 − n1)ω0),
Σoutijy (m1, n1, z) =
∫
dξykΓijy(ξyk)(1 − fy(ξyk))







dωkγ(ωk)(1 + nB(ωk))δ(ωk − ω0).
Here, Γijy(ξyk) = 2πNy(ξyk)T ∗iyTjy and γ(ωk) =
2πD(ωk)g2 for i, j = 1, 2. We have the Fermi–
Dirac distribution function in lead y of fy(ξyk) =
[e(ξyk−μy)/(kBT ) + 1]−1 and the Bose-Einstein distri-
bution function of the thermal bath of nB(ωk) =(
eωk/(kBT ) − 1)−1, where T is temperature and kB is
the Boltzmann constant. In the above equation, we have
defined A−mn = c2(a




where A+mn (A−mn) describes an electron that hops into
(out of) QD2 accompanied by the creation of m phonons
and annihilation of n phonons. Moreover, v, v+y = v +
(1+Sy)/2, and v−y = v− (1+Sy)/2 indicate the number
of electrons accumulated in the right lead. These vari-





rk) contain different infor-
mation about the number of electrons in the right lead
when the number is not infinite. Assuming v electrons are
in the right lead, then the number of electrons in this
lead can be expressed by ρvfy(ξrk) = ρtrL(d
†
rkdrkρL)
and ρv+1fy(ξrk) = ρtrL(drkρLd
†
rk). In the same way,






v = ρ. The above method is
equivalent to the counting approach in the many-body
Schrödinger equation [28], representing how many par-
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ticles arrive at the collector. Here, D[a]ρv is a super
operator acting on the density matrix ρv as follows:
D[a]ρv = aρva† − (a†aρv + ρva†a)/2.
5.2 Numerical treatment and current formula
In the following numerical treatment, we consider
the wide band approximation and apply the energy-
independent transmission rates Γijy = 2πNyT ∗iyTjy
(i, j = 1, 2 and y = l, r) and the damping rate γ =
2πDg2. We assume Γ12y and Γ21y are real and satisfy
Γ12y = Γ21y =
√
Γ11yΓ22y. The chemical potentials for
the left and right electrodes are set to be μl = eV/2 and
μr = −eV/2, respectively.
Now, two QDs are considered in the AB ring.
Therefore, the Hilbert space of the system is gen-
erated by the composite basis {|00〉, |01〉, |10〉, |11〉} ⊗
{|0〉〉, |1〉〉, . . . |n〉〉, . . .}, where ⊗ is the direct product.
The state |ij〉 represents i electrons in QD1 and j
electrons in QD2, and |n〉〉 is the eigenstate of the
nth excited level of the mechanical oscillator. In the
Hilbert space, the system density matrix element is writ-
ten as ρijkl,mn = 〈〈m| ⊗ 〈ji|ρ|kl〉 ⊗ |n〉〉 (i, j, k, l =
0, 1; m, n = 0, 1, 2, . . .). For any two given vibrational
states |m〉〉, |n〉〉, we have 16 density matrix elements
ρijkl,mn (i, j, k, l = 0, 1) in terms of the electron states.
However, six density matrix elements are sufficient to
describe the transport process because they constitute a
closed equation set for the system dynamics. These ma-
trix elements are ρijij,mn and ρjiij,mn (i, j = 0, 1).
The values of density matrix elements can be obtained
by solving Eq. (37) under the condition (24). Similar to
Eq. (25), we project the stationary term of Eq. (37) in
the basis of the Hilbert space as
〈〈m|〈ji|(0 + 1 + 2 + 12 + d)|ij〉|n〉〉 = 0, (43)
and
〈〈m|〈ij|(0 + 1 + 2 + 12 + d)|ij〉|n〉〉 = 0, (44)
where i, j = 0, 1, excluding the case i = j = 1. Then,
we can obtain a set of 5(N + 1)2 linear equations, where
N = 0, 1, 2, . . . is the number of excited vibrational lev-
els. These equations can be solved with the use of the
normalization condition (26). For the numerical treat-
ment, we take N = 18. This approximation is valid for
the low bias voltage, weak dot-lead couplings, and finite
oscillator damping rate applied here because the contri-
bution from the higher levels (n > N) of the vibrational
mode is very small.
For the case of strong inter-dot Coulomb interaction,
we assume that the state of two-electron occupation is
not inside the transport window. In other words, the bias
voltage is so low that only one electron passes through
the system at any time. As a consequence, the process
involving the state ρ1111,mn is not contained in our equa-
tions [28]. Substituting Eq. (37) into Eq. (27), we reach
the following expression for the current:
I = I1 + I2 + I12, (45)
where
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†)m(a)n + Σout12r(m, n, 2)(a
†)n(a)m)ρ0110 + h.c.]. (48)
Here, I1 is the current through QD1 alone, and I2 is
the current across the electromechanical junction in the
absence of the reference arm. In fact, this is the same
as the current directly derived from the master equation
of the single-molecular junction [34]. The interference in
terms of the off-diagonal density matrix for the electronic
states is given by I12.
5.3 Phase relaxation
Due to interference of two waves, the visibility can be
reduced not only by phase destruction of the waves but
also by the difference in the amplitudes of the absolute
values. The electromechanical systems substantially en-
hance the electron transport for certain bias voltages [29,
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30, 69, 82]. Therefore, to understand the net contribution
of phase relaxation to the interference fringe, we balance
the amplitudes of waves in the two paths by setting the
bare transmission rates of QD2 to be less than those of
QD1. To this end, the bare tunneling rates for the refer-
ence path are set to be Γ11l = Γ11r = 0.01ω and those
for the target path taken as Γ22l = Γ22r = 0.001312ω0.
Then, the current in equation nearly equals that in equa-
tion with the small difference I1 − I2 < 10−5/(eω0). In
this case, we suppose that the absolute values of the
two amplitudes corresponding to the two paths is al-
most the same. The current, which plotted with respect
to the magnetic flux, is indicated by the solid line in
Fig. 19. The current shows AB oscillation with a pe-
riod of 2π. The interference current does not vanish at
its weakest points ((2n + 1)π, where n is an integer).
Moreover, these results reveal that the coherence of the
electron wave is influenced by electromechanical vibra-
tion. Using the same method for balancing the current
amplitudes in the two paths, we provide three additional
examples in Fig. 19 for different parameters. The low
bias voltage eV = 3ω0 (red dotted line), high damping
rate γ = 0.3ω0 (green dashed line), and small tunneling
length α = x0/λ = 0.3 (blue dot-dashed line) weaken the
effects from vibrational mode. As a result, the interfer-
ence fluctuation is enhanced.
Figure 19 shows that there is no noticeable shift in
the minimum and maximum values of the interference
pattern under different parameters. Using this prop-
erty, the current visibility can be easily calculated using
Imax 	 I(φ = 0) and Imin 	 I(φ = π). This substi-
tution works under the conditions of ε1 = ε2 = 0 and
Ω 
 ω0. The visibility of interference fringe is given by
Fig. 19 Current as a function of the magnetic flux through the
AB ring. For the solid black line we take the transmission rates
Γ22l = Γ22r = 0.001 312ω0. For the red dotted line corresponding
rates are Γ22l = Γ22r = 0.002 731ω0. For the green dashed line
they are Γ22l = Γ22r = 0.003 674ω0 and for the blue dot-dashed
line the transmission rates are Γ22l = Γ22r = 0.008 091Γ . The
rest parameters are the same for all of the curves as ε1 = ε2 = 0,
Γ11l = Γ11r = 0.01ω0, kBT = 0.03ω0, x0/d = 0.003.
the formula V isibility = (Imax−Imin)/(Imax +Imin). In
Fig. 20(a), the substantial influence of the bias voltage to
the interference visibility can be observed. For very low
voltages eV < 2ω0, there is no exited level contained
in the transport window (eV ), and the visibility is close
to unity. When the applied voltage is close to zero, the
corresponding current approaches zero, causing a small
drop of visibility near the zero voltage. The excited states
of the mechanical oscillator play an important role in
the phase relaxation of electrons. By increasing the bias
voltage, the excited levels of the vibrational mode are in-
volved in the transport, which suppresses the visibility.
In the low voltage area regime, a few discrete states of
the vibration contribute to the transport, and the visi-
bility displays a step profile. The mechanical oscillation
is naturally coupled to the thermal bath, and it has an
intrinsic lifetime that is the inverse of the damping rate
γ. By increasing the damping rate, the visibility increase
can be observed, as shown in Fig. 20(b), because the con-
tribution from the mechanical motion would decrease in
the case with a high damping rate. The visibility is no
longer obviously enhanced for damping rate γ > 0.2ω0.
These results agree with the transition of the electrome-
chanical system from the so-called shuttling regime into
the tunneling regime [36, 37]. The visibility is not very
high, even at the quality factor ω0/γ < 1, implying that
the coherence of electron does not obviously depend on
the intrinsic lift time of the mechanical oscillator for a
large damping rate. In fact, the interference pattern is
affected by the strength of electron-phonon interaction,
which is determined by the parameter α = x0/λ. In Fig.
20(c), the visibility is plotted with respect to the cou-
pling strength α. For a given oscillator with mass m and
frequency ω0, the zero-point uncertainty x0 is fixed, and
the coupling strength is primarily related to the tunnel-
ing length λ. For an infinitely large tunneling length
λ → ∞, we have α → 0. In this case, 2 in Eq. (37) is
close to the form of 1, and the effect of vibration in 2
and 12 vanishes. As a consequence, tunneling between
the two electrodes and QD2 is almost independent of
the dot displacement. Therefore, we obtain the visibility
close to unity, as illustrated in Fig. 20(c).
In general, the large current induced by the vibra-
tional junction is the reason for the reduced visibility
in the AB ring. For instance, when we takes the same
bare tunneling rates for the two paths shown in Fig.
20, the probability of an electron passing the target
arm is much larger than that of an electron propagat-
ing through the reference arm. There is another proba-
ble reason for the weak interference, namely the phase
shift of electron waves. The propagation of an electron
wave through the vibrational junction gives rise to many
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Fig. 20 (a) The visibility versus the bias voltage (ε1 = ε2 = 0, Γ11l = Γ11r = Γ22l = Γ22r = 0.01ω0, α = 0.7, γ = 0.01ω0,
kBT = 0.03ω0 and x0/d = 0.003). (b) The visibility as a function of the oscillator damping rate (eV = 9ω0, ε1 = ε2 = 0,
Γ11l = Γ11r = Γ22l = Γ22r = 0.01ω0, α = 0.7, kBT = 0.03ω0 and x0/d = 0.003). (c) The visibility as a function of
the tunneling length (eV = 9ω0, ε1 = ε2 = 0, Γ11l = Γ11r = Γ22l = Γ22r = 0.01ω0, γ = 0.01ω0, kBT = 0.03ω0 and
x0/d = 0.003).
scattered excited states. In fact, at a sufficiently high ap-
plied voltage, the electron is in superposition of a large
number of single-particle excited modes associated with
the electron–phonon interaction. These excited states are
characterized by phase acquirement related to the ab-
sorption and emission of phonons. We expect that the
scattering in the space of positive phase shifts is sym-
metric with the space of negative phase shifts. As a con-
sequence, the interference of all scattering waves does not
exhibit a global phase shift between the two paths. This
property is valid for the same dot levels, ε1 = ε2 and for
the weak charge-field coupling Ω . In the next section,
we discuss the case where ε1 = ε2. The influence of the
charge-field coupling strength to the electron coherence
has been previously considered in a similar system [105,
106].
5.4 Coherent phase shift
As we mentioned earlier, there is no global phase shift
when an election propagates through the single-dot elec-
tromechanical system. However, it does not means there
is no phase shift when one component of the electron
wave transports through any individual level of the sys-
tem. To observe the phase change of the propagating
electron wave through the target system, we change the
gate voltage in the reference arm to observe the variance
of the AB interference oscillation. As illustrated in Fig.
21, the pattern of the interference oscillation shifts con-
tinuously in one direction when the resonant level of the
reference arm is moving. The phase shift breaks the orig-
inal symmetry of the interference fringe under φ ↔ −φ.
This symmetry breaking is induced by detuning between
the two QDs. In the AB interferometer of electron trans-
port, the interference is strong only when the energy level
in one path is close to that in another path [129]. In
other words, the propagating waves in both paths must
be oscillating in (at least nearly) the same frequency. Al-
though QD1 is detuned from the electronic level of the
molecular junction, the molecular system still has energy
levels provided by the mechanical oscillator. Therefore,
interference does not disappear in the case of the detun-
ing, except there is some phase shift.
The propagating wave in the reference arm only in-
terferes with the wave in the molecular junction whose
resonant energy (ε2+Δε) is the same as the resonant en-
ergy (ε1) of the reference arm. Here, Δε is defined as the
Fig. 21 AB interference oscillation as a function of the resonant
level of QD1 (eV = 11ω0, ε2 = 0, Γ11l = Γ11r = Γ22l = Γ22r =
0.01ω0, α = 0.7, γ = 0.01ω0, kBT = 0.03ω0 and x0/d = 0.003).
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energy acquired or lost by an electron due to its inelas-
tic scattering on the vibrating QD. In Fig. 21, the phase
shift corresponding to the detuning ε1−ε2 represents the
phase change of the sub-transmission amplitude whose
energy is ε1 = ε2 + Δε in the molecular junction. The
total amplitude of electronic wave transferring through
the molecular junction is, of course, the superposition of
all sub-transmission amplitudes with different resonant
energies.
By choosing the particular detunings ε1 − ε2 in Fig.
22, we analyze the quantitative phase shift, especially for
the resonant levels. Without loss of generality, the zero-
point energy is taken at ε2 = 0. The numerical results in
Fig. 22 show the the phase shift Δθ of the transmission
amplitude with energy ε2 +Δε in the molecular junction
roughly satisfies the relation
(ε1 − ε2)/ω0 	 Δθ/π. (49)
We can write this relation in more compact form as
Δε/ω0 	 Δθ/π. (50)
Equation (50) connects the phase shift of an electron to
its energy variance during the transport. When an elec-
tron gains or loses an integer number of phonons, its
phase would be changed by the integer times π, sug-
gesting that the phase difference of propagating waves
corresponding to two adjacent vibrational levels is π.
Equation (50) is an empirical formula based on the nu-
merical results. This off-phase character is analogous to
the phenomenon described by the Friedel sum rule [130–
132]. The sum rule relates the phase shift of a scattering
electron to the number of states in the energy interval
due to scattering [133–139]. However, the electron num-
ber accumulated in the impurity, which is described by
the general Friedel sum rule, is replaced by the phonon
number involved in the electron transfer in our present
system.
The phase shift is very steep when the energy of inci-
dent electron sweeps over the resonant levels [140]. How-
ever, in our model, the tunneling is dependent of the
position of the mechanical oscillator. Thus, the phase
change is continuous and very smooth. The position-
dependent tunneling causes an inelastic process, which
improves the decay of the oscillating QD and broadens
the energy levels of the system [141].
From Fig. 19, we know that the changes in the applied
voltage, the electron–phonon coupling α, and the damp-
ing rate of the oscillator do not induce a global phase
shift in the AB interferometer. Therefore, the definitive
phase relation of π difference between two adjacent lev-
els is independent of these parameters so long as they
Fig. 22 Currents versus the variation of magnetic flux are plot-
ted by changing the gate voltage of QD1 (eV = 9ω0, ε2 = 0,
Γ11l = Γ11r = Γ22l = Γ22r = 0.01ω0, α = 0.7, γ = 0.01ω0,
kBT = 0.03ω0 and x0/d = 0.003).
are properly considered such that the discrete levels of
the mechanical vibration effectively contributes to the
electron transport. For instance, on one hand, the ap-
plied voltage should be large enough that at least one
excited level of the oscillator is included in the transport
window. On the other hand, the voltage is not too large
that the feature of discrete levels involved in the tunnel-
ing is not altered. In fact, the phase shift is related to
the unit quanta of the mechanical oscillator as shown in
Fig. 22.
According to the above analysis, the neighboring reso-
nant levels in the molecular vibrational junction are off-
phase by π, which is the character of the one-dimensional
quantum system. In the one-dimensional system, the up-
per energy level has one more wave function node than
the lower level, and each node changes the phase of the
transmission amplitude by π. This property may not be
true if the system is not strictly one-dimensional [142].
In the AB interferometer experiment, where a fixed QD
is embedded in one of the arms, the phase behaviors are
the same for all resonant levels of the QD [88–90]. This is
different from the present effect found in our electrome-
chanical system, where all vibrational levels are coher-
ently correlated with a definitive phase difference of π.
The phase shift varies from zero to any large value, de-
pending on the net number of phonons involved in an
electron tunneling.
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The reason for the decrease in visibility becomes more
clear. In fact, an electron considers all channels of the dis-
crete vibrational levels involved in the transport process.
Therefore, interference not only occurs between the prop-
agating waves in the two paths but also occurs among
waves taking different channels of the vibrational junc-
tion. As we analyzed above, any two neighboring chan-
nels have a phase difference of π. The wave functions
taking different vibrational levels interfere destructively
because of the phase differences. This is the reason for the
phase relaxation in the AB interference due to the vibra-
tional junction (see Fig. 19). In a double-QD two-electron
AB interference, two components of conductance oscilla-
tions with the same amplitude are canceled due to their
phase difference of π [143]. Because two components of
the conductance have the same amplitude, the final con-
ductance disappears. In the present case, the electron
occupation probabilities of the resonant levels of the elec-
tromechanical system are not the same. Therefore, there
is a net current in the system, but it is not fully coher-
ent. In fact, the interference between the different chan-
nels is also reflected in the direct transmission of charge
through the electromechanical system [34]. The current
calculated from the scheme considering both diagonal
and off-diagonal couplings between the vibrational mode
and the electron tunneling is remarkably lower than that
obtained by the approach in which only diagonal terms
are taken into account. This current suppression is re-
lated to the destructive interference between different
transport channels.
6 Summary
The general master equation describing a single molec-
ular shuttle-junction can be derived in the Born–
Markovian approximation, including the position depen-
dence of the tunneling rates and the Fermi distribution
functions of the electronic leads. The equation of motion
is numerically solved in the Hilbert space formed by
the electron and phonon Fock state. In the high applied
voltage limit, the mechanical oscillation of the island in
the junction is semiclassical, which enables remarkable
shuttling phenomena. However, in the low bias voltage
regime, the contributions from discrete levels of the os-
cillator cannot be ignored. These contributions lead to
current steps, super Poissonian noise, and phase shift of
electrons, which is similar to the Friedel sum rule. The
current steps, which are caused by quantized channels
in the junction, tend to disappear when the temperature
of the electron leads increases. The excited energy levels
in the shuttle-junction lead to super Poissonian noise
because these levels provide multiple paths to the elec-
tron and increase its uncertainty during the propagation.
The general master equation introduced here suggests
that the off-diagonal terms of the density matrix provide
an important contribution to current. Electrons propa-
gating through the single-molecular vibrational junction
are dephased due to electron scattering by the excited
levels of the vibrational mode. The transmission am-
plitudes corresponding to channels of the vibrational
resonant levels are coherently correlated via neighbor-
ing channels and have a definitive phase difference of π.
Because of the phase shifts between the resonant levels
in the electromechanical junction, different branches of
the transmission waves destructively interfere with each
other. As a consequence, the electron tunneling through
the system is not fully coherent. Over a wide range, the
phase difference of π is independent of the bias voltage,
tunneling length, and lifetime of the vibrational mode.
The phase difference only depends on the frequency of
the mechanical oscillator. When tunneling amplitudes
are dependent on the displacement of the oscillator, the
mathematical treatment becomes more complex. As we
know, the master equation is primarily used to describe
the shuttle-junction. The construction of a Green’s func-
tion approach for such systems is a considerable future
work. Furthermore, many phenomena such as the tem-
perature of the junction, cooling, electromagnetic effects,
and light spectrums are studied in molecular junctions in
which the tunneling amplitudes are independent of the
oscillator displacement. These problems have not yet
been considered in a molecular shuttle-junction. Further
research on the phase change and electron coherence
in such systems is also required because the molecular
shuttle-junction is related to nonlinear electron-phonon
couplings and is important for the electron transport in
real materials.
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Appendix 1: Details of the master equation
derivation
After expanding Eq. (17) in Section 2, we find:


















































−a†aρw,v(t)e−i(ωk−ω)τ − ρw,v(t)a†aei(ωk−ω)τ )
+nB(ωk)(a†ρw,v(t)ae−i(ωk−ω)τ + a†ρw,v(t)aei(ωk−ω)τ
−aa†ρw,v(t)ei(ωk−ω)τ − ρw,v(t)aa†e−i(ωk−ω)τ )]. (51)
where Sy = −1 when (y = l), Sy = +1 when (y = r),
w+y = w+(Sy−1)/2, and w−y = w−(Sy−1)/2. Equation
(20) can be obtained by performing the time integration
and summing over wave vector k in the above equation.
Appendix 2: Projection of the master equation
in Fock states
In Eq. (25), we encounter compound operators that will
be projected. In this section, all possible projections are
given, which allow us to arrive at the density matrix
elements. The density matrix has been projected for
the electron occupation states ρ00(t) = 〈0|ρ(t)|0〉 and
ρ11(t) = 〈1|ρ(t)|1〉. Consequently, the density matrix in
the states of mechanical oscillator can be obtained. The
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(m − m2 + n2)!(n − m1 + n1)!m!n!)
(m − m2)!(n − m1)! ρ00,m−m2+n2,n−m1+n1 ]. (61)
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