The reorder point/reorder quantity policies, also referred to as (r, Q) policies, are widely used in industry and extensively studied in the literature. However, for a period of almost 30 years there has been no efficient algorithm for computing optimal control parameters for such policies. In this paper, we present a surprisingly simple and efficient algorithm for the determination of an optimal (r*, Q*) policy. The computational complexity of the algorithm is linear in Q*. For the most prevalent case of linear holding, backlogging and stockout penalty costs (in addition to fixed order costs), the algorithm requires at most (6r* + 1 3Q*) elementary operations (additions, comparisons and multiplications), and hence, no more than 13 times the amount of work required to do a single evaluation of the long-run average cost function in the point (r*, Q*).
systems with uncertain demands and lead times. For single item inventory systems under standard assumptions, it is well known that an optimal policy exists within the class of (r, Q) policies. Many multi-item or multilocation systems are designed such that each item's (facility's) inventory is governed by an (r, Q) policy. Other planning models consist of a large number of single item (r, Q) systems, tied together by aggregate inventory constraints. These models are decomposed into single item models via Lagrangian relaxation. Highly efficient solution methods are essential here. Similarly, Atkins and lyogun (1988) propose a decomposition method to derive a tight lower bound for stochastic joint replenishment models in which optimal (r, Q) policies need to be computed repeatedly for each of the items involved; (r, Q) policies are also optimal in many (generalized) stochastic clearing systems with point arrival processes that arise in other settings than those involving physical inventories. See Federgruen and Zheng (1988) for details.
The use of (r, Q) policies has been propagated since the seminal paper of Galliher, Morse and Simmond (1959), and the classical textbook by Hadley and Whitin (1963) appeared 30 years ago. Nevertheless, and as mentioned in Browne and Zipkin (1991) , "until recently, there was no reliable, straightforward method for computing an optimal (r, Q) policy, even in the simple case of Poisson demand processes." Instead, a large number of heuristics have been proposed (see Lee and Nahmias 1989) . The only existing algorithm, to our knowledge, was presented in Zipkin's (1988) classnotes. This procedure is based on a result in Sahin (1982) ; see also Sahin (1990) .
Our algorithm is based on the observation that the long-run average cost C(r, Q) of an (r, Q) policy is of the form: It is also easy to verify that for all of the above cost structures -G(.) is unimodal. Our algorithm, described in the next section, merely uses the fact that C(r, Q) is of the form of (1) In a recent note by Berman, Einav and Handler (1990), algorithms are given for graph problems that involve two criteria with respect to the edge-set. The first problem is that of minimizing a bottleneck objective, subject to a single generic constraint. The second problem is that of minimizing a generic objective function, subject to a single bottleneck constraint. The purpose of this note is to point out that the first problem can be studied in the broader setting of clutters. The analysis of the second problem involves even less structure.
Let F be an arbitrary set of subsets of the finite set X. Let w and f be arbitrary real-valued functions on g and F, respectively. Let F and W be real numbers. We define two problems on F.
Problem 9, min{max w(e): f(r) < F). 
