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Abstract
Two forms of the equation for expression of the rate constant for electron transfer through a Marcus-type treatment are discussed. In the first
(exergonic) form, the Arrhenius exponential term was replaced by its classical Marcus term; in the second (endergonic) form, the forward rate
constant was replaced by the reverse rate constant (the forward rate constant in the exergonic direction), which was expanded to an equivalent Marcus
term and multiplied by the equilibrium constant. When the classical Marcus treatment was used, these two forms of the rate equation give identical
curves relating the logarithm of the rate constant to the driving force. The Marcus term for the relation between activation free-energy, ΔG#,
reorganization energy, λ, and driving force, ΔGo, derived from parabolas for the reactant and product states, was identical when starting from
exergonic or endergonic parabolas. Moser and colleagues introduced a quantum mechanical correction factor to the Marcus term in order to fit
experimental data.When the same correction factor was applied in the treatment for the endergonic direction by Page and colleagues, a different curve
was obtained from that found with the exergonic form.We show that the difference resulted from an algebraic error in development of the endergonic
equation.
© 2007 Elsevier B.V. All rights reserved.Keywords: Marcus theory; Moser–Dutton treatment; Endergonic reaction; Rate constant1. Introduction
In metabolism and its supporting bioenergetic processes, the
reactions overall are exergonic and dissipative, allowing the
normal fluxes that maintain the biosphere. However, when
examined in detail, partial processes can sometimes occur in the
endergonic direction, driven by coupled exergonic reactions.
The flux through these steps is necessarily the same as that
through the overall process. In order to understand these
processes, a formal description of each must account for the
flux in terms of driving force, rate constants in forward and
reverse directions, activation barriers, etc., that underlie normal
enzymatic processes. These reactions are difficult to study
because, in isolation, an endergonic process will proceed in the
forward direction only if the working concentrations bring the
free-energy (ΔG′) into the negative regime, and the reaction will⁎ Corresponding author. Department of Biochemistry, University of Illinois
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doi:10.1016/j.bbabio.2007.06.006stop when ΔG′≥0, and these requirements limit the range of
reaction conditions. There are of course well established
approaches for getting over these problems, most obviously by
studying the reaction in the exergonic direction. However, when
such a reaction is integrated into a biochemical machine, as for
example in the Qo-site reaction of the bc1 complex [1,2], this is
not possible, and other strategies are needed.
For electron transfer reactions, the standard general approach
to detailed analysis of rate constants has been through the
application of Marcus theory. The equations used have been
either in the “classical” form [3,4], in which quantum mech-
anical contributions to lowering the activation barrier are
ignored, or in various treatments that include additional terms
to account for the temperature dependence (or lack thereof)
arising from quantum mechanic tunneling contributions that
lower the barrier [5]. For biologists, the most straightforward
treatment, adopted in many recent publications, has been that
introduced by Dutton's group [6–11], initially in the context of
experimental data on rates of reaction in bacterial photochemical
reaction centers. In the early experiments, driving force was
varied by substitution of quinones with different Em values at the
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there are now numerous reports of similar studies in which a
wide range of techniques have been used to vary the driving
force. In order to fit the experimental data, Moser, Dutton and
colleagues [7,9,12] used an empirical Marcus-type equation




R 3:6ð Þ  γðDGþ kÞ2=k ð1Þ
where R is the electron transfer distance, λ is the reorganization
energy. Values for β and for γ (derived as described below) that
fit the data were 1.4 and 3.1, respectively (following the
conventions in earlier work, we will assume use of electrical
units for energy terms). The first two terms on the right represent
log10k0, where k0 is the intrinsic rate constant – the pre-
exponential term in an Arrhenius expression – which gives the
rate constant when no activation barrier limits the reaction. In
earlier derivations of electron transfer reaction rate theory in
proteins, this intrinsic rate constant was treated in quantum
mechanical terms (c.f. [5]). However, the Moser et al. [7] work
demonstrated that the somewhat intractable treatment could in
many cases be replaced by a simple term with experimentally
determined parameters. These were the distance, R, measured
from structural data, and an empirically derived constant, β, the
slope of a plot of log10k0 against distance, with a value of 1.4. In
determining this slope, values for k0 were estimated from
Marcus plots of log10ket against driving force, –ΔG
o, which
were fit using Eq. (1) to find the point at which the activation
energy is zero, or λ=–ΔGo (the maximum of the inverted
parabola). The factor γ has a value of F/(4×2.303RT), or 4.23 at
298 K in the classical treatment. The Moser–Dutton [7]
formulation has γ=3.1, so that using these values for β and γ
we get Eq. (2), the form initially published:
log10ket ¼ 13:0 0:6ðR 3:6Þ  3:1ðDGþ kÞ2=k ð2Þ
The value of 3.1 came originally from an empirical fit to
Marcus plots which showed broader inverted parabolas than
accounted for by the classical fit. Since the photochemically
driven reactions had been shown to become temperature
independent at low temperature, quantum mechanical contribu-
tions were assumed to introduce a tunneling pathway [5,13],
with a temperature-dependent weight so that at low tempera-
tures it dominated the kinetics. The value of γ in electrical units
is then given by using the Hopfield [14] approximation in which
ħω/2 coth[ħω/2kBT] is substituted for kBT, which gives γ=3.1
with ħω=0.056 eV, and kBT=0.025 eV (at 290 K) (Moser, C.,
personal communication). The expression ħω/2 coth[ħω/2kBT]
has the property that it approaches kBT at high temperature
(kBT»ħω/2), while at low temperature it approaches ħω/2
which is independent of temperature [5].
The simplification introduced by the replacement of a
quantum mechanical pre-exponential term by a term determined
by distance and an empirical β, brought an understanding of
these processes within the competence of the quantum-
mechanically challenged, and has earned well-deserved praise
from the biochemical community. More recent extensions usingpath analysis have shown that for the majority of cases studied,
this simple treatment is adequate [15–18]. It has found a wide
utility in analysis of electron transfer systems across the full
range of biology, as is nicely demonstrated in the paper which
inspired this commentary [19].
However, one component of their treatment, which deals with
endergonic reactions, is in error, and this commentary seeks to
correct the error. In a later publication from the Dutton group, the
earlier treatment was extended to endergonic processes [10]. In
general, the approach was straightforward, but, as discussed
below, a simple algebraic error was introduced – a mistake not
subsequently recognized by the authors, or previously noted in
the literature – so that the specific equation recommended for
treatment of the endergonic case was wrong. Since the equation
suggested in [10] continues to be promoted as the preferred
treatment [6,11,19], has been used by reviewers to criticize
manuscripts in which the equation was not used, and is included
in a much used “electron transfer rates calculator” ((http://www.
uphs.upenn.edu/biocbiop/local_pages/dutton_lab/golden.html)
provided by the Dutton group's web pages, it seems appropriate
to correct the error so that it does not propagate further. This does
not invalidate the main thrust of the arguments in [19], which
address some interesting and useful issues, but conclusions that
depend on the special treatment of endergonic reactions will
need to be re-evaluated.
2. Results and discussion
The equation suggested for treatment of endergonic processes
is an alternative form of the Moser–Dutton adaptation of the
Marcus equation. The form suggested in Page et al. [10] is shown
below as Eq. (3), and this same equation (or an expanded version
to take account of the density of protein in the path) has been




et ¼ 13:0 0:6ðR 3:6Þ  3:1ðDGo þ kÞ2=k
 DGo=0:06 ð3Þ
In addition to what looks like a conventional Marcus term
(but with the sign reversed), this equation appears to contain an
extra Boltzmann term contributing to the energy barrier (the
right-most term). The two forms of the equation (Eqs. (2) and (3)
here) are described by Moser et al. [11] as follows: “the first
expression (Eq. (2)) applies when ΔGo is exergonic and the
second (Eq. (3)) when ΔGo is endergonic, reflecting a ΔGo
penalty for uphill electron transfer". However, it is easily
demonstrated that none of the terms in Eq. (3) represents an
additional term that could be described as a “penalty for uphill
electron transfer”, and examination of the Marcus curves
generated by use of the endergonic equation (Fig. 2B in ref.
[19] for example) show an anomalous shape. The curve for the
endergonic region extrapolates to a maximum different from that
generated by use of the exergonic equation. This seems to
indicate that the Marcus expression, ΔG# = (ΔGo +λ)2/4λ, on
which the peak of the Marcus curve at λ=−ΔGo depends, might
be different for the endergonic direction, or that quantum mech-
Fig. 1. Marcus parabolas for an endergonic process. The curves are labeled to
show the terms discussed in the text.
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the exergonic parameters. We show below that neither of these
explanations are natural, but that the anomaly can be explained
by an algebraic error.
The form of the equation arises when estimating the
activation barrier and rate-constant in the endergonic direction
(which cannot be measured easily) using the reaction properties
measured in the exergonic direction. It can be derived simply as
follows. The reaction equation shows an endergonic electron





Kend ¼ kendf =kendb ¼ kendf =kexf
where the superscripts end and ex indicate the endergonic or
exergonic direction, respectively.
Rearrangement gives
kendf ¼ kexf Kend
or in log10 form:
log10k
end
f ¼ log10kexf þ log10Kend
¼ log10kexf  ðF=2:303RTÞDGoend ð4Þ
Eq. (4) in its various forms is fundamental to chemical
thermodynamics, representing the expression of microscopic
reversibility underlying the familiar treatment of chemical
potential relating the Gibbs expression for free-energy to
Boltzmann's treatment of entropy. All equations derived from
this form are compliant with the Second Law, but only in so far
as they are algebraically correct. Any treatment relating the rate
constant toΔGo must treat the forward and reverse rate constants
through a formalism that conserves the equality if it is to remain
compliant.
We could treat the forward rate constant in the endergonic
direction, kf
end, using the classical Marcus expansion to give an
equation like Eq. (1), but since a value for kf
end cannot be readily
determined, it is convenient to use the right-hand term in Eq. (4),
since kb
end has the same value as kf
ex, and Kend=1/Kex, both of
which are easily determined. This expression can be extended




term, ΔG# = (ΔGo +λ)2/4λ, and the Moser et al. [7] expression




f ¼ 13:0 0:6ðR 3:6Þ
 ðF=2:303ÞRTðDGoex þ kexÞ2=4kex
 ðF=2:303RTÞDGoend ð5Þ
The factor γ=F/(4×2.303RT) noted above is obtained by
rearrangement of the middle term on the right, and has a value
of 4.23 at 298 K in the classical treatment. It will be obvious that
Eq. (5) is simply Eq. (1) rearranged to take advantage of theequality of Eq. (4). It can be written in the form of Eq. (3) by
substitution of ΔGex















An alternative treatment leading to Eq. (6) can be derived
from the set of Marcus parabolas for an endergonic process [20]
(Fig. 1). The endergonic energy barrier, ΔGend
# , is calculated by
adding ΔG#ex, the energy barrier in the exergonic direction, to
the energy difference in the endergonic direction, ΔGoend (the
“uphill penalty” term in question). ΔG#ex is estimated using the
Marcus expression, with ΔGoex for the exergonic reaction
direction, and a value for λ, λex, obtained in principle from
measurement of the exergonic rate. The transition to the form of




Note that in each of these derivations, the underlying
Arrhenius equation in the endergonic direction can be written in
alternative versions:
kendf ¼ k0expðDGend=RTÞ
¼ k0expððDGend þ DGoendÞ=RTÞ ð7Þ
Since Eqs. (1) and (6) both depend on substitution of the
activation energy using the Marcus expression, ΔG# =
(λ+ΔGo)2/4λ, the equality of Eq. (7) shows that both equations
will be formally identical as long as the sameMarcus expression
is obtained whether we start from the exergonic or the
endergonic parabolas. That this is indeed the case is demon-
strated in the supplementary material.
Extension of the right-hand term in Eq. (7) gives Eq. (6), but it
is obvious that the appearance ofΔGoend in the resulting equation
does not represent an additional “penalty for uphill electron
transfer”; it is not an extra term modifying the barrier height.
Extension of the alternative form (the first term on the right in
#
#
Fig. 2. Marcus plots showing the dependence of rate constant on driving force.
The equations discussed in the text were used to generate theoretical curves, as
indicated in the labels in this figure. The parameters common to each curve were
the electron transfer distance, R=7 Å; the reorganization energy, λ=1 V; and the
dependence of log10ko on distance, β=1.4. For explanation, see text.
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In terms of the criteria for compliance with the Second Law, it
is clear that, as used for example in [21], this form is quite
appropriate for the endergonic direction. All the forms
represented by Eqs. (4)–(8) are compliant with the Second Law.
3. An algebraic error is involved in derivation of the Page
et al. equation
Derivation of Eq. (3) from Eq. (5) seems straightforward— it
is obtained by “borrowing” the right-hand expression from Eq.
(2) to replace that middle term of Eq. (5), and substituting
–ΔGoend for ΔG
o
ex. This latter substitution makes no numerical
difference. The only ambiguity seems to be that λ used here is
actually that for the exergonic reaction; the value is the same in
both directions if the parabolas have the same shape (the same
“spring constant”).
While Eq. (5) is correct, the manipulations involved in
derivation of Eq. (3) have led to an algebraic error. Explicitly,
the error is of the following form:
Consider an algebraic expression: x=y+z
Multiplying both sides by a constant, a, we get:
ax ¼ aðyþ zÞ ¼ ayþ az ð9Þ
From a data set of values x1, y1, z1; x2, y2, z2; … xn, yn, zn, we
can find a value for a. If a is known to be constant, and a fit could
not be obtained using a, we might suspect an additional
contribution, a correction factor, i. A fitting would then yield a
value for a constant ai. We would then write: aix=ai(y+z). If
presented with the equation aix =aiy+az, we would recognize
it as wrong.
As noted above, the value for γ of 3.1 in the Moser et al.
[7,22] formulation includes a quantum-mechanical correction,
corresponding to a factor of ∼0.735. The problem is that the
correction is applied only to one component of the exponential
term.
Using Eq. (9), and setting
x ¼ ðDGoend þ kendÞ2=4kendÞ; y ¼ ðDGoex þ kexÞ2=4kexÞ;
z ¼ ðDGoendÞ; a ¼ F=2:303RT
we get for ax = ay + az:
F=2:303RTðDGoend þ kendÞ2=4kend
¼ F=2:303RTðDGoex þ kexÞ2=4kex  F=2:303RTDGoend
representing two alternative forms of the Marcus “exponential”
term, and demonstrating the formal identity of Eqs. (6) and (8).
If we now apply the quantum mechanical correction, i, to
maintain algebraic equivalence, we need to apply it to all terms,
including both terms on the right. In derivation of the Page et al.
[10] equation, the quantum mechanical correction is applied tothe y term, –(ΔGoex+λex)
2 / 4λex), but not the z term. The com-
pliance with the Second Law is thereby lost.
4. The Page equation gives an unnatural result
From standard thermodynamics, all reaction equations can be
written in either the exergonic or the endergonic direction, and
are characterized by a value for ΔGo which has the same
absolute value, but opposite sign in the two directions. The
equilibrium constant in the endergonic direction is the reciprocal
of that in the exergonic direction, both reflecting a ratio of rate
constants using the same values for kforward and kbackward or their
reciprocals. Marcus plots of log10k vs.ΔG
o can be generated for
either direction, but would show the same shape for the same
values of β, γ, λ, and R, since ΔGo is a variable in these plots.
Marcus curves generated using the Page et al. [10] approach
show a characteristic break in the curve at the exergonic–
endergonic transition (see Fig. 2B in ref. [19], for example). This
comes about because the equation used changes at this point
from the conventional Moser–Dutton equation (Eq. (2)) to that
of Page et al. (Eq. (3)). As will be obvious from the paragraph
above, this break is unnatural; as noted above, it suggests that the
Marcus expression for the relation between λ and ΔGo changes
at this transition, and implies that the rate constants for forward
and reverse reactions change their ratio at this point, opening up
possibilities for design of a perpetual motion machine.
Alternatively, we could view the break as showing that quantum
mechanical effects modify the Second Law, which is also
unlikely. That the break is unnatural can be easily demonstrated
through numerical simulation. Using γ=4.23, identical Marcus
curves are generated using either the “exergonic” (Eq. (1) or
Eq. (8)) or the “endergonic” (Eq. (6)) form of the equation.
However, as noted above, the Marcus curve found when
extending the Page et al. [10] “endergonic” equation to the
exergonic region has a shifted peak. This clearly demonstrates an
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parabola should always peak at λ=–ΔGo, the characteristic
feature of this treatment. As already noted and demonstrated in
the supplementary materials, the underlying Marcus expression
does not change abruptly at this point; no sudden change in λ
whenΔGo =0 is indicated in the equations plotted, and would be
completely unnatural. The discontinuity in slope at the exergonic
to endergonic transition – the transition from the black curve to
the blue curve in Fig. 2 – disappears if the factor of ∼0.735,
representing the difference ratio in γ between the classical and
the Moser et al. treatments, is also applied to the “uphill penalty”
term (the second component contributing to the rate constant),
when identical curves (with the shape of the black curve in
Fig. 2) are generated for the two forms of the equation, as
expected from compliance with the Second Law.
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