Riemannian optimization and automatic differentiation for complex
  quantum architectures by Luchnikov, I. et al.
Riemannian optimization and automatic differentiation for complex quantum
architectures
I. Luchnikov,1, 2, ∗ M. Krechetov,1 and S. Filippov2, 3
1Skolkovo Institute of Science and Technology, Skolkovo, Moscow Region 121205, Russia
2Moscow Institute of Physics and Technology, Institutskii Pereulok 9, Dolgoprudny, Moscow Region 141700, Russia
3Steklov Mathematical Institute of Russian Academy of Sciences, Gubkina Street 8, Moscow 119991, Russia
Optimization methods on Riemannian manifolds are a powerful class of optimization methods that
allow performing constrained optimization. We apply first-order Riemannian optimization methods
to various problems of quantum physics including entanglement renormalization of local many-body
Hamiltonians, quantum control, and quantum tomography. We show that the Riemannian optimiza-
tion forms a new powerful numerical tool for solving different problems of quantum technologies.
Besides, we provide a package written on top of TensorFlow for the Riemannian optimization in
quantum physics [1].
I. INTRODUCTION
Ideas of modern deep learning [2–8] have been spreading toward different sciences [9–11]. Deep learning techniques
have been successfully applied to different physical sciences from statistical [12–15] and quantum mechanics [16–
24] to nonlinear dynamical systems [25–27] and fluid dynamics [28–30]. Essentially deep learning is a gradient-
based optimization of complex computational models such as neural networks, tensor networks [31–34], solvers for
ordinary and partial differential equations [35–38], and Monte Carlo simulation schemes [39–41]. The gradient-based
optimization for the above models often implies the use of an automatic differentiation algorithm, e.g., one of those
reviewed in Ref. [42]. If this is a case, then the computation process is differentiable and, therefore, readily tunable via
gradient based optimization. To give the reader a better intuition about the benefits of using automatic differentiation,
we provide a comparative table of different computational architectures with and without automatic differentiation
(see Table I).
Many problems in the field of quantum technology are in fact optimization problems. For example, the ground
state of a quantum system can be found by minimizing variational energy [43, 44]. Quantum tomography of quantum
states and channels can be formulated as a problem of the likelihood function maximization [45, 46]. Many algorithms
for non-Markovian quantum dynamics prediction are based on optimization techniques [21, 47–49], and so are the
algorithms for quantum control [50, 51]. However, almost all optimization problems have natural constraints on their
parameters so that the optimization algorithms should be usually modified to preserve these constraints. For instance,
if an objective function is parametrized by some discrete probability mass function P [x], then any optimization
algorithm should preserve both non-negativity of this function P [x] ≥ 0 and the normalization condition ∑x P [x] = 1.
Sometimes, the constraints in an optimization problem form a smooth manifold. For instance, to avoid gradient
explosion and vanishing in recurrent neural networks it is useful to impose the orthogonality constraint on the kernel
of a recurrent neural network [52, 53], i.e., the kernel K ∈ Rn×n must satisfy K†K = KK† = I, where I is the
identity matrix. This constraint is an example of the smooth manifold, which is called the Stiefel manifold [54]. To
perform an optimization with respect to parameters from a smooth manifold one can use some promising techniques
of the Riemannian optimization [54–58].
As many problems in quantum mechanics and quantum information theory have natural constraints forming smooth
manifolds, e.g., a manifold of complex isometric matrices (complex Stieffel manifold) or a manifold of complex positive-
semidefinite matrices, the goal of this paper is to adapt the Riemannian optimization techniques to specific quantum
problems. We apply recently developed first-order Riemannian optimization methods [55, 56] together with the
automatic differentiation to several illustrative problems of quantum mechanics: (i) quantum control aimed at the
creation of a desired multipartite entangled state, (ii) quantum state tomography via maximum likelihood estimation,
(iii) decomposition of a unitary gate into CNOT gates and single-qubit gates, and (iv) search of the ground state
of a many-body local Hamiltonian within the multiscale entanglement renormalization ansatz (MERA) [59]. We
demonstrate that the Riemannian optimization with the automatic differentiation is capable to solve all these problems
and forms a new powerful numerical tool for quantum technologies. We also provide an open-source library (see [1])
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2Computational algorithm Standard implementation Implementation with the automatic differ-
entiation
Solver for ordinary and partial dif-
ferential equations
solves a differential equation solves a differential equation, finds the op-
timal control signal and the optimal initial
state for desirable properties of the solu-
tion, finds the response of the solution to
an external perturbation
Tensor-networks-based algorithm
for the ground state search of
quantum systems
finds the ground state by using difficult for
implementation (ad hoc) optimization al-
gorithms (e.g., optimization of multi-scale
entanglement renormalization ansatz)
finds the ground state by using ready to
use automatic differentiation based opti-
mizers, finds the response of a quantum
system on an external perturbation, very
likely finds the optimal Hamiltonian for a
desirable ground state
Monte Carlo algorithm finds mean values of observables of sys-
tems with stochastic behavior
finds mean values of observables of sys-
tems with stochastic behavior, finds the
optimal control signal driving observables,
finds the response of observables to an ex-
ternal signal
TABLE I: Comparison of different computational architectures with and without the automatic differentiation.
that allows performing optimization with many natural “quantum” constraints including the manifolds of positive-
semidefinite matrices and complex isometric matrices considered in this paper.
The paper is organized as follows. In Section II, we overview the basic machinery of the Riemannian geometry.
In Section III, we discuss some examples of Riemannian manifolds emerging in the field of quantum technologies. In
Section IV, we show an illustrative example of how to generalize a first-order optimization method to a Riemannian
manifold. In Section V, we overview the automatic differentiation algorithm. In Section VI, we test different opti-
mization techniques on exemplary optimization problems from quantum mechanics. Then we present how to apply
the Riemannian optimization to entanglement renormalization in Section VII, quantum control in Section VIII, and
state tomography in Section IX. Finally, we make conclusions in Section X.
II. RIEMANNIAN GEOMETRY
In this section we informally introduce all necessary preliminaries and notations of Riemannian geometry. For in-
depth introduction authors recommend to read [54, 60, 61]. A manifoldM of dimension n is a set that can be locally
approximated by the Euclidean n-dimensional space. A manifold can be seen as a high-dimensional generalization of
a smooth surface. For example, the sphere S = {x ∈ Rn+1| ‖x‖2 = 1} is a n-dimensional manifold embedded in Rn+1.
Each point x ∈M is equipped with the tangent space TxM, which is an n-dimensional vector space. For example, a
point x from the two-dimensional unit sphere S = {x ∈ R3| ‖x‖2 = 1} has a tangent space TxM that can be imagined
as the tangent plane to the sphere in the point x. One can define a tangent bundle TM, that is a set consisting of all
pairs (x, TxM). Each tangent space TxM is equipped with an inner product gx : TxM× TxM→ R. A manifold M
with the inner product gx is called a Riemannian manifold. The inner product gx defines a distance in the neighborhood
of a point x. A curve on the manifoldM is a smooth mapping γ : (ti, tf)→M, where (ti, tf) is an interval of R. One
can define the length of a curve by using the inner product as follows: L(γ) =
∫ tf
ti
dt
√
gγ(t)
(
dγ(t)
dt ,
dγ(t)
dt
)
. If γ0(t) is a
local minimum of L(γ), then γ0(t) is called a geodesic. One can prove that for every vx ∈ TxM there exists a unique
geodesic γvx0 (t) such that
γvx0 (0) = x,
dγvx0 (t)
dt
∣∣∣∣
t=0
= vx. (1)
Using the fact above one can introduce the exponential map [54].
Definition 1 The mapping
Expx : TxM→M, Expx(vx) = γvx0 (1) (2)
is called the exponential map at a point x.
3In the standard Euclidean optimization, one uses a set of basic operations in the Euclidean space such as the trans-
portation of a point or a vector along some other vector. Let us generalize these operations to the Riemannian
manifolds [52, 54–56]. Definition 2 of the exponential map is nothing else but a generalization of the point transporta-
tion to the case of the Riemannian manifold. However, the exponential maps are often computationally inefficient in
practice. A less natural but more computationally efficient way to generalize the point transportation is a retraction.
We follow the following formal definitions from [54].
Definition 2 A retraction on a manifold M is a smooth map R : TM→M such that
1. R(0x) = x for all x ∈M, where 0x is the zero vector from TxM;
2. ddtR(tvx)
∣∣
t=0
= vx for all vx ∈ TxM.
One can see that R(tvx) is a smooth curve and also it is a generalization of the point transportation: if one needs to
transport a point x along the vector vx, then R(vx) can be considered as a result of the transportation. Retraction
is not unique and, usually, retraction is a computationally cheap alternative to the exponential map. One can also
say that retractions are the first-order approximations to the exponential map. The transportation of a vector can be
generalized in the following way.
Definition 3 A vector transport τ is a smooth map defined on top of a retraction R of a manifold M that maps a
triple (x ∈M, vx ∈ TxM, wx ∈ TxM) into a vector satisfying the following properties for all x ∈M:
1. τvx(wx) ∈ TR(vx)M for all vx, wx ∈ TxM (Underlying retraction);
2. τ0x(wx) = wx for all wx ∈ TxM (Transport along the zero vector is identity);
3. τvx(awx + bux) = aτvx(wx) + bτvx(ux) for all vx, wx, ux ∈ TxM (Linearity).
The vector transport is not unique, however, it is usually a computationally cheap alternative to the parallel transport,
which is not considered here.
Let us consider a basic example of the retraction and the vector transport. Let M be a submanifold of Rn, then
for a differentiable projection pi : Rn →M, pi ◦ pi = pi, the map
R(vx) = pi(x+ vx), (3)
is a retraction [52]. Let Px : Rn → TxM, P 2x = Px be the linear projector on a tangent space TxM. Then the map
τvx(ωx) = PR(vx)(ωx) (4)
is a vector transport. One can see that the maps (3) and (4) satisfy Definitions 2 and 3, respectively.
III. RIEMANNIAN MANIFOLDS IN QUANTUM MECHANICS
In this section, we consider two examples of manifolds that are met in quantum mechanics and quantum information
theory. Of course, the diversity of manifolds in quantum mechanics is not restricted by only two manifolds, but other
types of manifolds are left for future work. The first frequently used manifold is the complex Stiefel manifold [57],
which is a Riemannain manifold consisting of all n × p, n ≥ p isometric matrices Vn,p = {Z ∈ Cn×p|Z†Z = I}.
Unitary matrices, which are isometric matrices of size n × n, describe evolution of a closed quantum systems. An
arbitrary quantum channel can be parametrized via an isometric matrix by using the Stinespring representation of a
quantum channel [62, 63]. Some tensor networks, such as a multi-scale entanglement renormalization ansatz (MERA)
[59, 64–66], are constructed from isometric sub-tensors. Therefore, optimization algorithms on the Stiefel manifold are
potentially useful for quantum control, design of quantum algorithms, tomography of quantum channels, simulation
of many-body quantum systems, etc. To perform Riemannian optimization on the Stiefel manifold we use Cayley
[56, 67] and projection-like retraction based on the Singular Value Decomposition (SVD) [68], we use the vector
transport associated with underlying retraction (see Definition 3), and we use two types of metric: Euclidean and
canonical metrics [57]. Another frequently used type of manifolds is the positive-definite cone Sn++. The positive-
definite cone consists of all n × n positive-definite matrices {% ∈ Cn×n|% = %†, %  0}. This manifold describes full
rank non-normalized density matrices. Thus, optimization algorithms on Sn++ manifold can be used for quantum state
tomography, optimization of tensor networks which includes density matrices as building blocks, etc. To perform the
Riemannian optimization on Sn++ manifold we use two types of metric: Log-Cholesky [69] and Log-Euclidean [70]
metrics. Instead of retractions and vector transport we use exact geodesics and parallel transports of those metrics.
The detailed description of both metrics is given in Appendix A.
4IV. RIEMANNIAN OPTIMIZATION
In this section, we discuss the generalization of first-order optimization methods on Riemannian geometry. As an
illustrative example, we consider the gradient descent with momentum [71]. Assume that we want to find a local
minimum of some differentiable function f(x), where x ∈ Rn. One can solve this optimization problem by using the
following iterative scheme, which is called the gradient descent with momentum:
mt+1 = βmt + (1− β)∇f(xt),
xt+1 = xt − ηmt+1. (5)
where xt is a current approximation of the minimum coordinate, mt is a vector called momentum, η is an optimization
step size, ∇f(xt) is a gradient of function f in a point xt and β is a constant ranged from 0 to 1 (a typical value is
0.9). All components of a momentum vector initially are equal to zero. Starting point x0 is an arbitrary point from
Rn. Let us consider the gradient descent with momentum on a Riemannian manifold. At first, one has to replace the
standard gradient by the Riemannian one.
Definition 4 A vector ∇Rf(x) is called Riemannian gradient if ∇Rf(x) ∈ TxM and
〈∇f(x), vx〉 = gx (∇Rf(x), vx) for all vx ∈ TxM, (6)
where 〈·, ·〉 marks Euclidean inner product, gx(·, ·) is an inner product in TxM.
The Riemannian version of the gradient descent with momentum reads
m˜t+1 = βmt + (1− β)∇Rf(xt) (Gradient is replaced by a Riemannian one),
xt+1 = R (−ηm˜t+1) (Euclidean point transportation is replaced by a retraction),
mt+1 = τ−ηm˜t+1(m˜t+1) (Momentum vector should be transported to a new point), (7)
where R is a retraction in a point xt, τ is a vector transport in a point xt. All other first-order optimization methods
can be generalized for Riemannian geometry in the similar way. In the present work we consider generalized versions
of the gradient descent, the gradient descent with momentum, Adam [8, 55, 56] and AMSGrad [55, 72].
V. AUTOMATIC DIFFERENTIATION AND RIEMANNIAN OPTIMIZATION
One of the most practical ways of using Riemannian optimization is to combine Riemannian optimization with the
automatic differentiation algorithm [42]. The automatic differentiation redirects the whole procedure of a gradient
calculation to a computer. It dramatically simplifies the implementation of different numerical algorithms. Essentially
the automatic differentiation is an algorithmic way of thinking about the chain rule for derivatives. Let us consider
a simple example. Assume, that one needs to evaluate a derivative of some function L(x, y), L : Rn × Rm → R in a
point (x0, y0). We also assume that this function is splitted into a combination of several other functions
L(x, y) = f(g(q(x), p(y))), (8)
where functions f , g, q and p are elementary functions with predefined derivatives, i.e. a computer can evaluate
∂f(g)
∂g
∣∣
g=g0
, ∂g(q,p0)∂q
∣∣
q=q0
, ∂g(q0,p)∂p
∣∣
p=p0
, ∂q(x)∂x
∣∣
x=x0
and ∂p(y)∂y
∣∣
y=y0
with the machine precision. The automatic dif-
ferentiation algorithm consists of two steps. In the first step we evaluate values of all functions in a given point
(x0, y0)
q0 = q(x0), p0 = p(y0)→ g0 = g(q0, p0)→ f0 = f(g0), (9)
this step is called forward propagation. In the second step we sequentially evaluate derivatives of a function L with
respect to all intermediate variables. For the sake of simplicity we denote any derivative of L in the following way
∂L
∂x = x¯. The derivative of L with respect to L reads
L¯ = ∂L
∂L = I, (10)
where I is the identity matrix. Following the chain rule all other derivatives can be evaluated sequentially
g¯ = L¯∂L(g)
∂g
∣∣
g=g0
→ q¯ = g¯ ∂g(q, p0)
∂q
∣∣
q=q0
, p¯ = g¯
∂g(q0, p)
∂p
∣∣
p=p0
→ x¯ = q¯ ∂q(x)
∂x
∣∣
x=x0
, y¯ = p¯
∂p(y)
∂y
∣∣
y=y0
. (11)
5This step is called back propagation because it moves in the opposite direction in comparison with forward propaga-
tion. Combining forward and backward propagation, one can evaluate derivatives of L with machine precision. The
algorithm straightforwardly generalizes on arbitrary complicated combinations of functions. Since the algorithm effec-
tively evaluates derivatives, it is used for the gradient-based training of different machine learning models, including
neural networks and tensor networks [39]. Thus one can use the automatic differentiation to calculate the gradient
of an objective function, which is necessary for performing the Riemannian optimization. It makes the application
of the Riemannian optimization easy and straightforward to any problem, including optimization of tensor networks,
such as MERA.
VI. RIEMANNIAN OPTIMIZATION IN QUANTUM MECHANICS: TOY PROBLEMS
Here we consider two illustrative examples of application of Riemannian optimization to simple quantum mechanical
problems. The first toy problem emulates numerical renormalization procedure (dimensionality reduction) [65], which
is frequently used to study many-body quantum systems. Let us consider a randomly generated Hamiltonian matrix
H of size n× n. One can renormalize this Hamiltonian matrix in the following sense H → Hr = V †HV , where V is
some isometric matrix of size n ×m, m < n, thus V is an element of the Stiefel manifold. Let us assume that we
want to preserve the low energy part of the Hamiltonian spectrum after renormalization. Isometric matrix V , that
satisfies this requirements, can be found by solving the following optimization problem
L(V ) = Tr
(
V †HV
)→ min
V ∈Vn,m
. (12)
Note, that minimal value of L(V ) is known and equal to
∑m
i=1 λi, where {λi}ni=1 are sorted in the ascending order
eigenvalues of a Hamiltonian H. The exact minimal value of L can be used to evaluate the performance of an
optimization algorithm. In this section we consider small n = 100, what justifies the toy character of the problem.
The dimension of a Hamiltonian after renormalization m = 30. To make the optimization problem challenging for a
first-order Riemannian optimization algorithm, we generate an ill-conditioned Hamiltonian matrix. The easy way to
generate a random ill-conditioned Hamiltonian is to separately generate random ill-conditioned spectrum λi = exp(i),
where i is a sample from the uniform distribution on the segment [−2, 2], and separately generate random eigenbasis
by using QR decomposition of a random matrix. An ill-conditioned spectrum {λ}ni=1 has eigenvalues of different scales
what makes optimization problem difficult for the naive Riemannian gradient descent. We also shift a Hamiltonian
in the following way H → H − λmaxI, where λmax is the biggest eigenvalue of H and I is the identity matrix. This
shift does not affect a process of Riemannian optimization but allows the comparison of Riemannian optimization
techniques with the entanglement renormalization optimization algorithm that requires a Hamiltonian to be negatively
defined (see Appendix B). We tested several first-order Riemannian optimizers, including the Riemannian gradient
descent, the Riemannian gradient descent with momentum, Riemannian Adam, Riemannian AMSGrad and the
optimizer which is used for optimization of MERA on the given illustrative examples. We considered Euclidean
metric on the Stiefel manifold and two types of retraction on the Stiefel manifold: Cayley retraction and projection-
like SVD based retraction. The comparison of all the optimizers is represented in Fig.(1). One can see, that the
optimizer which is used for optimization of MERA has worse performance than Riemannian Adam, Riemannian
AMSGrad and the Riemannian gradient descent with momentum algorithms, what looks promising for applying of
Riemannian optimization to Entanglement renormalization. Since the spectrum of a Hamiltonian is ill-conditioned it
is impossible to pick a large optimization step size for standard Riemannian gradient descent, this is the reason why
other optimization methods dramatically outperform standard Riemannian gradient descent.
To address the performance of Riemannian optimization on the manifold of positive-definite matrices Sn++, we use
the second toy problem. The problem is to find the ground state of a random Hamiltonain H in the form of a density
matrix. We generate random Hamiltonian H of size n×n, n = 100 in the following way: at first we generate random
spectrum of a Hamiltonian λi = i, where i is a sample from uniform distribution on the segment [−3, 3], then we
generated random eigenbasis of a Hamiltonaian by using QR decomposition of a random matrix. The ground state
of a Hamiltonian can be found by solving the following optimization problem
Tr (HS)
Tr (S)
→ min
S∈Sn++
, (13)
here ρ = STrS is a density matrix. Note, that the exact value of the ground state energy Eg can be used to evaluate
the performance of an optimization algorithm. Since the ground state of a Hamiltonian is a rank-one matrix, it lies in
the boundary of a positive-definite cone. Thus, the optimization problem is challenging for Riemannian optimization
algorithms on Sn++. We have tested several Riemannian optimizers including the Riemannian gradient descent, the
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FIG. 1: The dependence between Tr
(
V †HV
)−∑mi=1 λi and a number of iteration. Optimization step size of the Riemannian
gradient descent is η = 0.003 (the highest possible), of the Riemannian gradient descent with momentum η = 0.2 and of
Riemannian Adam and Riemannian AMSGrad η = 0.3.
Riemannian gradient descent with momentum, Riemannian Adam and Riemannian AMSGrad on Sn++ manifold with
Log-Cholesky metric and Log-Euclidean metric. The comparison of Riemannian optimization algorithms is represented
in Fig.(2). One can see, that despite the optimal point lies in the boundary of a positive-definite cone, optimization
can be performed efficiently. The code for both toy problems is available in [1].
VII. RIEMANNIAN OPTIMIZATION FOR ENTANGLEMENT RENORMALIZATION
A. Entanglement renormalization
Tensor networks based techniques have proven their efficiency in solving different challenging problems of quantum
physics. They are useful not only for analysis of many-body quantum systems [73–75] but also for analysis of non-
Markovian quantum dynamics [76, 77] and for benchmarking quantum circuits [78]. In some cases, it is beneficial to
impose specific constraints on sub-tensors of a tensor network. Here we consider multi-scale entanglement renormal-
ization ansatz that requires its sub-tensors to be isometric. Entanglement renormalization [59, 64–66] is a powerful
technique for analysis of many-body quantum systems. To introduce the notion of entanglement renormalization, one
can consider a linear isometric mapping Z such that:
Z : V⊗N →W⊗L, (14)
where N and L are numbers of particles forming input and output Hilbert spaces respectively, V and W are one
particle Hilbert spaces with dimensions dim(V ) = χ1 and dim(W ) = χ2. Such a linear isometric mapping is used for
dimensionality reduction of quantum systems. The isometric property states that Z keeps scalar product between
two vectors from Ker(Z)⊥ the same after mapping them to a space W⊗L, where Ker(Z) denotes the kernel of Z and
⊥ denotes an orthogonal complement. From the physics point of view, it means that Z cuts off only a relevant part
of a Hilbert space, keeping all the physical properties of this part the same, i.e., renormalizes a Hilbert space. In a
fixed basis, a linear isometric mapping takes form of a matrix Z such that:
ZZ† = I, Z†Z = P, (15)
where I is the identity matrix and P is a projection matrix. Since we consider a linear isometric mapping which maps
V⊗N to W⊗L, the more natural way of representing linear isometric mapping is in terms of a tensor with N input
70 500 1000 1500 2000 2500 3000
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100
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momentum GD Log − Euclidean metric
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AMSGrad Log − Euclidean metric
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FIG. 2: The dependence between ∆E = Tr(HS)
Tr(S)
−Eg and a number of iteration. The optimization step size for all optimization
methods is η = 0.5.
and L output indices
Zj1, . . . , jL︸ ︷︷ ︸
output
,i1, . . . , iN︸ ︷︷ ︸
input
, (16)
where each ith index takes χ1 different values and each jth index takes χ2 different values. The total number of
elements forming a tensor is χN1 χ
L
2 . A linear isometric mapping is a very natural representation of a real-space
renormalization group. However it is impossible to apply such a mapping to a quantum many-body systems with
any reasonable number of particles as it is, because dimensionality χN1 χ
L
2 of a Z tensor increases exponentially with
a number of particles. To overcome this difficulty one can factorize Z tensor into a special tensor network which is
formed from local isometric and unitary tensors. This tensor network contains two types of sub-matrices (building
blocks), which are called disentanglers and isometries. Each disentangler u is a unitary gate, represented by a tensor
with two input and two output indices:
u : V⊗2 → V⊗2, u†u = uu† = I, (17)
where I is the identity matrix. Each isometry z has three input and one output indices and satisfies the isometric
property:
z : V⊗3 →W, zz† = I, z†z = P, (18)
where P is a projector. In order not to confuse a reader, we emphasize that z is a building block of Z. One can
represent u and z by using the tensor diagram notation [74] Fig.(3). To form the tensor network from the building
blocks one needs to connect blocks together as it is shown in Fig.(4). The obtained tensor network Z has the following
obvious property
Z : V⊗N →W⊗N/3, ZZ† = I. (19)
Tensor network Z is called entaglement renormalization layer (ER layer). It is also possible to combine several ER
layers into one construction as it is shown in Fig.(5). This combination is called ternary MERA [65]. There exist also
binary and modified binary MERA [79].
8FIG. 3: The diagrammatic representation of disentanglers and isometries.
FIG. 4: The diagrammatic representation of the one entanglement renormalization layer. An arrow marks the connection
between apart edges.
B. Renormalization of a local Hamiltonain
One can apply MERA to reduce the dimensionality of a local many-body Hamiltonian. As an example we consider
the local Hamiltonian of a spin chain with periodic boundary conditions H(0) = h
(0)
N,1 +
∑N−1
i=1 h
(0)
i,i+1, where N is a
number of spins, h
(0)
i,i+1 is a local term acting on two neighboring sites number i and i + 1, upper index marks order
of renormalization (0 for initial Hamiltonian, 1 for Hamiltonian after one renormalization layer etc.). Applying a ER
layer to a Hamiltonian one obtains a renormalized Hamiltonian:
H(1) = Z†H(0)Z. (20)
The diagrammatic representation of a local Hamiltonian and a local Hamiltonian after renormalization are given
in Fig.(6). Due to the isometric and unitary properties of local gates (see Fig.(3)), a renormalized Hamiltonian
remarkably breaks up into the sum of local terms H(n) = h
(n)
N/3n,1 +
∑(N−1)/3n
i=1 h
(n)
i,i+1. Thus, one can define an
ascending super operator A(n) which transforms local term of a n–times renormalized Hamiltonian to a local term of
FIG. 5: The diagrammatic representation of multi-scale entanglement renormalization ansatz M consisting from three entan-
glement renormalization layers Z1, Z2 and Z3.
9FIG. 6: a) The diagrammatic representation of a local Hamiltonian of a spin chain. b) The diagrammatic representation of a
renormalized local Hamiltonian of a spin chain.
FIG. 7: The renormalization of a local term by using an ascending super operator.
(n+ 1)–times renormalized one:
h
(n+1)
i,i+1 = A
(n)
(
h
(n)
i,i+1
)
. (21)
The diagrammatic representation of an ascending super operator is shown in Fig.(7). Using a sequence of renor-
malizations H(0) → H(1) → · · · → H(n) one can obtain a numerically tractable Hamiltonian. However, an arbitrary
renormalization scheme does not lead to a meaningful result. A renormalization scheme should be optimized for a
particular purpose. Let us consider a spin chain of size N = 2 ·3n, where n is an integer value. After n renormalization
layers, Hamiltonian of a spin chain takes the following form:
H(n) = h
(n)
1,2 + h
(n)
2,1 . (22)
The ground state energy of a spin chain can be found by solving of the following optimization problem:
Eg = min|φ〉,{u,z}
〈φ|H(n) |φ〉 , (23)
where |φ〉 is a trial state in a renormalizaed Hilbert space, {u, z} is the set of all disentanglers and isometries. All
elements of the set {u, z} and a trial state |φ〉 are elements of the complex Stiefel manifold, thus, one can use the
Riemannian optimization technique to solve the optimization problem Eq.(23).
C. Numerical experiments
To verify the scheme from VII B we consider the one-dimensional Ising model in a transverse magnetic field (TFI
model) with periodic boundary conditions. The Hamiltonian of the system reads:
H = σzNσ
z
1 +
N−1∑
i=1
σzi σ
z
i+1 + hx
N∑
i=1
σxi , (24)
10
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FIG. 8: The difference between the exact value of ground state energy and a ground state energy obtained by using entanglement
renormalization. The energy difference decays with a number of iteration up to 3 · 10−5.
where hx is an external magnetic field directed along the x axis, σ
z
i and σ
x
i are Pauli matrices acting on a spin
number i. The model experiences a quantum phase transition for hx = 1 in the thermodynamic limit (N → ∞). A
quantum phase transition is the most challenging regime for a numerical simulation, however, it is known that MERA
surpasses this difficulty successfully [80]. In our numerical experiment we consider the TFI model with 2 · 35 = 486
spins. We use TensorNetwork library [81, 82] to design ascending superoperators. We apply 5 renormalization layers
to the Hamiltonian Eq.(24) and optimize the variational energy Eg using Riemannian Adam optimizer on the Stiefel
manifold. To calculate the gradient of a variational energy we use the automatic differentiation. We perform 10000
optimization steps with an exponential decaying optimization step size from 0.5 to 0.03. Since the exact value of the
ground state energy is known, one can compare the exact ground state energy with the ground state energy obtained
by using entanglement renormalization. The result of the comparison is shown in Fig.(8). The dimension of site
Hilbert space varies from layer to layer. Usually one site Hilbert space dimension is bounded from above by some
χmax. The greater χmax is, the higher accuracy one can achieve. We picked χmax = 4, which allows achieving 5 digits
of accuracy as it is seen in Fig.(8). The code is available in [1].
It is also possible to calculate low energy excited states by using MERA. It can by done by minimizing the following
cost function
Tr
(
H(n)
)
→ min, (25)
here we minimize trace of a renormalized Hamiltonian in order to resolve only lowest eigenvalues of a Hamiltonian.
Then we can diagonalize a renormalized Hamiltonian and get the low lying spectrum. As an illustrative example we
calculate the energy gap between the first excited state and the ground state of the TFI Hamiltonian for different
values of a magnetic field. The dependence between the energy gap and the value of an external magnetic field is
represented in Fig.(9). One can see, that the model has a zero gap for hx < 1 and a linearly growing gap for hx ≥ 1,
which entirely agreed with the exact solution. The transition from a zero energy gap to a non-zero energy gap is the
evidence of the quantum phase transition.
D. Advantages of the Riemannian optimization over the conventional approach to MERA optimization
We emphasize the two main advantages of the Riemannian optimization approach to the Entanglement renormal-
ization. First, Riemannian optimization for Entanglement renormalization is very easy to implement in comparison
with the conventional optimization approach. For example, it can be done by using our library (see example in [1]).
Second, the Riemannian optimization is very general and can be applied to Entanglement renormalization in different
settings, not only for investigating the low lying spectrum of a local Hamiltonian. One can even make MERA part
of a neural network and use the Riemannian optimization to optimize them. These advantages of the Riemannian
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FIG. 9: The dependence between the energy gap and external magnetic field for TFI model.
optimization may give rise to new methods in quantum mechanics and machine learning, based on the Entanglement
renormalization.
VIII. RIEMANNIAN OPTIMIZATION FOR QUANTUM CONTROL
In this section, we discuss different scenarios of a Riemannian optimization application to quantum control tasks
[51, 83, 84]. Possible applications of Riemannian optimization to quantum control are not restricted only by the set
of examples from this section, here we present only the most transparent and illustrative tasks. For each task, we
calculate a gradient of cost function by using automatic differentiation.
As the first problem, we consider a problem of a maximally entangled state preparation by using two-qubit gates
placed in the checkerboard order. We assume that initially we have N qubits in a following state |ψin〉 = |e〉 ⊗
|e〉 ⊗ · · · ⊗ |e〉. Then we sequentially apply unitary transformations (unitary layers) consisting of two-qubit gates
|ψout〉 = UM . . . U2U1 |ψin〉, as it shown in Fig.(10). The state of the system after application of a control sequence
is |ψout〉. We split the system after a control sequence into two sub-systems with density matrices %Lout and %Rout as
it shown in Fig.(10). We require parts of the system to be maximally entangled. One can fulfill the requirement by
solving the following optimization problem
S2 = − log
([
%Lout
]2)
= − log
([
%Rout
]2)→ max
U1,...,UM∈V4,4
, (26)
where S2 is second order Re´nyi entanglement entropy. Note, that the maximal possible entanglement entropy is
Smax2 = log(min(N
L, NR)), where NL and NR are numbers of qubits in the left and the right subsystems. We solve
this optimization problem by using Riemannian AMSGrad optimizer on the Stiefel manifold with the optimization
step size η = 0.1. We consider the system consisting of N = 11 qubits and apply m = 6 unitary layers (the minimum
necessary number of layers to achieve the maximal entanglement entropy) as it is shown in Fig.(10). To address
the performance of the optimization process we plot how ∆S = Smax2 − S2 evolves with a number of Riemannian
AMSGrad iteration, where S2 is a current entanglement entropy. The dependence is represented in Fig.(11). One can
see that Riemannian AMSGrad successfully solves the problem.
The second problem we consider is closely related to the previous one. The goal is to prepare a desirable quantum
state of several qubits by using a quantum program, i.e., alternating CNOT gates and local (one qubit) unitary gates.
The initial state of the system is |ψin〉 = |e〉 ⊗ |e〉 ⊗ · · · ⊗ |e〉, a number of qubits is N . One needs to make the output
state |ψout〉 as close as it possible to a desirable state |ψtrue〉. It can be done by solving the following optimization
problem
|〈ψtrue|ψout〉| → max{ui}MNi=1 ,ui∈V2,2
, (27)
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FIG. 10: Tensor diagram shows how the initial state of the qubits chain evolves towards the desired maximally entangled state
under the action of a control sequence. Each rectangular block marks a unitary gate, which can be tuned by Riemannian
optimization techniques.
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FIG. 11: The dependence between ∆S and a number of Riemannian AMSGrad iterations.
where {ui}MNi=1 is the set of local unitary gates, M is a number of unitary layers alternating with CNOT gates. The
tensor diagram of the quantum program is represented in Fig.(12). We consider N = 4 and M = 4. The final desirable
state |ψtrue〉 is randomly generated. We solve optimization problem (27) by using Riemannian Adam optimizer on the
Stiefel manifold with the optimization step size η = 0.05. The dependence between 1 − |〈ψtrue|ψout〉| and a number
of Riemannian Adam iterations is shown in Fig.(13). One can see that a desirable state can be achieved with high
precision.
The last problem we consider is the problem of a unitary gate decomposition. The goal is to decompose an arbitrary
unitary gate into alternating CNOT gates and one qubit gates. We consider a randomly generated two-qubit gate
Utrue and decompose it as shown in the tensor diagram Fig.(14). This problem can be solved by minimizing of the
square of Frobenius distance between the desirable gate Utrue and its current decomposition Ulearned
‖Utrue − Ulearned‖2F → min{ui}16i=1,ui∈V2,2
, (28)
where {ui}16i=1 is the set of all one qubit gates. The dependence between the square of Frobenius distance and a
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FIG. 12: Tensor diagram shows how the initial state transforms under the action of the quantum program. Each square block
marks a unitary gate, which can be tuned by Riemannian optimization techniques.
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FIG. 13: The dependence between 1−|〈ψtrue|ψout〉| (the closer to zero, the better) and a number of Riemannian Adam iteration.
number of iteration is shown in Fig.(15). The optimization is performed by using Riemannian AMSGrad optimizer
on the Stiefel manifold with the optimization step size η = 0.2. One can see, that the Riemannian optimization
successfully solves the problem of a gate decomposition.
The code for all three problems is available in [1].
FIG. 14: Tensor diagram for the gate decomposition problem.
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FIG. 15: The dependence between square Frobenius distance (see Eq.(28)) and a number of iteration for the gate decomposition
problem.
IX. RIEMANNIAN OPTIMIZATION FOR QUANTUM STATE TOMOGRAPHY
In the present section we use the Riemannian optimization to perform a quantum state tomography [45]. A
numerical experiment consists of two stages. In the first stage, we simulate measurement outcomes over few qubits.
We use the tetrahedral positive operator valued measure (POVM) to perform measurements simulation over a one
qubit. The tetrahedral POVM Mtetra reads
Mtetra = {Mαtetra}4α=1, Mαtetra =
1
4
(I + sασ) , α ∈ (0, 1, 2, 3), σ = (σx, σy, σz) ,
s0 = (0, 0, 1), s1 =
(
2
√
2
3
, 0,−1
3
)
, s2 =
(
−
√
2
3
,
√
2
3
,−1
3
)
, s3 =
(
−
√
2
3
,−
√
2
3
,−1
3
)
, (29)
where σ = (σx, σy, σz) is the set of Pauli matrices. To define a many-qubits tetrahedral POVM we simply take tensor
product of one-qubit POVM elements
Mα1,...,αNtetra = {Mα1tetra ⊗ · · · ⊗MαNtetra}4α1,...,αN=1, (30)
where N is the number of qubits. We generate a random density matrix of N qubits %true, which takes role of
an unknown quantum state, and then simulate measurement outcomes by using many-qubit tetrahedral POVM.
According to the Born’s rule the probability of having a particular outcome reads
Pα1,...,αN = Tr (%trueM
α1,...,αN
tetra ) . (31)
One can sample from a discrete probability mass function Pα1,...,αN a set of measurement outcomes {αi1, . . . αiN}Ki=1,
where a particular set of integer numbers (indices) {αi1 . . . αNi } enumerates a many-qubit POVM element came true,
K is a number of performed measurements. We sampled a set of measurement outcomes of size 100 000 for 1, 2, 3,
and 4 qubits state.
In the second stage we use a set of measurement outcomes to reconstruct the unknown density matrix %. The
reconstruction procedure can be done by maximizing of the logarithmic likelihood function
K∑
i=1
logP (αi1 . . . α
i
N |%) =
K∑
i=1
log Tr
(
M
αi1,...,α
i
N
tetra
S
TrS
)
→ max
S∈S2n++
, (32)
here the reconstructed density matrix takes form % = STrS . We perform this optimization by using Riemannian
Adam optimizer on S++ manifold with the optimization step size η = 0.3. We calculate gradient of the logarithmic
likelihood by using the automatic differentiation. To address the performance of the Riemannian optimization based
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FIG. 16: Trace distance between the current state and the unknown quantum state decreases with a number of iterations. The
reconstruction error varies from approximately 0.3% to 10% depending on the size of a system. The quality of the reconstruction
can be improved by using a bigger set of measurement outcomes.
quantum tomography we plot the dependence between trace distance 12‖∆%‖1 = 12Tr
√
(%true − %)†(%true − %) showing
how far current state lies from the unknown state, and a number of iteration Fig.(16). One can see, that Riemannian
optimization on S++ successfully reconstructs an unknown quantum state.
X. CONCLUSIONS
We proposed using the Riemannian optimization for solving a wide variety of quantum technologies problems,
including analysis of many-body quantum systems, quantum control problems, and quantum state tomography. We
showed that the Riemannian optimization successfully solves these problems and the combination of the automatic
differentiation and the Riemannian optimization is easy to use. Application of the Riemannian optimization to
quantum mechanics is not restricted by the set of examples from this paper. One can combine different ideas and
architectures like it is done in deep learning. It is also possible to apply the Riemannian optimization to quantum
inspired machine learning algorithms [85]. We also found that the Riemannian optimization techniques on the Stiefel
manifold can be more efficient than the optimization algorithm that is used for entanglement renormalization (see
Fig.(1)). In addition we provide the package written on top of TensorFlow giving the toolbox for the Riemannian
optimization in quantum mechanics and quantum information theory.
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Appendix A: Riemannian optimization on S++
In fact, there are multiple ways to define Riemannian metric on positive-definite cone. An overall performance
of an optimization algorithm may depend on the choice of Riemannian metric. In this section we describe the
two approaches that we used in our simulations: log-Cholesky and log-Euclidean metrics. In both cases, we
select a manifold M together with a smooth diffeomorphism F : M → S++ and transfer a riemannian metric in
M along the diffeomorphism F . Log-Cholesky and log-Euclidean metrics allow us to calculate exponential maps
and parallel transports in a numerically efficient way, and one can use them instead of retractions and vector transports.
Remark. We always denote P˜ an object in the tangent bundle TM that corresponds to an object P in the
original tangent bundle T S++. For example, for a positive-definite matrix S ∈ S++ we will denote S˜ = F−1(S) its
pre-image in M. Analogously, for a tangent vector W ∈ TSS++ we denote W˜ the corresponding tangent vector in
TS˜M, which is connected with W via the differential DS˜F : TS˜M → TSS++. The same notation we will use for
other objects such as exponential maps, etc.
To construct both metrics we follow the same scheme:
• Select a manifold M together with a smooth diffeomorphism F :M→ S++ (we consider the cases M = S and
M = L – sets of symmetric and lower-triangular Cholesky matrices correspondingly).
• Calculate differentials DS˜F : TS˜M→ TSS++ and DSF−1 : TSS++ → TS˜M.
• Define a Riemannian metric g˜S˜(W˜ , V˜ ) onM and establish an exponential map E˜xpS˜(W˜ ), and a parallel trans-
port of a vector along a geodesic τ˜
S˜,W˜
(Q˜), where Q˜ is a vector to be transported, S˜ ∈ M, W˜ is a direction
vector.
• Push forward all these to S++ along F . This means that a Riemannian metric gS on S++ is defined as follows:
gS(W,V ) = g˜F−1(S)(DSF
−1(W ), DSF−1(V )) = g˜S˜(W˜ , V˜ ).
We do the same for exponential maps:
ExpS(W ) = F (E˜xpF−1(S)(DSF
−1(W ))),
and parallel transport
τS,W (Q) = DE˜xpF−1(S)(DSF−1(W ))
F
(
τ˜F−1(S),DSF−1(W )(DSF
−1(Q))
)
.
1. Log-Cholesky Riemannian Metric
In this section we follow the recent paper [69]. Here, we will provide the core results, while proofs may be found in
the original paper. In this case, a manifoldM is the space of lower triangular matrices with real and positive diagonal
elements,
F (S˜) = S˜S˜† ∈ S++
and F−1(S) is the Cholesky decomposition of a matrix S ∈ S++.
Remark. For reader’s convenience, here we use the following notation: by (X) 1
2
we denote the left-triangular part
of a matrix X with diagonal elements halved. We denote the Cholesky decomposition of a matrix S by S˜ = F−1(S).
We put bXc for the strictly lower-triangular part of a matrix X and D(X) for it’s diagonal part (so that we have
X = bXc+ D(X) for a lower-triangular matrix).
First, we calculate differentials:
DS˜F (W˜ ) = S˜W˜
† + W˜ S˜†,
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DSF
−1(W ) = S˜
(
S˜−1WS˜−†
)
1
2
.
The next step is to define all the objects on the space M of Cholesky matrices. Following [69], we equip M with
the following Riemannian metric:
g˜S˜(W˜ , V˜ ) = 〈bW˜ c, bV˜ c〉F + 〈D(S˜)−1D(W˜ ),D(S˜)−1D(V˜ )〉F ,
where 〈·, ·〉F is the Frobenius inner product. Exponential map and parallel transport are of the following form:
E˜xpS˜(W˜ ) = bS˜c+ bW˜ c+ D(S˜) exp
(
D(W˜ )D(S˜)−1
)
,
τ˜
S˜,W˜
(Q˜) = bQ˜c+ D(E˜xpS˜(W˜ ))D(S˜)−1D(Q˜).
We finish by pushing all these forward along the mapping F (S˜) = S˜S˜†.
2. Log-Euclidean Riemannian Metric
This metric was also known in community [70, 86]. The idea behind this metric is quite natural – let us consider
the exponential map between spaces of symmetric and positive definite symmetric matrices: exp : S → S++. This
means that in this case M = S and F is the matrix exponentiation, while F−1 is the matrix logarithmic map.
Remark. The only non-trivial part of this section is to calculate differentials. Let us consider a curve ρ(t) ∈ S++
and the corresponding curve H(t) ∈ S, so that ρ(t) = exp (H(t)) = lim
δ→0
(I + δH(t))1/δ. Now we express the tangent
vector:
dρ(t)
dt
= lim
δ→0
1/δ∑
i=1
δ(I + δH(t))i
dH(t)
dt
(I + δH(t))1/δ−i−δ =
1∫
0
dτ exp (τH(t))
dH(t)
dt
exp ((1− τ)H(t)) =
n∑
i=1,j=1
1∫
0
exp (τλi)eie
†
i
dH(t)
dt
eje
†
j exp ((1− τ)λj),
where dim (ρ(t)) = n, {ei}ni is the set of eigenvectors of H(t) and {λi}ni=1 is the set of eigenvalues of H(t). Now we
denote the integral over τ by fij :
fij =
1∫
0
exp (τ(λi − λj) + λj)dτ
In fact, fij =
exp (λi)−exp (λj)
λi−λj if i 6= j and expλj otherwise. The derived connection between
dρ(t)
dt and
dH(t)
dt
dρ(t)
dt
=
n∑
i=1,j=1
fijeie
†
i
dH(t)
dt
eje
†
j
is the precisely differential. One can simplify the expression above and turn back to the index free notations:
DS˜F (W˜ ) = U
(
f ◦ (U†W˜U)
)
U†,
DSF
−1(W ) = U
(
f−1 ◦ (U†WU))U†,
where U is the unitary matrix formed from eigenvectors {ei}ni=1, ◦ denotes the Hadamard product. Then we equip the
manifold S with the standard metric g˜S˜(W˜ , V˜ ) = Tr(W˜
†V˜ ), thus exponential map and parallel transport are trivial.
Finally, we pushforward all these along exp : S→ S++ using the formulas for differentials, as it was described in the
beginning.
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Appendix B: Conventional MERA optimization algorithm
In the main text we compare performance of different Riemannian optimization algorithms on the Stiefel manifold
with MERA optimization algorithm (see Fig.(1)). Here we discuss in detail the MERA optimization algorithm, which
is the main approach to the entanglement renormalization [65, 66]. For simplicity, we consider real-valued matrices,
but generalization on complex-valued matrices is straightforward. The simplest version of this algorithm solves the
following problem
E(ω) = Tr (Γω)→ min
ω∈Vn,m
, (B1)
where ω is a matrix of size n×m, m ≤ n and ω is a point from the Stiefel manifold Vn,m, i.e. an isometric matrix, Γ
is an arbitrary matrix of size m× n. This problem can be solved exactly, and the optimal ω reads
ωopt = −WUT , (B2)
where U and W are matrices in the singular value decomposition of Γ, Γ = UΛWT . Note, that E(ωopt) = −
∑m
i=1 λi,
where {λi}mi=1 is the set of singular values of Γ. To convince yourselves in the veracity of this statement, let us show
that the projection of the gradient of E(ω), ∇E(ω) = ΓT , on the tangent space TωoptVn,m is equal to zero. The
projection takes the following form [57]
piωopt
(
ΓT
)
=
1
2
ωopt
(
ωToptΓ
T − Γωopt
)
+
(
I − ωoptωTopt
)
ΓT =
1
2
WUT
(
UWTWΛUT − UΛWTWUT )+ (I −WUTUWT )WΛUT =
1
2
WUT
(
UΛUT − UΛUT )+ (WΛUT −WΛUT ) = 0, (B3)
the same holds if we replace ωopt to −ωopt. Therefore, for ω = ±WUT one has the zero projection of the gradient of
E(ω) on the tangent space. Let us consider the simplest example when m = 1 and n = 2. In this case, the Stiefel
manifold is the unit circle. The optimal point ωopt lies on the circle where gradient is orthogonal to a tangent line, as
it shown in Fig.(17).
1 0 1
1
0
1
FIG. 17: The procedure of minimization of Eq.(B1). The contour plot shows levels of E(ω), the vector field shows ∇E(ω).
Regardless of the starting point, ωopt is placed where ∇E(ω) orthogonal to the tangent line.
One can generalize this algorithm on an arbitrary function F (ω). The generalized algorithm is performed by
iterating the following three steps
Gt+1 = ∇F (ωt), (Compute the gradient)
Wt+1Λt+1U
T
t+1 = Gt+1, (Compute the singular value decomposition of the gradient)
ωt+1 = −Wt+1UTt+1, (Compute the new isometric matrix) (B4)
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this procedure is repeated until convergence. This algorithm can be seen as a first-order optimization algorithm,
because it uses the information about gradient. This algorithm converges to the optimal point only for a very
restricted set of problems. For example, in practice, this algorithm converges to the minimum of a negative definite
quadratic form, which allows using this algorithm for the entanglement renormalization. To gain the intuition about
this algorithm, we explore its behavior while optimizing of quadratic form for m = 1 and n = 2, see Fig.(18). One
can see that in each case algorithm tends to the point with maximal absolute value. If a quadratic form is negative
definite, then the algorithm converges to its minimal value.
a)
b)
c)
d)
FIG. 18: The convergence of MERA optimization algorithm for a quadratic form F (ω) = ωTHω, where eigenvalues of H: a)
λ1 = −1 and λ2 = −2, b) λ1 = 1 and λ2 = 2, c) λ1 = −1 and λ2 = 2, d) λ1 = 1 and λ2 = −2. Blue arrows mark limit points.
