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Abstract 
The goal of this paper is to present a fast matching method between three-dimensional volume and two-dimensional 
image. The new method is based on a hybrid similarity measure taking consideration of the boundary/edge, as well as 
image intensity, thus can be seen as some combination of the geometry-based and intensity-based method.  In 
addition, it is suitable for parallel computation, and the performance is accelerated by multi-core processors through 
the use of multiple threads. The results demonstrate that the proposed method has good balance between accuracy 
and speed, and has potential for the image guided surgery.  
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1. Introduction 
In the last decade, different 3D–2D matching (also known as image registration) methods have been 
proposed, which can be roughly divided into geometry-based [1]–[5], and intensity-based [6]–[9]. 
A geometry-based 3D-2D matching tries to find such a transformation between images which 
minimizes the spatial distance between positions of corresponding geometrical features that have 
previously been extracted from both, the preoperative and intraoperative images. The nature of segmented 
geometrical features may be extrinsic, like positions of fiducial markers attached to the patient [10]. 
Fiducial markers are designed in such a way to be able to accurately segment them on images obtained by 
different imaging modalities. The drawback of fiducial markers is that they have to be either rigidly 
attached to the patient’s anatomy, which is usually invasive and inconvenient to the patient. Intrinsic 
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geometrical features may also be points, i.e., distinctive points, or curves and surfaces that model 
anatomical structures [1]–[5]. Matching of surfaces to curves is performed by minimizing the distance 
between the surface model derived from the preoperative image and a set of lines connecting points on the 
intraoperatively segmented contour (curve) with the X-ray source. Accurate automatic segmentation is a 
challenging problem, while manual segmentation is time consuming and depends on the skills of the 
human operator. 
The alternative to geometry-based matching methods are intensity-based 3D-2D matching methods, 
which rely on image information included in image intensities or intensity gradients of pixels and voxels. 
Most of the intensity-based matching methods, designed to register CT images and X-ray images, are 
based on simulated X-ray projection images [11], called digitally reconstructed radiographs (DRRs), 
produced from a CT image. The unknown pose of the CT volume relative to the X-ray image set is 
estimated by optimizing the similarity measure (SM) calculated from a DRR and X-ray image [6]–[9]. 
Since intensity-based matching methods employ intensities as features they are potentially more accurate 
than geometry-based methods. Unfortunately, these methods are slow due to time consuming calculation of 
DRRs. The problem may be reduced to some extent by calculating DRRs containing only structures of 
interest [7] or by implementing a faster DRR generation method [12]–[14]. Nevertheless, by projecting a 
high-quality 3-D image into 2-D, valuable information, needed for accurate and robust matching, may be 
lost.  
In this paper, we present a fast 3D-2D matching method of CT volume to X-Ray image. The new 
method can be seen as some combination of the geometry-based and intensity-based method, so as to 
obtain a fast and robust 3D-2D matching. The proposed method is based on a hybrid similarity measure 
taking consideration of the boundary/edge, as well as image intensity. In addition, the performance is 
accelerated by multi-core processors through the use of multiple threads. 
2. Matching method  
The basic work flow of our 3D-2D matching algorithm is some similar to the intensity-based method. 
On each iterative step, a synthesized 2D image is produced from the 3D data, and matched with the X-Ray 
image using some similarity metric. But we do not calculate the DRR image from the preoperatively 
acquired CT data, which is time consuming. Instead, we do image segmentation for the 3D CT before the 
matching, then, generate a projected mask image of the boundary of segmented volume of object very fast 
on each iterative step. This is like the geometry-based method of using object surface for matching. But we 
do not reconstruct the explicit surface. Instead, we directly project the boundary voxels to generate the 
mask image. In such a way, we can use not only the boundary/edge information, but also the image 
intensity data of the X-Ray image. An optimizer is used to find the optimum parameters that 
maximize/minimize the metric used to measure similarity/dissimilarity. The output parameters of the 
optimizer are used to update the pose of the 3D volume. 
2.1. Prepare Matching 
The first step of the protocol is the 3D segmentation of the CT data set, which is carried out in our 
surgical simulation system using a combination of techniques including thresholding, flood filling, as well 
as manual painting for the extraction of object structures. As the CT data is acquired preoperatively, we 
can process the segmentation before matching carefully and generate high quality segmentation result, 
such as shown in Fig. 1. Note that the reconstructed surface is just for illustration purpose, we actually do 
not use the surface in the matching. Instead, we use directly the boundaries implicitly defined by the 
segmented volume, called as volume mask, which is generated by a 3D Erode operation with kernel size 
set as 3, followed by a Boolean minus operation. The reduced amount of segmented data is about 85% by 
removing the internal segmented voxels. 
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Fig. 1 3D segmentation result. 
Another thing needs to do before matching is the C-arm geometry setup, as the 3D-2D algorithm 
estimates the 3D pose parameters of the 3D CT with respect to the virtual camera, such that the projected 
mask images are registered with the C-arm X-Ray images of the patient. This assumes that the intrinsic 
parameters of the C-arm are known for the viewpoint. 
A C-arm x-ray system consists of an x-ray source and detector assembly that is able to rotate on a 
semicircular (C-shaped) railing. The C-shaped arm can also be tilted as well as translated. One can 
mathematically model the C-arm as a pin-hole projector [15], mapping points in the 3D space to points in 
the image, according to rays cast from the source. The mapping between the object point (x, y, z) in a 
world coordinate system to the corresponding image point (u, v) is given by Eq. (1), where P is a 3 4 
projection matrix. As shown in Eq. (2), the projection matrix is the product of a 3 3 upper triangular 
matrix, with five intrinsic parameters and a 3 4 extrinsic transformation matrix that captures the rigid 
body motion of the C-arm and the object. 
In Eq. (2), the six parameter 3D rigid motion is defined by a 3 3 rotation matrix R (with three degrees 
of freedom , ,x y z ), and the three translations , ,x y zt t t . We use a C-arm system that has been 
precalibrated as described in the literature [15], whose calibration is of submillimeter accuracy. Therefore, 
we can calculate the intrinsic parameters as well as the parameters for positioning the C-arm for each view. 
The known intrinsic parameters are used in a projective camera model and we position the simulated 
camera using the C-arm positioning geometry. 
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2.2 Matching Calculation 
As discussed before, our 3D-2D algorithm estimates the 3D pose parameters of the 3D CT with respect 
to the virtual camera, such that the projected mask images are registered with the C-arm X-Ray images of 
the patient.  For each iterative step, the most important things are: 1) generate synthesized 2D images form 
3D data to be compared with the X-Ray images; 2) provide some metric used to measure the similarity. 
 
Fig. 2 Two projected 2D mask images from different view points. 
 For the synthesized 2D image, we do not calculate the DRR image from CT data, which is time 
consuming. Instead, we do image segmentation before the matching, then, generate a projected mask 
image of the boundary of segmented volume of object. In more detail, we build a list of the boundary 
voxels of the segmented volume. Each element records their current coordinates in the world system. Then, 
given a simulated camera view point, each voxel coordinate is multiplied by the projection matrix as eq. (1) 
to produce a 2D coordinate on the simulated image plane. The float 2D coordinate is further rounded to the 
nearest integer, to form a foreground binary pixel of the synthesized 2D image. When all boundary voxels 
are projected, these integer coordinate positions with no projected element are used as background pixels.  
Fig. 2 shows two projected 2D mask images from different view points. We can see that although no 
complicated interpolation scheme is used, the internal regions of the mask images are almost perfectly full 
filled, from which the boundary edges can be extracted robustly. Note that we also record a list to save the 
2D pixel indexes of each foreground pixel, which can be used to accelerate the process of the mask image 
in following step. The average projection time is about 0.07 s. 
For the similarity measure, we provide a hybrid measure metric which combines the boundary/edge 
information, as well as the image intensity data of the X-Ray image. In more detail, the first part of the 
metric function measure the similarity of the boundary/edge of the projected mask image and the X-Ray 
image. Thus, the boundary/edges of the two types of images need to be extracted. For the projected mask 
image, it is very simple and fast. In fact, we only extract the boundary pixels of the mask image, not 
require continuous boundary contour. And one only need to check the neighbor pixels of each foreground 
mask pixel, if there is any background pixel in the neighbors, then this foreground pixel is a boundary pixel. 
In addition, as we have recorded the list to save the 2D pixel indexes of each foreground pixel, those 
background pixels need not to be checked. Thus, this sub-procedure is very fast, and cost about only 0.05 s 
for each projected mask image. 
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Fig. 3 Extracted edges of the X-Ray image of a spine phantom from different views. 
For the X-Ray image, it is more complicated to extract the boundary/edge data, as the object edge in 
some region is very ambiguous, and there are many none interest objects, e.g., some landmarks for X-Ray 
image correct. Fig. 3 shows a 2D fluoroscopic X-Ray image obtained with a clinical 3-D rotational X-ray 
(3DRX) system. To address the problem, we design a modified Canny edge detector together with a 
deletion filter to extract the edge of the X-Ray image, trying to capture the correct edges and remove none 
interest edges. Fig. 3 illustrates the extracted edges of the X-Ray image. For a 512*512 X-Ray image, this 
procedure costs about 0.18 s, while, it is only computed once. 
As the extracted edge for the X-Ray image is not complete and has some out data, we propose to use a 
local match function to compare the boundary/edge information from the projected mask image and the X-
Ray image. For each boundary pixel i of the projected mask image, we search for the nearest edge pixel of 
the X-Ray image. We use a hierarchical spatial data structure to accelerate the search procedure and restrict 
it in a local region of radius R. If there is a valid edge pixel of the X-Ray image, calculate the distance Di 
between it and the boundary pixel of the projected mask image, and add (R- Di) to the metric function of 
the first part, else add 0 to the metric function. Take together, the first part of the metric function is 
1 ( 0)?( ) : 0i i
i maskBoundaryPixel
E R D R D . (3) 
The second part of metric function is to use the image intensity data of the X-Ray image. This is based 
on the observation that the pixel values of interior region of the X-Ray image are obvious different from 
the other region. In more detail, for each foreground pixel of the projected mask image, we take the 
corresponding gray pixel value of the X-Ray image to form the metric function. Consider the characteristic 
of the X-Ray image, the second part of the metric function is 
2 ( 0)?( ) : 0i i
i maskForegroundPixel
E S MAX S ,   (4) 
Where Si is the gray pixel value of the X-Ray image, and MAX is the maximum value of the value type, 
e.g., 255 for BYTE. The condition Si>0 is used to remove the out pixel at the boundary of the X-Ray image 
(the black region). 
Finally, the whole similarity measure metric function is 
1 1 2 2E w E w E ,                           (5) 
where w1 and w2 are weights for relative importance of the corresponding metric parts. It is obvious that 
when the metric function is maximized, the match between the projected mask images and X-Ray image 
is optimum. 
We shall now describe how to find the optimum parameters that maximize the similarity measure 
metric, i.g., design the optimizer. For each iterative step, the output parameters of the optimizer are used to 
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update the pose of the 3D volume. To accelerate the procedure as well as avoid local optima, this paper 
employs the global search together with Powell’s search method. First, global algorithm is used to finds the 
best region in search space, then switches to a Powell’s search to get the global optimum. In this way the 
advantages and the strengths of both methods is taken which enhanced the optimization efficiency, both in 
terms of reliability and speed. Fig. 4 illustrates an example matching result of the final projected mask 
image and the X-Ray image.  
For a common PC with Intel P4 processor 3.0 GHz and 4G RAM, the average converge time using one 
X-Ray image is about 3 s, and the average matching accuracy of location and orientation between CT and 
X-Ray images and are 7.8 mm and 3.3° respectively. When using two X-Ray images from different view 
angles, the average converge time is about 5 s, and the average matching accuracy of location and 
orientation between CT and X-Ray images and are 4.2 mm and 2.1°. 
 
Fig. 4 Matching result of the final projected mask image and the X-Ray image. 
3. Multi-Core Acceleration 
To accelerate the matching performance, we further employ multi-core technology through the use of 
multiple threads. This is based on the observation that the sub-procedures of our matching method are very 
suitable for parallel computation. Fist, the generation of the projected mask image from the boundary of 
segmented volume is processed voxel by voxel independently. Second, the calculation of the similarity 
measure metric is also processed pixel by pixel. Finally, the global search together with Powell’s search 
method also has parallel design [16]. 
Our implementation of multithreading is based on OpenMP, a method of parallelization whereby the 
master "thread" (a series of instructions executed consecutively) "forks" a specified number of slave 
"threads" and a task is divided among them. The threads then run concurrently, with the runtime 
environment allocating threads to different processors. For a PC equipped with a Pentium Core 2 Quad 
processor running at 4 × 2.13 GHz, the multi-core implementation of the matching method is about 3.1 
times faster. 
4. Conclusion 
In this paper, we present a fast 3D-2D image matching method of CT to X-Ray image. The new 
method can be seen as some combination of the geometry-based and intensity-based method, so as to 
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obtain a fast and robust 3D-2D matching. The basic work flow of our 3D-2D matching algorithm is some 
similar to the intensity-based method. But we do not calculate the DRR image from the preoperatively 
acquired CT data, which is time consuming. Instead, we generate the projected mask image, and propose a 
hybrid similarity measure taking consideration of the boundary/edge, as well as image intensity. In addition, 
the performance is accelerated by multi-core processors through the use of multiple threads. The results 
demonstrate that the proposed 3D-2D matching method has good balance between accuracy and speed, and 
has potential for the image guided surgery. 
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