Abstract-A fundamental scheduling problem is to schedule a set of jobs on a set of machines so that as many jobs as possible can be scheduled while respecting the resource constraints on each machine. A further complication in many computer systems is that scheduling decisions must be made on-line, that is, as soon as job arrives it must either be scheduled or rejected. Many practical systems and algorithms schedule jobs in such a way that loads on machines tend to be balanced. However, in case when job requests are highly variable, such scheduling systems do not necessarily result in a good performance. If loads are balanced then when large jobs arrive, there may not be any "holes" large enough to hold them, thereby resulting in increased queueing delays and overall job sojourn times in the system. In this paper, we focus on addressing the job assignment problem in an on-line loss system framework, i.e., when a job arrives, it gets scheduled to a particular machine using a certain scheduling policy or, if there are not enough available resources on any of the machines, the incoming job is lost. This type of scheduling is often called Non-Forced Idle Time Scheduling and includes many common policies, including Best Fit, First Fit and Worst Fit.
I. INTRODUCTION
In order to effectively run jobs on multiple machines, such as a cluster of workstations, it is important to manage the resources well. Jobs must be assigned to machines in an intelligent manner so as to efficiently manage resources, and to leave free resources for jobs that arrive in the future. Poor job assignment results in an inability of machines to provide enough resources to newly arriving jobs, which leads to increased queueing delays and a smaller thoughput. In this paper, we model such a system as a loss system, where jobs are either scheduled or lost. We analyze online scheduling policies that make scheduling decisions based on the current amount of available resources on machines and the size of an incoming job. Each job arrives with a certain processing requirement and it is scheduled as long as there is at least one machine that has sufficient available capacity to satisfy this demand. These type of scheduling policies are known as Non-Forced Idle Time (NFIT) Scheduling. Furthermore, A. Radovanović is with Google, Inc., New York, USA anaradovanovic@google.com C. Stein is with the Industrial Engineering and Operations Research Department, Columbia University, New York, NY 10027, USA cstein@ieor.columbia.edu we assume that requests for resources arrive according to some point process in time. In case a job is scheduled on a machine, it stays in the system for some random amount of time after which it leaves the system and frees the resources that it had used. We evaluate our policies by considering the job loss rate, i.e., the long run proportion of lost jobs due to inability of the system to satisfy their requirements at the moment of their arrivals.
The online M-machine scheduling problem is one of the most widely-studied problems in computer science (see, for example, [13] and references therein). For a more recent survey on on-line scheduling policies an interested reader is refered to [6] . Many variants of this problem have been addressed in both worst-case and average-case frameworks, with many different objectives. Much of the previous work focusses on deterministic settings. In off-line deterministic settings, all job parameters are known in advance, whereas in on-line settings, job parameters are known only when jobs arrive. In the stochastic framework, users of resources arrive according to some random process in time, and stay in the system for unknown, random time. Much of this analysis arose in connection-level models for circuitswitched networks and Internet congestion control, where randomly varying number of flows share links of a network. The analytic approaches mostly focus on estimating fluid and diffusion approximations of various performance variables of interest in specific regimes such as under critically and over loaded (utilized) systems. An interested reader is referred to a more recent work in [12] , as well as one of foundations in [7] and references therein. Many on-line scheduling algorithms tend to balance loads, and there are explicit policies that, in the case where loads on machines get unbalanced, use job migration to keep the system balanced (see [1] and references therein). Our goal in this paper is to show that in the case when job resource requirements exhibit large stochastic variability directly motivated by properties of jobs scheduled in the Google machine clusters, and when the goal is to minimize the probability that a newly arrived job does not find enough available resources on any of the machines to satisfy its requirements, load balancing policies do not necessarily perform better than any of the NFIT scheduling policy.
In this paper we analyze the above described system in the presence of renewal arrivals and random resource requirements. In particular, we assume that the request arrivals follow a compound renewal process, with the corresponding holding times being arbitrarily distributed with finite mean. In addition, we assume that the holding times corresponding to different arrivals are mutually independent and independent of arrival points as well. In order to cope with variability in resource requirements, we assume that jobs belong to two groups, large and small, where small job requests are modeled as truncated subexponential concave random variables and large jobs take a certain fixed, large value. We provide a large deviation analysis to obtain a simple estimate for the asymptotic job loss rate of NFIT scheduling policies when the maximum job requirement, machine sizes and job arrival rates grow large. In particular, we relate the job loss rate to the stationary distribution of the largest jobs in a single machine system with unlimited capacity and a specific constraint on the number of largest jobs it can store. This result is stated in Theorem 1. Due to space limitations of this extended abstract, we omit some of the details of its proof. Furthermore, in Theorem 3, we develop an asymptotic lower bound for the performance (job loss rate) of NFIT scheduling policies and show that it can be reached under certain assumptions on machine capacities and job requirement distributions. A direct implication of our results is the explicit asympotic formula for the performance ratio between the M-machine scheduling system and a large single machine loss system with the same total capacity. One possible and somewhat surprising implication of our results is that they can be used to estimate the stationary distribution for specific cases of circuit switched (loss) networks with renewal arrivals and generally distributed holding times.
II. MODEL DESCRIPTION
Let requests for resources of the same type arrive at time points {τ n , −∞ < n < ∞} that represent a renewal process with rate 0 < λ < ∞, i.e., E[τ n − τ n−1 ] = 1/λ . At each point τ n , B n amount of resources is requested and then scheduled to one of M < ∞ machines. Scheduling decisions are made based on the current system's state, i.e., amount of free resources on each machine, and an incoming job's resource requirement. If the available capacity on each machine is less than B n , this job is lost; otherwise, B n amount of resources will be occupied for a random amount of time θ n , Eθ n < ∞, after which they are released and become available again for future requests. Sequences {B n }, {θ n } of i.i.d. random variables are assumed to be independent of arrival points {τ n } and from each other.
In order to model highly variable, but still bounded, resource requirements of incoming jobs, the main results in this paper hold under certain assumptions on the distribution function of B n . We assume that B n , −∞ < n < ∞, can take either values that do not exceed εC (small size jobs) or value C (maximum job size). In other words, small jobs can be represented as X n ∧ εC, where x ∧ y min(x, y) and X n belongs to the class of subexponential concave distribution functions, where subexponential distribution is defined as:
, the tail of the n-fold convolution of F. F is subexponential distribution function F ∈ S if one of the following equivalent conditions holds:
= n for all n ≥ 2,
where 0 < α < 1, 0 < β < 1. Subexponential distributions belong to the class of long-tailed distributions, by definiton introduced by Chistyakov in [3] ,
For a brief introduction to subexponential distributions the reader is referred to a recent survey [5] . This class of distributions is fairly large and, specifically, the subclass of subexponential concave distributions includes random variables with hazard functions of type π,n ), an incoming demand B n and a loss can happen only in the case when there is no machine with enough available resources to satisfy requirements of an incoming job, i.e.,
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The proof of existence of the stationary loss rate L (C) π is technically involved and does not provide any new insights on system's performance and, for that reason, we omit it in this extended abstract. The basic idea is to construct a Markov process with general state space of which (Q (1) π,n ,...,Q (M) π,n ) is a functional, and prove existence of its stationary distribution.
In this paper we are using the following standard notation. For any two real functions a(t) and b(t) and fixed t 0 ∈ R ∪ {∞} we will use a(t) ∼ b(t) as t → t 0 to denote lim t→t 0 [a(t)/b(t)] = 1. Similarly, we say that a(t) b(t) as t → t 0 if lim inf t→t 0 a(t)/b(t) ≥ 1; a(t) b(t) has a complementary definition.
III. ASYMPTOTIC JOB LOSS RATE OF NON-FORCED IDLE TIME POLICIES
In this section we estimate the stationary loss rate L Then we state our main result. Theorem 1: When small jobs satisfy B n ≤ εC ≤ ε 0 C for some threshold value ε 0 that is a function of distributional properties of the arrival process and processing durations, then the stationary job loss rate asymptotically depends only on the number of the largest jobs (size C) in the system and an incoming job requirement, i.e., as C → ∞, 
Next, we focus on proving an asymptotic estimate for
π,n , are mutually dependent, negatively associated random variables. Therefore, one of the main challenges is to come up with a way to handle this dependency. By the assumption on machine resource capacities,
Thus, using the union bound we obtain
, we further upper bound the previously obtained expression as
where we use N (<εC) π,n to denote set
In words, N (<εC) n represents a set of jobs that arrived prior to τ n , requesting less than εC resources and, assuming that all of them are accepted, these jobs would still be on one of machines, i.e., their duration is longer than the time that elapsed since their arrival. In other words, previously defined set of jobs would correspond to the number of jobs in the system of M machines with unlimited capacity, that arrived prior to time τ n , requested less than εC resources and are still in process at the instance of nth arrival. Therefore, (6) can be further upper bounded as
, are mutually independent random variables. Next, after conditioning on the size of X n , we obtain
where in the last equality we use independence of X n and
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Next, we state a large deviation result (see [10] ) that represents the core tool in our asymptotic analysis:
Theorem 2: For any positive integer k there exists 1 > γ > 0 such that for all n and x, 1 ≤ n ≤ Hx (H is a large enough positive constant), we have
Next, since E|N (<εC) n | < ρC, by using (8) it is not hard to show that there exists ε 0 < α m such that for all ε ≤ ε 0
Next, we estimate the asymptotic upper bound for I 2 in (5). This case addresses the scenario where a newly arriving job finds the system with a maximum possible number of jobs of size C (∑ m k m jobs of size C) in process. Since in this case the rest of active jobs on machine m can not exceed capacity f m (C), after conditioning on the size of B n and defining loss event L
Next, since f m (C) = α m C < C, the second expression of (11) can be trivially upper bounded as
where in the last expression we used independence between newly arriving job size B n and ∑ m N (m) π,n (C). Now, we focus on estimating the first term in (11) . First, after applying the union bound, we obtain
The key observation in estimating each summand in (13) is that, as C → ∞,
where N ∞ n (C) is the number of size C jobs in this system, where we assume that the system does not allow more than ∑ m k m of these jobs. Observation (14) is justified using the large deviate result stated in Theorem (2) .
Next, in view of the completely analogous arguments that led to (9), we conclude that
all C large and (1), we conclude that the left hand side of inequality (13), in conjunction with (12) satisfies
Finally, in order to prove asymptotic lower bound for (3), we can simply use
which in conjuction with (15), (9), (5) and
concludes the proof of the theorem. ♦ Remark: A surprising conclusion that follows from the result of Theorem 1 is that the job loss rate does not depend on the number of machines M, but only of the maximum number of the largest jobs one can store on them, i.e., ∑ m k m .
A. A Single Large Machine and Performance Comparisons
In this section we relate the asymptotic loss rate of the M-machine system that runs a Non-Forced Idle Time Scheduling policy to the loss rate of a single large machine with the same total capacity ∑ m C m . In a single machine case, we assume that an arriving job is lost only if there is no available resource capacity to satisfy its processing requirement. It is not hard to show that the loss rate of such a "non-fragmented" single machine case is less then the loss rate of the M-machine system. Thus, if we use L (C) s to denote the loss rate in case of a single machine, we conclude
Next, it can be shown that L
The proof of this claim follows from the identical arguments used in the proof of Theorem 1, and we omit it due to the space limitations. Here, we just state the theorem:
Theorem 3: There exists a threshold value ε 0 such that if small jobs satisfy B n < εC ≤ ε 0 C, −∞ ≤ n ≤ ∞, the stationary
(17) Remark: An immediate implication of Theorems 1 and 3 is that in the case one can estimate job request distribution with significant accuracy, we can directly obtain the asymptotic average-case competitive ratio for a scheduling policy π, i.e., from (3), (4) and (17), one can compute
In the case when
which we numerically illustrate in the next section.
IV. CONCLUSIONS
In this paper we analyze the performance of a class of machine scheduling policies known as Non-Forced Idle Time policies. We consider a stochastic framework where jobs arrive according to a compound renewal process in time, require random amount of resources and take arbitrarily distributed processing time (holding time) with finite mean. Our main objective is to estimate the performance of the analyzed class of scheduling policies in case when job resource requirements exhibit significant statistical variability. In order to cope with this objective, we model them as truncated subexponential random variables where job requirements can not exceed a certain large value. We develop a simple estimate for the asymptotic job loss rate of NonForced Idle Time Scheduling policies when the maximum job requirement and machine sizes grow large. We develop an asymptotic lower bound for the performance (job loss rate) of Non-Forced Idle Time Policies and show that it can be reached under certain assumptions on machine capacities and job requirement distributions. Our results have many interesting implications related to estimating distributional properties of the specific loss systems in the presence of general probabilistic assumptions such as renewal arrivals and generally distributed processing durations.
