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Abstract
In work with a variety of co-authors, Staver and Levin have argued that savanna
and forest coexist as alternative stable states with discontinuous changes in density
of trees at the boundary. Here we formulate a nonhomogeneous spatial model of
the competition between forest and savanna. We prove that coexistence occurs for
a time that is exponential in the size of the system, and that after an initial transient,
boundaries between the alternative equilibria remain stable.
1 Introduction
In a 2011 paper published in Science [24], Carla Staver, Sally Archibald and Simon Levin
argued that tree cover does not increase continuously with rainfall but rather is constrained
to low (< 50%, “savanna”) or high (> 75%, “forest”) levels. In follow-up work published
in Ecology [25], the American Naturalist [26] and Journal of Mathematical Biology [23],
they studied the following ODE for the evolution of the fraction of land covered by grass G,
saplings S, and trees T :
dG
dt
= µS + νT − βGT
dS
dt
= βGT − ω(G)S − µS (1)
dT
dt
= ω(G)S − νT
Here µ ≥ ν are the death rates for saplings and trees, and ω(G) is the rate at which saplings
grow into trees. Fires decrease this rate of progression, and the incidence of fires is an
increasing function of the fraction of grass, so ω(G) is decreasing. Studies suggest (see [26]
for references) that regions with tree cover below about 40% burn frequently but fire is rare
above this threshold, so they used an ω that is close to a step function.
Inspired by this work, Durrett and Zhang [16] considered two stochastic spatial models
in which each site can be in state 0, 1, or 2: Krone’s [18] model in which 0 = vacant, 1 =
1
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juvenile, and 2 = a mature individual capable of giving birth, and the Staver-Levin foresst
model in which 0 = grass, 1 = sapling, and 2 = tree. Theorem 1 in [16] shows that if (0,0,1)
is an unstable fixed point of (1) then when the range of interaction is large, there is positive
probability of grass and trees surviving starting from a finite set and there is a stationary
distribution in which all three types are present. The result they obtain is asymptotically
sharp for Krone’s model. However, in the Staver-Levin forest model, if (0, 0, 1) is attracting
then there may also be another stable fixed point for the ODE, and as their Theorem 3
shows, in some of these cases there is a nontrivial stationary distribution.
1.1 Models
Recently Touboul, Staver, and Levin [28] have investigated a number of modifications of
the three species system (1). Variants of the ODE that add a fourth type called forest trees
display a wide variety of behaviors including limit cycles, homoclinic, and heteroclinic orbits.
Simulations of the spatial version of ODE systems with periodic orbits, see [9], suggest these
systems will have stationary distributions that are patchy and with local densities oscillating
when the scale of observation is smaller than what physicists call the correlation length, see
Figure 4 in [13]. Proving that this occurs is a very difficult problem. Here we will instead
focus our attention on a two species system analyzed in [28]. We have changed notation used
in [28] to make it more easily comparable to the system studied here
dF
dt
= φ1(F )G− φ0(G)F where G = 1− F (2)
In our stochastic spatial model, the state of site x at time t can be ξt(x) = 0 (grass) or
ξt(x) = 1 (tree). In formulating our model we have two space scales: the dispersal scale L,
which might be hundreds or thousands of feet, and the continental scale ML, which might
be thousands of miles. From a biological point of view, it would be natural to have the
dynamics taking place on a two-dimensional square with Dirichlet boundary conditions, i.e.,
the sites outside the square which correspond to oceans are vacant. However, points near
the boundary do not have the same number of neighbors and translation invariance is lost.
To facilitate taking the limit as L → ∞ we will define our model on a torus with small
lattice spacing: (Z2/L mod M)2 As in (2) each site x changes state at a rate dictated by
the density of its competitors in a neighborhood of x. To have rotational symmetry in the
limit L → ∞, we will define the neighborhood to be x + N where N = Z2 ∩ D(0, 1) with
D(x, r) = {y : ‖y − x‖ ≤ r} and ‖x‖ = (x21 + x22)1/2.
1.1.1 Concrete model
Motivated by the large variability of rainfall amounts in South America, we will consider a
spatially heterogeneous model. Let fi(x) be the fraction of type i sites in x + N and let
α, β > 0. The transition rates in our first model are :
0→ 1 at rate A(x)fα1 (x)
1→ 0 at rate B(x)(1− f1(x))β
2
Suppose for the moment that the system is homogeneous: A(x) ≡ A and B(x) ≡ B. In
this case, the first step in analyzing the process is to write the mean-field ODE which comes
from assuming that state of the system at time t is a product measure in which 1’s have
density u(t). The mean field equation is
du
dt
= A(1− u)uα −Bu(1− u)β
= u(1− u)[Auα−1 −B(1− u)β−1] (3)
From the second from of the equation, it is easy to see that
• If 0 < α < 1 then as u→ 0, uα−1 →∞ and −B(1− u)β−1 → B, so 0 is unstable.
• If α > 1 then as u→ 0, uα−1 → 0 and −B(1− u)β−1 → −B, so 0 is stable.
Likewise if 0 < β < 1, 1 is unstable; if β > 1, 1 is stable.
Consider the four combinations, we show in Section 2
Case 1. If α, β ∈ (0, 1), 0, and 1 are unstable fixed points. There is a unique interior fixed
point and it is attracting.
Case 2. If α, β > 1, 0 and 1 are stable fixed points. There is a unique interior fixed point
and it is unstable.
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Figure 1: Graph of xα−1(1 − x)1−β when α = 3 and β = 1/2. The maximum occurs at
(3− 1)/(3− 0.5) = 0.8. The value there is 0.286217, so solutions exist if A/B > 3.4865.
Case 3. If α > 1 > β > 0, 0 is stable and 1 is unstable. let θ = A/B, and let
w = (α− 1)/(α− β) ∈ (0, 1),
be location of the local maximum of xα−1(1− x)1−β. If
θwα−1(1− w)1−β > 1
3
then there will be fixed points v1 and v2 with 0 < v1 < w < v2 < 1. Fixed points 0 and v2
are stable, while v1 and 1 are unstable.
Case 4. If β > 1 > α > 0 then the situation is the same as Case 3 but the roles of 0 and 1
are interchanged.
Heuristic analyses of Durrett and Levin [12] suggest that in Case 1, that 0’s and 1’s will
coexist in a equilibrium with very little spatial structure, so this case is not relevant. In
the other three cases we have bistability (two stable fixed points separated by an unstable
one). so we will focus on Case 3. Case 4 is the same as Case 3 with the roles of 1 and 0
interchanged. The same methods will work in Case 2, but that situation is less interesting
since the stable fixed points ar at 0 and 1.
1.1.2 General model
To obtain our conclusions it is not necessary to assume the dynamics have such a simple
form, so we will consider a general formulation
0→ 1 at rate A(x)G(f1(x)) (4)
1→ 0 at rate B(x)H(1− f1(x))
Here G, H ≥ 0 and G(0) = H(0) = 0. It is natural to impose some smoothness assumptions
on G and H. We will not discuss what they should be because we will soon assume G and
H are polynomials. For y > 0 let g(y) = G(y)/y and h(y) = H(y)/y. Using this notation
the mean-field equation is, when u ∈ (0, 1),
du
dt
= A(1− u)G(u)−BH(1− u) (5)
= u(1− u)[Ag(u)−Bh(1− u)]
Our analysis will not work if there are more than two interior fixed points. Letting θ = A/B
and writing the condition for a fixed point as
θ
g(u)
h(1− u) = 1
we see that in order to have at most two interior fixed points for all C there must be a w so
that
(M1) g(u)/h(1− u) is
{
increasing u < w
decreasing u > w
This assumption is not intuitive but it is necessary to have a transition from 0 interior fixed
points to 2.
To carry out our proofs we need to reduce our generality a little.
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(M2) We assume that there are J,K <∞ so that G(u) and H(u) have the form
G(u) = λG
J∑
j=1
pGj
(
J
j
)
uj(1− u)J−j
H(u) = λH
K∑
k=1
pHk
(
K
k
)
uk(1− u)K−k (6)
To explain the reason for this assumption, note that if G(u) has this form, the birth dy-
namics can be constructed as follows: at rate λ we pick J neighbors. A change occurs with
probability pk (with p0 = 0) if exactly k of the chosen neighbors are in state 1. A similar
recipe works for the death dynamics.
As we will explain in Section 3, this will enable us to define a dual process an done in [11]
and prove that when space and time are rescaled the system converges to the solution of an
integro-differential equation. In a sense the assumption (M2) entails no loss of generality. If
a is any continuous function and we set
am(u) =
m∑
k=0
a(k/m)
(
m
k
)
uk(1− u)m−k
then a result in Example 2.2.1 of [10] implies am(u) → a(u) uniformly on [0, 1] as m → ∞.
In words, we can approximate any continuous function by one of the form (6) with only a
small error, so in a sense we can handle any function.
1.2 Results
To analyze the general model we will use a three step procedure that we have employed
many times. See e.g., [2, 5, 7, 11, 16, 22]
Step 1. Show that the particle system converges to a deterministic limit that is a partial
differential equation (PDE) or IDE.
Step 2. Obtain results that describe the asymptotic behavior of the limiting equation.
Step 3. Use a block construction (see [4] or [8]) to prove the existence of a stationary
distribution.
The proof here will be based on the approach in [22]. The new feature here is the spatial
heterogeneity.
We assume that the climatic conditions vary on a continental scale. To control the
variability on intermediate scales, we make the first of several assumptions. Let C2 be the
collection of functions f that have continuous derivatives ∂f/∂x, ∂f/∂y, ∂2f/∂x2, ∂2f/∂x∂y,
and ∂f/∂y2,
(H1) A(x) = a(x/M) and B(x) = b(x/M) where a and b are positive and C2.
Since a and b are defined on (R mod 1)2 it follows that their derivatives are bounded.
The goal of this study is to show:
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• In our heterogeneous system it is possible to have stable coexistence of grassland and
forest, which, as we will explain later, will not occur in a homogeneous system.
• Coexistence occurs because we will have regions that are grassland, i.e., mostly 0’s,
and regions of forest that are mostly 1’s.
• The boundaries between the two regions can be predicted from the coefficients A(x)
and B(x). Specifically, there is a constant θ1 so that {x : A(x)/B(x) < θ1} is grassland,
and {x : A1(x)/B1(x) > θ1} is forest.
• Viewed on the continental scale the boundaries will be stable once equilibrium is
reached. On the dispersal scale, there will be transition zones between the two re-
gions. However, our methods do not tell anything about the nature of these transition
zones.
Our analysis is done in four steps, the first three of which are the same as above.
Step 1. We will let L→∞ and scale space by L so that the particle system can be replaced
by an integro-differential equation. Before we can state our long-range limit theorem we
have to explain what it means for a sequence of particle systems ξLt : Z2/L → {0, 1} to
converge to a function u(t, x). To do this we pick a γ ∈ (0, 1/4] and tile the plane with
squares [y, y + L−γ) × [z, z + L−γ) in such a way that the origin (0,0) is at the lower-left
corner of one of the squares. Given an x ∈ R2 let RL(x) be the square to which x belongs
and let uLξ (t, x) be the fraction of sites y in RL(x) with ξt(y) = 1. We say that ξ
L
t converges
to u(t, x) and write ξLt → u(x, t) if for any K <∞
sup
‖x‖≤K
|uLξ (t, x)− u(t, x)| → 0 in probability as L→∞. (7)
Theorem 1. Let u¯(t, x) be the average value of u(t, y) over D(x, 1), the ball of radius 1
around x. If ξL0 → u0(x) a continuous function then we have ξLt → u(x, t) the solution of
du
dt
= A(x)(1− u(t, x))G(u¯(t, x))
−B(x)u(t, x)H(1− u¯(t, x)) u(0, x) = u0(x) (8)
Although it takes some work to prove this, the limit equation is what one should expect
from the definition of the process. The site x changes 0 → 1 at rate A(x)G(f1(x)), while x
changes 1 → 0 at rate B(x)H(1 − f1(x)). The main step in establishing the limit result, is
to show that if L is large then f1(x) ≈ u¯(t, x).
Remark. While the statement claims convergence for each fixed t, and this all we need for
the block construction, it is not hard to show that
sup
0≤t≤T
sup
‖x‖≤K
|uLξ (t, x)− u(t, x)| → 0 in probability as L→∞. (9)
To do this one uses convergence for ti = i, and then boundedness of the jump rates to
conclude that in between ti only a small fraction of the sites flip,
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Step 2. Heuristic arguments in Durrett and Levin [12] predict that when there is bistability
in the limiting ODE (i.e., two stable fixed points) then the density of the equilibrium of the
spatial model will be the stronger equilibrium, which is defined by looking at the sign of the
speed of the traveling wave solution for the one dimensional equation
u(t, x) = v(x− ρt)
connecting the two fixed points. If v(−∞) = v2 and v(∞) = 0 then v2 is the stronger
equilibrium when the speed ρ > 0 and 0 is the stronger equilbrium when the speed ρ < 0.
Since in Step 1 we have taken a limit to get an IDE, we do not need to rely on this heuristic
principle. We can use results of Weinberger [29] to prove that this is true for the IDE. That
is, there is a constant θ1 so that 0 is the stronger equilibrium and the limit of the IDE if
A/B < θ1, and v2 is the stronger equilibrium if A/B > θ1.
Step 3. To prove results about the homogeneous system with A(x) ≡ A and B(x) ≡ B,
we use a “block construction.” This application is slightly different than usual since we are
on a torus and we are proving prolonged survival rather than the existence of a stationary
distribution. However, the general outline of the proof is the same.
Theorem 2. Let  > 0. Suppose A/B > θ1 and the initial condition satisfies the hypothesis
of Theorem 6. There is a t0 < ∞ and an η > 0 so that if L and M are large enough then
with high probability at times t0 ≤ t ≤ exp(ηM2) the fraction of the torus occupied by 1’s is
∈ [v2 − , v2 + ].
Theorem 3. Suppose A/B < θ1 and the initial condition satisfies the hypothesis of Theorem
7.There is a t0 < ∞ and an η > 0 so that if L and M are large enough then with high
probability at times t0 ≤ t ≤ exp(ηM2) the fraction of the torus occupied by 1’s is ≤ .
Together these result implies in particular that coexistence does not occur in the homoge-
neous system when A/B 6= θ1. Presumably there is no coexistence when A/B = θ1, but
seems to be a difficult problem.
Step 4. To describe the behavior of the heterogeneous system now, we divide the plane into
regions where A(x)/B(x) < θ1 and A(x)/B(x) > θ1. To avoid pathologies we assume
(H2) the boundaries A(x)/B(x) = θ1 between these regions are given by a finite collection of
C1 curves. The gradient ∇(A/B) 6= 0 on each curve, so they do not touch each other.
To prove our result we need another assumption
(H3) There is a δ > 0 so that: In each region A(x)/B(x) > θ1+δ the initial condition satisfies
the hypothesis of Theorem 6. In each region A(x)/B(x) < θ1−δ the initial condition satisfies
the hypothesis of Theorem 7.
Theorem 4. Let δ > 0 and  > 0. There is a time t0 < ∞ and η > 0 so that if L and M
are large then with high probability for t0 ≤ t ≤ exp(ηM2)
(i) In each of the regions A(x)/B(x) > θ1 + δ, the fraction of 1’s is ∈ [v2 − , v2 + ]
(ii) In each of the regions A(x)/B(x) < θ1 − δ, the fraction of 1’s is ≤ 
The remainder of the paper is devoted to the proofs of Theorems 2, 3, and 4. We will
only give the details for Theorem 2, and part (i) of Theorem 4. The other results follow by
interchanging the roles of 0 and 1.
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2 Analysis of the mean-field ODE
In this section we study the ODE:
du
dt
= A(1− u)uα −Bu(1− u)β
= u(1− u)[Auα−1 −B(1− u)β−1]
If α < 1 then as u → 0, uα−1 → ∞ and −B(1 − u)β−1 → B, so 0 is unstable. If α > 1
then as u → 0, uα−1 → 0 and −B(1 − u)β−1 → −B, so 0 is stable. Likewise if β < 1, 1 is
unstable; if β > 1, 1 is stable.
Caae 1. α < 1, β < 1. By calculations above both boundary fixed points are unstable.
Interior fixed point satisfies
D(u) ≡ Auα−1 −B(1− u)β−1 = 0 (10)
We have D(0) =∞ and D(1) = −∞. Differentiating gives
D′(u) = (α− 1)Auα−2 + (β − 1)B(1− u)β−2 < 0
so D(u) is decreasing. From this we see that there is a unique interior fixed point. Since the
two boundary fixed points are unstable, it is attracting.
Case 2. α > 1, β > 1. By calculations above both boundary fixed points are stable. Again
the interior fixed point satisfies
D(u) ≡ Auα−1 −B(1− u)β−1 = 0
We have D(0) = −B and D(1) = A so there is a solution.
D′(u) = (α− 1)Auα−2 + (β − 1)B(1− u)β−2 > 0
so D(u) is increasing and the solution is unique. Since the two boundary fixed points are
unstable, it is attracting.
Case 3. α > 1, β < 1. By calculations above 0 is stable and 1 is unstable. If we let θ = A/B
the equation for an interior fixed point (10) can be rewritten as
Bu(1− u)βf(u) = 0 where f(u) = [Cuα−1(1− u)1−β − 1].
To find solutions of f(u) = 0, we again differentiate
d
du
uα−1(1− u)1−β = (α− 1)uα−2(1− u)1−β − (1− β)uα−1(1− u)−β
= uα−2(1− u)−β[(α− 1)(1− u)− (1− β)u]
= uα−2(1− u)−β[(α− 1)− (α− β)u]
so the maximum occurs at w = (α− 1)/(α− β) ∈ (0, 1).
f(w) = Bw(1− w)β[Cwα−1(1− w)1−β − 1]
8
If C is small f(w) < 0 and hence f(u) < 0 on (0, 1). In this case 0 is a stable fixed point,
and 1 is an unstable fixed point If on the other hand
Cwα−1(1− w)1−β > 1
then f(w) > 0. Since f(0) < 0 and f(1) < 0 there will be fixed points v1 and v2 with
0 < v1 < w < v2 < 1. Since f
′(u) > 0 for u < w and f ′(u) < 0 for u > w there are no other
fixed points and we have
f(u) < 0 > 0 < 0
on (0, v1) (v1, v2) (v2, 1)
so 0 and v2 are stable, v1 and 1 are unstable. Plugging in the value of u0 we see that the
condition for bistablity (i.e., the existence of two attracting fixed points) is
θ > θ0 ≡ (α− β)
α−β
(α− 1)α−1(1− β)1−β (11)
3 Hydrodynamic limit
We begin by considering the homogeneous case A(x) ≡ A and B(x) ≡ B. Recall that we
have assumed in (6) that
G(u) = λG
J∑
j=0
pGj
(
J
j
)
uj(1− u)J−j
H(u) = λH
K∑
k=0
pHk
(
K
k
)
uk(1− u)K−k
where pG0 = p
H
0 = 0. For each site x we have a Poisson process B
x
n with rate λG and a
Poisson process Dxn with rate λH . Let N = (Z2/L) ∩ (D(0, 1))− {0})
• At each time Bxn we have J random variables Ux,1n , . . . Ux,Jn that are drawn at random
from from x+N without replacement and a random variable Ux,0n that is uniform on
(0, 1). If x is vacant and j of these J sites are occupied at time Bxn then x becomes
occupied if Ux,0n < p
G
j .
• At each time Dxn we have K random variables U¯x,1n , . . . U¯x,Kn that are drawn at random
from x+N without replacement and a random variable U¯x,0n that is uniform on (0, 1).
If x is occupied and k of these K sites are vacant at time Dxn then x becomes vacant
if U¯x,0n < p
H
k .
Given this structure, which is called a graphical representation, we can define a dual
process It,xs starting at x at time t and working backwards in order to determine the state
of x at time t. Nothing happens until S1 the first time s so that there is a point y ∈ I t,xs and
an n so that Byn = t− s or Dyn = t− s.
• In the first case we add Uy,1n , . . . Uy,Jn to It,xS1 .
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• In the second we add U¯y,1n , . . . U¯y,Kn to It,xS1 .
We continue in this way: adding points when there is an arrival in a Poisson process at
some y ∈ I t,xs . Durrett and Neuhauser [11] call this the influence set because we only need
to know the values at It,xt to determine the value of x at time t. To actually compute the state
of x at time t we need the values of the random variables uniform on (0, 1) associated with
the jumps in It,xs , s ≤ t. Even though these were taken from the graphical representation,
the result is the same in distribution if we use a new i.i.d. sequence. In a slight abuse of
notation we will use It,x, s ≤ t to denote the influence set plus the i.i.d. sequence. Following
[5] we call this the computation process.
The analysis of the influence set in this example is particularly simple because points do
not move. If at some time, a point that we want to add is already in It,xs we say that a
collision occurs. Let Cxt be the event that this occurs by time t. Given two dual process
It,xs and Iy,ts we say that a collision occurs at time s if some site z ∈ It,xs ∪Iy,ts gives birth
onto a site in It,xs ∪ Iy,ts . Let Cx,yt be the event that this occurs by time t.
Lemma 1. As L→∞, P (C0t )→ 0, and supx P (C0,xt )→ 0.
Proof. It is clear from the definitions of C0t and C0,xt that it suffices to prove the second
statement. To bound the growth of |I0,ts ∪It,xs | we compare with a branching process Zt with
Z0 = 2 in which particles give birth at rate λG to J offspring, and at rate λH to K offspring.
A standard calculation for branching processes shows that
EZt ≤ 2e(λGJ+λHK)t (12)
so P (Zxt > L
1/2 − 2) → 0 as L → ∞. When there are ≤ L1/2 − 2 jumps in Zs we have
|Zt| ≤ (J+K)L1/2. Since D(0, 1) has area pi, it follows that if L is large then the probability
of a collision
≤ (J +K)L1/2 · (J +K)L
1/2
(pi/2)L2
→ 0. (13)
The first factor bounds the number of births, the second assumes the worst case scenario
being the situation in which all points are within distance 1 of each other. The upper bound
is independent of x, so we have proved the desired result.
The developments in this section closely follow the proofs in [22]. The first step in proving
Theorem 1 is to prove a simpler hydrodynamic limit. This version is not useful for the block
construction because the assumption does not match what we can prove about the process
at time t.
Theorem 5. Suppose that the sites in ξL0 are independent with P (ξ
L
0 (x) = 1) = u
L(0, x), a
continuous function, and let uL(t, x) = P (ξLt (x) = 1). Then we have u
L(t, x) → u(t, x) the
unique continuous solution of
du
dt
= A(x)(1− u(t, x))G(u¯(t, x))
−B(x)u(t, x)H(1− u¯(t, x)) u(0, x) = u0(x)
taking values in [0, 1].
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Proof. To take the limit as L→∞, it is useful to make the dependence on L explicit. With
Lemma 1 established, it follows easily that if x(L) ∈ Zd/L with x(L) → x then It,x(L)L (s),
0 ≤ s ≤ t converges in distribution to a branching random walk It,x(s), 0 ≤ s ≤ t with
values in R2 in which particles give birth at rate λG to J particles and at rate λH to K
particles and new born particles are displaced from their parents by independent amounts
that are uniform on D(0, 1).
From the last conclusion it follows easily that uL(t, x(L))→ u(t, x), a limit that is jointly
continuous in t and x. A simple generator calculation, see Section 2.3 in [22], shows that
the limit satisfies the ODE. Uniqueness follows from the observation that if u(t, x) satisfies
the ODE then u(t, x) can be computed from the initial condition u(0, y) by running the dual
process.
Proof of Theorem 1. Recall that we partition the space in small square with side L−γ, with
γ ∈ (0, 1/4]. We let RL(x) be the small square containing x and let uLξ (t, x) be the fraction
of sites in RL(x) with ξt(y) = 1. There are two parts to the proof.
Part 1. Show that the mean EuLξ (t, x)→ u(t, x).
To begin to do this, we need with some definitions.
Let QL(It,xL , ξL0 ) be the result ∈ {0, 1} of using the computation process It,xL on the initial
configuration ξL0 . Let qL(t, x, ξ
L
0 ) = P (QL(It,xL , ξL0 ) = 1|ξL0 )
Let QL(It,xL , u0) be the result ∈ {0, 1} of using the computation process It,x on inputs that
are product measure with density u0(x). Let qL(t, x, u0) = P (QL(It,xL , u0) = 1).
In the absence of collisions the computation process gives the correct value for ξLt (x) so
qL(t, x, u0)− uL(t, x)→ 0, (14)
and it follows from Theorem 5 that qL(t, x, u0)→ u(t, x), the solution of the ODE.
The next step is to compare the results of the computation process when it is applied to
the initial configuration ξL0 and to product measure with density u0. When the dual process
converges to a branching Brownian motion this is not hard. If ηL = L
−α with α/2 < γ then
with probability tending to 1 there is no branching in the dual on [t−ηL, t]. Let yL = i(t−ηL)
be the location of a lineage in the dual at time t−ηL. In time ηL lineages will move a distance
L−α/2  L−γ. This implies that conditional on the lineage ending in a given small square
RL(z) its location will almost be uniform on RL(z). Due to our assumption about the initial
condition, the probability of the lineage landing on a 1 is close to u0(yL).
When the lineages don’t move after birth, we need another approach. Let 0 < β < γ.
Let M = (Z2/Lβ) ∩ (D(0, 1)− {0}). Let V xn be uniform on x+M. Let
W xn be uniform on (Z2/L) ∩ [−L−β/2, L−β/2]2.
The distribution of V xn + W
x
n is very close to that of U
x
n . The only differences occur within
distance L−β of the boundary of D(0, 1).
Let J t,xL be the dual process in which the Uxn have been replaced by V xn . Since the distances
between corresponding points in It,xL (t) and J t,xL are of order L−β, if we let q¯L(t, x, u0) =
P (QL(J t,xL , u0) = 1) then
qL(t, x, u0)− q¯L(t, x, u0)→ 0 (15)
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To complete the proof we will create a coupling of QL(It,xL , ξL0 ) and QL(J t,xL , u0). To couple
the influence sets the jumps in It,xL are according to V xn +W xn . Number the particles in It,xL (t)
and J t,xL (t) in the order that they were created. Each particle It,xL (i, t) has a unique path of
jumps that led its location.
To simplify notation let Ii = It,xL (i, t) and Ji = J t,xL (i, t). By construction |Ii − Ji| =
O(L−β) with the difference wi being a sum of independent W xn that are independent of
Ji). Intuitively, the small squares have side L
−γ  L−β so if we let RL(z) be one of the
small squares near Ji (i.e., within O(L
−β) and condition on wi + J t,xL (i, t) ∈ RL(z) then the
distribution on RL(z) will almost be uniform. To argue a little more carefully, suppose for
concretenesss that wi is the sum of two independent copies of W
x
n . In this case the density of
wi on (Z2/L) ∩ [−L−β, L−β]2 that has the form φ(z1)φ(z2) where the φ(z) have a triangular
shape. The claimed uniformity clearly will not hold if RL(z) overlaps the boundary of the
support, but it will if the distance to the boundary is  L−γ.
From the last paragraph we see that conditional on Ji the value of ξ
L
0 , call it χi, will
be 1 with probability ≈ u0(Ji). To see that the χi are almost independent coin flips, work
backwards in time starting with the last jump in the dual seen in It,xL (s) before time t. The
particles created at that time will have values of W xn that have not previously been seen in
the dual. This means that the last set of coin flips are independent of each other and of the
ones that came before them. Induction completes the proof that the coin flip variables we
have constructed are asymptotically independent. This allows us to conclude that
q¯L(t, x, u0)− qL(t, x, ξL0 )→ 0 (16)
and we have completed part 1 of the proof.
Part 2. Estimate the variance of uLξ (t, x).
Let SL(x) =
∑
y∈RL(x) iy where iy = 1{ξLt (y)=1}. When the dual processes do not collide,
the results of the dual computations are independent. Using (13) and noting that the sum
defining SL(x) has L
2(1−γ) terms, we conclude (recall that γ ≤ 1/4)
var (SL) ≤ L2(1−γ)(1 + L2(1−γ)CL−1) ≤ CL4(1−γ)−1
Using Chebyshev’s inequality, we have
P (|SL − ESL| > Lα) ≤ CL
4(1−γ)−1
L2α
The number of small square in a region that is O(1) is O(L2γ) so we want
L2γL4(1−γ)−1−2α → 0
for some α < 2(1− γ). If we take α = 1.8 then we need 2γ + 0.4(1− γ) < 1 which holds if
γ ≤ 1/4. Combining our calculations we have established (7) and the proof of Theorem 1 is
complete.
The proof is almost the same in the nonhomogeneous case. In that case the rates λG and
λH depend on x, but they are bounded so (12) and (13) hold. The computations in Part 1,
depend on the sizes of the jumps which don’t change. Finally, part 2, only uses (13) so it
remains valid.
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4 Analysis of the homogeneous IDE
Weinberger [29] studied the asymptotic behavior as n → ∞ of discrete time iterations
un+1(x) = (Qun)(x) where Q acts on functions from u(x) : Rd → [0, 1]. Our evolution
occurs in continuous time, but our system can be put into his setting by letting (Qu)(x) be
the solution at time 1, starting from initial condition u(x). To develop a theory of these
iterations Weinberger introduced a number of assumptions. We will use his Theorem 6.2
which requires (3.1) and (3.2).
(3.1) Let B be the collection of continuous functions taking values in [0, 1]
(i) Q[u] ∈ B for all u ∈ B
(ii) If Ty is translation by y, Q[Ty[u]] = Ty[Q[u]]
(iii) There are constants 0 ≤ pi0 < pi1 ≤ pi+ so that if α is the conttant function u ≡ α
then Q[α] > α for α ∈ (pi0, pi1), Q[pi0] = pi0. Q[pi1] = pi1.
(iv) u ≤ v implies Q[u] ≤ Q[v]
(v) un → u on each bounded subset implies that Q[un](x)→ Q[u](x).
(3.2) Q[α] < α when α ∈ [pi1, pi+]
In our example (ii) of (3.1) and (3.2) hold if we take pi0 = v1, pi1 = v2, pi+ = 1. The other
conditions are easily checked.
In the theory of reaction diffusion equations, traveling wave solutions play an important
role. These are solutions to the PDE of the form
u(t, x) = w(x · ξ − ρt) (17)
where ξ is a fixed direction, i.e., ξ ∈ Sd−1, the d − 1 dimensional sphere of unit vectors in
Rd. This is a plane wave, i.e., at any time t the value u(t, x) is constant on hyperplanes
perpendicular to the direction of movement ξ. Note that the shape of the wave in (17) does
not change and it moves with a constant speed ρ.
In the case of a PDE w satisfies an ordinary differential equation, but in the case of a
discrete iteration or an IDE it is generally not possible to prove the existence of traveling
solutions. (For an exception to this rule see [22].) Weinberger shows in Section 5 of his paper
that under assumption (3.1) it is possible to define a wave speed ρ(ξ) for each direction. In
our case the equation is rotationally invariant so all the speeds are the same.
Define θ1 so that ρ > 0 when A/B > θ1 and ρ < 0 when A/B < θ1. Given θ > θ1 let v1
be the unstable interior fixed point. The next result follows from Theorem 6.2 in [29].
Theorem 6. Suppose A/B > θ1 so that ρ > 0, and let r < ρ. If σ1 > v1 then there is an
N1 so that if u0 ≥ σ1 on x0 + [−N1, N1]2 then
un(nx)→ v2 uniformly on |x| ≤ rn (18)
Interchanging the roles of 0 and 1
Theorem 7. Suppose θ0 < A/B < θ1 so that ρ < 0, and let r < −ρ. If σ0 < v1 then there
is an N0 so that if u0 ≤ σ0 on x0 + [−N0, N0]2 then
un(nx)→ 0 uniformly on |x| ≤ rn (19)
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When θ < θ0 there is no interior fixed point so when the initial condition is not ≡ 1 it
converges to 0. Apply 6.5 in [29] to 1 − u. These results are laws of large numbers for the
solution, i.e., it describes what we see if we scale space by n and let n → ∞. It does not
give information about what is happening near the front. For reaction diffusion equations
such as
du
dt
= u′′(x)− x+ βu2(1− u)
then shape of the solution near the front converges to the traveling wave solution, see e.g.,
[17]. However the results for the IDE are not strong enough to prove this.
5 Block construction
5.1 Homogeneous case
Suppose that A/B > θ1. Let v1 and v2 be the interior fixed points of the ODE (5), Pick
δ > 0 so that v2 − v1 > 3δ. Let σ = v1 + δ and pick N ≥ Nσ, the constant in Theorem 6.
Using that result and noting that the distance from (0, 0) to (3N, 3N) is (3
√
2)N = 4.242N
we see that
Lemma 2. Suppose the initial configuration of the IDE u(0, x) ≥ v1 + δ on [−N,N ]2 and
let T = 5N/ρ. Theorem 6 implies that if N is sufficiently large then u(T, x) ≥ v2 − δ on
[−3N, 3N ]2.
Note that this implies that for all k ≥ 1,
u(kT, x) ≥ v2 − δ for x ∈ [−N(1 + 2k), N(1 + 2k)]2.
As in the formulation of Theorem 1, the statement that particle system ξt has density
≥ u0 on a square [−aN, aN ]2 means that if γ ∈ (0, 1/4] is fixed and we tile the plane with
squares [y, y+L−γ)× [z, z+L−γ) in such a way that the origin is the lower-left corner of one
of the squares, then the density of 1’s in ξt in each small square contained in [−aN, aN ]2 is
≥ u0. For each (i, j, n) ∈ Z3 with i+ j + n even, define squares
Ii,j = (2Ni, 2Nj) + [−N,N ]2 and I3i,j = (2Ni, 2Nj) + [−3N, 3N ]2.
We say that (i, j, n) is wet if ξnT has density ≥ v2 − 2δ on Ii,j at time nT .
To prove Theorem 2 we will show that there is an m < ∞ so that if  > 0 and L and
M are large then the wet sites dominate m-dependent oriented percolation in which sites
are open with probability 1 − . To establish m-dependence, we compare the dual with
a branching random walk (BRW). To build the BRW let U1, U2, . . . be independent and
uniform on D(0, 1) and declare that (i) at rate A a particle at x gives birth to particles at
x+U1, . . . x+UJ , (ii) at rate B a particle at x gives birth to particles at x+U1, . . . x+UK .
To control the movement of the dual we use the following well-known result, see e.g., [3].
Lemma 3. Let η0t be the particles in the branching random walk at time t starting from a
single particle at the origin. If κ is chosen large enough, there is a η > 0 so that
P (η0s ⊂ [−κt, κt]2 for all s ≤ t) ≥ 1− exp(−ηt). (20)
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0T
−N N
−3N −N N 3N
u(0, x) ≥ v1 + δ
u(T, x) ≥ v2 − 2δ
Figure 2: Picture of the block construction in the homogeneous case.
Recall T = 5N/ρ and define the good event
G0(i, j, n) = {ζx,(n+1)Ts ⊂ x+ [−κT, κT ]2 for all s ≤ T and x ∈ I3i,j}.
Given  > 0 if N is large then G0 holds with probability > 1−/2. If we pick m large enough
so that
2m− 3− κ · 5
ρ
> 3 + κ · 5
ρ
(21)
then when ‖(i − i′, j − j′)‖∞ ≥ m the events G0(i, j, n) and G0(i′, j′, n) are independent.
By construction good events on different levels are independent, so we have verified m-
dependence of the G0.
Part 2 of the proof of he hydrodynamic limit, Theorem 1, implies
Lemma 4. Let  > 0 and T = 5N/ρ. If N is large then for any the initial configuration
of the particle system with density ≥ v1 + δ in [−N,N ]2, ξT will have density ≥ v2 − 2δ on
[−3N, 3N ]2 with with probability ≥ 1− /2.
To compare our process with oriented percolation on L = {(i, n) : n ≥ 0, i + n is even},
we restrict our attention to the renormalized sites with j = 0. To define the η(i, n) which
are 1 of the sites is open, and 0 if they are closed, we use the following rules:
(i) If (i, 0, n) is not wet we let η(i, n) be a random variable independent of the process that
is 1 with probability p = 1− /2, and 0 otherwise.
(ii) On G0(i, 0, n)
c we set η(i, 0, n) = 0.
(iii) If G0(i, 0, n) occurs and (i, 0, n) is wet, we set η(i, 0, n) if the event in Lemma 2 occurs.
Note that on G0(i, 0, n) the events in Lemma 4, which can be determined from the dual
CBRW are m-dependent.
1n 1989 Durrett and Schonmann [14] showed
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Lemma 5. If sites in supercritical one dimensional oriented percolation on L∩({1, 2, . . . `}×
Z) are open with probability 1 −  and we start from a single site occupied, then the system
will survive for time ≥ exp(η()`) with a probability that tends to 1 as → 0.
There are now results in higher dimensions and with sharp constants (see e.g., [20], and
[21]). However, here we will compare with one dimensional percolation by embedding a
copy of a long interval in our two-dimensional system. To do this, we will go back and forth
across the rectangle, increasing the height by m each time so that sites on different horizontal
segments are independent. To be precise, suppose we have a rectangle of renormalized sites
(x0, y0) + (2Ni, 2Nj) with 0 ≤ i ≤ i0 and 0 ≤ j ≤ j0 then the embedded curve is as drawn
in Figure 3. An advantage of the construction is that it proves that the survival time of the
contact process on the rectangle is ≥ exp(ci0j0), i.e., the exponent is proportional to the
area of the rectangle.
. . .
(0, 0) (i0, 0)
(0,m) (i0,m)
(0, 2m) (i0, 2m)
(i0, 3m)
Figure 3: Comparison of the two-dimensional spatial process with one-dimensional oriented
percolation.
5.2 Heterogeneous case
The outline of the proof of part (i) Theorem 4 is the same as the one just given for Theorem
2. However, in the absence of the translation invariance, we will need estimates that hold
simultaneously for all blocks. Consider one component R of the open set {x : A(x)/B(x) >
θ1 + η}. Eventually we will approximate R from inside by a finite union of rectangles. We
begin by considering the case of one rectangle of renormalized sites (x0, y0) + (2Ni, 2Nj)
with 0 ≤ i ≤ i0 and 0 ≤ j ≤ j0 Assumption (H1) implies that in R
0 < a0 ≤ A(x) ≤ a1 <∞ and 0 < b0 ≤ B(x) ≤ b1 <∞. (22)
Our first step is to show that the conclusion of Lemma 2 holds uniformly for a set of IDE
with constant coefficients. By a change of time scale we can change the parameters from
(A,B) to (A/B, 1). Monotonicity implies that the worst case in R occurs for parameters
(θ1 + η, 1). Let v
∗
1 and v
∗
2 be the interior fixed points for the equation with parameters
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(θ1 + η/2, 1) and let ρ
∗ be the wave speed. Pick δ∗ so that v∗2 − v∗1 > 3δ∗. Noting that when
C ′ ≥ C the solutions of the equation with parameters (C ′, 1) lie above those with parameters
(C, 1) gives the following:
Lemma 6. Suppose the initial configuration of the IDE has u(0, x) ≥ v∗1 +δ on [−N,N ]2 and
let T = 5N/b0ρ
∗. If N is sufficiently large then for all parameters (A,B) with A/B ≥ θ1+η/2,
u(T, x) ≥ v∗2 − δ∗ on [−3N, 3N ]2.
Note that v∗1 and v
∗
2 are the interior fixed points for the parameters (θ1 + η/2, 1). The result
holds for all larger A/B since v1 is a decreasing function of A/B and v2 is an increasing
function of A/B. The choice of T is dictated by the fact that the speed is slowest for
(θ1 + η/2, 1), and we have to change time to return to (A,B).
Using (22), the proof of Lemma 3 can be repeated to show
Lemma 7. Let ηxt be the particles in the branching random walk at time t starting from a
single particle at the x. If κ∗ is chosen large enough, there is a η∗ > 0 so that for all starting
points x ∈ R
P (ηxs ⊂ [−κ∗t, κ∗t]2 for all s ≤ t) ≥ 1− exp(−η∗t). (23)
Define G0(i, j, n) as before but will κ
∗ instead of κ. As in the previous proof if we take
T = 5b1N/ρ
∗ then we will with high probability have this for all starting points for the dual
x ∈ I3ij. This means that the good event G0(i, j, n) has high probability and is m-dependent
(for a possibly larger value of m).
Using the calculation in part 2 of the hydrodynamic limit we have
Lemma 8. Let  > 0 and let T = 5N/b0ρ
∗. If N is large then for any the initial configuration
of the particle system with density ≥ v∗1 + δ in Ii,j, ξT will have density ≥ v∗2−2δ on I3i,j with
with probability ≥ 1− /2.
Combining Lemmas 7 and 8 with Lemma 5 we have prolonged survival on the rectangle.
To get the conclusion of part (i) of Theorem 4 we note that the closure of the component
R {x : A(x)/B(x) > θ + δ} can be covered by a finite number of overlapping rectangles of
renormalizes sites that lie inside {x : A(x)/B(x) > θ + δ/2}. Our assumption implies that
at least one renormalized site is wet at time 0. Using Lemma 5 the wet sites will spread to
each of the rectangles and persist for an amount of time that is ≥ exp(ηM2).
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