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Abstract: Chern-Simons (CS) theories with rank N and level k on Seifert manifold
are discussed. The partition functions of such theories can be written as a function
of modular transformation matrices summed over different integrable representations of
affine Lie algebra u(N)k associated with boundary Wess-Zumino-Witten (WZW) model.
Using properties of modular transform matrices we express the partition functions of
these theories as a unitary matrix model. We show that, the eigenvalues of unitary
matrices are discrete and proportional to hook lengths of the corresponding integrable
Young diagram. As a result, in the large N limit, the eigenvalue density develops an
upper cap. We consider CS theory on S2 × S1 coupled with fundamental matters and
express the partition functions in terms of modular transformation matrices. Solving this
model at large N we find the dominant integrable representations and show how large N
representations are related to each other by transposition of Young diagrams as a result
of level rank duality.
Next we consider U(N) CS theory on S3 and observed that in Seifert framing the dominant
representation is no longer an integrable representation after a critical value of ’t Hooft
coupling. We also show that CS on S3 admits multiple (two-gap phase) large N phases
with the same free energy.
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1. Introduction
Study of topological objects in physics is an extremely interesting subject. One of the
earliest examples of topological objects is the Dirac monopole [1]. Today we know a large
number of such examples in physics starting from quantum mechanics to string theory.
An example of such objects in mathematics is knot (closed path). Mathematically, a knot
is just a smooth closed, non-self-intersecting curve in three dimensions. Knot theory turns
out to be specially useful to study the physics of two-dimensional many body systems [2,3].
A field theoretic realization of knots and links (collection of non-intersecting knots) was
discovered by Witten in his groundbreaking work in 1989 [4]. In that paper he showed that
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physical observables (Wilson loops) in Chern-Simons gauge theory in three dimensions
are related to knot polynomials in the same dimensions and thus opened up a plethora of
new possibilities for both mathematicians and physicists.
To discuss the connection in a little detail, we start with pure Chern-Simons theory with
gauge group G and level k on a compact three manifold M. The action is given by
SCS[M, G, k] =
k
4pi
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
. (1.1)
The action does not require any metric on M. This defines the most simple version of
topological field theories, namely, the Schwarz type topological field theory. The partition
function for Chern-Simons theory on M
ZCS[M, G, k] =
∫
[DA]eiSCS (1.2)
itself defines a topological invariant of the manifold M. To explain the relation between
observables in Chern-Simons theory and knot polynomials we consider Wilson loop oper-
ators in representation R of G along an oriented knot K in M, defined as
WKR (A) = TrRUK with UK = P exp
∮
K
A (1.3)
where UK is called holonomy around the knot K. Since Wilson loop operators are gauge
invariant by definition and in this particular case they are metric independent as well, it
is quite obvious that the correlation functions of the Wilson loop operators
〈WK1,··· ,KnR1,···Rn 〉 =
∫
[DA]eiSCS
n∏
i=1
WKiRi (A) (1.4)
generate topological invariants of the theory. Witten [4] proved that these topologically
invariant correlation functions are precisely the knot invariants1.
There is a subtle caveat in this seemingly simple story. The metric independence of the
classical Lagrangian does not trivially generalise to the quantum version of the theory.
Witten showed that the quantum version of Chern-Simons theory preserves topological
invariance but at the expense of a choice of “framing”. Correlation functions of Wilson
loop operators along different knots, depend on linking number between the knots in-
volved in the computation [4,5]. The linking number between two knots is a topologically
1For G ≡ U(N) or G ≡ SU(2) or G ≡ SO(N) this correlation functions are in turn related to
HOMFLY polynomial or the Jones polynomial or Kauffman polynomials respectively.
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invariant quantity; therefore, in general the correlation functions are also topologically
invariant. But the subtlety arises when different Wilson loop operators are taken along
the same knot. Then the notion of framing becomes important because in general the
self-linking number2 of a knot K is not a topologically invariant quantity. Therefore to
preserve topological invariance of the correlation function one needs to modify the defini-
tion of self-linking number by a choice of framing [4, 5]. To generate a consistent notion
of self-linking number one defines another knot Kf around K specified by some normal
vector field n and defines self-linking number as the linking number between K and Kf .
This manner of regularisation reinstates topological invariance of correlation functions
but at the expense of its dependence on some integer p defining the linking number be-
tween K and Kf . To visualise the situation, we can imagine the set of normal vectors
defined by the vector field n, as a tangled ribbon defining an orientable surface, the sides
of which are bounded by K and Kf . In principle there are many ways to construct such
ribbons so that one side always coincides with K, and each of this choices renders different
framings of the knot. The canonical framing is defined as some choice of n such that the
self-linking number p is zero. The framing which is very crucial for this paper is called
the Seifert framing, where the knot is pushed along the Seifert surface3 to generate Kf
for regularisation. Now it is obvious that a change of framing is nothing but changing
the choice of the vector field n, which just renders a change in the value of the integer p
defined above. Following [4] it can be shown that, under a change of framing of Ki by pi
units, the correlation function of the Wilson loops changes as
〈WK1,··· ,KnR1,···Rn 〉 → exp
(
2pii
n∑
i=1
pihRi
)
〈WK1,··· ,KnR1,···Rn 〉 (1.5)
where, hRi =
CRi
2(k+N)
with cRi being the quadratic Casimir in the representation Ri of
G(N).
Not only the correlators, but also the partition function depends on choice of framing.
Atiyah [6] showed that for every three manifold M different framing choices can be labeled
by an integer s ∈ Z (s is self-linking number) such that the canonical framing is given
by s = 0. As a result, if two framings differ by an integer s, the corresponding partition
2Also known as cotorsion or the writhe.
3A compact, connected, oriented surface embedded in the three manifold having the knot K as its
boundary such that the orientation of the knot is consistent with its own.
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functions are related by [5]
ZCS[M, G, k] = exp
(
piisc
12
)
ZCS[M, G, k]; c = kd
k + y
(1.6)
where d and y are the dimension and dual Coxeter number of the group G, and c is the
central charge of the Wess-Zumino-Witten (WZW) model4 with the affine gauge group
Gk. One should realise how WZW model naturally arises in the context of quantizing
Chern-Simons theory on three manifolds. The CS/WZW correspondence is in some sense
a predecessor of AdS/CFT. The status of AdS/CFT is still at the level of a conjecture
whereas one can show that Chern-Simons theory quantised on a closed three manifold can
be described exactly by a two dimensional WZW model5. Since the CS/WZW is an exact
correspondence, one can write observables in Chern-Simons theory in terms of objects
in the dual WZW model6. These objects are modular transformation matrices [7] of the
affine lie algebra. This precise relation is our starting point in this paper. We illustrate
this relation in detail in the subsequent section.
In this paper we study large N properties of Chern-Simons theory with level k and gauge
group G = SU(N) or U(N)7 on Seifert manifold M(g,p). The partition function for the
same in Seifert framing can be written as a function of modular transform matrices8 of
affine Lie group summed over integrable representations. An integrable representation
4See [7] for a pedagogical review of WZW and [4] for a detailed relation between Chern-Simons theory
and WZW model.
5For a comparison between the CS/WZW with AdS3/CFT2 one can look at the beautiful paper by
Gukov et al [8].
6The central statement which connects these two completely different theories in two different dimen-
sions is that the Hilbert space that one gets while quantising the (2 + 1) dimensional CS theory turns out
to be the space of conformal blocks for the (1 + 1) dimensional WZW theory. For example if one starts
quantising a pure level k CS theory with gauge group G on Σg × S1, then the physical Hilbert space of
CS theory HΣ, turns out to be finite dimensional and can be described as the space of conformal blocks
of a WZW theory on Σg with the affine gauge group Gk. As spelled out by [4] one can generalise this
result to a generic Seifert manifold M(g,p) (a circle bundle over Σg with first Chern class p. Ex. S3/Zp
for (g, p) = (0, p)) by doing surgeries over Σg × S1. In fact different choices of doing surgery to go from
one manifold to the other, results into generating the same partition function but in different choice of
framings. Lot of work has been done on Chern-Simons theories on Seifert manifolds, most recent of which
is [9] and one can look at the references therein for other related works.
7In this paper we work in large N limit. Our results are not sensitive to this choice.
8The characters of the integrable representations of an affine Lie algebra su(N)k transform into one
another under modular transformations. The two generators of this modular group are conventionally
denoted by S and T . See section 2 for details.
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of u(N)k (or su(N)k) has maximum k columns and N rows in Young diagram. The
restriction on representations follows from the fact that there is a precise relation between
Hilbert space HΣ of Chern-Simons theory with level k and gauge group SU(N) on Σ ×
S1 and WZW model on Σ with affine group SU(N)k. The Hilbert space HΣ is finite
dimensional and spanned by the finite number of conformal primaries in WZW model. In
WZW the conformal primaries are finite in number and in one-to-one correspondence with
integrable representations of affine Lie algebra su(N)k. The first goal of this paper is to
show that using the form of modular transform matrices S and T for given representations
the partition function can be written as a unitary matrix model. These matrix models
are similar to those studied by [10, 11]9 but with a difference. We observe that the
eigenvalues of unitary matrices are proportional to hook numbers associated with an
integrable representations. As a result the eigenvalues turn out to be discrete.
To check the consistency of our observation we consider the CS theory on S2×S1 coupled
with Gross-Witten-Wadia(GWW) potential [12,13]10. The resulting unitary matrix model
turns out to be exactly same as the one derived earlier by [16]11 in the context of CS
theory coupled with matter. The authors of [16] also showed that the eigenvalues of
unitary matrices are discrete and the discreteness in eigenvalues comes because of U(1)
fluxes through S2. In our way of writing the partition function it seems that discreteness
in eigenvalues emerges naturally.
In a series of papers [19–23] Naculich et.al. showed how the level-rank duality of WZW
model flows to the level-rank duality of Chern-Simons theories. Under level rank duality a
Wilson loop in one theory with some representation characterised by the Young diagram
Y maps to a Wilson loop with a representation Y˜ in the level-rank dual theory where
Y and Y˜ are related by transposition12. Since the GWW model is self dual, writing
9The partition function for CS theories on different manifolds boils down to a novel class of matrix
models [10], with a Unitary Matrix Model(UMM) like measure and a non-periodic potential.
10This partition function of Chern-Simons theory on S2 × S1 can also be written in terms of a sum
over representations of SU(N) [14,15]. The SU(N) representations are characterised by Young diagrams
with maximum N rows (no constraint on maximum number of columns). In our previous work [15] we
observed that the discreteness in eigenvalue distribution imposes a constraint on dominant representations
of SU(N) : maximum number of columns must be less than k, which is nothing but the integrability
condition. This observation motivated us to look at the relation between CS theories on different manifolds
directly starting from its relation with the current algebra of the corresponding WZW theory. We
postpone further discussion on this to conclusion section 5.
11Using the technique developed in [17]. See also [18]
12Though this mapping is not in general one to one [23].
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down the partition function as a sum over integrable representations we explicitly check
that different dominant representations at large N are related to each other by transposi-
tion. In this paper we consider not only GWW potential, but also Chern-Simons theory of
S2×S1 coupled with fundamental matter. The partition function for such theory, in large
N limit, can be written as expectation value of an effective function of Wilson loops in
pure Chern-Simons theory [16,24]. We express the partition function for these theories in
terms of modular transformation matrices summed over integrable representations. This
might help us understand the relation between Chern-Simons theory coupled with differ-
ent fundamental matters using the transformation properties of modular transformation
matrices under level-rank duality.
In this paper we also study pure level k, rank N Chern-Simons theory on S3. The parti-
tion function for this theory in canonical framing is trivial and given by 00 component13
of modular transformation matrix S. The free energy at large N matches with topological
string theory on resolved conifold [25] and exhibits no phase transition. The same parti-
tion function in Seifert framing can be written as function of modular transform matrices
summed over integrable representations. Using the properties of modular transform ma-
trices one can show the equivalence between two framings up to a phase factor. However,
the latter admits a matrix model representation of the theory. In this paper we show
that the partition function can be written as a unitary matrix model where eigenvalues
are discrete. The discreteness implies an upper cap in eigenvalue distribution in large
N limit. In our analysis we see that at large N the partition function is dominated by
an one-gap eigenvalue distribution that corresponds to an integrable representation and
large N free energy matches with the same in canonical framing. However, the large N
phase ceases to exist after a critical value of ’t Hooft coupling λ. This implies that for ’t
Hooft coupling greater than the critical value the most dominant representation is not an
integrable representation anymore. We do not have any satisfactory explanation for the
existence of such critical value of ’t Hooft coupling in the theory.
While studying large N phases of pure Chern-Simons theory on S3 we encounter another
interesting phase of the model. We observe that for a range of ’t Hooft coupling there
exists a new phase of the system with similar free energy. The new phase corresponds to
a two-gap distribution. Interestingly, the new phase (two-gap phase) also ceases to exist
after the same critical value of ’t Hooft coupling. However, we failed to find the new phase
for lower values of ’t Hooft coupling. This could be because of our limitation in numerical
130 representation means a Young diagram with no box.
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analysis. The bottom line is, for a finite range of ’t Hooft coupling we observe that at large
N Chern-Simons theory on S3 admits two topologically distinct eigenvalue distributions
with same free energy. Understanding the physical meaning of these multigap phases in
the topological string theory side [25] is an interesting avenue to pursue.
The plan of this paper is as follows. In section 2 we discuss how the partition function for
Chern-Simons theory on Seifert manifold can be written as a function of modular trans-
form matrices summed over integrable representations and their dependence on framings.
We also show using the expressions for modular transform matrices one can write this
partition function as a unitary matrix model. In section 3 we consider Chern-Simons
theory on S2 × S1 coupled with different fundamental matter. We write down the parti-
tion function in terms of modular transform matrices for any generic fundamental matter
coupling. As a toy model we consider Chern-Simons theory coupled with GWW potential
and find different dominant integrable representations for different phases of the theory
at large N . From the dominant representations it is manifest that the theory is self-dual
under level-rank duality. Section 4 contains discussion of Chern-Simons theory on S3. We
show that at large N there is a discrepancy in writing the partition function in Seifert
framing. Namely, restriction on integrable representations seems to break down after a
critical value of ’t Hooft coupling. We summarise our main results in conclusion section
5 and discuss how the dominant representations found in the current paper are different
than what we considered in our previous works [14,15].
2. Chern-Simons partition function on Seifert manifold
In this section we discuss how one can write the partition function (or correlation of
Wilson loops) of a generic Chern-Simons theory on three dimensional compact manifold
as a unitary matrix model.
We consider Chern-Simons theory of level k (bare level) and gauge group G(N) on a Seifert
manifold. A Seifert manifold M(g,p) is a circle bundle over genus g Riemann surface Σg
with first Chern class p. Physical observables (Wilson loops) of Chern-Simons theory on
such a manifold can be written in terms of observables in two dimensional WZW theory
because of close connection between the two [4]. A Seifert manifold for generic p can
be obtained from M(g,0) (which is a product of genus g Riemann surface and a circle
Σg × S1) by surgery. Different choices of surgery give different framings of M(g,p). In
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a particular framing called Seifert framing, the expectation value of n Wilson loops in
different representations R1,R2, · · · ,Rn of G(N) can be written as [23]
WR1,··· ,Rn [M(g,p), G, k] =
∑
R
(TRR)−pS2−n−2g0R
n∏
i=1
SRRi , (2.1)
where TRR′ and SRR′ are modular transform matrices that mix the affine characters as-
sociated with highest weight representations of affine Lie algebra g(N)k under translation
and inversion of modular parameter τ , respectively
χR(τ + 1) =
∑
R′
TRR′χR′(τ) and χR(−1/τ) =
∑
R′
SRR′χR′(τ). (2.2)
All the sums in equation (2.1) and (2.2) are over integrable representations of g(N)k and
R = 0 corresponds to identity representation. As mentioned earlier, we express all the
representations in terms of Young diagram and hence an integrable representation means
the Young diagram with maximum k number of boxes in the first row (i.e. maximum k
columns).
For G = U(N) the modular transform matrix SRR′ of the u(N)k can be written in terms
of modular transformation matrix of su(N) and is given by14 [20]
SRR′ = (−i)
N(N−1)
2 (k +N)−N/2e−
2piiQQ′
N(N+k) detM(R,R′). (2.3)
We use the notationR andR for u(N) and su(N) representations respectively15. M(R,R′)
is a N ×N matrix with elements,
Mij(R,R
′) = exp
[
2pii
k+N
φi(R)φj(R
′)
]
(2.4)
where,
φi(R) = hi − s
R
N
, sR =
N∑
i=1
hi and hi = ni +N − i. (2.5)
ni’s are number of boxes in i
th row of a given representation R and n1 ≤ k with R being
an integrable representation. Q is the eigenvalue of the u(1) generator and is given by
Q = r(R) mod N , r(R) is the number of boxes in R.
14Affine Lie algebra of U(N) WZW is the quotient of su(N)k × u(1)N(k+N) by ZN . Hence u(N)
representation can be written in terms of su(N) representations and eigenvalues of u(1) generator.
15One can follow [26] for a generic discussion and derivation of modular transformation matrices of
affine Lie algebra.
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After a little algebra, the (0,R) component of modular transform matrix S can be written
in terms of hook numbers hi’s,
S0R = (k +N)−N/22N(N−1)/2e−
2piiQ(R)Q(0)
N(N+k)
∏
i<j
sin
(
pi(hi − hj)
k +N
)
. (2.6)
R = 0 means identity representation, i.e. ni = 0, ∀ i ∈ [1, N ]. As we will see, this
expression plays an important role in our analysis.
The other modular transform matrix TRR′ is given by
TRR′ = exp
(
2pii(hR − c
24
)
)
δRR′ , hR =
1
2
C2(R)
k +N
, c =
N(Nk + 1)
k +N
(2.7)
and C2(R) is quadratic Casimir of u(N)k
C2(R) = N
N∑
i=1
(li + s) +
N∑
i=1
(li + s)((li + s)− 2i+ 1). (2.8)
Here s is any integer. Young diagram R of u(N) is obtained by prepending s columns
of N boxes to the Young tableaux R for the corresponding SU(N). Thus the number of
boxes in R is given by li + s and hence can be negative as well. However, we shall work
in terms of number of boxes of the corresponding su(N) representations R.
The partition function for Chern-Simons theory on M(g,p) can be written from equation
(2.1) setting n = 0,
ZCS[M(g,p), U(N), k] =
∑
R
(TRR)−pS2−2g0R , R runs over integrable representations. (2.9)
We shall work with this partition function in this paper.
2.1 Unitary matrix model and large N limit
Starting with the above partition function (2.9), one can express the same in terms of
hook number variables {hi},
ZCS[M(g,p), G, k] =
(
2(N−1)
k +N
)N(1−g)∑
~h
∏
i<j
sin2−2g
(
pi(hi − hj)
k +N
)
e−
ippi
k+N
∑
i(hi−∆)2e
piipN2
12
− 2(2−2g)ipiQ(R)Q(0)
N(k+N)
where ∆ =
1
2
(N − 1− 2s) and
∑
~h
=
k+N∑
{hi}=0
h1>h2>···>hN
is a restricted sum.
(2.10)
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Here, Q(R) = r(R) + sN and Q(0) = s′N , r(R) being the number of boxes in R repre-
sentation. Since summation in equation (2.10) is over the integrable representations, the
hook number hi ranges between 0 and k+N . To write the partition function in terms of
a unitary matrix model we impose periodic boundary condition on hi : hi ∼ hi + k+N .
We define angular variables {θi} as,
θi =
(
2pi
k +N
)
hi, where θN ≥ 0 and θ1 ≤ 2pi. (2.11)
Periodicity in hi implies θi ∼ θi + 2pi. Here note that angular variables {θi}’s are in
monotonically decreasing order. In the large N limit, the equation (2.10) can be written
in terms of redefined variables θi’s as
ZCS[M(g,p), G, k] = 2N(N−1)
∫ ∏
i
dθi
2pi
∏
i<j
sin2−2g
(
θi − θj
2
)
ef({θi},k,N,p) (2.12)
with some effective potential f(θi, k,N, p) depending on angular variable {θi} and other
parameters. Thus, we see that the partition function can be written as a unitary matrix
model with an effective potential f({θi}, k,N, p). The modular transform matrix S0R
provides the correct measure factor for unitary matrix model.
From the redefinition (2.11) we see that that eigenvalues are discrete (since hook numbers
can take only integer values). The discreteness of eigenvalues for Chern-Simons theory on
S2×S1 was discussed in [16] and the source of the discreteness was the U(1) flux through
S2. Here we see that the discreteness is automatic for any three manifold (not just S2×S1)
when we write Chern-Simons partition function as sum over integrable representations of
u(N)k WZW model.
Discreteness in eigenvalues implies an upper cap in eigenvalue distribution function16
defined as,
ρ(θ) = − lim
∆x→0
∆x
∆θ
, where x = i/N and θ(x) = θi. (2.13)
In the large N limit
ρ(θ) ≤ 1
2piλ
, where λ =
N
k +N
. (2.14)
In large N limit, we can also define a Young diagram distribution function u(h)
u(h) = − lim
∆x→0
∆x
∆h
, where x = i/N and h(x) = hi/N. (2.15)
16We use a negative sign in the definition of eigenvalue density because we arrange the eigenvalues in
equation (2.10) in monotonically decreasing order.
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Thus Young distribution and eigenvalue distributions are related by,
u(h) = 2piλρ(2piλh). (2.16)
From the relation ni = hi − N + i we can independently check that the above u(h)
satisfies
u(h) ≤ 1 (2.17)
since, ni’s are monotonically decreasing numbers. Therefore, this bound on u(h) is con-
sistent with the identification (2.11) and the bound on eigenvalue density (2.14). Thus we
see that in the large N limit, finding the most dominant Young diagram is equivalent to
solving the saddle point equation in unitary matrix model. We should note that redefined
variables θi’s are periodic after we impose periodic boundary condition on hook numbers
hi.
3. Chern-Simons theory on S2×S1 coupled with fundamental mat-
ter field
In this section we write down the partition function of U(N) Chern-Simons theory of level
k on S2 × S1 coupled with different fundamental fields in terms of modular transform
matrices of affine Lie algebra of boundary WZW model and study the properties of large
N representations that dominate the partition function. The actions for such matter
couplings have been considered in many papers [27–33].
It was shown in [24] that by integrating out the massive modes, thermal partition function
of large N Chern-Simons theory on S2×S1 can be written in terms of vacuum expectation
value of effective action of holonomy U along the thermal circle S1,
ZmatterCS
[
S2 × S1, U(N), k] = 〈e−T 2V2v(U)〉N,k (3.1)
where T is the temperature (inverse of the size of the thermal circle), V2 is the volume of
S2 and the effective potential v(U) depends on the matter coupling.
The effective potential v(U) can be computed case by case. In most of the cases, one can
see that v(U) can be written as a generic single plaquette model given by
Z(β) =
∫
DU exp
[
N
∞∑
n=1
βn(β)
n
(
TrUn + TrU †n
)]
(3.2)
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where βn(β)’s are the parameters of the model. We now explicitly spell out how to write
CS theory coupled with matter in the fundamental representation as an effective single
plaquette model for four cases namely CS coupled to regular bosons, regular fermions,
critical bosons and critical fermions.
• Chern-Simons coupled to regular bosons
Consider Chern-Simons theory coupled to massless fundamental bosons or regular
bosons with φ6 interaction [34]. The action is given by
S = SCS + SRB
where SRB is the matter action and is given by
SRB =
∫
d3x
[
(Dµφ)
† (Dµφ) +
λ6
3!N2
(
φ†φ
)3]
. (3.3)
with λ6 being the marginal coupling constant. The effective potential v[ρ] for this
theory as a functional of eigenvalue density function ρ(θ) is given by [16]
v[ρ] = −N
6pi
(
1 +
2
λˆ
)
σ3 +
N
2pi
∫ pi
−pi
dθ ρ(θ)
∫ ∞
σ
dy y
(
ln(1− e−y+iθ) + ln(1− e−y−iθ))
(3.4)
where
λˆ =
√
λ6
8pi2
+ λ2 (3.5)
and λ = N/(N + k) is the ’t Hooft coupling.
Using the following expansion (since |e−y+iθ| < 1 for y > 0)
ln(1− e−y+iθ) + ln(1− e−y−iθ) = −
∞∑
n=1
e−ny
n
(einθ + e−inθ), (3.6)
and integrating over y equation 3.4 can be recast as,
v[U ] = −N
6pi
(
1 +
2
λˆ
)
σ3 − 1
2pi
∞∑
n=1
βn
n
(
TrUn + TrU †n
)
(3.7)
where
βn =
e−nσ(1 + nσ)
n2
. (3.8)
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The value of σ is obtained from minimization of v[U ] with respect to σ in a given
phase (
1 +
2
λˆ
)
σ =
1
N
∞∑
n=1
e−nσ
n
(ρn + ρ−n) , (3.9)
where ρn = TrU
n.
• Chern-Simons coupled to regular fermions
Consider now a theory of single massless fundamental fermion minimally coupled
to a U(N) level k Chern-Simons theory. The action is given by
S = SCS + SRF
where the matter action SRF is given by [30]
SRF =
∫
d3x ψγµDµψ. (3.10)
Following the same steps as in the case of fundamental bosons, the effective potential
v[ρ] given in [16,24] can be written as
v[U ] = −N
6pi
(
c˜3
λ
− c˜3
)
− 1
2pi
∞∑
n=1
βn
n
(TrUn + TrU †n) (3.11)
where
βn =
(−1)n+1
n2
(1 + nc˜)e−nc˜. (3.12)
The value of c˜ is determined by extremizing v[ρ] with respect to c˜
c˜(
1
λ
− 1) = − 1
N
∞∑
n=1
(−1)ne−nc˜
n
(ρn + ρ−n). (3.13)
• Chern-Simons coupled to critical bosons
At large N , critical bosonic theory can be defined as the Legendre transform of
regular bosonic theory (equation (3.3) with λ6 = 0) with respect to the operator
φ†φ. The action of regular boson theory is deformed by a mass squared parameter
A so that the action becomes
S = SScalar + SCS + δS
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where
δS =
∫
d3x Aφ†φ. (3.14)
The effective potential [16] can be written as
v[U ] = −N
6pi
σ3 − 1
2pi
∞∑
n=1
βn
n
(TrUn + TrU †n) (3.15)
where
βn =
e−nσ
n2
(1 + nσ). (3.16)
Extremising the effective potential with respect to σ, we get
σ =
1
N
∞∑
n=1
e−nσ
n
(ρn + ρ−n). (3.17)
• Chern-Simons coupled to critical fermions
Chern-Simons theory coupled to massless critical fermions in the fundamental rep-
resentation can be defined as a deformation of regular fermion theory (Eq.(3.10)).
The action is given by
S = SCS +
∫
d3x ψγµDµψ +
∫
d3x (Bψψ +
N
6
λf6B
3) (3.18)
where B is a Lagrange multiplier field and λf6 is a marginal coupling in the critical
fermion theory. The effective potential of the theory [29] can be written as
v[U ] = − N
6piλ
c˜3(1− λ+ gˆ(λ, λf6))−
1
2pi
∞∑
n=1
βn
n
(TrUn + TrU †n) (3.19)
where
βn =
(−1)n+1
n2
(1 + nc˜)e−nc˜. (3.20)
c˜ is obtained by extremizing the effective potential
c˜(
1
λ
− 1 + gˆ(λ, λ
f
6)
λ
) = − 1
N
∞∑
n=1
(−1)ne−nc˜
n
(ρn + ρ−n). (3.21)
Thus, in all these examples we see that the partition functions take a generic form
Zmattercs = 〈ev[U ]〉
where v(U) = N
∞∑
n=1
βn
n
(
TrUn + TrU †n
)
+ β0.
(3.22)
This way of writing the partition function is helpful in expressing the same in terms of
modular transform matrices of u(N)k representations of dual WZW model.
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3.1 Connection with WZW model
From the examples, discussed above, we see that coupling with fundamental matter fields
renders an effective action of the form
v(U) = N
∞∑
n=1
βn
n
(
TrUn + TrU †n
)
+ β0, (3.23)
where βn depends on the type of matter fields. Therefore the partition function of U(N)
Chern-Simons theory of level k coupled with fundamental matter can be written in general
as
ZmatterCS
[
S2 × S1, U(N), k] = 〈eN∑∞n=1 βnn (TrUn+TrU†n)〉
N,k
. (3.24)
Before we write down the partition function in terms of quantities of u(N)k WZW model,
we make a justified approximation in v(U). Since, βns are exponentially suppressed by
a factor e−σn, we truncate the sum over n and approximate that the sum runs from 1
to L where L ≤ k,N . This enables us to write down the partition function in terms of
modular transform matrices of u(N)k WZW model. However, in the limit k → ∞ and
N →∞ we can give up this approximation.
Expanding the exponential we can write,
ZmatterCS
[
S2 × S1, U(N), k] = ∑
~k,~l
g~k g~l
〈
Υ~k(U)Υ~l(U
†)
〉
N,k
. (3.25)
where, ~β = {β1, β2, · · · , βL} is the set of L parameters of the theory, ~k = {k1, k2, · · · , kL}
and ~l = {l1, l2, · · · , lL} are L dimensional vectors with kn, ln ∈ [0, 1, 2, · · · ]. Functions g~k
and Υ~k(U) are given by,
g~k =
L∏
n=1
Nknβknn
nknkn!
, Υ~k(U) =
L∏
n=1
(TrUn)kn . (3.26)
Using the group theory identity one can write
TrUm =
min(m,N)∑
p=1
(−1)p−1TrRpU (3.27)
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where the index p in the representation Rp defines different higher dimensional represen-
tations in terms of Dynkin indices as
Rp =

[m, 0, · · · , 0] for p = 1
[m− p, 0, · · · , 0, 1︸ ︷︷ ︸
p
, 0, · · · , 0] for p = 2, · · · ,min(m,N − 1)
[m−N, 0, · · · , 0] for p = N,m ≥ N
(3.28)
Since n ≤ k, all the representations Rp are integrable representations of u(N)k. Clubbing
up everything we get,
ZmatterCS =
∑
~k,~l
g~k g~l
L∏
n,m
=1
∑
r1,··· ,rn
s1,··· ,sm
kn!
r1!...rn!
lm!
s1!...sm!
(−1)r2+2r3+...+(n−1)rn+s2+2s3+...+(m−1)sm
〈(TrR1U)r1 · · · (TrRnU)rn(TrR1U †)s1 · · · (TrRmU †)sm〉N,k.
(3.29)
Using the definition (2.1) we finally write
ZmatterCS
[
S2 × S1, U(N), k] = ∑
R
S20R exp
N L∑
n=1
βn
n
min(n,N)∑
p=1
(−1)p−1
(SRRp + SRR¯p
S0R
) .(3.30)
In the limit k,N → ∞ we can lift the restriction over n and all the Rp’s are integrable
representations of u(N)k. In that case, we can write the partition function of CS theory
on S2×S1 coupled with fundamental matter in terms of quantities of related WZW model
as,
ZmatterCS
[
S2 × S1, U(N), k] = ∑
R
S20R exp
N ∞∑
n=1
βn
n
min(n,N)∑
p=1
(−1)p−1
(SRRp + SRR¯p
S0R
) .(3.31)
Transformation of modular transformation matrices under level-rank duality is well known
[19–21, 23]. It would be interesting to see the level-rank duality between CS theory cou-
pled with different fundamental matters using the dualities of modular transformation
matrices.
3.2 Gross-Witten-Wadia potential - A toy model
Now we consider a toy example and discuss the dominant large N representations cor-
responding to different phases of the theory. We also show how different large N rep-
resentations are related to each other by transposition as a consequence of level-rank
duality.
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We consider Chern-Simons theory on S2×S1 coupled with Gross-Witten-Wadia (GWW)
potential. The partition function is given by
ZGWWCS =
∫
[DA]eSCS+Nβ1(TrU+TrU†) = 〈eNβ1(TrU+TrU†)〉N,k (3.32)
This particular example is self dual, since under level-rank duality the GWW potential
transforms into itself [16]. Using the relation (3.30) one can write the above partition
function in terms of modular transform matrices
ZGWWCS =
∑
R
S20ReNβ1
(SRF+SRF¯
S0R
)
. (3.33)
Here F and F¯ stand for fundamental and anti fundamental representations. In large N
limit one can easily calculate that,
SRF
SR0 = e
−2piiφ
N∑
i=1
e
2pii
N+k
hi and
SRF¯
SR0 = e
2piiφ¯
N∑
i=1
e−
2pii
N+k
hi . (3.34)
where, φ = Q(R)(Q(F)−Q(0))+s
R
N(k+N)
and φ¯ = Q(R)(Q(F)−Q(0))+s
R
N(k+N)
. By appropriately choosing the
eigenvalues of u(1) generators Q’s, we can set φ = 0 and φ¯ = 0. Hence the partition
function is given by
ZGWWCS = 2N(N−1)
(
1
k +N
)N∑
~h
∏
i<j
sin2
(
pi(hi − hj)
k +N
)
e2Nβ1
∑N
i=1 cos( 2piN+khi). (3.35)
In large N limit we define,
h(x) =
hi
N
, where x =
i
N
, x ∈ [0, 1] (3.36)
with
0 ≤ h(x) ≤ 1
λ
. (3.37)
The partition function, in this limit, is given by
ZGWWCS = A
∫
[dh]e−N
2Seff[h(x)] (3.38)
where,
Seff[h(x)] = −−
∫
dxdy ln | sin (piλ(h(x)− h(y))) | − 2β1
∫
dx cos (2piλh(x)) . (3.39)
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Redefining the variable h(x),
θ(x) = 2piλh(x), with 0 ≤ θ(x) ≤ 2pi (3.40)
the effective action in terms of θ(x) can be written as,
Seff[θ(x)] = −−
∫
dxdy ln | sin
(
θ(x)− θ(y)
2
)
| − 2β1
∫
dx cos θ(x) (3.41)
The saddle point equation in terms of eigenvalue density (equation 2.13) is given by,
−
∫
dθ′ρ(θ′) cot
θ − θ′
2
− 2β1 sin θ = 0. (3.42)
To find different large N representations one has to solve this equation with the constraint
ρ(θ) ≤ 1
2piλ
. This equation is exactly same as the eigenvalue equation discussed in [16].
Therefore, in large N limit, the dominant representations are completely determined by
the corresponding dominant eigenvalue distributions studied in [16].
3.2.1 Large N representations
In this section we study the dominant large N integrable representations of u(N)k corre-
sponding to Chern-Simons theory coupled with Gross-Witten-Wadia potential.
No-gap solution
The no gap phase for capped GWW model is identical with that of uncapped model.
Eigenvalue distribution is given by
ρ(θ) =
1
2pi
(1 + 2β1 cos θ). (3.43)
ρ(θ) is maximum (minimum) at θ = 0, 2pi (= pi). Therefore from (2.14), we find that the
no-gap phase is valid for
β1 <
1
2λ
− 1
2
for λ >
1
2
β1 <
1
2
for λ <
1
2
.
(3.44)
In figure 1 we plot the eigenvalue density for (β1, λ) in the range mentioned in (3.44).
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π 2 π θ
1
2 π λ
ρ (θ )
(a) ρ(θ) vs. θ for no-gap phase (black
curve). The red line denotes the
upper-cap.
k
N
(b) A typical Young diagram for no-
gap phase. There are maximum k
columns. Young distribution function
never saturates the upper bound 1.
Figure 1: Eigenvalue distribution and the corresponding dominant Young diagram for no-gap
phase.
Lower-gap solution
Eigenvalue distribution for this phase is also same as the one-gap solution for uncapped
GWW model [12],
ρ(θ) =
2β1
pi
√
1
2β1
− sin2 θ
2
∣∣∣∣cos θ2
∣∣∣∣ , for sin2 θ2 < 12β1
ρ(θ) = 0. for sin2
θ
2
>
1
2β1
.
(3.45)
The gap and distribution are distributed symmetrically around pi. The maximum of this
distribution is again at θ = 0. This phase only exists for β1 ≥ 12 . Now we have further
restriction due to upper limit of ρ(θ), which implies
β1 ≤ 1
8λ2
. (3.46)
Thus, lower-gap solution exists for
β1 <
1
8λ2
and λ ≤ 1
2
. (3.47)
For λ > 1
2
this solution does not exist.
In figure (2) we plot the eigenvalue density for (β1, λ) in the range mentioned in (3.44).
ρ(θ) = 0 (equivalently u(h) = 0) implies that there is a horizontal jump in the Young
diagram (blue line in the figure).
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π 2 π θ
1
2 π λ
ρ (θ )
(a) ρ(θ) vs. θ for lower-gap phase
(black curve). The red line denotes the
upper-cap. The blue line corresponds
to gap in eigenvalue distribution.
k
N
(b) A typical Young diagram for
lower-gap phase. There are maximum
k columns. ρ(θ) = 0 (equivalently
u(h) = 0) implies there is a horizon-
tal jump in the Young diagram (blue
line in the figure). Young distribu-
tion function never saturates the up-
per bound 1.
Figure 2: Eigenvalue distribution and the corresponding dominant Young diagram for lower-
gap phase.
Upper-cap solution
This is the first new phase in capped GWW matrix model as well as any capped matrix
models. In this phase though the eigenvalues are distributed like a no-gap solution, the
distribution is saturated over some finite range. Following [16] one can find eigenvalue
density for upper cap solution as
ρ(θ) =
1
2piλ
− 2β1
| sin θ
2
|
pi
√
1
λ
− 1
2β1
− cos2 θ
2
for cos2
θ
2
<
1
λ
− 1
2β1
ρ(θ) =
1
2piλ
for cos2
θ
2
>
1
λ
− 1
2β1
.
(3.48)
The minimum of this solution occurs at θ = pi with the value
1
2pi
(
1
λ
− 2
√
2β1
√
1
λ
− 1
)
.
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Now apart from being real, minimum value should also be greater than zero. Hence, this
solution exists for
1
2λ
− 1
2
< β1 <
1
8λ(1− λ) for λ ≥
1
2
. (3.49)
The upper-cap solution does not exist for λ < 1
2
.
In figure 3 we see eigenvalue distribution as a function of θ and the corresponding Young
distribution. The eigenvalue density touches the upper cap i.e. 1/2piλ in some range of
θ. This implies that the corresponding Young distribution function u(h) touches 1. The
Young distribution function touching unity implies that a finite fraction of rows have the
same box numbers. Since h = 0 corresponds to no box in the last row, this distribution
implies a finite fraction of rows in the diagram are empty. Similarly, at the top a finite
fraction rows have k boxes in each (two red lines in the Young diagram).
π 2 π θ
1
2 π λ
ρ (θ )
(a) ρ(θ) vs. θ for upper-cap phase
(black curve). The red line denotes the
upper-cap.
k
N
(b) A typical Young diagram for
upper-cap phase. There are maximum
k columns. Top red line corresponds
to saturation of first few rows and the
bottom red line implies last few rows
are empty.
Figure 3: Eigenvalue distribution and the corresponding dominant Young diagram for upper-
cap phase.
Upper-cap with lower-gap solution
The exact form of the solution for upper-cap with a lower gap is given in [16]. Here we
plot the corresponding eigenvalue density and the associated Young diagram in 4. Here
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eigenvalue density touches both the upper cap 1/2piλ and the lower bound 0. Hence,
the corresponding Young diagram has a finite fraction of empty rows at the bottom and
maximally saturated rows at the top. In between there are finite fraction of columns with
same number of boxes.
π 2 π θ
1
2 π λ
ρ (θ )
(a) ρ(θ) vs. θ for cap-gap phase
(black curve). The red line denotes the
upper-cap.
N
k
(b) A typical Young diagram for cap-
gap phase. Young diagram has a finite
fraction of empty rows at the bottom
and maximally saturated rows at the
top. In between there are finite frac-
tion of columns with same number of
boxes.
Figure 4: Eigenvalue distribution and the corresponding dominant Young diagram for cap-gap
phase.
3.2.2 Level-Rank duality and transposition of diagrams
The level-rank duality in terms of level k and rank N is given by N → k and k → N . As
a result, under level-rank duality, the ’t Hooft coupling constant λ transforms as
λD =
k
k +N
= 1− λ, λD is the ’t Hooft coupling in dual theory. (3.50)
Demanding that the partition function is invariant under level-rank duality we find that
the second coupling constant β1 also transforms under level-rank duality as
βD1 =
λ
1− λβ1, β
D
1 is the coupling in dual theory. (3.51)
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It was shown in [16] that under level-rank duality the eigenvalue densities for lower-gap
and upper-cap phase are related to each other by,
ρ˜ (θ) =
λ
1− λ
[
1
2piλ
− ρ(θ + pi)
]
. (3.52)
From the relation between ρ(θ) and u(h) (equation 2.16) we see that under level-rank
duality, Young distributions are related by
u˜(h) =
λ
1− λ
[
1− u
(
h+
1
2λ
)]
. (3.53)
The above relation is a two step process. In the first step we shift the hook length by 1
2λ
(h → h + 1/2λ). Since the potential is periodic we can extend h beyond 1/λ with the
identification h ∼ h + 1/λ. One can, therefore, periodically stack Young diagrams one
                 
                 
Shift
Transposition
1 2
3
Figure 5: Duality in Young diagrams.
after one (blue boxes) in figure 5. A shift of 1/2λ in h means we go from blue box to
the red box. The next step is u(h)→ 1− u(h). This implies transposition of the shifted
diagram, i.e., row and columns are interchanged. In figure 5 we start with Young diagram
for one-gap phase (diagram 1). After giving a shift in h we obtain diagram 2. Young
diagram 3 is obtained from diagram 2 by transposition. Diagram 3 is the dominant one
for upper-cap phase (figure 3).
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Since no-gap and cap-gap phases are dual to themselves, we see from the corresponding
dominant Young diagrams that the above set of operations gives us back the same Young
diagrams.
4. Chern-Simons theory on S3
A special class of Seifert manifold (g = 0, p = 1) is three sphere : M0,1 = S3. Chern-
Simons partition function on S3 can be obtained from the generic expression (2.1)
ZCS[S3, U(N), k] =
∑
R
S20RT −1RR, in Seifert framing. (4.1)
Using the properties of modular transform matrices17 one can show that the partition
function in Seifert framing is same as that of in canonical framing up to a phase factor
(see equation 1.6)
ZCS[S3, U(N), k] = S00 in canonical framing. (4.2)
Partition function in Seifert framing can be written as a matrix model. In the large N limit
we shall see that one integrable representation (say R˜) dominates the partition function
and the value of the partition function for that representation is same as S00
ZCS[S3, U(N), k] = lim
N→∞
S2
0R˜T −1R˜R˜ = S00. (4.3)
Using the expressions for modular transform matrices in terms of Young diagram data, the
partition function for Chern-Simons theory on S3 can be written as a matrix model18
ZCS[S3, U(N), k] =
(
2(N−1)
k +N
)N
e−
ipigs(N
3−N)
6
∑
~h
∏
i<j
sin2 [pigs(hi − hj)] e−ipigs
∑
i(hi−∆)2
where, gs =
1
k +N
is coupling constant and ∆ =
1
2
(N − 1− 2s)
(4.4)
There are two possible ways to deal with this partition function. Replacing gs → −igs
one can write this partition function as a Hermitian matrix model. This was studied
17S2 = 1, (ST )3 = S2 = 1.
18We appropriately choose u(1) eigenvalues such that in the large N limit the partition function matches
with that in canonical framing (4.2).
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by [35, 36] in the context of two-dimensional Yang-Mills theory19. We briefly review the
analysis in Appendix A. Here, we use the similar technique (section 2.1) to write the
partition function as a unitary matrix model [11,14]. We take ∆ = k+N
2
with appropriate
choice of s and define the angular variables θi
θi =
2pihi
k +N
− pi, θN ≥ −pi and θ1 ≤ pi. (4.5)
The summand in equation (4.4) can be written as a measure of SU(N) (or U(N)), as
described in section 2, with the fact that eigenvalues are now discrete. Discreteness in
eigenvalues implies an upper cap in eigenvalue distribution function given by equation
(2.14).
The partition function in large N limit after a wick rotation in gs (gs → igs) is given
by
ZCS[S3, U(N), k] = e
pigsN
3
6
∫ ∏
i
dθi
2pi
∏
i<j
2 sin2
(
θi − θj
2
)
e−
1
4pigs
∑N
i=1 θ
2
i . (4.6)
The potential is not periodic in this case. However, to write a unitary matrix model for
Chern-Simons theory we introduce periodicity in hi : hi ∼ hi + k +N . This implies that
the harmonic oscillator potential θ2 is repeated beyond −pi ≤ θ ≤ pi. Writing the partition
function as a unitary matrix model has an advantage. In the next section (section 4.1)
we see that at large N , the model also admits a two-gap solution with same free energy.
Finding this new phase is easy in unitary matrix model.
In the large N limit the eigenvalue distribution is governed by the saddle point equa-
tion
−
∫
dθ′ρ(θ) cot
(
θ − θ′
2
)
=
1
2piλ
θ. (4.7)
This unitary matrix model was studied in [14]. It was observed that the system has only
one phase in the large N limit and the eigenvalue distribution was given by,
ρ(θ) =
1
2pi2λ
tanh−1
[√
1− e
−2piλ
cos2 θ
2
]
. (4.8)
Since ρ(θ) ≥ 0, this implies eigenvalues are distributed for θ ∈ [−2 cos−1 e−piλ, 2 cos−1 e−piλ].
The eigenvalue distribution and corresponding Young diagram distribution are plotted in
figure 6. We call this phase a one-gap phase.
19Also look at [5] for a review.
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-π π θ
1
2 π λ
ρ (θ )
(a) ρ(θ) vs. θ for one-gap phase
(black curve). The red line denotes the
upper-cap.
k+N
(b) A typical Young diagram for one-
gap phase.
Figure 6: Eigenvalue distribution and the corresponding dominant Young diagram for one-gap
phase for CS on S3.
As discussed in [14] the theory does not admit any no-gap phase as the eigenvalue distri-
bution for such phase becomes negative in some range of θ. No phase transition in this
theory was considered in [14] because eigenvalue density was unrestricted.
One can compute the free energy corresponding to this phase. The free energy is given
by,
FCS(λ) =
2pi3λ3
3
− pi
3λ
3
− Li3(e−2piλ) + ζ3 (4.9)
for all 0 ≤ λ ≤ 1. This is in agreement with [5, 25, 37, 38]. This is, as expected, equal to
the partition function (4.1) in canonical framing (4.2).
Interestingly, the eigenvalue distribution (4.8) is functional inverse of Young diagram
distribution obtained in [5,35] (see Appendix A for details). This identification is similar
to that obtained in the context of a generic unitary matrix model considered in a series
of papers [14, 39, 40]. However, in this case both the distributions correspond to large N
integrable representation of u(N)k. This is similar to [41].
From eigenvalue distribution (4.8), we see that the eigenvalue density saturates the upper-
bound at λ∗ = 1
pi
ln coshpi. Saturation of eigenvalue density to its upper bound is equiv-
alent to the dominant representation in the dual description, saturating the integrability
condition. Therefore, one naturally expects that the system will undergo a phase tran-
sition from a gap phase to cap-gap phase after this value of λ similar to [16]. However,
we explicitly check that such cap-gap phase does not exists for CS theory of S3 which
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is manifest from the partition function written in canonical frame (no such phase transi-
tion exists in canonical frame). This essentially means that the representation R˜ which
dominates the partition function in the large N limit is not an integrable representation
anymore. One needs to continue the sum over R beyond integrable representations for
λ > λ∗ [42, 43] using the symmetries of summand.
4.1 Two-gap phase in Chern-Simons theory on S3
Chern-Simons theory on S3 does not allow any no gap solution20 but admits multi-gap
(more than one) solutions [14,44]. A two gap solution, in particular, was explicitly studied
in [14]. The solution was given by,
ρ(θ) =
1
4pi2λ
tanh−1
[√
(2 cos θ + γ)2 − 4e−4piλ
2 cos θ + γ
]
=
1
4pi2λ
tanh−1
[
4
√
(cos2 θ/2− cos2 θ1/2) (cos2 θ/2− cos2 θ2/2)
2 cos θ + γ
]
, (4.10)
where
θ1 = 2 cos
−1
[√
2(1 + e−2piλ)− γ
2
]
, θ2 = 2 cos
−1
[√
2(1− e−2piλ)− γ
2
]
. (4.11)
The parameter γ can not be fixed from the analyticity or normalization conditions of
resolvent. Hence it is an one parameter family of solutions at this point. However, the
free energy for two-gap phase depends on the parameter γ and hence, it is possible to cook
up a new large N solution or phase for a given value of λ such that the free energy of that
phase exactly matches with the free energy of one-gap phase. The additional parameter
γ depends on the ’t Hooft coupling λ. Since the free energy matching condition is hard
to track analytically we used numerical methods to find two-gap solutions with the same
free energy as of the one-gap solution for a given value of λ.
The two-gap eigenvalue density (4.10) is defined only when θ ∈ (−pi,−θ1} ∪ {−θ2, θ2} ∪
{θ1, pi}; therefore, it is quite clear if θ1 = pi then the two gap solution should smoothly
go to the one-gap solution and the free energies should match. This simple observation
validates our numerical observations as well. One can observe from figure 7a (lower
20The saddle point equation does not allow a real semi-definite positive eigenvalue distribution for this
case.
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graph) that the analytic prediction (continuous line) indeed matches with the numerical
prediction (discrete points in the figure). For all points on this line, the free energy of
two-gap solution trivially matches with that of one-gap phase.
In our numerical analysis we also find some non-trivial solutions (both θ1 and θ2 real,
different and between 0 and pi) of γ as well for which the free energy matches with (4.9).
We find that the non-trivial two-gap solution exists for λ greater than a minimum value
of λ0 = 0.3545 ± .0045. All the black points in figure 7a (upper graph) generate a two
0.2 0.4 0.6 0.8
λ
-2
-1
1
γ
(a) Numerical equi-energy plot for γ
vs λ.
0.4 0.5 0.6 0.7 0.8 0.9
λ
1.70
1.75
1.80
γ
(b) Zoomed in plot of γ vs. λ for two-
gap phase (the upper graph of 7a)
Figure 7: Equi-energy plot of γ vs λ. Continuous lines denote analytic part and discrete points
are the numerical findings.
gap solution for which the free energy matches with the one-gap case. Surprisingly we
observe that for λ > λ∗ this two-gap solution is also plagued with the same pathology
i.e. eigenvalue density exceeding the value of upper-cap. For all the red points marked
in the upper graph in figure 7a, one can generate a two-gap solution but for all of those
points eigenvalue density goes beyond the capped value. In figure 8 we plot eigenvalue
distribution for one-gap and two-gap phase. For λ > λ∗, we see both one-gap and two
gap solutions goes beyond the saturation limit.
However, we are not very confident about the minimum value of λ i.e. λ0. Numerically
we were not able to find any real acceptable values of θ1 and θ2 below λ0 such that the
free energy matches with one-gap phase. This could be because of our lack of expertise
in numerical analysis.
One of the primary goal of this numerical exercise is to establish the fact that in principle
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(c) for λ = 0.81 and γ = 1.78115.
Figure 8: ρ(θ) vs. θ for one-gap phase (red curve), two-gap phase(black curve) and the upper
saturation limit(blue line) for CS on S3.
one can find a two-gap solutions21 for CS theory on S3 which has the same free energy
as the one-gap phase. It should be emphasised that our objective in this section is to
demonstrate the existence of multi-gapped phases in the matrix model side not to study
any phase transition. As of now, these two different distributions mean two different inte-
gral representations for the observables of the theory. Although the underlying meaning
of these multi-gap phases (condensation of D2 brane instantons ? [44]) is not very clear
yet, we attempt to show that such phases can be engineered with free energy same as
that of one-gap phase. Understanding of physical meaning of these multi-gap phases (in
topological string theory side) is an interesting avenue to pursue.
5. Conclusion
In this paper we deal with a direct way of rewriting the partition functions of SU(N)
21and also multi-gap solutions in the same spirit.
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Chern-Simons theories on Seifert three manifolds as unitary matrix models and study
the phase structure in the large N limit. We start by considering the relation between
expectation value of Wilson loops and modular transformation matrices of affine lie al-
gebra pointed out by [4]. Depending on a choice of framing one can write the partitions
functions in a several possible equivalent ways. We chose a particular framing called the
Seifert framing. In this particular choice of framing the Chern-Simons partition functions
can be written as function of modular transformation matrices of the corresponding affine
lie algebra of the WZW model summed over highest weight representations. We show
that by expressing the modular transformation matrices in terms of hook numbers of
the corresponding integrable representations one can recover the unitary matrix models
discussed in the literature of Chern-Simons theories on Seifert manifolds [11,35,42].
Our procedure naturally explains one crucial property that has been observed in Chern-
Simons theories on S2 × S1 coupled with matter in the fundamental representation [16].
It was observed in [16] that, by carefully making correct gauge choices, one can write the
full partition function as a UMM where eigenvalues of unitary matrices are discrete. In
this paper we have seen that the discreteness in eigenvalues is universal for Chern-Simons
theory on any 3-manifold that can be reached by doing surgery on S2× S1. Here also we
come across the notion of Young diagram density much in line with our previous works [14,
15,39,40], but it should be noted that the Young diagram densities observed in this paper
are different from that one discussed in our earlier works both in origin and interpretation.
In our earlier works we expressed partition function of any U(N) (or SU(N)) gauge
theories (Chern-Simons theories in particular) as a sum of representations of U(N), where
there was no restriction on maximum number of columns. However, for Chern-Simons
theory on S2×S1, in particular, we have seen that discreteness in eigenvalue distribution
put a restriction on number of columns in U(N) representations [15]. This restriction
is equivalent to integrability condition on representation of affine group U(N)k. In fact,
it was shown in [15] that the eigenvalue distribution and Young diagram distribution
for Chern-Simons theory on S2 × S1coupled with GWW are functional inverses of each
other and bear a meaning of free fermi description in the large N limit. A clear hint was
obtained from this work that partition function for Chern-Simons theory on S2×S1 has a
connection with integrable representations of affine Lie group U(N)k. Motivated by that,
in this paper we start with the result of [4] and write partition function of Chern-Simons
theory on S2×S1 coupled with GWW (can be generalised to other fundamental matters)
in terms of unitary matrix model. To our surprise, we see that at large N Young diagram
distributions are similar to eigenvalue distribution of [16] (unlike functional inverse of the
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same as observed in [15]). An advantage of writing the partition function as a sum over
integrable representation is that level-rank duality is manifest in terms of transposition of
Young diagrams. We check this explicitly for GWW potential. Apart from answering the
origin of our previous observation in [15], this paper nicely explains the level-rank duality
of Chern-Simons theories in a manifest way in certain sense. We have shown here that
thermal partition functions of CS theory coupled with regular bosons or critical fermions
on S2 can be written as a effective single plaquette model and in principle one should
be able to show the duality between these theories using the level-rank duality relation
between modular transform matrices.
As the manifold S3 can be constructed out of S2×S1 by means of surgery, it is no surprise
that we find the same discreteness in eigenvalues in pure Chern-Simons theory on S3 as
well. Since CS theory on S3 is purely topological one expects that there is no phase
transition as shown earlier [38,42]. Therefore, the eigenvalue density should not saturate
the upper bound. But surprisingly we found that at a particular value of the ’t Hooft
coupling defined as λ∗ in this text, the eigenvalue density saturates the maximum limit.
However, no phase transition was observed at this value of ’t Hooft coupling. We only
understand that at large N the dominant representation is not integrable any more after
λ > λ∗. Looking at the same problem through the canonical framing in place of Seifert
framing it is clear that there is no such phase transition as shown by [38]. It turns out
that one can actually use the symmetry of the partition function to lift the constraint on
the representation or in other words the constraint on the maximum number of columns
in a representation and allow non-integrable representations to dominate the partition
function as well [42,43].
Using our earlier result [14]22 we discuss about existence of a two-gap phase in Chern-
Simons theory on S3 and numerically tried to look for a solution23 with the same free
energy as that of the one-gap phase. But it turns out that even those solutions also
saturates the upper value at λ = λ∗. We find that our two-gap solution breaks down for λ
less that a lower critical value λ0. But this could be a pathology of our numerical analysis.
The bottom line of our analysis is that at large N there exists a two-gap phase for Chern-
Simons theory on S3 which has same free energy as one-gap phase for a finite range of ’t
Hooft coupling. This work also raises another interesting question about the existence of
22Supported by numerical calculations of [44].
23Though numerically challenging, but one can certainly look for such equi-free energy solutions for
higher gap phases as well.
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multi-gap phases for Chern-Simons theory on S3. We are now trying to investigate the
physical origin/meaning of this equi-free energy multigap phases in the context of its dual
topological string theory [25].
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A. A dual matrix model description
We start with equation (4.4). Replacing gs → −igs one can write this partition function
as a hermitian matrix model.
ZCS[S3, U(N), k] =
(
2(N−1)
k +N
)N
e−
pigs(N
3−N)
6
∑
~h
∏
i<j
sinh2 (pigs(hi − hj)) e−pigs
∑
i h
2
i . (A.1)
The partition function in large N limit is given by,
Zcs[S3, U(N), k] = A(N, k)
∫
[Dh]e−N2Seff[h] (A.2)
where,
Seff[h] = −
∫
dhu(h)−
∫
dh′u(h′) ln
∣∣∣∣ sinh [piλ(h− h′] ∣∣∣∣+ piλ∫ h2u(h)dh. (A.3)
Here, u(h) is Young diagram distribution function defined in equation (2.15) with the
constraint u(h) ≤ 1. Although h is a positive variable ranging between 0 and 1/λ, but
effective action (A.3) being an even function of h, one can extend the range of h betwen
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−1/λ to 1/λ. In the large N limit, the dominant contribution to partition function is
determined by the saddle point equation
−
∫ 1/λ
−1/λ
dh′ u(h′) coth (piλ(h− h′)) = h. (A.4)
Solution of this equation is given by [35,36]
u(h) =
1
pi
tan−1
[√
e2piλ
cosh2(piλh)
− 1
]
(A.5)
for −a ≤ h ≤ a and 0 otherwise where a = 1
piλ
cosh−1 epiλ. It also turns out that for
this solution u(h) < 1/2 for 0 ≤ λ ≤ 1. We call this one gap solution as u(h) = 0 in
the complement region. This distribution represents a valid integrable representation for
a < 1/λ, which implies this phase is a valid phase of the theory for 0 ≤ λ < λ∗, where λ∗ =
1
pi
ln coshpi. Young diagram distribution for λ < λ∗ and λ > λ∗ are plotted in figure 9. As
(a) u(h) vs. h for λ < λ∗ (b) u(h) vs. h for λ > λ∗
Figure 9: u(h) vs. h for different values of λ.
λ increased beyond λ∗ the support of h is greater than 1/λ hence this solution does not
represent a valid integrable Young diagram.
We take a pause and observe an interesting relation between eigenvalue distribution (4.8)
and Young diagram distribution (A.5) similar to [41]. They are functional inverse of each
other
u(h) =
θ
2pi
, 2ρ(θ) =
h+ − h−
2pi
(A.6)
where h± are two roots of equation (A.5). This identification is similar to that obtained
in the context of a generic unitary matrix model considered in a series of papers [14,39,40]
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except for an extra 2 factor sitting in front of ρ(θ) in the second relation. Since h+ − h−
has a maximum value 2/λ, the eigenvalue distribution has an upper cap 1
2piλ
. All the
eigenvalue distribution with ρ(θ) ≤ 1
2piλ
correspond to integrable representations in the
WZW side. It is easy to check that ρ(θ) saturates the upper cap at λ = λ∗. For λ > λ∗ we
see that h goes beyond 1/λ and hence the corresponding representation is not integrable
representation. The above identification also tells that non-existence of no-gap phase
in eigenvalue side [14] is consistent with the fact that u(h) can not have any capped
phase [35].
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