Abstract
Introduction
The goal of binocular stereo is to reconstruct the 3D structure of a scene from two views. As the baseline gets wider, the problem of occlusion, wich is often considered negligible with small baseline configurations, can become severe and limit the quality of the obtained depth map. Occlusion occurs when part of a scene is visible in one camera image but not in the other (see figure 1 ). The difficulty of detecting occlusion comes from the fact that it is induced by the 3D structure of the scene, which is unknown until the correspondence is established, as it is the final goal of the algorithm. We propose a novel multiple camera stereo algorithm that relies on photometric and geometric inconsistencies in the depth map to detect occlusions. As this algorithm is iterative, it does not explicitly model an occlusion state or add extra constraints to the cost function. This makes it possible to use a standard efficient algorithm during each iteration, instead of tackling a very difficult optimization problem. Futhermore, our approach guarantees to preserve the consistency between the recovered visibility and geometry, a property we call geo-consistency. In this paper, the maximum flow [19] and graph cut [2] formulations are used to solve each iteration. Our framework is general enough to be used with many other stereo algorithms. A survey paper by Scharstein and Szeliski [21] compares various standard algorithms.
The rest of this paper is divided as follows: in Section 2, previous work will be presented. Section 3 describes occlusion modeling and geometric inconsistency. Our proposed algorithm is described in Section 4. Experimental results are presented in Section 5.
Previous work
In a recent empirical comparison of strategies to overcome occlusion for 2 cameras, Egnal [4] enumerates 5 basic ones: left-right checking, bimodality test, goodness Jumps constraint, duality of depth discontinuity and occlusion, and uniqueness constraint. Some algorithms that have been proposed rely on one or more of the these strategies, and are often based on varying a correlation window position or size [9, 6, 26, 10] . These methods are binocular in nature and do not generalize well to the case of multiple arbitrary cameras. Other algorithms use dynamic programming [16, 7, 3] because of its ability to efficiently solve more complex matching costs and smoothing terms. Two methods using graph theoretical approaches [8, 11] have been proposed, but again they do not generalize to multiple camera configurations.
When extending binocular stereo to multiple cameras, the amount of occlusion increases since each pixel of the reference camera can be hidden in more than one supporting camera. This is particularly true when going from a single to a multiple-baseline configuration, such as a regular grid of cameras [15] . Some researchers have proposed specially designed algorithms to cope with occlusion in multiple camera configurations. Amongst these, Kang et al. [10] proposed a visibility approach. While they did not improve over adaptive windows, their scheme was based on the hypothesis that a low matching cost function implies the absence of occlusion. This hypothesis is also made in [15, 20, 17, 18] . In contrast, we do not rely on such an assumption. In [27] , a relief reconstruction approach based on belief propagation is presented where the correct visibility is approximated by using a low resolution base surface obtained from manually established correspondences. In [14, 23] , visibility-based methods are introduced. The matching cost incorporates the visibility information into a photo-consistency matching criteria, thereby implicitly modeling occlusion in the reconstruction process. Our method differs completely in the way it handles smoothing and by its ability to recover from bad "carving". Similarly, a level-set method [5] uses the visibility information from the evolving reconstructed surface to explicitly model occlusion. In [12] a stereo algorithm based on graph cuts is presented. It strictly enforces visibility constraints to guide the matching process and ensures that it does not contain any geometric inconsistencies. The formulation imposes strict constraints on the form of the smothing term, constraints that will not apply to our method as we will see.
Modeling occlusion and Geo-consistency
We have a set of reference pixels È, for which we want to compute depth, and a set of depth labels . If the visibility masks were already known and fixed, the occlusion problem would be solved and only photogrametric ambiguity would remain to be dealt with; the energy function (2) would then be relatively easy to minimize.
Since this is not the case and and Î´ µ are dependent, we relax the problem by introducing the concept of geo-consistency: we say that a -configuration is geoconsistent with an Å-configuration if ´Ôµ Î´Ô ´Ôµ µ (3) for each component of these vectors and all Ô ¾ È. The inequality thus allows the mask to contain a subset of the visible cameras. The removal of extra cameras has been observed to have little impact on the quality of the solution [15] . Our problem becomes the minimization of Eq. 2 in and , with the constraint that is geo-consistent with .
Solving simultaneously for depth and visibility
Lets define ¼´Ô µ 1 ½µ for all Ô ¾ È; this corresponds to the case where all cameras are visible by all points. Minimizing ´ ¼ µ in is equivalent to minimizing ´ µ. In general, it is possible to minimize ´ µ by explicitly testing all combinations of depth labels and visibility masks in ¢ Å . Since Å ¾ AE , this effectively makes the problem too big to be solved except in the simplest cases. One way to reduce the number of visibility masks is to realize that for a given camera configuration, some masks may occur for no configuration . This makes it possible to precompute a smaller subset of Å. Another way to reduce the number of masks is simply to decide on a reasonable subset to use [15] . Unfortunately, even with a small number of masks, it is still not practical to minimize in and simultaneously. We can however use photoconsistency alone to select the visibility mask of a pixel, if it is assumed equivalent to geo-consistency. In order to determine the mask for a pixel Ô at depth ´Ôµ, we can try each mask and select the most photo-consistent one, i.e. we define £ as
where Û´Ñµ is a weight function favoring ¼ and eliminating improbable masks. The problem thus becomes the minimization of ´ £ µ in . Since is point-wise independent, the new problem is reduced to the original formulation of Eq. 1 and is easily solved using standard algorithms. This technique is used in [15, 20, 17] . However, the selected masks are not guaranteed to preserve geo-consistency. In space carving [14] , the depth ´Ôµ of a pixel is increased at a given step if it is not photo-consistent (which is determined using a threshold). When depth is changed at a point, the mask configuration is updated accordingly, and so preserves geo-consistency. Space carving is a greedy algorithm that solves Eq. 2 subject to the constraint of Eq. 3 without smoothing. Kolmogorov and Zabih [12] tried to minimize an approximation of Eq. 2 subject to the constraint of Eq. 3 with spatial smoothing by moving iteratively from one geo-consistent solution to the other. 
Stereo with a new implicit occlusion model

Using history for convergence
Because of the way Ø is defined, cameras that are removed at one iteration can be kept at the next, possibly introducing cycles. To guarantee convergence, we introduce a visibility history mask independent of the matching cost function value
where AE is again the number of cameras other than the reference and
The new problem is obtained by substituting À for Î in Eq. 4 We thus have an algorithm that converges to a geoconsistent solution, but that can transit through intermediate ones that are not. This type of behavior differentiates our approach from others that strictly enforce geo-consistency during the optimization process [14, 5, 12] .
Pseudo-visibility
For a given , an occluder Ô ´Ôµ is a 3D point blocking an occludee Ô ¼ ´Ô ¼ µ in some camera. Figure 1 illustrates the phenomenon. Each pixel of a depth map can be classified as an occluder, an occludee, or a regular pixel (neither occluder nor occludee). We have observed experimentally that many algorithms have a tendency to overestimate the disparity of occluded pixels. This has the effect of making close objects larger, creating a shift in the pixel classification of occludees and occluders. Occludees have a tendency to be classified as occluders, occluders as regular pixels and regular pixels as occludees (see figure 2 ) . To validate this assertion, we used the results of two of the best stereo matchers evaluated with the Middlebury dataset. [21, 24, 2] . [2] was ranked the best stereo matcher in two comparative studies [25, 21] . [24] appeared later and achieved an even lower error rate. For each obtained depth map, we computed the percentage of pixels classified as occluder by the depth map that really are occludees and that of pixels classified as occludees that really are regular ( figure 3 ). Both turned out to be quite high. Since most pixels are regular, the percentage of wrong classification for them is low. Nevertheless, there is a clear bias: more pixels classified as reg- Figure 3 . Real (ground truth) status in percentages of pixels according to their classification. Examples from the Middlebury comparative study [21] . In bold are the misclassifications favored by the overestimation of the disparity of occluded pixels.
ular are occluders than occludees. The observation above discourages the direct use of visibility to update the visibility history mask. Instead, we introduce a pseudo-visibility
which compensates for the bias by labeling both occluders and occludees as invisible. An obvious consequence of this definition is the fact that
The ordering constraint simply states that when scanning an epipolar line, the order in which we encounter two different objects visible in two images of a stereo pair must be the same in the two images (see Fig 4-left) . This constraint holds for most scenes (see Fig 4-right) [13] . While this constraint is broken in some rare cases, it remains a powerful tool when dealing with occlusion and outliers. If we represent the depth map as an opaque mesh, we are guaranteed to preserve the ordering constraint between the reference and any supporting camera for any point visible from them. If a set of pixels Ç breaks the ordering constraint between the reference camera and some supporting image at iteration Ø, then according to our definition of pseudovisibility (and using an opaque mesh), the history mask is updated to À ´Ô Ø·½´Ô µ Ø µ ¼ for all Ô in Ç. After convergence for the final configuration Ì we have for all Ô À´Ô Ì·½´Ô µ Ì µ À´Ô Ì´Ô µ Ì ½µ. In particular À ´Ô Ì·½´Ô µ Ì µ ¼ for all Ô ¾ Ç . Since the offending camera was not used to compute the final solution, the ordering constraint is respected between the reference camera and the supporting camera .
The pseudo-visibility masks Î ¼ are computed by using rendering techniques. Two renderings of the current depth map are done from the point of view of each supporting camera : one with an ordinary Z-buffer and one with a reverse Z-buffer test. Two depth maps Ä and are thus obtained and contains minimal and maximal depth observed by the camera. By comparing them, we can detect when two points of the mesh project to the same location for a given supporting camera. When using rectified images, this rendering process can be greatly sped up and simplified by replacing it by a line drawing using depth buffers. 
Experimental results
In all our experiments, the matching cost function was the same for all algorithms, that of [12] which is based on [1] . We used color images but only the reference images in gray scale are shown here. As for the smoothing term, we used the experimentally defined smoothing function that also comes from [12] [19] formulation and Ð´Ô Öµ AE´ ´Ôµ ´Öµµ for graph cut formulation [2] . The parameter is user-defined. For each depth map computation, we chose the that achieved the best performance. A pixel disparity is considered erroneous if it differs by more than one disparity step from the ground truth. This error measurement is compatible with the one used in two comparative studies for 2-camera stereo [25, 21, 12] . When minimizing Eq. 6, a visibility mask must be keep for every voxel of the reconstruction volume, that is, for for all Ô ¾ È . We observed that running the algorithm any longer only produce minor modifications to Ø . However, the number of pixels with final zero masks increases, usually in regions where the ordering constraint is broken. Pixels with zero masks are more prone to error, therefore we tried to improve results by adding a second step that reintroduces eliminated cameras. This step consisted in fixing to their final values the depth labels of the pixels with non-zero final camera masks. The history of the others was discarded and the volumetric visibility recomputed, considering only occlusion caused by the fixed pixels. Finally, an additional minimization was run to produce a better depth map.
Middlebury
This datasets from Middlebury [22] consists of 6 series of 9 images of size ¿ ¢ ¿ ¿. We used images 0 to 7 in our experiments. The disparities between images 2 and 6 range from 0 to 19 pixels and 20 disparity steps were used. Since the ground truth was available for this dataset, we used it to compute error percentages when using the second image as the reference. We compared our method against Nakamura's [15] with a special choice of masks: either all the cameras to the left of the reference are visible or all the cameras to the right are. This specialized version of Nakamura is described in [10, 20] . The abbreviation used for this method is KAN. Our method is denoted by GEO. The results of GEO after one iteration are also shown under the label FULL, since this is a case where no occlusion modeling is made. We used 2 different stereo matchers: maximum flow [19] (MF) and graph cuts [2] (BNV). Results are shown in Figure 5 . While KAN's modeling of occlusion achieves impressive results, our approach using the BNV stereo matcher perform better in 4 of the 6 sequences of images and were close to KAN in the other two. Oddly enough, in the Venus scene, KAN had a higher error rate than FULL, even though FULL is a simplified version of KAN (a single mask with all the cameras). Our algorithm takes an average of 8 iterations to converge, the improvement after just 4 is minimal.
Tsukuba Head and Lamp
This dataset is from the Multiview Image Database from the University of Tsukuba (see Figure 6 ). It is composed of a ¢ image grid. Each image has a resolution of ¿ ¢¾ .
The search interval is between 0 and 15 pixels and we used 16 disparity steps. We only used 5 images for each depth map computation. The reference image is the center one and the 4 supporting images are at an equal distance from it, arranged in a cross shape. In addition to those of GEO-BNV and GEO-MF, the results of GEO-BNV when using the recovery method described in section 5 are shown under the label "GEO-BNV pt". Some depth maps are shown in figure 7 and error precentages are shown in table 8. The entry KZ1 of the table comes directly from [12] . This method achieved a very low error rate. However, as the authors mentioned, the algorithm has trouble with low textured regions (the top right corner for instance), therefore the error is somewhat underestimated by the removal of an 18 pixel border in the ground truth. We also computed the error af- Figure 8 . Percentages of error of the different algorithms for Head and Lamp scene, using 5 images. The right column contains the amount of error computed after the removal of the pixels breaking the ordering constraint, the left shows it for all the pixels.
ter removing the pixels breaking the ordering constraint, in particular part of the arm of the lamp. The mask was determined by re-projecting the ground truth in each supporting camera, hence it differs for the two baselines. GEO-BNV almost performed as well as KZ1; when removing pixels breaking the ordering constraint, it achieved a slightly lower error rate. For some algorithms, the error rate decreased for the larger baseline. This counterintuitive behavior is explained by the fact that the matching cost function in the lamp region is less ambiguous when the baseline is larger. Figure 9 shows the stability to changes of the smoothing parameter of our algorithm using graph cuts, giving the error percentage for 6 values of this parameter.
Baseline test
As the baseline increases, the amount of occlusion in the scene increases as well. A stereo matcher not affected by occlusion would give identical depth maps for different (a difference of 1 is meaningless as it could be the result of discretization errors). It is important to mention that a low incompatibility level is not necessarily a sign of low error level in the depth map. But the amount of occlusion increases with the baseline, and so should the error and incompatibility levels for stereo matchers that do not model occlusion. To test the stability of our algorithm, we used the Santa scenes from the Multiview Image Database of the University of Tsukuba (see figure 6 ). This dataset contains 81 images in a ¢ grid and the focal distance of the camera was 10 mm with successive baselines of 20, 40, 60 and 80 mm. We only used 5 images in a cross shape configuration. Images were reduced by a factor of 2 to achieve a resolution of ¿¾¼ ¢ ¾ ¼. Each depth map was computed using 23 disparity steps. Note the details on the right side of the hat and on the candle. Again, for each depth map, the smoothing parameter was adjusted to obtain the best possible performance. Since no ground truth was available, the choice was made by visual inspection of every depth maps. The figure 11 contains bar charts of the percentages of pixels incompatible between the depth maps obtained for two baselines. In addition to GEO-MF and KZ1, results from the Nakamura approach [15, 20] using maximum flow (NAKA-MF) and graph cuts (NAKA-BNV) were also included. GEO-MF is twice as stable as NAKA-MF and yields less noisy depth maps. KZ1 and NAKA-BNV are less stable by a factor of 5 and more. The results for FULL-MF are again given. We can see in Figure 10 that GEO-MF achieves the best results for the third baselines. For the first baseline, KZ1, NAKA-MF and GEO-MF performed similarly. The running times for GEO-MF and GEO-BNV are respectively less than 5 and 9 minutes on a 2.0 GHz AMD Athlon(tm) XP 2600+.
Conclusion
We have presented a new framework to model occlusion in stereo by introducing geo-consistency. We also provided a way to apply this framework to add occlusion modeling to standard stereo algorithms. Rather than explicitly model occlusion, our iterative approach relies on geo-consistency of depth maps to determine visibility of cameras and to aggressively remove them to adjust the matching cost function to the scene structure and to the bias in the type of error committed by the stereo matcher. One of the main characteristic of our approach is that we do not discriminate between occluders and occludees. Our implicit occlusion model is successful in obtaining sharp and well-located depth discontinuities and allows the use of efficient standard stereo matching algorithms. Moreover, our framework does not add any parameter or constraint to the matching process. The validity of our framework has been demonstrated on standard datasets with ground truth and was compared to other state of the art occlusion models for multiple view stereo. Our approach was also tested on increasingly wider baselines in order to demonstrate its stability to increasing amount of occlusion in the scene. While the validity of our framework has been demonstrated using two stereo matching algorithms, it is general enough to be applied to others. It is not limited to regular grids of cameras and also works with other camera configurations.
As for future work, better approach to recover from error in scene breaking the ordering constraint should be in- vestigated. Also, the extension of this occlusion model to full volumetric reconstruction, where occlusion becomes the dominant problem, should be investigated.
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