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Abstract
Every year the Brazilian Air Force (BAF) spends the equivalent of approximately 15
million dollars for uniforms. These purchases come from a tight budget, are executed through
public procurement processes, and are tied to Brazilian acquisition regulations, which are often
very strict. For this reason, lead times are unpredictable. It can take anywhere from one month
to a year to replenish an item.
The purpose of this research is to analyze the forecasting process performed at a BAF
military organization named Sub-directorate of Supply (SDS) with the intent of building an
algorithm comprised of a selection of forecasting models in order to help SDS optimize its
inventory investments.
With this in mind, monthly sales, prices, and inventory records from January of 2010 to
July of 2015 were extracted from a database and converted to a standard spreadsheet format.
Several forecasting models were evaluated and applied to randomly selected items from the
database to create the algorithm.
In the final analysis, it was concluded that two models precisely depicted the behavior of
sales in BAF’s stores. These two models were then utilized to develop the forecasting tool that
may prove valuable in future BAF uniform purchasing decisions.
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AN EVALUATION OF FORECASTING METHODS THAT COULD BE USED IN THE
BRAZILIAN AIR FORCE UNIFORM DISTRIBUTION PROCESS

I. Introduction
Purpose
Every year the Brazilian Air Force (BAF) spends the equivalent of approximately 15
million dollars in uniforms for its military. These purchases come from a tight budget and are
executed through public procurement processes, according to the Brazilian acquisition
regulations. This compendium of regulations obliges the bidding commission to always buy
from the cheapest supplier. Despite having issues in this area, this research will focus on the
previous step to acquisition itself: the forecast.
The purpose of this research is to analyze a process performed by the Supply Division of
a BAF military organization named Sub-directorate of Supply (SDS). This study aims to
identify opportunities for improvement as well as applicable performance evaluation metrics that
could be applied to the process in order to drive management actions toward quality and
performance enhancements. The actual expected product of this study, however, is an algorithm
comprising a selection of forecasting models that can be valuable in purchasing decisions in the
future.

Background
The Sub-directorate of Supply, located in São Paulo, is the main unit in the BAF
responsible for forecasting, acquiring, and distributing uniforms. The process of uniform
1

distribution is performed through two main depots. The first is stationed inside the boundaries of
SDS. The second is located in Rio de Janeiro, in a Unit named Intendancy Central Depot (ICD).
From these two units, uniform items are distributed to warehouses located in 64 Air Force Bases,
which will distribute either to end-users (i.e. militaries), or to other lower-level units.
The ranks in BAF are distributed as enlisted and officers. The enlisted ranks are, literally
translated, Recruits, First-class Soldiers, Corporals, Third Sergeant, Second Sergeant, First
Sergeant, and Sub-officer. The officer ranks are Second Lieutenant, First Lieutenant, Captain,
Major, Lieutenant Colonel, and Colonel. All Recruits, First-class Soldiers, and Corporals are
entitled to use their uniforms while serving the Air Force, receiving them from the respective
organizations they are assigned to, free of charge. At pre-determined periods of time (which
varies according to the uniform) they have the right to renew their uniforms. Either when
renewing or leaving the active duty, they are expected to return every piece of uniform found in
their possession.
In contrast, all military members with ranks of Third Sergeant and above are eligible to
receive a military clothing allowance. These military personnel can buy their uniforms in one of
the 29 Regional Uniform Stores (RUS) dispersed around the country, positioned inside BAF
Units.
This research focuses on the latter case as it aims to setup a framework that can be
applied to a specific sales behavior. However, the results can certainly be beneficial for both
cases, serving as a starting point to a variety of cases such as previously described, related to
whom is entitled to the right of receiving their uniforms free of charge.
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Problem Statement
Initially, it was detected that the volume of sales and inventory levels were incompatible,
with excess inventory for some items, and empty shelves for others. Furthermore, after
analyzing the process for forecasting uniform sales, there was a visible sign that no scientific
methods are currently being used to predict how much of each item has to be purchased to
replenish the warehouse.
Additionally, there does not appear to be a procedure or metric currently in place at the
Supply Division regarding its inventory policy. Ultimately, the unpredictable lead time for most
of the items, due to Brazil`s acquisition regulations, further complicates the decision for
managers to determine what inventory policy to use.

Research Objectives
The primary objective of this research was to identify potential flaws in the forecasting
process that could be recognized as ineffective and inefficient, proposing potential solutions
according to the literature on this subject. This would allow proposing specific actions for
enhancing the overall performance of the Supply Division in SDS.
Secondarily, this research attempted to recommend an algorithm with a set or a
combination of forecasting models that enhances the SDS acquisitions, enabling all the 29 RUSs
to have the right items, at the right moment, in the right amount. The concept was that the
algorithm had to be functional and easily implementable.

3

Research Questions
In order to address the objectives outlined for this study, some investigative questions
were formulated and needed to be answered throughout the paper, as follows:
1. What metrics are currently being utilized by the Supply Division?
2. How can the forecasting process for uniform sales be improved in the SDS?
3. How to best assess accuracy of forecasting sales in the SDS?
4. Is it possible to build an algorithm where historical sales data can be evaluated and the
best forecast suggested?

Methodology
The present study is mainly quantitative, although some qualitative aspects related to the
context in which forecasting is being processed in SDS had to be clarified in order to provide the
necessary support for the research. With this intention, SDS regulations were examined in order
to identify what categories of metrics were effective in the timeframe researched. Moreover,
information regarding this feature was obtained from the responses provided in an interview with
the head of the Supply Division.
As far as the quantitative part, all aspects of the data collection and cleansing, as well as
the tools employed, were given special care in order to preserve reliability in the results.
A deep analysis throughout a variety of forecast methods and accuracy parameters was
performed with care prior to their selection. In addition, all formulas were written from scratch
to ensure exactness of the calculations. Afterwards, a comparison chart was built to facilitate
4

displaying and highlighting the best results. Further details on the methodology used in this
research are stated in Chapter III.

Assumptions and Limitations of the Study
An important assumption in this study was that an accurate forecasting process results in
valuable data that serves as a subsidy to allow management to make reasonable decisions on
purchasing, given the current inventory policies.
The focus of this study was primarily quantitative, although it is evident that the subject
covered in this paper is directly attached to qualitative aspects. In other words, forecasting is
strictly related to inventory control and lead times. The latter two, despite being sensitive issues
in SDS, were not treated by the present research. Thus, this research focused strictly on the
calculations involving the forecasting process, not with their interaction.
The absence of metrics currently being taken regarding inventory holding cost rate on
inventory policies, such as storage, obsolescence, and opportunity costs (as well as accurate
information about lead times) prevented a more comprehensive approach to the problems
revealed.

Organization
Chapter I offers the necessary background to understand the context of the process under
study as well as provides the purpose, the problem that was brought to attention, the objectives of
this research and the research questions. Chapter I also provides an overview on the theoretical
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background that guided the analysis and on the methodology along with some of the assumptions
and limitations applied to this study.
Chapter II gives a conceptual foundation with the theoretical background that guided this
research in terms of the methodology adopted for data analysis and accuracy measurements,
expressing the opinions of experts concerning the concepts covered.
Chapter III gives special attention to applying the methodologies used in this research,
particularly with respect to the procedure for data collection, statistical analysis, and the criteria
adopted.
Chapter IV analyzes and displays the results obtained by applying the models developed
in this study in an attempt to solve the problem and answer the Research Questions previously
stated. Also in this chapter, further investigation exposed thoughts necessary to exhaust the
possibilities and produce solid outcomes.
Chapter V presents the conclusions of this research, as well as recommendations for
further investigation in the area.

6

II. Literature Review

Overview
This chapter explores theoretical perspectives and previous research findings that can
help in developing a tailored response for the analysis to be performed in the present research. It
contains aspects, such as some key methods available, the relationship between forecasting and
inventory control, assessment of statistical significance, forecasting accuracy, comparison
between simple and complex forecasting, and procedures and rules used for combining forecasts.

Methods
In the book “Principles of Forecasting,” Professor John Scott Armstrong of the Wharton
School, University of Pennsylvania, addresses problems related to finance, marketing, personnel,
and production, covering all types of forecasting methods: judgmental methods, such as Delphi,
role-playing, and intentions studies, and quantitative methods, including econometric methods,
expert systems, and extrapolation. Some methods, such as conjoint analysis, analogies, and rulebased forecasting, integrate quantitative and judgmental procedures. In each area, he identifies
what is known as “if-then clauses” (e.g. “if the results are required tomorrow, then I will need
two additional people to perform testing today”) and summarizes evidence on these principles
(JS Armstrong, 2002).
Nevertheless, before reaching a higher level of knowledge, it is important to start with
basic principles, rules, and definitions. Following, they are briefly presented in order to provide
the reader with an initial framework.
7

There are two broad categories of forecasting techniques: qualitative methods and
quantitative methods. According to Hyndman & Athanasopoulos, (2014), qualitative methods
are well-developed, structured approaches to obtaining good forecasts without using historical
data, while quantitative methods are based on algorithms of varying complexity and can be
applied when two conditions are satisfied. These conditions are: numerical information about
the past is available, and it is reasonable to assume that some aspects of the past patterns will
continue into the future (Hyndman & Athanasopoulos, 2014).
There is a wide range of quantitative forecasting methods, often developed within
specific disciplines for specific purposes. Each method has its own properties, accuracies, and
costs that must be considered when choosing a specific method. Most quantitative forecasting
problems use either time series data (collected at regular intervals over time) or cross-sectional
data (collected at a single point in time) (Bowerman, Connell, & Koehler, 2005).
Time series data are of interest for this study as the data collected refers to sales
information encompassing 67 months. This type of data is particularly useful when one wants to
forecast something that is happening over time and thus is subject to externalities. These
methods can be the simplest to deploy and yet quite accurate, particularly over the short term.
Quantitative forecasting methods analyze patterns in historical data in an attempt to use past
patterns to predict future patterns.
The methods designed for time series can use models as simple as the moving average or
as complex as the ARIMA models. In the first case, the forecast is the average of the previous
determined number “x” of observations or periods, where "x" is a number that best apply for that
time series. For instance, if there is monthly sales data being forecasted, a 12-month (period)
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moving average might be used, where always the forecast for the next month is the average over
the past 12 months.
Simple averaging observations, however, may not work well enough when there is trend
or seasonality in the data. In that case, other techniques, such as exponential smoothing, may be
more appropriate.
With moving average, every data point has identical weight in calculating forecast. With
smoothing methods, more importance is placed on the most recent data than on the historical
data. If there is trend present in the data, placing more weight in recent observations will make
the forecast more likely to reproduce the trend.
Moving averages and simple exponential smoothing techniques are available in Excel
and easy to execute. That is part of the great advantage of time series methods: they are
generally simple, cheap to run, and relatively easy to interpret (Hyndman & Athanasopoulos,
2014).
There are more complex time series techniques as well, such as Box-Jenkins models that
can deal with data with trends and seasonality. The Box-Jenkins ARIMA model is a
combination of the AR (autoregressive) and MA (moving average) models, with the "I" standing
for "Integrated" (NIST/SEMATECH, 2013). Chapter III will provide more in-depth descriptions
of the methods and their models selected to perform the data analysis in this study.
Forecasting and Inventory Control
According to Gardner (1990), “forecasting is a prerequisite to inventory decisions in
practice”. This topic appears very convenient to be discussed since it has the scope of combining
forecasting and inventory control. In fact, the decision over inventory strategy can be made over
9

a tradeoff curve between service level and inventory investment. By improving forecast
accuracy this curve should be shifted in such a way that both improves customer service and
reduces inventory investment. To accomplish such calculations, a high number of metrics
should be taken into account, most of which do not exist in the Military Organization focus of
this study.
Although a combination of Forecasting and Inventory Control would be the perfect
approach for this study, as will be seen in Chapter IV, the inventory policies in Sub-directorate of
Supply (SDS) are complex enough for another thesis topic, due to several aspects. Here we can
emphasize, as an example, the unpredictable lead times that result from the Brazilian Acquisition
Law. As Arraes, K. G. G. observed, “The fact that the bidding process derived in Brazil during
the Portuguese colonization might be one of the reasons why it is still so attached to formal
procedures”. Due to this excess of formal procedures, a purchase, depending on its complexity,
can last between one month and one year (Arraes, 2011).
Likewise, the lack of metrics at SDS, including inventory holding cost rate, on inventory
policies, such as storage, obsolescence, and opportunity costs; and information about lead times
will be discussed. For this reason, in this research we will keep a focus on the obvious: an
accurate forecasting process will result in valuable data that will serve as a subsidy to allow
management to make reasonable decisions on purchasing, given the actual inventory policies. In
other words, forecasting processes will affect inventory policies, but not the other way round.

10

Statistical Significance Assessment
The concern with the quality of the results was a constant in this research, leading to
search previous papers that address most of the common issues faced when a forecasting process
has to be implemented, and statistical significance tests are no exception. According to Mayer
(2012), when testing independent variables for statistical significance, achieving a satisfactory
result (i.e. a significant p-value) means the statistic is consistent, that the procedures were
followed properly and the right (significant) variables were selected. It does not denote that the
finding is relevant. Rather, significance is a statistical term that tells how likely it is that a
relationship exists (Mayer, 2012).
When there are many possible predictors (independent variables), it is necessary to
develop some strategy for selecting the best predictors to use in a regression model. A common
approach is to plot the forecast dependent variable against a particular predictor in order to look
for any noticeable relationship. The flaw in this procedure is that it is not always possible to see
the relationship from a scatterplot, especially when there are the effects of other predictors not
accounted for (Chatfield, 2000). Another common approach is to do a multiple linear regression
on all independent variables and disregard all variables whose p-values are greater than 0.05. To
start with, statistical significance does not indicate predictive value. This is not a good strategy
because the p-values can be misleading when two or more predictors are correlated.
Armstrong (2007) states that tests of statistical significance harm scientific progress in
forecasting. Even when done properly, significance tests are dangerous. He concludes that tests
of statistical significance are harmful to the development of scientific knowledge in a number of
ways. For example, there is a bias against publishing papers that fail to reject the null
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hypothesis, although papers that fail to reject null hypotheses might contain important findings,
while those that have significant results can be very trivial. (Armstrong, 2007)
Another reason is that they distract the researcher from the use of proper methods.
Researchers might address questions that can only be answered by significance tests, rather than
studying problems that are important. It leads researchers to think that they have completed the
analysis, even though much remains to be done. The focus should be on those producing
reasonably good predictions (e.g. good effect sizes) instead of good p-values (Kostenko &
Hyndman, 2008).
Only when we know whether we are dealing with a large or a trivial effect size will we be
able to interpret its meaning and, so to speak, the substantive significance of our results. The
substantive significance of a result, in contrast, has nothing to do with the p-value and everything
to do with the estimated effect size. Substantive significance is the size of the effect that an
independent variable has on the dependent variable, and is more important than statistical
significance.

Forecast Quality
Despite not being possible to evaluate the entire supply chain in this study, special
preoccupation was dedicated to improving the forecast accuracy, one of the most important tasks
in supply chain management, for it affects several elements in the system. The investment in
inventory, for instance, is tied directly to forecast results, allowing the reduction of the safetystock levels if a certain degree of improvement is met.

12

As with any analytical technique, nevertheless, one should not use it indiscriminately or
assume the results are absolute truths. In fact, all forecasts are invariably wrong. It is just a
matter of how wrong they are. Therefore, the effort should be to try to find a model that
provides the most adequate approximation to the data behavior in a way that best accomplishes
the task.
Thus, combined with the concept of effect size mentioned in the previous section, error
measurement statistics play a critical role in tracking forecast accuracy, monitoring for
exceptions, and benchmarking forecasting processes. Interpretation of these statistics can be
risky, particularly when working with low-volume data or when trying to assess accuracy across
multiple items (e.g., SKUs, locations, customers, etc.).
For forecast accuracy, one can understand it as a measurement based on forecast error,
which is simply the difference between the actual response (also called dependent variable) and
the predicted values to that variable (Hoover, 2009). It is not acceptable that any set of forecasts
have larger errors, on average, than those produced by a naïve forecast, the crudest forecast
conceivable (e.g. using the preceding actual information as a forecast). Therefore, this method
(naïve forecast) can be used as a benchmark, and established as the lower bound when evaluating
forecast quality (Morlidge, 2013). In other words, he states that it should be the least desired, or
accepted quality level for a model to be considered for use.
In order to assess the potential of a forecast to add more value (how much improvement it
is possible to make), it is necessary to identify the lower bound of forecast error. Attempts to
find methods to measure forecastability have been unsuccessful on the self-referential nature of
the problem: it is only possible to assess the performance of a forecasting method by examining
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its inputs or its outputs in comparison with an unspecifiable set of several possible methods (J. S.
Armstrong, 2001).
Hoover (2009) and Armstrong (2001) have proposed alternative ways of assessing
forecastability. As expected, these methods are somewhat complex and consequently more
difficult to implement and interpret.
A “perfect” forecasting algorithm would describe the past signal, leaving only errors that
represent pure noise and are hence unavoidable. Since the errors from a naïve forecast are a way
to measure the observed amount of noise in data, there might be a mathematical relationship
between the naïve forecast errors and the lowest possible errors from a forecast. Therefore,
avoidability sets a theoretical lower bound to the forecast error that is independent of the
forecaster and the available tool set, and it can be quantified using a common error metric such
as Mean Squared Error (MSE) or Mean Absolute Error (MAE) (MORLIDGE, 2014).
Thereby, it was found that, under ordinary circumstances, ratios between forecast errors
from a model and forecast errors of a naïve forecast, which gives a measurement called Relative
Absolute Error (RAE), can provide benchmarks with which one can examine, if only
unavoidable error has been eliminated.
The implication is that forecasting methods could expect at best to reduce forecast error
by about 30% below that of the naïve forecast. Morlidge (2014) presented evidence that a 0.7
limit of forecastability was theoretically supported when data had no trend and seasonality.
However, it was theoretically possible to beat an RAE of 0.7 if there was trending and other
patterns present in the data, although an RAE of about 0.5 seemed to represent a practical limit
on what could be achieved (MORLIDGE, 2014).

14

On the other hand, an RAE greater than one suggests that forecast error from the chosen
method is actually worse than the naïve forecast error, an undesirable situation. Unfortunately,
although it should be easy to out-perform the naïve forecast, it was found that such a result
occurs about half the time with supply-chain data (MORLIDGE, 2014).
An advantage of using the naïve forecast as a benchmark is that it implicitly incorporates
the notion of volatility, since the naïve forecast has the same level of variation as the variable
itself (Morlidge, 2013). According to him, errors associated with the naïve forecast are also
probably a better predictor of forecastability for time series purposes than the Coefficient of
Variation because they measure period-to-period variation in the data.
Ultimately, the safety stock needed to meet a given service level is determined by the
forecast error. If the RAE of a forecast model is 1.0, yielding the same error on average as a
naïve forecast, the buffer inventory set by the naïve errors is appropriate. If a forecast model has
an RAE below 1.0, however, it means that the business needs to hold less inventory than that
indicated by the naïve, indicating less inventory investment is required. This is how forecasting
adds value to a supply chain: the greater the level of absolute errors below those of the naïve
forecast, the less stock is needed and the more value is added (Morlidge, 2014).

Smoothing the Bullwhip Effect in Seasonal Supply Chains
The bullwhip effect occurs when the end links of the supply chain make decisions that
can over- or under-estimate the product demand, creating amplified fluctuations in inventory
levels of the entire supply chain. An example of the comparison between Sales and Inventory
will be seen in Chapter IV, demonstrating this phenomenon as a problem currently faced by SDS
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and deserves special mention. In this matter, Costantino, Di Gravio, Shaban, & Tronci (2014)
state that “smoothing inventory decision rules have been recognized as the most powerful
approach to counteract the bullwhip effect.”
Paik & Bagchi (2007) confirmed, through computer simulation, that the bullwhip effect
should be mitigated by effective information flow and channel coordination, showing the
important influence of all elements of a supply chain. According to his study, “in order to
control the bullwhip effect, retailers need to share the actual demand information with their
partners”. However, they concluded that demand forecast updating was among the most
significant variables that cause the bullwhip effect.
Long lead times lead safety stocks to increase, rising the fluctuation in demand to more
significant levels. Using the exponential smoothing method, for example, continually updates
future demand forecasts as new demand data become available (H. L. Lee, Padmanabhan, &
Whang, 1997). Still, according to these authors, the order ‘send to the supplier’ reflects the
forecasted needs for replenishing stock and necessary safety stock. With long lead times, safety
stocks will naturally grow, leading to a growth in order quantities over time, as the forecasting
information will become outdated.

Forecasting Role in the Supply Chain (Costantino, Di Gravio, Shaban, & Tronci, 2015)
Costantino et al., (2015) evaluated the role of forecasting in the supply chain. According
to them, “although forecasting is an essential component in the inventory management of supply
chains, it has been recognized as a major cause of ordering and inventory instability in supply
chains”. As researchers investigate the impact of the bullwhip effect problem caused by
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different available forecasting methods, they aim to selecting what parameters should be used
under various operational conditions.
They proposed a forecasting system based on a statistical process control that can avoid
frequent reactions to demand changes, counteracting the bullwhip effect, without affecting the
inventory performance. This system uses two control charts integrated to decision rules to
estimate the expected demand and control the inventory position. The first control chart
represents a simple forecasting mechanism to predict the demand based on current variation of
incoming orders/demand through a set of decision rules without over/under-reaction to demand
changes. The second control chart controls the inventory position and allows order smoothing.
Their study considered the impact of the forecasting methods on the bullwhip effect
investigating the effects of inventory variance in inventory costs, proving that the proper
selection of forecasting methods and their parameters can help improve both ordering and
inventory stability in supply chains. After all, the results confirmed the significant contribution
of lead-time to the bullwhip effect and they concluded that “improved forecasting (using control
charts) to control sensitivity to demand changes can reduce the contribution of longer lead-times
to both the bullwhip effect and the inventory variance.”

What Experts Say
Green & Armstrong (2015) state that when it comes to forecasting, some subjects such as
how to choose a method, or forecastability are always controversial issues, and usually discussed
with passion. This section brings together the opinion of experts in these matters to help address
basic, and yet fundamental, concerns that arose during the research.
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Simple versus Complex Forecasting
The supra-mentioned authors affirm that, despite the common belief among scientists that
scientists should make every effort in favor of simplicity, a trend toward complexity remains
popular among researchers, forecasters, and clients. The evidence is that the popularity of
complexity increases as its incentive is strengthened in different ways. They reveal that
researchers are rewarded for publishing in highly ranked journals, which favor complexity.
Forecasters can use complex methods to provide forecasts that support decision-makers’ plans.
Clients may be reassured by the apparent sophistication implied by incomprehensibility. The
titles and abstracts of forecasting papers in academic journals attest to the proliferation of
complex methods. Not only managers, but also even practitioners and many researchers, are
likely to struggle to comprehend typical forecasting papers (Green & Armstrong, 2015).
Simplicity in forecasting has the evident advantage of inspiring engagement by
facilitating understanding. In addition, simplicity helps in detecting mistakes, significant
omissions, irrelevant variables, unsupported conclusions, and even fraud. That said, there are
still some reasons forecasters avoid simplicity. If the method is intuitive, reasonable, and simple,
there is a fear that the client will probably not hire the forecaster, preferring, instead, to do their
own forecasting. Moreover, complexity is often persuasive, even if its content is questionable.
Researchers are aware that they can advance their careers by writing in a complex way. Clients
might prefer (complex) forecasts that support their plans, developing complex methods that can
be used to provide forecasts that support a desired outcome. It is all a matter of incentives, that
is, how situations are rewarded and, in consequence, reinforced (Green & Armstrong, 2015).
In fact, incentives have been the cornerstone of human existence. An understanding of
human behavior as it expresses itself in the sometimes-foggy mist of incentives is the key to
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clearly comprehending its function. Indeed, many people in different cultures and lifestyles, who
might have a natural tendency to be honest, find subtle ways of, and reasons for, cheating to
move forward their position, or even to support their preferences when incentives are strong
enough (Levitt & Dubner, 2006).
Simplicity avoids, or minimizes, this possible misbehavior. Although the concept of
simplicity in forecasting is difficult to define, simple forecasting, for the purpose of this research,
will be considered as a process that is understandable and, mostly, auditable to forecast users.
Specifically, the forecasting process must be understandable with respect to methods,
representation of prior knowledge in models, relationships among the model elements, and
relationships among models, forecasts, and decisions.
A good example illustrates the comparison between simple and complex forecasts:
Bayes’ method has the advantage of providing another way to incorporate prior knowledge in
forecasting models. However, the method has the disadvantage of being too complex for most
people to understand. Experts have been unable to find evidence that Bayesian approaches yield
ex ante (based on forecasts rather than actual results) forecasts that are more accurate than
forecasts from simple, evidence-based methods. The Makridakis Competition (also known as
M-Competition), organized by the Prof. Spyros Makridakis, aims to evaluate and compare the
accuracy of different forecasting methods, including tests of Bayesian forecasting for 1 to 18
period-ahead forecasts for 997 time series. As results, forecasts from simple methods, including
naïve forecasts on deseasonalized data, were more accurate than Bayesian forecasts on the basis
of mean absolute percentage error (MAPE). Forecasts from the benchmark deseasonalized
single exponential smoothing method reduced error by 12.4 percent. Bayesian forecasts were
not included in subsequent M-Competitions. The result was that simply averaging forecasts
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from different methods yields forecasts that reduced error, on average, by 5 percent across five
studies compared to those from Bayesian approaches (Graefe, Küchenhoff, Stierle, & Riedl,
2015; S. Makridakis et al., 1982).
A simple combination of methods also provides an operational benchmark. Ahead,
circumstances under which combining forecasts is beneficial in terms of results are explored.

Forecastability
As previously mentioned, popular approaches are based on comparisons of forecast
accuracy with a benchmark such as the accuracy of a naïve forecast, where the actual value for a
period is used as the forecast for the subsequent period (i.e. no change forecast). Metrics
employed in this approach are ratios of forecast errors from a designated model to the naïve
forecast errors, and include Theil’s U statistic, the Relative Absolute Error or RAE, the Mean
Absolute Percentage Error or MAPE, as well as the concept of forecast Value Added (Gilliland,
2013).
A benefit of using the naïve forecast as a benchmark is that it implicitly integrates the
concept of volatility, since the naïve forecast has as much variation as the dependent variable
itself. Errors associated with the naïve forecast are also probably a better predictor of
forecastability for time series purposes than, for example, the Coefficient of Variation (CoV)
because they measure period-to-period variation in the data. For instance, a series in which
successive observations are highly positively correlated may drift away from the sample mean
for several periods, thereby contributing to a high CoV. On the other hand, the errors from a
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naïve forecast will be relatively small because the successive observations are similar (Small &
Wong, 2001).
Using a small set of easily calculated measures, such as RAE, Theil’s U, MAPE, and
others, does appear to provide an objective and rational platform for constructing a set of
forecast-improvement strategies tailored to a product portfolio or segment, setting the goal to
maximize the overall outcome (i.e. considering the measures altogether).
Compared to similar classifications but based on conventional error metrics, these
parameters bring a number of benefits, such as allowing one to assess the forecast quality by
comparing cross-model same-measure results; providing a quick and simple approach for dealing
with items that are forecasted poorly and where the scope for improvement does not warrant the
effort (the naïve forecast); and helping to set meaningful goals, individualized to the nature of the
product and the dataset behavior within a portfolio.

Combining Forecasts
Combining forecasts can reduce errors arising from faulty assumptions, bias, or mistakes
in data. This procedure refers to the averaging of independent forecasts. Sometimes also
referred to as composite forecasting, this technique can be based on different datasets or different
methods or both. The averaging is done using a rule that can be replicated, such as taking a
simple average of the forecasts. To improve forecasting accuracy, one would combine forecasts
derived from methods that differ substantially and draw from different sources of information. It
is indicated, when not too costly, that it is sensible to combine forecasts from at least five
methods, and to use formal mechanical procedures to combine forecasts, which should be fully
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described. The equal weighting rule is appealing because it is simple and easy to describe, and
offers a reasonable starting point. If there is good domain knowledge, or information on which
method should be most accurate, it is of good sense to use different weights. Either way, the use
of trimmed mean (a method of averaging that removes the largest and smallest values before
calculating the mean) is desirable if you combine forecasts resulting from five or more methods.
Combining forecasts is especially useful when there is uncertainty about which method is most
accurate and when it is important to avoid large errors. When compared with errors of the
typical individual forecast, combining reduces errors (Js Armstrong, 2001).
Another way of combining forecasts is by decomposition. This technique provides a path
to simplicity for many forecasting problems. Decomposition in forecasting consists of breaking
down or separating a complex problem into simpler elements before forecasting each element.
Decomposition can be used with any forecasting method. Actually, the routine is most useful
when different elements of the forecasting problem are forecasted by different methods, when
there is valid and reliable information about each element, when the elements are subject to
different causal forces, and when they are easier to predict than the whole. The separated
forecasts of the elements are then combined. Decomposition is, therefore, a strategy for
simplifying problems.
The relationships among the elements of the decomposed problem should be simple.
Decomposition based on additive relationships is ideal. This approach is also referred to as
segmentation. Decomposition based on multiplicative relationships is somewhat more complex,
bearing the risk that errors will multiply. In this approach, the elements are multiplied together
to obtain a forecast of the whole. Multiplicative decomposition is often useful for simplifying
complex problems (Green & Armstrong, 2015).
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Forecasting and Inventory Control
If properly related, the choice of forecasting model directly affects the amount of
investment needed to support any target level of customer service. Alternative forecasting
models define, each, a unique tradeoff curve between inventory investment and customer
service. Careful selection of the forecasting model for an inventory system can enhance the
customer service provided by a fixed investment, shifting the tradeoff curve to a higher level in
parallel with its respective axis that is maintaining a constant inventory investment (Gardner,
1990).
The characteristics of the time series of inventory demands should then be analyzed in
order to identify alternative forecasting models. However, since it is difficult to measure the cost
of delay time in any inventory system (i.e. greater lead time), it is similarly difficult to determine
where the tradeoff curve should operate (i.e. what combination between inventory investment
and service level is optimal for that particular system).
Tradeoff curves between inventory investment and customer service are broadly used to
support decisions in inventory control. However, it is generally accepted practice to select a
specific forecasting model for an inventory and thus to establish one tradeoff curve to work with
(Gardner, 1990).
Additionally, little research was found showing a relation between forecasting and
inventory decisions, yet not closely related to this study. For instance, Lee & Adam (1986) show
that the size of forecast errors influences the choice of lot-sizing rules in material requirements
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planning systems for manufacturing inventories. In distribution inventories, Eppen & Martin
(1988) show that forecast errors can seriously distort projections of customer service.
After presenting the key aspects of the theories that form the framework for the
investigation to be carried out under the present research, it is necessary to provide the reader
with appropriate details regarding the methodology that will be employed for both data
collection and analysis. This is the subject of the next chapter of this paper.

24

III. Methodology

Overview
This chapter provides details about data collection and the methodology used for
analysis. Specifics of both the statistical analyses and the criteria for ordering and selecting the
best results are also provided.

Data Collection
Every research project needs data to help answer questions, to understand a specific issue
or to test a hypothesis. According to Patton (2014), “When one examines and judges
accomplishments and effectiveness, one is engaged in evaluation. When this examination of
effectiveness is conducted systematically and empirically through careful data collection and
thoughtful analysis, one is engaged in evaluation research” (Patton, 2014).
For this reason, special attention was given to this step. As the number of fields
associated with each line item was considerable, it was important to determine which fields
would be appropriate for this study. The selection of which fields to be collected was discussed
with a software engineer, whose concern was with data integrity. Therefore, the engineer
provided only audited data that was proven consistent. This gave reliability to the research, but
also created constraints which prevented a more comprehensive study. As discussed in the
previous chapter, for the same reasons that led to the conclusion that a simple forecast is better
than a complex one, we will employ a simple data structure. The purpose is to make it as simple
as possible for ease of use and understanding to ensure that the BAF Unit is able to adopt the
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potential recommendations without undue complication in either its integration or utilization, and
without hindering the effectiveness and accuracy of the final results.
Researchers can obtain their data by getting it directly from the subjects they are
studying. The resulting information is referred to as primary data. Another type of data, called
secondary data, is that which has already been gathered by someone else. An advantage of using
primary data is that researchers are collecting information for the specific purposes of their
study. In essence, the questions the researchers ask are tailored to elicit the data that will help
them with their study.
In this research, the data obtained were tailored to the research questions; that is, pulled
from a large ERP database, from which only specific fields were chosen. The data needed by the
present research can be considered primary, obtained directly from the organization in which the
process is being analyzed. The system (ERP)’s engineer and manager have made the recorded
data available.
The records were extracted from a PostgreSQL database, which is an open source objectrelational database system, and was converted to a regular spreadsheet format, which allowed
analyses to be performed. The data contained information about monthly sales and inventory
over the course of five years (2010 to 2014) and the first seven months of 2015, as well as the
items’ prices.
Once received, the data have been comprehensively cleansed and organized in order to be
prepared for the research. In this way, all the records have been screened for any sort of
inaccuracy as well as any missing data points, in which case those data points would not be
considered for this research. The analysis includes only data points for which a complete and
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precise set of records are available. This was a necessary effort prior to the beginning of the
study itself. However, as the ERP system contains its own audit, fortunately there were no
records with missing information, with the exception of those in which no information was
recorded for the reasons described below.

Item Selection
The selection of the items to be studied was another matter addressed with care, at the
risk of jeopardizing the entire study. The first concern was to make sure that the items were
picked randomly. In order to accomplish this, since there were 240 data points with sales
information, a new column was inserted, and 240 random numbers were created using the
“=rand” function in Microsoft Excel®. All the cells were then ordered by the column containing
the random numbers, from smallest to largest values to create a randomly ordered listing. The
selection of the items occurred from the top row (with smallest random numbers) to the bottom.
Once the data was ordered, it was noticed that there were several missing data points in
some of the data fields (i.e. zero sales) due to the implementation of new items, as well as item
removal due to obsolescence. These missing data points differ from those observed due to lack
of integrity in the data. Differently, in these cases the absence of information occurred, for
instance, because an item became obsolete in January of 2012, which reduced the sales
information available to 24 months only (from January of 2010 to December of 2011). In order
to keep the utility of this research to its maximum, the items with missing data points were
disregarded and discarded from the selection process.
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Tools
The next step is to find proper tools with which analyses can be run. In this particular
case, MS Excel® was the primary tool utilized, as well as SAS’s statistical software solution:
JMP®. Both are robust and reliable software, widely used for statistical analyses.

Methodology Used to Address the Research Questions
This section describes the methods and procedures used to address the formulated
research questions.
1. What metrics are currently being utilized by the Supply Division?
To better understand the context of this study, SDS regulations were carefully examined
in order to identify what categories of metrics were effective in the timeframe researched. It was
then revealed that none of the documents examined disclose what types of measurements are to
be used. Consequently, the information regarding this aspect of the research was obtained from
the responses provided in the interview with the head of the Supply Division.

2. How can the forecasting process for uniform sales be improved in the SDS?
A proper forecast process is fundamental as a tool to optimize expenditures as well as to
adjust inventory policy. Therefore, a deep analysis throughout a variety of forecast methods was
necessary. Following are the methods evaluated in this research and their respective
descriptions. They were chosen for being the most commonly used by practitioners as well for
the ease of use.
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Time Series Regression
Time series regression is a statistical method for predicting a future response based on the
response history (known as autoregressive dynamics) and the transfer of dynamics from relevant
predictors fitting straight lines to patterns of data. In a linear regression model, the variable of
interest, called “dependent” variable, is predicted from k other variables, called “independent”
variables, using a linear equation. Notation wise, Y indicates the dependent variable (in this
study, referring to the total monthly sales of a specific item), while X1, X2, …, Xk represent the
independent variables. Thus, the assumption is that the value of Y at time t in the dataset is
determined by a linear equation:
(1)

Where β0 is known as the intercept of the model, and is the expected value of Y when all
Xs are equal to zero. βi’s are the coefficients of the variables Xi. 𝜀𝑡 is the error term in time
period t. The betas together with the mean and standard deviation of the epsilons are the
parameters of the model. In this research, three types of models were created in order to verify
whether there were any kinds of seasonal variations or trends in the data. The first model was
created using dummy variables to represent the months of the year, assigning 1 to the observed
month and 0 to all others. The formula used in this case was the following:

(2)

The second model used trigonometric functions (sine and cosine) in an attempt to
describe seasonal patterns. In order to test for seasonal trends, three seasonal periods (L) were
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used, with 4-month, 2-month and 1-month periods, for the trigonometric functions, as can be
seen in the following formula:

(3)

Then, an autocorrelation component was added to a simplified version of the
trigonometric function. This last factor was obtained by multiplying the previous residual (εt-1)
to a correlation coefficient (named 𝜙) between εt and εt-1. As in the previous model, three
seasonal periods (L) were used, with 4-month, 2-month and 1-month periods, for the
trigonometric functions. The formula for this model is the following:
(4)

𝜀𝑡 = 𝜙𝑡 𝜀𝑡−1 + 𝑎𝑡

(5)

Here a is assumed to be an error term (often called a random shock) with mean zero,
which satisfies the constant variance, independence, and normality assumptions. Afterwards, a
4th-order polynomial model was developed in an attempt to yield a better prediction than the
linear regression equation provides, with the following formula:
(6)

Decomposition
Although decomposition models are strictly an intuitive approach, they are very useful
when a time series data exhibits trend, seasonal, and cyclical effects, and parameters of the time
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series do not change over time. In practice, this method provides a forecasted point estimate
“decomposing” the data into distinct components. For this study, two decomposition methods
were used, namely multiplicative and additive, each one with three components: trend, seasonal,
and cyclical. Following is an overview of these three components and a brief explanation of how
they affect the behavior of the time series. Subsequently, the description of the models will be
presented.
Trend
A trend exists when there is a long-term increase or decrease in the data. This change
over time is not necessarily linear. Sometimes a trend “changing direction” will be referred to
when it might go from an increasing trend to a decreasing trend or vice versa (Hyndman &
Athanasopoulos, 2014).
Seasonal
Seasonality can be defined as the periodic fluctuations in a determined pattern. A
common example can be found in retail sales, which tend to peak for the Christmas season and to
decline quickly after the holidays. Thus, the time series of retail sales will typically show
increasing sales from October through December, followed by rapidly declining sales in January
(NIST/SEMATECH, 2013).
Cyclical
A cyclical pattern exists when data exhibit a rise-and-fall pattern that does not occur
within a fixed period. The duration of these fluctuations is usually at least 2 years (Hyndman &
Athanasopoulos, 2014).
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Additive and Multiplicative Methods
The multiplicative decomposition model is useful when the modeling time series displays
increasing or decreasing seasonal variation. The equation for the multiplicative decomposition
model is the following:
(7)
The additive decomposition model is appropriate when the time series exhibits constant
seasonal variation (Bowerman et al., 2005).

The equation for additive decomposition model is the following:
(8)

Exponential Smoothing
Exponential smoothing is the most effective forecasting method when components of the
time series change over time. This method weighs the actual time series values unequally, with
more importance placed on the most recent data rather than earlier historical data. There are
several models in exponential smoothing as expressed in (Bowerman et al., 2005), each method
with a unique power to make predictions.
Simple Exponential Smoothing
This smoothing assumes that the time series has no systematic trend or seasonal
components. Nevertheless, it has a mean (or level), which may change over time. Given such a
form of data, a practical approach is to take a weighted average of past values (Bowerman et al.,
2005; NIST/SEMATECH, 2013).
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The equation of the simple exponential smoothing method is the following:
Yt = β0 +εt

(9)

Holt’s Trend Corrected Exponential Smoothing
This method to forecast time series involves introducing a term to take into consideration
the possibility of a series exhibiting some sort of trend, which can be constant or non-constant.
The equation of Holt’s trend corrected exponential smoothing method is the following where the
additional term represents a fixed rate of change:
Yt = (β0 + β1t) + εt

(10)

Holt-Winters
Holt’s method can be enhanced to deal with time series containing both trend and
seasonal components. The Holt-Winters method has additive and multiplicative versions.
The Additive Holt-Winter method is more useful for constant seasonal variation while the
multiplicative Holt-Winter method is more useful for increasing seasonal variation (Bowerman
et al., 2005).
The equations of the Holt-Winter methods are the following:

Additive Holt-Winters:
Yt = (β0 + β1t) + SNt + εt
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(11)

Multiplicative Holt-Winters:
Yt = (β0 + β1t) x SNt x IRt + εt

(12)

Box-Jenkins
The Box-Jenkins method, named after the statisticians George Box and Gwilym Jenkins,
applies autoregressive moving average ARMA models to find the best fit of a time series model
to past values of a time series. The Box-Jenkins ARMA model is a combination of the AR
(autoregressive) and MA (moving average) models. ARMA models aim to describe the
autocorrelations in the data (NIST/SEMATECH, 2013).
The first step in developing a Box-Jenkins model is to determine whether the time series
is stationary and if there is any significant seasonality that needs to be modeled. A stationary
time series is one whose properties do not depend on the time at which the series is observed.
Analyzing the data in Time Series Basic Diagnostics in JMP®, we can identify the behavior of
both the Sample Autocorrelation Function (SAC) and the Sample Partial Autocorrelation
Function (SPAC). A nonstationary time series will exhibit a SAC function that dies down
slowly, while a stationary series will exhibit a SAC that either cuts off or dies down quickly.
Box and Jenkins recommend differencing non-stationary series one or more times to
achieve stationarity. Doing so produces an ARIMA model, with the "I" standing for
"Integrated". In addition, if there was an increasing trend in data, a pre-differencing
transformation had to be performed in order to remove it using, for example, the natural
logarithm.
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If the data series were already stationary, no differencing transformation was added to the
potential models. As for an initial investigation of the SAC and SPAC, when the SAC died
down, and the SPAC cut off, an autoregressive model was selected. When the SAC cut off, and
SPAC died down, a moving average model was selected. Finally, when both died down, a mixed
model was selected. This procedure enabled initial combinations of models, as a starting point
from which the determination of the best models was pursued.
ARIMA models are also capable of modeling a wide range of seasonal data. A seasonal
ARIMA model is formed by including additional seasonal terms in regular ARIMA models,
being necessary to determine the number of periods per season (Bowerman et al., 2005;
Hyndman & Athanasopoulos, 2014; NIST/SEMATECH, 2013).
The following chart may be of some help in identifying the proper ARIMA model:
(NIST/SEMATECH, 2013)
Table 1. ARIMA identification

SHAPE
Exponential,
decaying to zero
Alternating
positive and
negative, decaying
to zero
One or more
spikes, rest are
essentially zero
Decay, starting
after a few lags
All zero or close
to zero
High values at
fixed intervals
No decay to zero

INDICATED MODEL
Autoregressive model. Use the partial autocorrelation
plot to identify the order of the autoregressive model.
Autoregressive model. Use the partial autocorrelation
plot to help identify the order.
Moving average model, order identified by where
plot cuts off.
Mixed autoregressive and moving average model.
Data is essentially random.
Include seasonal autoregressive term.
Series is not stationary.
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Choosing the methods
A template spreadsheet containing 19 models, encompassing all the methods described
above, was the foundation of the data analysis. Each item, out of 240 available items, was
chosen individually at a time, following the table with the randomly ordered items, from the top
to the bottom.
As the sales information was plugged into the template, it was replicated to every model
by linking the cells from each model tab to the original where the numbers were pasted.
Subsequently, only minor adaptations were required to calculate a forecast at each model tab as
well as all other formulas to calculate the accuracy parameters (i.e. residual statistics) necessary
to assess the quality of the models. The parameters will be listed and described in next section.
Finally, a tab containing a comparison chart with links to all parameters of all models was
filled, and the conditional formatting tool found in MS Excel® highlighted the five best results of
each parameter among all models. From all 19 models, the five with more highlighted
parameters were selected to compose another comparison chart, with each item and its respective
five best models.
The latter step was repeatedly performed, with the creation of one spreadsheet for each
item evaluated, and the construction of the comparison chart with each item observed and its
respective five best models. Every time one model appeared five times in the second comparison
chart, this model was elected. The number of items evaluated was selected in order to yield to
yield five elected models. More details of this procedure will be provided when describing the
construction of the comparison chart.
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Validity Assumptions
An important step, after having the five best models, is to verify whether the validity
assumptions hold for all of them. That is, the residuals should be tested regarding normality,
independence, and constant variance. Informal procedures such as diagnostic plots of residuals
versus time, as pertains to time series, are recurrently used to assess the validity of these
assumptions as well as to identify possible outliers. Violation of the latter two of the
assumptions (independence and constant variance) required root data transformation or removal
of outlying observations.

3. How to best assess accuracy of forecasting sales in the SDS?
A good approach to test the expectations of a model and to convincingly compare its
forecasting performance against other models is to perform an out-of-sample validation. To do
so, 12 data points of the sample data were withheld from the model estimation process for post
validation, leaving 48 data points for model estimation (totaling 60 data points, or 5 years worth
of data). The data which were not held out (i.e. the estimation period) were used to help select
the model and to estimate its parameters. Hence, the selected model is used to make predictions
for the holdout data in order to perceive how accurate they are and to determine whether their
residual statistics are similar to those that the model made within the sample of data that was
fitted, a process called validation. Forecasts made in the estimation period are not fully
"authentic" because data on both sides of each observation are used to help determine the
forecast.
The model is then tested on data within the validation period, and forecasts were
generated beyond the end of the estimation and validation periods. For the study’s purposes,
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only estimation and validation forecasts sufficed, and no forecasts beyond those periods were
calculated.
In order to assess the results obtained from all 19 models, five parameters were calculated
in a way to quantify and compare them: the Sum of Squared Errors (SSE), the coefficient of
determination (R2), the Mean Absolute Percentage Error (MAPE), the Relative Absolute Error
(RAE), and the Theil’s U-statistic (Theil’s U). Following are the descriptions of the parameters
utilized.

Parameters
Sum of Squared Errors
This parameter is obtained by simply squaring each error term, and adding them. The
result by itself does not say much for not having an upper boundary, but for purposes of
comparison it can be very useful. Since this research compared different forecasts, the SSE
helped in selecting the best fits of different forecasting methods (Bowerman et al., 2005).
The formula is as presented below:
2
∑(𝑦𝑖 − 𝑦̂)
𝑖

(13)

Coefficient of determination
The coefficient of determination (R2) is a number between zero and one that indicates
how well data fit a statistical model. Because this number represents a percentage, it can be
easily understood. An R2 of 1 indicates that the regression line perfectly fits the data, while an
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R2 of 0 indicates that the line does not fit the data whatsoever. It can be calculated by dividing
the explained variation in data by the total variation (Bowerman et al., 2005).

The explained variation is denoted by:

∑(𝑦̂𝑖 − 𝑦̅)2

(14)

∑(𝑦𝑖 − 𝑦̅)2

(15)

The total variation is denoted by:

The coefficient of determination (R2) is then obtained by dividing the explained variation
by the total variation.

R2 =

𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛
𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛

(16)

Mean Absolute Percentage Error
The MAPE expresses forecasting accuracy as a percentage measure of the error. It shows
how much the forecast is off (e.g. a MAPE of 20 means that the forecast is off, on average, by
20%).
Measures based on percentage errors have the disadvantage of possibly being infinite or
undefined if yi = 0 for any i in the period of interest (Bowerman et al., 2005).
It is defined by the formula:
1
𝑛

∑𝑛𝑡=1 100
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|𝑦̂𝑖 −𝑦𝑖 |
𝑦𝑖

(17)

Relative Absolute Error
The Relative Absolute Error (RAE) is a metric where actual forecast error is compared to
a naïve forecast error in a ratio basis, placing actual forecast error in the numerator and the naïve
forecast error in the denominator. An RAE greater than one means that a naïve forecast is
probably better than the method being tested. Lower RAEs are preferable, because this result
shows that the forecast error is proportionally smaller than one from a naïve forecast. The RAE
is represented by:

RAE =

𝑎𝑐𝑡𝑢𝑎𝑙 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝑒𝑟𝑟𝑜𝑟
𝑛𝑎ï𝑣𝑒 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 𝑒𝑟𝑟𝑜𝑟

(18)

Theil’s U-statistic
The accuracy measure U-statistic, developed by Theil H. (1966), emphasizes the
importance of large errors, squaring them as well as providing a relative basis for comparison
with naïve forecasting methods, as in RAE (Small & Wong, 2001). As it calculates a ratio
between a determined model and a naïve forecast, the lower the value, the better. If U = 1, it
means that the forecasting method being used is as good as the naïve forecast. If U > 1, it means
that the naïve forecast has better performance that the method being used.
The interpretation of the ranges of output from the statistic can be shown as follows
(Makridakis, Wheelwright, & Hyndman, 1998):
U = 1: A naive forecasting method is as good as the method in question.
U < 1: The forecasting method being used is better than a naive forecast.
U > 1: The naive forecast outperforms the method in question.
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Mathematically, Theil’s U-statistic is defined as:

yˆ t 1  yt 1 2
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yt
t 1
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n 1

U

(

(19)

Comparison charts
These five parameters (SSE, R2, MAPE, RAE, and Theil’s U) were calculated for both
estimation and validation periods, with exception of R2, which is calculated based on estimation
data only.
After calculating all parameters, a comparison chart for the estimation and for validation
periods was filled automatically by linking the cells from the comparison chart to their original
respective places in each of the models’ tabs. In order to better assess the results, another table
was built, consolidating the parameters from both estimation and validation periods. This
consolidation was done by averaging the MAPE, RAE, and Theil’s U obtained in estimation and
validation, by adding the SSE’s, and by simply repeating the R2, calculated only for the
estimation period.
Finally, the conditional formatting tool found in MS Excel® highlighted the five best
results of each parameter among all models. Each of all the 19 models was assessed, and the
number of highlighted consolidated parameters was counted. For each item, the five models
with the highest number of highlighted consolidated parameters were selected to constitute
another comparison chart, for model selection, containing only the items and their respective
selected models. The number of times a model appeared was dynamically counted, and when a
model reached five appearances, that model was elected.
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As a tiebreaker, the rule established was to look for the models with highest number of
highlights in the validation chart and in the estimation chart, respectively. That is, every time
two or more models had the same number of highlighted cells in the consolidation chart, it led
back, respectively, to the validation chart, and to the estimation chart. This procedure was
reiterated as much as needed to elect five models.

4. Is it possible to build an algorithm where historical sales data can be evaluated and
the best forecast suggested?
The goal of this research is to obtain results that can be used in practice to improve the
process of forecasting in SDS, in such a way that by providing the managers with reliable
numbers to work with, it enables them to review the inventory policy currently effective in SDS.
For this reason, in addition to accuracy and reliability, special attention was given to the ease of
use of the formulas and the display of the results.
After running all tests with randomly selected items, the researcher decided to test the
elected models in other items and check the results. This time, items were tested that comprise
the Air Battle Uniform (ABU): the coat, trousers, t-shirt, and hat.
Although the residual statistics (SSE, RAE, MAPE, and Theil’s U) as well as the R2 yield
decent estimates of how accurate the forecast is, they may understate the magnitude of the errors
that will be made when the model is used to predict the future: this is due to the possibility that
the data may have been over-fitted. Specifically, by ruthlessly minimizing the sum of squared
errors, the model may have accidentally fitted some of the existing "noise" in the estimation
period data as being a "signal". For this reason, the present methodology intends to mitigate the
possibility of over-fitting the models by using a wide combination of models and items.
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As a result, another parameter was calculated, by multiplying the residuals by the price of
the respective item for each of the 5 models, obtaining, basically, the cost of the residuals. This
new parameter, “cost of the residuals”, was included in the consolidation comparison chart,
working also as a new tiebreaker, with precedence over the others.
Once the methodology aspects of this research are delimited, the analysis and the results
can be presented. In Chapter IV each research question will be addressed and all methodology
presented will be put into practice.
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IV. Results and Analysis

Overview
This chapter aims to stage the results of this research, obtained after applying the
methodology proposed to answer the research questions formulated.
The first step was then to understand how the forecasting process is currently being
performed, with the purpose of extracting essential information that could guide the analysis.
Therefore, the first section of this chapter is assigned to the description of the forecasting
process, obtained by an interview with the head of the Supply Division. This chapter then
presents the results of the models assessed, with emphasis on those models elected, that is, those
with the best results. After that, a practical use of the models and relevant aspects of accuracy
evaluation are provided, as well as a comparison chart where the results can be easily displayed,
and finally some dispositions regarding the findings will announce the last chapter.

Forecasting in place at SDS
First off, it is necessary to point out that inventory control, lead times, and forecasting are
strictly related. In the description of the process, one can see the frequency with which these
words appear. However, according to the interviewee, there are no metrics currently being
utilized regarding inventory policies, such as inventory holding cost, obsolescence, cost of
equipment to handle inventory, operating costs, insurance premiums, and opportunity costs. In
addition, accurate information about lead times and others is not being considered at all.
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Therefore, this research strived to maintain focus on the calculations involving the
forecasting process, not dealing with their interaction. Thus, an important assumption in this
study was that an accurate forecasting process results in valuable data that serves as reliable
foundation to allow management to make reasonable decisions on purchasing, given the actual
inventory policies. In other words, forecasting processes will affect inventory policies, but not
the other way around.
Another premise to be considered in this paper comes from the consistency of the
inventory levels. The SDS warehouse is equipped with an automated vertical storage, which
uses a robot combined with RFID antennas to execute and verify all in and out movement. Each
item contains an RFID tag, so, once the item is placed in its respective box, the robot carries it
through a conveyor belt into a chamber where the antennas will read all tags there, while a scale
weighs the box, with no human interaction. That is to say, the error margin in the inventory is
zero.

Figure 1. Automated vertical storage in SDS
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Another important detail to be mentioned is that, on average, the lead time for the items is
11 months for purchases and 13 months for garment sewing, when the fabric is purchased and
stored in SDS. Then a company is hired to sew the uniforms. Therefore, a piece of uniform can
take between one month and one year to have its replenishment completed. For this reason, there
is not a specific timeframe when the forecasting is performed in SDS. So to speak, it happens
whenever an item reaches the reorder point. Regarding the forecasting itself, the Enterprise
Resource Planning (ERP) system currently calculates in isolation the needs for each store for the
next given number of months, using an adaptation of the Moving Average method, where the
peaks are recorded and the actual forecast is either the Moving Average, or the last record,
whichever is higher. This way, each forecast is calculated and multiplied by the number of
periods desired, then subtracted by the inventory level at that particular store. After the forecasts
for all stores are consolidated, the main warehouse inventory is then subtracted from the total
amount.
As for the whole system, considering all the stores and the warehouse, it was detected
that the volume of sales and the inventory level in SDS were incompatible. This led to a
discussion of which metrics are currently being utilized by the Supply Management Division,
specifically the ones that affect the forecasting process. Comparing the sales levels with
inventory for these items, one could notice an extreme difference between them, with inventory
numbers spiking into the thousands, while sales were usually in the low hundreds.
Figure 2 (below) depicts the contrast of sales level relative to the inventory held for a
particular item in SDS.
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Figure 2. Example of the comparison between Sales and Inventory

Under these circumstances, one could conclude that forecasting in SDS is currently being
performed based on empirical inferences and that a scientific methodology for forecasting must
be implemented.

Forecasting methods
A template spreadsheet containing 19 models was built as the foundation of the data
analysis. Some models were very simple, such as the Simple Linear Regression; others, more
complex, such as the ARIMA. The idea was to gather models that could capture behaviors as
simple as a mere trend as well as more complex jump shifts.
For all the data collected, 67 months’ worth of data was available for this research. As
either 12 or 4 month-periods were considered, the researcher decided to drop the seven final
months as they represented an incomplete year and work with 60. From these, 48 months were
considered for estimation of the forecast parameters, and 12 for validation.

47

After testing an item for all models, a comparison chart gathered the results of the five
parameters considered for this research, four of them based on the residual statistics, and one
based on the relationship between the mean and the forecast or actual values, highlighting the
five best results for each parameter, as can be seen in Table 2 below.
Table 2. Example of a comparison chart for the estimation period

Value of Interest – Estimation
Model
Simple Linear Regression
Trend
Dummy
Trigonometric
L=4 years
Trigonometric
L=2 years
Trigonometric
L=1 year
Autocorrelation
L=4 years
Autocorrelation
L=2 years
Autocorrelation
L=1 year
Decomposition
Multiplicative (12 months)
Decomposition
Multiplicative (4 months)
Decomposition
Additive (12 months)
Simple Exponential Smoothing
Holt's Trend
Additive Holt-Winters (4 months)
Additive Holt-Winters (12 months)
Multiplicative Holt-Winters (4 months)
Multiplicative Holt-Winters (12 months)
ARIMA

SSE
1,226.1710
1,141.6839
571.8196

R2
0.0206
0.0881
0.5432

MAPE
59.9948
53.8485
41.8358

RAE
0.8515
0.7643
0.5938

Theil's U
1.3014
0.9862
0.9800

1,128.7502

0.0984

52.8685

0.7504

0.9997

882.2283

0.2953

40.3655

0.5729

0.5013

914.0196

0.2699

52.8933

0.7507

1.1373

1,113.1735

0.0935

53.2665

0.7560

0.8206

1,051.8715

0.1373

49.0765

0.6966

0.8150

961.5000

0.2175

53.2229

0.7554

0.8556

306.4304

0.8353

25.3237

0.3594

0.4042

516.3118

0.4808

33.8308

0.4802

0.4660

277.2919

0.7396

24.3381

0.3454

0.2867

1,284.1096
1,226.1710
1,238.2103
710.9401
1,298.4788
1,410.9289
1,026.5668

0.0228
0.0206
0.3118
0.6943
0.5530
0.6584
0.1478

56.7411
59.9948
53.9862
42.8238
55.7680
51.4371
57.4674

0.8054
0.8515
0.7663
0.6078
0.7915
0.7301
0.8157

1.1757
1.3014
1.3198
0.6889
0.8332
0.7043
0.8466
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Next, another comparison chart displayed the results for the validation period, that is, for
the forecast calculated without using existing data to help determine the forecast. For this table,
only the parameters based on the residuals were applied, leaving the R2 out. Table 3 below
shows an example of a comparison chart for validation data.
Table 3. Example of a comparison chart for the validation period

Value of Interest - Validation
Model
Simple Linear Regression
Trend
Dummy
Trigonometric
L=4 years
Trigonometric
L=2 years
Trigonometric
L=1 year
Autocorrelation
L=4 years
Autocorrelation
L=2 years
Autocorrelation
L=1 year
Decomposition
Multiplicative (12 months)
Decomposition
Multiplicative (4 months)
Decomposition
Additive (12 months)
Simple Exponential Smoothing
Holt's Trend
Additive Holt-Winters (4 months)
Additive Holt-Winters (12 months)
Multiplicative Holt-Winters (4 months)
Multiplicative Holt-Winters (12 months)
ARIMA

Theil's
U
13,528.4168
82.8485
1.0956 1.4751
2,009,630.7776 1,342.1629 17.7495 29.6890
47,847.5331
111.9778
1.4809 2.9800
SSE

MAPE

RAE

111,270.8230

276.1695

3.6522

6.5183

70,196.9046

184.3638

2.4381

5.0440

31,970.5489

107.5402

1.4222

2.4224

619,539.5023

803.9248

10.6316 16.4761

57,632.9160

166.4128

2.2007

4.4637

24,462.0204

93.1640

1.2321

2.0569

4,794.6801

40.3845

0.5341

0.5971

13,900.4601

87.9897

1.1636

1.4963

8,370.1682

60.8385

0.8046

1.0685

28,044.2930
15,754.8123
22,783.0328
58,522.7549
16,793.5545
140,936.0633
65,741.9077

176.2001
105.4593
101.0333
199.9418
115.5375
426.5862
270.4882

2.3302
1.3947
1.3361
2.6441
1.5279
5.6414
3.5771

3.1482
1.8678
2.4623
2.9906
2.0028
7.8055
4.2719
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The last step of this phase is a consolidation chart that combined the results from both the
estimation and validation periods by averaging the MAPE, RAE, and Theil’s U obtained in
estimation and validation, by adding the SSE’s, and by simply repeating the R2, calculated only
for the estimation period. Table 4 below shows an example of a consolidation chart.
Table 4. Example of a consolidation chart

Value of Interest - Consolidation
Model
Simple Linear Regression
Trend
Dummy
Trigonometric
L=4 years
Trigonometric
L=2 years
Trigonometric
L=1 year
Autocorrelation
L=4 years
Autocorrelation
L=2 years
Autocorrelation
L=1 year
Decomposition
Multiplicative (12 months)
Decomposition
Multiplicative (4 months)
Decomposition
Additive (12 months)
Simple Exponential Smoothing
Holt's Trend
Additive Holt-Winters (4 months)
Additive Holt-Winters (12 months)
Multiplicative Holt-Winters (4 months)
Multiplicative Holt-Winters (12 months)
ARIMA

Theil's
U
180,527.11 0.3494 65.1018 1.0782 1.2265
2,151,176.53 0.4485 690.9439 9.3197 15.2065
131,689.47 0.6733 72.3911 1.1078 1.9764
SSE

R2

MAPE

RAE

237,737.93

0.5073 155.4502 2.2151 3.6831

199,954.70

0.4945 110.4334 1.6279 2.9129

186,879.25

0.3965

745,144.26

0.4266 420.6473 5.7343 8.5928

180,731.44

0.4772 100.9769 1.4984 2.6330

166,510.37

0.4268

67.7083

1.0892 1.4915

41,044.96

0.9406

27.9463

0.4407 0.5265

56,241.53

0.6760

54.9607

0.8274 1.0729

39,056.14

0.7748

38.7780

0.5895 0.7553

214,062.62
193,386.21
175,049.11
132,993.37
160,707.24
275,363.28
215,150.84

0.4300
0.3418
0.5099
0.8426
0.5826
0.6117
0.5518

113.1985
77.6350
71.8665
114.8703
77.8870
238.0084
154.9664

1.7272
1.2552
1.1463
1.6558
1.2146
3.3743
2.2303
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76.5482

1.2213 1.7335

2.0407
1.4307
1.7153
1.8376
1.4289
4.4011
2.5577

The criterion established was to select the models with more highlighted parameters,
meaning that more parameters of that model were among the best five. In the case when two or
more models have the same number of highlighted parameters, the tiebreaker rule established
was to look for the highest number of appearances in the validation chart and the estimation
chart, respectively.
For each item, the respective best five models were copied to a table where the number of
appearances of each model was totaled. As the goal was to elect five models, each item, out of
240 items, was picked one at a time, following the table with the randomly ordered items, from
the top to the bottom. With the intention of assuring that a model was not selected just for being
overly fitted to a particular distribution, each model has to appear for at least five different items
so that it could be elected, that is, considered one of the five to be adopted in SDS’s forecasting
process.
The randomly selected items were each assessed individually, all parameters were
calculated and the comparison chart was filled. For that item, the five models with the highest
number of highlighted consolidated parameters were selected. Table 5 below shows the 11 items
necessary to yield at least five appearances for five different models. Table 5 below shows the
five best models for each of the 11 items.
Table 5. Models selection

Item 1

Item 2

Item 3

Decomposition
Multiplicative
(12 months)
Decomposition
Multiplicative
(12 months)

Decomposition
Multiplicative
(4 months)
Decomposition
Multiplicative
(4 months)

Autocorrelation
L=2 years

Autocorrelation
L=1 year

Decomposition
Additive
(12 months)
Decomposition
Additive
(12 months)
Decomposition
Multiplicative
(12 months)
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Additive HoltWinters
(12 months)
Simple Exponential
Smoothing
Decomposition
Multiplicative
(4 months)

Simple Exponential
Smoothing
Multiplicative
Holt-Winters
(12 months)
Decomposition
Additive
(12 months)

Item 4

Item 5

Decomposition
Multiplicative
(12 months)
Decomposition
Multiplicative
(12 months)

Decomposition
Multiplicative
(4 months)
Decomposition
Additive
(12 months)
Decomposition
Multiplicative
(12 months)
Decomposition
Multiplicative
(12 months)
Decomposition
Multiplicative
(12 months)

Item 6

Autocorrelation
L=1 year

Item 7

Dummy

Item 8

Dummy

Item 9

Dummy

Autocorrelation
L=1 year

Item
10

Dummy

Autocorrelation
L=1 year

Item
11

Autocorrelation
L=1 year

Decomposition
Multiplicative
(12 months)

Decomposition
Additive
(12 months)
Additive HoltWinters
(4 months)
Decomposition
Multiplicative
(4 months)
Decomposition
Multiplicative
(4 months)
Decomposition
Additive
(12 months)
Decomposition
Multiplicative
(12 months)
Decomposition
Multiplicative
(12 months)
Decomposition
Multiplicative
(4 months)

Simple Exponential
Smoothing
Additive HoltWinters
(12 months)
Decomposition
Additive
(12 months)
Decomposition
Additive
(12 months)
Additive HoltWinters
(12 months)
Decomposition
Multiplicative
(4 months)
Decomposition
Additive
(12 months)
Decomposition
Additive
(12 months)

ARIMA
Multiplicative
Holt-Winters
(4 months)
Additive HoltWinters
(12 months)
Additive HoltWinters
(12 months)
ARIMA
Decomposition
Additive
(12 months)
Additive HoltWinters
(12 months)
Additive HoltWinters
(12 months)

Each row shows the five best models for that item. One example was highlighted to give
a picture of the process. The Autocorrelation method with 1-year seasonal period was among the
best five models for the items 3, 6, 9, 10, and 11.
Subsequently, the models selected were the Decomposition Multiplicative (12 months),
and the Decomposition Additive (12 months), with 11 appearances, followed by the
Decomposition Multiplicative (4 months), with 8 appearances, the Additive Holt-Winters (12
months), with 7 appearances, and the Autocorrelation (1 month), with 5 appearances. One could
notice that some models appear for almost every item, while the model used as an example
(Autocorrelation method with 1-year seasonal period) was the last to be selected, appearing
exactly five times.
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The final accountability, after 11 items tested was as displayed below in Table 6.
Table 6. Final models’ accountability

Models
Decomposition
Multiplicative (12 months)
Decomposition
Additive (12 months)
Decomposition
Multiplicative (4 months)
Additive Holt-Winters
(12 months)
Autocorrelation
L=1 year
Dummy
Simple Exponential Smoothing
ARIMA
Multiplicative Holt-Winters
(12 months)
Autocorrelation
L=2 years
Additive Holt-Winters
(4 months)
Multiplicative Holt-Winters
(4 months)

Appearances
11 times
11 times
8 times
7 times
5 times
4 times
3 times
2 times
1 time
1 time
1 time
1 time

Practical use of the algorithm
As the goal of this research is to obtain a practical tool that improves the process of
forecasting in SDS, special attention was given to the ease of use of the formulas and the display
of the results. In such a way, the researcher included another parameter that can help the
decision making. By multiplying the residuals by the price of the item, the result is the cost of
the models’ error. In other words, this is how much that particular forecast model costs, since
each residual represents how much that forecasted value deviates from the actual value.
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Therefore, the consolidation chart now contains only those five elected models previously
mentioned, with the cost of the error being assigned to a sixth column. Besides, only the best of
each parameter is highlighted now, in order to reveal the best model, which should be used for
that particular item. The previous criteria changes only in regards to the first tiebreaker, which
now, is the lower cost of the error. The next two tiebreakers remain as they were. In other
words, look for the highest number of highlights in the validation chart and in the estimation
chart, respectively. From now on, the set with the five elected models, as well as the comparison
chart and the consolidation chart, are called “algorithm”.
In order to test the algorithm, this paper now shows the results from its application to four
items that comprise the Air Battle Uniform (ABU): the coat, trousers, t-shirt, and hat.
Subsequently, the validity assumptions test for these items will be displayed.
Coat

After applying the algorithm to this item, the results are as depicted in Table 7 below.
Table 7. Algorithm output for coat sales forecast

Value of Interest – Consolidation
Model

SSE

R2

MAPE

RAE

Theil's
U

Cost of the
error

Autocorrelation
L=1 year

204,543.6679

0.2391

28.5805

0.9808

0.7784

$4,037.15

Decomposition
Multiplicative
(12 months)

64,027.1635

0.7972

13.3004

0.4583

0.3733

$790.30

Decomposition
Multiplicative
(4 months)

172,807.1323

0.6755

23.6598

0.8476

0.7528

$10,323.66
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Decomposition
Additive (12 months)

60,302.4162

0.7457

13.1775

0.4525

0.4090

$1,093.93

Additive HoltWinters (12 months)

175,396.6739

0.7283

26.9339

0.9349

0.7098

$3,213.44

The table displayed above is a case of two models with the same number of highlighted
parameters. Thus, since the Decomposition Multiplicative (12 months) has the smaller amount
of value in its residuals, this model is chosen for this item. Additionally, MAPE and RAE for the
two models are virtually the same which removes these two values for comparison purposes
between these two models. Since the first tiebreaker is sufficient for choosing the model, the
other comparison charts play no role in this choice.
As far as the validity assumptions, this item presented no problems of normality, despite
a few outliers caused by an eventual sudden peak in sales in July of 2010 as well as October and
November of 2013. Excluding the data points that refer to those outliers, all validity
assumptions hold. Figure 3 below displays the histogram of the residuals, with the Shapiro-Wilk
Test result, and the overlay plot of the residuals versus time.

Shapiro-Wilk W Test
W

Prob<W

0.982133

0.7314
Figure 3. Validity assumptions for coat forecasting residuals
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Following is the graph demonstration (Figure 4) of the actual and forecasted values. It
can be seen how well the patterns are captured, even during the validation period, that is,
considering the behavior captured in the estimation period to forecasting these 12 months.
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Figure 4. Graphical output of forecasted values

Trousers

The Table 8 below contains the results of the algorithm for forecasting the trousers sales.
Table 8. Algorithm output for trousers sales forecast

Value of Interest – Consolidation
Model

SSE

R2

MAPE

RAE

Theil's
U

Cost of
the error

Autocorrelation
L=1 year

198,444.5140 0.3582 22.2766 0.9378

0.7865

$4,550.50

Decomposition
Multiplicative
(12 months)

57,133.0881

0.8074 10.2093 0.4179

0.3783

$650.57

Decomposition
Multiplicative
(4 months)

247,106.3307 0.7312 27.8117 1.3174

1.0461

$14,918.88
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Decomposition
Additive (12 months)

51,646.0355

0.7807 10.5644 0.4342

0.4009

$760.22

Additive HoltWinters (12 months)

167,357.4230 0.7387 18.8638 0.7630

0.7134

$256.48

As it can be seen, four out of the six parameters are best using the Decomposition
Multiplicative (12 months). Therefore, no further analysis was necessary for choosing this
model.
Regarding the validity assumptions, this item presented no problems of normality, despite
one outlier caused by an eventual sudden drop in sales right after the first registry in February of
2010. Excluding this data point was enough to pass all validity assumptions. Below are
displayed the histogram of the residuals, with the Shapiro-Wilk Test result, and the overlay plot
of the residuals versus time.

Shapiro-Wilk W Test
W

Prob<W

0.953296

0.0629
Figure 5. Validity assumptions for trousers forecasting residuals
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Following is the graph demonstration (Figure 6) of the actual and forecasted values:

Sales
Validation

Oct-14

Jul-14

Jan-14

Apr-14

Jul-13

Oct-13

Jan-13

Apr-13

Oct-12

Jul-12

Apr-12

Jan-12

Jul-11

Oct-11

Jan-11

Apr-11

Oct-10

Jul-10

1.2
1
0.8
0.6
0.4
0.2
0

Apr-10

500
400
300
200
100
0

Jan-10

Sales

Decomposition Multiplicative (12 months)

Figure 6. Graphical output of forecasted values

T-shirt

The forecasted values for t-shirts have given the parameters shown in Table 9.
Table 9. Algorithm output for t-shirt sales forecast

Value of Interest – Consolidation
Model

SSE

R2

MAPE

RAE

Theil's
U

Cost of
the error

Autocorrelation
L=1 year

763,615.9719 0.4119 24.8396 1.1482

0.8418

$4,102.45

Decomposition
Multiplicative
(12 months)

318,877.8077 0.8747 11.6025 0.5369

0.5072

$471.08

Decomposition
Multiplicative
(4 months)

463,181.7919 0.7425 17.1472 0.8714

0.7305

$4,935.97

Decomposition
Additive (12 months)

260,493.1744 0.8070 11.0250 0.5039

0.4369

$877.23

Additive HoltWinters (12 months)

637,393.2439 0.7285 19.2337 0.8411

0.6815

$56.40
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Differing from the two previous items, the Decomposition Additive (12 months) achieved
the best results in four out of the six parameters. It is noteworthy that, despite the Additive HoltWinters (12) yielding the “cheapest error”, it can be seen that its deviation was high, and when
squared, resulted in an SSE almost 2.5 times the best model, with 637,806.2593.
Regarding the validity assumptions, this item presented no problems of normality, despite
one outlier caused by an eventual sudden drop in sales right after the first registry, in February of
2010. Excluding this data point was enough to pass all validity assumptions. Figure 7 below
displays the histogram of the residuals, with the Shapiro-Wilk Test result, and the overlay plot of
the residuals against time.

Shapiro-Wilk W Test
W

Prob<W

0.973989

0.3726
Figure 7. Validity assumptions for t-shirt forecasting residuals
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Following is the graph demonstration (Figure 8) of the actual and forecasted values:
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Figure 8. Graphical output of forecasted values

Hat

For this item, once again, the Decomposition Additive (12 months) achieved the best
results, this time in five of the six parameters. Table 10 below shows the results for all five
models.
Table 10. Algorithm output for hat sales forecast

Value of Interest – Consolidation
Model

SSE

Autocorrelation
L=1 year

67,953.1065

Decomposition
Multiplicative
(12 months)

19,940.1618

Theil's
U

Cost of
the error

0.2204 33.6719 0.9356

0.8139

$767.65

0.8964 14.0083 0.3907

0.3701

$138.42

R2
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MAPE

RAE

Decomposition
Multiplicative
(4 months)

46,364.4292

0.6434 19.6439 0.5422

0.6639

$1,373.13

Decomposition
Additive (12 months)

20,305.5767

0.8706 15.1386 0.4214

0.4083

$123.28

Additive HoltWinters (12 months)

47,578.4875

0.7236 24.8725 0.6983

0.6444

$75.69

No tiebreaker was necessary for this item, which achieved impressive results compared to
the other models. Only the cost of the error was better than the other parameters, but it does not
necessarily mean that it would have saved money in a scenario with any different value. For
example, if most of the variation is concentrated in the first half of the forecast and a manager
decides to forecast only 6 months, instead of 12, the cost of the error could have assumed a
completely different amount.
Regarding the validity assumptions, this item presented no problems of normality, except
for one outlier caused by an eventual sudden drop in sales right after the first registry in February
of 2010. Excluding this data point was enough to pass all validity assumptions.
The Shapiro-Wilk Test result and the overlay plot of the residuals versus time are
displayed in the Figure 9 below. From the histogram of the residuals, despite the boxplot
showing an outlier, the normality assumption holds, with a p-value of 0.9053.
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Shapiro-Wilk W Test
W

Prob<W

0.987768

0.9053
Figure 9. Validity assumptions for hat forecasting residuals

Following is the graphic demonstration (Figure 10) of the actual and forecasted values:
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Figure 10. Graphical output of forecasted values

Final dispositions
As the Decomposition Multiplicative (12 months) model kept showing up as the best
model (3 out of 4), one more item was tested. Still part of the ABU, the black buckle can be
considered a secondary item, which is the reason why it was not tested in the first place. It was
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interesting to note that the Decomposition Additive (12 months) was the best model for this item,
as can be seen in the Table 11 below.
Table 11. Algorithm output for black buckle sales forecast

Value of Interest – Consolidation
Model

SSE

R2

MAPE

RAE

Theil's
U

Cost of
the error

Autocorrelation
L=1 year

355,552.8174 0.0430 33.8590 0.7513

0.7275

$223.90

Decomposition
Multiplicative
(12 months)

149,222.3174 0.7364 20.3060 0.4604

0.4943

$188.80

Decomposition
Multiplicative
(4 months)

230,778.2150 0.4380 25.4891 0.5746

0.6651

$678.95

Decomposition
Additive (12 months)

142,223.4721 0.6991 19.6867 0.4433

0.5009

$121.70

Additive HoltWinters (12 months)

251,636.3912 0.4512 25.5066 0.5728

0.6737

$612.25

As concerns the validity assumptions, it was observed that the residuals pass the tests for
normality, independence, and constant variance, after excluding one outlier due to a jump shift
detected in sales in June of 2010.
So far, five items were tested and only two models resulted as more appropriate. Either
the Decomposition Multiplicative (12 months) or the Decomposition Additive (12 months) has
been selected by the algorithm, both being placed first in the final model accountability with 11
appearances each.
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At this point, it seemed reasonable that another item was tested to check whether the
pattern holds. Indeed, after testing the algorithm for black socks, another secondary item used in
the ABU, the best model was again, the Decomposition Multiplicative (12 months). The validity
assumptions for this item were tested, and no problems were found. The results for this item are
displayed in Table 12 below.
Table 12. Algorithm output for black sock sales forecast

Value of Interest – Consolidation
Model

SSE

R2

MAPE

RAE

Theil's
U

Cost of
the error

Autocorrelation
L=1 year

4,136,538.6740 0.4877

93.3961

1.4251

1.1345

$506.21

Decomposition
Multiplicative
(12 months)

1,397,494.3000 0.8171

40.6924

0.5970

0.3624

$692.10

Decomposition
Multiplicative
(4 months)

3,372,916.7818 0.6806

61.4637

0.9499

0.7522

$2,012.37

Decomposition
Additive (12
months)

1,424,814.2567 0.8111

47.4566

0.6871

0.4625

$821.68

Additive Holt5,139,910.3245 0.4875 110.1033 1.6162
Winters (12 months)

0.9129

$1,992.84

After testing the methodology disclosed in the previous chapter, and exposing the
findings as well as the peculiarities originated by the use of the algorithm, this paper will present
in the next chapter the summary of the conclusions reached by this research. A number of
recommendations will be discussed for potential improvements in the process of forecasting in
SDS and for implementation of a new algorithm that enables the managers to make more
judicious decisions on purchasing uniforms.
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V. Discussion

Overview
This research approached an issue currently existent in a particular unit of the Brazilian
Air Force: the ineffective forecasting system in SDS. The goal was to develop a practical tool
that, if effective, would greatly help managers to make decisions over uniform purchases, a
process that takes place year after year involving millions of dollars.

The Process Currently in Place
The first investigative question in this research argued what metrics currently are being
taken by Supply Division. To answer this question, two issues had to be addressed: how the
costs are considered, and how the sales forecasts are performed.
According to an interview with the head of the Supply Division in SDS, the system in
place has not been satisfactory. While a great amount of inventory is held for some items, the
shelves starve for others. Comparing sales with inventory levels, an extreme difference catches
the eyes, with inventory reaching the thousands, while sales were usually in the low hundreds.
Considering that the highest value between the calculation of the moving average and the
past sales record is taken as a predictor for the next determined number of periods, which is not
true most of the time, the inventory level rises, indeed, far beyond the expected, practically
reaching several years for some items.
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From information obtained in the interview, no metrics are currently being utilized
regarding inventory policies, such as inventory holding cost, obsolescence, and opportunity
costs. The cost of equipment to handle inventory, operating costs, insurance premiums, and
others are not being considered as well.
In effect, specific costs related to these metrics of holding such a high inventory level
could not be calculated. Essentially, only the purchase price is considered with respect to
inventory.
The acquisition price is merely one part of the costs associated with owning a good
(Leenders, Flynn, & Johnson, 2010), and yet, in SDS, all other costs are considered organizationwide and do not affect decisions over the purchasing process.
Regarding the lead times, it was implied that it could take from one to thirteen months for
an item to be replenished, depending on the complexity of the procurement process necessary for
each item. Much of this variance comes from peculiarities of the Brazilian acquisition
regulations and was not addressed by this study.
Gardner, in his Evaluating Forecast Performance in an Inventory Control System (1990),
analyzed a large physical distribution system, where managers assumed that the only important
impact on delay time was the amount of inventory investment. However, forecast errors are the
primary element of the safety stock component of inventory investment. (Gardner, 1990)
Overall, the better the forecast exactness, the smaller the inventory investment needed to
reach any particular target service level. As mentioned in Chapter IV, inventory control, lead
times, and forecasting are strictly related and, hence, the implementation of metrics, at least the
aforementioned essentials, is vital to improve the performance of the overall system in SDS.
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However, it is necessary to establish certain goals and certain metrics that will enable the
measurement of whether the goals are being achieved prior to defining a targeted service level.

Similar Studies
A similar study has been successfully performed by Downing, Chipulu, Ojiako, &
Kaparis (2011), evaluating the UK Chinook helicopter, a utility and attack helicopter operated by
the Royal Air Force (RAF), United Kingdom. In their paper, they concluded that non-specific
formulation of forecasting techniques in the current inventory and forecasting system led several
of the cost driver’s demands to have been miscalculated, suggesting a possible lack of
forecasting precision. They evaluate the forecast’s precision by assessing its error, applying a set
of parameters such as Theil’s U statistic, MSE, MAE, and MAPE.
The overall conclusion from their study is that, regardless the influence of other factors in
the supply chain’s performance, the enhancement of the forecasting tools would greatly enhance
forecasting precision of cost drivers by Boeing’s UK through life customer support team, to
whom the maintenance contract was awarded. Specifically, they concluded that two key
recommendations have to be addressed: first, the establishment of metrics that can be easily
updated and tracked; the second is the reexamination of current practice of basing forecast on
monthly component repair data, considering the possibility of reducing the forecast period to two
weeks in order to best fit dynamic operational changes in demands.
Similarly, they presented that, according to a report by the United States Government
Accountability Office (2009), inaccurate demand forecasting was seen to be one of the reasons
why military inventory estimates often failed to align with emerging requirements.
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Conclusion
In practice, forecasting in SDS is currently being performed based on empirical
inferences, and a scientific process for forecasting must be implemented. The methodology
proposed in Chapter III attempted to achieve a proper combination of methods that can be
actually used, based on past sales data.
Special attention was given to the quality of the data collected, and only registries with
proven integrity were used. Several trials were made in an attempt to select appropriate models
that could be used to estimate future sales, including different seasonal and cyclical patterns.
Similarly, the selection of the items to run in the models was made with care, assuring that there
was no bias in the process, thus assuring models were picked randomly from the database. Once
defined, each item was tested for all models, and all results were recorded in a separate
spreadsheet. The criteria established were satisfied strictly so results should be nothing but
reliable.
As an objective tool to compare and classify the models, accuracy parameters, such as
SSE, R2, MAPE, RAE, and Theil’s U, used by the experts in forecasting J. S. Armstrong, E.
Gardner, and S. Morlidge, were applied to the results.
Eleven items were necessary to enable five models to be selected. That means, in order
to have five models with at least five appearances each, eleven trials had to be run, as could be
seen in the Table 5, in the previous chapter. These models were henceforth named “algorithm”,
and a new parameter has joined the comparison chart.
Since this study has the scope of obtaining a practical tool that can help decision making,
the cost of the error shows how much extra inventory would have been purchased in each model.
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How much the forecasted value deviates from the actual value comes from the definition of the
error, which, multiplied by the price of the item, can result in a dollar figure for the sum of the
errors. This figure makes sense as a new validation parameter for this specific research since it
simulates a one-time purchase for a particular item in which the total quantity acquired is what
matters, even with high fluctuation levels over the actual values within the period forecasted (i.e.
12-month validation period).
With this in mind, the cost of the error was added to the comparison chart and established
as the first tiebreak criterion. As much as it is of a great importance, the cost of the error was not
assigned a higher weight over the other parameters; however, because when it comes to past
values, there is no guarantee that the pattern will hold in the future. Thus, the consistency of
each predicted value has also an important role, and all parameters were treated equally in the
first instance.
Going further, it was decided as reasonable to test the five elected models on different
items, this time chosen by chance, not in a formal process, the Airman Battle Uniform.
Interestingly, only two models were consistently selected for all items that comprise the chosen
uniform. In reviewing the final accountability table, it was noticed that these two models
appeared 11 times for all 11 items evaluated among the five best models (i.e. 100% of times).
Ultimately, one can conclude that these two models, named Decomposition
Multiplicative (12 months) and Decomposition Additive (12 months) clearly captured the Air
Force’s military consumption pattern, either for external circumstances (promotions, economy,
etc.) or simply for cultural behavior. As a matter of fact, in a two-phased, several-layer selection
process, these two models fit among the best five for all the items tested.
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When six new items were tested, namely, coats, trousers, t-shirts, hats, buckles, and socks
(all comprising the Airman Battle Uniform), in a universe of five models, these two were
awarded 3 times each. It virtually discards the possibility of two overly fitted models to a few
specific items. Indeed, the results obtained in the 12-month validation period for all 17 items to
which these two models were applied prove their consistency.
It is important to emphasize that this study endeavored to create an algorithm that can be
put to work in practice. For this reason, the ease and convenience of the algorithm was central
when choosing a tool for running the models. Although JMP® was selected as the apparatus
along with MS Excel®, only in extremely successful cases would it be utilized in the algorithm.
In other words, only if the best results from the models calculated in MS Excel® were extremely
poor, one of the ARIMA models in JMP® would be considered for use.
Indeed, no ARIMA models tested achieved satisfactory results, either with or without
seasonal components. However, in case any ARIMA models were selected, it would be at the
researcher’s discretion to consider whether to neglect the model, given that the implementation
of such a complex method departs from the scope of this research. As MS Excel® or other
spreadsheet programs are tools that best approximate real life, it was preferred that the product of
this study (i.e. the algorithm), used all the formulas completely hard coded in order to be easily
and successfully deployed in SDS’s ERP system.
Although five models were pursued to comprise the desired algorithm, it was clear that
the Decomposition Multiplicative (12 months) and the Decomposition Additive (12 months),
alone, depicted very well the behavior of sales in BAF’s stores. As a result, it was considered
that these two models, only, are eligible to be selected to compose the longed for tool.
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In a final analysis, the elements of this study approximate to the one presented in the
previous section in terms of methodology and even the references, with exception of the models
and parameters selected to evaluate and forecast demand. As mentioned in the study related to
the Royal Air Force, it was possible to conduct a review of both inventory management and
forecasting tools, which departs from the content of this research. However, the similarity of
methodology proposed in both cases, and the conclusion that the “current inventory and
forecasting system suggests a possible lack of forecasting precision” gives support to the
findings in the present report.

Recommendations
By all means, the ideal approach to the problems identified at SDS was to first establish
sound metrics and policies, which would be the foundation for selecting the proper tools for each
of the elements of the supply chain. As was seen in Chapter II, inventory policy and forecasting
are intimately connected and this fact sets the reference for the best focus for the forecast
apparatus. However, given that SDS lacks a scientific forecasting process, and given the
satisfactory results obtained in this research, it would promote instant improvement
implementing the algorithm proposed in this study immediately.
Under those circumstances, the first step recommended is to establish what metrics are to
be implemented. Actions should be taken in order to break down costs into activities level, a
process known as Activity-Based Costing (ABC), which would enable managers to consider
costs from the total cost of ownership standpoint, instead of the acquisition price only. Similarly,
an entire set of actions can be taken, with activity-based cost information, to improve
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administration on a better informed basis, which is known as Activity-Based Management
(ABM) (Kaplan & Cooper, 1997).
Operationally, ABM works to enhance efficiency and assets utilization, and can increase
the capacity of the resources by reducing equipment and personnel idle times, and improving or
eliminating faulty activities and processes. (Kaplan & Cooper, 1997)
The inventory levels should be compatible with the expected level of sales. This denotes
that an accurate forecasting system is essential to allowing the inventory policy to be fulfilled
properly. According to Gardner (1990), forecasting is a prerequisite to inventory decisions in
practice. Subsequently, the decision to implement a certain inventory strategy could be made
utilizing a tradeoff curve between service level and inventory investment. By refining the
forecast process, this curve could be shifted in such a way that both increases service level and
decreases inventory investment (Gardner, 1990).
Indeed, the study and adoption of new metrics would require a much longer period than
the adoption of the algorithm presented. For that reason, the solution herein presented
potentially brings instant improvement to the process, which can be translated into cost savings.
As will be discussed in the Future Research section, it is recommended as a next step to this
initial action that there continue to be future studies in terms of generating metrics that are most
adequate to SDS’s reality.
In addition, it is necessary to setup a proper inventory policy, which combined with the
methodology established in this research, will enable managers to forecast sales according to
desired levels of customer service. Implementing a solid inventory policy, will allow combining

72

successfully inventory control and forecasting, supporting a tradeoff curve between service level
and inventory investment to be applied.
Lastly, in order make the enforcement of the policies and procedures established possible,
it is essential that everything be documented. Thus, the final step recommended in this research
is to create written detailed regulations or norms of all topics discussed that can be transformed
into human actions.

Limitations
The absence of documentation was not exactly a limitation to this study, but to the
process itself. All procedures in place at SDS regarding forecasting process come from repeated
practice, not being disclosed through documents.
In reference to the lack of inventory metrics and policies, it was revealed to be a limiting
factor for further research of the selected topic (i.e. forecasting). Such deficiency prevented the
construction of a trade-off curve observed in the literature that could be useful to SDS.

Future Research
Finally, it is worth mentioning that a potential area for future research relates to the
inventory policy, currently lacking strict regulations. The implementation of metrics, as
discussed in this research, is also imperative for optimizing the overall inventory management in
SDS. The results of the present research proved to be valuable for paving the way, but they have
to be followed by other management actions to be entirely effective.
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It is possible that the implementation of new metrics and inventory policies alter the
behavior of sales in BAF’s stores due to, for example, dependent demand items, or for items that
may become available after implementing new policies. Nevertheless, the equations and
procedures developed in this research can be adjusted as well to a potential new reality.
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