Using techniques from Robin Forman's discrete Morse theory, we obtain information about the homology and homotopy type of some graph complexes. Specifically, we prove that the simplicial complex ∆ 3 n of not 3-connected graphs on n vertices is homotopy equivalent to a wedge of (n − 3) · (n − 2)!/2 spheres of dimension 2n − 4, thereby verifying a conjecture by Babson, Björner, Linusson, Shareshian, and Welker. We also determine a basis for the corresponding nonzero homology group in the CW complex of 3-connected graphs. In addition, we show that the complex Γ n of non-Hamiltonian graphs on n vertices is homotopy equivalent to a wedge of two complexes, one of the complexes being the complex ∆ 2 n of not 2-connected graphs on n vertices. The homotopy type of ∆ 2 n has been determined, independently, by the five authors listed above and by Turchin. While Γ n and ∆ 2 n are homotopy equivalent for small values on n, they are nonequivalent for n = 10.
Introduction
Given a family of graphs on a fixed vertex set V , we may identify the graphs in the family with their edge sets. If the family is closed under deletion of edges, this identification makes it possible to interpret the family as a simplicial complex. We are particularly interested in complexes that are invariant under permutations of the underlying vertex set V ; such complexes will be referred to as monotone graph properties.
The purpose of this paper is to study the homotopy type and homology of two classes of monotone graph properties (see Section 2 for graph-theoretical definitions):
• Complexes of not 3-connected graphs.
• Complexes of non-Hamiltonian graphs. Robin Forman's discrete Morse theory [7] will be instrumental in the analysis. This theory has proven to be a powerful tool for analyzing the topology of a wide range of different complexes; see [2, 4, 6, 8, 10, 11] for a few nice examples. For an interesting application of discrete Morse theory to geometry, see [5] .
For topological spaces X and Y , the space X ∨ Y := (X × {y}) ∪ ({x} × Y ) ⊆ X × Y is the (one-point) wedge of X and Y (with respect to the points x ∈ X and y ∈ Y ). For an abstract simplicial complex Σ, let Σ denote the geometric realization of Σ. Let ∆ 2 n be the complex of not 2-connected graphs on n vertices. Babson, Björner, Linusson, Shareshian, and Welker [1] and, independently, Turchin [13] proved that ∆ 2 n is homotopy equivalent to a wedge of (n − 2)! spheres of dimension 2n − 5;
The main object of this paper is to verify a conjecture in [1] about the complex ∆ 3 n of not 3-connected graphs on n vertices:
The result is obtained via a certain matching on the family ∆ 3 n . The matching has the property that exactly (n −3)·(n −2)!/2 graphs, each containing 2n −3 edges, remain unmatched. As the matching turns out to satisfy the rules of discrete Morse theory, we obtain that ∆ 3 n is homotopy equivalent to a wedge of spheres of dimension 2n − 4 with exactly one sphere for each unmatched graph. The matching can also be used to determine a basis for the homology of the CW complex of 3-connected graphs.
Using similar techniques, we obtain some information about Γ n , the simplicial complex of non-Hamiltonian graphs on n vertices, n ≥ 3. More precisely, using discrete Morse theory, we show that Γ n is homotopy equivalent to
where Σ n is a certain subcomplex of Γ n and ∆ 2 n is the already introduced complex of not 2-connected graphs.
For small values of n (at least for n ≤ 7), the homology of Γ n coincides with the homology of ∆ 2 n . This implies that the homology of the complex Σ n is zero for small n. However, this nice property does not seem to hold in general. Specifically, we show thatH 14 (Σ 10 ) =H 14 (Σ 10 , Z) contains a free subgroup of rank 8!/2;H denotes reduced homology. It seems reasonable to conjecture that the homology of Σ n is always nontrivial when n is at least ten.
While this example indicates that the homology of Γ n and ∆ 2 n are probably different in general, we may at least conclude thatH 2n−5 (∆ 2 n ) can be identified with a certain subgroup ofH 2n−5 (Γ n ). Analogously, the (2n − 4)-th homology group of the CW complex of 2-connected graphs can be embedded in the corresponding homology group of the CW complex of Hamiltonian graphs. In fact, Shareshian's basis in [11] for the homology of the former complex remains an independent set in the homology of the latter complex.
To facilitate analysis of the homology, we develop a very elementary algebraic version of discrete Morse theory. A discrete Morse matching on a simplicial complex gives rise to a discrete gradient vector; see [7] . This gradient vector can be used to determine a basis for the resulting Morse chain complex in terms of the canonical basis for the original chain complex. Our main object is to provide shortcuts for deriving this basis (or parts thereof) without having to examine the explicit gradient vector. Our methods are only useful in situations where it is possible to guess the basis.
Organization of the paper. In Section 3, we give a vastly simplified version of discrete Morse theory, which is applied in Sections 4 and 5 to examine the topology of the complexes discussed above. In Section 6, we discuss algebraic aspects of discrete Morse theory; the developed theory is used in the two concluding sections 7 and 8 to determine information about the homology of our complexes.
Graph-theoretical concepts
Let G = (V, E) be a graph; V is the (finite) set of vertices and E ⊆ V 2 is the set of edges in G. The edge between a and b is denoted as ab or {a, b}. Whenever the underlying vertex set V is fixed, we identify a graph with its edge set; e ∈ G means that e ∈ E. For a set E and an element e, let E +e denote the union of E and {e} and let E − e denote the set obtained from E by removing e. We will write G − e = (V, E − e) and G + e = (V, E + e). For W ⊆ V , let G(W ) = (W, E∩ W 2 ); G(W ) is the induced subgraph of G on the vertex set W . For v ∈ V , the neighborhood of v is the set N G (v) = {w ∈ V \ {v} : vw ∈ E}. The degree of v is deg G (v) = |N G (v)|.
A graph G is disconnected if its vertex set V can be written as a disjoint union of two nonempty sets V 1 and V 2 such that either e ⊆ V 1 or e ⊆ V 2 for all e ∈ E. A graph is connected if it is not disconnected.
Clearly, a graph is 1-connected if and only if it is connected. The set W ⊂ V separates G if G(V \ W ) is disconnected. The property of being not k-connected is a monotone graph property for each k ≥ 1. For 1 ≤ k ≤ n − 1, let ∆ k n be the complex of not k-connected graphs on the vertex set [n] = {1, . . . , n}. In Section 4, we determine the homotopy type of ∆ A Hamiltonian path is a sequence (ρ 1 , . . . , ρ n ) containing each vertex in V exactly once such that ρ i ρ i+1 ∈ E for 1 ≤ i ≤ n − 1. If in addition ρ n ρ 1 ∈ E, then (ρ 1 , . . . , ρ n , ρ 1 ) is a Hamiltonian cycle. A graph is Hamiltonian if it contains at least one Hamiltonian cycle and non-Hamiltonian otherwise. Any Hamiltonian graph is 2-connected, but there are k-connected and nonHamiltonian graphs for arbitrarily large values of k; consider the complete bipartite graph K k,k+1 .
The property of being non-Hamiltonian is a monotone graph property. For each n > 2, let Γ n be the complex of non-Hamiltonian graphs on the vertex set [n]. Section 5 is devoted to the study of Γ n .
Discrete Morse theory for simplicial complexes
In this section, we discuss some consequences of Robin Forman's discrete Morse theory in the special case of simplicial complexes. We define the concept of an acyclic matching on a family of sets and interpret some of the basic theorems in [7] . For more elaborate combinatorial interpretations of discrete Morse theory, see [4] and [11] .
Let P(X) be the family of subsets of a finite set X and let Σ be a subfamily of P(X). A matching on Σ is a family M of pairs {A, B} with A, B ∈ Σ such that no A ∈ Σ is contained in more than one pair in M. A set A ∈ Σ is critical or unmatched with respect to M if A is not contained in any pair in M.
We say that a matching M on Σ is an element matching if every pair in M is of the form {A, A + x} for some x ∈ X and A ⊆ X − x. All matchings considered in this paper are element matchings.
Consider an element matching M on a family Σ. Let D = D(Σ, M) be the directed graph with vertex set Σ and with an arc (A, B) (i.e., an arc directed from A to B) if and only if either of the following holds:
(1) {A, B} ∈ M and B = A + x for some x / ∈ A. (2) {A, B} / ∈ M and A = B + x for some x / ∈ B.
Thus every arc in D corresponds to an edge in the Hasse diagram of Σ ordered by set inclusion; edges corresponding to pairs of matched sets are directed from the smaller set to the larger set, whereas the other edges are directed the other way around. We write A −→ B if there is a directed path from A to B in D.
For families V and W, we write V −→ W if there are V ∈ V and W ∈ W such that V −→ W . The symbol −→ is used to denote the non-existence of such a directed path.
An element matching M is an acyclic matching if D is cycle-free, that is, A −→ B and B −→ A implies that A = B. One easily proves that any cycle in a directed graph D corresponding to an element matching is of the form (A 0 , B 0 , . . . , A r−1 , B r−1 ) with r > 1 such that
(for details, see [11] ). The following two lemmas provide simple but useful methods for dividing a family of sets into smaller subfamilies such that any set of acyclic matchings on the separate subfamilies can be combined to form one single acyclic matching on the original family.
Lemma 1 Let Σ ⊆ P(X) and x ∈ X. Define
Let M * be an acyclic matching on
is an acyclic matching on Σ.
Proof. Let (A 0 , B 0 , . . . , A r−1 , B r−1 ) be a cycle in D(Σ, M) satisfying (1). We claim that if some set B i contains x, then all sets must contain x. For simplicity, assume that i = 0 and let j be minimal such that x / ∈ B j . This means that B j−1 \ A j = x, which is a contradiction; by construction (B j−1 − x, B j−1 ) ∈ M x (Σ). Thus the claim follows.
Since M * is an acyclic matching on Σ * , there must be some pair {A i , B i } that is included in M x (Σ) rather than in M * ; by construction, B i = A i + x. The above discussion implies that all sets B j contain x. In particular, B i−1 has this property, which implies that B i−1 = A i + x = B i , which is clearly a contradiction. 2 Lemma 2 (Cluster Lemma) For Σ ⊆ P(X), let A = {A 1 , . . . , A s } be a subdivision of Σ, meaning that Σ is the disjoint union of the families A 1 , . . . , A s .
M is an element matching on Σ. Define the relation on A by
Suppose that the transitive closure * of gives a partial order on A; A i * A j and A j * A i implies that i = j. Then M is an acyclic matching.
Remark. Lemma 2 has been discovered independently by several other authors, including Hersh [8] .
Via a simple induction argument, this implies that A i k * A i k for any pair k, k . Swapping k and k , we obtain A i k * A i k , which by assumption implies that i k = i k . Hence all sets in the cycle are contained in one single family A i , which is a contradiction. 2
For the remaining part of this section, Σ is a simplicial complex containing at least one nonempty set; we consider the empty set as part of every simplicial complex. Given an acyclic matching M on Σ, we may without loss of generality assume that the empty set is contained in some pair in M. Namely, if all 1-sets are matched with larger sets, then there is a cycle in the directed graph D(Σ, M). Unless otherwise stated, we always assume that {φ, {x}} ∈ M for some x ∈ X n ; this is the combinatorial approach, as opposed to the geometrical approach in which φ is left unmatched.
For an acyclic matching M on a simplicial complex Σ, let U(Σ, M) be the family of critical sets in Σ with respect to M. The following theorem contains interpretations of some of the basic results in discrete Morse theory.
Theorem 3 (Forman [7] ) With notation as above, the following hold: Example. Consider the simplicial complex Σ on the set {1, 2, 3, 4, 5, 6} consisting of all subsets of 124, 245, 23, 35, and 36; 124 denotes the set {1, 2, 4}, and so on. In Figure 1 , a geometric realization of Σ is illustrated. The figure illustrates an acyclic matching on Σ with the only critical set 35; an arrow from the set A to the set B means that A and B are matched. We also match 2 and the empty set; however, since the empty set has no obvious geometric interpretation, it is convenient to consider 2 as a critical point in the geometric realization. Note that Σ is homotopy equivalent to a CW complex consisting of a 1-cell corresponding to 35 and a 0-cell corresponding to 2.
For a (possibly empty) family V ⊆ U(Σ, M), let
where {x} is the set matched with the empty set in M. If V is nonempty, then Σ V = {A ∈ Σ : V −→ A}.
Lemma 4 Σ V is a simplicial complex. That is, if {σ, τ } ∈ M with σ ⊂ τ and τ ∈ Σ V , then σ ∈ Σ V . In particular,
where M V is the restriction of M to Σ V .
Proof. Assume the opposite and let A be a largest set such that A / ∈ Σ V and such that there is an element y ∈ X with the property that A + y ∈ Σ V . Since there is a V ∈ V such that V −→ A + y, we have that {A, A + y} ∈ M; otherwise {A + y, A} would be an arc in D. In particular, A + y / ∈ U(Σ, M).
This implies that there must be an arc (B, A + y) in D such that B ∈ Σ V . Clearly A + y ⊂ B; thus there is a z = y such that B = A ∪ {y, z}. Since A is maximal among sets right below Σ V , we must have A + z ∈ Σ V . However, (A + z, A) is an arc in D, which gives a contradiction. 2
We now state and prove a simple result that is indispensable for this paper. In words, it says the following: Suppose that the family of critical sets with respect to an acyclic matching on a simplicial complex can be divided into two subfamilies such that there are no directed paths between the two subfamilies in the underlying digraph. Then the complex is homotopy equivalent to a wedge of two separate complexes generated as in (2) from the two subfamilies.
Theorem 5 Suppose that V ⊆ U = U(Σ, M) has the property that U \ V −→ V and V −→ U \ V. Then Σ is homotopy equivalent to
In particular, if V = {V }, then Σ is homotopy equivalent to
where
Proof. By (iii) in Theorem 3 and Lemma 4, Σ is homotopy equivalent to Σ U ; thus we may assume that
By assumption, X contains no critical sets and is nonempty (φ, {x} ∈ X ). By Lemma 4 applied to each of Σ V and Σ U \V , the restriction of M to X is a perfect matching. This implies by (i) in Theorem 3 that X is contractible to a point. By the Contractible Subcomplex Lemma (see [3] ), Σ is homotopy equivalent to the quotient complex Σ / X . By the same Lemma,
the proof is finished; (3) follows from (ii) in Theorem 3 and Lemma 4. 2
Via a simple induction argument, Theorem 5 yields the following result.
Not 3-connected graphs
We consider the complex ∆ 3 n of not 3-connected graphs on the vertex set V = [n]. The next theorem verifies a conjecture in [1] :
n is homotopy equivalent to a wedge of (n − 3) · (n − 2)!/2 spheres of dimension 2n − 4.
Our proof of Theorem 7 involves an acyclic matching on ∆ 3 n such that there are (n−3)·(n−2)!/2 critical graphs, each of which has 2n−3 edges. The graphs are easy to describe: For 2 ≤ k ≤ n − 2 and a permutation ρ = ρ 1 ρ 2 . . . ρ n ∈ S [n] , let G(ρ 1 , . . . , ρ k |ρ k+1 , . . . , ρ n ) be the graph with edge set
The graph G(ρ 1 , . . . , ρ k |ρ k+1 , . . . , ρ n ) consists of two "walls" with ρ 1 , . . . , ρ k forming a path on the left-hand side and ρ k+1 , . . . , ρ n forming a path on the right-hand side. All vertices on the left wall are connected to ρ k+1 , whereas all vertices on the right wall are connected to ρ k . See Figure 2 for an example.
The family of critical graphs in the acyclic matching is
For each of the n − 3 choices of k, we have (n − 2)!/2 valid permutations ρ, which implies that |U| = (n − 3) · (n − 2)!/2. Since all graphs in U have the same number 2n − 3 of edges, Theorem 7 is a consequence of Corollary 6.
Proof of Theorem 7. Before proceeding, we give a brief description of the acyclic matching to be defined: First, we match with respect to the edge 1n whenever possible; the remaining graphs are those with the property that 1n cannot be added without yielding a 3-connected graph. Second, we show for any remaining graph G that there are two unique vertices x, y separating G such that the connected component in G(V \ {x, y}) containing 1 is minimal. Matching with the edge xy, we get rid of all graphs but those of the kind illustrated in Figure 3 below. In the final step, we proceed by induction on n to obtain a matching with the desired properties. This step is technical in nature; roughly speaking, we consider the graph in ∆ 3 n−1 obtained from the graph in Figure 3 by contracting the edge 1a.
The proof is divided into several steps.
Step 1. First, we consider the edge 1n. With notation as in Lemma 1, take the matching M 1n (∆ 3 n ); thus we match with 1n whenever possible. Let Λ n be the family of critical graphs with respect to this matching. By Lemma 1, any acyclic matching on Λ n together with M 1n (∆ 3 n ) provides an acyclic matching on ∆ 3 n . One readily verifies that Λ 4 consists of the graph G(1, 2|3, 4) and nothing more. Hence from now on we may assume that n ≥ 5.
Remark. Note that any acyclic matching on Λ n is also an acyclic matching on the family obtained from Λ n by adding the edge 1n to every member of Λ n . In particular, our acyclic matching can be translated into an acyclic matching on the complex ∆ 3 (n) of 3-connected graphs (notation as in [11] ). This fact is used in Section 7 to determine a basis for the homology of ∆ 3 (n).
Step 2. For any graph G (3-connected or not), let X(G) be the set of pairs {x, y} such that G(V \ {x, y}) is disconnected. Let G ∈ Λ n . Since G + 1n is 3-connected, the set X(G + 1n) is empty. This implies that any {x, y} ∈ X(G) separates 1 and n in G (that is, any path from 1 to n in G must pass through either x or y) and that {1, k}, {k, n} / ∈ X(G) for all k ∈ V .
Step 3. For any G ∈ Λ n and S = {a, b} ∈ X(G), note that the induced subgraph G(V \ S) consists of exactly two connected components
where 1 ∈ M 1 (S, G) and n ∈ M n (S, G). Namely, since G + 1n is 3-connected, G(V \ S) + 1n is connected. By the following lemma, there is a unique set
The proof of Lemma 8 is given in Appendix A.
Step 4. For any M ⊂ V and x, y / ∈ M , let
This yields a subdivision of Λ n into smaller families; we want to show that Cluster Lemma 2 applies. Recall that the partial order in the lemma is defined in terms of set containment (i.e., graph containment in this particular case).
with equality if S G = S H . Moreover, if G H and S G = S H , then Lemma 8 implies that
In particular, the family
does satisfy the conditions in Cluster Lemma 2. The condition x < y is necessary for avoiding double-counting; Λ n (M, x, y) = Λ n (M, y, x).
Step 5. Let Λ * n (M, x, y) be the family of critical graphs in Λ n (M, x, y) with respect to the matching M xy (Λ n (M, x, y)) (notation as in Lemma 1); we match with xy whenever possible. The following lemma implies that we need only consider M = {1}. (i) G+1n is 3-connected, whereas G is not.
(ii) One of the elements x and y, denoted a, has degree 3. (iii) Let b be the element in {x, y} \ {a}. The neighborhood N G (a) of a equals {1, b, c} for some c ∈ V \ {1, a, b, n}, whereas N G (b) contains 1 and a.
As a consequence, graphs in Λ * n ({1}, x, y) are of the form illustrated in Figure 3 . The proof of Lemma 9 is given in Appendix B.
Step 6. What remains is to find a nice acyclic matching on Λ * n ({1}, x, y). Before proceeding, we note that the vertex a in Lemma 9 is not always uniquely determined; if both x and y have degree 3, then either of x and y might be chosen as a. For this reason, we divide the problem into two asymmetric (as opposed to symmetric) cases:
(1) x may be defined as b (meaning that deg y = 3).
(2) x must be defined as a (meaning that deg y > 3 and deg x = 3).
For the first case, introduce the family
for each z ∈ V \ {1, x, y, n}. For the second case, introduce the family
of Λ * n ({1}, x, y) satisfies the conditions in Cluster Lemma 2; the inclusion relation between two graphs in Λ * n ({1}, x, y) can hold only if the smaller set is contained in some F n 1 and the larger set is contained in some F n 2 .
Step 7. The final step is Lemma 10 below, which will imply Theorem 7. 2
Lemma 10
(i) There is an acyclic matching on F n 1 (x, y, z) with critical graphs
where {x, y, z, ρ 5 , . . . , ρ n−1 } = {2, . . . , n − 1}.
(ii) There is an acyclic matching on F n 2 (x, y, z) with critical graphs
where {x, z, ρ 4 , . . . , ρ k , y, ρ k+2 , . . . , ρ n−1 } = {2, . . . , n − 1}.
Proof of (i). Consider a graph G ∈ F n 1 (x, y, z). One readily verifies that there is a unique maximal path
with v 1 = 1, v 2 = y, and v 3 = z such that
for all k ∈ {2, . . . , t − 1}. Specifically, add one vertex v k at a time and continue as long as N G (v k ) is of the form {v k−1 , w, x} for some w / ∈ {v 1 , . . . , v k }. For example, with 1 = ρ 1 , x = ρ 6 , y = ρ 2 , and z = ρ 3 in Figure 2 , we have P G = (ρ 1 , ρ 2 , ρ 3 , ρ 4 , ρ 5 ). Note that if k < t, then v k = n, because otherwise {x, n} would separate G + 1n. If v t = n, then (for the same reason) all vertices in V \ {x} are contained in the path; thus t = n − 1. By construction, n is adjacent to v n−2 in G but not to v i for any i < n − 2. This implies that n must be adjacent to x in G; G + 1n is 3-connected. As a consequence, we have that
For t < n − 1, denote by
those graphs G in F n 1 (x, y, z) with P G = (1, y, z, v 4 , . . . , v t ). Since v t = n and G + 1n is 3-connected, the degree of v t in G must be at least three. In fact, by the maximality of P G , if v t is adjacent to x, then v t is adjacent to a total of at least four vertices. In particular, the families F n 1 (x, y, z, v 4 , . . . , v t ) satisfy the conditions in Cluster Lemma 2; t cannot increase if we add an edge.
Let G ∈ F n 1 (x, y, z, v 4 , . . . , v t ) be a graph containing the edge xv t . Suppose that G − xv t is not contained in F n 1 (x, y, z, v 4 , . . . , v t ). Then K = (G + 1n) − xv t is not 3-connected, which implies that there are p, q ∈ V with the property that K = K(V \ {p, q}) is disconnected. Since K + xv t is connected, v t and x belong to different components in K . This means that (say) p = v t−1 , because x and v t are both adjacent to v t−1 . We concluded above that deg v t > 3 in G, which implies that deg v t ≥ 3 in K. Hence the component in K containing v t must contain something more than v t , and it does not contain x or v t−2 (the other neighbors of p = v t−1 ). Therefore, K(V \ {v t , q}) = (G + 1n)(V \ {v t , q}) is disconnected, which is a contradiction to the fact that G+1n is 3-connected. It follows that G − xv t ∈ F n 1 (x, y, z, v 4 , . . . , v t ).
As a consequence, we may use the edge xv t to obtain a complete matching on the family F n 1 (x, y, z, v 4 , . . . , v t ). Namely, if a graph G not containing xv t belongs to F n 1 (x, y, z, v 4 , . . . , v t ), then the same is certainly true for G + xv t .
Proof of (ii). We use induction on n. This requires a base step, but we have already provided an acyclic matching on ∆ 3 4 . For n > 4, letΛ n−1 (x, z, y) be the family of graphs H on the vertex set V \ {1} such that H + xn is 3-connected and N G (x) = {y, z}.
ObviouslyΛ n−1 (x, z, y) =Λ n−1 (x, y, z), but we prefer having z before y for reasons that will be explained later. We want to prove that
is a bijection F n 2 (x, y, z) →Λ n−1 (x, z, y). Before proving this, we show how it implies the second part of Lemma 10. After some relabeling (such as replacing x with 1), we easily see thatΛ n−1 (x, z, y) can be identified with the family Λ n−1 ({1}, z, y) introduced in step 4 above. In particular, by induction on n, we may apply steps 4-7 onΛ n−1 (x, z, y) to obtain an acyclic matching such that the unmatched graphs are
Note that if we add 1, 1x, and 1y to G(x, z, ρ 4 , . . . , ρ k |y, ρ k+2 , . . . , ρ n−1 , n), then we obtain the graph
this is the reason why we wanted to have z before y. Thus choosing the acyclic matching on F n 2 (x, y, z) corresponding in the natural way to the chosen acyclic matching onΛ n−1 (x, z, y), we obtain Lemma 10.
To obtain the bijection, let H ∈Λ n−1 (x, z, y) and let G be the graph obtained from H by adding the vertex 1 and the edges 1x and 1y. Clearly, (ii) and (iii) in Lemma 9 hold with (a, b, c) = (x, y, z), and the degree of y in G is at least 4. To prove that G ∈ F n 2 (x, y, z), it remains to show (i) in Lemma 9. It is clear that G is not 3-connected; {x, y} is a cutpoint in G. Moreover, we claim that G + 1n is 3-connected. To prove this, note that the 3-connected graph H + xn is obtained from G + 1n by contracting the edge 1x. Thus any S ∈ X(G + 1n) contains either 1 or x. Now, the former is impossible as H = (G+1n)(V \{1}) is 2-connected. For the latter, suppose that S = {x, q} separates G + 1n. Since 1 is adjacent to y and n, 1 is not isolated in K = (G + 1n)(V \ {x, q}). However, this implies that the graph (H + xn)((V \ {1}) \ {x, q}) obtained from K by removing 1 is disconnected, which is a contradiction to H + xn being 3-connected. It follows that G+1n is 3-connected and hence that G ∈ F n 2 (x, y, z).
Conversely, let G ∈ F n 2 (x, y, z) and write H = G(V \ {1}). Clearly, the neighborhood of x in H is {y, z}. It remains to verify that H + xn is 3-connected. Suppose that S = {p, q} separates H + xn. If x / ∈ S, then S also separates G+1n; n and y belong to the same connected component as x in the separated graph. As this is a contradiction, we must have that S = {x, q} for some q. Now, the two components A and B in H((V \ {1}) \ {x, q}) have the property that y and n belong to different components, say y ∈ A and n ∈ B. Namely, otherwise, {x, q} would separate G + 1n. Also, z is in B; otherwise, q would be a cutpoint in H separating B from {x, y, z} and hence a cutpoint in G. Now, A contains something more than just y; the degree of y is at least four in G and hence at least three in H. However, this means that A \ {y} is a nonempty connected component of (G + 1n)(V \ {y, q}). Namely, there are no edges from A \ {y} to B ∪ {1, x} in G + 1n as z, n ∈ B. This is a contradiction, and we are done. 2
Non-Hamiltonian graphs
In this section, an acyclic matching on the complex Γ n of non-Hamiltonian graphs on the vertex set V = [n] is provided. The matching has the property that the unmatched graphs are of two kinds:
(1) Graphs with edge set {1ρ 2 , ρ 2 ρ 3 , . . . , ρ n−2 ρ n−1 , ρ n−1 n, ρ 2 n, ρ 3 n, . . . , ρ n−2 n}, where {ρ 2 , . . . , ρ n−1 } = {2, . . . , n − 1}; see Figure 4 for an example. (2) Graphs G with a Hamiltonian path from 1 to n such that G + 1n is 3-connected. Note that if the edge 1n is added to each of the graphs of the first kind, then (after renaming some vertices) we obtain the family of critical graphs in [11] . We denote the family of graphs of the first kind as V and the family of graphs of the second kind as W. As it turns out, all graphs in V satisfy the conditions in Corollary 6. In particular, the following result holds.
Theorem 11
The complex Γ n is homotopy equivalent to
where (Γ n ) W is defined as in (2) with respect to the matching yet to be defined.
Remark. If (Γ n ) W were contractible (for example, if W = φ), then the homotopy type of Γ n would coincide with the homotopy type of the complex ∆ 2 n of not 2-connected graphs [1, 13, 11] . However, the Petersen graph on ten vertices and 15 edges (see Figure 5 ) is non-Hamiltonian, contains Hamiltonian paths, and is 3-connected. Indeed, the 8!/2 Petersen graphs that do not contain the edge {1, 10} satisfy the conditions in Corollary 6. Thus the 14-th homology group contains a free subgroup of rank 8!/2; see Corollary 13. Proof of Theorem 11. The matching is constructed in seven steps dividing Γ n into several subfamilies.
Step 1. With notation as in Lemma 1, take the matching M 1n (Γ n ); thus we match with 1n whenever possible. Let Γ * n be the family of critical graphs with respect to this matching. Note that Γ * n consists of all non-Hamiltonian graphs with a Hamiltonian path from 1 to n. By Lemma 1, any acyclic matching on Γ * n together with M 1n (Γ n ) provides an acyclic matching on Γ n .
Step 2. For any graph G, let HP G be the set of Hamiltonian paths from 1 to n in G. For H ⊆ HP Kn , let Γ * n (H) = {G :∈ Γ * n : HP G = H}.
It is clear that the family {Γ * n (H) : H ⊆ HP Kn } satisfies the conditions in Cluster Lemma 2; thus it suffices to find an acyclic matching on Γ * n (H) for each H such that Γ * n (H) is nonempty.
Step 3. Let H ⊆ HP Kn be fixed. Consider the smallest Hamiltonian path (1, ρ 2 , ρ 3 , . . . , ρ n−1 , n) in H with respect to lexicographic order (from left to right). Define ρ 1 = 1 and ρ n = n.
For G ∈ Γ * n (H), let X(G) be the family of 2-sets {a, b} of vertices such that G(V \ {a, b}) + 1n is disconnected. If an edge ab ∈ X(G) is added to or deleted from G, then the family of Hamiltonian paths from 1 to n remains the same. Note that 1n, ρ i ρ i+1 / ∈ X(G)
n (H) be the family of graphs G with HP G = H and X(G) = φ; let
X(G) = φ means that G+1n is 3-connected; hence the graphs in W are exactly the graphs of the second kind as defined at the beginning of this section. We leave them unmatched and concentrate on the graphs G with nonempty X(G); let
Step 4; the situation turns out to be as in the picture to the right with i = ρ i = 1, j = 2, k = 3, and l = ρ l = n.
Step 4. For a graph G ∈ F(H), a total order ≺ on pairs ρ r ρ s in X(G) with r < s is given by Let S G be the smallest member of X(G) with respect to ≺; assume that
We claim that this implies that i = 1, j = 2, k = 3, and l = n. Namely, one readily verifies that i < j < k < l; the other possibilities would imply that ρ i ρ k ∈ S G . Also, since ρ j ρ l ∈ S G , we must have that ρ i ρ k / ∈ G. Since (G+1n)(V \{ρ j , ρ l }) is disconnected, there are no edges in G between the open interval (ρ j , ρ l ) and the union [1, ρ j ) ∪ (ρ l , n] of half-open intervals. Similarly, there are no edges besides x j x l between (ρ i , ρ k ) and [1, ρ i ) ∪ (ρ k , n]. As a conclusion, there are no edges between (ρ i , ρ l ) and [1, ρ i ) ∪ (ρ l , n]. Since ρ i ρ l is smaller than ρ j ρ l with respect to ≺, we must have i = 1 and l = n, because otherwise S G would not be equal to ρ j ρ l . In the same manner, one shows that j = 2 and k = 3; otherwise either ρ i ρ j or ρ j ρ k (both smaller than ρ j ρ l ) would be in X(G). The situation is illustrated in Figure 6 .
Step 5. For i < j, let
It is clear that the family {F ij (H) : i < j} satisfies the conditions in Cluster Lemma 2, which implies that it suffices to find an acyclic matching on each F ij (H). From the discussion in Step 4 we conclude that H ρ i ρ j (F ij (H)) is a complete acyclic matching on F ij (H) if (i, j) = (2, n). Namely, adding ρ i ρ j to G ∈ F ij (H) does not introduce any new Hamiltonian paths from 1 to n and removing the same edge does not eliminate any such paths, which means that G − ρ i ρ j and G + ρ i ρ j belong to the same set F ij (H).
The situation in Step 6; k = k G .
Step 6. It remains to study F 2n (H). For G ∈ F 2n (H), let
clearly, 2 ≤ k G ≤ n−2. Note that ρ j n ∈ G for 2 ≤ j < k G ; otherwise, we would have ρ j−1 ρ j+1 ∈ X(G), contradicting the minimality of 2n in X(G). Moreover, if k G < n − 2, then there is an m such that k G + 2 ≤ m < n and ρ k G ρ m ∈ G. Namely, otherwise ρ k G +1 n ∈ X(G), which would contradict the maximality of k G . In particular, with e = ρ k G n we have that
. Another application of Cluster Lemma 2 yields that it suffices to find an acyclic matching on each of the families F k 2n (H). By the above discussion, the matching M ρ k n (F k 2n (H)) is a complete acyclic matching on F k 2n (H) when k < n − 2. If k G = n − 2, then G is a graph of the first kind as defined at the beginning of this section, which implies that V is exactly the union of all F n−2 2n (H). As a consequence, taking the union of all matchings mentioned in the construction, we obtain an acyclic matching M on Γ n whose critical graphs are the graphs in V ∪ W.
Step 7. By Theorem 5, Theorem 11 is a consequence of Lemma 12 below. Proof. By the maximality of W in Γ n and the fact that all graphs in V have the same size, we need only show that
Assume that the Hamiltonian path from 1 to n in G is P = (1, ρ 2 , ρ 3 , . . . , ρ n−1 , n).
is a directed path of graphs in the directed graph D corresponding to our acyclic matching. By a simple induction argument it follows immediately that P ∈ HP G i for 1 ≤ i ≤ r. Namely, our matching has the property that two graphs G, H ∈ Γ * n can be matched only if the corresponding sets HP G and HP H are the same. When we go from G r and backwards, we only add edges distinct from 1n (hence all graphs are in Γ * n ) and we only remove edges that are used in the matching on Γ * n (thus HP G i grows (weakly) as i decreases).
We claim the following:
holds for a graph G containing the Hamiltonian path P , then there is a Hamiltonian path in G from 1 to ρ k containing 1ρ 2 .
Before proving the claims, we note that (ii) implies that 1ρ k / ∈ G i for k > 2; thus ρ 2 n ∈ X(G i ). This implies that G i / ∈ W as desired.
Proof of claim (i). Use induction: Assume that
, because there is an edge from ρ j−1 to some vertex ρ m , m > j. Hence we must have S G i+1 = ρ 2 n and G i+1 = G i + ρ k n for some k ≥ 2. Whatever the minimal Hamiltonian path P from 1 to n in G i looks like, the first k elements in P must be {1, ρ 2 , . . . , ρ k } with ρ k on position k. Namely, by construction, ρ k n ∈ X(G); since P ∈ HP G i , there are no edges from {1, ρ 2 , . . . , ρ k−1 } to {ρ k+1 , . . . , ρ n−1 }. If ρ k is not followed by ρ k+1 in P in G i , then there is trivially an edge ρ k ρ m ∈ G i such that k + 2 ≤ m < n. By the discussion in Step 6 above, this is also true if ρ k is followed by ρ k+1 in P .
Proof of claim (ii).
To simplify notation, assume that ρ j = j for all j. We use induction on n, n ≥ 3. For n = 3, the statement is trivial. Assume that n ≥ 4. By assumption, there is an edge (k − 1)m such that k + 1 ≤ m ≤ n. If k = n − 1, then we are finished; thus assume that k ≤ n − 2.
First, assume that m > k + 1. Then, by induction hypothesis, there is a Hamiltonian path
is a Hamiltonian path in G.
Next, assume that m = k + 1. Let m ≥ k + 2 be such that km ∈ G. Again by induction hypothesis, there is a Hamiltonian path
is a Hamiltonian path in G, which concludes the proof of claim (ii). 2 Corollary 13 Γ 10 is homotopy equivalent to a wedge of some simplicial complex and
The spheres of dimension 14 correspond to Petersen graphs (see Figure 5 earlier in this section) where {1, 10} is not an edge, while the spheres of dimension 15 correspond to the graphs in V.
Proof. It is a straightforward exercise to check that the Petersen graph is nonHamiltonian and 3-connected. By Corollary 6 and Lemma 12, we need only show that any critical Petersen graph P is isolated among the critical graphs in W. Since P is 3-regular, any graph G obtained from P by deleting an edge has nonempty X(G). Moreover, between any pair of nonadjacent vertices ab, bc in P , there are plenty of Hamiltonian paths, for example (ab, cd, ea, bd, ce, da, eb, ac, de, bc)
(notation as in Figure 5 with {a, b, c, d, e} = {1, 2, 3, 4, 5}). Thus P is a maximal non-Hamiltonian graph, which concludes the proof. 2
While we have obtained partial information about the homotopy type of Γ n , we have failed in our attempts to provide a more complete description of the complex. In particular, the following problem remains open.
Problem 14
What is the homotopy type of (Γ n ) W in Theorem 11?
Further aspects of discrete Morse theory
The purpose of this section is to give an algebraic generalization of discrete Morse complexes. The theory is developed in preparation for Sections 7 and 8, where we determine linearly independent elements in some homology groups closely related to the complexes examined in Sections 4 and 5.
Discrete Morse theory on complexes of R-modules
In this section, the basics of discrete Morse theory are interpreted in an algebraic language. Similar but more general and powerful algebraic interpre-tations of discrete Morse theory have been developed by Sköldberg [12] and, independently, by Jöllenbeck and Welker (personal communication).
Let R be a commutative ring, and let
be a complex of R-modules; ∂ n−1 • ∂ n = 0. Let
Suppose that there are R-modules A = n A n , B = n B n , and U = n U n such that
and such that the function f : B → A defined as
is an isomorphism, where α(a + b + u) = a for a ∈ A, b ∈ B, u ∈ U . We say that the pair (A, B) is a removable pair.
As an example, consider an element matching on a simplicial complex. Let A be the free group generated by sets matched with larger sets, let B be the free group generated by sets matched with smaller sets, and let U be the free group generated by unmatched sets. We claim that if the matching is acyclic, then (A, B) is a removable pair. Namely, since the directed graph D corresponding to the acyclic matching is acyclic, we may assume that the matched pairs {X 1 , Y 1 }, . . . , {X r , Y r } with X k ⊂ Y k for 1 ≤ k ≤ r have the property that the boundary of Y k does not contain any of the sets X 1 , . . . , X k−1 for 2 ≤ k ≤ r. This means that we can write
where µ ij = 0 if j < i and µ ii = ±1.
Return to the general case. We want to define a complex U corresponding to the Morse complex defined in [7] . Let β : C → B be defined as
Moreover, let
Note thatÛ is invariant under ∂ and thus gives rise to a complex. Namely, letû = u − β(u) ∈Û and write ∂(û) =â + b +v, whereâ ∈Â, b ∈ B, and
we must haveâ = 0. Moreover,
As a consequence, ∂(Û ) ⊂Û . In fact, we have the following result.
Theorem 15 With notation as above, the sequence
is a complex with the same homology as the original complex C in (5); the boundary operators are defined in the obvious manner.
Proof. It suffices to prove that
Namely, (8) 
To prove (8), we first show that
Now, (9) is an immediate consequence of the fact that f = α • ∂ : B → A is an isomorphism. Namely, this implies that α : ∂(B) → A is an isomorphism, which in turn implies that α * :Â⊕B ⊕Û → A⊕B ⊕Û defined by α * (â, b,û) = (α(â), b,û) is an isomorphism. Next, we show that
This is done by simply observing that u → u−β(u) is an isomorphism U →Û ; the inverse is the canonical projection function A ⊕ B ⊕ U → U restricted tô U . Combining (9) and (10), we obtain (8). 2
Remark. WhenÂ i , B i , andÛ i are finite-dimensional vector spaces over a field of characteristic 0 and U coincides with the homology of C, Theorem 15 can be interpreted in terms of discrete Hodge theory [9] . Namely, introduce an inner product ·, · on C such that the spacesÂ i , B i ,Û i are mutually orthogonal. Then, with δ defined by δ(c 1 ), c 2 = c 1 , ∂(c 2 ) , we have that
This is the well-known decomposition in discrete Hodge theory, which states that the homology of C is isomorphic to ker ∂ ∩ ker δ = ker ∆, where ∆ = ∂ • δ + δ • ∂ is the discrete Laplacian operator. As a curiosity, one may note that discrete Hodge theory implies the following whenever R is a field of characteristic 0 and each C i is finite-dimensional: There is always an optimal removable pair on C -optimal in the sense that the remaining complex U coincides with the homology of C.
Independent sets in the homology of a complex
We now turn our attention to the more specific problem of finding a full or partial basis for the resulting complex U in Theorem 15. In Section 7, we will use the following result to determine a basis for the homology of the complex of 3-connected graphs.
Corollary 16 For every u ∈ U , there is a unique b ∈ B such that u − b ∈Û . As a consequence, if U n is a free R-module and {u 1 , . . . , u k } is an R-basis for U n , then there are unique elements
, then this basis forms a basis for H n (C) as well, and b i is unique in B n such that ∂ n (u i − b i ) = 0.
Proof. The claims are consequences of the discussion in the previous section;
In Section 8, we will show that a certain basis for the homology of the complex of 2-connected graphs remains an independent set in the homology of the complex of Hamiltonian graphs. This requires a stronger version of Corollary 16; the situation is as in Corollary 6 with U \ V nonempty.
We restrict our attention to the special case that C, A, B, and U are free Rmodules. We will always assume that A n and B n are finitely generated for each n, but we put no restrictions on U . Moreover, A and B may well be of infinite rank.
Let C be a basis for C such that
where A, B, and U are bases for A, B, and U , respectively. For any c 1 , c 2 ∈ C, define c 1 , c 2 to be 1 if c 1 = c 2 and 0 otherwise. Extend ·, · to an inner product C × C → R.
For x ∈ C and c ∈ C, say that c ≺ x if c, ∂(x) = 0; the relation ≺ does not depend on whether c, ∂(x) is a unit or not. Let M be a perfect matching between A and B such that a ≺ b whenever a ∈ A and b ∈ B are matched. Such a perfect matching exists since the determinant associated with f is nonzero. However, the matching need not be unique in general unless f is upper triangular as in (6) . Construct a directed graph D with vertex set C; let (c 1 , c 2 ) be an arc in D if and only if ({c 1 , c 2 } ∈ M, c 1 ∈ A, and c 2 ∈ B) or ({c 1 , c 2 } / ∈ M and c 2 ≺ c 1 ) .
Note that D is not necessarily acyclic. As in Section 3, we let c 1 −→ c 2 mean that there is a directed path from c 1 to c 2 in D.
Theorem 17 Let notation and assumptions be as above and let V be a subset of U. Suppose U \ V −→ V and V −→ U \ V. Let V = n V n be the submodule generated by V, and let W = n W n be the submodule generated by W = U \V.
Then the complex U in (7) splits into two complexes
This implies that
In particular, if V ⊆ U n for some n, then {v − β(v) : v ∈ V} is an Rindependent set in H n (U).
Proof. It suffices to show that if v ∈ V and w ∈ W, then w ≺v (and vice versa), wherev = v − β(v). Namely, this implies that ∂(V ) ⊂V . In fact, since by assumption w ≺ v, we need only prove that w ≺ β(v). Proof. Assume the opposite and let n be maximal such that A − contains an element a ∈ A n and such that the element b matched with a is contained in B + . Since v −→ b, there must be an x such that v −→ x and b ≺ x. Since ∂ 2 (x) = 0 and a ≺ b, there is a c = b such that a ≺ c ≺ x. If {c, x} ∈ M, then x ∈ B + ; the maximality of a implies that c ∈ A + . However, this is a contradiction since v −→ c −→ a. If {c, x} / ∈ M, then v −→ x −→ c −→ a, and another contradiction is obtained. 2
Returning to the proof of Theorem 17, define
for a ∈ A and b ∈ B. This means that
Note that µ ab = 0 if b ∈ B + and a ∈ A − . Namely, Lemma 18 implies that {a, b} / ∈ M. Since f : B n → A n−1 is an isomorphism, we therefore obtain that the matrix
is invertible; the matrix is a square matrix by Lemma 18. In particular, for any non-trivial linear combination y of elements from B n ∩ B − , there is some a ∈ A n−1 ∩ A − such that the coefficient of a in ∂(y) is nonzero. Since α • ∂(v) = 0 and a ≺ v if a ∈ A − , the element β(v) is a linear combination of elements in B + . Hence if w ≺ β(v), then v −→ w, which is not true. 2
Remark. We emphasize that the conclusion in Theorem 17 might be false without the requirement that A n and B n be finitely generated. The problem is that we might have a nontrivial linear combination x of elements in B − such that α • ∂(x) is a linear combination of elements in A + . Namely, the matrix (11) does not have to be invertible if its size is infinite. In particular, it might be the case that w ≺ β(v) even if v −→ w and w −→ v.
To illustrate the problem, suppose that C 1 = B ⊕ (v · R) and C 0 = A ⊕ (w · R) with B generated by {b i : i ∈ Z} and A generated by {a i : i ∈ Z}. Let C i = 0 for i = 0, 
A basis for the homology of the CW complex of 3-connected graphs
For a given integer n, let Σ n be the full simplex with vertex set the set of edges in the complete graph K n . For n ≥ 4, our acyclic matching on ∆ 3 n is easily transformed into an acyclic matching on ∆ 3 (n), where ∆ 3 (n) is the CW complex obtained from Σ n by identifying ∆ 3 n with a point. Namely, if G ⊂ H are matched in ∆ 3 n , then either H = G + 1n or the two graphs G + 1n and H + 1n are both 3-connected. As a consequence, an acyclic matching on ∆ 3 (n) is obtained by matching G and H if either H is equal to G + 1n or G − 1n and H − 1n are matched in ∆ 3 n . The conclusion is that ∆ 3 (n) is homotopy equivalent to a wedge of (n − 3) · (n − 2)!/2 spheres of dimension 2n − 3.
) and the walls W 1 and W 2 .
Our goal is to find a basis forH 2n−3 (∆ 3 (n)). By Corollary 16, it suffices to find an element b G ∈ B with the same boundary as G for each critical graph G. Namely, then {(G − b G ) : G is critical} forms a basis forH 2n−3 (∆ 3 (n)). The critical graphs are of the form G (1, ρ 2 , . . . , ρ k |τ k+1 , τ k+2 , . . . , τ n−1 , n) + 1n, where ρ 2 < τ k+1 , {ρ 2 , . . . , ρ k , τ k+1 , τ k+2 , . . . , τ n−1 } = {2, . . . , n − 1}, and 2 ≤ k ≤ n − 2. Note that we use two different symbols ρ * and τ * to denote the vertices, as opposed to the previous single symbol ρ * ; this is to make it easier to distinguish between the two kinds of vertices. To simplify notation, write
Consider the graph R(ρ * |τ * ) obtained from G(ρ * |τ * ) + 1n by removing the edge set
The graph R(ρ * |τ * ) − 1n is the unique Hamiltonian cycle in G(ρ * |τ * ) (see Figure 8 ). In R(ρ * |τ * ) − 1n, there are exactly two paths (1, ρ 2 , . . . , ρ k , n) and (1, τ k+1 , . . . , τ n−1 , n) from 1 and n. The sets W 1 = {ρ 2 , . . . , ρ k } and W 2 = {τ k+1 , . . . , τ n−1 } are the two walls of R(ρ * |τ * ). We say that ρ m (τ m ) is above ρ l (τ l ) if m > l and that z is between x and y if y is above z and z is above x.
Let S(ρ * |τ * ) be the family of edge sets S = {ρ im τ jm : 1 ≤ m ≤ n−3} satisfying
Condition (12) means that S is a triangulation of the n-gon R(ρ * |τ * )−1n with the property that every interior edge contains one element from each wall. In particular, every v = 1, n is contained in at least one edge in S, whereas no edge in S contains 1 or n.
Let T (ρ * |τ * ) be the family of graphs R(ρ * |τ * ) ∪ S such that S ∈ S(ρ * |τ * ). Note that G(ρ * |τ * ) + 1n is contained in T (ρ * |τ * ). Each of the group elements (G − b G ) discussed at the beginning of this section turns out to be a linear combination of elements from some T (ρ * |τ * ).
Lemma 19 Every graph in T (ρ * |τ * ) is 3-connected. Let u m be the vertex in the set e m−1 \ e m and let w m be the vertex in the set e m+1 \ e m for 2 ≤ m ≤ n − 4; see Figure 9 . Then T − e m is 3-connected if and only if the vertices u m and w m belong to different walls. Finally, T − e is not 3-connected whenever e ∈ R(ρ * |τ * ) ∪ {e 1 , e n−3 }.
Proof. Consider T ∈ T (ρ * |τ * ). First, note that if we remove 1 or n from T , then the remaining graph is 2-connected. Namely, e 1 = ρ 2 τ k+1 and e n−3 = ρ k τ n−1 , which implies that each of T (V \ {1}) and T (V \ {n}) contains a Hamiltonian cycle. In particular, any pair separating T must be contained in
For the vertex τ k+i ∈ W 2 , let e m be an edge containing τ k+i ; e m = ρ m+2−i τ k+i . There are three disjoint paths from 1 to τ k+i : (1, τ k+1 , . . . , τ k+i ) , (1, n, τ n−1 , . . . , τ k+i+1 , τ k+i ) , (1, ρ 2 , . . . , ρ m+2−i , τ k+i ) .
By symmetry, there are also three disjoint paths from 1 to each ρ i ∈ W 1 . Thus for any pair {v, w} of elements from W 1 ∪ W 2 , all remaining vertices in T (V \ {v, w}) must be contained in the same connected component as 1. As a consequence, T is 3-connected.
For the second statement in the Lemma, consider the graph T − e m . We still have three disjoint paths from 1 to any element x ∈ W 1 ∪W 2 with the property that x is contained in some e m = e m . In particular, T − e m is 3-connected if and only if each of the two vertices contained in e m is contained in some other edge e m (if not, then one of the vertices would have degree two in T − e m ). This is exactly the property that one of the vertices is contained in e m+1 and the other is contained in e m−1 , which is equivalent to the condition that u m and w m as defined in the Lemma are on different walls.
If e 1 is removed from T , then one of the vertices ρ 2 and τ k+1 has degree two, which implies that T − e 1 is not 3-connected. For similar reasons, T − e n−3 is not 3-connected. The remaining part of the last statement in the Lemma is an immediate consequence of Lemma 4.1 in [11] . We need to define an orientation of each graph T = S ∪ R(ρ * |τ * ) ∈ T (ρ * |τ * ), which amounts to defining an order of the edges in T . Let the edges in R k (ρ * |τ * ) be the first edges in T (ordered in the same manner for all graphs in T (ρ * |τ * )). Order the other edges in T by defining ρ i l τ j l ≤ ρ im τ jm if l ≤ m (notation as in (12)); this can be extended to a linear order consistent with all graphs in T (ρ * |τ * ). Let
Theorem 20 With notation as above, the set
is the number of neighbors of v in T .
Proof. The theorem is obvious for n = 4; assume n > 4. By Corollary 16, we have to prove two things:
is matched with a smaller graph.
The first statement (i) is proved as follows. Consider a graph T ∈ T (ρ * |τ * );
, where e 1 < . . . < e n−3 . By Lemma 19, U = T − e m is 3-connected if and only if i m+1 = i m−1 + 1 and j m+1 = j m−1 + 1. In this case, there are exactly two graphs in T (ρ * |τ * ) containing U ; the graphs are T 1 = U + ρ i m−1 τ j m+1 and T 2 = U + ρ i m+1 τ j m−1 . With the given orientations of T 1 and T 2 , it follows that
where ·, · is the standard inner product (see Section 6) . Exactly one of the indices i m−1 and i m+1 is even, which implies that sgn(T 1 ) = −sgn(T 2 ); hence (i) is a consequence of (13).
It remains to prove (ii). Our acyclic matching might appear as somewhat implicitly defined as we used induction in the proof of Theorem 7. However, using the very same induction again, we may succeed anyway. Let T ∈ T (ρ * |τ * ). In T , either ρ 2 is adjacent to τ k+2 or τ k+1 is adjacent to ρ 3 . In either case, one of ρ 2 and τ k+1 has degree three in T , while the other has degree four.
If deg τ k+1 = 3, then T − 1n ∈ F n 1 (ρ 2 , τ k+1 , τ k+2 ) (notation as in Step 6 in Section 4). Let v 1 , . . . , v t be defined as in the proof of (i) in Lemma 10 for G = T − 1n; v 1 = 1, v 2 = τ k+1 , and v 3 = τ k+2 . We have to show that ρ 2 v t ∈ T ; this is the edge used in the matching unless t = n − 2, in which case T is equal to G(1, ρ 2 |τ * ) + 1n and hence critical. Clearly v j = τ k+j−1 for 2 ≤ j ≤ t, which implies that either ρ 2 v t ∈ T or ρ 3 v t−1 ∈ T (recall (12)). However, the only neighbors of v t−1 are v t−2 , v t , and ρ 2 ; hence ρ 2 v t ∈ T .
Next, consider the case deg τ k+1 > 3 and deg ρ 2 = 3. This means that T − 1n belongs to the set F n 2 (ρ 2 , τ k+1 , ρ 3 ) defined in Step 6 in Section 4. Removing the vertex 1 as in the proof of (ii) in Lemma 10 and adding the edge ρ 2 n, we obtain a graph contained in
An induction argument concludes the proof. 2
On the homology of the CW complex of Hamiltonian graphs
Unfortunately, we have not been able to give a complete description of the homotopy type of the complex of non-Hamiltonian graphs; this open problem is probably very difficult to solve. However, we know at least thatH 2n−5 (Γ n ) contains a copy ofH 2n−5 (∆ 2 n ). The purpose of this final section is to show that the complexes are even more closely related.
Specifically, we consider the complex Γ(n) of Hamiltonian graphs obtained from the full simplex by identifying Γ n with a point; the acyclic matching given in Section 5 is translated into an acyclic matching on Γ(n) in a manner analogous to the procedure described at the beginning of Section 7. The critical graphs of the matching are the graphs obtained from the graphs in the families V and W described at the beginning of Section 5 by adding the edge 1n. Therefore, modify these families by adding 1n to every graph in the families. This means that V contains graphs G(ρ * ) = G(1, ρ 2 , . . . , ρ n−1 , n) with edge sets {1ρ 2 , ρ 2 ρ 3 , . . . , ρ n−2 ρ n−1 , ρ n−1 n, ρ 2 n, ρ 3 n, . . . , ρ n−2 n} ∪ {1n}, where {ρ 2 , . . . , ρ n−1 } = {2, . . . , n − 1}.
It is of great importance for us that Lemma 12, modified by replacing Γ n with Γ(n), remains true. One readily verifies that no path starting and ending in V ∪ W contains any graph matched using 1n. This implies that the only thing we have to show is again that H −→ G if H ∈ W and G ∈ V. However, following the proof of Lemma 12, we easily obtain the desired result.
In particular, we may apply Theorem 17 to conclude that there is a b G ∈ B for every G ∈ V such that {G − b G : G ∈ V} is a basis for H 2n−4 (V), where B is the group generated by all graphs matched with smaller graphs and V is defined as in Theorem 17. We will show that the elements G−b G coincide with Shareshian's generators in [11] of the homology of the complex of 2-connected graphs.
For a given sequence ρ * = (1, ρ 2 , . . . , ρ n−1 , n), let T (ρ * ) be the family of all triangulations of the Hamiltonian cycle {1ρ 2 , ρ 2 ρ 3 , . . . , ρ n−1 n, n1}.
It was shown in [11] that there are signs f (T ) (depending on the chosen orientations of the cells) such that the elements π ρ * := T ∈T (ρ * ) f (T )T form a basis for the homology of the complex of 2-connected graphs.
Theorem 21 With notation as above, the set {π ρ * : ρ 1 = 1, ρ n = n} is linearly independent inH 2n−4 (Γ(n)).
Proof. Let T ∈ T (ρ * ). As an immediate consequence of Lemma 4.1 in [11] , all graphs contained in ∂(T ) in the complex of 2-connected graphs are Hamiltonian. Thus the boundary operators coincide in Γ(n) and ∆ 2 (n) for all T ∈ T (ρ * ), which implies that ∂(π ρ * ) = 0 in both complexes.
It remains to show that every T ∈ T (ρ * ) \ {G(ρ * )} is matched with a smaller graph. Consider the family X(T ) of all pairs {a, b} separating T as defined in
Step 3 in Section 5, and let S T be as in Step 4 in the same section. Note that there is a unique Hamiltonian path from 1 to n in T − 1n. Suppose that S T is not an edge in T . Since T is a triangulation, this means that S T intersects some edge if S T is drawn in the interior of the Hamiltonian cycle. That is, if S T = ρ i ρ j with i < j, then there is a k between i and j such that that there is an edge ρ k ρ l with l > j or l < i. In particular, ρ i ρ j / ∈ X(T ), which is a contradiction. Thus S T ∈ T .
If S T = ρ 2 n, then Step 5 shows that T is matched with a smaller graph. If S T = ρ 2 n, then turn to Step 6 and consider the element k T . The same argument as above shows that k T n is contained in T . Thus again T is matched with a smaller graph unless T = G(ρ * ). 2
This means that x and y are not contained in M 1 (S, G − xy); hence they are both contained in M n (S, G − xy). However, this means that S ∈ X(G) and M 1 (S, G) M 1 (S G , G), which is a contradiction to the minimality of M 1 (S G , G).
We also note for any {c, d} ∈ X((G − xy) + 1n) that {c, d} ∩ {x, y} = φ; this is because G + 1n is 3-connected. For a graph Λ * n (M, x, y), let
Consider a pair {c, d} ∈ X((G − xy) + 1n), and let N a and N b be the two components in G = (G + 1n)(V \ {c, d}) − xy. Since 1 and n are adjacent in (G − xy) + 1n, they must be in the same component in G unless one of them is contained in {c, d}; assume that 1, n ∈ N b ∪ {c, d}.
Furthermore, assume that d ∈ M 1 and c ∈ M n . Let a, b be such that {a, b} = {x, y}, a ∈ N a , and b ∈ N b . The situation for G is as in Figure B .1; there are no edges between M 1 and M n , and the only edge between N a and N b is ab.
Since there is no edge between M 1 ∩ N a and M n ∪ N b in G + 1n and since
{a, d} separates G + 1n unless M 1 ∩ N a = φ (recall that 1, n / ∈ N a ). Since G + 1n is 3-connected, we must indeed have that M 1 ∩ N a = φ. By the same argument, M n ∩ N a = φ. Note that if 1 ∈ (M 1 ∩ N b ), then
which is a contradiction to the fact that S G = {a, b}; hence d = 1. Moreover, since {1, b} / ∈ X(G), we must have that M 1 ∩ N b = φ. In particular, M 1 (S G , G) = {1}, which concludes the proof of the first part of the lemma.
