Plug-in kriging variance underestimates true kriging variance. This underestimator happens because kriging plug-in predictor ignores the randomness of errors or uncertainty of outputs in the locations of observed data. The correct kriging variance is proposed using semiparametric bootstrapping procedure. The simulation result for increasing observed I/O data location shows three properties, which are: (i) the values of generic estimation of kriging variance, semiparametric bootstrapping kriging variance, is always bigger than plug-in kriging variance, (ii) the decline of the estimation values of both estimators tends to be zero, and (iii) conditional number of correlation matrix increases, enabling matrix in ill condition. One of the causes of ill condition is rounding error in expensive computation, decreasing the accuracy of the estimation, even causing loss of the solution of kriging equation system. With the assumption that computation aspect is ignored, ill condition, it can be analytically shown that the asymptotic property of both estimators, i.e: plug-in kriging variance and generic estimator, are consistent to zero.
Introduction
In kriging model, model parameters are usually not known for certain, but they are estimated based on observed I/O data (sample) instead.  ,  and  notations state parameters of regresion, process variance, and correlation, respectively. Plugging-in ˆ into kriging predictor produces estimators of Emperical Best Linear Unbiased Predictor (EBLUP) kriging variance, it is stated that plug-in kriging variance then underestimates true kriging variance. Hertog [1] show this analytically in conditional expectation framework. We bring forward this evidence again in the next part by using true kriging variance description in simpler expectation.
This underestimator is caused by kriging prediction which is exact interpolation in deterministic simulation, which ignores randomness of errors or uncertainty of outputs in the locations of observed data. Several researchers in deterministic simulation have corrected this underestimation using parametric bootstrapping to consider output uncertainty in the locations of observed data, e.g. [1] , [2] , [3] . For general discussion on bootstrapping, they refer to [4] . Their purposes are to give generic estimators of kriging variance, typically kriging variance is unknown, closer to the truth and gives false statement for formulation of plug-in kriging variance. Unfortunately, their generic estimators are very different from plug-in kriging variance when process variance estimation,  , is very large.
We, Simamora et al. [5] , [6] , propose a new procedure to generate output uncertainty in the locations of observed data using semiparametric bootstrapping in deterministic simulation. For general discussion on bootstrapping, we refer to [7] , [8] , [9] . We, Simamora [6] , have comparatively studied parametric and semiparametric bootstrapping procedures. Essentially, we show that semiparametric bootstrapping procedure is better than parametric. The aspect measured in that study is the performances of both bootstrappings in (i) estimation values of both generic estimators, and (ii) coverage probability and length of confidence interval estimations.
This paper is a continuation of Simamora et al. [5] , [6] which will be presented in two sections, namely simulation and analytic sections. The simulation section will consider the properties of simulation results if observed I/O data increases. Meanwhile, the properties which will be considered are (i) values of generic estimation, semiparametric bootstrapping kriging variance, vs plug-in kriging variance, (ii) trend of estimation values of both estimators, and (iii) conditional number of correlation matrix. Normally, increasing size of observed data causes conditional number of correlation matrix increases, enabling matrix to be in ill condition. One of the causes of ill condition is rounding error in expensive computation, so estimation accuracy decreases and even there is loss of solution of kriging equation system. Lophaven [10] , [11] offers ill condition correlation matrix regulation so that conditional number can be suppressed when observed I/O data is quite large. Meanwhile, Zimmermann [12] gives regulation of maximum likelihood estimator limits of correlation function parameters if the conditional numbers are leading to infinite. For analytic section, we assume computational aspects are not considered and conducted it more natural.
The size of observed I/O data leading toward infinite will show that the property of both plug-in and generic kriging variance estimators are consistent to zero. The size of bootstrap sample leading toward infinite can reduce estimation uncertainty or in other words will yield ideal estimation of ideal bootstrap, (see [4] , p. 50-53).
This paper is arranged as follows Section 1 provides research background. Section 2 summarizes kriging model (including notations and terms), deriving the formula of true kriging variance which is Best Linear Unbiased Predictor (BLUP) and plug-in kriging variance. Section 3 introduces generic estimator algorithm of kriging variance by [6] . Section 4 presents simulation result. Section 5 presents several propositions for analytic studies. Lastly, we draw conclusion.
Kriging Models
Nowadays, kriging method is widely used in various fields, such as environment, hydrology, geostatistic, engineering, research operation, and economy. The term krigeage (kriging) was coined by Matheron (1963) to respect the name of the inventor, Prof D.G Krige, a mining engineer from South Africa, (see [13] , p.50). Sacks et al. (1989) apply kriging on deterministic simulation model where kriging is an exact interpolation which does not have any observation error (nugget effect) in observed I/O data. Several symbols and terminologies in this section are taken from [10] , [14] . Output (response) () yx as realization of stochastic process Y : R x t as the correlation between x and t . Lophaven [10] provides several models of correlation function. In this paper, we choose Gaussian correlation function model
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Substitute (8) to (3), so kriging predictor can be derived as
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Based on selection of correlation function model (2) kriging predictor uses maximum likelihood method to estimate , where likelihood function of model parameter is
MLE method is used to discover optimum estimators of correlation function model parameter. Maximum likelihood estimators (MLEs),
, of log-likehood of (11) produces rather complicated calculation. We use MATLAB DACE Toolbox from [10] .
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Algorithm of Generic Estimator of Kriging Variance
In this paper, we adopt directly-semiparametric bootstrapping algorithm from [6] without modification because this study is a continuation of [5] , [6] . 
Directly-Semiparametric

Simulation Results
Simulation-optimization requires relatively long considerable computation time. This is because kriging predictors calculate MLEs numerically using complicated constrained maximization algorithm. Considering this, we only plot two experimental designs for observed I/O data, where data size increases in every input with one, two and three dimensions. All input point experimental designs follow [6] , but with increased size of input experimental design.
In this simulation, the accuracy of kriging system solution (7) is influenced by conditional number of correlation matrix R . The magnitude of conditional number,  , is due to: errors in matrix elements, long algorithms, rounding (see [17] ). If  is relatively big, kriging system problem (7) produces inaccurate solution or even a loss in the solution. One of the considerations in this paper is the amount of cumulated rounding, called rounding error, in expensive simulation which enables correlation matrix R in ill condition.
The natures observed in this simulation, the increase of the size of observed I/O data, are (i) the values of generic estimation vs plug-in kriging variance, and (ii) trend of estimation values of both estimators, (iii) conditional number of correlation matrix.
Input Points with One Dimension
The experimental design used by [6] for input point with one dimension is sampling strategy with the same distance as input space [0, 10] . While selection of multi-modal test function is taken from [1] For bootstrap sample size 10000 B  , the simulation in Figure 1 shows that (i) the value of generic estimation, SPB m , is always bigger than plug-in kriging variance, Plug 
Input Points with Two Dimensions
Similar with experimental design for inputs with one dimension, we use unmodified observed I/O data from [6] . 
Analytic Study
In this section, we assume that computation aspect is not considered and is conducted in more natural way. This means that elements in correlation matrix R , symmetric and positive definite (SPD), are assumed to have no rounding, so inverse R is always present. If this is the case, kriging system problem (7) always has a solution when the size of I/O data is infinite. The main purpose is to prove that the asymptotic property of plug-in kriging variance and generic estimator are consistent to zero. In proving this, there are several tiered propositions (hierarchy) which will be derived.
Asymptotic Property of Plug-in Kriging Variance
To prove asymptotic property of plug-in kriging variance is consistent to zero, tiered propositions are made. 
Asymptotic Property of Generic Estimator
In the same way as the above, tiered propositions are made to prove that asymptotic property of generic estimator is consistent to zero. 
Conclusion
From the results of expensive simulation-simulation optimization-where observed I/O data increased, it can be concluded that (i) the values of generic estimation of kriging variance are always bigger than plug-in kriging variance, (ii) the decrease of estimation values of both estimators tend to be zero, and (iii) conditional number of correlation matrix increased. This conditional number is influenced by the amount of rounding in the solution of optimization and the influence of input dimension. This can be seen in the simulation results for inputs with more than one dimension, showing that conditional numbers are relatively bigger.
With the assumption that computation aspect is ignored, correlation matrix can be in ill condition. Analytically, it is shown that the asymptotic property of both estimators using tiered propositions (hierarchy) is consistent to zero.
