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MODEL REDUCTION BY BALANCED TRUNCATION FOR
SYSTEMS WITH NUCLEAR HANKEL OPERATORS∗
CHRIS GUIVER† AND MARK R. OPMEER‡
Abstract. We prove the H-inﬁnity error bounds for Lyapunov balanced truncation and for
optimal Hankel norm approximation under the assumption that the Hankel operator is nuclear. This
is an improvement of the result from Glover, Curtain, and Partington [SIAM J. Control Optim., 26
(1998), pp. 863–898], where additional assumptions were made. The proof is based on convergence
of the Schmidt pairs of the Hankel operator in a Sobolev space. We also give an application of this
convergence theory to a numerical algorithm for model reduction by balanced truncation.
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1. Introduction. Approximation of a transfer function by truncation of a bal-
anced state-space realization was ﬁrst suggested for rational functions by Moore in
[21]. A (Lyapunov) balanced realization is a realization where the controllability and
observability Gramians are equal. The importance of balanced truncation relies on
an explicit H∞ bound on the diﬀerence of the transfer functions established indepen-
dently by Enns [10] and Glover [11],
(1.1) ‖G−Gn‖H∞ ≤ 2
N∑
k=n+1
σk .
In the above inequality σk are the distinct singular values of the Hankel operator
associated with G, of which there are N and n is the number kept in the reduced
order system obtained by balanced truncation Gn. When all the singular values are
simple, N and n are the dimensions of minimal state-space realizations of G and Gn,
respectively.
There have been many extensions to the concepts introduced in [21] including
those pertaining to bounded real systems [25], positive real systems [9], descriptor (or
diﬀerential-algebraic or singular) systems [32], and behavioral systems [18].
In this article we are interested in the case where the transfer function is non-
rational. In this case any realization must have an inﬁnite-dimensional state space
and the existence of balanced realizations is nontrivial. A special case was treated
in Curtain and Glover [6] and the general discrete time case was proved by Young
[41]. This was subsequently converted to general continuous-time systems by Ober
and Montgomery-Smith [24]. In Glover, Curtain, and Partington [13] balanced trun-
cations and the H∞ error bound (with N = ∞ in (1.1)) were extended to a class
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of inﬁnite-dimensional continuous-time systems. Balanced truncation for inﬁnite-
dimensional discrete time systems was later established by Bonnet [2, 3], where the
corresponding H∞ error bound was also proven.
The error bound (1.1) (with N = ∞) obviously holds when the right side is
inﬁnite, and so there is only something to prove for systems such that the series in
(1.1) is ﬁnite (for some or equivalently for all n), which is certainly the case for systems
that have a nuclear (or trace class) Hankel operator. In proving the error bound (1.1)
(with N = ∞), the authors of [13] made further assumptions that are unnecessarily
restrictive.
Therefore, in this paper we consider realization and approximation of systems with
a nuclear Hankel operator and, contrary to [13], we impose no further restrictions. The
question of which systems have nuclear Hankel operators has been addressed in, for
example, Curtain and Sasane [7] and Opmeer [27]. As a byproduct, we also obtain a
similar generalization of theH∞ error bound for optimal Hankel norm approximations
that was proven for the less general case in [13] and we obtain a convergence result
that is of interest for numerical approximations of balanced truncations of irrational
transfer functions.
The main technical novelties in our approach are that we consider realizations on
L1 rather than L2, as treated in [13], and that we also consider convergence of the
Schmidt vectors of a Hankel operator in a Sobolev space. The article is organized as
follows. Formal statements of the main results are given in section 2. The subsequent
sections collect the material required for proving these results. Section 3 brieﬂy de-
scribes Hankel operators on L2 and gathers some known results in the notation used
here. In section 4 we consider the convergence of the Schmidt pairs of such Hankel
operators; this forms a crucial ingredient in the proofs of our main results. Section 5
focuses on the realization of G and the reduced order Gn. The proof of the error
bound (1.1) (with N = ∞) is contained in section 6.
2. Summary of main results. Here we describe the main results of the paper.
We do not provide all the details at this stage, but refer the reader to the relevant
sections as appropriate. Our starting point is a nuclear (also known as trace class)
Hankel operator
H : L2(R+;U ) → L2(R+;Y ),
where R+ = [0,∞) and U and Y are the input and output spaces, respectively, which
are always assumed ﬁnite dimensional. A key result from section 3 is a consequence
of the nuclearity of H .
Proposition 2.1. If H is a nuclear Hankel operator then H is necessarily given
by
(2.1) (Hf)(t) =
∫
R+
h(t+ s)f(s) ds, f ∈ L2(R+;U ), a.a. t ≥ 0,
and the impulse response h is L1(R+;B(U ,Y )).
We direct the reader’s attention to section 4 where the deﬁnitions of Schmidt
pairs and singular values of an operator are recapped. For now we recall that the
(distinct) singular values (σi)i∈N of a compact operator T : L2 → L2 are the square
roots of the countably many eigenvalues of T ∗T , ordered such that
σ1 > σ2 > · · · ≥ 0,
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each with (geometric) multiplicity pi ∈ N. The Schmidt pairs (vi,k, wi,k) are the
eigenvectors of T ∗T and TT ∗, respectively, corresponding to the eigenvalue σ2i .
The transfer function G associated with a nuclear Hankel operator H is the
Laplace transform of the impulse response h that appears in (2.1). Such a G always
belongs to the Hardy space H∞(C+0 ;B(U ,Y )) of bounded, analytic B(U ,Y )-valued
functions on the open right-half complex plane C+0 , and furthermore is regular with
feedthrough zero in the terminology of Weiss [40].
A triple of operators (A,B,C) with suitable properties is called a realization of G
if G(s) = C(sI −A)−1B on some right half-plane. Realizations are never unique. We
choose the exactly observable shift realization (on L1) of G, described in section 5,
to deﬁne the balanced truncations. These truncated systems are deﬁned using the
Schmidt pairs of the Hankel operator. A key property is that the Schmidt vectors
wi,k all belong to the Sobolev space W
1,1(R+;Y ), which is the domain of A for this
particular realization.
Definition 2.2. Let (A,B,C) denote the generating operators of the exactly
observable shift realization on L1(R+;Y ) of a nuclear Hankel operator. For ﬁxed
n ∈ N, we deﬁne a truncated state space Xn as the linear span of Schmidt vectors of
the Hankel operator by setting
Xn := span {wi,k | 1 ≤ i ≤ n, 1 ≤ k ≤ pi},
which is a closed subspace of L1, L2, and W 1,1(R+;Y ). We deﬁne the truncated
operators
(2.2) An := PnA|Xn , Bn := PnB, Cn := C|Xn ,
where Pn : L1(R+,Y ) →Xn is the projection onto Xn deﬁned by
Pnx =
n∑
i=1
pi∑
k=1
〈wi,k, x〉L2wi,k ∀ x ∈ L1(R+;Y ).
Note that throughout this work we use the notation 〈·, ·〉L2 to denote both the L2 inner
product and the sesquilinear form
(2.3) 〈f, g〉L2 =
∫
R+
〈f(s), g(s)〉Z ds ∀ f ∈ L∞(R+;Z ), ∀ g ∈ L1(R+;Z ) ,
which is ﬁnite by the Ho¨lder inequality. We will refer to (2.3) as the duality product
between L1 and L∞. Note that W 1,1 is continuously embedded in L∞.
The operators in (2.2) generate a ﬁnite-dimensional linear system on (U ,Xn,Y ),
which we sometimes denote by
[
An Bn
Cn 0
]
, called the balanced truncation. The function
s → Gn(s) := Cn(sI −An)−1Bn,
deﬁned on some right half-plane, is called the reduced order transfer function obtained
by balanced truncation.
Deﬁnition 2.2 is consistent with earlier deﬁnitions of balanced truncation in the
literature and in sections 4 and 5 we demonstrate that this deﬁnition is well-deﬁned.
We now state the main results.
Theorem 2.3. Let G denote a transfer function with nuclear Hankel operator.
Then for any positive integer n
(2.4) ‖G−Gn‖H∞ ≤ 2
∞∑
k=n+1
σk,
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where (σk)k∈N is the sequence of distinct Hankel singular values and Gn is the reduced
order transfer function obtained by balanced truncation.
Proof. Theorem 2.3 is proven in section 6.
As in [13], the proof of Theorem 2.3 utilizes an intermediate approximation. The
speciﬁc intermediate approximation used is an abstract functional analytic construct,
but the general result used, here formulated as Theorem 2.4, is also relevant for
numerical approximations. In typical applications, h would be the impulse response
of some controlled partial diﬀerential equation speciﬁed by (A,B,C) and hm would
be the impulse response of some semidiscretization (Am, Bm, Cm) of (A,B,C). The
assumption that hm → h in L1 as m → ∞ made in Theorem 2.4 is typical in such
situations (see, for example, Morris [22]). The conclusion of Theorem 2.4 is that the
object Gmn , which can be computed explicitly, converges (along a subsequence) to Gn,
the sought after object. See Singler [36] for further numerical results in this direction.
Theorem 2.4. Let G denote a transfer function whose Hankel operator is given
by (2.1) with L1 kernel h. For n ∈ N, let Gn denote the reduced order transfer function
obtained by balanced truncation, suppose that (hm)m∈N is such that
hm
L1−−→ h, as m → ∞,
and let (Gm)m∈N denote the corresponding sequence of transfer functions. If (Gmn )m∈N
denotes the sequence of reduced order transfer functions obtained from Gm by balanced
truncation, then there exists a subsequence (τ(m))m∈N such that
(2.5) Gτ(m)n
H∞−−→ Gn, as m → ∞ .
Proof. See Proposition 5.10 for the proof.
Remark 2.5. If all the Hankel singular values in Theorem 2.4 are simple then the
convergence (2.5) does not require a subsequence.
2.1. The Glover, Curtain, and Partington [13] assumptions. Versions of
Theorems 2.3 and 2.4 are proven in [13] under stronger assumptions on the original
system. Speciﬁcally, their assumptions are
(1) the Hankel operator H : L2(R+;U ) → L2(R+;Y ) is of the form (2.1) with
kernel h ∈ L1(R+;B(U ,Y ));
(2) h ∈ L2(R+;B(U ,Y ));
(3) the kernel h is real, or if h is complex then the derivative h˙ exists and h˙ is
the kernel of a bounded Hankel operator;
(4) the singular values of the Hankel operator are simple;
(5) the Hankel operator H is nuclear.
We give an example of a physical system where assumption (2) fails and hence the
results of [13] do not apply.
Example 2.6. Consider the following heat equation in one dimension on the unit
interval
(2.6a) wt(t, x) = wxx(t, x) ∀ t ≥ 0, x ∈ [0, 1] ,
where subscripts denote partial derivatives with respect to that variable. We impose
zero initial temperature proﬁle, w(0, x) = 0, for all x ∈ [0, 1], Neumann control, and
Dirichlet observation at the left end
(2.6b)
u(t) := wx(t, 0) ,
y(t) := w(t, 0)
∀ t ≥ 0 ,
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so that the input and output spaces are one dimensional and there is a Dirichlet
boundary condition at the right end
(2.6c) w(t, 1) = 0 ∀ t ≥ 0 .
From [27, section 3, Theorem 3] it follows that the Hankel operator of (2.6) belongs to
the Schatten class Sp for all p > 0, in particular, implying that the Hankel operator is
nuclear. To ﬁnd the transfer function G in this example we take the Laplace transform
of (2.6) and solve the resulting ODE, which can be justiﬁed by Curtain and Zwart [8,
Examples 4.3.11, 4.3.12]. Some elementary calculations give
(2.7) G(s) =
−1√
s
tanh(
√
s), Re s > 0 ,
where we take the (unique) square root
√
s with argument in (−π2 , π2 ), so that Re
√
s >
0.
We claim that G ∈ H2(C+0 ) which, as the Laplace transform is an isomorphism
between L2(R+) and H2(C+0 ), occurs if and only if h ∈ L2(R+), where as usual h is
the impulse response. To establish the claim note that along the line {ω(1+i) : ω ≥ 0}
we have
tanh(ω(1 + i )) =
tanh(ω) + i tan(ω)
1 + i tanh(ω) tan(ω)
,
and so
(2.8) | tanh(ω(1 + i))|2 = tanh
2(ω) + tan2(ω)
1 + tanh2(ω) tan2(ω)
→ 1 as ω → ∞ .
Therefore
‖G‖2H2 =
∫
R
∣∣∣∣ −1√ωi tanh(
√
ωi)
∣∣∣∣2 dω =
∫
R
1
|ω|
∣∣∣tanh(√ωi)∣∣∣2 dω ,
≥
∫
R+
1
ω
∣∣∣tanh(√ω ( 1√
2
+ i√
2
))∣∣∣2 dω ≥ ∫ ∞
C
1
2ω
dω(2.9)
by (2.8), for some C > 0 suﬃciently large. The second integral in (2.9) is inﬁnite so
that G ∈ H2 and hence h ∈ L2, that is, assumption (2) from [13] does not hold.
In this work we seek to carefully describe where the assumptions (1)–(5) are used
in [13]. Proposition 2.1 above shows that nuclearity of H implies the integral operator
form, that is, (5) implies (1). In sections 4.1 and 5.4 we explain how assumptions (2)
and (3) can be avoided. It was already remarked in [13] that assumption (4) is
unnecessary, but that its inclusion does make the notation in the proofs simpler.
2.2. Optimal Hankel norm approximations. We comment brieﬂy on the
optimal Hankel norm approximations of [13, section 6]. We refer the reader to that
article and the references therein for more details. The following result is based on
[13, Theorem 6.4] and the proof appeals to Theorem 2.3 instead of the corresponding
result on balanced truncations from [13]. As such, the extra assumptions (1)–(4) from
section 2.1 are unnecessary for optimal Hankel norm approximations as well. We
comment that, unlike the H∞ error bound (2.4), in what follows the multiplicities
of the singular values do play a role. We recall precise deﬁnitions of these terms in
Deﬁnition 4.2 and Remark 4.3.
Theorem 2.7. Let G denote a transfer function with nuclear Hankel operator
and let (σn)n∈N and (pn)n∈N denote the sequences of distinct Hankel singular values
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and their multiplicities, respectively. For each integer k there exists a transfer function
Gˆk ∈ H∞ of MacMillan degree rk :=
∑k
i=1 pi such that
‖G− Gˆk‖H = σk+1,
where ‖F‖H denotes the Hankel norm of the Hankel operator corresponding to the
transfer function F . Thus Gˆk is an optimal Hankel norm approximation for G. More-
over, there exists a constant D0 ∈ B(U ,Y ) such that
σk+1 ≤ ‖G− Gˆk −D0‖H∞ ≤ σk+1 +
∞∑
j=k+2
pjσj .
There exists G˜k ∈ H∞ of MacMillan degree rk such that
σk+1 ≤ ‖G− G˜k‖H∞ ≤
∞∑
j=k+1
σj ,
but G˜k is not an optimal Hankel norm approximation of G in general.
Proof. The result mirrors [13, Theorem 6.4], where the authors (chieﬂy) extend
the work of Glover [11, 12], but restrict to the case where all the singular values are
simple. Crucially, [13, Theorem 5.1] is replaced by Theorem 2.3, where the stronger
assumptions are not required. For nonsimple singular values, the treatment of opti-
mal Hankel norm approximations for rational transfer functions by Zhou, Doyle, and
Glover [42, section 8.3] can be extended by arguing in the same spirit as is found in
[13, section 6].
3. Hankel operators between L2(R+;Z ) spaces. There is a large literature
on Hankel operators; see, for example, [30], [23], [28], and [29], with unfortunately
several diﬀerent conventions used. The purpose of this section is to present a known
result in the convention used here. Speciﬁcally, Proposition 3.4, which states that a
nuclear Hankel operator L2(R+;U ) → L2(R+;Y ) is necessarily an integral operator
of the form (2.1) with L1 kernel.
We start by recalling the deﬁnition of a Hankel operator in an abstract Hilbert
space setting based on shift operators. The following deﬁnition is taken from Rosen-
blum and Rovnyak [33, p. 1].
Definition 3.1. Let H denote a Hilbert space. An operator S ∈ B(H ) is a
shift on H if S is an isometry and (S∗)n converges strongly to zero as n tends to
inﬁnity. We deﬁne a (bounded) S-Hankel operator H on H as a bounded operator
which satisﬁes
S∗H = HS .
It is possible to deﬁne Hankel operators between two diﬀerent spaces. If L is an-
other Hilbert space, the operator H ∈ B(H ,L ) is (S1, S2)-Hankel if there exist shift
operators S1 ∈ B(H ), S2 ∈ B(L ) such that
S∗2H = HS1 .
We collect results for Hankel operators from L2(R+,Z1) to L
2(R+,Z2) corre-
sponding to the right-shift semigroup described below, where Z1, Z2 are arbitrary
Hilbert spaces.
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Definition 3.2. For a Hilbert space Z , deﬁne the family of right-shift operators
(SZ (τ))τ≥0 on L2(R+;Z ) by
(SZ (τ)f)(t) =
{
f(t− τ) t ≥ τ,
0 t < τ.
The adjoint operators are the left-shift operators given by
(S∗Z (τ)f)(t) = f(t+ τ) ∀ t, τ ≥ 0.
Definition 3.3. The operator H is (SZ1 , SZ2)-Hankel if it is (SZ1(τ), SZ2 (τ))-
Hankel for every τ ≥ 0, so that
S∗Z2(τ)H = HSZ1(τ) ∀ τ ≥ 0.
From now on all Hankel operators considered are (SZ1 , SZ2)-Hankel (and bounded),
and so we shall omit the preﬁx (SZ1 , SZ2). Transfer functions of a nuclear Hankel
operator have atomic decompositions given by Coifman and Rochberg [5] and the
following result which uses these decompositions is based on Partington [29, Corol-
lary 7.9].
Proposition 3.4. Let Z1 and Z2 denote ﬁnite-dimensional Hilbert spaces. A
Hankel operator H : L2(R+;Z1) → L2(R+;Z2) is nuclear if and only if H is an
integral operator given by
(3.1) (Hf)(t) =
∫ ∞
0
h(t+ s)f(s) ds ∀ f ∈ L2(R+;Z1), a.a t ≥ 0 ,
with h ∈ L1(R+;B(Z1,Z2)) satisfying
(3.2) h(t) :=
∑
n∈N
λn(Re an)e
ant, t > 0 ,
for sequences (λn)n∈N ∈ 1(B(Z1,Z2)) and (an)n∈N ⊆ C−0 . The function
(3.3) G(s) =
∑
n∈N
λn
Rean
s− an , Re s > 0 ,
is the Laplace transform of h and G ∈ H∞(C+0 , B(Z1,Z2)) and is the transfer func-
tion of the system with Hankel operator H. Furthermore, if hp denotes the pth partial
sum of (3.2) with corresponding Hankel operator Hp then Hp converges to H in nu-
clear norm as p → ∞.
Remark 3.5. The transfer function G of a Hankel operator is only determined
by the Hankel operator up to the addition of a constant operator. For the transfer
function in (3.3) that constant is ﬁxed by the condition
lim
s∈R
s→∞
G(s) = 0.
We see that the transfer function is regular with zero feedthrough [40].
Remark 3.6. The Coifman and Rochberg atomic decomposition (3.3) can equiv-
alently be expressed as any nuclear Hankel operator is the (possibly inﬁnite, but
absolutely convergent) sum of rank one Hankel operators. A discrete time version
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of this equivalence is given in Peller [30, p. 237]. We note that the transfer function
of a Hankel operator is rational if and only if the corresponding Hankel operator is
ﬁnite rank; this is Kronecker’s theorem; see, for example, [29, Corollary 4.9]. Every
ﬁnite-rank Hankel operator is nuclear, and thus every rational transfer function ad-
mits a decomposition of the form (3.3), although in general this sum is inﬁnite. The
latter case occurs when the rational transfer function has a repeated pole, such as
s → 1(s+1)2 . Computing a Coifman and Rochberg atomic decomposition exactly in
general is, as known to the authors, intractable.
Remark 3.7.
(i) In [13, Theorem 2.1] the following bound is proven:
(3.4) ‖h‖L1 ≤ 2‖H‖N
for a nuclear Hankel operatorH given by (2.1). However, the proof of (3.4) in
[13] uses the fact that h ∈ L1. It seems to have been missed that the atomic
decomposition (3.2) implies that h ∈ L1. That h ∈ L1 can be seen from the
monotone convergence theorem applied to the partial sums
(0,∞)  t →
M∑
n=1
‖λn(Re an)eant‖ ∈ L1.
(ii) The inequality (3.4) demonstrates that h ∈ L1 is necessary for the Hankel
operator H to be nuclear. However, note further that h ∈ L1 is not suﬃcient
for nuclearity of the Hankel operator given by (3.1). A counterexample is
contained in Glover, Lam, and Partington [14, Example 2.3]. There they
show that although the kernel h given by
[0,∞)  t → h(t) := e−tχ[1,∞)(t) ,
where χJ is the indicator (also called the characteristic) function on J ⊆ R+,
clearly belongs to L1, the Hankel operator (3.1) with kernel h is not nuclear.
4. Convergence of Schmidt pairs of integral Hankel operators. In this
section we describe properties of the Schmidt pairs of a Hankel operator given by
(2.1) with L1 kernel, which by Proposition 3.4 includes nuclear Hankel operators. We
derive a convergence result, Theorem 4.4, for the Schmidt pairs when the kernel is
approximated in L1 that is crucial in proving our main results. We ﬁrst collect some
elementary facts regarding Sobolev spaces.
Remark 4.1. For Z a Hilbert space, m ∈ N, and 1 ≤ p < ∞, the Sobolev space
Wm,p = Wm,p(R+;Z ) is deﬁned as f ∈ Lp(R+;Z ) such that all m (distributional)
derivatives f (1), . . . , f (m) belong to Lp as well. The norm on Wm,p is given by
‖f‖m,p =
⎛
⎝‖f‖p + m∑
j=1
‖f (j)‖p
⎞
⎠
1
p
.
We are mostly interested in W 1,1 and W 1,2, and note the following facts:
(i) W 1,1 and W 1,2 are both continuously embedded into the space of continuous
functions on R+ with the supremum norm,
(4.1)
v ∈ W 1,1 ⇒ ‖v‖∞ ≤ ‖v‖1,1 and w ∈ W 1,2 ⇒ ‖w‖∞ ≤
√
2‖w‖1,2 .
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Both of the estimates in (4.1) are readily established by writing for x ∈ R+,
v(x) = −
∫ ∞
x
v′(t) dt and ‖w(x)‖2 = −
∫ ∞
x
d
dt
〈w(t), w(t)〉 dt ,
respectively. Consequently, when arguing with W 1,1 and W 1,2 functions we
shall always choose a continuous representative (so that point evaluations are
well-deﬁned).
(ii) W 1,1 is continuously embedded in L2, which follows from the Ho¨lder inequal-
ity and (4.1), namely,
v ∈ W 1,1 ⇒ ‖v‖22 ≤ ‖v‖1 · ‖v‖∞ ≤ ‖v‖21,1 .
We recall the deﬁnition of singular values.
Definition 4.2. Let B1,B2 denote Banach spaces and T ∈ B(B1,B2). For
k ∈ N, the kth singular value (also called s-value or approximation number) of T ,
denoted sk, is deﬁned as
sk := inf {‖T − Tk‖ : rank Tk ≤ k − 1} .
We deﬁne the kth distinct singular value σk of T as follows. If s1 = s2 = · · · = sp1
and sp1 > sp1+1, for some p1 ∈ N, then we set
σ1 = s1 = s2 = · · · = sp1 , σ2 = sp1+1 = · · · ,
and so on. As such, the kth distinct singular value σk has multiplicity pk ∈ N and
satisﬁes σk > σk+1, although σk now need not necessarily be the distance of T to rank
k − 1 operators. Using this convention the operator T is nuclear if∑
k∈N
sk =
∑
k∈N
pkσk < ∞.
We comment that if all the singular values are simple, then the sequences of singular
values and distinct singular values coincide.
If H1 and H2 are Hilbert spaces and T ∈ B(H1,H2) is compact, then the dis-
tinct singular values are precisely the square roots of the countably many eigenvalues
of T ∗T , indexed in decreasing order. In this instance we denote by pi the (ﬁnite)
(geometric) multiplicity of the eigenvalue σ2i . The Schmidt pairs (vi,k, wi,k) of T are
eigenvectors of T ∗T and TT ∗, respectively, corresponding to a singular value σi. The
Schmidt pairs can be chosen to satisfy
wi,k ∈H2, T vi,k = σiwi,k,
vi,k ∈H1, T ∗wi,k = σivi,k,
}
∀ i ∈ N, 1 ≤ k ≤ pi,
and are always chosen orthonormal.
Remark 4.3. Singular values of compact operators between Hilbert spaces are
often deﬁned as the square roots of the eigenvalues, indexed in decreasing order, as
in Lax [20, p. 330], for example. By Gohberg, Goldberg, and Kaashoek [15, The-
orem VI. 1.5] the deﬁnition of singular value found in [20] is equivalent to that in
Deﬁnition 4.2.
The key assumption of this section is the following.
(A) The operator H : L2(R+;U ) → L2(R+;Y ) is a Hankel1 operator given by
(2.1) with kernel h ∈ L1(R+;B(U ,Y )). The input space U and output space
Y are ﬁnite-dimensional Hilbert spaces.
1More precisely (SU , SY )-Hankel in the terminology of section 3.
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Note that under assumption (A) it follows from [13, Appendix 1] that H is a compact
operator L2(R+;U ) → L2(R+;Y ), and so the singular values of H are precisely
the square roots of the countably many eigenvalues of H∗H , ordered in decreasing
magnitude. The following theorem shows that for a sequence of integral operators
of the form (2.1), convergence of the impulse response implies convergence of the
Schmidt vectors of the operators in L2 and also in the Sobolev space W 1,1.
Theorem 4.4. Assume that H satisﬁes assumption (A) and let (σk)k∈N denote
the distinct singular values of H, each with multiplicity pk ∈ N. Let (hm)m∈N denote
any sequence of kernels approximating h in the sense that
hm
L1−−→ h, as m → ∞.
Deﬁne (Hm)m∈N as the sequence of Hankel operators L2(R+;U ) → L2(R+;Y ) given
by the integral operators
(4.2) (Hmf)(t) :=
∫ ∞
0
hm(t+ s)f(s) ds ∀ f ∈ L2(R+;U ), a.a. t ≥ 0.
Let (σ
(m)
i )i∈N denote the distinct singular values of Hm, also ordered in decreasing
magnitude, each with multiplicity p
(m)
i ∈ N. Then for all k ∈ N there exists lk ∈ N
such that with l0 := 0,
(4.3)
σ
(m)
i → σk for i ∈ {lk−1 + 1, . . . , lk}
and
lk∑
i=lk−1+1
p
(m)
i → pk,
⎫⎪⎪⎬
⎪⎪⎭ as m → ∞.
Choose orthonormal Schmidt pairs of Hm denoted by (v
(m)
i,r , w
(m)
i,r ), where
r ∈ {1, 2, . . . , p(m)i }.
Then
(i) the Schmidt pairs satisfy v
(m)
i,r ∈ W 1,1(R+;U ) ⊆ L2, w(m)i,r ∈ W 1,1(R+;Y ) ⊆
L2, for all i,m ∈ N and all r ∈ {1, 2, . . . , p(m)i };
(ii) there exists a subsequence (mj)j∈N along which for each k ∈ N there exists
i ∈ N, q ∈ {1, 2, . . . , pk}, and r such that
(4.4)
v
(mj)
i,r
W 1,1−−−→ vk,q,
w
(mj)
i,r
W 1,1−−−→ wk,q,
⎫⎬
⎭ as j → ∞;
(iii) the (vk,q, wk,q) are Schmidt pairs for H corresponding to σk and (wk,q)
1≤q≤pk
k∈N
form an orthonormal basis of eigenvectors in L2 for HH∗ and (vk,q)
1≤q≤pk
k∈N
for H∗H.
Remark 4.5.
(i) The statement of Theorem 4.4 is notation heavy in order to account for the
multiplicities of both the distinct singular values (σk)k∈N of H and (σ
(m)
k )k∈N
of Hm. The easiest case to understand is when H and Hm have simple
singular values for every m ∈ N, which is the case considered in [13]. The
nonsimple case is conceptually similar, and we treat it for full generality,
although the proofs become more complicated. Intuitively, what is important
is that there is a subsequence (mj)j∈N along which every sequence (v
(mj)
k,r )j∈N
and (w
(mj)
k,r )j∈N has a W
1,1 limit (which is also a limit in L2), and we get
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“enough” limits, in the sense that the limits of (v
(mj)
k,r )j∈N and (w
(mj)
k,r )j∈N
form an orthonormal basis of eigenvectors for H∗H and HH∗, respectively.
(ii) If in addition to the assumptions of Theorem 4.4, all the singular values of H
are simple, then the convergence of Schmidt pairs in Theorem 4.4 does not
require a subsequence. We do not give the details, but this follows from [13,
Appendix 2, p. 896] and Lemma 4.7 below combined with [4, Exercise 5.5].
(iii) Note that for this section we do not need to assume that our original Hankel
operatorH is nuclear, instead only that it satisﬁes assumption (A). Certainly,
by Proposition 3.4, nuclearity of H is suﬃcient for (A) to hold.
The remainder of this section is dedicated to proving Theorem 4.4. We collect two
required technical results, the ﬁrst from Lax [19] and the second based on Chatelin
[4, Theorem 5.10] and [4, Table 5.1].
Lemma 4.6. Let B denote a Banach space on which is deﬁned a continuous
sesquilinear form 〈·, ·〉 which induces a new norm under which the completion of B is
a Hilbert space H . Suppose that T is a bounded operator on B such that
〈Tx, y〉 = 〈x, T y〉 ∀ x, y ∈ B.
Then
(1) T extends by continuity to an operator in B(H );
(2) the spectrum of T over H is a subset of the spectrum of T over B;
(3) the point spectrum of T over B is contained in the point spectrum of T over
H and the eigenspace of T over B with respect to an eigenvalue λ is the
same as the eigenspace of T over H with respect to the same eigenvalue.
Lemma 4.7. Suppose that T, Tm : B → B are compact operators on a Banach
space B such that Tm → T uniformly as m → ∞. Let λ denote an eigenvalue of
T and let (λm)m∈N denote a sequence of eigenvalues of (Tm)m∈N. If λm → λ as
m → ∞, and (vm)m∈N is a uniformly bounded sequence of eigenvectors corresponding
to λm, then there exists a subsequence (vmj )j∈N that converges to an eigenvector of T
corresponding to λ.
Note that Lemma 4.7 states that the limit of a uniformly bounded sequence of
eigenvectors of (Tm)m∈N is an eigenvector of T , but not that every eigenvector of T
is obtained in this way. In the general case, this latter statement is not true (see,
for example, [4, Example 5.5]). However, for self-adjoint operators on a Hilbert space
it is true (a proof can be found, for instance, in [26, Lemma 10.19]). To establish
Theorem 4.4 we show that, loosely speaking, the convergence in the weaker L2 Hilbert
space norm combined with continuous embedding of W 1,1 in L2 gives convergence of
the Schmidt pairs in the stronger W 1,1 Banach space norm. Lemmas 4.8, 4.9, and
4.10 contain the details.
Lemma 4.8. Let B denote a Banach space continuously embedded into a Hilbert
space H , so that there exists a constant C > 0 such that
(4.5) ‖v‖H ≤ C‖v‖B ∀ v ∈ B.
Let T, Tm denote compact operators on B such that
(4.6) Tm → T uniformly on B as m → ∞.
Fix an eigenvalue λ of T with corresponding eigenvector v. Suppose that there exists
a sequence (λm)m∈N, where λm is an eigenvalue of Tm, such that
(4.7) λm → λ, as m → ∞,
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and also there exist eigenvectors v(m) of Tm corresponding to λm, which are orthonor-
mal in H , and such that
(4.8) v(m)
H−−→ v, as m → ∞.
Then it follows that along a subsequence
(4.9) v(mj)
B−→ v, as j → ∞.
Proof. Without loss of generality we may assume that the constant C in (4.5) is
equal to one (else deﬁne an equivalent norm C‖ · ‖B on B which induces the same
topology on B). Fix an eigenvalue λ and corresponding eigenvector 0 = v ∈ B of
T . By assumption there exists a sequence (vm)m∈N of eigenvectors of Tm that are
orthonormal in H and such that (4.8) holds. We seek to prove that the convergence
in (4.9) holds as well. To that end for m ∈ N deﬁne
(4.10) z(m) :=
‖v‖B
‖v(m)‖B v
(m) for which ‖z(m)‖B = ‖v‖B < ∞.
The sequence (z(m))m∈N satisﬁes the hypotheses of Lemma 4.7 and so there exists a
subsequence (not relabeled) along which
(4.11) z(m)
B−→ ψ, as m → ∞,
with ψ an eigenvector of T . It remains to show that ψ = v. From (4.10) and (4.11)
we see that
(4.12) ‖ψ‖B = lim
m→∞ ‖z
(m)‖B = ‖v‖B > 0,
and from the continuous embedding (4.5), convergence in (4.11) gives
(4.13) z(m)
H−−→ ψ, as m → ∞.
We want to compare the convergence in (4.8) and (4.13), using the deﬁnition of z(m)
in (4.10). If ‖v(m)‖B is unbounded, then by (4.8) and (4.10) we see that
(4.14) z(m)
H−−→ 0H , as m → ∞,
and so ψ = 0H by uniqueness of limits. However, as B ⊆ H are vector spaces they
share the same zero element and thus we obtain the contradiction 0B = ψ = 0H =
0B. Consequently, ‖v(m)‖B is bounded and so has a convergent subsequence (not
relabeled) with limit B ≥ 0. From the continuous embedding (4.5)
1 = ‖v(m)‖H ≤ ‖v(m)‖B ∀m ∈ N,
it follows that B ≥ 1. Combining now the deﬁnition (4.10) of z(m), the algebra of
limits, and the convergence (4.8) we obtain
z(m)
H−−→ ‖v‖Bv
B
, as m → ∞,
which when compared with (4.13) yields
(4.15) ψ =
‖v‖Bv
B
in H .
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As both sides of (4.15) belong toB, equality (4.15) and the injectivity of the inclusion
B ↪→H imply that
(4.16) ψ =
‖v‖Bv
B
in B.
Taking B norms in (4.16) and using (4.12) gives B = ‖v‖B which when substituted
back into (4.16) yields that ψ = v, as required.
We now turn attention to Hankel operators satisfying (A) and suitable approxi-
mations with a view to applying to Lemmas 4.6–4.8 and thus establishing the desired
convergence of the Schmidt pairs.
Lemma 4.9. Let H denote a Hankel operator satisfying (A). Then H is a compact
operator L2(R+;U ) → L2(R+;Y ), W 1,1(R+;U ) → W 1,1(R+;Y ), and every Schmidt
pair (v, w) of H satisﬁes
v ∈ W 1,1(R+;U ), w ∈ W 1,1(R+;Y ).
The Hilbert space adjoint operator H∗ satisﬁes (A) with h(t) replaced by h∗(t) =
(h(t))∗ and U and Y interchanged. Thus H∗ is a compact operator L2(R+;Y ) →
L2(R+;U ), W 1,1(R+;Y ) → W 1,1(R+;U ), and in both cases is deﬁned by
(4.17) (H∗f)(t) =
∫
R+
h∗(t+ s)f(s) ds ∀ f ∈ L2(R+;Y ).
Proof. It is proven in [13, Appendix 1, p. 895] that H satisfying (A) is a compact
operator L1(R+;U ) → L1(R+;Y ), L2(R+;U ) → L2(R+;Y ). We abuse notation
and use the symbol H to represent any of these maps. Let ‖H‖1 (‖H‖2) denote
the Hankel (operator) norm of a Hankel operator H satisfying (A) considered as an
operator on L1 (L2). The key estimates
(4.18) ‖H‖1, ‖H‖2 ≤ ‖h‖1,
which we shall make frequent use of, are proven in [13, Appendix 1, p. 895].
We ﬁrst prove that H is a bounded operator W 1,1(R+;U ) → W 1,1(R+;Y ) and
for this we need the following formula for the derivative of the Hankel operator given
by (2.1):
(4.19) (Hf)′ = −hf(0)−Hf˙ ∀ f ∈ W 1,1(R+;U ),
noting that we use both notations g˙ and g′ to denote the ﬁrst derivative of g. We recall
Remark 4.1 in that we always choose continuous representatives of W 1,1 functions to
understand point evaluations such as those in (4.19). The derivation of (4.19) is given
in [13, Appendix 1]. For f ∈ W 1,1 we consider
(4.20) ‖Hf‖1,1 = ‖Hf‖1 + ‖(Hf)′‖1.
The ﬁrst term on the right-hand side of (4.20) is clearly bounded by
(4.21) ‖H‖1 · ‖f‖1 ≤ ‖h‖1 · ‖f‖1,1,
where we have used the bound (4.18). We now estimate the second term on the
right-hand side of (4.20). From the formula for the derivative (4.19) we see that
‖(Hf)′‖1 ≤ ‖h(·)f(0)‖1 + ‖Hf˙‖1 ≤ ‖h‖1 · ‖f(0)‖U + ‖H‖1 · ‖f˙‖1
≤ ‖h‖1 · ‖f‖∞ + ‖H‖1 · ‖f˙‖1 ≤ 2‖h‖1 · ‖f‖1,1,(4.22)
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where we have used the estimates (4.18) and (4.1). Inserting (4.21) and (4.22) into
(4.20) we obtain
(4.23) ‖Hf‖1,1 ≤ 3‖h‖1 · ‖f‖1,1,
and so H : W 1,1 → W 1,1 is well-deﬁned and bounded. To prove compactness let
(fn)n∈N ⊆ W 1,1 denote a bounded sequence inW 1,1, which is therefore also a bounded
sequence in L1. Since H : L1 → L1 is compact, there exists a convergent and so
Cauchy (in L1) subsequence (Hfτ1(n))n∈N ⊆ L1. The sequence (f˙τ1(n))n∈N is bounded
in L1 and so by the same argument, (Hf˙τ1(n))n∈N has a convergent and hence Cauchy
subsequence denoted (Hf˙τ2(n))n∈N. Observe that the trace map
T : W 1,1(R+;U ) → U , T u = u(0),
is bounded and ﬁnite rank and so is compact. Therefore there exists a subsequence
of (Tfτ2(n) = fτ2(n)(0))n∈N, denoted by (Tfτ3(n))n∈N, that is convergent in U and so
Cauchy in U . We now compute for m,n ∈ N,
‖Hfτ3(n) −Hfτ3(m)‖1,1 = ‖Hfτ3(n) −Hfτ3(m)‖1 +
∥∥(Hfτ3(n) −Hfτ3(m))′∥∥1
≤ ‖Hfτ3(n) −Hfτ3(m)‖1 + ‖Hf˙τ3(n) −Hf˙τ3(m)‖1
+ ‖h‖1 · ‖fτ3(n)(0)− fτ3(m)(0)‖U ,(4.24)
where we have used the formula (4.19) for the derivative of Hfτ3. By construction
the right-hand side of (4.24) converges to zero. Thus, the sequence (Hfτ3(n))n∈N is
Cauchy in W 1,1 and so convergent, completing the proof that H : W 1,1 → W 1,1 is
compact.
We now focus our attention on the Hilbert space adjoint map H∗. First note that
h∗ ∈ L1(R+;B(Y ,U )) as
‖h∗‖1 =
∫
R+
‖h∗(t)‖B(Y ,U ) dt =
∫
R+
‖h(t)‖B(U ,Y ) dt = ‖h‖1,
where h∗(t) = (h(t))∗. A short calculation shows that H∗ : L2(R+;Y ) → L2(R+;U )
is indeed given by (4.17) and so H∗ certainly satisﬁes (A) with U and Y interchanged
and h replaced by h∗. The operator H∗ is compact L2(R+;Y ) → L2(R+;U ) and
W 1,1(R+;Y ) → W 1,1(R+;U ) for the same reasons that H is. The claims for the
Schmidt pairs (v, w) of H now follow from Lemma 4.6, with
(4.25)
B =BU = W
1,1(R+;U ), H =HU = L
2(R+;U ), T = H∗H,
and B =BY = W
1,1(R+;Y ), H =HY = L
2(R+;Y ), T = HH∗
for v and w, respectively. In both cases we use that T is symmetric with respect to
〈·, ·〉L2 , that the closure of W 1,1 in L2 is L2, and that as T is compact (in both B
and H ), σ(T ) = σp(T ) ∪ {0}, where σp denotes the point spectrum.
Lemma 4.10. Let H denote a Hankel operator satisfying (A) and choose (hm)m∈N ⊆
L1(R+;B(U ,Y )) such that
(4.26) hm
L1−−→ h, as m → ∞.
Deﬁning the operators Hm by (4.2), there exist constants C1, C2 > 0 such that, for
m ∈ N suﬃciently large,
‖H∗H −H∗mHm‖1,1 ≤ C1‖h− hm‖1,(4.27)
‖HH∗ −HmH∗m‖1,1 ≤ C2‖h− hm‖1.(4.28)
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Thus H∗mHm and HmH
∗
m converge uniformly to H
∗H and HH∗, respectively, on W 1,1
as m tends to inﬁnity.
Proof. By construction Hm satisfy (A) with h replaced by hm and so the con-
clusions of Lemma 4.9 hold for Hm, H
∗
m and the Schmidt pairs of Hm. We prove the
estimate (4.27); the proof of (4.28) is similar and is thus omitted. For v ∈ W 1,1
consider
‖(H∗H −H∗mHm)v‖1,1 ≤ ‖H∗‖1,1 · ‖(H −Hm)v‖1,1
+ ‖H∗ −H∗m‖1,1 · ‖Hmv‖1,1.(4.29)
To bound (4.29) we use (4.23) and its versions for H∗, Hm, H∗ and the diﬀerences
H −Hm and H∗ −H∗m, namely,
‖H∗‖1,1 ≤ 3‖h∗‖1 = 3‖h‖1, ‖(H −Hm)v‖1,1 ≤ 3‖h− hm‖1 · ‖v‖1,1,
‖Hmv‖1,1 ≤ 3‖hm‖1 · ‖v‖1,1, ‖H∗ −H∗m‖1,1 ≤ 3‖h− hm‖1.
Applying these bounds in (4.29) gives
‖(H∗H −H∗mHm)v‖1,1 ≤ 3(‖h‖1 + ‖hm‖1) · ‖h− hm‖1 · ‖v‖1,1,
≤ 3(‖h‖1 + 2‖h‖1) · ‖h− hm‖1 · ‖v‖1,1, m suﬃciently large,
which proves (4.27).
We now have all the ingredients to prove Theorem 4.4.
Proof of Theorem 4.4. (i) Follows immediately from Lemma 4.9 applied to Hm.
(iii) From Lemma 4.9 we have H , Hm compact L
2(R+;U ) → L2(R+;Y ). Ap-
plying the estimate (4.18) it follows that
‖H −Hm‖2 ≤ ‖h− hm‖1,
and soHm converges uniformly toH on L
2 asm → ∞. Therefore, by [26, Lemma 10.21],
the distinct singular values σ
(m)
k of Hm with corresponding multiplicities p
(m)
k con-
verge as in (4.3) and moreover we can choose orthonormal Schmidt pairs of Hm that
converge in L2 to (a basis of) orthonormal Schmidt pairs of H as claimed.
(ii) The result of Lemma 4.10 combined with the L2 convergence established in
(iii) implies that all the hypotheses of Lemma 4.8 hold with T,B, and H given
by (4.25) and Tm = H
∗
mHm (respectively, Tm = HmH
∗
m). Therefore we obtain
convergence of a subsequence of the Schmidt pairs in BU (and BY ) which gives the
desired convergence in W 1,1. We use an induction and diagonal sequence argument
to obtain the existence of a single subsequence along which every Schmidt vector
converges. Speciﬁcally, using the above argument we ﬁnd a subsequence (τ1(m))m∈N
along which
v
(τ1(m))
i,q
W 1,1−−−→ v1,r,
w
(τ1(m))
i,q
W 1,1−−−→ w1,r
⎫⎬
⎭ ∀ i ∈ {1, 2, . . . , l1}, ∀ q, r.
Using the above argument again we obtain a subsequence of (τ1(m))m∈N, denoted
(τ2(m))m∈N, such that
v
(τ1(m))
i,q
W 1,1−−−→ v2,r,
w
(τ1(m))
i,q
W 1,1−−−→ w2,r
⎫⎬
⎭ ∀ i ∈ {l1 + 1, 2, . . . , l2}, ∀ q, r.
By repeating this process we obtain a sequence of subsequences indexed by τn(m),
and taking the diagonal sequence (τm(m))m∈N gives the desired result.
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4.1. Relation to earlier work. We brieﬂy explore the consequences of the
extra assumptions in [13] on both H and its Schmidt pairs. The key diﬀerence is
whether h ∈ L2 or not. Recall that Example 2.6 contains a physically motivated
example where h ∈ L2.
Lemma 4.11. Let H denote a Hankel operator satisfying (A). The following are
equivalent:
(1) h ∈ L2(R+;B(U ,Y ));
(2) H : W 1,2(R+;U ) → W 1,2(R+;Y ) is compact.
If either (1) or (2) above hold then
(3) every Schmidt pair (v, w) of H satisﬁes v ∈ W 1,2(R+;U ), w ∈ W 1,2(R+;Y ).
If additionally the vectors (vi,k(0))
1≤k≤pi
i∈N span U then (3) implies (1).
Remark 4.12. The assumption (vi,k(0))
1≤k≤pi
i∈N span U is always the case if U is
one dimensional, as for every i ∈ N there always exists k such that vi,k(0) = 0. See
[6, Lemma 4.3] for a proof of this assertion when the singular values are simple and
[1, Theorem 7.2] for the general case.
Proof of Lemma 4.11. (1) ⇒ (2): The proof is similar to the proof that H is
compact on W 1,1 from Lemma 4.9, only now taking L2 norms instead of L1 norms.
Note that the same formula (4.19) holds for the derivative of Hf when f ∈ W 1,2.
(2) ⇒ (1): Rearranging the derivative formula (4.19) gives
(4.30) h(t)f(0) = −(Hf)′(t)− (Hf˙)(t) ∀ f ∈ W 1,2(R+;U ).
The right-hand side of (4.30) is in L2, and hence so is the left-hand side. Since U is
ﬁnite dimensional, it follows that h ∈ L2.
(1) or (2) ⇒ (3): This is analogous to Lemma 4.9 with W 1,1 replaced by W 1,2
and follows in the same way from Lemma 4.6.
Now we assume that (vi,k(0))
1≤k≤pi
i∈N span U .
(3) ⇒ (1): That h ∈ L2 follows readily from the derivative formula (4.30) with
f = vi,k as here
h(t)vi,k(0) = −(Hvi,k)′(t)− (Hv˙i,k)(t) = −σiw˙i,k(t)− (Hv˙i,k)(t).
The right-hand side is L2 and thus so is the left-hand side. Since this holds on a basis
for U we conclude that h ∈ L2 as required.
The signiﬁcance of the Schmidt vectors belonging to W 1,2 is that they belong to
the domain of the generator of a semigroup of a well-posed realization of H on L2.
We describe realizations in section 5.
As we might expect, when h ∈ L2 and is approximated by hm in both L1 and
L2, we also get convergence of the Schmidt pairs in W 1,2 which is described in the
following corollary.
Corollary 4.13. Let H denote a Hankel operator satisfying (A) and suppose
additionally that h ∈ L2. If (hm)m∈N are chosen such that
(4.31) hm
L1,L2−−−−→ h, as m → ∞,
and Hm are given by (4.2) then all the conclusions of Theorem 4.4 hold. Moreover,
the choice of Schmidt pairs of Hm in Theorem 4.4 converge to the Schmidt pairs of
H in W 1,2 as well as the senses already established in (4.4).
Proof. The proof is the same as that of Theorem 4.4 only with the Banach spaces
BZ in (4.25) replaced by
(4.32) B˜Z := W
1,2 ∩W 1,1(R+;Z ), ‖ · ‖B˜Z := ‖ · ‖1,2 + ‖ · ‖1,1, Z ∈ {U ,Y }.
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Here we restrict attention to B˜U , H
∗H , and H∗mHm. Arguing as in Lemma 4.9 and
using Lemma 4.11, it follows thatH∗H andH∗mHm are compact on B˜U . Furthermore,
a calculation shows that there exists constants C3, C4 > 0 such that
‖H∗H −H∗mHm‖B(B˜U) ≤ C3‖h− hm‖1 + C4‖h− hm‖2.
Assumption (4.31) implies that H∗mHm converges uniformly to H∗H on B˜U as m
tends to inﬁnity. The rest of the proof proceeds as before, just noting that convergence
in B˜U implies convergence in W
1,1 and W 1,2 via (4.32).
Remark 4.14. In [13] the authors choose sequences of partial sums of the Coifman
and Rochberg decompositions (see Proposition 3.4) as approximations of h and G.
This guarantees nuclear convergence of the Hankel operators, and so L1 convergence of
the kernels and H∞ convergence of the transfer functions (see the inequalities (6.3) for
a proof of these assertions). In [13, Lemma 4.2], the authors tweak the approximating
sequence Gm by setting
Fm(s) :=
Gm(s)
1 + εms
, m ∈ N,
for some sequence of positive numbers (εm)m∈N converging to zero. The sequence
(Fm)m∈N converges to G in the above senses, but also in H2. Therefore the impulse
responses converge in L1 and L2. We remark in section 5.4 how L2 convergence
of the impulse responses is used in [13]. We remark here though that in light of
Corollary 4.13, it follows that the Schmidt pairs of the Hankel operators corresponding
to Fm converge in W
1,2 to those of the Hankel operator corresponding to G.
Remark 4.15. In [13] the space of absolutely continuous, uniformly bounded
functions with distributional derivatives in L1 is used and denoted by C1 with the
norm
‖f‖C1 := ‖f‖∞ + ‖f˙‖1.
The space C1 is also used by Adamjan, Arov, and Kre˘ın in [1]. The estimate (4.1)
shows that W 1,1 is continuously embedded into C1. As such we recover from Lemma
4.9 that the Schmidt pairs of a Hankel operator satisfying (A) also belong to C1.
Additionally, under the assumptions of Theorem 4.4, from that result we see that
the Schmidt pairs of Hm converge in C
1 to Schmidt pairs of H . We have chosen to
use W 1,1 instead of C1 as W 1,1 is the domain of the main operator of the exactly
observable shift realization on L1, the realization we use to deﬁne truncated systems
in terms of Schmidt pairs.
5. Realizations and truncated realizations of integral Hankel operators.
Here we describe realizations of bounded Hankel operators of the integral form (2.1)
with L1 kernel. We also describe truncations of these realizations, and make precise
what we mean by the reduced order system obtained by balanced truncation. Our
ultimate aim is to prove Theorem 2.4 and also to provide the ingredients to prove
Theorem 2.3. We prove Theorem 2.4 by ﬁnding a realization of Gmn that converges
to a realization of Gn. We have a similar strategy to that of [6] and [13], in that we
seek a realization that we can describe in terms of the Schmidt pairs of the Hankel
operator. Our novel approach is then to use the W 1,1 convergence of the Schmidt
pairs established in section 4. Propositions 5.10 and 5.12 are the main results of this
section; the former is a more detailed version of Theorem 2.4 and describes convergence
properties of approximate balanced truncations to the exact balanced truncation. The
latter describes properties of the reduced order system.
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We remind the reader that a version of Theorem 2.4 has been proven for a speciﬁc
approximation in [13] under the stronger assumptions listed in section 2.1. We are
only assuming that the Hankel operator satisﬁes (A) from section 4 and seek to derive
convergence in H∞ of any approximate sequence of reduced order transfer functions
Gmn , satisfying hm → h in L1 as m → ∞, to the exact reduced order transfer function
Gn.
We brieﬂy recap well-posed linear systems and realizations. Well-posed linear
systems on L2 date back to the work of Salamon [34, 35] and Weiss [38, 39]. We use
the notation
(5.1)
[
T Φ
Ψ F
]
on (Y ,X ,U )
to denote an Lp well-posed linear system for 1 ≤ p < ∞ with output space, state
space, and input space Y ,X , and U , respectively. Here T is a strongly continuous
semigroup, Φ is the input operator, Ψ is the output operator, and F is the input-
output operator. For example, if [A BC D ] are the generators of a ﬁnite-dimensional
input-state-output system then
T(t) = eAt, (Φu)(t) =
∫ t
0
eA(t−s)Bu(s) ds,
(Ψx0)(t) = Ce
Atx0, (Fu)(t) = Du(t) + C
∫ t
0
eA(t−s)Bu(s) ds,
⎫⎪⎪⎬
⎪⎪⎪⎭ t ≥ 0.
We will make use of many results from the monograph of Staﬀans [37] dedicated to
well-posed linear systems. We refer the reader to [37, section 2.8] for the precise
deﬁnition of (5.1) and how our notation is related to the notation of [37].
The term realization is usually understood as a realization of an input-output
(linear, time-invariant, causal) map on Lp, rather than of a Hankel operator. We
refer the reader to [37, Deﬁnition 2.6.3] for more details. We remark, however, that a
system with impulse response h ∈ L1(R+;B(U ;Y )) has a transfer function which is
regular in the uniform topology with zero feedthrough by [37, Theorem 5.6.7]. Recall
from section 3 that the transfer function is only determined by the Hankel operator
up to an arbitrary constant, the feedthrough. By ensuring h ∈ L1 we have ﬁxed zero
feedthrough and so the Hankel operator completely determines the transfer function.
Therefore for the class of systems we consider, a realization of the transfer function
is equivalent to a realization of the Hankel operator.
Balanced realizations of a system with a Hankel operator satisfying the assump-
tions of section 2.1 are described in [6, section 2]. Output-normal realizations for the
same class of systems are described in [13, section 3]. More recently, output-normal
and balanced realizations have been described for L2 well-posed linear systems in
Staﬀans [37, Chapter 9].
We now describe the realization we use that is similar in eﬀect to an output-
normal realization, but instead has a Banach space state space. We are unable to
use the realizations in [6] or [13] as the impulse response is not necessarily in L2. We
describe in more detail in section 5.4 why this is important.
5.1. The exactly observable shift realization on L1. From [37, Exam-
ple 2.6.5 (ii)] any bounded Hankel operator H : L1(R+;U ) → L1(R+;Y ) given by
(2.1) has an L1 well-posed shift realization
(5.2)
[
S∗ H
I F
]
on (Y , L1(R+;Y ),U ),
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called the exactly observable shift realization on L1, where F is the input-output map,
which by the above discussion is determined entirely by the Hankel operator. The
semigroup S∗ is the left-shift semigroup on L1(R+;Y ), deﬁned analogously to that in
Deﬁnition 3.2. The generating operators of the realization (5.2) are given by the next
lemma.
Lemma 5.1. Let H denote a Hankel operator satisfying (A). The generating
operators (A,B,C) of the exactly observable shift realization (5.2) of H are
A : D(A) → L1(R+;Y ), Aw = w˙, w ∈ D(A) = W 1,1(R+;Y ) ,(5.3)
B : U → L1(R+;Y ), Bu = h(·)u, u ∈ U ,(5.4)
C : D(A) → Y , Cx = x(0), x ∈ D(A) .(5.5)
Proof. By [37, Example 3.2.3 (ii)] the operator A given in (5.3) is the generator
of the left shift semigroup S∗. Similarly, by [37, Example 4.4.6] the operator C in
(5.5) is the observation operator of (5.2). To ﬁnd the control operator ﬁrst note that
B deﬁned in (5.4) is certainly bounded as h ∈ L1. The (extended) input map of the
system with generators (A,B) is (formally) given by
L1(R+;U )  u → Φ∞u =
∫
R+
S∗(s)Bu(s) ds.
Using the formula (5.4) we see that for u ∈ L1 and t ≥ 0
(Φ∞u)(t) =
[∫
R+
S∗(s)Bu(s) ds
]
(t) =
∫
R+
h(t+ s)u(s) ds = (Hu)(t),
that is, Φ∞ is well-deﬁned as it is equal to the Hankel operator H , which is the
input map for the realization (5.2). Since the control operator in B(U , L1(R+;Y ))
is unique, it follows that B deﬁned by (5.4) must be the control operator for the
realization (5.2).
Remark 5.2. The exactly observable shift realization (5.2) is generally not ap-
proximately controllable, and so not minimal. However, by [37, Theorem 9.1.9 (i)] we
can obtain a minimal realization from (5.2) by changing (reducing) the state space
to imH , the reachable subspace, instead. That (5.2) is not necessarily controllable is
not an issue, as we shall see in section 5.2 that the truncation method gives rise to a
minimal ﬁnite-dimensional system.
We need the following “adjoint” operators to those of Lemma 5.1.
Lemma 5.3. Let H denote a Hankel operator satisfying (A) and let A,B denote
the generating operators from Lemma 5.1. The operators deﬁned by
(5.6)
A∗ : D(A∗) → L1(R+;Y ), A∗w = −w˙, w ∈ D(A∗) = W 1,10 (R+;Y ) ,
B∗ : D(A) → U , B∗x = (H∗x)(0), x ∈ D(A) ,
are adjoint to A and B in the sense that
(5.7)
〈Ax, y〉L2 = 〈x,A∗y〉L2 ∀x ∈ D(A), ∀ y ∈ D(A∗),
〈Bu, x〉L2 = 〈u,B∗x〉U ∀u ∈ U , ∀ x ∈ D(A).
The above L2 inner products are understood as the duality pairing of L1 and L∞ (the
latter containing W 1,1). Recall here that D(A) = W 1,1(R+;Y ).
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Proof. For the adjoint property (5.7) beteen A and A∗ the key calculation is
〈Ax, y〉L2 = 〈x˙, y〉L2 = [〈x(t), y(t)〉Y ]∞0 − 〈x, y˙〉L2 ,
where we have integrated by parts. Now using that x ∈ W 1,1,
〈Ax, y〉L2 = −〈x(0), y(0)〉Y − 〈x, y˙〉L2 = −〈x, y˙〉L2 = 〈x,A∗y〉L2
when y ∈ D(A∗) = W 1,10 (R+;Y ). We now consider B∗, which is certainly well-deﬁned
on its domain as for x ∈ D(A)
‖B∗x‖U = ‖(H∗x)(0)‖U ≤ ‖h∗‖1 · ‖x‖∞ ≤ ‖h‖1 · ‖x‖1,1.
To see the adjoint property (5.7)
〈Bu, x〉L2 =
∫
R+
〈h(s)u, x(s)〉Y ds =
〈
u,
∫
R+
h∗(s)x(s) ds
〉
U
= 〈u, (H∗x)(0)〉U = 〈u,B∗x〉U .
5.2. Truncations of the exactly observable shift realization. The follow-
ing lemma and deﬁnition forms a more detailed version of Deﬁnition 2.2.
Lemma 5.4. Let (wi,k)
1≤k≤pi
i∈N denote an orthonormal basis of Schmidt vectors of
a Hankel operator satisfying (A). For n ∈ N deﬁne
(5.8) Xn := span {wi,k | 1 ≤ i ≤ n, 1 ≤ k ≤ pi} ,
which is a closed subspace of L1, W 1,1, and L2. We use the notation X 1n , X
1,1
n , and
X 2n to denote Xn considered as a subspace of L
1, W 1,1, and L2, respectively. Then
there exist complementary subspaces Z 1n , Z
1,1
n , and Z
2
n such that
L1(R+;Y ) =X 1n ⊕Z 1n ,
W 1,1(R+;Y ) =X 1,1n ⊕Z 1,1n ,
L2(R+;Y ) =X 2n ⊕Z 2n ,
and these decompositions are all orthogonal with respect to the L2 inner product or
duality product as appropriate. There exist continuous projections
Pn : L
2(R+;Y ) →X 2n , Qn : = I − Pn : L2(R+) → Z 2n ,
Pn : W
1,1(R+;Y ) →X 1,1n , Qn : = I − Pn : W 1,1(R+) → Z 1,1n ,
Pn : L1(R+;Y ) →X 1n , Qn : = I − Pn : L1(R+) → Z 1n ,
where Pn is a restriction of Pn and Pn is the continuous extension of Pn. Each
projection Pn, Pn, and Pn is given by
(5.9) x →
n∑
i=1
pi∑
k=1
〈wi,k, x〉L2wi,k
on its domain. The projections Pn,Qn, Pn and Qn satisfy the self-adjoint-like rela-
tions
〈x,Pny〉L2 = 〈Pnx, y〉L2 ,
〈x,Qny〉L2 = 〈Qnx, y〉L2
}
∀ x, y ∈ L1(R+;Y ),(5.10)
〈x, Pny〉L2 = 〈Pnx, y〉L2 ,
〈x,Qny〉L2 = 〈Qnx, y〉L2
}
∀ x, y ∈ W 1,1(R+;Y ).(5.11)
The L2 inner products in (5.10) are understood as the duality pairing.
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Proof. We do not give the full proof as it is reasonably elementary. Interested
readers should consult Guiver [17, Appendix B]. The decomposition of L2 follow
from the usual orthogonal decomposition. Since Xn ⊆ W 1,1 ⊆ L2 we obtain the
decomposition of W 1,1 by restriction. As W 1,1 ⊆ L1 we extend the decomposition
of W 1,1 by continuity to obtain that for L1. Brieﬂy, the self-adjointness properties
follow from the orthogonality of the decompositions with respect to the L2 inner
product.
We now have the ingredients to deﬁne what we mean by a balanced truncation.
Definition 5.5. Let (A,B,C) denote the generating operators from Lemma 5.1
of the realization (5.2) of a Hankel operator satisfying assumption (A). Using the
decompositions and projections of Lemma 5.4 we deﬁne the operators
(5.12) An := PnA|X 1,1n , Bn := PnB, Cn := C|X 1,1n .
The operators in (5.12) generate a ﬁnite-dimensional linear system on (Y ,Xn,U ),
called the reduced order system obtained by balanced truncation, or just the balanced
truncation, which we denote by
[
An Bn
Cn 0
]
. The function
(5.13) s → Gn(s) := Cn(sI −An)−1Bn ,
deﬁned and analytic on some right-half complex plane, is called the reduced order
transfer function obtained by balanced truncation.
Remark 5.6.
(i) For the operators deﬁned in (5.12) to make sense it is crucial that Xn ⊆
D(A) and that B is bounded; properties established in Lemmas 4.9 and 5.1,
respectively.
(ii) If G is irrational then H has inﬁnitely many nonzero (and thus positive)
singular values. The sequence of distinct singular values (σk)k∈N may or
may not be inﬁnite, as a given singular value may have inﬁnite multiplicity.
When additionally H is nuclear, however, (σk)k∈N has inﬁnitely many terms
and these values must converge to zero. In this case the truncation space
Xn in (5.8) and the balanced truncation
[
An Bn
Cn 0
]
from Deﬁnition 5.5 are
deﬁned for every n ∈ N. In this work our standing assumptions for balanced
truncation is that G is irrational and H is nuclear. To prove our results,
however, we shall use rational functions and their balanced truncations as
intermediate approximations. A transfer function J is rational precisely when
its Hankel operator HJ is ﬁnite rank and therefore its sequence of singular
values contains only ﬁnitely many nonzero terms. In this case the truncation
space and balanced truncation are only deﬁned for n ≤ N , where N is the
number of distinct singular values of HJ .
(iii) In Lemma 5.4 we deﬁne Xn as the direct sum of eigenspaces of H∗H corre-
sponding to the ﬁrst n eigenvalues, which are assumed from section 2, and
throughout this work, the n largest eigenvalues. Recall that the square roots
of the eigenvalues of H∗H are the singular values of H . Keeping the largest
singular values in the truncated system, and omitting the rest, is essential
for a tighter error bound in (2.4). In principle, however, we could deﬁne a
truncated system as in Deﬁnition 5.5 by restricting and projecting onto any
sum of eigenspaces.
Remark 5.7. We now drop the distinction X 1n , X
1,1
n , X
2
n and simply consider
An as an operator An : Xn → Xn, where Xn is still given by (5.8) and is equipped
with the L2 inner product, so that (Xn, ‖ · ‖2) is a ﬁnite-dimensional Hilbert space.
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Remark 5.8. Let u := dimU and y := dimY and choose orthonormal bases
(yi)
y
i=1, (wi,k)
1≤k≤pi
1≤i≤n , and (ui)
u
i=1 for Y ,Xn, and U , respectively. Then the operators
(An, Bn, Cn) in (5.12) have (block) matrix representations with respect to the above
bases:
(5.14)
A(n) := (Aij)ni,j=1, Aij ∈ Cpi×pj , (Aij)kl = 〈wi,k, w˙j,l〉L2 ,
B(n) := (Bi)ni=1, Bi ∈ Cpi×u, (Bi)kl = 〈σivi,k(0), ul〉U ,
C(n) := (Ci)ni=1, Ci ∈ Cy×pi , (Ci)kl = 〈yk, wi,l(0)〉Y .
We recall the deﬁnition of a stable and output-normal realization for ﬁnite-
dimensional systems. The latter concept extends to inﬁnite-dimensional systems,
but we do not need it for our purposes.
Definition 5.9. Let [ A BC D ] denote a minimal realization of a rational transfer
function. We say that
(i) A or [ A BC D ] is stable if A is asymptotically stable, that is, every eigenvalue of
A has negative real part, and
(ii) [A BC D ] is output normal if the observability Gramian is the identity.
We now have the ingredients to state and prove the ﬁrst of our two main results
of this section. Both of these results are used in the proof of the error bound of
Theorem 2.3. Proposition 5.10 below is a more detailed version of Theorem 2.4 and
describes convergence properties of approximate balanced truncations to the exact
balanced truncation.
Proposition 5.10. Let H denote a Hankel operator satisfying assumption (A)
with transfer function G. Choose orthonormal bases (yi)
y
i=1 and (ui)
u
i=1 for Y and
U , respectively, where y = dimY and u = dimU . Let (hm)m∈N denote any sequence
in L1(R+;B(U ;Y )), chosen such that hm → h in L1 as m → ∞. Let (Gm)m∈N
denote the sequence of transfer functions each with impulse response hm and let N (m)
denote the number of distinct singular values of the Hankel operator of Gm. Let
(Am, Bm, Cm) denote the generators from Lemma 5.1 of the exactly observable shift
realization (5.2) of Gm. For n ∈ N and m ∈ N with n ≤ N (m), let (Amn , Bmn , Cmn )
denote the balanced truncation of Gm from Deﬁnition 5.5 on (Y ,Xmn ,U ), which is
well-deﬁned by Remark 5.6(ii). If the Schmidt vectors deﬁning Xmn are chosen as in
Theorem 4.4 then there exists a subsequence (τ(m))m∈N, such that the following hold:
(1) the matrix representations of A
τ(m)
n , B
τ(m)
n , and C
τ(m)
n with respect to the
bases
(yi)
y
i=1, (w
(τ(m))
i,k )
1≤k≤p(τ(m))i
1≤i≤ln , and (ui)
u
i=1 for Y , X
τ(m)
n , and U
converge elementwise to matrix representations of An, Bn, and Cn with re-
spect to the bases
(yi)
y
i=1, (wi,k)
1≤k≤pi
1≤i≤n , and (ui)
u
i=1 for Y , Xn, and U .
The operators An, Bn, and Cn are truncated operators from Deﬁnition 5.5 of
the exactly observable shift realization (5.2) for H;
(2) letting G
τ(m)
n and Gn denote the reduced order transfer functions obtained by
balanced truncation from Gτ(m) and G, respectively, then
(5.15) Gτ(m)n
H∞−−→ Gn, as m → ∞.
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Remark 5.11.
(i) Under the assumptions of Proposition 5.10, if additionally the singular values
of H are simple, then all the convergence in Proposition 5.10 holds without
needing a subsequence.
(ii) For ease of presentation, we only prove the ﬁrst claim of Proposition 5.10
in the case when the singular values of H and Hm (the Hankel operator
with kernel hm) are simple. A proof of the general case can be found in
[17, Proposition 5.3.9]. In either case our strategy is the same: to prove
the convergence in (1) by proving componentwise convergence of the matrix
representations of Amn , B
m
n , and C
m
n from Remark 5.8. The notation in the
general case, however, becomes so cumbersome as to obscure the argument.
Proof of Proposition 5.10. From Theorem 4.4 and Remark 4.5(ii) every Schmidt
vector of Hm converges in L
2 and W 1,1 to a Schmidt vector of H . Thus for every
k ∈ N,
(5.16)
v
(m)
k
W 1,1−−−→ vk,
w
(m)
k
W 1,1−−−→ wk,
as m → ∞.
Furthermore, from Theorem 4.4 for n ∈ N and 1 ≤ k ≤ n, the wk form an orthonormal
(in L2) basis forXn given by (5.8). Deﬁne matrices (A(n),B(n), C(n)) by (5.14), with
entries in terms of the above W 1,1 limits. Since these W 1,1 limits are Schmidt pairs
of H , it follows that (A(n),B(n), C(n)) are the matrix representations (with respect
to the bases (yi)
y
i=1, (wi)
n
i=1, and (ui)
u
i=1) of An, Bn, and Cn, respectively.
Under the assumption that the singular values are simple, the formulas (5.14)
simplify to
(5.17)
A(n) ∈ Cn×n, (A(n))ij = 〈wi, w˙j〉L2 ,
B(n) ∈ Cn×u, (B(n))ij = 〈σivi(0), uj〉U ,
C(n) ∈ Cy×n, (C(n))ij = 〈yi, wj(0)〉Y .
The truncations (Amn , B
m
n , C
m
n ) of (A
m, Bm, Cm) from Deﬁnition 5.5 have matrix
representations (Am(n),Bm(n), Cm(n)), as in (5.14). Again these simplify to
(5.18)
Am(n) ∈ Cn×n, (Am(n))ij = 〈w(m)i , w˙(m)j 〉L2 ,
Bm(n) ∈ Cn×u, (Bm(n))ij = 〈σ(m)i v(m)i (0), uj〉U ,
Cm(n) ∈ Cy×n, (Cm(n))ij = 〈yi, w(m)j (0)〉Y .
We prove that the matrices in (5.18) converge elementwise to (5.17) which proves the
ﬁrst claim. We have for 1 ≤ i, j ≤ n
|(A(n))ij − (Am(n))ij | = |〈wi, w˙j〉L2 − 〈w(m)i , w˙(m)j 〉L2 |
≤ ‖wi − w(m)i ‖∞ · ‖w˙j‖1 + ‖w(m)i ‖∞ · ‖w˙j − w˙(m)j ‖1
by the Ho¨lder inequality. Thus by (5.16)
|(A(n))ij − (Am(n))ij | ≤ ‖wi − w(m)i ‖1,1 · ‖wj‖1,1 + ‖w(m)i ‖1,1 · ‖wj − w(m)j ‖1,1
→ 0, as m → ∞, by (5.16).
MODEL REDUCTION FOR NUCLEAR HANKEL OPERATORS 1389
Next consider for 1 ≤ i ≤ n, 1 ≤ j ≤ u,
|(B(n))ij − (Bm(n))ij | =
∣∣∣〈σivi(0), uj〉U − 〈σ(m)i v(m)i (0), uj〉U ∣∣∣
≤ |σ(m)i | · ‖v(m)i (0)− vi(0)‖U · ‖uj‖U
+ |σ(m)i − σi| · ‖vi(0)‖U · ‖uj‖U
by the Cauchy–Schwarz inequality. Hence for m suﬃciently large
|(B(n))ij − (Bm(n))ij | ≤ 2|σi| · ‖v(m)i − vi‖1,1 + |σ(m)i − σi| · ‖vi‖1,1
→ 0, as m → ∞.
The convergence of (Cm(n))ij to (C(n))ij is proved similarly.
The second claim, the convergence in (5.15), follows once Proposition 5.10(1) is
established, as in the proof of [13, Lemma 4.4].
5.3. Properties of the balanced truncation and Lyapunov equations.
We now state and prove the second main result of section 5, which describes properties
of the balanced truncation.
Proposition 5.12. Let H denote a Hankel operator satisfying assumption (A)
with transfer function G and let Gn denote the transfer function obtained by balanced
truncation of G. The realization
[
An Bn
Cn 0
]
on (Y ,Xn,U ) of Gn from Deﬁnition 5.5
is minimal, stable, and output normal. Moreover, the Hankel singular values of the
balanced truncation are the ﬁrst n singular values of H, with the same multiplicities.
The proof of Proposition 5.12 is conceptually very similar to that of Pernebo
and Silverman [31] for Lyapunov balanced truncation for ﬁnite-dimensional systems.
A proof in the ﬁnite-dimensional case can also be found in Green and Limebeer
[16, Lemma 9.4.1]. The broad idea is to derive some Lyapunov equations that the
truncated operators An, Bn, Cn and their adjoints satisfy. From here we prove An is
stable and then the claims that
[
An Bn
Cn 0
]
is minimal and output normal follow from
standard ﬁnite-dimensional arguments. Since the operators to be truncated A,B, and
C are deﬁned on Banach spaces with some inherited Hilbert space structure, we argue
carefully and need to collect some technical results beforehand.
We ﬁrst make a remark on the notation we shall use from now on. Recall also
the interpretation of Xn from Remark 5.7 as a Hilbert space equipped with the L2
inner product.
Remark 5.13. Given a Hankel operator satisfying (A) let A,B,C denote the
operators from Lemma 5.1, and recall the decompositions and projections of Lemma
5.4. We deﬁne the decompositions
A =
[PnA|Xn PnA|Z 1,1nQnA|Xn QnA|Z 1,1n
]
=:
[
A11 A12
A21 A22
]
,(5.19)
B =
[PnB
QnB
]
=:
[
B1
B2
]
,(5.20)
C =
[
C|Xn C|Z 1,1n
]
=:
[
C1 C2
]
,(5.21)
so that An = A11, Bn = B1, and Cn = C1.
Lemma 5.14. Given the operators and decompositions of Lemmas 5.1 and 5.4
and the notation of Remark 5.13, let A2 ∗11 : Xn → Xn denote the (Hilbert space)
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adjoint of A11 so that
(5.22) 〈x,A11y〉L2 = 〈 A2 ∗11x, y〉L2 ∀ x, y ∈Xn.
The operator A2 ∗11 is an extension of
A1 ∗11 := PnA∗|Xn∩D(A∗) :Xn ∩D(A∗) →Xn,
where A∗ is the (adjoint) operator from Lemma 5.3. Therefore A1 ∗11 ⊆ A2 ∗11, which
are equal on Xn ∩D(A∗), and for simplicity we denote both of these operators by A∗11
on Xn ∩D(A∗). Deﬁning the restrictions
B∗1 := B
∗|Xn : Xn → U , B∗2 := B∗|Z 1,1n : Z 1,1n → U ,
the Hilbert space adjoint of B∗1 is B1 = PnB : U →Xn, so that
(5.23) 〈x,B1u〉L2 = 〈B∗1x, u〉U ∀ u ∈ U , ∀ x ∈Xn.
Proof. For x, y ∈ Xn
〈x,Ay〉L2 = 〈Pnx,A|Xny〉L2 = 〈x,PnA|Xny〉L2 by (5.10),
= 〈x,A11y〉L2 .(5.24)
If additionally x ∈ D(A∗) then by the adjoint property (5.7)
〈x,Ay〉L2 = 〈A∗x, y〉L2 = 〈A∗|Xn∩D(A∗)x,Pny〉L2 ,
= 〈PnA∗|Xn∩D(A∗)x, y〉L2 by (5.10),
= 〈 A1 ∗11x, y〉L2 .(5.25)
Comparing (5.24) and (5.25) we obtain
(5.26) 〈x,A11y〉L2 = 〈 A1 ∗11x, y〉L2 ∀ x ∈Xn ∩D(A∗), ∀ y ∈ Xn.
The Hilbert space adjoint A2 ∗11 satisﬁes (5.22) by deﬁnition, and so the claims of the
lemma follow from (5.26) and the unicity of the Hilbert space adjoint.
To prove the claims for B∗1 it suﬃces to prove (5.23). Let u ∈ U , x ∈Xn so that
〈B∗1x, u〉U = 〈B∗x, u〉U = 〈x,Bu〉U by (5.7),
= 〈Pnx,Bu〉U = 〈x,PnBu〉U by (5.10),
= 〈x,B1u〉U ,
and so the result follows by the unicity of the Hilbert space adjoint of B∗1 .
Definition 5.15. Given the operators of Lemma 5.1 and decompositions of
Lemma 5.4, recall the operator A12 from Remark 5.13, given by
A12 = PnA|Z 1,1n : Z 1,1n →Xn.
We denote by A∗12 the operator QnA∗|Xn∩D(A∗) :Xn ∩D(A∗) → Z 1n .
Remark 5.16. It can be proven that A∗12 from Deﬁnition 5.15 satisﬁes
(5.27) 〈x,A12y〉L2 = 〈A∗12x, y〉L2 ∀ x ∈Xn ∩D(A∗), ∀ y ∈ D(A),
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explaining the notation. We do not need this fact for our argument and so omit the
proof.
In the next lemma we collect several Lyapunov equations which the operators
HH∗, A,B,C,A∗, and B∗ and their truncations satisfy.
Lemma 5.17. Let H denote a Hankel operator satisfying (A) and let L :=
HH∗, which recall is a compact operator L1(R+;Y ) → L1(R+;Y ), L2(R+;Y ) →
L2(R+;Y ), and W 1,1(R+;Y ) → W 1,1(R+;Y ). Then L satisﬁes
(5.28) 〈x, Ly〉L2 = 〈Lx, y〉L2 ∀ x ∈ W 1,1(R+;Y ), ∀ y ∈ L1(R+;Y ),
and
QnL|Xn = 0,(5.29)
PnL|Z 1n = 0.(5.30)
Deﬁne the decomposition
(5.31) L =
[PnL|Xn PnL|Z 1nQnL|Xn QnL|Z 1n
]
=:
[
L1 0
0 L2
]
.
Let A,B,C,A∗, B∗ denote the operators from Lemmas 5.1 and 5.3. Then the following
equations hold on D(A∗):
A∗ +A = 0,(5.32)
AL + LA∗ +BB∗ = 0,(5.33)
and their related inner-product versions hold:
〈Av,w〉L2 + 〈v,Aw〉L2 + 〈Cv,Cw〉Y = 0 ∀ v, w ∈ D(A),(5.34)
〈ALv,w〉L2 + 〈v,ALw〉L2 + 〈B∗v,B∗w〉Y = 0 ∀ v, w ∈ Xn.(5.35)
The L2 inner products in the above two equations are understood as the duality pairing
of L1 and L∞ (the latter containing W 1,1). The following truncated equations hold:
〈A11x, y〉L2 + 〈x,A11y〉L2 + 〈C1x,C1y〉Y = 0 ∀ x, y ∈ Xn,(5.36)
〈A11L1x, y〉L2 + 〈x,A11L1y〉L2 + 〈B∗1x,B∗1y〉Y = 0 ∀ x, y ∈ Xn,(5.37)
where A11, B1, B
∗
1 , C1 are the operators from Remark 5.13 and Lemma 5.14. The
following truncated operator equations hold on Xn ∩D(A∗):
A∗12 +A21 = 0,(5.38)
A11L1 + L1A
∗
11 +B1B
∗
1 = 0,(5.39)
A21L1 + L2A
∗
12 +B2B
∗
1 = 0.(5.40)
Moreover, the following truncated operator equations hold on Xn:
A2 ∗11 +A11 + C
2 ∗
1C1 = 0,(5.41)
L1 A
2 ∗
11 +A11L1 +B1B
∗
1 = 0.(5.42)
The above operators are given by Remark 5.13, Lemma 5.14, Deﬁnition 5.15, and
C2 ∗1 : Y →Xn is the Hilbert space adjoint of C1.
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Proof. The equalities are proven in order. Both sides of (5.28) make sense and
are ﬁnite as
x ∈ W 1,1 ⇒ Lx ∈ W 1,1 ⊆ L∞ and y ∈ L1 ⇒ Ly ∈ L1,
and so both sides of (5.28) are the pairing of an element of W 1,1 and an element of
L1. To prove (5.28) let x ∈ W 1,1 and y ∈ L1. Then as W 1,1 is dense in L1 there
exists a sequence (ym)m∈N ⊆ W 1,1 such that
ym
L1−−→ y, as m → ∞.
By Remark 4.1 (ii), W 1,1 ⊆ L2 and so x and ym are elements of L2. As L : L2 → L2
is self-adjoint on L2,
〈x, Ly〉L2 = lim
m→∞〈x, Lym〉L2 = limm→∞〈Lx, ym〉L2 = 〈Lx, y〉L2 ,
where we have used the continuity of L on L1 and of the duality product.
We now prove (5.29) and (5.30). Observe that Xn is the sum of the eigenspaces
of L corresponding to the ﬁrst n eigenvalues, so is L-invariant and thus (5.29) holds.
To prove (5.30) consider x ∈Xn and y ∈ Z 1n , so that Qny = y and thus
〈Lx, y〉L2 = 〈L|Xnx,Qny〉L2 = 〈QnL|Xnx, y〉L2 by (5.10),
= 0 by (5.29).
Furthermore, by the self-adjointness of L in (5.28),
0 = 〈Lx, y〉L2 = 〈x, Ly〉L2 = 〈Pnx, L|Z 1n y〉L2 = 〈x,PnL|Z 1ny〉L2 by (5.10).
Therefore PnL|Z 1n y ∈ Xn and from the above is orthogonal to Xn. We infer that
PnL|Z 1n y = 0 ∀ y ∈ Z 1n ,
and so (5.30) holds.
We now prove the Lyapunov equations. Equation (5.32) is established trivially
given the deﬁnition of A∗ in Lemma 5.3. For (5.33), let x ∈ D(A∗) = W 1,10 and
t ∈ R+, so that from the derivative formula (4.19) for H∗x and Hx we compute
(AL+ LA∗)x(t) =
d
dt
(HH∗x)(t) −H(H∗x˙)(t)
= −h(t)(H∗x)(0)−H( d
dt
H∗x+H∗x˙︸ ︷︷ ︸
=−h∗(·)x(0)
)(t)
= −h(t)(H∗x)(0), as x(0) = 0,
= −(BB∗x)(t).
To establish (5.34) let v, w ∈ D(A) = W 1,1 and t ≥ 0, so that
〈v˙(t), w(t)〉Y + 〈v(t), w˙(t)〉Y = d
dt
〈v(t), w(t)〉Y .
Integrating both sides over R+ and using the fundamental theorem of calculus gives
〈Av,w〉L2 + 〈v,Aw〉L2 = −〈v(0), w(0)〉Y = −〈Cv,Cw〉Y ,
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which we can rearrange to give (5.34). To prove (5.35), note that wi,k, wj,r ∈ Xn are
eigenvectors of L and thus
(5.43) 〈ALwi,k, wj,l〉L2 + 〈wi,k, ALwj,l〉L2 = 〈σ2i w˙i,k, wj,l〉L2 + 〈wi,k, σ2j w˙j,l〉L2 .
A calculation now shows that
〈wi,k, σjw˙j,l〉L2 =
〈
wi,k,
d
dt
Hvj,l
〉
L2
= [〈wi,k(t), Hvj,l(t)〉Y ]∞0 − 〈w˙i,k, Hvj,l〉L2
= −〈wi,k(0), Hvj,l(0)〉Y − 〈H∗w˙i,k, vj,l〉L2
= −〈h∗(·)wi,k(0), vj,l〉L2 − 〈H∗w˙i,k, vj,l〉L2
= 〈−h∗(·)wi,k(0)−H∗w˙i,k, vj,l〉L2
=
〈
d
dt
H∗wi,k, vj,l
〉
L2
,(5.44)
= σi〈v˙i,k, wj,l〉L2 ,(5.45)
where we have used the derivative formula for H∗ in (5.44), which is given by (4.19)
with h and H replaced by h∗ and H∗, respectively. Multiplying both sides of (5.45)
by σj implies that
(5.46) 〈wi,k, σ2j w˙j,l〉L2 = σiσj〈v˙i,k, vj,l〉L2 .
Interchanging the indices i and j and k and l, the same calculation to that above
gives
(5.47) 〈σ2i w˙i,k, wj,l〉L2 = σiσj〈vi,k, v˙j,l〉L2 .
Substituting (5.46) and (5.47) into (5.43) yields that
〈ALwi,k, wj,l〉L2 + 〈wi,k, ALwj,l〉L2 = σiσj(〈vi,k, v˙j,l〉L2 + 〈v˙i,k, vj,l〉L2)
=
∫
R+
d
dt
〈σivi,k(t), σjvj,l(t)〉U dt
= −〈σivi,k(0), σjvj,l(0)〉U ,
= −〈(H∗wi,k)(0), (H∗wj,l)(0)〉U
= −〈B∗wi,k, B∗wj,l〉U .(5.48)
Equation (5.35) now follows by noting that any x ∈ Xn can be expressed as a linear
combination of ﬁnitely many wi,k, and that (5.48) is sesquilinear.
To prove (5.36) we start from (5.34), considered for x, y ∈ Xn ⊆ D(A),
0 = 〈Ax, y〉L2 + 〈x,Ay〉L2 + 〈Cx,Cy〉Y
= 〈A|Xnx,Pny〉L2 + 〈Pnx,A|Xny〉L2 + 〈C|Xnx,C|Xny〉Y
= 〈PnA|Xnx, y〉L2 + 〈x,PnA|Xny〉L2 + 〈C|Xnx,C|Xny〉Y by (5.10),
which is (5.36). The proof of (5.37) is similar to that above, starting from (5.35).
To prove (5.38) we apply Qn to (5.32), and consider for x ∈ D :=Xn ∩D(A∗)
0 = Qn(A∗ +A)x = QnA∗|Dx+QnA|Xnx = A∗12x+A21x,
where we have used Deﬁnition 5.15 for A∗12.
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Next, for x ∈ D, applying Pn to (5.33) gives
(5.49) 0 = Pn(AL+ LA∗ +BB∗)x = PnAL|Xnx+ PnLA∗|Dx+B1B∗1x.
We consider the ﬁrst two terms on the right-hand side of (5.49) separately. First,
PnLA∗|D = PnL(Pn +Qn)A∗|D = PnL|Xn︸ ︷︷ ︸
=L1
PnA∗|D + PnL|Z 1,1n︸ ︷︷ ︸
=0 by (5.30)
QnA∗|D
= L1 A
1 ∗
11 = L1A
∗
11.(5.50)
Second,
(5.51) PnAL|Xn = PnA(Pn +Qn)L|Xn = PnA|XnPnL|Xn + PnA|Z 1,1n QnL|Xn ,
where in (5.51) we have used that L maps W 1,1 into W 1,1 so that the compositions
PnL|Xn and QnL|Xn
make sense. Now PnL|Xn and L1 are equal on Xn, as Pn and Pn are equal on
Xn = LXn. Additionally, QnL|Xn is equal to QnL|Xn on Xn, which is the zero
map, and so QnL|Xn is also zero. Therefore, (5.51) becomes
(5.52) PnAL|Xn = PnA|XnPnL|Xn = A11L1.
Combining (5.49), (5.50), and (5.52) gives (5.39).
The proof of (5.40) is very similar to that of (5.39) only, instead, now we multiply
(5.33) by Qn instead of Pn. The Lyapunov equations (5.41)–(5.42) follow immediately
from the inner-product versions (5.36) and (5.37), respectively, where in the second
equation we have used the adjoint property of B∗1 in (5.23).
Proof of Proposition 5.12. We recap that we need to prove that the system[
An Bn
Cn 0
]
is stable, minimal, and output normal. These claims will follow in light of
(5.41)–(5.42) (where An = A11, Bn = B1, Cn = C1) once we establish that A11 is
stable. In particular, if A11 is stable then from (5.41) it follows that the reduced
order system is output normal. Output-normal realizations are trivially observable.
Moreover, if A11 is stable then (5.42) implies that L1 is the controllability Gramian of
the reduced order system. The decomposition (5.31) demonstrates that with respect
to the orthonormal basis (wi,k)
1≤k≤pi
1≤i≤n for Xn, L1 has matrix representation
diag {σ21Ip1 , . . . , σ2nIpn}, Ip the identity matrix on Cp,
which is positive deﬁnite and thus the reduced order system is controllable. Addition-
ally, the Hankel singular values of the reduced order system are the ﬁrst n singular
values of H , with the same multiplicities.
We therefore concentrate on proving the stability of A11. As already mentioned,
the argument that A11 is stable is based on the argument for ﬁnite-dimensional Lya-
punov balanced truncation, but we need to be careful about which spaces the operators
involved are deﬁned on.
A short calculation using (5.36) demonstrates that every eigenvalue of A11 has a
nonpositive real part. Seeking a contradiction, therefore, we assume that A11 has a
purely imaginary eigenvalue λ. Let Z ⊆Xn denote the eigenspace of A11 correspond-
ing to λ. We observe immediately from (5.36) that for x ∈ Z
〈C1x,C1x〉Y = −2Re 〈A11x, x〉L2 = −2‖x‖22 (Re λ) = 0 ⇒ C1x = 0
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or, equivalently, C restricted to Z is zero. Since Cz = z(0) we infer that
(5.53) z ∈ Z ⇒ Cz = z(0) = 0 ⇒ Z ⊆ D(A∗) = W 1,10 (R+;Y ),
in particular, {0} = Z ⊆Xn∩D(A∗). Considering (5.36) again for x ∈ Z and y ∈Xn
and using (5.53) we observe that
0 = 〈A11x, y〉L2 + 〈x,A11y〉L2 = 〈λx, y〉L2 + 〈 A2 ∗11x, y〉L2 = 〈(λI + A2 ∗11)x, y〉L2 ,
and as y ∈ Xn was arbitrary,
A2 ∗11x = −λx = λx ∀ x ∈ Z.
Since Z ⊆Xn ∩D(A∗), from Lemma 5.14 we see that A1 ∗11 and A2 ∗11 are equal on Z
and so
(5.54) A∗11x = A
1 ∗
11x = A
2 ∗
11x = −λx ∀ x ∈ Z.
For x ∈ Z, by using the adjoint A∗11 property in the Lyapunov equation (5.37) we
obtain
〈L1x,A∗11x〉L2 + 〈A∗11x, L1x〉L2 + 〈B∗1x,B∗1x〉U = 0,
which when we rearrange and use (5.54) yields
〈B∗1x,B∗1x〉U = −(〈L1x,A∗11x〉L2 + 〈A∗11x, L1x〉L2) = −2(Re λ)〈L1x, x〉L2 = 0,
⇒ B∗1x = 0.
We conclude that B∗ restricted to Z is zero. Therefore from the truncated equation
(5.39) we obtain for x ∈ Z
(5.55) (A11L1 + L1A
∗
11)x = 0.
Inserting (5.54) into (5.55) gives A11(L1x) = λ(L1x) for any x ∈ Z, and so we infer
that Z is L1-invariant. Now the truncated equation (5.38) yields for x ∈ Z
A∗12x = −A21x,
which when substituted into (5.40) gives
A21L1x+ L2A
∗
12x+B2B
∗
1x︸︷︷︸
=0
= 0,
and so
(5.56) A21L1 = L2A21 on Z.
Since Z is L1-invariant we can restrict L1 to an operator L
r
1 : Z → Z, and remark
that the spectrum of Lr1 is contained within the spectrum of L1. Let μ denote an
eigenvalue of Lr1, with corresponding eigenvector v. From (5.56) we note that
L2(A21v) = A21L1v = μ(A21v).
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As Lr1 and L2 have disjoint spectra, we conclude that A21v = 0. Therefore, the
operator A has eigenvector v ∈ Z, corresponding to the eigenvalue λ, as
Av = A|Xnv = PnA|Xnv +QnA|Xnv = A11v +A21v = λv.
As such the semigroup S(t) has eigenvector v with eigenvalue eλt. Recall that the
realization (5.2) has as output map the identity, and so using (5.53) we obtain the
contradiction
v(t) = (Iv)(t) = CS(t)v = eλtCv = 0.
We conclude that An = A11 is stable and the proof is complete.
5.4. Relation to earlier work. We make comparisons between the results of
section 5 and [13, sections 3 and 4]. Lemma 4.11 demonstrates that h ∈ L2 occurs
if and essentially only if the Schmidt pairs of H belong to W 1,2. The space W 1,2 is
the domain of the main operator of the output-normal shift realization on L2; the
realization used in [13]. Without the assumption h ∈ L2 we instead have to rely
on Lemma 4.9 which states that h ∈ L1 implies that the corresponding Schmidt
pairs belong to W 1,1. As we seek realizations where we can naturally describe the
truncations in terms of the Schmidt vectors we choose to use the exactly observable
shift realization on L1. This is the L1 equivalent of the output-normal realization
(which is a Hilbert space concept).
Despite the diﬀerent realization of the inﬁnite-dimensional system used, our def-
inition of reduced order system obtained by balanced truncation agrees with that of
[13, section 4] in the sense that there the truncation is deﬁned in terms of the matrices
given by (5.17). Recall that these are (5.14) once adjusted for multiplicities of the
singular values.
As Proposition 5.12 shows, the reduced order system we obtain is output normal
and minimal. Moreover, as Theorem 2.3 demonstrates, using this truncation method
we obtain the inﬁnite-dimensional version of the Lyapunov balanced truncation error
bound. Neither of these results require the extra assumptions of [13]. For instance,
conclusion (2) of Proposition 5.10 is the same as [13, Lemma 4.5]. The key results
there are [13, Lemma 4.3] and [13, Lemma 4.4]. The former establishes convergence
of the Schmidt pairs in L∞ and so also at zero and is proven by approximating h ∈ L2
by hm such that hm → h in L1 and L2 as m → ∞ (see Remark 4.14). Convergence
of the Schmidt pairs at zero then gives componentwise convergence of the matrices
Bmi and Cmi in (5.17) to Bi and Ci, respectively. The assumption that h is real or h˙
exists and is the kernel of a bounded Hankel operator is used in [13, Lemma 4.4] to
prove componentwise convergence of the Amij . This assumption is unnecessary, and is
avoided by using the W 1,1 convergence of Schmidt pairs from Theorem 4.4.
Throughout section 5 we did not need to assume that H is nuclear, only that
assumption (A) holds.
6. Proof of Theorem 2.3. The proof is similar to that of [13, Theorem 5.1],
only the technical results of [13] have been replaced with ours to accommodate our
weaker assumptions. Speciﬁcally, [13, Lemma 4.4] has been replaced by Proposi-
tion 5.10. We also need to account for the multiplicities of the singular values, but
note that the singular values are not repeated in the error bound according to multi-
plicity, in other words, the distinct singular values appear in the error bound (which
is also the case for the ﬁnite-dimensional bound).
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Proof of Theorem 2.3. We assume that G is irrational, which combined with
the assumption that the Hankel operator H is nuclear, implies that the sequence of
distinct singular values (σj)j∈N has inﬁnitely many nonzero (and so strictly positive)
terms. There is no loss in generality in making such an assumption as the result is
known when G is rational. We ﬁrst prove that
(6.1) ‖G−Gn‖H∞ → 0, as n → ∞ ,
by using partial sums of the Coifman and Rochberg decompositions of G from Propo-
sition 3.4 as intermediary terms in (6.1) and applying Proposition 5.10. That is, for
m ∈ N deﬁne
(6.2) hm(t) :=
m∑
j=1
λj(Re aj)e
ajt, t > 0, Gm(s) :=
m∑
j=1
λj
Re aj
s− aj , Re s > 0 ,
so that the sequence (Hm)m∈N given by (4.2) converges in nuclear norm to H . The
following chain of inequalities holds:
(6.3) ‖G−Gm‖H∞ ≤ ‖h− hm‖1 ≤ 2‖H −Hm‖N ,
where the second inequality is (3.4).
Note that as Gm is rational for eachm ∈ N, its Hankel operatorHm is ﬁnite rank.
Therefore, Hm has only ﬁnitely many distinct singular values, the number of which
we denote by N (m). As usual we denote by (σ(m)j )N (m)j=1 the distinct singular values
of Hm. From our assumption that H has inﬁnitely many nonzero, distinct singular
values, the convergence (4.3) in Theorem 4.4 implies that (N (m))m∈N is unbounded
from above. Thus for ﬁxed n ∈ N, there exists M1 (which depends on n) such that
(6.4) m ∈ N and m ≥ M1 ⇒ N (m) ≥ ln + 1 ≥ n+ 1 ,
where (ln)n∈N is the increasing sequence of positive integers from Theorem 4.4 which,
recall, satisfy ln ≥ n for each n ∈ N. For m,n ∈ N we let Gmln denote the balanced
truncation of Gm which, as described in Remark 5.6(ii), is well-deﬁned whenever
N (m) ≥ ln. By (6.4) we have that Gmln is well-deﬁned whenever m ≥ M1.
Let ε > 0 be given. Since H is nuclear, there exists N ∈ N such that
(6.5) n ∈ N and n ≥ N ⇒
∞∑
k=n+1
pkσk <
ε
16
.
Now ﬁx n ≥ N and assume that ln ≥ n+1. The alternative case where ln = n will be
addressed later. The Lyapunov balanced truncation error bound for rational transfer
functions applies for estimating the diﬀerence Gln −Gn, namely,
(6.6) ‖Gln −Gn‖H∞ ≤ 2
ln∑
k=n+1
σk ≤ 2
∞∑
k=n+1
pkσk <
ε
8
,
where we have used the bound (6.5). For the above we have used that the output-
normal realization
[
An Bn
Cn 0
]
of Gn is the balanced truncation of the output-normal
realization
[
Aln Bln
Cln 0
]
of Gln , which follows from Proposition 5.12.
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By choice of the Hm, we can choose M2 ∈ N, independently of n, such that
(6.7) m ∈ N and m ≥ M2 ⇒ ‖H −Hm‖N < ε
16
,
so that by (6.3) for m ≥ M2
(6.8) ‖G−Gm‖H∞ < ε
8
.
Now choose M3 ∈ N (which depends on n) with M3 ≥ M1 such that
(6.9) m ∈ N and m ≥ M3 ⇒
∣∣∣∣∣∣
ln∑
j=1
p
(m)
j σ
(m)
j −
n∑
j=1
pjσj
∣∣∣∣∣∣ < ε16 ,
which is possible by the convergence in (4.3). For each m ∈ N with m ≥ M3 we now
invoke the Lyapunov balanced truncation error bound for rational transfer functions
again to estimate the diﬀerence Gm −Gmln , namely,
(6.10) ‖Gm −Gmln‖H∞ ≤ 2
N (m)∑
k=ln+1
σ
(m)
k .
We use the bound (6.9) to show that for m ≥ M3 the right-hand side of (6.10) can
be bounded by an arbitrarily small term. Speciﬁcally,
N (m)∑
k=ln+1
σ
(m)
k ≤
N (m)∑
k=ln+1
p
(m)
k σ
(m)
k =
⎛
⎝ N (m)∑
k=ln+1
p
(m)
k σ
(m)
k −
∞∑
k=1
pkσk
⎞
⎠+ ∞∑
k=1
pkσk
=
⎛
⎝N (m)∑
k=1
p
(m)
k σ
(m)
k −
∞∑
k=1
pkσk
⎞
⎠+ ∞∑
k=n+1
pkσk
−
(
ln∑
k=1
p
(m)
k σ
(m)
k −
n∑
k=1
pkσk
)
.
Therefore, by the triangle inequality
2
∣∣∣∣∣∣
N (m)∑
k=ln+1
σ
(m)
k
∣∣∣∣∣∣ ≤ 2
(
‖H −Hm‖N +
∞∑
k=n+1
pkσk +
∣∣∣∣∣
ln∑
k=1
p
(m)
k σ
(m)
k −
n∑
k=1
pkσk
∣∣∣∣∣
)
< 2
( ε
16
+
ε
16
+
ε
16
)
=
3ε
8
,(6.11)
where we have obtained (6.11) by appealing to the bounds (6.7), (6.5), and (6.9),
respectively. Combining (6.10) and (6.11) we obtain for m ≥ M3
(6.12) ‖Gm −Gmln‖H∞ <
3ε
8
.
The inequalities (6.3) imply that the impulse responses hm converge to h in L
1 as
m → ∞ and so the conditions of Proposition 5.10 are satisﬁed. By this result we can
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choose M4 ∈ N (which depends on n) with M4 ≥ M1 and a subsequence (τ(m))m∈N
such that
(6.13) m ∈ N and τ(m) ≥ m ≥ M4 ⇒ ‖Gτ(m)ln −Gln‖H∞ <
3ε
8
.
It remains to combine the bounds (6.6), (6.8), (6.12), and (6.13). Choose m ∈ N such
that τ(m) ≥ m ≥ max{M2,M3,M4} ≥ M1 from which we estimate
‖G−Gn‖H∞ ≤ ‖G−Gτ(m)‖H∞ + ‖Gτ(m) −Gτ(m)ln ‖H∞
+ ‖Gτ(m)ln −Gln‖H∞ + ‖Gln −Gn‖H∞(6.14)
<
ε
8
+
3ε
8
+
3ε
8
+
ε
8
= ε .(6.15)
To summarize, for every ε > 0, there exists N ∈ N such that n ∈ N and n ≥ N
implies that (6.15) holds; equivalently, we have proven (6.1). If ln = n then the proof
is the same as above, only noting that here Gln = Gn, so although the bound (6.6)
no longer makes sense, the ﬁnal term on the right-hand side of (6.14) is zero and the
proof of (6.12) is as before.
To prove the error bound (2.4) for n ∈ N we use the ﬁnite-dimensional Lyapunov
balanced truncation error bound
(6.16) ‖Gj −Gn‖H∞ ≤ 2
j∑
k=n+1
σk ≤ 2
∞∑
k=n+1
σk, j > n .
Let ε > 0 be given so that by (6.1) we can choose j ∈ N, j > n such that
‖G−Gn‖H∞ ≤ ‖G−Gj‖H∞ + ‖Gj −Gn‖H∞ ≤ ε+ 2
∞∑
k=n+1
σk ,
where we have used (6.16) to bound the second term above. Since ε > 0 was arbitrary,
we conclude that (2.4) holds.
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