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Abstract. In this note, we show some improvements for Theorem 7 and Example 8 in Shiping
Wang[Information Sciences 263(1), 186-197, 2014]. Concretely, we study further the sixth
lower and upper approximations of sets for covering approximation spaces. Furthermore,
we present the sixth dual lower and upper approximations of sets for covering approximation
spaces. We also construct the sixth dual lower and upper approximations of sets from the view
of matrix. Throughout, we use the same notations as Shiping Wang[Information Sciences
263(1), 186-197, 2014].
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1 Introduction
Wang et al. [1] transformed the computation of the second, fifth, and sixth lower and upper approxi-
mations of a set into products of the characteristic matrices and characteristic function of the set, which
provides an effective tool for computing the second, fifth, and sixth lower and upper approximations of
sets from the view of matrix. Especially, Wang et al. [1] presented Theorem 7 for the sixth lower and upper
approximations of sets in covering approximation spaces. They also provided Example 8 to illustrate how
to compute the sixth lower and upper approximations of sets. In this note, we show some improvements
for Theorem 7 and Example 8 in Shiping Wang[Information Sciences 263(1), 186-197, 2014].
The rest of this note is organized as follows: Section 2 briefly reviews the second, fifth, and sixth
lower and upper approximations of sets. In Section 3, we present Theorem 7 and Example 8 in Shiping
Wang[Information Sciences 263(1), 186-197, 2014]. We also provide some improvements for Theorem 7
and Example 8. Concluding remarks are shown in Section 4.
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2 Preliminaries
In this section, we review the second, fifth, and sixth lower and upper approximations of sets in
covering approximation spaces.
Definition 2.1 [1] Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C =
{C1,C2, ...,Cm}, and N(x) = ⋂{Ci|x ∈ Ci ∈ C } for any x ∈ U. For any X ⊆ U, the second, fifth,
and sixth upper and lower approximations of X with respect to C are defined as follows:
(1) S HC (X) = ⋃{C ∈ C |C ∩ X , ∅}, S LC (X) = [S HC (Xc)]c;
(2) IHC (X) = {x ∈ U |N(x) ∩ X , ∅}, ILC (X) = {x ∈ U |N(x) ⊆ X};
(3) XHC (X) = ⋃{N(x)|N(x) ∩ X , ∅}, XLC (X) = ⋃{N(x)|N(x) ⊆ X}.
Wang et al. [1] presented the concepts of the type-1 and type-2 characteristic matrices for computing
the second, fifth, and sixth lower and upper approximations of sets as follows:
Definition 2.2 [1] Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C =
{C1,C2, ...,Cm}, and MC = (ai j)n×m, where ai j =
{ 1, xi ∈ C j;
0, xi < C j. Then
(1) Γ(C ) = MC · MTC = (bi j)n×n is called the type-1 characteristic matrix of C , where bi j =
∨m
k=1(aik ·
a jk);
(2)∏(C ) = MC⊙MTC = (ci j)n×n is called the type-2 characteristic matrix of C , where ci j =
∧m
k=1(ak j−
aik + 1).
By Definition 2.2, we have the characteristic function XX =
[
a1 a2 . . . an
]T for any X ⊆ U,
where ai =
{ 1, xi ∈ X;
0, xi < X.
In what follows, Wang et al. [1] provided the descriptions of the second, fifth, and sixth lower and
upper approximation operators from the view of matrix.
Theorem 2.3 [1] Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C =
{C1,C2, ...,Cm}, and XX the characteristic function of X ⊆ U. Then
(1) XS HC (X) = Γ(C ) • XX , XS LC (X) = Γ(C ) ⊙ XX;
(2) XIHC (X) =
∏(C ) • XX, XILC (X) =∏(C ) ⊙ XX.
3 Main Results
In this section, we provide Theorem 3.1 and Example 3.2(Theorem 7 and Example 8 in Shiping
Wang[Information Sciences 263(1), 186-197, 2014]) as follows.
Theorem 3.1 [1] Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C =
2
{C1,C2, ...,Cm}, and XX the characteristic function of X ⊆ U. Then
XXHC (X) = (
∏
(C ))T •
∏
(C ) • XX,XXLC (X) = (
∏
(C ))T •
∏
(C ) ⊙ XX.
Proof: For a covering C of U, we construct a special covering Cov(C ) = {N(x)|x ∈ U} induced by
C . Then XHC (X) = S HCov(C )(X) and XLC (X) = S LCov(C )(X) for all X ⊆ U. Because (∏(C ))T is a
matrix representing Cov(C ), according to Theorem 2.3, XXHC (X) = (
∏(C ))T •∏(C ) • XX,XXLC (X) =
(∏(C ))T •∏(C ) ⊙ XX.
Example 3.2 [1] Let U = {a, b, c, d, e, f }, and C = {K1,K2,K3,K4}, where K1 = {a, b},K2 = {a, c, d},K3 =
{a, b, c, d}, and K4 = {d, e, f }. Then we have Tables 1 and 2(Tables 5 and 6 in Shiping Wang[Information
Sciences 263(1), 186-197, 2014]) as follows:
Table 1: The sixth upper approximations computed by characteristic matrices.
X XX (∏(C ))T •∏(C ) • XX XHC (X)
{a} [1 0 0 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{a, b} [1 1 0 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{a, b, c} [1 1 1 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{d, e, f } [0 0 0 1 1 1]T [1 0 1 1 1 1]T {a, c, d, e, f }
{a, d, e, f } [1 0 0 1 1 1]T [1 1 1 1 1 1]T {a, b, c, d, e, f }
Table 2: The sixth lower approximations computed by characteristic matrices.
X XX (∏(C ))T •∏(C ) ⊙ XX XLC (X)
{a} [1 0 0 0 0 0]T [0 0 0 0 0 0]T ∅
{a, b} [1 1 0 0 0 0]T [0 1 0 0 0 0]T {b}
{a, b, c} [1 1 1 0 0 0]T [0 1 0 0 0 0]T {b}
{a, b, c, d} [1 1 1 1 0 0]T [1 1 1 0 0 0]T {a, b, c}
{a, b, d, e, f } [1 1 0 1 1 1]T [0 1 0 0 1 1]T {b, e, f }
{a, b, c, d, e, f } [1 1 1 1 1 1]T [1 1 1 1 1 1]T {a, b, c, d, e, f }
Example 3.3 (Continued from Example 3.2) By Definition 2.1(3), we have Tables 3 and 4 as follows:
Table 3: The sixth upper approximations computed by characteristic matrices.
X XHC (X)
{a} {a, b, c, d}
{a, b} {a, b, c, d}
{a, b, c} {a, b, c, d}
{d, e, f } {a, c, d, e, f }
{a, d, e, f } {a, b, c, d, e, f }
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Table 4: The sixth lower approximations computed by characteristic matrices.
X XLC (X)
{a} {a}
{a, b} {a, b}
{a, b, c} {a, b}
{a, b, c, d} {a, b, c, d}
{a, b, d, e, f } {a, b, d, e, f }
{a, b, c, d, e, f } {a, b, c, d, e, f }
In Examples 3.2 and 3.3, we see the sixth lower approximations of sets in Table 2 are different from
the results in Table 4.
Theorem 3.4 Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C = {C1,C2, ...,Cm},
and N(x) = ⋂{Ci|x ∈ Ci ∈ C } for any x ∈ U. Then we have ILC (X) = XLC (X) for any X ⊆ U.
Proof: For any y ∈ ILC (X) = {x|N(x) ⊆ X}, we get N(y) ⊆ X. Thus, y ∈ XLC (X) = ⋃{N(x)|N(x) ⊆ X}.
For z ∈ XLC (X) = ⋃{N(x)|N(x) ⊆ X}, there exists x such that z ∈ N(x) ⊆ X. It follows that N(z) ⊆ N(x) ⊆
X. Thus, z ∈ ILC (X) = {x|N(x) ⊆ X}. Therefore, we have ILC (X) = XLC (X) for any X ⊆ U.
By Theorem 3.4, we show the improvement for Theorem 7 in Shiping Wang[Information Sciences
263(1), 186-197, 2014] as follows.
Theorem 3.5 Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C = {C1,C2, ...,Cm},
and XX the characteristic function of X ⊆ U. Then
XXHC (X) = (
∏
(C ))T •
∏
(C ) • XX ,XXLC (X) =
∏
(C ) ⊙ XX.
Proof: We construct a covering Cov(C ) = {N(x)|x ∈ U} represented by the matrix (∏(C ))T . By The-
orem 2.3(1), we obtain XHC (X) = S HCov(C )(X) for any X ⊆ U. Furthermore, by Theorem 3.4, we get
XLC (X) = ILC (X) for any X ⊆ U. By Theorem 2.3(2), we have XILC (X) =
∏(C ) ⊙ XX for any X ⊆ U.
Therefore, XXHC (X) = (
∏(C ))T •∏(C ) • XX and XXLC (X) =∏(C ) ⊙ XX .
Example 3.6 (Continued from Example 3.2) By Theorem 3.5, we have Tables 5 and 6 as follows:
Table 5: The sixth upper approximations computed by characteristic matrices.
X XX (∏(C ))T •∏(C ) • XX XHC (X)
{a} [1 0 0 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{a, b} [1 1 0 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{a, b, c} [1 1 1 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{d, e, f } [0 0 0 1 1 1]T [1 0 1 1 1 1]T {a, c, d, e, f }
{a, d, e, f } [1 0 0 1 1 1]T [1 1 1 1 1 1]T {a, b, c, d, e, f }
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Table 6: The sixth lower approximations computed by characteristic matrices.
X XX
∏(C ) ⊙ XX XLC (X)
{a} [1 0 0 0 0 0]T [1 0 0 0 0 0]T {a}
{a, b} [1 1 0 0 0 0]T [1 1 0 0 0 0]T {a, b}
{a, b, c} [1 1 1 0 0 0]T [1 1 0 0 0 0]T {a, b}
{a, b, c, d} [1 1 1 1 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{a, b, d, e, f } [1 1 0 1 1 1]T [1 1 0 1 1 1]T {a, b, d, e, f }
{a, b, c, d, e, f } [1 1 1 1 1 1]T [1 1 1 1 1 1]T {a, b, c, d, e, f }
Theorem 3.7 Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C = {C1,C2, ...,Cm},
Cov(C ) = {N(x)|x ∈ U} induced by C , and N∗(x) = ⋂{N(xi)|x ∈ N(xi) ∈ Cov(C )}. Then we have
ILC (X) = ILCov(C )(X) for any X ⊆ U.
Proof: By Definition 2.1, we have ILC (X) = {x|N(x) ⊆ X} and ILCov(C )(X) = {x|N∗(x) ⊆ X} for any
X ⊆ U. For any x ∈ ILC (X), there exists x ∈ U such that N(x) ⊆ X. Since N∗(x) = ⋂{N(xi)|x ∈
N(xi) ∈ Cov(C )}, we obtain N∗(x) ⊆ N(x) ⊆ X. It implies x ∈ ILCov(C )(X). For any y ∈ ILCov(C )(X) =
{x|N∗(x) ⊆ X}, we get N∗(y) ⊆ X. Since N∗(y) = ⋂{N(xki )|y ∈ N(xki ) ∈ Cov(C )}, we get N∗(y) =
N(y) ∩ (⋂{N(xki )|y ∈ N(xki ) ∈ Cov(C ), xki , y}). If y ∈ N(xki ), then N(y) ⊆ N(xki ). It follows that
N∗(y) = N(y). Thus, y ∈ ILC (X). Therefore, we obtain ILC (X) = ILCov(C )(X) for any X ⊆ U.
Proposition 3.8 Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, and C =
{C1,C2, ...,Cm}. Then XLC (X) = XLCov(C )(X).
Proof: By Theorems 3.4 and 3.7, the proof is straightforward.
Proposition 3.9 Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C = {C1,C2, ...,Cm},
and XX the characteristic function of X ⊆ U. Then
XXLC (X) = (
∏
(C ))T ⊙
∏
(C ) ⊙ XX .
Proof: By Theorems 2.3, 3.5, and 3.7, and Proposition 3.8, the proof is straightforward.
Definition 3.10 Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C = {C1,C2, ...,Cm},
and N(x) = ⋂{Ci|x ∈ Ci ∈ C } for any x ∈ U. For any X ⊆ U, the sixth dual upper and lower approxima-
tions of X with respect to C are defined as follows:
XHd
C
(X) =
⋃
{N(x)|N(x) ∩ X , ∅}, XLd
C
(X) = [XHd
C
(Xc)]c.
The following theorem illustrates how to construct the sixth dual upper and lower approximations of
sets from the view of matrix.
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Theorem 3.11 Let (U,C ) be a covering approximation space, where U = {x1, x2, ..., xn}, C = {C1,C2, ...,Cm},
and XX the characteristic function of X ⊆ U. Then
XXHd
C
(X) = (
∏
(C ))T •
∏
(C ) • XX,XXLd
C
(X) = (
∏
(C ))T •
∏
(C ) ⊙ XX.
Proof: We construct a covering Cov(C ) = {N(x)|x ∈ U} represented by the matrix (∏(C ))T . By Defini-
tion 2.1, we obtain XHd
C
(X) = S HCov(C )(X) and XLdC (X) = S LCov(C )(X) for any X ⊆ U. By Theorem 2.3,
we have XXHd
C
(X) = (
∏(C ))T •∏(C ) • XX and XXLd
C
(X) = (
∏(C ))T •∏(C ) ⊙ XX.
Example 3.12 (Continued from Example 3.6) By Definition 3.10 and Theorem 3.11, we have Tables 7
and 8 as follows:
Table 7: The sixth upper approximations computed by characteristic matrices.
X XX (∏(C ))T •∏(C ) • XX XHdC (X)
{a} [1 0 0 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{a, b} [1 1 0 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{a, b, c} [1 1 1 0 0 0]T [1 1 1 1 0 0]T {a, b, c, d}
{d, e, f } [0 0 0 1 1 1]T [1 0 1 1 1 1]T {a, c, d, e, f }
{a, d, e, f } [1 0 0 1 1 1]T [1 1 1 1 1 1]T {a, b, c, d, e, f }
Table 8: The sixth lower approximations computed by characteristic matrices.
X XX (∏(C ))T •∏(C ) ⊙ XX XLdC (X)
{a} [1 0 0 0 0 0]T [0 0 0 0 0 0]T ∅
{a, b} [1 1 0 0 0 0]T [0 1 0 0 0 0]T {b}
{a, b, c} [1 1 1 0 0 0]T [0 1 0 0 0 0]T {b}
{a, b, c, d} [1 1 1 1 0 0]T [1 1 1 0 0 0]T {a, b, c}
{a, b, d, e, f } [1 1 0 1 1 1]T [0 1 0 0 1 1]T {b, e, f }
{a, b, c, d, e, f } [1 1 1 1 1 1]T [1 1 1 1 1 1]T {a, b, c, d, e, f }
The following example is employed to illustrate there are some differences between the sixth lower
approximation operator and the sixth dual lower approximation operator.
Example 3.13 (Continued from Examples 3.6 and 3.12) For X = {a, b, c}, by Definition 2.1, we have
XLC (X) = {a, b}. Furthermore, for Xc = {d, e, f }, we get XLdC (X) = [XHC (Xc)]c = {b}. Therefore, we
obtain XLC (X) , XLdC (X).
4 Conclusions
In this paper, we have provided some improvements for Theorem 7 and Example 8 in Shiping Wang
[Information Sciences 263(1), 186-197, 2014]. Furthermore, we have presented the sixth dual lower and
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upper approximations of sets for covering approximation spaces. We have constructed the sixth dual lower
and upper approximations of sets from the view of matrix. In the future, we will further study the lower
and upper approximation operators for covering approximation spaces.
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