1. Introduction. We are concerned with single server queueing processes. Let us suppose that customers arrive at a counter at the instants r*, r*, ■ ■ ■ , t*, • • • where the inter-arrival times t*+í -t* (n = We say that {r*} is an Erlang process. The customers will be served by a single server in the order of their arrival. Suppose that the server is idle if and only if there is no customer waiting at the counter. Denote by x* the service time of the rath customer (n= 1, 2, ■ • • ). It is supposed that jx*} is a sequence of identically distributed, independent, positive random variables with distribution function P{xn* ÚX} = H (X) and that {x*} 1S independent of {r*}.
Denote by t]*(t) the virtual waiting time at the instant t, i.e., rj*(t) is the time which a customer would wait if he joined the queue at the instant t. 1?*(0) is the initial occupation time of the server. Define tj* = i?(t* -0), i.e., 17* is the waiting time of the nth customer.
Denote by £*(/) the queue size at the instant t, i.e., £*(/) is the number of customers waiting or being served at the instant /. £*(0) is the initial queue size. Further let us denote by t{ , t2 , ■ ■ ■ , t», • • • the instants of the successive departures and define £* = £*(t"' 4-0), (n=l, 2, • ■ •), i.e., £* is the queue size immediately after the »th departure.
If there is a departure at ¿ = 0 then we write r¿ =0 and £ = £*(+0).
Finally, denote by G*(x) the probability that a busy period consists of n services and its length is at most x.
We are interested in the investigation of the stochastic behavior of the waiting time, the queue size, and the busy period of this process. We shall see, LAJOS TAKÄCS [July however , that if we know the stochastic behavior of the process defined below, then that of the above process can be deduced immediately. The second process is defined in such a way that it has a wider state space than the first one, i.e., the first process is imbedded in the second one. It is an advantage that the second process has more Markovian properties than the first one.
To define the second process let us suppose that customers arrive at a counter at the instants n, Ti and independent of {r"}.
Denote by ??(/) the occupation time of the server at the instant /, i.e., rjit) is the time which elapses from t until the server becomes idle for the first time if no customers join the queue after the time t. t/(0) is the initial occupation time of the server.
Denote by £(/) the queue size at the instant t, i.e., £(/) is the number of customers waiting or being served at the instant t. £(0) is the initial queue size. We say that the system is in state Ek at the instant t if £(2) =k.
Denote by r(, tí , • ■ • , t» , • • • the instants of the successive departures and define £" = £(t"'+0) (« = 1,2, • • • )• If there is a departure at/ = 0 then we write r0' =0 and £o = £( + 0).
Denote by r/" (« = 1, 2, • • • ) the waiting time of the customer arriving last among those who are served in the wth batch. (We note that if rjn denotes the waiting time of the rth arriving customer among those who are served in the «th batch, then the sequence {r¡n} follows a similar stochastic law as the former one, only the initial distribution of 771 is changed.) Finally, denote by G"ix) the probability that the busy period consists of « services and its length is at most x.
If we identify every mth arrival in the second process with an arrival in the first process, i.e., we suppose that T* = Tnm and similarly if we identify the service time of the «th batch in the second process with the service time of the «th customer in the first process i.e., x* = Xn (« = 1,2, • • • ) and further we suppose that the initial states are also in agreement, then the second process is reduced to the first one. For, Fm(x) is the wth iterated convolution of F(x) with itself.
Comparing the two processes we see that the waiting time and the busy period follow the same probability laws in both processes, namely i)*(t) =y(t), rlt = Vn whenever £(0)=0 (mod m) and G*(x) =Gn(x). Further, the departures also agree. However the queue sizes are different, namely m = m and f--m L m J LmJ where [a] means the greatest integer g a.
In the following we shall consider only the second process and determine the stochastic behavior of the waiting time, the queue size and that of the busy period.
The transient behavior of the process {7]n} can be deduced from more general theorems proved by F. Pollaczek [6; 7] . The stochastic law of the busy period has been given by B. W. Conolly [2] and for a more general case by F. Pollaczek [8] . The asymptotic behavior of the waiting time and that of the queue size has been treated by F. Pollaczek [6; 7] , A. J. Fabens [3] , and in a special case by R. R. P. Jackson and D. G. Nickols [4) .
Notation where H¡(x) denotes the jth iterated convolution of H(x) with itself. By using this formula we can obtain explicit formulas for the probabilities considered in this paper. Wjit + At, x) = (1 -\àt)Wiit, x + At) + \AtWi-iit, x) + oiAt),
These equations hold for almost every / and x. Forming the Laplace-Stieltjes transforms of (23) and (24) we get for 9î(f)>0 that
and for j = 2, 3,
and Now let us introduce the following matrix notation:
Combining (25) and (26) 4. The probability that the server is idle. First of all we shall prove the following auxiliary theorem which we shall need in the sequel. 
where q¡(t) is the probability that the initial queue size is j and there is no departure in the time interval (0, /]. In proving (44) we take into consideration that the event £(t) =k (k<m) can occur in the following mutually exclusive ways: the initial state is Ek and there is no arrival in the time interval 7. The limiting behavior of the process {»?"}. Let
P{Vn èx} = W"(X).
Now we shall prove the following theorem which is a particular case of a more general theorem of F. Pollaczek [7] . Proof. The statement concerning the existence of the limiting distribution is a consequence of a theorem of D. V. Lindley [5] . It remains only to find the explicit form of ñ(s) in the case \a<m.
ß(s) is independent of the initial distribution.
If we suppose that r;i = 0 then from (69) Comparing the above formulas we obtain (94) which was to be proved.
9. The limiting distribution of the queue size. Proof. The sequence {£"} is an irreducible and aperiodic Markov chain. Therefore lim,,^ Pj£" = &} =Pk always exists and is independent of the initial distribution.
Either every P*>0 and {Pk} is a probability distribution, or every P* = 0. By using Abel's theorem we have where the distribution {Py} is defined by (104). IfXa^m then limi<00 P{£(t) =k} = 0 for every k.
Proof. Obviously
Mk(t) = X J Pk(u)du. Proof. Denote by GB*(x) the probability that the busy period consists of at least « services, the total service time of the first « batches is at most x, and at the end of the wth service k customers are present in the queue. Then where wm= 1 if Xa^m, as was to be proved.
