



























                mj （2．1）         y、＝Σα〃、一｛十ろjε、，  ε、～M（O，σ2）
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 （2．4）            1                挑〕一Σか、幽■1），  7＝2，3，．．．







（2．6）     C15）＝五レ、ツ、一一∫、＝ノ1， ノ＝1，．．．，々；7＝0，1，．．．
と定義する．すなわち，C15）は∫、＝ノという条件の下でのラグ7の自己共分散である．C15〕につ
いては次の式が成り立つ．
 （2．7）     C65）＝珂ツ引∫、＝ノ］＝亙［（α1〃、一。十ろゴε、）y，1∫”＝ノ］
                     ＝α15αゴ）十砺σ2
（2．8）    C13〕＝亙［y、ツ、一‘1∫、＝ノ1二五［（α1〃”一。十ろ。ε”）ツ、一‘1∫、＝ノ1
                    ＝α1ゴ五［y、一1ツ、一～1∫、＝ノ］
                    ＝、、、童切・亙［ツ、．1ツ、．五1、”．、＝、1
                       仁1 の
                    一、1、圭鮎ぴ、





                       ゐ （2，9）              CFΣのα5〕
                       5＝1
によって求めることができる．
 図1に尾＝2，
 （2．10）         ツ、＝ 0．8ツ、＿1＋ε、，  ∫、＝1のとき
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図1．MSARモデルのシミュレーションによる実現値と自己相関関数．














                 尾（3．1）  Pr（∫。＝クl K－1）＝ΣPr（∫、＝ゴ，∫、一。＝パK一。）
                 ゴ＝1
                 ゐ                ＝ΣPr（∫、＝ゴ1∫、一Fノ）Pr（∫、一、＝ノlK－1）
                 5＝1
                 尾                ＝Σ力むPr（∫、＿1＝ノ1γ；＿1）
                 ゴ＝1
 ［フィルタ］
 （3．2）          Pr（∫、＝引K）＝Pr（∫、＝ゴ1K＿1，ツ、）
                 ＿力（ツ、 ∫、＝グ，K＿1）Pr（∫、＝ゴ K＿1）
                 一     力（ツ” ム＿1）
ここで力（y，1∫、＝グ，K－1）と力（ツ”lK－1）はそれぞれ
        力（｛一・山）一点…／一。如（ルー茗舳ア1，
 （3．3）
              尾    力（ツ”l K＿1）＝Σ力（ツ、1∫、＝ノ，K＿1）Pr（∫、＝ノl K＿1）
              j二1
で与えられる．
 同様に平滑化の公式も














                    M （3．6）           ／（θ1ツ）＝Σ1o9力（ツ、lK－1）















             プ＝0．95，  φ＝20。，  ∫。＝1のとき
             プ＝0．95，  φ＝45。，  ∫。＝2のとき （4．3）
             プ＝O．80，  φ＝30。，  ∫η＝3のとき
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表1．
ARl     AR2     AR3     AR4
α｛1        1．8095
0権     一〇．9272
1．2848        1．2848
－0．8866      －0．5970
0．8219
－0．6387
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Markov Switching Autoregressive Mode1
            Genshiro Kitagawa
     （The Institute of Statistical Mathematics）
    For the ana1ysis of time series that consists of severa1different pattems，we consider
a Markov switching autoregressive（MSAR）mode1．In this mode1ing an autoregressive
mode1is se1ected depending on the state of the hidden Markov chain．Some properties of
theMSARmode1areshownandnon－Gaussiani1teringandsmoothingformu1aeareshown．
These formu1ae canbe app1iedto the estimation of the parameters of the MSARmode1and
to the computation of the posterior probabi1ity of each state．Some numerica1resu1ts are
shown to i11ustrate the characteristics of the MSAR process and the estimation of the
Posterior probabi1ity．
Key words：State space mode1，non－Gaussian filter，non1inear model．
