In this paper we show that any two positive definite integer unimodular quadratic forms have a common sublattice of codimension 2. Moreover, any such form is equivalent to a semi-normal form with at most three eigenvalues different from 1.
Introduction
Let A(x,x) be a quadratic form over the integers. That is, A(x,x) is represented by a symmetric matrix A with integer coefficients. Two symmetric forms A(x ,x) and B(x ,x) are called equivalent if B = TAT1 for some unimodular T. A quadratic form A(x,x) is called unimodular if A is unimodular, i.e. det(A) E {1, -1}. The equivalence class of indefinite integer unimodular forms is determined by the rank-p(A) (the dimension of A ), the signature-a (A) and the type (whether all diagonal entries of A are even or not). See for example [M-H] . In particular, any indefinite A is equivalent to a unique form M © N. Here M is a direct sum of k copies of the indefinite unimodular form in two variables 2xxx2 and \o(A)\ -p(A) -2k. If A is of type (/) then either N or -N is equal to the identity matrix / of dimension \o(A)\. If A is of type (II) then either N or -N is a direct sum of j copies of E%-the unique positive definite unimodular form of type (II) and rank 8.
The (positive) definite quadratic unimodular forms have much richer structure. According to Eichler, e.g. [M-H, 2.6], definite unimodular quadratic forms decompose uniquely (up to a permutation of factors) to a direct sum of indecomposable definite unimodular quadratic forms. For n = p(A) < 7 there is only one trivial form (given by the identity matrix). For n = 8 one has two (nonequivalent) forms /g and Zsg. Kneser showed that there are exactly seven indecomposable forms for n < 16. The number of equivalence classes of definite unimodular forms seems to grow exponentially with n. See
In this paper we show that any positive definite unimodular form over integers can be brought to a normal form such that the corresponding symmetric matrix has at least n -3 eigenvalues equal to 1. More precisely we show:
Theorem. Let A(x,x) and B(x,x) be two positive definite integer forms with rank n and the determinant equal to one. Then A and B are equivalent over the integers to Ax = (a¡¡)" and Bx = (b¡-)nx respectively, so that a¡¡ = b¡¡ for 1 < i,j < n-2. Furthermore, B is equivalent to the matrix:
(1) (I + xfg')(I + xgf)-hhl, x¿-l,fg=l, (x + 1)2(1 -h'h) + 2x(x + l)(hlg)(hlf) -x2(tigf(ff) = 1.
Here, x is an integer, f, g, and h are column vectors with n integer coordinates. It follows that the above matrix has at least n -3 eigenvalues equal to 1. 
Proof
For a ring K let Mn(K), Sn(K) and Un(K) denote the set of n x n matrices, symmetric matrices and unimodular matrices with the coefficients in K respectively. By Kn we denote the set of column vectors of length n with coordinates in K. Let Z be the ring of p-ndic integers and set Z^ = R.
A,B E Sn(Z) are called p-equivalent if B = TAT1 for some T E Un(Zp). A and B are said to have the same genus if A and B are p equivalent for all 2 < p < oo. It is known, e.g. [Cas, p. 128] that there is only a finite number of equivalence classes with a prescribed nonzero determinant d. Clearly, if A and B have the same genus then det(A) = det(Zf ). It is well known that A and B can have the same genus and not be equivalent. The genera can be divided to smaller classes by using the spinor genera. The number of spinor genera in a genus is finite and is a power of 2. See [Cas, p. 202] . In fact if det(^) is not divisible by p for any prime p then each genus contains exactly one spinor genus. See [Cas, Thm. 1.5, p. 203] . Here
Let A,B E Sn(Z) be two positive definite unimodular forms. It is known that A and B are p-equivalent for all p > 2 [Cas, p. 116] . Obviously, if
A and B are not of the same type then A and B are not 2-equivalent. It is known that A and B can belong to the same genus and may not be equivalent. For example, /9 and Ix © E% belong to the same genus but obviously are not equivalent, e.g. [Ome, p. 106] . (Note that n = 9 is the smallest possible rank for which this phenomenon can happen).
Let a > 0 be an integer and set E = A © (-a), F = B © (-a) E Sn+x(Z). Assume first that a = 1 . Then E and F are indefinite, unimodular, with rank n + 1, signature n -1 and type (I). Hence E and F are equivalent. Suppose next that (3) ajiO (modpS(p'n+X}), 2<p<oo.
Assume that A and B are equivalent over Z2. Then A and B belong to the same genus. Hence, E and F belong to the same genus. The assumption (3) yields that E and F are equivalent [Cas, Thm. 1.5, p. 203] .
In what follows we assume that either a -1 or A and B belong to the same genus and a satisfies (3). Hence, F = PEP1, P e Un+x(Z). Let P=(ß l), QEMn(Z),u,vEZ\toEZ.
Then, the equality F -PEP1 is equivalent to B = QAQ -auu , atou = QAv,
, 2 vAv = a(to -1), det(Q) = todet(P).
The first three equalities in (4) are straightforward.
To deduce det(ß) = to det(P) we argue as follows. First note that since A is positive definite and a > 0 the third equality of (4) yields to ¿ 0. For U E Mn+x(Z) let (UtJ)\ be a partition of U to a 2 x 2 block matrix conformai with the above partition of P. Set ¿»(üyÄ. Dij-Vtf,,«^, U2X=0, U22 = -ato.
In view of the second equality in (4) it follows that PU is block lower triangular matrix. Hence det(PU) = det(Q)(v'Av -ato2) = det(P) det(U) = del(P)(-ato).
Use the third equality of (4) to deduce det(ß) = to det(P) = ±to. For a vector x eZ" denote by x eZ" the primitive vector corresponding to x. That is, the coordinates of x are coprime and x = Çx for some t\EZ. Substitute the above expressions into (4) to deduce that w.l.o.g. we may assume that A = Ax, B = Bx and Q = D(Q). As A is unimodular it follows that Av is primitive. We now claim that d¡ = \ for / = 1, ... , n -1, i.e. dn = to. Assume to the contrary that a prime p divides d¡ for some i < n. For an integer m let ord (m) be the maximal integer e so that pe\m. Our assumption yields that ord (d¡) < ord (to) for all i. The equality D(Q)Av-ptdü implies that p divides each component of Av . This is impossible since v is primitive and A is unimodular. As coD(Q)~ is an integer matrix the primitivity of Av implies that p E {1, -1}. W.l.o.g. we may assume that p = 1. Let U be a unimodular matrix of the form V © ( 1 ). Note that U commutes with D(Q). Thus, we can multiply the first equality in (4) from the left by U and from the right by U'. Effectively, we replaced in the first equality of (4) A by UAU', B by UBU1, u by Uu and v by (U')~xv . Since V is an arbitrary (n -1) x (n -1) unimodular matrix it is possible to choose V so that the first n -2 components of Uu are equal to zero. That is, we may assume in (4) that
The first part of the theorem follows from the first part of (4) with a = 1 and (5).
We now deduce the second part of the theorem. We have in the first equality of (4) Q = D(Q) = diag{ 1, ... , 1, to} = I + (to -1 )ee , <?' = (0,...,0,1), to^O.
Let A(x,x) -(x,x) be the standard form. We then have the equality (4) with a = 1 and suppose furthermore that Q is of the form (5). Thus, A in (4) is given by RR' for some R. Multiply the first equality in (4) by R~ from the left and by (Rl)~x from the right. Substitute A = RR' to deduce the first part of (1) with f = R~xe, g -R'e, h = R~lu and x -to -I. The second equality in (1) is equivalent to the condition det(Z?) = 1. Indeed, note that (/ + xfg')(I + xgf) -hh' = (I + xfg)(I -ww')(I + xgf), w = (I -x(x + \)~xfg')h, det(/ + xfg') = x+ 1, det(/ -ww') -1 -w'w .
Finally, note that if x E R" is orthogonal to /, g and h then Bx -x . That is, B has at least n -3 eigenvalues equal to 1.
Remarks and comments
It is not clear to us that the results of our theorem are best possible. It would be nice to have an example of two unimodular definite quadratic forms which are not equivalent on any sublattice of codimension 1. Furthermore, we do not have any example of a positive definite unimodular quadratic form which can not be represented by a symmetric unimodular matrix with at least n -2 eigenvalues equal to one. We now bring a few arguments to show that perhaps it is possible to improve the results of our theorem.
Suppose that the unimodular definite quadratic forms A and B are equivalent over the diadics. Then, the equality (4) holds for any a > 0 satisfying the condition (3). Thus, the arguments of the preceding section imply the existence of a sublattice of codimension 2 on which the two forms are equivalent. If A(x,x) and B(x,x) are not equivalent then these sublattices should depend on a. Hence we conjecture:
Conjecture. Let A(x,x) and B(x,x) be two positive definite unimodular quadratic forms equivalent over diadics. Then there exist representations A = (a¡j)" and B = (b¡j)"x so that atj = b(J for 1 < /, j < n -1.
Let A be the unimodular matrix given in (1). Since x / -1 it follows that the form A(x,x) is positive definite on the subspace orthogonal to the vector h . The Cauchy interlacing theorem implies that A has at least n -1 positive eigenvalues. The second condition of (1) implies that det(A) = 1. Hence, A is a positive definite unimodular matrix. Let P = I + fy' where fy = 0. Thus, det(P) = 1. Consider the matrix B -PAP1. Then B is given by (6) B = (I + fu')(I + uf)-vv', u = xg + y,v = h + (y'h)f.
If we can choose y so that /, u and v are linearly dependent it would follows that B has at least n -2 eigenvalues equal to 1. The existence of such y seems to be possible in many cases.
