The objective in stochastic filtering is to reconstruct the information about an unobserved (random) process, called the signal process, given the current available observations of a certain noisy transformation of that process.
Introduction
The objective in stochastic filtering is to reconstruct information about an unobserved (random) process, called the signal process, given the current available observations of a certain noisy transformation of that process. Here, the underlying problem is, that the unobserved problem may be corrupted by noise, and in addition, the observations made are usually again corrupted by some noise or random errors. The main objective of stochastic filtering is to estimate an evolving dynamical system usually called signal. That is, to extract the most precise information about the underlying system and to filter out the "noise" in the observations. These kind of problem appears in physics, engineering, and finance among others.
This measurement noise is modeled very often by a stochastic process of Gaussian or Poisson type. In particular, the signal and the observation process can be modeled either by a discontinuous or continuous random process. When both the signal X and the observation Y have discontinuous paths, one can distinguish three main frameworks. The first one is the case in which Y is driven by a counting process or a marked point process. We can refer to [4, 6, 17, 33, 35] , and [36] among others for the results and advances made in this situation. The second framework is the case in which Y is driven by a mixed type process, that it, Y can be viewed as a sum of marked point process and a diffusion process. This case is the subject of recent papers [7, 18, 19, 20] . Finally, one can model the signal X and the observation Y by a jump-diffusion processes, which is done e.g. in [7] . In that work, they also allow processes X and Y to be correlated and have common jump times.
In the present paper we consider the filtering problem similar to the model in [7] but address the difficult situation where the signal and observation process are driven by two Lévy processes which are correlated. To be more precise, in our model the state X and the observable Y solve a stochastic equation driven by general Lévy processes. The Brownian part in X may be degenerate. In addition both processes are corrupted by a pair of two purely discontinuous Lévy processes, where the dependence structure is given by a Lévy copula. Here X is corrupted by the first process and the observation process is corrupted by the second process. By using the change of measure method we derive the associated Zakai equation. Using copula, we were able to calculate the diffusion coefficient in front of the random driving process in the Zakai equation explicitly. We treat the case of finite and infinite Lévy measure separately in Theorem 2.2 and Theorem 2.3. As mentioned in the abstract, we were mainly interested in the case where one would like to estimate entities like P (X(t) > a | Y (s), 0 ≤ s ≤ t) = E[1 (a,∞) (X(t)) | Y (s), 0 ≤ s ≤ t], a ∈ R.
Here the main difficulty is that the function R ∋ x → 1 (a,∞) (x) is not twice differentiable and one has to use the smoothing property of the infinitesimal generater of the driving Lévy process of X (see [16] ). Because of this, we also use the change of measure transformation and consider the Zakai Equation. In this paper, we were able to specify in Theorem 3.1 the exact conditions under which the density process exists and is uniquely defined. In addition, we investigated the regularity of the process.
The organization of the paper is as follows. In Section 2, we introduce the problem and derive the Zakai Equation for finite and infinite Lévy measures. In Section 3 we consider the case where one is interested to estimate an entity like P (X(t) > a), a ∈ R. Here, the main result is Theorem 3.1. Corollary 3.1 is an example which illustrates the applicability of Theorem 3.1. In the appendix we summarize results that are necessary for the proofs of our main results. In particular, in A we introduce the Zakai equation as an evolution equation taking values in Sobolev spaces. In B we introduce Lévy copulas and give known results necessarily for the proofs of our main results. Notation 1.1. We denote by R + the positive real half line, i.e. R + = (0, ∞), and by R 0 + the positive real have line including zero, i.e. R 0 + = [0, ∞). For a measurable space (E, E) we denote by B b (E) the Banach space of all bounded, real-valued, E-measurable functions equipped with the supremum norm. For a metric space (E, E) we denote by C b (E) the Banach space of all bounded, real-valued and continuous functions equipped with the supremum norm. Let us denote by S the Schwartz space of all rapidly decreasing functions and S ′ its dual. For s ∈ R and p ≥ 1 we denote by H s p (R d ) the Bessel Potential Spaces (or Sobolev spaces of fractional order), i.e. 
Here, F denotes the Fourier transform given by
Ff (ξ) =f (ξ) = (2π)
The space C (n) b (R) = {f : R → R : f is n times continuously differentiable and bounded}.
Problem setting and the Zakai equation
As mentioned in the introduction, we consider the filtering problem with Lévy noise. In particular, the state and observation processes are both perturbed by a Lévy noise. Since in practice the noises in the state process and the observation process are usually depending on each other, so we allow our model to have certain dependence structure. In the case of Gaussian variables the dependence structure is described via a correlation matrix. However for the non-Gaussian random variables, the use of correlation coefficients is often misleading. Hence, we must choose the right tool to describe the dependence structure for non-Gaussian noise. Here, copulas are nowadays widely used in finance to express dependence of non-Gaussian random variables. In Apendix B we give a short summary on copula and some facts that we need for the proof of our main results. For a more detailed introduction, we refer to the books Cherubini et al. [8] , Nelsen [38] , Malvergne and Sornette [37] .
Let (X 1 , X 2 , . . . , X n ) be a random vector with marginal distribution functions F i , i.e. F i (x) = P (X i ≤ x). By assuming F 1 , . . . , F n are continuous, one can show that up to a transformation the random vector (
has uniformly distributed margins. The cumulative distribution function (U 1 , U 2 , . . . , U n ) associated to (X 1 , . . . , X n ) is defined by U i = F i (X i ), i = 1, . . . , n. For any random vector (X 1 , X 2 , . . . , X n ) with distribution F : R n → [0, 1] and continuous marginal distribution functions F i , the function
. . , n, is called the copula. The existence of a copula C associated to given marginal distribution F 1 , . . . , F n is ensured by following theorem.
There are several different types of copulas. The ones very frequently seen in the literature are the independent copula defined by
and the Gumpel copula defined for θ ∈ [1, ∞) by
In a similar way we can define the Lévy copulas which is a general concept to capture jump dependence in multivariate Lévy processes. The Lévy copula is described in terms of the Lévy measure. For more detailed introduction to Lévy copula, we refer to the works of Cont and Tankov [9, 10] and Tankov and Kallson [32] . In addition we summarize some basic facts in appendix B. Since the Lévy measure is usually σ-finite, the definition of a copula has to be extended to a function acting on [−∞, ∞].
For this purpose, let ν be a Lévy measure on R n with marginal intensities ν 1 , ν 2 , . . . , ν n . Let I : R \ {0} → B(R) be given by
Let U i be the tail integral defined by and
Now, for an n-dimensional Lévy process L, one can associate a Lévy copula
In fact, thanks again to Sklar-type Theorem (see [32, Theorem 3.6] ) for each n-dimensional Lévy process with intensity ν and marginal intensities ν i , i = 1, . . . , n, there exists a Lévy copula H such that
Now, let us proceed with the setting of our main problem. Let H be a Lévy copula and
t ≥ 0} be a two dimensional pure jump Lévy process with its marginal intensities ν 1 and ν 2 . Let L 0 be a compensated pure jump Lévy process and W 2 = {W 2 (t) : t ≥ 0} be a Brownian motion. We assume that all these objects are defined on a probability space A = (Ω, F, (F t ) t≥0 , P). We also assume that L, L 0 and W 2 are mutually independent.
Let the signal process X be the solution of the following SDE with random initial data X 0 :
Here b : R → R is a Lipschitz continuous function. Also we suppose that the observable process Y solves the following SDE with random initial data Y 0 .
where g : R → R is a twice differentiable mapping. Let {X t : t ≥ 0} and {Y t : t ≥ 0} be the filtration defined by X t = σ({X(s), s ≤ t}) and
The filtering problem consists of determining at a fixed time t > 0 the conditional distribution π t of the signal X given the information accumulated from observing Y in the time interval [0, t]; that is, for f ∈ C (2) b (R), we are aiming to compute the Bayes estimator
In order to study about the normalized conditional density π = {π t : t ≥ 0}, one can mainly use two different methods. The first one is probability measure transformation and obtain Zakai equation which solves the un-normalized conditional density associated with normalized density π. Then discuss about π using Kallianpur-Striebel formula (see [2, Proposition 3.16] ). The second method is called innovation approach which directly gives Fujisaki-Kallianpur-Kunita equation (called "FKK equation"). Normalized density π is the solution of FKK equation. In this paper we use the former method.
In the first step we apply the Girsanov's Theorem to get a new measure Q which is chosen in such a way that Y is a Lévy process over the probability space (Ω, Y, (Y t ) t≥0 , Q). For this purpose let Z = {Z(t) : t ≥ 0} be given by
Note, that Z solves
over (Ω, F, (F t ) t≥0 , P). Let Q be a new probability measure given by
As in the Brownian case, one can show the following proposition.
then under Q the observation process Y is a Lévy process. In particular, the σ-field
Proof. Let Q be defined as in equation (2.7). Firstly, note that by the Itô-Lévy decomposition the continuous and discontinuous parts of Y are independent. In addition, under the new probability measure Q, the continuous part of Y is a Brownian motion. We can also see that the pure jump process is not affected by the change of measure.
Setting V (t) = Z(t) −1 , we obtain as in [2, Eq. (3.30) page 56] that 
The following result is an immediate consequence of Proposition 2.1. We also refer to [ 
Remark 2.2. Similarly it can be shown that if U is F t -measurable, then Q-a.s.
Proof. Since Y is a Lévy process over (Ω, F, (F t ) t≥0 , Q), its increments are independent. Hence, for all t > 0, the σ-algebra Fix t ≥ 0. Let π t be the conditional distribution of X(t) at time t ≥ 0. The Kallianpur-Striebel formula gives for t ≥ 0 (see [2, Proposition 3.16] )
Now, we introduce the density process of the un-normalized conditional distribution ρ = {ρ t : t ≥ 0} which is the measure valued process defined by
We will see later on, that the process ρ = {ρ t : t ≥ 0} is very useful to calculate π = {π t : t ≥ 0}. By Corollary 2.1, we have
We also introduce the process ξ = {ξ(t) : t ≥ 0} defined by
Since V is a F t -martingale over (Ω, F, Q) and Y t ⊂ F t , it follows that for 0 ≤ s < t
Moreover, ξ(t)π t (f ) = ρ t (f ), t ≥ 0, and
For these two formulas, we refer to [2, Definition 3.17 & Corollary 3.19, pages 58-59].
In the next theorem, we will derive the Zakai equation which is solved by the un-normalized density process ρ = {ρ t : t ≥ 0}. To do that, we need to introduce some additional notations. A Lévy process L is characterized by its characteristic function. In particular, there exists a function ψ : R → C such that
The infinitesimal generator of the Markovian semigroup of L is the so called pseudo-differential operator given by
Here Ff denotes the Fourier transform of the function f . The function ψ is called the Lévy symbol of the Lévy process X, for more details on A 0 and its properties we refer to [16] . The following theorem associates with the case where the Lévy measure of the two dimensional Lévy process L is finite. 
, and U 1 , U 2 are the tail integrals of ν 1 and ν 2 , respectively. Let g : R → R and σ : R → R be Lipschitz continuous mappings. Then the un-normalized conditional density estimator ρ = {ρ t : t ≥ 0} is a solution to the following equation
(2.11)
where η 2 denotes the Poisson random measure associated to L 2 with intensity ν 2 , the operators Θ z and A 0 are defined by
b (R), where the operator A 0 is the infinitesimal generator of the Markovian semigroup of L 0 which is a pseudo-differential operator and defined through (2.10).
Remark 2.3. Since ν 1 and ν 2 are finite Lévy measures, the operator Θ z : H s 2 (R) → H s 2 (R) is bounded for all z ∈ R and s ∈ R. This can be seen by analyzing the symbol φ z associated to Θ z defined as
In fact, calculating the modulus of the symbol φ z
is a bounded operator. Using the spectral Theorem (see e.g. [13, Theorem 4.9, p. 30]) one sees, that Φ z acting on L 2 (R) as a multiplication operator corresponds via the Fourier transform to Θ z acting on L 2 (R). Next, the operator
is bounded for all z ∈ R and s ∈ R.
Proof. Let λ 1 = ν 1 (R + ) and λ 2 = ν 2 (R + ). Next, let us denote the number of jumps of L 2 in the time interval [0, t] by N (t), the jumps themselves by {Y 2,i : i = 1, . . . , N (t)} and the jump times by {s i : i = 1, . . . , N (t)}. Then, given the jumps of L 2 in the time interval [0, t], L 1 (t) can be represented by
where for z ∈ R \ {0} the random variable Y 1 z is distributed as ν 1,z /λ 1,z , λ 1,z = ν 1,z (R + ). More rigorously, conditioned on the jumps of L 2 (t), L 1 (t) can be viewed as a compound Poisson process having same jump times of L 2 (t) and the size of each jump Y 1,i of L 1 (t) depends on the size of the jump Y 2,i at time
By conditioning the process L 1 given L 2 , we can write
where
Since L 0 be a compensated pure jump Lévy process, the process M = {M (t) : t ≥ 0} is a martingale over (Ω, F, (F t ) t≥0 , Q). First, observe that we can write for a function φ
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In addition, we have by the tower property
Using the representation above, we get
Replacing the summation by the integral with respect to the time we get
Now we want to show that
Under the new probability measure Q, the process V = {V (t) : t ≥ 0} solves the following SDE
where Y c denotes the continuous part of Y which is a Brownian motion under Q, adapted to (Y t ) t≥0 . Since V is driven by the continuous part of Y , and L 0 independent from W 2 , no correlation terms involving the process V appears. Thus, we get
Taking into account that M is a martingales over (Ω, F, (Y t ) t≥0 , Q) with (2.14) and taking conditional expectation together with the Fubini Theorem [1, Theorem 1.1.8] to the entity above, we get
By imitating the calculations (2.13) and (2.14) for
In the next step we show that
By following to [2, p. 60, the proof of the part (ii) of Lemma 3.21 ] similar arguments we get 
Since Y c (t) is Y t -measurable and is a Q-Brownian motion, it follows from [5, Lemma 1.2] and Corollary 2.1
Due to the fact that
ds).
By collecting all the results, one can conclude the theorem.
In the case where the Lévy measure of L is σ-finite, the copula has to satisfy certain scaling properties. Namely, we have to take H such that
Now we can formulate the following Theorem for the case where Lévy measure of L is σ-finite.
Theorem 2.3. Let L 0 be a Lévy process with symbol ψ. Let ν 1 and ν 2 be two σ-finite Lévy measures such that
Let H be a twice differentiable copula which satisfies the scaling property (2.18). Let where
, and U 1 , U 2 are the tail integrals of ν 1 and ν 2 , respectively. Let g, b : R → R and σ : R → R are Lipschitz continuous mappings and g ∈ C
b (R). The un-normalized conditional density ρ is a unique solution to the equation, (2.20)
where η 2 is the Poisson random measure associated to L 2 and the operators Θ = {Θ z : z ∈ R \ {0}}, A 0 are given by
Remark 2.4. By taking f = 1 in (2.20) and taking into account that A 0 1 = 0, Θ z 1 = 0, it follows that ξ solves
Second and third equalities hold due to Kallianpur-Streibel formula and the fact that ρ s (1) = ξ(s) respectively. Hence, the inverse ς = {ς(t) : t ≥ 0} of ξ is given by
Since g ∈ C (2) (R), one can easily show that ρ(g) = {ρ t (g) : t ≥ 0} is bounded by |g| C b and is well defined. Due to this fact and the Novikov condition, we can see that the process ς exists and well defined.
Proof. To start with the proof, firstly let us cut off the small jumps from the Lévy process L.
. We denote by L ε 1 and L ε 2 the Lévy processes corresponding to the Lévy measures ν ε 1 and ν ε 2 , respectively. As before, Q ε be a probability measure such that
imsart-bjps ver. 2011/11/15 file: Filtering_Copula.tex date: January 31, 2017 and V ε solves
Let ρ ε = {ρ ε t : t ≥ 0} be the un-normalized conditional density process given by ρ
, and Y ε = {Y ε (t) : t ≥ 0} be the solution to
Notice that under the probability measure Q ε , the continuous part of Y ε is a Brownian motion. Let us denote the number of jumps of L ε 2 in the time interval [0, t] by N ε (t), the jumps themselves by {Y 2,ε,i : i = 1, . . . , N ε (t)}, and the jump times by {s ε i : i = 1, . . . , N ε (t)}. Then,
} is a family of independent random variables.
is distributed by ν ε 1,z /λ ε 1 with z = Y 2,ε,i . Now following the same calculations as in the proof of Theorem 2.2, we get
where M ε is a martingale and
Similarly as in Theorem 2.2, we denote the Poisson random measure corresponding to L ε 2 by η ε 2 . Thus, we can write By using same arguments in the proof of Theorem (2.2), we can show that for t ≥ 0 we have E Qε [M ε (t)|Y ε t ] = 0. Next, the process V ε = {V ε (t) : t ≥ 0} satisfies under Q ε the stochastic differential equation
where Y c denotes the continuous part of Y ε and it does not depend up on ε. Since V ε is driven by the continuous part of Y ε and the jumps times are given, there will be no correlation terms in the formula for V ε (t). Thus, we get 
By imitating the calculation (2.13) and (2.14) for
Next by following the same calculations done in (2.15) and (2.16), we can prove that
Note that since Y c (t) is Y ε t -measurable, we have similarly as in Theorem 2.2,
Now collecting all the terms, we get
Now we would like to pass to the limit and to get the desired Zakai equation. By [1, p. 235 Corollary 4.3.10 and p. 392, Theorem 6.5.2] it follows X ε → X and Y ε → Y uniformly on compact interval almost surely. Hence, the term
Because of the above fact, we apply Theorem C.1 to show that for any
The Lebesgue dominated convergence Theorem gives that
Again the Burkholder-Gundy-Davis inequality and the Lebesgue dominated convergence Theorem gives that
as ε → 0. Our final goal is to prove that
as ε → 0. For the notational convenient, we use
Now consider
The first term in right hand side gives
Applying the BurkholderGundy-Davis inequality, Hölder inequality and Jensen's inequality
Due to Assumption 2.19 and using simple arguments together with Theorem C.1 and Lebesgue Dominated Convergence theorem, we can show that the two terms in above inequality, i.e.
converge to zero as ε → 0. Then by the Lebesgue Dominated Convergence theorem, the two terms in right hand side of above inequality converge to zero as ε → 0. Let us consider the second term in the right hand side of (2.25),
The Burkholder-Gundy-Davis inequality and Jensen's inequality imply
Again, arguing as before and using assumption 2.19, we see that the two terms in right hand side of the above inequality go to zero as ε → 0.
Summarizing, we have shown that for any
is tight. Hence, we know by Theorem 7.8 by [14] , that the process
Sufficient conditions for solvability of the Zakai equation
In practice one is often interested in entities like
where a is a given threshold. This correspond to the case where f = 1 [a,∞) . Unfortunately, in this case f / ∈ C (2) (R) and we cannot expect that equation ( There exists several approaches to deal with pseudo-operators arising from Lévy processes. One way is to define the operator A 0 associated with the symbol φ A 0 2 is given by
Here, L 0 is a Lévy process of pure jump type with intensity ν 0 . For a short account on the associated symbol to a Lévy process we refer to [16] . More details can be found in the article of Hoh [25] , and in the books of Jacobs [26, 27, 28] . It can be shown that A 0 with domain D(A 0 ) generates a strongly continuous semigroup
. This semigroup can be extended (or restricted) to a semigroup acting on H s 2 (R d ), s ∈ R. By analyzing the symbol φ A 0 , one gets information about the smoothing properties of the semigroup T A 0 = (T A 0 (t)) t≥0 . In many cases the index can be calculated directly from the symbol and is known. A sequence of examples of the generalized Blumenthal-Getoor index, like the symmetric α-stable process, tempered α-stable process, Meixner process and normal inverse Gaussian process are given in [16] .
Depending on the lower index of L 0 and the marginal Lévy measures ν 1 and ν 2 of the Lévy process L, one can prove that there exists a unique measure valued process π = {π t : t ≥ 0} such that
Theorem 3.1. Let us assume that
• X 0 has distribution function F , which has a L 2 -integrable density with respect to the Lebesgue measure; • the symbol ψ 0 associated to L 0 has lower Blumenthal-Getoor index α
2 ; • the symbol φ Θz associated to the operator Θ z , has upper Blumenthal-Getoor index β + ≤ 1 of order two, • there exists some function k :
(3.1)
• For simplicity, we take L 1 and L 2 with positive jumps such that
In addition, if there exists a number p ∈ (1, 2] such that
then there exists a unique normalized conditional density π = {π t : t ≥ 0} such that
Moreover for f ∈ B b (R), π t (f ) is given by
where σ = {σ(t) : t ≥ 0} solves
and ρ = {ρ t : t ≥ 0} is the unique solution of the following equation
where A * 0 and Θ * z 2 are adjoint operators of A 0 and Θ z 2 . The adjoint operators A * 0 and Θ * z 2 are defined as follows. Let σ A 0 (x, ξ) be the symbol of the operator A 0 . Therefore by using [43, p. 26 , the adjoint operator representation (3.37)], the symbol of the operator A * 0 can be read as
Similarly, the symbol φ * z (ξ) of the adjoint operator Θ * z 2 is given by
Proof. We apply Theorem A.1 to get an H 1 2 2 (R)-valued solution, and then we show the existence of normalized conditional density by using the Getoor's lemma [22, Proposition 4.1] or [15, Lemma 3.9] .
In fact if we take ̺ = 
Therefore, by setting Σ(u) = u · g we also see that Σ satisfies the assumptions of Theorem A.1 as well. Hence from these observations we see that if the assumptions of Theorem 3.1 hold, then it follows from Theorem A.1 that there exists a H 1 2 2 (R)-valued process ρ, such that for any t ≥ 0
Secondly, let us fix t > 0 and set G = Y t as the σ-field on Ω and define the operator T by
It is easy to check that T is a.s. linear and positive. Let {f n : n ∈ N} ⊂ B b (R) be a sequence
, then one knows by Sobolev embedding theorem
2 (R)-valued un-normalized density measure, ρ t (f n ) → ρ t (f ). Here, one has to take into account that the density of X 0 belongs ρ 0 ∈ L 2 (R). In addition, since ρ t (1) is well defined and invertible (see Remark 2.4), we have
That is π t (f n ) → π t (f ). Since for f n ↑ f , f − f n is a.s. positive, it follows that T (f − f n ) is also a.s. positive and, therefore, T f n ↑ T f . Now, thanks to these two points we can infer from [22, Proposition 4.1] or [15, Lemma 3.9 ] that there exists a kernel
In the following corollary we present an example to illustrate the applicability of Theorem 3.1. 
2 . Let H be the Clayton copula with index θ > 0. If the distribution of X 0 has a L 2 integrable density with respect to the Lebesgue measure, then there exists a unique family of probabilities kernels π = {π t : t ≥ 0} such
Moreover for f ∈ B(R) the kernel π t (f ) is given by
and ρ = {ρ t : t ≥ 0} solves
where 
Now fix z ∈ R \ {0}. In the first step we will investigate the symbol φ Θz of Θ z . The operator Θ z is reduced to following the form with the Clayton copula for f ∈ L 2 (R),
For us it is important to know the upper index of the symbol φ Θz associated to Θ z . The symbol φ Θz is given by
By the Clayton copula, we get
where ν 1 (dy) = f 1 (y) dy. One gets by the Fubini's Theorem
Applying a version of Corput's Lemma (see [44, p. 334 -(6)]) we infer that
Substitution with m = U 1 (u) gives the estimate
from which we deduce that
Again, substitution with l = U 1 (v) gives
Observe, we have U
Since f 1 (y) = y −1−β we get for any γ > 0
Thus, we can write
Substitution gives
Substitution with v = U 1 (y) gives the estimate
Since U 2 (z) = β|z| −β we have
for any p > 1. This shows that the upper index of Θ z is 1. Since α > 1, there exists a number p > 1 such that
By the assumptions, the law of X 0 has a density function F which is integrable and ρ 0 (f ) =
. Hence, by Theorem 3.1 one can conclude the proof of Corollary 3.1.
Appendix A: The Zakai Equation as a stochastic evolution equation
In this appendix we treat the Zakai equation as a stochastic evolution equation on a Hilbert space and establish the existence and uniqueness of its mild solution. For doing so, let X be a Hilbert space, A be a possibly unbounded operator generating an analytic C 0 semigroup (T A (t)) t≥0 on X. Let η be a time homogenous Poisson random measure with Lévy measure ν on a measurable space (Z, Z) over a probability space (Ω, G, (G t ) t≥0 , Q) and B = {B(t) : t ≥ 0} be a 1-dimensional Brownian motion defined over the same filtered probability space. Let f : X → X, Σ : X → X be two mappings and G : [0, T ] × X × R → X be a progressively measurable mapping. Consider the following equation with random initial data u 0 :
whereη(dz, dt) = η(dz, dt) − ν(dz)dt is the compensated Poisson random measure. Now we define the concept of solution we have in mind.
Definition A.1. We call a stochastic process u = {u(t) : t ≥ 0} a mild solution to (A.1), if u is càdlàg in X and satisfies P-a.s.
We state and prove the following result.
Theorem A.1. Fix ̺ ∈ R. Let us assume that
• there exists some ̺ 0 > −1 such that u 0 ∈ H ̺ 0 2 (R), P a.s.; • the operator A has symbol ψ with lower Blumenthal-Getoor index α − 0 ;
• there exists a δ f < α − 0 and a constant C f > 0 with
• there exists β + ≥ 0 and some q ∈ [1, 2] such that the operator G satisfies the following inequality
In addition, if
then, there exists a mild solution u belonging P-a.s.
Proof. First we tackle the case where the q-moments are bounded, i.e. we suppose
u is progressively measurable and
dt < ∞ equipped with the norm Now, the existence of the mild solution will be established by making use of Banach fixed point Theorem (see e.g. [23] ). For any λ > 0 let us define the operator
and u ∈ M [16] implies that for γ ≥ 0 and δ ∈ R
Hence,
The Minkowski's integral inequality and the assumption regarding on f give for the second term
Applying Young's inequality for the convolution term gives
For the third term, we get
By the assumption on Σ we can infer that
Then applying Young's inequality for the convolution
Hence, we have
0 dθ. It remains to calculate the fourth term. By the assumptions on G and A we get
In particular, if
one can deal with the fourth term as follows. Consider firstly,
By following similar argument as in Brownian term, we have where
Next, we will show that there exists a λ > 0 such that the operator I :
Then by following similar arguments as in previous calculation, we can easily show that,
}. Hence I is a strict contraction for λ sufficiently large.
To conclude the proof of the theorem we show that
. For this purpose, we consider the stochastic convolution term with respect to the Brownian term, i.e. The continuity of this term follows by [11, Theorem 5.9, p. 127] . It remains to investigate the càdlàg property of
But Proposition 1.3 in [24] leads to
Since for any z ∈ R 0 + , G(., ., z) :
(R) is bounded, the càdlàg property follows. In previous analysis, we assumed that q-moments are bounded of the jump term (see (A.5)) to construct the solution to (A.4) using fixed point method. In general, we should only consider small jumps with the assumption (A.5) and prove the existence of the solution by using fixed point method, since if we allow large jumps to occur, then the corresponding jump integral may blow up and the fixed point method will collapse. Notice that the random jump times with jump size larger than one are independent of the σ-algebra generated by small jumps (size less than one) and Brownian motion. In particular, the Poisson random measure is independently scattered, or in other words, for any U ∈ B(R) the processes η(U ∩ (−1, 1) × [0, t]) and η(U ∩ R \ (−1, 1) × [0, t]) are independent. Therefore, now we assume that (A.5) holds with only small jumps (size less than one). Let {T i : i = 1, . . . , n} be the random jump times (stopping times) with the size of the jumps are larger than one. Previous analysis guarantees that there exists â u ∈ D((0, 
where P (t) = |z|≥1 zη(dz, dt) is the compound Poisson process. Now suppose that P {ω ∈ Ω : T 1 < ∞} = 1. Defineū(0) = u 1 (T 1 ),B(t) = B(T 1 + t),η(., t) = η(., T 1 + t) and F t = F T 1 +t . LetP (t) = |z|≥1 zη(dz, dt) be the compound Poisson process which starts from time T 1 .
Since we don't have jumps with size larger than one during the time interval (T 1 , T 2 ), from previous analysis there exists a solutionū
Since we have a finite number of large jumps with size bigger than one over [0.T ] almost surely, by repeating the above process n times, we can obtain u = u n ∈ D((0, T ], H and their generalized inverse, given by
Dependence of jumps of a multivariate Lévy process can be described by a Lévy copula which couples the marginal tail integrals. In particular, let L be a two dimensional Lévy process, ν is its intensity measure and U is the tail integral defined by
Now, L can be seen as two Lévy processes linked together by the mapping H :
For example, if L 1 and L 2 are independent positive Lévy processes, the copula H is given by (see [32, Theorem 4.6] )
If L 1 and L 2 are completely dependent, the copula H is given by
A Sklar type Theorem (see [9] ) ensures the existence and uniqueness of a Lévy copula given a Lévy process, and vice versa. To be more precise, it says that for each 2-dimensional Lévy process with intensity ν and marginal Lévy measures ν i , i = 1, 2, one can associate a Lévy copula H such that
Here U and U i , i = 1, 2, denotes the tail integrals defined by (2.2) and (2.1) respectively. Conversely, if H is a Lévy copula and U 1 , U 2 are marginal tail integrals of two Lévy processes, Equation B.3 defines the tail integral of a 2-dimensional Lévy process, where U 1 , U 2 are the tail integrals of its components.
As an example, let us consider Clayton Lévy copula.
Example B.1. For a 2-dimensional Lévy processes the Clayton copula is given on R 2 by (see e.g. [10, 32] )
The To give the connection between copulas and Lévy copulas let us define the survival copula. Let F : R 2 → [0, 1] be a distribution function andF (x, y) = 1 − F (x, y). Let F 1 and F 2 be the marginal distributions,F 1 = 1 − F 1 andF 2 = 1 − F 2 be the marginal tail functions respectively. Now, one can define the survival copula associated to F bȳ
Since C(u, 1) = u and C(1, v) = v, we getC(0, u) = u andC(v, 0) = v. For simplicity, let L = (L 1 , L 2 ) be a two dimensional Lévy process with only positive jumps and with marginal Lévy measures ν 1 , ν 2 and copula H. Here, we assume that ν 1 and ν 2 are two Lévy measures with ν 1 ((0, ∞)) = λ 1 , ν 2 ((0, ∞)) = λ 2 . We also assume that H is twice differentiable and ν 1 , ν 2 have densities with respect to Lebesgue measure on R \ {0}. We will consider only copula, such that L 1 and L 2 have only common jumps. Let (F 1 t ) t≥0 be the filtration generated by L 1 and (F 2 t ) t≥0 the filtration generated by L 2 . We are interested in the jumps of L 1 given the jumps of L 2 . Since ν((z 1 , ∞), (z 2 , ∞)) = H(U 1 (z 1 ), U 2 (z 2 )) it follows that ν(dz 1 , dz 2 ) = ∂ 2 ∂u 1 ∂u 2 H(u 1 , u 2 ) Since ν 1 and ν 2 are finite, it follows that L(t) can be represented by the following sum
where N = {N (t) : t ≥ 0} is a Poisson process with intensity λ H and {Y n = (Y n,1 , Y n,2 ) : n ∈ N} is a family of R 2 -valued independent random variables with distribution function ν/λ H . Calculating the Fourier transform one can easily see We are interested in the conditional distribution of the jumps in the first variable, given the jumps in the second variable, i.e. Y n,1 , given the projection onto the second axis, i.e. Y n,2 .
IfC is the survival copula of Y n , i.e. Fix ε > 0 and let us assume that we have a Lévy measure with infinite activity and that we cut of all jumps whose projection onto one of the two axis is smaller than ε. Then we have ν((ε, ∞) × (ε, ∞)) = H(U =C(ε, ε).
This gives us the scaling property 1 λ H(λu 1 , λu 2 ) = H(u 1 , u 2 ), u 1 , u 2 ∈ R \ {0}, for λ = H(ε, ε).
Proposition B.1. Let us assume that λ 1 = λ 2 = λ = H(ε, ε) and let us assume that the Copula H satisfies the following scaling property:
Let us define h(u 1 , u 2 ) := ∂ 2 ∂u 1 ∂u 2 H(u 1 , u 2 ) .
Then, the conditional probability of ∆ t L 1 given ∆ t L 2 is represented by
ν(dz 1 ).
Proof. The formula can be shown by direct calculations. In particular, 
B.2 Copula and σ-finite Lévy measures
Let us assume that the ν 1 and ν 2 are two Lévy measures with infinite measure. Let ν be a σ-finite Lévy measure and L the corresponding Lévy process. Here we consider L with only positive jumps. Cutting off the jumps smaller than ε, the corresponding Lévy process L ε can be written as follows.
where N ε is a Poisson point process with parameter ν(R 2 + \ (0, ε) × (0, ε)) and {Y i,ε : i ∈ N} are independent identical distributed random variables with survival function Finally, by the definition of H we get
In case ν 1 = ν 2 , we get by the scaling property of the Clayton copula (see Definition B.4)
This means that the survival copulaC ε is given by H. Proof. The formula can be shown by direct calculations. In particular, we can argue along the following lines P (Y 1,ε = z 1 | Y 2,ε = z 2 ) = P ({Y 1,ε = z 1 } ∩ {Y 2,ε = z 2 }) P({Y 2,ε = z 2 }) = .
Owing to the following equalities ∂ ∂z 2F ε (0, z 2 ) = ∂ ∂z 2F 2,ε (z 2 ) =
