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One of the most challenging area in theoretical physics is that of strongly
coupled many-body systems. Most of our knowledge and intuition come
from perturbative descriptions especially in quantum mechanical systems.
It is a priori rather remarkable that this seemingly limited tool can teach
us so much about nature and can describe a large number of phenomena
effectively. The modern understanding of this phenomenon is due to Wil-
son [1]. He introduced the idea of renormalization and universality which
can be thought of as a metatheory of physical laws. Its strength relies on
the fact that it is not necessary to refer closely to particular details of the
system we wish to study. Wilsonian universality tells us that even given
the unimaginably large number of possible interactions between the con-
stituents, its consequences can be put into three categories with respect
to its behavior at large distances. Most of the interactions turn out to
be irrelevant and their effects are negligible at large distances. Only for
a finite number of relevant couplings is the interaction important. In the
marginal case, the interaction is equaly important in the UV and in the
IR. Therefore, universality tells us that many systems behave perturba-
tively at low energy, despite the fact that the couplings may be large at
high energy.
There are also, however, systems (with relevant coupling), where we
do know the microscopic physics but we do not have an algorithm which
transforms a microscopic model to experimental predictions (which can
be tested and compared to the model). This happens both in high-, and
low-energy physics. The classical example is the theory of the strong force,
QCD. It is perturbative at high energy (above 300MeV ), therefore it is
possible to test the details of quark interaction in high-energy scattering
experiment. However, QCD at everyday scales (describing for example
the spectrum of mesons and baryons) is out of the range of applicability
of weak-coupling physics. We will see in this thesis that many examples
of such theories also exist in condensed matter physics. In these cases,
one knows the UV theory very well (electrons interacting with each other
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and with ions in the lattice via Coulomb interaction) but in some classes
of materials we cannot predict macroscopic measurable properties such as
conductivity or photoemission spectra in the IR regime (in which we are
mostly interested).
This calls for new approaches. In bosonic systems it is possible to use
Monte Carlo methods to calculate equilibrium quantities by considering
the discretised version of the relevant quantum field theory in hand in
imaginary time. The greatest achievements of this type of techniques is
the determination of the proton mass with 2% accuracy using a discretised
version of quantum chromodynamics [4]. It took, however, more than 20
years of research to achieve this goal and the power of a supercomputer due
to the huge computational demands of the simulation (both in terms of
CPU and memory). Even with their success, these numerical approaches
have limited range of applicability.
Achieving this precision is only possible in equilibrium and it is even
harder to simulate real time dynamics. For this, one would need to analyt-
ically continue the numerical data from imaginary to real time (from Mat-
subara frequencies to real frequencies) which would require the knowledge
of the spectrum of very large frequencies with high accuracy. A common
trick is to try to fit a physically motivated analytical expression (e.g. Pade
approximant) to the high frequency regime.
A far more fundamental problem arises in fermionic strongly coupled
system at finite density. These systems are especially hard to solve due to
the fermion sign problem [2]. It means that even in an equilibrium Monte-
Carlo simulation, the weight of each configuration is not a real, positive
number as in the bosonic case but complex which leads to oscillatory
behavior. It is in fact claimed that simulating fermionic systems is NP
hard [2, 3].
Because of these difficulties of applying numerical methods to quantum
many-body physics, investigating and improving analytical approaches is
of high importance. In Chapter 2-4 of this thesis, we will apply several
promising techniques to strongly correlated fermionic systems. To give
a background, in this chapter, we will introduce these systems together
with analytical, non-perturbative methods. Specifically, we will describe
large-N methods, conformal field theories and holography (AdS/CFT ).
2
1.1 Phases of fermionic matter: Fermi and non-
Fermi liquids
1.1.1 Fermi liquids
Let us summarize first what are the most important characteristics of the
most common fermionic system for which we do have a successful descrip-
tion: the Fermi liquid. Landau’s Fermi liquid theory relies on the fact
that the interactions become weak (they are irrelevant in the Wilsonian
language) well below the scale of the Fermi momentum. This results in
an infinitely long lived spectrum of quasiparticles at the Fermi surface.
Though the values of explicit parameters (such as lifetime, quasiparticle
residue) vary among materials, the qualitative features are the same.
Both theoretically and experimentally a very relevant quantity (which
can be measured by ARPES) is the spectral function. This gives the
spectrum of excitations and is computed through the imaginary part of the
single particle Green’s function. In case of a Fermi liquid with momentum
near the Fermi surface, the form of the Green’s function is:
GR(k,ω) =
Zk
ω− vF (k− kF ) + Σ(k,ω)
+Gincoh(k,ω), (1.1)
with the self energy being quadratic in the frequency and temperature [17]
ΣFL(k,ω) = iCk
(
ω2 + T 2
)
. At the Fermi surface (ω = 0), the lifetime of
the quasiparticle is infinite (at zero temperature), while for ω > 0, it stays
finite. The spectral function is given by
A(k,ω) = ImGR2π , (1.2)
and it is plotted in Fig. 1.1 for a free Fermi gas and an interacting Fermi
liquid (at zero temperature). This quantity can be measured by inverse
photoemission experiments (ARPES) and is a valuable tool to confirm
either Fermi liquid behavior or deviation from it.
The occupation number (shown in Fig. 1.2) can be also calculated





The quasiparticle residue Zk sets the magnitude of the discontinuity at
kF in the occupation number.
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Figure 1.1. Spectral function as a function of frequency for a fixed momentum
in the case of a a) free Fermi gas, b) interacting Fermi liquid (from [27]). The
quasiparticle nature of these states is manifest in the form of a delta-function
peak for the free Fermi gas. In case of the Fermi liquid, the peak broadens due
to the interactions.
Figure 1.2. Occupation number of a a) Fermi liquid, b) marginal Fermi liquid,
which we will introduce in Section 1.1.3 (from [27]).
4
1.1.2 Conductivity of Fermi liquids
Let us study an other very relevant feature of a Fermi liquid: its resistivity.
Experiments show that the DC resistivity scales as T 2 (as in Fig. 1.4) at
low temperature (for a clean sample) when electron-electron scattering is
the dominant process. The form of the spectral function we saw in the
previous section and the temperature profile of the conductivity are not
independent. Let us see how these two important experimental quantities
are related to each other.
The frequency dependent conductivity is related to the retarded current-
current correlator (ΠR) according to the Kubo formula







Here, the retarded quantity can be obtained from the Euclidean version
using the usual analytical continuation
ΠR(ω, ~q) = Π(iqn, ~q)|iqn→ω+iε (1.5)
where in our notation q = (iqn, ~q) indicate both frequency and momentum
dependence. As indicated we are interested in the diagonal part of the
conductivity tensor.
The diagonal part of Π is defined by
Πxx(q) = −T 〈Jx(q)Jx(−q)〉, (1.6)
with Jx(q) the momentum space current. Its form (depicted in Fig. 1.3)





ddk (2kx + qx)ψ+(k)ψ(k+ q), (1.7)
where d is the number of space dimensions.
In general, in an interacting theory calculating (1.6) is difficult. For-
mally, there is an exact relation (Schwinger-Dyson equation) which con-
nects it with the Green’s function and three point vertex (Fig. 1.3):

















Figure 1.3. Left: Current vertex. Right: Schwinger-Dyson equation connecting
the current-current correlator with the exact Green’s function (double line) and
irreducible three-point vertex (from [46]).
We can express the retarded version of Π by ignoring the vertex corrections










f (ω1)− f (ω2)











where f(ω) is the Fermi-Dirac distribution. We have used the relation




















We can obtain the DC conductivity from (1.10) by evaluating one of












Ignoring the vertex correction is safe in case of the Fermi liquid (interaction
is irrelevant). Note, however that this approximation is questionable for
a system with relevant interactions.
One can simplify (1.13) by realizing that at low temperature, the
derivative of the Fermi-Dirac distribution is a delta-function. Further-
more, the spectral function is highly peaked around the Fermi surface and
in first approximation it only depends on k⊥, the distance between ~k and
6
Figure 1.4. DC resistivity as a function of temperature in the case of a a) Fermi
liquid and b) non-Fermi liquid (from [28] and [29] respectively). The horizontal
line represents the estimated Mott-Ioffe-Regel bound.
the Fermi surface. We can therefore approximate the conductivity as
σDC ∼ kd+1F
ˆ

















c · T 4(
(vk⊥)
2 + c2T 4
)2 .
(1.15)
By changing the integration variable k⊥ → T 2k⊥, we see that the tem-
perature scaling of the conductivity is σDC ∼ T 2. Strictly speaking, there
is an oversight in this computation. In a translationally invariant sys-
tem the DC conductivity is always infinite. A precise calculation that
includes weak translational symmetry breaking (by introducing a lattice
for example) gives the same answer, however.
1.1.3 Strongly correlated fermions: Non-Fermi liquids
In 1986, a remarkable discovery happened which was unexpected for most
of the physics community: the discovery of high-temperature supercon-
ductivity in cuprate systems, where the resistivity dropped to zero at 34K
[44, 43]. Soon, new compounds were found for which the critical temper-
ature was above the boiling temperature of liquid nitrogen (77K). Until
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then, the theory of superconductivity was believed to be completely de-
scribed with the BCS theory: phonon interaction mediated Cooper pairs
condense at low temperature. However, it predicts that the critical tem-
perature can not be higher than 30K. On further examination these new
types of material turned out to display a lot more unconventional features
other than its high critical temperature. A very notable surprising feature
is that at temperature above Tc the normal (not superconducting) phase
exhibits behavior which cannot be describe with Fermi liquid theory.
Many electronic materials have been discovered since which display un-
conventional behavior. What is common in these different systems is first
of all the layered structure (with CuO2-planes in the case of the cuprates).
This is believed to be the central cause of strongly coupled physics. This
also means that important features of the system are captured by models
in d = 2 spatial dimension. Secondly, these class of materials have a dis-
tinctive behavior as a function of a doping parameter x. These systems
have very rich phase diagram. A simplified version of it is shown in Fig.
1.5. For large doping we have a normal Fermi liquid phase with sharp
Fermi surface. In the other limit, for low doping the system is a Mott
insulator with antiferromagnetic properties (or other type of phase). The
most interesting regime is between these phases at intermediate doping.
For low temperature, this is the exotic superconducting phase discovered
in 1986.
The distinctive feature is that it is believed that under the supercon-
ducting dome there is a quantum critical point (QCP). The notion of a
quantum critical point is very general and is important in bosonic systems
as well. For a QCP to exist in a quantum system one needs a tunable pa-
rameter r in the Hamiltonian. This parameter can be for example an
external magnetic field, pressure or the doping fraction as we described
above in case of the cuprates. At zero temperature there can exist a criti-
cal value of this parameter rc such that the groundstate of the system for
r < rc can not be continously deformed into the groundstate for r > rc.
In other word, the system undergo a zero temperature phase transition as
one tune r. If this transition is second order at the critical point (r = rc),
all correlation function possess a scaling symmetry, i.e.
~x→ s~x, t→ szt, (1.16)
similarly to thermal phase transitions. The exponent z is called the dy-
namical critical exponent, and it tells us the different scaling between time
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and spatial variables. If z = 1, we are dealing with a relativistic system
with scaling symmetry. In that case the symmetry group is conjectured to
be always enhanced with the special conformal transformations, arriving
at a conformal field theory (CFT). We will study CFTs in more depth in
Section 1.2.2.
The quantum critical point although seems to be special just one point
in the phase diagram. However, if we consider now the system at finite
temperature, originated from the QCP the properties in a cone-like region
are still governed by the QCP. In this region therefore, the physics is
also universal. The cuprates (and also other types of strongly correlated
materials) exhibit such a cone. This region is the strange metallic phase
and it can be obtained by heating up the system near optimal doping
(see in Fig. 1.5). This is in contrast with conventional superconductors
described by BCS-theory, where the normal metallic phase is of a Landau
Fermi liquid. This is why it is believed that high Tc superconductivity is
governed by a QCP.
The strange metallic phase has linear-T resistivity (as opposed to the
T 2 resistivity of Fermi liquids) up to very high temperatures (as is depicted
in Fig. 1.4b). From this experimental fact (anomalously large resistivity
in the normal phase) alone one can conclude that non-quasiparticle type
of physics is at work. To see this, let us use the Drude formula to obtain a
resistivity bound for quasiparticle transport. In that case, the resistivity





where n is the density of charge carriers. For a quasiparticle, τ can be
approximated by vF τ ∼ lMFP , where vF is the Fermi velocity and lMFP
is the mean free path. The resistivity is therefore inversely proportional











However, the mean free path cannot be smaller than the lattice spacing of
the material and therefore, an upper bound exists (the Mott-Ioffe-Regel
bound) for the resistivity. If in a material, quasiparticle transport is at
work, its resistivity should saturate at high temperature.
A phenomenological description of the strange metallic phase can be
given in terms of the so-called marginal Fermi-liquid. In this approach
9
Figure 1.5. Schematic phase diagram of the cuprates (from [31]).
one fits the ARPES data (at low temperature) with the Green’s function
of the form [26]:
GMFL(k,ω) =
Z













where x = max(|ω|,T ). This results in an occupation number as in Fig.
1.2 b). Note that the discontinuity disappears, signaling again that we
are not dealing with a gas of quasiparticles. Furthermore, as opposed to
the Fermi liquid the self energy is completely independent of the momen-
tum. We will see that this type of Green’s function can be obtained by
assuming that the fermions are interacting with a z = ∞ critical system
with large number of degrees of freedom. In this thesis we will meet other
forms of Green’s functions for non-Fermi liquids coming from different
considerations.
We can connect this form of Green’s function with the linear-T re-
sistivity using (1.14) with Im (ΣMFL) ∼ T and changing the integration
variable to k⊥ → Tk⊥. We emphasise, however, that this derivation was
based on the assumption that vertex-corrections can be neglected.
10
Figure 1.6. Phase diagram of the Ising-nematic transition (from [11]).
1.1.4 Ising-nematic transitions: quantum critical boson cou-
pled to a Fermi surface
One can ask from a theoretical point of view, what kind of (effective)
fermionic Lagrangian can result to non-Fermi liquid behavior. A natural
attempt would be to introduce a four-fermion interaction between the
fermions. However, in d > 2 such an interaction is generically irrelevant
(with the well-known exception of BCS instability), therefore does not
destroy the quasiparticle properties near the Fermi surface and we are
still left with a Landau Fermi Liquid.
The simplest (continuum) model in which non-Fermi liquid behavior
appears involves a fluctuating massless bosonic order parameter. The ori-
gin of the order parameter can be different, but for concreteness we will
discuss the Ising-nematic transition observed for example in Y Ba2Cu3Oy
[30]. Here, in the unordered phase, the electronic correlations have C4
rotation symmetry originated from the underlying lattice. In the ordered
phase this rotation symmetry is spontaneously broken to C2 as it is de-
picted in Fig. 1.6.















and the interaction with the fermions (we neglect the spin degrees of





ddkddqd(k)φ(q)ψ+ (k+ q/2)ψ (k− q/2) . (1.22)







+(k) (∂τ + ε(k))ψ(k). (1.23)
In d = 2 dimensions, in which we are most interested, the coupling λ
is relevant. The parameter which controls the quantum phase transition
is the mass term r in the bosonic part. In the massive case r > 0 we can
integrate out the boson below the scale ω < r, therefore the shape of the
Fermi surface does not change. For r < 0 however φ acquire a non-zero
(uniform) expectation value 〈φ〉 6= 0 and its effect on the fermions is such
that the shape of the Fermi surface changes. To achieve the C2 symmetric
shape (as in Fig. 1.6) we can choose d(k) ∼ cos kx − cos ky. The most
interesting question however, is what happens to the system when we tune
r to criticality (r = 0).
Hertz-Millis approach
The model in the previous section was studied already in the 70’s by Hertz
[15]. His approach was to integrate out the fermions and derive an effective
action for the order parameter. After the evaluation of the fermionic path









Dφ exp (−Sb[φ]− Sdet [φ]) , (1.24)
where G−1 [φ] ∼ G−10 + λφ, with G0 being the free fermion propagator, is
the inverse of the fermion Green’s function in the presence of a scalar field
in real space - we assume d(k) = 1 for simplicity. The effective action
from the determinant can be formally written as
Sdet = −Tr logG−1 [φ] . (1.25)
12
Figure 1.7. One-loop diagrams in the theory of fermions and quantum critical
bosons. On the left: boson polarization diagram (Landau damping). On the
right: fermion self energy correction.
This quantity has the usual non-local expansion in the coupling constant:
Tr logG−1[φ] ∼ λ2
ˆ
dd+1Xdd+1Y G0 (X − Y )2 φ (X)φ (Y ) (1.26)
+ λ3
ˆ
dd+1Xdd+1Y dd+1ZG0 (X − Y )G0 (Y −Z) ·
(1.27)
·G0 (Z −X)φ (X)φ (Y )φ (Z) + ..., (1.28)
involving closed fermion loops with n propagators which result in effective
interaction terms in the form of φn. Here, we used the simplified notation
X, Y and Z for the spatial coordinates and imaginary time variables. The
assumption of the Hertz-Milis approach is that the terms with n > 2 can
be neglected in the low frequency limit [15]. Therefore only the one-loop
Landau damping diagram (see the left figure in Fig. 1.7) contributes to
the boson correction. This has the form ΠLD = γ
∣∣ω
k
∣∣ in momentum space
[11].















The ω2 bare kinetic term was neglected based on that for small frequencies
the polarization (Landau damping) term dominates.
The quadratic part of this action is invariant under the scaling
~x→ s~x, t→ szt, φ→ φs1−
d+z
2 (1.29)
if we choose z to be 3. Using this we can deduce that the dimension of
the quartic coupling u is dim[u] = 1− d. Therefore, under this scaling
the boson self-interaction is irrelevant for d > 1.
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However, the above argument of Hertz and Millis is questionable in
the case of d = 2 dimensions. It ignores how the boson-fermion coupling
λ scales, and in d = 2 it is relevant. In this case ignoring the terms with
n > 2 from (1.28) is no longer self-consistently justified. Therefore, more
careful analysis are needed for the problem. After the next section about
large-N methods we will list some newer approaches from the literature.
Then in Chapter 3 and 4 we will study the problem in detail in the so-
called quenched approximation.
1.2 Non-perturbative methods
d = 2 fermions coupled to a QCP is an example of an important phys-
ical systems where perturbative methods cannot be applied. Therefore
we need to seek alternative ways to deal with such problems. Non-
perturbative methods are only exact in case of very special theories. For
a reasonably generic case, one needs to use some form of approximation.
Therefore, it is important to be familiar with more than one technique
and to study the strongly coupled system at hand with several different
approaches, since they can shed light to different aspects of the physics.
In this chapter we will give a brief introduction of some of these meth-
ods, namely large-N theories, conformal field theory and finallyAdS/CFT
correspondence (and holography in general). It is far from the com-
plete list of important techniques, however. We must for example men-
tion Wilsonian-, and functional renormalization group approaches, Monte-
Carlo simulations and the use of dualities as the most successful ones. In-
tegrability, supersymmetry and localization are also very useful and well
studied methods with more limited applicability however than RG tech-
niques.
1.2.1 Large-N theories
When dealing with strongly coupled systems one can not rely on the small-
ness of the coupling constant. Therefore, to gain insight of the system,
it is possible to extend the theory with another parameter and use it as
a control parameter. One standard way is to take multiple copies of the
fields. This means adding additional degrees of freedom, therefore making
the theory more classical than the original one. Large-N extensions have
an important role in strongly coupled physics (both in condensed matter,
14
and high energy physics) on its own and they are crucial ingredients of
the AdS/CFT correspondence as well.
Of course this extension can be implemented in different ways. We
will review here the vector large-N and the matrix large-N models.
Vector large-N models
















where i = 1, ...,N indicates the different species of bosons. This is called
a vector model because φ transforms in the fundamental represenation of
O(N). The coupling has the (naive) scaling dimension 3− d therefore it
is relevant in d = 2.
We can introduce a non-dynamical auxilary field σ by writing
Z =
ˆ
Dφ exp (−S) = c ·
ˆ
DφDσ exp (−Sψσ) , (1.31)
















Since in this form the φ integrals are gaussian, we can evaluate the path
integral explicitly
Z = c ·
ˆ














where we have rescaled the coupling constant λ̃ = Nλ.
If N is large, than the path integral is dominated by the saddle point
of Sσ and therefore, the theory can be analysed by semi-classical meth-
ods. Note, that we would arrive to similar results if we had started with
N species of fermions transforming in the fundamental representation of




There is another way how one can introduce multiple similar degrees of
freedom: by considering matrix valued fields. This is very natural in high-
energy physics. The prime examples of the matrix valued large-N limit
is the study of QCD and non-Abelian gauge theories in general. There
the meaning of the parameter N there is the number of colors of the
quarks (Nc). The theory has a local SU(Nc) symmetry. The matter fields
(quarks) transform in the fundamental representation, while the force-
carriers (gluons) transforms in the adjoint matrix representation. The











where Dµ = ∂µ− iqAµ and the non-abelian field strength can be deduced
from the matrix valued gauge connection
Fµν = ∂µAν − ∂νAµ − i [Aµ,Aν ] . (1.36)
The matrix form of the vector potential can be written as Aµ = AaµTa
with Ta being the generators of SU(N).
However, the notion of matrix large-N limit is more general and can


















The dynamics of this theory is different from the vector large-N case. First
of all, note that the single trace structure of the interaction Tr (Φ+ΦΦ+Φ)
prevent us to introduce an auxilary field in the form of (1.32). If we had a
double trace type of interaction (Tr (Φ+Φ) Tr (Φ+Φ)) which is a differ-
ent way of generalizing, the method of the previous section would apply.
However, as we will see there is a notion of classicalisation here as well.
For simplicity we will consider the symmetry group to be U(N). As for
gauge theories, Φ transforms in the adjoint representation Φ→ U−1ΦU .
The interesting limit here was first introduced by t’Hooft [12]. He stud-
ied the special limit where one keeps the combination λ = g2N fixed while
taking N →∞. To determine the N dependence of Feynman diagrams it
is very useful to introduce the so-called double line notation where for the
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Figure 1.8. The propagator and verticies in a matrix theory with double line
notation. The propagator scales as 1/N , while each vertices as N1 (from [45]).
propagators we draw two lines representing the two indices of the field Φij
(see in Fig. 1.8). In this convention we can directly read off from (1.37)
what is the N dependence of a diagram. A propagator contributes with
g2 ∼ λ/N , while a vertex is proportional to N/λ. Furthermore, every
index loop comes with an additional factor of N . We see therefore that
the N dependence of a diagram is NV−P+L, where V , P and L stand for
the number of vertices, propagators and index loops respectively.
Note, that we can attach a topological meaning to this result. To
demonstrate this, we consider vacuum diagrams. Let associate to each
diagram a triangulation of a two dimensional manifold (as in Fig. 1.9)
where the propagators are the edges, and the interior of each index loops
are the faces. In this construction the exponent of the N dependence
is F −E + V = χ = 2− 2h (F , E and V are being the faces, edges and
vertices of the triangulation respectively), which is the Euler characteristic
of the triangulation with h the number of holes. χ = 2 (h = 0) corresponds
to a triangulation of a sphere, where h 6= 0 corresponds to a triangulation
of a torus with h holes. Therefore, the more complex the topology of a
diagram, the more subleading it is in terms of N .
The interesting quantities are correlation functions of U(N) invariant
(“gauge-invariant”) operators. If the symmetry is gauged then the physical





, Tr (Φ+Φ) Tr (Φ+Φ). If the symmetry is not
gauged then the physical Hilbert space is larger but we will still call these
operators gauge-invariant and the consequences of the large-N limit will
be identical.
Let’s first examine the two-point function of a single trace operator
(we take O4 = Tr (Φ+ΦΦ+Φ) for concreteness). We can write it as a
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Figure 1.9. Two vacuum diagram in a matrix theory (with both cubic and
quartic coupling). The left diagrams scales as N2, while the right as N0. This
fact is also manifested in the fact that with the left diagram it is possible to
tringulate a sphere while the right one only can be drawn to a torus (from [45]).
sum of the disconnected and connected component.
〈O4O4〉 = 〈O4〉〈O4〉+ 〈O4O4〉c (1.38)
Using the double line notation it is easy to see that while both the con-
nected and the disconnected piece have the same number of vertices and
propagators (at leading order), the connected one has less index loops (see
in Fig. 1.10). Therefore if 〈O4〉 is non-vanishing, the two-pont function
is dominated by the disconnected component. However, this expectation
value is often zero (in a CFT it is always vanishing) and the leading behav-
ior of the correlation function is non-trivial. The connected component
scales as 〈O4O4〉c ∼ N2 and therefore it become infinite in the N → ∞
limit. To avoid this, one usually renormalizes the single-trace operators
of the theory such that its connected two-point function does not scale
with N (for example 1NO4 = Õ4). After this normalization there is no
additional freedom in the definition of multi-trace operators.
In similar way we can show that the higher-point functions always
factorizes. To illustrate this, let us consider the four point function of
(the already properly normalized operator) O2 = 1N Tr (Φ
+Φ):
〈O2O2O2O2〉 = 〈O2O2O2O2〉c + 〈O2O2〉c〈O2O2〉c + ... (1.39)
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Figure 1.10. The two-point function of a single-trace operator can be split into
a disconnected and a connected piece (from [8]). Both type of diagrams have the
same number of propagators and vertices but the connected diagrams have less
index loops, therefore they are subleading in N .
The disconnected piece (which can no longer vanish under any circum-
stances) scales as N0 but the connected one goes to zero in the large-N
limit.
〈O2O2O2O2〉c ∼ N−2 → 0. (1.40)
As we will see in the forthcoming sections, the vanishing of the non-trivial
component of higher point functions of single-trace operators in the large-
N limit has important consequences in AdS/CFT as well.
Large-N approaches to quantum critical fermions
Large-N type approaches are important in condensed matter physics as
well. As we have seen the quantum critical fermion model introduced in
Section 1.1.4 in d = 2 dimensions is strongly coupled. To analyse the
system (at least qualitatively) a usual approach is to generalize the theory
and introduce multiple species of bosons (Nb) and fermions (Nf ). One
then can hope for a non-perturbative solution in a certain limit (typically
large-N limit).
Since we have two parameters (Nb, Nf ), there are in principle a lot of
possible extension of the theory.
• One approach is to take the vector large-Nf limit while keeping
λ
√
Nf fixed [20, 21, 24]. In this case at one-loop the Landau damp-
ing (left of Fig. 1.7) or boson polarization diagram is O(N0f ) but
the fermion self energy correction (right of Fig. 1.7) is O(N−1f ).
This limit is extensively studied by renormalization group methods
up to four loops. However as pointed out in [24] it is questionable
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whether it is a controllable expansion is since there are infinitely
many diagrams with the same power of Nf .
• It is also possible to consider large N matrix theories with SU(N)
symmetry [26–29]. In this case the fermions transform in the funda-
mental representation (therefore there areNf = N number of them),
while the bosons transform in the adjoint representation (so there are
Nb = N
2 of them). The scaling of the coupling is chosen to be such
that λ
√
N is fixed similarly to the previous case (and the t’Hooft
limit). Since Nb  Nf the Landau damping is subleading compare
to the fermion self energy. In the original problem (Nf = Nb = 1),
the Landau damping believed to be an important effect at low fre-
quencies. With this limit therefore one can qualitatively study the
physics above this scale. At higher order for Nf →∞ the so-called
rainbow diagrams give the dominant contributions to the self energy
as we will explain in Chapter 3.
1.2.2 Conformal field theories
We now turn our attention to conformal field theories which are another
type of important non-perturbative systems where we have (somewhat
better) mathematical control. We have seen that studying critical points
are crucial in understanding strongly correlated systems. In the Wilsonian
language, at a general point in the RG flow one can compute the β function





When this function vanishes β (g?) = 0 for some values (g∗) of the
coupling, the renormalization group flow ends in fixed point and the sys-
tem has the scaling symmetries (1.16). If the dynamical critical exponent
is unity, i.e. time and spatial dimensions scales at the same way (the sys-
tem is “relativistic”), these symmetries enhanced with the so-called special
conformal symmetry and the system is conformally invariant. In most of
the condensed matter applications, the vanishing β function is at only a
special value of the coupling (g?) so the critical point is isolated. We will
see however, that in certain supersymmetric theories it is possible, that
the β function vanishes for all values of the coupling.
This large symmetry group offers us another way to study strongly
correlated systems non-perturbatively. 1 + 1 dimensional theories turned
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out to be special in such a way that the symmetry group is even larger
than in d > 1 spatial dimensions. In some cases (in the so-called minimal
models and Liouville theory), this imposes such large constraints on the
correlation functions that the theory can be solved exactly via the confor-
mal bootstrap. This program was an active area of reasearch in the 70’s
and 80’s and recently it has received renewed attention with systems in
higher dimensions. We will focus here on d > 1, and study features which
are generic so we do not need to restrict ourselves to 1 + 1 dimension.
Since the strategy with these systems is to squeze out as much physics
as possible from the symmetry properties we should start with the algebra.
Let us study therefore the properties of this symmetry group (in d > 1)
which is realized in z = 1 critical points. For concreteness we will focus
here on the Euclidean case. In the following table we summarize the
(finite) coordinate transformations and its generators:
Transformation Generator
Translation x′µ = xµ + aµ Pµ = −i∂µ
Rotation x′µ =Mµν xν Lµν = i (xµ∂ν − xν∂µ)
Dilatation x′µ = sxµ D = −ixµ∂µ
Special Conformal Transfor-





These generators satisfy the following algebra
[D,Pµ] = iPµ (1.42)
[D,Kµ] = −iKµ (1.43)
[Kµ,Pν ] = 2i (ηµνD−Lµν) (1.44)
[Kρ,Lµν ] = i (ηρµKν − ηρνKµ) (1.45)
[Pρ,Lµν ] = i (ηρµPν − ηρνPµ) . (1.46)
Here ηµν = diag(1, ..., 1) is the Euclidean metric.
This group is called the conformal group and denoted by SO(d+ 2, 1).
It turns out that it is isomorphic to the group of Lorentz transformations
in d+ 3 dimensions. Note the somewhat unconventional notation for the
number of dimensions. Although we are in Euclidean signature, we still
denote the number of spacetime dimensions d+ 1 (d spatial dimensions
and an imaginary time dimension) to keep our notation consistent with
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the previous sections. In other words the conformal group in certain di-
mensions is always isometric to the Lorentz algebra with two extra di-
mensions (one space-like and one time-like). In the same manner, if our
CFT has Lorentzian signature, then its symmetry group is isometric to
SO(d+ 1, 2).
As in a (continuum) general quantum field theory one classifies states
with respect to the symmetry elements of the Poincare group (translations
and rotations), it is possible to introduce extra quantum numbers with the
additional symmetries. Under translation and rotations a scalar operator
transforms as
[Pµ,O(x)] = i∂µO(x), (1.47)
[Lµν ,O(x)] = −i (xµ∂ν − xν∂µ)O(x). (1.48)
In a CFT the most important quantum number is the scaling dimen-
sion of the operator. A trivial example of a CFT is a massless, free scalar
field. In this case the fundamental field φ is a primary operator (for d > 1)
and its ’naive’ dimension (the one we can deduce from the Lagrangian)
and ’true’ scaling dimension (the one appears in the propagator) are the
same. In an interacting theory, this is not the case however. Therefore we
will always mean the latter by scaling dimension. On the other hand there
are special operators for which the scaling dimension does not renormalize
even in a strongly interacting theory. In some examples this phenomenon
is highly specific to the concrete theory i.e. in supersymmetric theories
where the protection is due to supersymmetry. However, it is generic
that the energy momentum tensor Tµν and a global current Jµ possess
the ’naive’ dimensions due to their conservation laws. In d dimensions it
means ∆T = d+ 1, ∆J = d.
If the scaling dimension of O is ∆ at the fixed point, its commutator
with the dilatation operator is
[D,O(0)] = i∆O(0). (1.49)
We have one more generator: the one of the special conformal transfor-
mations. By definition, we call O a primary operator if its satisfies the
commutation relation
[Kµ,O(0)] = 0. (1.50)
There are also operators which have definite scaling quantum numbers
but are not primaries. For example, if O is primary, then its derivatives
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(for example ∂νO) are not. To see this, first we write the commutation
relations (1.49), (1.50) for a general point x:
[D,O(x)] = i (∆ + xµ∂µ)O(x), (1.51)
[Kµ,O(x)] = i
(
2xµ∆ + 2xµ (xρ∂ρ)− x2∂µ
)
O(x). (1.52)
If we differentiate these two properties, we can see that ∂νO satisfies (1.49)
with ∆∂O = ∆O+ 1. However, the commutator with Kµ is not of the form
of (1.50)
[Kµ, ∂νO(0)] = 2iηµν∆O(0) 6= 0. (1.53)
Derivatives of a primary are called descendants and together with the
primary operators they span the space of possible local operators. An im-
portant theorem of the field of conformal field theories is that states in the
theory are in one-to-one correspondance with local operators. Therefore
primary and descendant states also span the Hilbert space of the system.
The conformal symmetry has large implications for the form of corre-
lation function in a CFT. We can concentrate on correlation function of
primary operators, since every other quantities follows from them. For a
primary O1 and O2 with conformal dimension ∆1 and ∆2 the two point





The form of the three-point function of primary operators are also
fixed by the conformal symmetry. Let us consider the O1, O2 and O3
with dimensions ∆1, ∆2, ∆3. It turns out that the combinations
αijk =
∆i + ∆j − ∆k
2 , (1.55)
where i, j, k = 1, 2, 3, determines the powers in the form of the three-point
function in the following way:






with xij = xi − xj .
Finally, for a four point function, conformal invariance cannot fix the
form of momentum dependence completely, but it still restricts it. Taking
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only one type of operator with conformal dimension ∆ one can arrive to
the formula




2∆F (u, v), (1.57)


















Large-N CFTs and generalized free field theory
So far we have introduced two type of systems in which one can use non-
perturbative methods: large-N theories and conformal field theories. In
the former one has a large number of degrees of freedom per spacetime
point which supress ’quantumness’ compare to system with a few degrees
of freedom. In the latter one can use the large symmetry group to gain
information about the correlation functions.
A natural question arises: what happens if we combine these two prop-
erties and consider large-N CFTs. We will focus on matrix type theories
since we have seen that they are richer in the large-N limit. These sys-
tems first appeared in the study of supersymmetric gauge theories where
due to supersymmtery (another symmetry which we can use for study-
ing strongly coupled physics) one can analyze RG flows and fixed point
structures non-perturbatively. We will review N = 4 super Yang-Mills
theory, the most symmetric field theory that exists in physics in Section
1.3. This is a very special system originally studied by string theorists
and mathematical physicsis but it has become relevant in a much wider
range of applications since the discovery of AdS/CFT and holography.
Let us put together what we know about correlation functions in a
large-N CFT. The most important objects here are single trace primary
operators. From large-N considerations we have seen that the higher-
point correlation functions at leading order are gaussian. The two-point
function, however, is not constrained and has the form of (1.54) with
non-trivial scaling dimensions ∆. Because of these properties (non-trivial
two-point but gaussian higher-point correlator) at infinite N we call these
theories generalized free field (or generalized mean field) theories.
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We also know more about the Hilbert space structure of the CFT at
large N . If O is a single trace primary with conformal dimension ∆, then
O2 is a multitrace primary with dimension 2∆. Taking another example, it
can be shown by differentiating (1.52) that ∂νOO−O∂νO is also primary
with dimension 2∆ + 1. In general we can construct a whole new tower of
primaries by sandwiching differential operators between two copies of O








Due to large-N its dimension is the naive ∆(n, l) = 2∆ + 2n+ l. However
at finite N this gets corrected leading to an anomalous dimension γ(n, l).
These operators will play a crucial role in the interpretation of the results
in Chapter 2.
1.3 AdS/CFT
In this section we will introduce probably the most exciting discovery of
theoretical physics which connects many research areas. AdS/CFT (or
holographic duality in general) is rooted in string theory. However, to
motivate its results we will use the knowledge we introduced in the previ-
ous sections. AdS/CFT states the equivalence between certain quantum
field theories in D dimensional flat space-time and quantum gravity in
curved background in one dimension higher. Therefore from a funda-
mental physics point of view it gives us the possibility to study quantum
gravity from perspective we are more familiar.
The AdS/CFT correspondence, however, has a very important feature
which makes it even more remarkable and interesting for a wider range of
audience. It is a weak-strong duality in the sense that when the gravity
side is weakly coupled, the field theory is strongly coupled. This means
that by studying weakly coupled gravitational systems we can deduce
properties of strongly correlated ones.
In practice there are limitations of this method. Most notably, we
understand this duality well for matrix large-N theories only. Moreover,
in the cases where we do know the two sides in details, the field theories
are close to QCD but very different from other areas of physics such as
the condensed matter systems. However, even if we do not know the exact
Lagrangian of the field theory (which in the case of strong coupling are
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much less informative than in perturbative physics) this method can be
very insightful about universal features.
Let us summarize the content of the original correspondance found
in 1997 by Juan Maldacena [5]. The field theory consist N = 4 super
Yang-Mills theory in four space-time dimensions. N denote the number
of generators of supersymmetry the system has. In flat space this corre-
sponds to the largest supersymmetry group. This is actually so restrictive
that it determines not only the total field content but also the interaction
structure of the theory. The fields are:
• Aµ non-Abelian gauge field of some gauge group (say SU(N))
• Four species of fermions ψa, where a = 1, .., 4 is the flavor index
• Six scalar fields Xi i = 1, ..., 6



















where ... indicates Yukawa type of interactions between the scalars and
fermions. These are necessary for supersymmetry.
This theory seems very complicated in terms of field content and in-
teractions. However, this complicated structure results a very important
simple observation. This theory has a vanishing β function for all value of
gYM . This feature has such important consequences in the properties of
physical observables such as scattering amplitudes that it is reasonable to
say that actually N = 4 SYM is one of the simplest quantum field theory
[40].
Maldacena conjectured that the theory above is equivalent to type IIB
string theory living in the spacetime of AdS5 × S5. Here S5 denotes the
five-dimensional sphere and AdS5 is an Anti-de-Sitter spacetime which
properties will be discussed shortly. This theory can be characterised by a
number of parameters. In string theory we have a length parameter which
describes the tension of the string (ls), and a coupling constant gs which is
the strength of the interaction between different strings. Additionally, the
AdS5 background has a length scale L. The connection of the parameters
between the two sides are:








where λ = g2YMN is the t’Hooft coupling of the N = 4 SYM theory.
This immediately shows two limits which can be taken in order to
obtain a tracktable duality. First of all the large-N limit λ N suppresses
quantum gravity effects (which corresponds to small gs). Also, to work
with only supergravity fields (low energy mode of the string) instead of the
entire string spectrum then we can take L/ls large. This corresponds to
the large t’Hooft coupling limit in the field theory. Note, that since we do
not have a well established theory of non-perturbative strings, considering
large N is crucial. It is, however, in principle possible to move away from
the supergravity limit.
This prototype of holographic duality is very well tested in details. We
will see that scaling dimensions in the field theory side correspond to the
spectrum in the string theory. In the strongly coupled N = 4 SYM theory
there are special single trace operators, whose scaling dimensions can be
determined with the help of integrability. These have been compared to
the weakly coupled string theory spectrum and a perfect agreement was
found [39].
1.3.1 AdS spacetime
To present the more general content of the correspondence let us study
the structure of AdS spacetime. Specifically we will present two useful
sets of coordinates: the global coordinates and the Poincare patch. In the
former, the symmetries of the system are more manifest and it is useful
when one is studying general features of the duality. The latter, however,
is used more often in practical calculations and applications.
First, however let us make some coordinate independent remarks on




2gµν (R− 2Λ) = 0. (1.64)
By taking the trace of the equation (in Lorentzian signature) one can






AdS has constant negative curvature and therefore it can be obtained








where d = D − 2 is the number of spacelike directions in our original
spacetime and the AdS radius L is related to the Ricci curvature by
L2 = −D(D− 1)
R
. (1.67)








Xi = Lui tan ρ. (1.68)
Here τ ∈ (−∞,∞) is a timelike coordinate, ρ ∈ [0,π/2) is a spacelike com-
pact coordinate and ui i = 1, ..., d+ 1 are the component of a unitvector.
With these coordinates the AdS metric can be deduced from the induced
metric formula gab = ∂aXµ∂bXνη
(2)
µν , where η(2)µν is the flat space metric





−dt2 + dρ2 + sin2 ρdΩ2d
)
. (1.69)
This shows that AdS is conformally equivalent to a cylinder as in
Fig. 1.11. The global time coordinate runs parralel to the axis of the
cylinder while ρ is the radial coordinate. The conformal boundary is at
ρ = π/2. Note that although the coordinate ρ terminates at a finite
value, the boundary is still infinitely far away from an arbitrary point
with ρ < π/2 due to the conformal 1/ cos2 ρ factor in the metric.
An alternative way of parametrizing (part of) AdS space is with the
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Figure 1.11. AdS spacetime and its parametrization with global coordinates
and Poincare Patch coordinates in lorentzian signature. The shaded area indi-
cates the region what the Poincare Patch covers (from [8]).


























where z ∈ (0,∞) is the radial coordinate and xi, t ∈ (−∞,∞) are very
similar to Cartesian coordinates in flat space. With these coordinates the





−dt2 + dz2 + Σdi=1dx2i
)
. (1.71)
An often used form of the metric (1.71) uses instead of z the radial coor-











In this parametrization, r =∞ is the position of the boundary.
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It is important to note that in Lorentzian signature the Poincare patch




cos τ − ud+1 sin ρ
.
The limit t→ ±∞ corresponds to the case where the denominator vanishes
which happens at finite value of τ .
The Euclidean version of the metric can be obtained by flipping the
sign of the timelike coordinate. The relation between the embedding co-
ordinates and the global coordinates are (1.68) with sin τ → sinh τ and
cos τ → cosh τ . Note also, that in this case the Poncare Patch covers the
whole AdS spacetime.
AdS spacetime has a boundary related to the limit ρ → π/2. This
limit can be approached however in different ways. If we let ρ→ π/2 by
keeping the other global coordinates (τ , Ω) fixed, we define a boundary
surface with the topology of a sphere SD−1. On the other hand, if we
let the Poincare coordinate z → 0 we arrive to a surface with flat metric
and topology. Of course this later scaling can be also done in the global
coordinates. To achive this, in the case of Euclidean signature we have to
















= dr2 + r2dΩ2,
(1.74)
where r = eτ . We obtain therefore the flat metric in polar coordinates.
The most important property ofAdSD spacetime is that its isometry group
(in Euclidean signature) is SO(D, 1). Therefore, the isometries of AdS
are in one-to-one correspondence with the symmetries of a CFT in lower
dimensions.
1.3.2 The dictionary
In the previous section we have already mentioned that the symmetries
of a CFT in flat space and the isometries of curved AdS space-time are
identical. This indicates that we have two different descriptions of the
same physics. We now turn to the detailed dictionary between the two
theories.
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Since the Hilbert space of the two system is identical according to the
conjecture, their partition function must be equal:







On the right-hand side φ is the set of all fields living in AdS. We explicitly
indicated the N dependence in the exponent. In case of large-N we can
approximate the path integral by its saddle point. In fact, it is the only
limit where our correspondence is tractable.
The most important dictionary element is the rule to compute corre-
lation functions for the field theory. This is called the Gubser-Klebanov-
Polyakov-Witten (GKPW) rule after its inventors [6, 7]. Strictly speak-
ing, this has a conjectural status (as everything else in holography) but it
passed numerous non-trivial tests.
First, let us recall that a correlation function in field theory can be






Having done this, one can compute any correlation function by first cal-
culating the log of the partition function of the theory in the presence of
the external sources Z [Ji] and using the formula:






The question is how to generalize (1.75), or in other words what the
sources on the field theory side correspond to in the gravitational theory.
The answer turns out to be somewhat counterintuitive: the sources in the
field theory translate to a boundary condition for the fields φ in AdS.
(1.75) generalizes to







where r is the radial coordinate with the property that the boundary is
at r = ∞. As we discussed, in practice we choose N to be large so that





To calculate a specific correlation function we need to go through the
following steps. First we solve the classical equation of motions with
general boundary conditions φ (∂Bulk). Then, this is substituted into SAdS
to obtain the on-shell action. Finally, according to (1.77), we differentiate
(1.79) with respect to the boundary conditions.
There is one important detail in the above procedure which we did
not touch upon. By considering the integral of the whole spacetime, the
on-shell action Son−shell turns out to be infinite. To cure this divergence,
we need to regularize our theory by cutting off the spacetime and place
the boundary at a finite rcutoff = ε−1 radius (instead having it at infin-
ity). This property of the gravitational theory is actually not a surprise.
The dual quantum field theory (as the majority of interacting QFTs) is
expected to have UV divergencies. These divergences can be shown to
translate to the infinite bulk action due to the infinite volume of AdS.
This is one of the clearest examples of an aspect of AdS/CFT known as
UV-IR duality because the cutoff rcutoff is an IR regulator in the bullk.
As in normal QFT the choice of regularization can be fixed by adding
counterterms to the bulk action. To address these questions, a systematic
treatment for a general class of spacetimes was developed under the name
of holographic renormalization [42].
As the most elementary example let us take a massive scalar field in













By applying the GPKW rule to this case one obtains for the (boundary)
2-point function:












We can see that the result (1.81) has the scaling form (1.54) indicating
that the dual field theory is a CFT.
To further verify this we can check the three-point function. For this,













The result of the holographic calculation has the form:
〈O (~x1)O (~x2)O (~x3)〉 =
C2
|~x1 − ~x2|∆ |~x1 − ~x3|∆ |~x2 − ~x3|∆
, (1.84)
with the coefficient C2 being proportional to the coupling λ. This is also
consistent with the CFT result (1.56). The relations (1.82) and (1.84) are
crucial results. They tell us how to relate the conformal dimensions and
OPE coefficients of an operator (which are boundary data) to the mass
and coupling parameters in the bulk. It is also important to note that the
above form of correlation functions implies that the operators in the CFT
which have dual fields in the bulk are single trace primary operators.
We will shortly see that the GPKW rule extends to correlation func-
tions of operators with more non-trivial index structure, such as
〈Tij (~x1) Jk (~x2) Jl (~x2)〉 (with T and J being the energy-momentum ten-
sor and the conserved current respectively). These were computed in e.g.
[41]. Again, the conformal symmetry allows one to determine the com-
plex structure of this correlator and the holographic result is in perfect
agreement.
As we mentioned, the GPKW rule is a bit counterintuitive. In many
cases, it effectively reduces to a simpler prescription that gives the same
results. Let us consider the correlation function of a scalar living in AdS
spacetime with the action (1.80) (plus possible interactions such as (1.83))
〈≺ (~x1, r1) ...≺ (~xn, rn)〉AdS . For example, the two point function (called
also the bulk-to-bulk propagator) is the Green’s function of the free equa-
tion of motion in AdS(
∇µ∇µ −m2
)




δd+1 (x1 − x2) δ (r1 − r2) . (1.85)
We can obtain a correlation function in the boundary theory by consider-
ing the corresponding bulk n-point function and taking the radial coordi-
nates r to the boundary while rescaling the expression it in the following
way:
〈O (~x1) ...O (~xn)〉 ∼ lim
r1,..,rn→∞
r∆1 ...r∆n〈≺ (~x1, r1) ...≺ (~xn, rn)〉AdS . (1.86)
Although this method is more intuitive (and in some situation can be
quicker way to calculate), the GPKW rule is easier to use if one consider
non-conformal theories such as models with finite temperature and density.
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1.3.3 Finite density and temperature
For most of the interesting systems in condensed matter physics the con-
formal symmetry is broken by several scales. The usefulness of AdS/CFT
in applications originates from the fact that the original correspondence
can be deformed in many ways. Specifically, we are often interested in
systems at finite temperature and chemical potential. Let us summarize
here how to incorporate these effects.
For the dual description of a chemical potential we need to first de-
scribe, how a U(1) global conserved current Jµ translates into the bulk
theory. Because it obeys the conservation law ∂µJµ = 0, its conformal
dimension is fixed to the canonical dimension which is ∆J = d as we men-
tioned in Section (1.2.2). Furthermore, in the bulk, the corresponding
field has to be a vector field. There is a slightly different analog of (1.82)
which relates the conformal dimension and the mass in case of the spin-1
field which dictates that our dual vector field has to be massless. In other
words it has to be invariant under gauge transformation so its action is






with Fµν = ∇µAν −∇νAµ. Interestingly, a global symmetry in the bound-
ary translates into a local symmetry in the bulk.
A chemical potential µ means that we deform our original theory by
δS = µQ = µ
´
dd+1xJ0(x). By looking at (1.78) with the specific de-
formation of j(x) = µ, O(x) = J0(x) we can see that solving our bulk
theory with the boundary condition A0(r → ∞) = µ corresponds to a
boundary theory at finite density.
We can identify the dual of the energy-momentum tensor by similar
logic. Its conformal dimension is also equal its canonical dimension ∆T =
d+ 1 as it is also a conserved current ∂µTµν = 0. This again results a
masslessness condition for the spin-2 dual tensor field. However, the only
consistent theory of interacting massless spin-2 fields is general relativity,
therefore the dual field must be the metric tensor gµν itself. As a result, by
studying the fluctuations of the metric (gravitational waves) in the bulk
one can gain information about the energy and momentum dynamics.
So far in our introduction to AdS/CFT we have been discussing zero
temperature physics. One of the most remarkable fact of AdS/CFT how
naturally it can encode finite temperature systems. This is done by chang-
ing the bulk geometry so that it includes black holes. To see this, let us
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write down the asymptotically AdS black hole solution (or black brane
more precisely) with planar horizon (which is similar to the Schwarzschild



















where rH is the position of the horizon of the black hole. The Hawking
temperature of this black hole can be determined by the following ar-
gument. The solution (1.88) is plagued by an unphysical conical defect










In the boundary field theory the time direction is identified with τ in the
bulk and therefore it is also periodic. However, in thermal field theory
a periodic imaginary time means that our system is considered in a heat




This temperature in the dual CFT is thus given by the Hawking tem-
perature of the bulk AdS black hole [11]. We can of course reverse this
thought process and for a specific temperature T we can choose a horizon
postition rH to describe the dual gravitational system.
Usually, we are interested in systems which are at finite temperature
and density at the same time. For this we need to combine the two





















with the boundary condition A0(r →∞) = µ. The solution for the metric
is still in the form of (1.88) but with the emblackening factor







where Q and M are the charge and mass of the black hole. The gauge









This black hole, the charged Reissner-Nordstrom (RN) black hole, has
two horizons in general but for us only the outer one (at position rH) has
importance. The relation between its position and the parameters of the
black hole can be determined from the condition fRN (rH) = 0:




For studying a boundary theory at temperature T and chemical potential






















This solution is especially interesting in the limit where the temper-
ature goes to zero but the chemical potential is fixed. In this extremal
limit the two separate horizons mentioned above merge and form a double
horizon despite the fact that we are in zero temperature. It means that
near the horizon the embleckening factor takes the form




We can see the double zero of fNH(r) from this expression. If we define























Comparing to the AdS metric in the coordinates (1.71) we recognize that
here the space time is a product of two dimensional Anti-de-Sitter space
and flat space resulting in the geometry of AdS2 ×Rd.
This is a remarkable result and has profound implication to the bound-
ary field theory. According to holography, the radial direction can be
thought of a flow of the renormalization group such that the UV of the
field theory is characterized by the near boundary geometry and the IR
is characterized by the near horizon geometry. Let us study the scaling
properties of the UV and IR limit. The UV geometry is invariant under
the relativistic, z = 1 scaling
τ → sτ , z → sz, x→ sx, (1.103)
while the IR AdS2 ×R2 is invariant under
τ → sτ , ζ → sζ, x→ x. (1.104)
Comparing this with the general form of (1.16) we can see that the IR of
the theory has the dynamical critical exponent of z =∞.
The extremal RN geometry therefore corresponds to a flow from a
CFT with z = 1 to a state with z = ∞ upon turning on a chemical
potential. This property is called “local quantum criticality” since only
the time direction has scaling behavior.
The question arises whether it is possible to construct holographic
examples with more general z. The answer turns out to be yes, but for
this we need to consider slightly more general models. The hint comes
from the string theoretical construction of AdS/CFT . Generally, in a
top-down construction there are numerous fields living in AdS but most
of them have large masses so we can ignore them. However, there is a
type of field which generically appears in the low-energy spectrum called
the dilaton field. It is a scalar similar to the example above but it has
unusual properties from a traditional field theory point of view. Namely it
has non-linear and non-minimal coupling to the gauge field. The extended
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theory is the “Einstein-Maxwell-dilaton” gravity [37, 36, 38, 35] with the
Lagrangian
L = R− 12 (∂µφ)
2 − Z(φ)4 F
2 − V (φ). (1.105)
We can think of this as modification of the pure “Einstein-Maxwell” the-
ory that makes the gauge coupling dynamical gF ,eff = Z−1(φ). This
generalization is parametrized by two functions: V (φ) and Z(φ). Based
on string theory arguments these are usually approximated by the expo-
nential forms: V (φ) ∼ eα2φ and Z(φ) ∼ eα1φ.
After solving the Einstein’s equation for this type of theory, the IR












α1 + (d− 1)α2
, z = 1 + θ
d
+
2 (d(d− θ) + θ)2
d2(d− θ)α1
. (1.107)
We have a family of solution with two parameters. We do not touch upon
the parameter θ here which is called the hyperscaling violation exponent
and we set it to zero for our discussion (we choose α2 = 0). In this special
case the metric (1.106) is the so-called Lifshitz solution, which is invariant
under the scale transformation
τ → szτ , r → s−1r, x→ sx. (1.108)
This means that the boundary field theory has the dynamical critical
exponent z.
1.3.4 Holographic fermions
So far we have been investigated holographic models in which the bulk
action contains only bosonic fields. Now, we briefly study here the exciting
case where the bulk conatains fermions as well. In the field theory side
these correspond to fermionic single trace operators, e.g. OΨ ∼ Tr (φψ),
where φ and ψ are bosonic and fermionic fundamental fields. The latter
is quite natural from the perspective of the original correspondence since
there the field theory is supersymmetric.
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To study the properties of the fermion we need to incorporate the




























where Γa are the gamma matrices, eµa is the so-called vielbein defined with




ν − Γσµνeaσ + ωaµνebν = 0. (1.111)
Here we have restricted ourself to a bulk action containing only the metric,
the gauge field and the fermion field. A natural generalization of this
involves the dilaton field introduced in the previous section.
Probe limit
Solving (1.110) in generality is a very hard task and one needs additional
approximations. Fermions are intrinsically quantum mechanical objects
and therefore in the large-N (semiclassical) limit their backreaction to the
geometry and gauge field is small. A natural simplification is to consider
the fermion dynamics in the fixed background determined by the other
fields. We have seen in Section 1.3.3 that this background is the charged
Reissner-Nordstrom (RN) black hole.
The most interesting quantity to compute is the Green’s function of
the fermionic operators in the boundary field theory. In general, this can
only be done numerically as in the first papers on this topic [10, 9, 34].
Later, the problem was reconsidered in a semi-analytical approach which
uses the AdS2 nature of the IR geometry [33, 32].
The key step in this method is to determine the IR AdS2 Green’s
function G which is just the fermion retarded two-point function obtained
using the AdS2 ×R2 background (1.102) (we restrict ourselves to d = 2
dimensions). It has the form
Gk(ω) = ckeiφkω2νk , (1.112)
where ck and φk are real, analytical function of the momenta k. The
z = ∞ local quantum critical scaling is manifest in the power law fre-
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quency dependence. The exponent νk depends on the momentum, chem-










The full RN black hole geometry interpolates between the near horizon
AdS2×R2 and the near boundary AdS4 region. It turns out by matching
asymptotic expansions that the full Green’s function GR at low frequencies
ω  µ can be obtained from G:

























We ignored in the formula (real) terms of order ω2. The coefficients a(i)± ,
b
(i)
± which can be determined numerically, are real functions of the mo-
mentum and the parameters of the model (chemical potential, mass and
charge of the fermion). The realness of these coefficients implies that the
spectral function is proportional to the AdS2 spectral function in the limit
ω → 0
A(ω, k) = ImGR(ω, k) ∼ ImGk(ω) + ..., (1.115)
provided a(0)+ 6= 0. This latter condition is satisfied when the mass to
charge ratio m/q is large.
However, when m/q is small the coefficient a(0)+ can vanish linearly
around a momenta kF : a
(0)
+ (k) = vF (k− kF ) + ... . In this case (1.114)
can be written near kF in the familiar form of (1.1):
GR (ω, k) ≈
Z
ω− vF (k− kF )− Σ (ω, k)
+ ..., (1.116)
with the self-energy being of the form of
Σ (ω, k) = − ckF
a(1) (kF )
eiφkω2νkF ∼ Gk(ω). (1.117)






We recognize parts of an interacting Fermion system as in the begining
but also very different. The value of the power 2νkF is a very important
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in the behavior of our result. If νkF > 1/2, then at low frequencies the
linear bare term dominates over the self-energy. It means that the system
has well-defined quasiparticles whose lifetime however is different from
quasiparticles in on ordinary Landau type Fermi-liquid (which has Σ ∼
ω2). In the case of νkF < 1/2 we arrive to a novel non-Fermi liquid state
without quasiparticles. In the special (finetuned) case of νkF → 1/2 the
self-energy has the marginal Fermi-liquid form Σ ∼ ω logω we have seen
in formula (1.19). We see therefore that within this simple holographic
model one can get a whole zoo of fermionic behavior with or without Fermi
surfaces and quasiparticles, including models that we have only postulated
phenomenologically up to this point.
Semi-holography
The result (1.117) that the self-energy is proportional to the AdS2 prop-
agator has a very insightful interpretation. It tells us that we are deal-
ing with a nearly free fermion interacting with a matrix large-N local
quantum critical system. to see this let us consider the following effec-
tive theory [48]. Let χ be the nearly free fermion and ψ a fermionic
operator of a strongly coupled theory whose Green’s function has the of
〈ψψ〉 = G. We then couple χ and ψ with the following (sometimes called
semi-holographic) action:




χ† (i∂t − ε (i∇) + µ)χ+ gχ†Ψ + gΨ†χ
)
. (1.118)
Here S (Ψ) is the action for the strongly coupled system. We have seen
that in the matrix large-N limit the higher-point correlators vanishes. In








where G0 denotes the free Green’s function for the fermion χ. We obtained
therefore a result from our effective action which has the same form as the
fully holographic result.
One can qualitatively understand this structure by analysing in details
the properties of the fermion wavefunction in the RN background. The
region where the AdS4 and AdS2 ×R2 geometry meet can be thought
as a domain wall where the fermion wavefunction localizes an interacts
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weakly with its enviroment. However this fermion can tunnel to the near
horizon local critical region. The latter therefore acts as a heat bath for
the particle.
In this view of splitting the full system to a nearly free fermion and
a local quantum critical subsystem our holographic setup has similarities
to the Hertz-Milis type model in Section 1.1.4 used for the Ising-nematic
transition. There the fermions however was coupled to a z = 1 critical
system, namely to a massless scalar. In view of the disucssion there, the
virtues and pitfalls of using AdS/CFT to study such theories should be
clear. Nevertheless it is able to offer us novel insights into these compli-
cated systems.
Instabilities
The above mentioned solutions for holographic fermions in the probe limit
are very insightful but it turns out that in the parameter region where
Fermi surfaces are found instabilities occur. The exponent of the AdS2
Green’s function (1.113) already signals this instality for the small m/q
ratio. In that case νk become imaginary and G shows log-oscillatory be-
haviour. It means that to quantitatively study these holographic systems
with Fermi surfaces one needs to take into account the fermion backre-
action to the geometry (and to the other fields). Determining the new
geometry is a hard task and extra assumptions are needed to make the
theory tractable. One approach is to approximate the fermions as a fluid
and study the self-gravitating star-like objects and the geometry they have
created [14]. This approximation turns out to be good if the total charge
of the system Q is much larger than the induvidual charge q of a fermion.
The crucial difference compare to the RN black hole geometry is the ab-
sence of a horizon.
Another crude approach is to by hand cut off the AdS geometry at
some radial distance zW and consider the fermions in this background. In
this case we arrive by construction to a state which is an interacting CFT
in the UV and a free Fermi gas in the IR. We will review this approach in
the next chapter in details.
We end this section with table (1.1) summarizing our review of the
basics of AdS/CFT by indicating the main dictionary elements.
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Boundary field theory Bulk gravitational theory
Partition function Partition function




Current of a global symmetry
Jµ
Gauge field Aµ
Fermionic operator Oψ Dirac field ψ
Spin, charge of the operator Spin, charge of the field
Conformal dimension of the
operator
Mass of the field
Global space-time symmetry Isometry of the geometry
Global internal symmetry Local (gauge) symmetry
Finite temperature T Black hole with Hawking tem-
parature T
Chemical potential µ Boundary condition for the
gauge field A0(r →∞) = µ
RG flow Evolution in the radial direc-
tion
Table 1.1. (Non-complete) dictionary for holography.
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1.4 This thesis
In the rest of this thesis we apply these techniques to problems in strongly
correlated physics. Chapter 2, 3 and 4 are based on the research papers
[14–16] respectively.
In Chapter 2 we study pairing induced superconductivity in large N
strongly coupled systems at finite density using holographic methods de-
scribed in the previous section. The goal of this direction is to understand
the pairing instability occurring in non-Fermi liquids. We made the first
step by studying the pairing of a holographic Fermi liquid (Fermi liquid
which is an interacting CFT in the UV). To obtain this state, we introduce
an IR hardwall in the background AdS geometry. This results in a discrete
spectrum of fermions. Next, we add a dynamical order parameter field
and couple it to the fermions with (a relativistic extension of) a BCS type
interaction. We solve then (in fixed background) the scalar-gauge-fermion
system self-consistently and study the behavior of the order parameter
as a function of the relative scaling dimension of the scalar and fermion
fields. When translating the bulk physics to the boundary we find novel
results namely that the order parameter have resonances for specific scal-
ing dimensions. We speculate about the origin of these and point out that
operator mixing in the boundary field theory has an important role when
the bulk theory has interaction terms.
In Chapter 3 we study a Fermi surface coupled to a quantum critical
boson in d = 2 dimensions defined in Section (1.1.4). As we have seen, this
model has a relevant interaction between the boson order parameter and
the fermion, therefore perturbation theory is not applicable. Because of
the fermion sign problem, we cannot use numerical Monte-Carlo methods
either. Unlike previous studies which mostly use renormalization group
technique we investigate the problem with a different approach. We show
that when one excludes fermion loops (which is called the quenched ap-
proximation in high-energy physics) it is possible to compute the fermion
spectral function exactly using the linear nature of the fermion dispersion
relation near the Fermi surface. As we expect the resulting state is not
a Fermi liquid. Instead, the original Fermi surface splits and forms three
singularities at low energies where the Green’s function has power law
behavior with different exponents.
In Chapter 4 we continue our investigation of this Hertz-Millis quan-
tum critical metal by weakening our approximations and allow fermion
loops to be present. We show that if the Fermi surface curvature is small,
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in first approximation it is consistent to correct the boson two-point func-
tion only at one-loop order. With this modified propagator we carry out
a similar computation than in Chapter 3 to obtain the fermionic Green’s
function. In the UV/intermediate energy range the quenched approxima-
tion is still valid but at lower energies different behavior was found. Deep
in the IR the result is very similar to the RPA form using a strongly Lan-
dau damped boson. Therefore this calculation shows how to connect the
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The puzzles posed by strongly correlated electron systems have been con-
siderably illuminated in recent years by the application of gauge-gravity
duality. This “holography”, which translates the challenging strongly cou-
pled dynamics to an equivalent weakly coupled gravitational theory in one
dimension higher, has given qualitative new insights into quantum critical
transport [1, 2], superconductivity beyond the weak coupling Bardeen-
Cooper-Schrieffer (BCS) paradigm [3–5], and non-Fermi liquids [6, 7].
A simple way to pose the challenge of strongly coupled systems is that
the familiar weakly coupled particles no longer exist as controlled exci-
tations in this regime of the theory. Our microscopic understanding of
the observed macroscopics in condensed matter usually rests on the no-
tion of an electron(ic quasi)-particle — a charged spin 1/2 fermion — as
the fundamental degree of freedom. The theory of Fermi-liquids and the
BCS description of superconductivity are good examples of such weakly
coupled systems. Even in strongly correlated phases, parts of this elec-
tron quasi-particle picture survive. The transition from such a strongly
correlated phase to a superconducting phase is still thought to arise from
fundamental electron pairing at the microscopic level. After all, these
are the only relevant charge carriers in the system. The open puzzle in
strongly correlated electron systems such as high Tc superconductors is
the nature of the “glue”: the interaction that allows pairs to form.
In this chapter we take this suggestion that simple pairing mecha-
nisms should survive in strongly coupled systems to heart. While staying
ignorant on the glue, it is a very natural step to incorporate the BCS
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theory in the holographic framework. A straightforward reason to do so
is to use this very well understood standard theory of superconductivity
as a benchmark and inroad into a deeper understanding of holographic
fermions. Although AdS/CFT models of superconductivity that have
been constructed up to now are quite successful in capturing the main
universal properties of real superconductors, they describe physics on the
Landau-Ginzburg level of a scalar order parameter. In doing so it mani-
festly cannot reveal details of the underlying microscopic mechanisms that
drive the superconducting instability, but it also ignores the Cooper pair
origin of the order parameter. Our specific question here is whether holo-
graphic BCS can fill in the latter gap while being agnostic on the former,
and serve as a good foothold for further research on this topic.
The most straightforward implementation of Cooper pairing in holog-
raphy is to incorporate an attractive four-fermi interaction in the grav-
itational dual theory. In essence one now has a weakly coupled BCS
interaction in the dual description of the strongly coupled theory. Pairing
instabilities in this set-up were studied in [8], and the formation of a gap in
the fermion spectral functions in a fixed Landau-Ginzburg holographic su-
perconductor background, charactertistic of the broken groundstate, was
shown in [9]; see also [11].
Both these studies consider the fermions as probes. Since then our un-
derstanding of holographic fermions has increased and we now understand
that some of the peculiar holographic effects, in particular the non-Fermi-
liquid behavior, arise from a coupling to an interacting critical IR [12]. We
shall use that improved understanding to go beyond the probe limit and
study the full condensation of any paired state, its subsequent ground-
state and the self-consistent gap in the fluctuations around it. One way
to fully treat the fermion physics is to approximate the fermions in the
gravitational dual in a macroscopic fluid limit [13, 14]. In this electron
star approximation it is possible to understand the full macroscopic fea-
tures of the system as it includes gravitational backreaction. A companion
article takes this approach [15]. The drawback of the fluid limit is that it
essentially describes a system with infinitely many Fermi surfaces — one
for each mode in the extra radial AdS direction. This is very unusual from
a condensed matter point of view.
Here we pursue an approach that allows us to concentrate on the dy-
namics of a single Fermi surface. This requires us to consider the fermions
quantum-mechanically. In the straightforward holographic set-up this
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“quantum electron star” is fraught with subtle issues due to zero-point
energy renormalization and its effect on the gravitational background
[16, 17]. From the perspective of the field theory side this difficulty is
the interaction with the large number of surviving IR degrees in addition
to the Fermi-surface quasiparticle. As our first goal is to simply recover
the physics of regular BCS in the dual description, the straightforward so-
lution is to lift these extra IR degrees of freedom, and start with a regular
confined Fermi-liquid. This can be done by the addition of a hard-wall
[12, 16]. This also discretizes the infinite number of Fermi surfaces dual
to each radial mode that the AdS theory describes. We then tune the
chemical potential such that only a single Fermi surface is occupied. This
has the added virtue that the gravitational backreaction will be small,
and we are allowed to neglect it. In this straightforward set-up the bulk
AdS computation reduces to a standard Hartree BCS calculation but with
relativistic fermions in an “effective box” that is spatially curved. This
has several technical consequences: working in d = 3+ 1 bulk dimensions,
there is an effective spin-splitting in that the up and down spin fermions
have different Fermi-momenta [18, 19]. Furthermore the non-trivial wave-
functions of the fermions enter into the gap equation. Accounting for this,
we shall show that in this hard wall model conventional BCS maps cleanly
between the dual gravitational theory and the strongly interacting field
theory on the boundary.
To connect this closer to previous study [9] including the standard
Landau-Ginzburg holographic superconductor, we next allow the gap-
operator to become dynamical: i.e. we introduce a kinetic term for the
scalar field in the gravitational bulk. The interpretation of this in the
dual field theory is that we have explicitly added an additional charged
scalar operator in the theory, that can independently condense. The char-
acteristic quantum number of this new scalar operator in the strongly
coupled critical theory is its scaling dimension. Following the well-known
AdS/CFT dictionary, this translates into the mass of dual scalar field in
the gravitational bulk. For very high mass/dimension the field/operator
decouples and we have the conventional BCS scenario constructed earlier.
For low masses, the field/operator starts to mix with the Cooper pair op-
erator, and we observe a BCS/BEC crossover. Here we find a novel result.
When the operator dimension is strictly degenerate with the that of the
Cooper pair, the expectation values of each diverge. Nevertheless their
sum — equal to the order parameter — and the gap stay finite. In effect
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the extra scalar and the Cooper pair act as a π-Josephson pair in that the
relative phase of the condensates is opposite.1
However, when the operator dimension is degenerate with that of a
higher derivative cousin of the Cooper-pair — higher conformal partial
wave — there is another resonance where the naive expectation values
of each diverge. Arguably the gap should stay finite for any value of
the scaling dimension. A direct application of AdS/CFT rules does not
extract the gap cleanly and indicates that a clearer definition of the order
parameter vev is needed in the AdS/CFT dictionary. We will address this
in future work. Here we conclude by shownig that one can easily construct
an expression that has the right order parameter property in that it stays
finite. This postulated gap shows a clean BCS/BEC crossover.
2.2 Review of fermion spectra in the AdS dual:
spin splitting
To start we shall recall a lesser known point of spectra of holographic
fermions: the spectra depend on the spin [18, 19]. The spectra follow
from the simplest AdS model of fermions, Einstein Dirac-Maxwell theory
















Here the covariant derivative equals Dµ = ∂µ+ 14ω
ab
µ Γab− iqAµ, and Ψ =
iΨ†Γ0. For the background we choose a pure AdS4 spacetime with AdS
radius L equal to one, and cut-off by a hard wall at a finite value of the





−dt2 + dz2 + dx2 + dy2
)
, z ∈ [0, zw], (2.2)
We shall consider a large charge q  κ where it is consistent to ignore
gravitational backreation. The cut off at zw plays a double role. Together
with the AdS potential well, it renders the interval along the holographic
coordinate 0 < z < zw effectively finite. This leads to quantization of
fermionic energy bands ωn(k) (where n is the discrete band number).
1Recall that the absolute phase of a condensate is unobservable.
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Therefore, on the one hand, we have well-defined sharp long living quasi-
particles, and on the other hand the removal of the geometry beyond zw
corresponds to a gapping out of normally present low energy deconfined
degrees of freedom. This fundamental gap is also present in the fermion
spectra itself. See Fig. 2.1(a). In this set-up we can arrive at the dual de-
scription of a single Fermi liquid by tuning the chemical potential such that
exactly one band is partially occupied [12]. The charge density produced
by the occupied fermions backreacts on the gauge field and its profile and
the subsequent adjustment in the fermion spectra can be determined in
a self-consistent Hartree manner [12]. Changing zw changes the size of
the gap and the level spacing (larger values of zw correspond to smaller
gap), but does not affect the qualitative picture. Only for strictly infinite
zw do we enter a new critical regime which requires a completely differ-
ent analysis [16, 17]. We will keep zw finite throughout and therefore set
zw = 1 for most of the remainder without loss of generality. Since all our
computations will only depend on the combination qA0, we also set q = 1
in every numerical calculation from hereon.
As we shall review now, due to the spin carried by the relativistic
fermions there are actually two Fermi liquids. Moreover, the (background
or self-generated) electric field provides a spin-orbit coupling that renders
them slightly non-degenerate in the curved background geometry. In ad-
dition the lowest energy state is at a non-zero momentum value; this is
known as the plasmino mode [18, 19]. This non-degeneracy of the different
spin Fermi surfaces will be important in that it leads to a more complex
pairing of the fermions.
The spectrum of the fermions is given by normalizable solutions to the
Dirac equation. Eliminating the spin connection by rescaling
Ψ = (−ggzz)−1/4 ψ = z3/2ψ, (2.3)
Fourier transforming along the boundary directions, and making the as-
sumption that the only non-vanishing component of the vector potential
is A0, the Dirac equation reduces to the eigenvalue problem(





ψ = ωψ, (2.4)
Hereinafter we use tangent-space gamma-matrices, and i = 1, 2 refers to
the boundary spatial indices.
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Due to the impenetrability of the hard wall we choose the canonical
momenta to vanish at z = zw:
1
2 (1 + Γ
z)ψ(zw) = 0 , A′0(zw) = 0. (2.5)
At the boundary z = 0 we demand that the fermion and scalar fields are
normalizable (i.e. vanish sufficiently fast), and the boundary value of the
gauge field sets the chemical potential in dual field theory: A0(0) = µ.
The fermion spectra are determined together with the gauge field pro-
file self-consistently by (numerical) iteration [12]: solve the Dirac equation
for a given gauge field profile (for the initial profile A0(z) = µ). Then solve
Maxwell equations∇µFµν = −iq〈ΨΓνΨ〉 with the source determined from
the normalizable wave-functions. This gives a new gauge field profile for
A0, etc. the result converges to a self-consistent solution after a few iter-
ations (Fig. 2.2).
The interesting feature of the spectrum is that each band has a fine
structure. To understand the origin of this splitting we examine profiles of
the two spinor modes corresponding to the first band. Fermion spectra are
frequently analyzed using rotational invariance to rotate the momentum
ki parallel to the x-axis and choosing an appropriate basis of the gamma
matrices one can simplify the problem [6]. It will, however, be useful for
us to keep the rotational symmetry manifest. Our objective is to separate
the radial evolution of the fermion from its spinorial structure as much as































are spinors (with unit norm) independent of z. The latter


















where k̂i is a unit (boundary) vector pointing to the direction of the mo-
mentum ki. In the basis (2.15) (which we will use later in this chapter)
and with a momentum parallel to the x-axis u+ (u−) is the spinor with
only fourth (first) nontrivial component.
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The Dirac equation implies that
(
±|~k| − qA0(z) imΨz + i∂z
−imΨz + i∂z ∓|~k| − qA0(z)




)  = ω






Provided the electrostatic potential is regular near the AdS boundary at
z = 0, the asymptotic behavior of the solution is












Normalizable solutions are those with a = 0. Note that the scaling dimen-
sion of the original fermion is ∆Ψ = mΨ + 32 and we obtained the powers
of z above as a result of the rescaling (2.3). In the IR, the boundary





In the absence of an electric field (i.e. A0(z) is constant), the positive
and negative modes have the same energy. In this case we can actually
solve our problem exactly in terms of Bessel functions [12]























with the dispersion relation ωn =
√
(jn/zw)
2 + ~k2 − qµ. Here jn is the
n-th zero of the Bessel function JmΨ−1/2, and N± is the normalization
constant.
However, in the presence of an electric field in the bulk (A′0(z) 6= 0)
the positive and negative modes no longer have the same energy anymore.
The reason is that the densities of the two modes (2.10) have different
radial profiles. The “effective chemical potential” A0(z) felt by each mode
is therefore different, if the gauge field has a non-trivial z dependence, and
this results in a different energy shift for the two modes (Fig. 2.1(b)).
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Figure 2.1. (a): Fermionic spectrum in the AdS-hardwall background at zero
chemical potential zw = 1 and mΨ = 1(b): Spectrum of fermions with unit mass
(and zw = 1) in the presence of externally applied electric field qA0(z) = 4.5− 2z
(without backreaction). We can observe that degeneracy of the two spin states is
resolved, and state of a minimal energy is at non-zero momentum. The red and
blue curves correspond to positive u+(k) and negative u−(k) modes respectively.
(When the electric field is self-generated by the fermions the effect is smaller, see
Fig. 2.2(a))

















Figure 2.2. (a): Fermionic spectrum in the self-consistent solution of the
fermion+gauge field system at qµ = 4.5, zw = 1 and mΨ = 1. The red and
blue curves represent the modes with positive and negative eigenvalues of k̂iΓiΓ0
respectively. (b): The profile of the gauge field sourced by the fermions.
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2.3 Self interacting fermions in AdS and a bulk
BCS theory
2.3.1 Majorana interaction
To study pairing driven superconductivity we now add a quartic contact










, ψ = iψ†Γ0, ψC = CΓ0ψ∗
(2.11)
ψC here is a charge conjugated spinor, and the z6 factor is due to the
rescaling (2.3). One can also consider the naive relativistic generalization
of the Cooper pair ψCψ. However to boil down to standard BCS in non-
relativistic limit, where the coupling occurs in s-wave channel between
states time-reversed to each other, the unique Lorentz invariant term is
actually the Majorana coupling ψCΓ5ψ (see e.g. [20] for details). We
therefore focus only on this term.
As was shown in [18] the direction of the spin of each of the slightly
offset modes is perpendicular to the momenta and the two modes have
opposite spin. The zero-momentum pairing therefore occurs between op-
posite spin, without any mixing of the two fermion modes, see Fig. (2.3).
To analyze the interacting theory, we perform the standard Hubbard-
Stratonovich transformation with the introduction of an auxiliary the
scalar field φ(z) with charge qφ = 2q dual to the superconducting conden-









This is the theory studied in [9, 8] with the kinetic term for the scalar
turned off. We shall reintroduce this kinetic term in section 2.4.3.
2.3.2 Nambu-Gorkov formalism
The resulting system differs from standard BCS in that, as before, we
are including the backreaction of the finite density fermions on the gauge
field. Assuming translational invariance in the boundary directions, and
restrict the scalar and the gauge field to depend only on z-coordinate, the
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Figure 2.3. The two Fermi surfaces and the BCS pairing for the same param-
eters as in Fig. 2.2. The arrows indicates the direction of the spin of the modes.
The pairing happens between opposite spins.
holographic BCS system is formed by
−m2φφ(z) = −iη∗5z3〈ψcΓ5ψ〉,
z2A′′0 − 2q2φA0φ2 = qz2〈ψ+ψ〉. (2.13)
The fermionic expectation values are assumed to only depend on z as
well; they are averaged over all other directions. To compute them, it
is convenient to rewrite the action in a quadratic form in terms of the
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and rewrite the fermionic part of the action as




















Taking the pure AdS metric (2.2) explicitly, and using rotational invari-
ance of the problem to set ky = 0, the kinetic matrix K equals
K =
(















The fermionic expectation values can be written in terms of the Nambu-
Gorkov Green’s function, which satisfies the equation
iΓ0KGχiχ+j (t, ~x; t
′, ~x′) ≡ (i∂0 −H)Gχiχ+j (t, ~x; t
′, ~x′)
= iδ(t− t′)δ (~x⊥ − ~x′⊥) δ(z − z′). (2.20)
Note the additional factor of iΓ0 in our definition.
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Figure 2.4. (a): The lower two bands from Fig. 2.2 in the Nambu-Gorkov
convention (with parameters qµ = 4.5, zw = 1, mΨ = 1). (b): Energy spectrum
for constant gauge field qA0 = qµ = 4.5 and linear fixed scalar profile φ(z) = z
at η5 = 0.25 (zw = 1, mΨ = 1). The spectrum is gapped at the Fermi surface.
We determine the Green’s function by spectral decomposition. For
this we solve the Dirac eigenvalue problem in presence of both the (back-
reacted) scalar and gauge field
H(i~k, z)χ~k,n(z) = ω~k,nχ~k,n(z). (2.21)
Note, that the Nambu-Gorkov formalism flips the signs of some pieces of
the spectrum. Fig. 2.4(a) shows how the two low-lying energy bands in
Fig. 2.2(a) look like in the Nambu-Gorkov formalism.
It is convenient to write (2.21) in terms of (α1,α2,α3,α4) = (χ1, iχ2,χ3, iχ4).
In this way the redefined “Hamiltonian” H is real (but we will still denote
it with H).
We will construct the spectrum numerically, but it is instructive to
first consider a toy example. We wish to show that the fermion spectrum
becomes gapped in the presence of a condensate for φ. Consider the special
case when the gauge field is constant A0 = µ, and the scalar field profile
is linear φ(z) = z. Then it is possible to solve the Dirac equation exactly,











where j1 is the first zero of the Bessel-function JmΨ−1/2. We visibly see
the eigenvalue repulsion responsible for the opening of a gap.
2.3.3 Perturbative calculation of the scalar source
In the Nambu-Gorkov formalism it is straightforward to compute the form


















dk|k| [Θ (ωk,n) (αk,n,1αk,n,4 − αk,n,2αk,n,3)]
(2.24)
where the sum is over the various bands (i.e. radial modes). The sum
in the Cooper pair condensate needs to be cut-off at a momentum scale
Λ in order to be well-defined. This momentum cut-off corresponds to an
energy cut-off ωD.2 From now on we will be using real coupling constant
η∗5 = η5.
A direct discretization of the momentum integral in (2.24) is not the
most reliable way to numerically computing the fermionic source for the
scalar field because contributions from different momenta are sharply
peaked around the Fermi surfaces. For higher numerical accuracy and
analytical control we solve (2.21) perturbatively in the scalar field. For
this we split the Hamiltonian into an unperturbed piece and an interac-
tion piece H = H0 + V , H0 = H|η5=0. The typical spectrum for the
unperturbed operator looks like the one in Fig. 2.4(a). With our choice of
Gamma-matrices, the eigenspinor with the unperturbed energy ω(0)k and


















2We use the conventional BCS notation for this cut-off, although there is no explicit
connection to any Debye frequency here as the origin of the four-fermion interaction is
left in the dark.
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with −ω(0)k , for which only the lower two components are non-zero. Using
nearly degenerate perturbation theory we find the matrix-element control-















+ V 2k , (2.28)
so the size of the gap is VkF . We show in the Appendix B that the scalar
source has the following form in terms of the unperturbed wave-functions
(considering only one fermion mode):










2.3.4 Analytical study of the non-dynamical scalar: double
gap equation
Eq.(3.8) is very similar to the standard BCS gap equation. The key dif-
ference is the way the spatial profiles ξk of the fermion wavefunctions
modify both the gap Vk and the spatially varying profile of the pairing
vev 〈ψ̄CΓ5ψ〉. Since the AdS geometry together with the hard wall con-
fine the wavefunction, what we have essentially done is solve a relativistic
BCS in a non-trivial potential.
There is one additional subtlety, in that the Fermi surfaces correspond-
ing to the up-down spin are slightly split. Assuming, as is conventional,
that the cut-off frequency is small enough, we are allowed to approximate























where ρ1(z) = |ξkF ,1 |2, ρ2(z) = |ξkF ,2 |2 are the fermion wave functions






|ω′(kF1,2)| . A brief





In Appendix 2.B.2 we show that the solution of the gap equation can be
found in a form of linear combination of the two fermionic wave functions
(up to an additional z3 factor)
φ = (C1ρ1(z) +C2ρ2(z)) z
3. (2.32)
For C1  C2 (C2  C1) the condensate profile is more similar to the wave-
function at the first (second) Fermi surface. We obtain the coefficients


































x log x. (2.35)
Here I11, I22, I12, a, b, c are functionals of the fermion profiles ρ1, ρ2,
defined in (4.21), and (2.81) in Appendix B2.
In Fig. 2.5(b) we show the perturbative solutions to the gap equation
for µ = 4.5, q = 1, mΨ = 1 and for two different couplings. (In principle
there are two solutions but one of these contains a node and is presum-
ably energitically unfavored). We can see a cross-over when we tune the
coupling η5/mφ (see also Fig. 2.6). For small (large) coupling the profile
of the condensate is dominated by ρ2 (ρ1). Note that the gap at the first
Fermi-surface (with fermion wave-function ρ1) is always smaller than the
gap at the second Fermi-surface.
The analysis above is all from the perspective of the bulk AdS physics.
All the data of the dual strongly coupled field theory is directly inferred
from it. The spectral condition for a normalizable mode is the same [12],
hence a gap in the bulk spectra equals a gap in the boundary fermion spec-
trum. The CFT order parameter is by construction the leading non-zero
component of the fermion bilinear vev 〈OU(1)〉 = limz→0 z−2∆Ψ〈ΨCΓ5Ψ〉,
where ∆Ψ is the scaling dimension of the single trace fermionic operator
67






























Figure 2.5. (a): wave function profiles of the fermions at the two Fermi surfaces
(ρ1, ρ2) (qµ = 4.5, zw = 1, mψ). (b) The profiles of the stable solutions of the gap





(rescaled by z3) for η5/ωD = 0.5, η5/mφ = 0.5 and
η5/mφ = 2.5. Depending on the coupling the profiles are similar to the fermion
wave-functions ρ1, ρ2. In the inset we plot the unstable solution for η5/mφ = 2.5
(for the other value of the coupling this mode is exponentially small).
















Figure 2.6. (a): The ratio of the gaps (V2/V1) as a function of the inverse
coupling mφ/η5 (for fixed η5/ωD = 0.5). The other parameters are as in Fig.
(2.5). For zero boson mass (or infinite coupling) the gaps have the same size but
for non-zero mass (smaller coupling) V2 is bigger and the ratio converges to the
value 2.56. (b): The ratio of the coefficients C2/C1 as a function of the inverse
coupling.
OΨ dual to the AdS Dirac field (each normalizable fermion wavefunction
behaves as z∆Ψ) [21, 22]. We thus neatly see how a bulk BCS coupling
holographically encodes standard BCS in the dual CFT.
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2.4 Fermionic ordering in holography
To establish a closer connection to previous works [9, 10] on fermionic
aspects in holographically ordered ground states, we now introduce by
hand a kinetic term for the scalar field φ. From the bulk perspective this
would correspond to a situation where the coherence length (the inverse
binding energy) of the Cooper pair is smaller than the relevant cut-off.
From the dual boundary field theory perspective this corresponds to the







9 + 4m2φ. (2.36)
We reserve the symbol ∆ for the scaling dimensions of operators. It is not
to be confused with the value of the gap. Again assuming translational
invariance in the boundary directions, the bosonic equations now take the
form
z2φ′′ − 2zφ′ + z2q2φA20φ−m2φφ = −iη5z3〈ψcΓ5ψ〉, (2.37)
z2A′′0 − 2q2φA0φ2 = qz2〈ψ+ψ〉, (2.38)
where qφ = 2q. In addition one has the Dirac equation
K(φ,A0)χ = 0 (2.39)
through which one defines the bulk expectation values on the right hand
side. Here K(φ,A0) is the kinetic matrix in (4.73),
The distinction between the model with a dynamical and non-dynamical
scalar field is two-fold:
(1) Although physically the order parameter in the broken state cannot
distinguish between a fermionic Cooper pair origin and a condensed
scalar, in this holographic model they mathematically arise at differ-
ent orders in the 1/N expansion. Recall that the coupling constant
expansion in AdS/CFT maps to the 1/N matrix expansion of the
dual field theory, whereas each AdS field is dual to a single trace
composite operator. A Cooper pair is thus dual to double trace op-
erator in the dual field theory which are always 1/N suppressed.
This distinction is the same distinction between classical sponta-
neous symmetry breaking in a scalar field theory, and “quantum
pairing” in BCS.
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(2) Physically, strictly put the scalar is an additional degree of freedom
(it will show up in the free energy). If the coherence length of the
Cooper pair is smaller than the relevant cut-off, one should indeed
introduce this operator separately. In this “strong coupling” (equal
to small coherence length) limit, the dynamical scalar field can con-
dense by itself. In the formulation here this is controlled by its
mass. For high mass the field should decouple. This is dual to the
statement that in the dual field theory the corresponding operator
will have a very high scaling dimension and become extremely irrel-
evant. All the IR dynamics is then controlled by the fermions and
we recover the standard BCS of the previous section. For low mass,
however, the boson dynamics will start to compete with the fermion
pairing and rapidly take over the symmetry breaking dynamics in
the IR.
Tuning the scalar mass therefore controls a crossover between pure BCS
theory and a classic BEC spontaneous symmetry breaking. Qualitatively
one can thus consider the mass/scaling dimension of the scalar operator as
a proxy for the coherence length of the Cooper pair. When it is large, the
dynamics is pure BCS; as it becomes comparable to and smaller than the
relevant cut-off, one should introduce the paired operator independently.
Writing out the spin components explicitly the full system of equations
that we are attempting to solve is









dk|k|Θ (ωk,n) (αk,n,1αk,n,4 − αk,n,2αk,n,3) ,













∂z − mΨz −(ω− k)− qA0 2η5
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2η5 φz 0 ∂z +
mΨ
z (ω− k)− qA0










Here all fields depend only on the radial direction z. For completeness
we recall boundary conditions for each of the fields. At the impenetrable
hard wall all canonical momenta should vanish. For the bosons this means
φ′(zw) = 0 , A′0(zw) = 0 ; (2.41)
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for the fermions this can be achieved by the choice
α1(zw) = α4(zw) = 0 (2.42)
At the AdS boundary, all field should be normalizable: they should vanish
as a positive power of z. (For two of the fermion components this is
automatic, see eq. (4.2)).
We will approach the fully interacting scalar-fermion system in three
steps: we first set all fermions to vanish and construct the purely scalar
holographic superconductor. Next we include fermions, but hold the BCS
coupling η5 = 0; this exhibits bose-fermi competition in the system. Fi-
nally we will analyze fully interacting system at η5 6= 0. Details of the
numerical calculations are discussed in Appendix C.
2.4.1 Purely scalar holographic superconductor
First, as the scalar field in our system is a fully dynamical degree of
freedom, it should condense for small enough mass even in absence of
fermions [4, 23, 24]. This hardwall superconductor will be useful for later
comparison.
Since we consider a pure hardwall AdS4 spacetime without a black hole
horizon, we study a T = 0 groundstate as a function of the mass/conformal
dimension of the scalar field/dual scalar operator. Any phase transition is
therefore of quantum origin. Note that the hard gap due to the hardwall
directly implies that the physics is the same for any temperature T <
1/zw. Only when T > 1/zw will the the black hole horizon become
relevant to the geometry, see e.g. [25].
The numerics of the pure scalar system is particularly simple as there
is no need to solve the integro-differential equations iteratively. Varying
the scalar conformal dimension we indeed find a condensate value below
a critical value (Fig. 2.7). We see a sharp second order phase transition
as expected for spontaneous symmetry breaking. Scalar operators with
smaller conformal dimensions (dual to lighter bulk scalar fields) are more
likely to condense and yield an order parameter with higher density.
2.4.2 Bose-Fermi competition
The next step is to see what happens in a system where both scalar and
fermionic fields are present, but interact with each other only via the gauge
field A0, and not directly (the Majorana coupling η5 = 0 vanishes). For
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Figure 2.7. Condensate of a scalar order parameter in the boundary theory as
a function of scalar conformal dimension at µq = 4.5, zw = 1, qφ = 2.
















Figure 2.8. (a): Comparision of the superconducting phase transition in a
purely scalar system (blue curve) to the one in a system with fermions at η5 = 0
(red curve). At small conformal dimension there is no difference between the
phase curves at all, while for larger dimension we see effects of Bose-Fermi com-




qz2〈ψ†ψ〉dz. Here µq = 4.5, zw = 1, qφ = 2, ωD = 0.7.
the same parameters as in Fig. 2.7 for a scaling dimension of the fermionic
operator ∆Ψ = mΨ + 3/2 = 5/2 we obtain a scalar condensate shown on
Fig.2.8.
Comparing, the two condensate values become identical with the pure
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hardwall superconductor without fermions for low enough ∆φ. For these
values the bulk scalar field is so light that it consumes all the energy in
the system. Ceteris paribus we would need a higher chemical potential to
make fermions occupy the first band and backreact on A0.
At larger values of ∆φ there is still a scalar condensate, but it is sup-
pressed compared to the pure hardwall superconductor (Fig.2.8(a)). This
can be easily understood in terms of canonical ensemble. For fixed total
electromagnetic charge of the system, adding new constituents (fermions)
would redistribute the available charge (Fig.2.8(b)) and the condensate
of the original degrees of freedom would be suppressed. This effect has
also been observed in a holographic set-up where the fermions are approx-
imated in the fluid [26, 27]
2.4.3 A dynamical BCS scalar and a BCS/BEC crossover
Now we analyze the most interesting case and include the full dynamics
for the scalar field φ. Let us give another reason why this is quite natural
from the field theory perspective. The evolution in the radial direction in
AdS captures the (leading matrix large N contribution to the) RG flow of
the corresponding operator in the field theory. The BCS gap, proportional
to the vev of the scalar field is certainly sensitive to the RG scale. Hence
one expects it to change dynamically as a function of the radial direction.
Strictly speaking the double trace pairing operator which sets the value
of the gap is a subleading operator in large N and any running that
deviates from its semiclassical scaling is therefore a quantum effect in the
AdS gravity theory. This is the situation we studied in section 2.3.4. At
the 1/N level, for small enough coherence length, the pair operator will
become dynamical and qualitatively it ought to be given by the dynamical
scalar we study here.
We will see a very interesting effect occurs in doing so. Because
the scalar is sourced by the Cooper pair condensate, this changes near-
boundary fall off of φ, and the standard holographic prescription for
boundary field theory condensates has to be modified. Without the pres-
ence of a Cooper pair condensate, the zero momentum scalar mode equa-
tion in AdS4 is a homogeneous (linear) differential equation
z2φ′′(z)− 2zφ′(z) + q2φz2A20(z)φ(z)−m2φφ(z) = 0. (2.43)
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Near the AdS boundary its solutions have the following form
φ(z) = Az3−∆φ ·
(













9 + 4m2φ, (2.44)
and in the standard quantization scheme the coefficient A of the non-
normalizable solution corresponds to the source JOφ for the operator Oφ
dual to φ, and the coefficient B of the normalizable solution to the vev
〈Oφ〉. Spontaneous symmetry breaking due to a condensation of the op-
erator occurs for a solution in the absence of a source, i.e. with A = 0 as
a boundary condition.
For the interacting scalar-fermion system this simple one-to-one cor-
respondence between bulk asymptotics and boundary condensates needs
modification. We must now consider the inhomogeneous differential equa-
tion
z2φ′′(z)− 2zφ′(z) + q2φz2A20(z)φ(z)−m2φφ(z) = −iη5z3〈ψcΓ5ψ〉. (2.45)
The solutions to this equation now include the particular solution respond-
ing to the inhomogeneous source in addition to the homogeneous solutions
(4.76). For near boundary behavior of the source
lim
z→0
z3〈ψcΓ5ψ〉 ∼ z2∆Ψ (2.46)
the particular solution will behave in the same way (assuming 2∆Ψ 6= ∆φ):
φ(z) = φhom(z) + φpart(z)
φpart(z) = P1z2∆Ψ +P2z2∆Ψ+1 +P3z2∆Ψ+2 + ... (2.47)
This particular solution will control the dominant normalizable near
boundary behavior for ∆φ > 2∆Ψ. This raises the question what we should









no longer gives a viable answer. Let us exhibit this in detail. As an aside,
note that the near-boundary behavior of the fermions does not change
provided the solution for φ(z) is normalizable.
74









Figure 2.9. Profiles of the bulk scalar wavefunction φ(z) for ∆φ = 4.6765, ∆φ =
4.8541 (two blue curves), ∆φ = 4.9438, ∆φ = 5.0341 (two red curves, - proximity
of the critical point), ∆φ = 5.379, and ∆φ = 5.4925 (two orange curves). Crossing
the critical point ∆φ = 2∆Ψ = 5 does not lead to any singularities in the bulk
wavefunction. The other parameters here are η5 = 1, µq = 4.5, zw = 1, qφ =
2, ωD = 0.7.
Denoting the coefficient B of the normalizable homogeneous solution
with B = H1 we extract these coefficients from numerical solutions to
the scalar and fermionic equations. (see Fig.2.10, 2.11). Immediately
noticable are the singularities at ∆φ = 2∆Ψ and ∆φ = 2∆Ψ + 2. Strictly
speaking when ∆φ = 2∆Ψ + n the expansion (2.47) breaks down and the
solution has an extra logarithmic term
φ(z) = H1z2∆Ψ+n + ... +P1z2∆Ψ + ... +Pn+1z2∆Ψ+n ln(z) + ... (2.49)
The singular divergence of coefficients is a precursor of this logarithm.
There is no singularity at 2∆Ψ + 1 because P2 happens to vanish in our
case.3
The indisputable presence of these singularities or resonances can be
readily seen by considering a simplified version of the scalar equation.
Computing the series solution to the equation
z2φ′′ − 2zφ′ −m2φφ = S1z2∆Ψ + S3z2∆Ψ+2 (2.50)
3This vanishing of P2 (due to the vanishing of S2) and the structure of the series
expansion is determined by the solutions of the Dirac equation. For zero electric field
each even coefficient would vanish in fact. Since the gauge field profile modifies the
higher order coefficients in the series expansion of the Dirac equation, it can be shown
that S4 6= 0.
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Figure 2.10. Dependence of the leading homogeneous coefficient in the scalar
solution expansion on the conformal dimension of the field. Here µq = 4.5, η5 =
1, zw = 1, qφ = 2, mΨ = 1 (so 2∆Ψ = 5),ωD = 0.7.

















Figure 2.11. Dependence of the two leading particular coefficients in the scalar
solution expansion on the conformal dimension of the field. Here µq = 4.5, η5 =
1, zw = 1, qφ = 2, mΨ = 1 (so 2∆Ψ = 5),ωD = 0.7.
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one directly finds the “resonances”
P1 =
S1




(2∆Ψ + 2)(2∆Ψ − 1)− ∆φ(∆φ − 3)
. (2.51)
Note that they are Feschbach-like resonances in that the singularity is a
single rather than a double pole.
The question is how to extract the information of the strongly coupled
dual field theory from this asymptotic behavior of the AdS scalar wave-
function. Despite these singularities in the coefficients, by construction
the bulk scalar wavefunction is regular at all points (Fig.2.9). It is there-
fore physically natural to have regular observables in the boundary field
theory as well. There are two obvious points to make here.
(1) Physically the origin of the order parameter is indistinguishable.
One cannot tell whether the broken groundstate is caused by con-
densation of the Cooper pair or the scalar field.
(2) Mathematically, the regularity of the bulk solution directly implies
that the homogeneous component H1 must have a similar resonance
but with an opposite sign.
An obvious and physically motivated choice is to postulate that the actual
order parameter is the simply the sum of the naive condensates, with the
Cooper pair condensate S1 renormalized to P1: i.e.
〈Oφ〉 = H1 +P1. (2.52)
Taking this linear combination does in fact lead to a cancelation of “res-
onances” and a smooth function at ∆φ = 2∆Ψ (see Fig. 2.12). However,
the reflection of the next resonance ∆φ = 2∆Ψ + 2 in the homogenous
solution H1 remains. Likewise, a similar partial resolution occurs for the
linear combination H1 +P3.
These “resonances” in Pi and their cancellation by (part of) the homo-
geneous solution H1 will in fact occur at every order of the expansion from
the AdS boundary z = 0. It hints that the proper definition of the su-
perconducting condensate should be given by a ∆φ-dependent linear com-
bination of the homogeneous H1 and particular coefficients P1,P3,P5, ...
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Figure 2.12. Linear combinations of the series expansion coefficients. Red
curve represents the boundary scalar operator condensate 〈Oφ〉 as a function of
its conformal dimension in presence of fermions at η5 = 0 (the same as the red
curve on Fig.2.8). The blue curve represent the linear combinationH1 +P1 on the
left plot, and H1 +P3 on the right one. Resonances in H1 and P1 precisely cancel
each other at ∆φ = 2∆Ψ, and so do resonances in H1 and P3 at ∆φ = 2∆Ψ + 2.
All parameters are as in Fig.2.10.



















Figure 2.13. (a): Dependence of the two gaps V1 (orange) and V2 (green)
on ∆φ in the fully interacting case. (b): Dependence of the total fermionic
bulk charge nF =
zẃ
0




z3〈ψCΓ5ψ〉dz (blue) on ∆φ. One can see that while at small
scalar conformal dimensions the fermionic bulk charge totally vanishes the num-
ber of Cooper pairs in the bulk theory stays finite. All parameters are as in
Fig.2.10.
78
that is regular for all ∆φ. One can readily construct such a combination,
e.g.
〈Oφ〉 = H1 +
1
2 ((2∆Ψ + 2)− ∆φ)P1 +
1
2 (∆φ − 2∆Ψ)P3, (2.53)
see Fig. 2.14(a). as a demonstration of the existence of a non-singular
combination; though there is no proof at all that this constitutes the actual
physical observable.4
Normally the strict application of the AdS/CFT dictionary does not
assign any role to such higher order coefficients in the bulk wavefunction.
It is clear, however, that the singularities arise solely from the extraction
of the coefficients, whereas the full AdS wavefunctions at any finite z are
regular for ∆φ = 2∆Ψ + N. Let us now give an argument why the coef-
ficient rule can receive modification.The right way to interpret the linear
combination H1 +P1 is as a mixing of the two independent operators dual
to the fundamental scalar operator and the bilinear (double trace) Cooper
pair operator. This suggests that we should think in a similar way about
the resonance at ∆φ = 2∆Ψ + 2. There should be another Cooper-pair
like operator in the theory which mixes with the fundamental scalar, such
that the linear combination that constitutes the order parameter is finite.
In AdS/CFT this connection between mixing and resonances is in fact
cleanly seen in correlation functions of bilinear operators [28, 29]. These
bilinear operators are also known as double trace operators, since in the
models where we know the dual CFT, each operator dual to an AdS field
is a single trace over an N ×N matrix valued combination of fields. Bi-
linear operators are thus the normal-ordered product of two single trace
operators. Each pair of single trace CFT operators OΨ, however, gives rise
to an infinite tower of independent primary double trace operators:
O(0) = OΨCOΨ



























4Another putative combination found by chance, 〈Oφ〉 = H1 + 12e
−(2∆Ψ−∆φ)((2∆Ψ +
2)− ∆φ)P1 + 12e
−(2∆Ψ+2−∆φ)(∆φ − 2∆Ψ)P3 has a remarkable overlap with the scalar
condensate in the case η5 = 0, see Fig. 2.14(b).
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These conformal partial waves are all the higher derivative bilinear oper-
ators that cannot be written as a descendant (a derivative) of the a lower
order primary. All these operators have the same global quantum numbers
as the simple pair operator with scaling dimension 2∆Ψ, but increase their
dimension by two integer units each time. The correlation function study
[28, 29] in particular shows that in the case of an interacting purely scalar
bulk theory, all these linearly independent double trace primaries mix in
as well and cause single-pole Feschbach resonances in s-wave scattering of
single trace operators. The correspondence between the 2n difference in
scaling dimension5 between each successive primary and the location of
the resonance in the leading part of the bulk scalar wavefunction supports
that this mixing is the right interpretation of the resonance.6
We do not yet have a controlled method to extract the quantative
expectation value of these higher order double trace primaries from the
constituent single trace fields. The mixing originates in the renormaliza-
tion of the theory, and this suggests that the proper value of the order
parameter results from the introduction of higher order boundary coun-










∂µΨ− − . . .
)
(2.55)
where Ψ± are eigenspinors of Γ5. To construct this correct set of countert-
erms and deduce the appropriate extraction of the vev in the boundary
field theory is an interesting question to pursue.
The conclusion is that the resulting condensate ought to be of the
form in Fig. 2.14. Qualitatively this result shows the BCS/BEC crossover
as a function of the scalar scaling dimension ∆φ. Though our set up is
rather abstract in that scalar field here is an additional degree of freedom
introduced by hand, instead of emerging from microscopic dynamics, it
5As we mentioned one also expects a resonance at 2∆Ψ + 3 for high enough chemical
potential. This is due to the effect of the electric field on the fermion wave functions.





type operator which has the right scaling dimension (∆J = 2).
6The conformal partial wave operators share a resemblance with operators relevant
for Fulde-Ferrel-Larkin-Ovchinnikov pairing [30, 31]. In the original FFLO set-up one
considers the Zeeman splitting of spin-up/spin-down electrons and this causes an offset
in their Fermi surfaces of the same form seen here. The discussion about the mixing
in of these higher order partial waves does not rely on the split degeneracy of Fermi
surfaces. The mixing is therefore not correlated with an FFLO-like phenomenon.
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Figure 2.14. (a): The blue curve represents a particular linear combinations of
the series expansion coefficients 〈Oφ〉1 = H1 + 12 ((2∆Ψ + 2)− ∆φ)P1 +
1
2 (∆φ −
2∆Ψ)P3 such that all the resonances cancel out. The red curve included for
comparison represents 〈Oφ〉 at η5 = 0. (b): The serendipitous combination
〈Oφ〉2 = H1 + 12e
−(2∆Ψ−∆φ)((2∆Ψ + 2)− ∆φ)P1 + 12e
−(2∆Ψ+2−∆φ)(∆φ − 2∆Ψ)P3
that has a remarkable overlap with the η5 = 0 solution at low ∆φ as desired. All
parameters are as in Fig.2.10.
captures the BCS/BEC physics. For small scaling dimension the scalar op-
erator Oφ dominates the Bose-Fermi competition, whereas at large scalar
conformal dimensions corresponding to weak coupling regime, η5/mφ  1,
the dynamics of the boson field are suppressed, and its order parameter
expectation value is dominated by fermions as shown on Fig. 2.12. The
most interesting region is just to the right of the red curve. Here there
is no bosonic contribution to the order parameter, but there is an en-
hanced Cooper pair contribution (due to the proximity effect). This is
the most notable region where we have pairing induced superconductivity
in holography. At larger scalar conformal dimension the order parameter
exponentially decreases with increasing of ∆φ, although it never vanishes.
In the strict mφ →∞ limit we have the standard BCS scenario of section
2.3.4.
Let us finally briefly comment on the dependence on the UV cut off ωD.
In the previous section we discussed that at very large bulk scalar mass
all dynamics depends only on two parameters, η5/ωD and η5/mφ. For
a dynamical scalar the dependence is more complicated, but we can still
qualitatively infer what will happen. We know that most of the contribu-
tion to the pairing operator is located near the Fermi surfaces. Increasing
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ωD means taking into account states lying far away from kF ’s. The physi-
cal picture will therefore only change minimally; to first approximation it
can be compensated by adjusting η5 such that η5/ωD stays constant. A
non-trivial effect does happen when ωD becomes so large that the integral
becomes sensitive to fermions in the second band (for instance, see Fig.
2.1), but this is beyond the scope of this chapter.
2.5 Conclusions
We have constructed a holographic model of superconductivity which ex-
plicitly takes into account fermionic pairing driving the phase transition.
In the simplest holographic models, the microscopic mechanism of super-
conductivity is not addressed. Specific top-down models may shed light on
the strong coupling dynamics and a possible pairing mechanism [32, 33],
but generic holographic models operate at a Landau-Ginzburg order pa-
rameter level.
Even so, the physics of fermionic pairing and condensation should also
be explicitly representable in holographic systems. The most straightfor-
ward way to do so is to mimic the classic BCS mechanism. This is what
we have done here. By introducing an attractive four-fermion interaction
in the AdS bulk, we show that this directly reduces to a pairing induced
superconducting groundstate both in the bulk and the dual boundary. To
cleanly separate the fermion physics, we introduced a hard wall cut-off.
This essentially guaranteed this results as the low energy theory in both
sides is just a Fermi liquid in the absence of the four-fermion interaction.
The one technical difference with textbook BCS is the relativistic nature
of the underlying fermion theory.
Next we introduced separately a kinetic term for the AdS dual of
the order parameter. Physically the paired operator should become dy-
namical if the coherence length is much shorter than the scales of inter-
est. One should find a BCS/BEC crossover as one tunes between these
regimes. Here that control parameter is the scaling dimension of the or-
der parameter field (relative to the scaling dimension of the Cooper pair
operator). For large scaling dimension the kinetics of the dual AdS field
is suppressed and we have the BCS physics found earlier. For low scaling
dimension the scalar dynamics should be energetically favored compared
to pairing condensation, and one should find a regular BEC (holographic)
superconductor.
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In observing this BCS/BEC crossover we encountered a surprise. At
specific values ∆φ = 2∆Ψ and ∆φ = 2∆Ψ + 2 of the control parameter
the independent scalar 〈Oφ〉 and pairing 〈OΨCOΨ〉 vevs diverge. In fact
the naive order parameter 〈Oφ〉+ 〈OΨCOΨ〉 remains divergent at ∆φ =
2∆Ψ + 2. The mathematics is clear and suggests that these divergences can
also occur at higher value of the scaling dimension. Physically, a plausible









that arise in the OPE of the product of two single fermion operators, mix
in with the scalar vev and the lowest order primary 〈Oφ〉 + 〈OΨCOΨ〉.
To establish this concretely requires a more detailed study of single and
double trace operator mixing in AdS/CFT . We aim to address this in
a future publication. We can nevertheless readily construct an extraction
rule for a finite order parameter that interpolates between the BCS and
BEC regimes.
In both aspects the physics that holographic system describes is very
conventional. It is again an excellent proving ground for AdS/CFT that it
does so, but by construction it does not uncover any unconventional or ex-
otic physics. The main reason it does not do so is the presence of the hard
wall. It ensures that the groundstate dynamics closely follows standard
Fermi liquid and Landau-Ginzburg theory. It would be very interesting,
but technically challenging [16, 17], to try to remove the hard wall. This
would reintroduce the low energy dynamics that could yield exotic and
novel behaviour. In particular, it might be an important step towards a
holographic fermionic theory of unconventional superconductivity.
2.A Green’s functions and charge densities
In this Appendix we provide a detailed derivation of the formulas for the
fermionic bilinears appearing in the bosonic equations. In principle while
calculating these objects one needs to be careful because of the renormal-
ization of these composite operators. However, we are just regularizing
these object with a cut off and not attempting to perform the renormal-

























Using properties of the time ordered product the relations between the
original Green’s functions and the NG ones are
Gψ+1 ψ1
(t, ~x; t′, ~x′) = −Gχ1χ+1 (t
′, ~x′; t, ~x) , (2.58)
Gψ+3 ψ3
(t, ~x; t′, ~x′) = Gχ3χ+3 (t, ~x; t
′, ~x′) . (2.59)
With these the charge densities can be expressed with the components





′, ~x′; t, ~x)−Gχ2χ+2 (t
′, ~x′; t, ~x)
+Gχ3χ+3








(t, ~x; t′, ~x′) +Gχ2χ+3 (t, ~x; t
′, ~x′)
+Gχ2χ+3
(t′, ~x′; t, ~x) +Gχ1χ+4 (t
′, ~x′; t, ~x)
)
. (2.60)
Since the NG Green’s function solves (2.20) we can decompose it as


























(z′) = δ(z − z′). (2.63)
We can immediately perform the ω integral to get (supposing that
t > t′)




































Substituting this into (2.60) we obtain (2.23) and (2.24).
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2.B Perturbative solution
2.B.1 Perturbative fermion spectrum, AdS-gap equation
We will solve the fermionic equation of motion (2.21) perturbatively in
the scalar interaction and determine the gap equation. It is convenient
for this to write the eigenvalue problem in terms of (α1,α2,α3,α4) =
(χ1, iχ2,χ3, iχ4). The redefined Hamiltonian is real (but we will still de-
note it with H).
Our Hamiltonian can be split as H = H0 +V , where H0 = H(η5 = 0).









where ε is the 2x2 matrix ε = iσ2


























We will focus on n = 1 and will omit this index.
When doing the perturbation theory we should be careful because
near the Fermi-surface different bands are crossing each other. Therefore
we start with two modes with unperturbed energy ω(0)k and −ω
(0)
k and




k,−. Near the Fermi-surface
this is a good approximation.
The perturbed energy and wave-functions can be determined by the






















+ V 2k , (2.70)
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Using this perturbative result we can express the scalar source with
the unperturbed fermion wave functions:










Here Λ(ωD) is a momentum cut-off corresponding to the energy scale ωD.
In our numerics we sample discrete number of momenta and sum over it.













































2.B.2 Simplified Gap equation
The dominant contribution for the scalar charge comes from a region near
the Fermi surface where the (unperturbed) spectrum is linear. Since the
perturbation matrix element Vk is a slowly varying function of k we can
approximate its value with VkF ,1 = V1 and VkF ,2 = V2.
We have two Fermi surfaces. Hence the gap-equation is (recall that





























make the following ansatz
φ = (C1ρ1(z) +C2ρ2(z)) z
3. (2.77)
In this case the perturbation matrix element is












In the limit of ωD  η5 our gap-equations take the following form















, b = I12
I212 − I22I11
, c = I11
I22I11 − I212
. (2.81)















x log x. (2.82)
We can now solve our equations easily to obtain




















To solve the equations (2.41) numerically, we resort to an iterative Hartree
resummation:
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• At a constant A0 = µ and zero scalar field, we find the unperturbed
spectrum of fermions. As a result we get a set of fermionic wave-
functions for a discrete array of energies and momenta (ki,ωn,i).
• With these wavefunctions we construct the source terms on the right
hand side of the first two equations in (2.41) and solve for A0(z) and
φ(z). Both UV cut offs in both k and ω should be imposed to render
the sums in the source terms finite.
• Substitute the new A0(z) and φ(z) into the Dirac equation and find
the new spectrum.
• Repeat steps 2 – 4 till full convergence.
Once the system converges sufficiently, we can extract the information of
the dual theory by a fit to the near boundary behavior of the resulting
wavefunctions.
We have optimized our numerics in several ways: The most time-
consuming part of the algorithm is the repeated calculation of the Dirac
fermion spectrum. A significant improvement is obtained using the per-
turbative prescription described in a previous section. We exclude the
φ(z) field from the Dirac equation, and instead of four coupled ODE we
get for fermions two identical decoupled systems of a second order. Then
we construct the corrected wavefunctions. In addition, we do not need to
take equally dense sampling in k, because most of the fermionic spectral
weight is concentrated around kF (remember that we have two slighly dif-
ferent Fermi momenta in the theory), and we may take sparser k-sampling
away from these points without loss in accuracy.
Empirically we found that different numerical schemes to fermionic and
bosonic subsystems was the most efficient. For the fermionic spectrum we
use the shooting method: we impose boundary conditions dependent on a
free parameter at the boundary cut off z = ε, and scan over this parameter
to make the resulting solution satisfy physical boundary conditions at the
hard wall.
However, the shooting method in the gauge field and scalar sector
often leads the system to converge to some higher harmonics instead of
the groundstate. The Newton method is much more stable in that case:
we impose both AdS-infinity and hardwall boundary conditions at the
same time, approximate differential equations by finite differences, and
solve the resulting system of linear algebraic equation with a relaxation
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algorithm. For our purposes a grid of Np = 3000 points in z-direction
(for zw = 1) was chosen, in which case the relaxation algorithm converges
after 5− 6 iterations.
Once the bulk wave functions are obtained, it is still not a trivial ques-
tion how to extract the leading boundary behavior from this data. This
is what contains the information of the dual field theory. The analytical
puzzles related to this problem were discussed in section 2.A. Here we
focus on corresponding numerical issues.
We are interested in coefficients H1, P1, P3 defined in (2.51). The
function φ(z) is known in a form of discrete list of values {zi, φ(zi)} of
the length Np = 3000, therefore our accuracy is limited and naive use of
the standard fitting schemes of Mathematica leads to large errors.
Instead we first determine the expansion coefficients of the fermionic
bilinear sourcing the scalar field
− iη5z3〈ψcΓ5ψ〉 = S1z5 + S3z7 + ... (2.84)
These can be easily found, as contra to the scalar field profile the fermionic
bulk wave functions are derived with a great accuracy due to the use of
the shooting method.
Then we use the algebraic relations (2.51) to obtain the “particular”
coefficients on the base of Si.
Knowing P1 and P3 we can subtract these from the scalar wave func-
tion and run the Newton relaxation scheme one more time for
φ̃(z) = φ(z)−P1z5 −P3z7. (2.85)
We now need to fit only for the single coefficient H1. This can be easily
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liquid behaviour in d = 2
quantum critical metals
3.1 Introduction
A complete classification of infrared universality classes for phases of quan-
tum matter at finite density is an open problem in condensed matter the-
ory. Experimentally, a number of fermionic states of matter that exhibit
breakdown of the quasiparticle Fermi-liquid paradigm [7] are known to ex-
ist, e.g. the strange metallic phase of unconventional superconductors [8]
or the non-Fermi liquid phase of graphene [9, 10]. Theoretically, however,
they are not understood. These phases are strongly interacting and this
prevents the use of most conventional approaches that rely on perturba-
tion theory.
One important scenario which is widely believed to cause the partial
destruction of Fermi surfaces and substantial change of transport prop-
erties of the electronic state in high-Tc compounds [11], heavy fermion
systems [12], and Mott insulators [13, 14] is the interaction of electronic
quasiparticles with gapless bosons. The underlying physics is the prox-
imity of a quantum critical point and these bosons are the protected
emergent gapless collective degrees of freedom [15, 5, 11]. The nature
of the fermion-boson interaction is determined by the precise details of
the quantum critical point — ferromagnetic [17] or antiferromagnetic [18]
spin density waves, Kondo impurities [19], etc; see [6] for a review.
Qualitatively the simplest model that should already capture the non-
trivial physics is the theory of spinless fermions at finite density interacting
with a massless scalar through a straightforward Yukawa coupling. The
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This model is believed to describe the Ising-nematic transition (see e.g.
[11, 20]), observed for example in Y Ba2Cu3Oy, There, the meaning of
the boson is the fluctuating order parameter related to the C4 → C2
symmetry breaking of the electronic correlations. In the ordered phase
the mass square of the boson is positive M2 > 0, while in the disordered
phase M2 < 0. For non-zero mass we obtain a regular Fermi-liquid at low
frequency. By choosing M = 0 we tune our theory to criticality where we
expect non-Fermi liquid behavior. The model is also closely related to the
theory of fermionic spinon excitations in a spin density wave minimally
coupled to U(1); at low energies only the transverse component of the
gauge field survives and acts as the scalar above (see e.g. [24]).
Eq. (3.1) and related models of finite density fermions coupled to
critical bosons were first studied in detail by Hertz [15] and Millis [5],
but their results do not apply in 2+1 dimensions. For d = 2 the coup-
ling λ is relevant [11], and can drive the system to a qualitatively new
groundstate. This novel non-Fermi liquid groundstate is out of range of
perturbation theory, and the fermion sign problem prevents us from using
efficient numerical techniques.
Our work continues on a recent revival of interest in determining this
groundstate. The crucial physics that is thought to control the non-Fermi
liquid behavior is the Landau damping: the quantum fermion-loop correc-
tions to the boson two-point correlation function/self-energy. By extend-
ing the model to an arbitrary number of fermions Nf and bosons Nb, one
can enhance this physics in a limit where the number of fermion flavors Nf
is much larger than the number of bosonic degrees of freedom (Nf  Nb);
it is easily seen at the one loop level that this enhances the “Landau-
damping” diagram in Fig. 3.1(b) compared to the self-energy Fig. 3.1(a).
In this Nf  Nb regime the problem of a Fermi surface coupled to the
Ising nematic and spin density wave order parameters has been considered
in [20, 21] and an extensive perturbative renormalization group analysis
has been performed up to three loops (higher order effects are investigated
in [22, 23]). However, as pointed out in these papers and [24], in the (vec-
tor) large Nf expansion one still needs to sum infinitely many diagrams.
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(a) (b)
Figure 3.1. One loop corrections to fermion (a) and boson (b) self-energies due
to Yukawa interaction. For a gapless boson (b) is the one loop contribution to
Landau damping: this contribution to the self-energy can dominate in the IR.
This term (b) is clearly proportional to the number of fermions Nf in contrast to
the one-loop correction to the fermion self-energy (a). In the limit Nf  Nb the
boson self-energy/Landau damping therefore dominates, whereas it is suppressed
in the opposite limit Nf  Nb.
(A well-defined expansion can be obtained by introducing an arbitrary dy-
namical critical exponent for the boson, zb, as an extra control parameter
[25].)
Here, however, we show that Landau damping is not essential to ob-
tain exotic non-Fermi liquid physics in the IR. We will study correlation
functions of the theory in the opposite limit Nf → 0; Nb = 1. This so-
called quenched limit discards all fermion loop contributions. As Nf  Nb
it shares common ground with recent matrix large N expansions of this
model where the boson is taken to transform in the adjoint of an SU(N)
and the fermions in the fundamental, see e.g. the studies [26–29], but the
strict quenched limit is more comprehensive. In the matrix large N limit
where Nf = N and Nb = N2 with N  1, not only the diagrams with
fermion loops but also diagrams with crossed boson lines are suppressed
(Fig. 3.2), whereas these are kept in the quenched approximation. By
inspection of the associated momentum integral it is clear, however, that
crossed boson corrections are important contributions to the IR physics.
The IR of the quenched theory will therefore be different from the large
N matrix limit and perhaps closer to that of the full theory.
Physically the quenched approximation we study here means the fol-
lowing: as pointed out in [29] there is a distinct energy scale where Landau
damping becomes important. This is the scale where the fermion one-loop
correction proportional to Nf becomes comparable to the leading boson
dispersion — this happens at ELD ∼
√
λ2NfkF (see the end of section
3.2.1). By considering small Nf we are suppressing this scale and we are
zooming in on the energy regime directly above the Landau damping scale
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(a) (b) (c)︸ ︷︷ ︸
matrix large N︸ ︷︷ ︸
quenched approx.︸ ︷︷ ︸
exact self-energy
Same diagrams in double line notation:
Figure 3.2. The two-loop contributions to the fermion self-energy in theory
in Eq. (4.2). The quenched limit where Nf → 0 only suppresses the fermion
loop contribution Fig. (a), whereas matrix large N limits, where the boson is
a N ×N matrix φ ji and the fermion a N -component vector ψi also suppress
crossed diagrams of type (b). This is evident in double line notation of the same
Feynman diagrams where the fermion is written as a single line (it has one index)
and the matrix-valued boson as two lines (it has two indices). Indices have to
match at interactions; each closed loop therefore corresponds to a sum over this
index and gives a weight N to the diagram. We then see that the crossed diagram
has no loops and is thus sub-dominant in N to other diagrams at the same order
in the coupling constant.
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ELD (see Fig. 3.3).1
The quenched approximation has an additional benefit. Under the as-
sumption that that the cut-off of the boson is much smaller than the Fermi
momentum (kF  ΛUV), the small Nf limit also allows us to consistently
focus on a small local patch (see Fig. 3.3) around the Fermi surface where
the fermionic excitations disperse linearly. The reason the curvature ef-
fects are negligible and the global structure of the Fermi surface becomes
irrelevant, is that their influence on the IR physics is also through Lan-
dau damping. If the Landau damping is not negligible, one does have
to either work with the full Fermi surface (i.e. in [26–29] for the case of
spherical Fermi surface) or at least consider the antipodal patch since the
dominant contribution is coming from there [20, 21]. Specifically, as we
discuss below, Landau damping depends both on the Fermi-surface curva-
ture κ ∼ 1kF and Nf as Nf/κ. After the quenched approximation Nf → 0
for fixed κ, we may subsequently take κ small as well.
The remarkable fact is that with these approximations the fermion
Green’s function can be determined exactly (directly in d = 2 spatial
dimensions). We achieve this by solving the differential equation for the
Green’s function in a background scalar field and then evaluating the
bosonic path integral. Similar functional techniques have been used in
high energy physics, for example in the study of high temperature QED
plasma [30], lattice QCD [31] or for solving the so-called Bloch-Nordsieck
model (which is QED in the quenched approximation) [32–34, 31, 35]. In
condensed matter context, the fact that the fermion spectral function is
exactly solvable in these limits was also observed for finite density fermions
coupled to a transverse gauge field by Khveshchenko and Stamp [36] and
independently by Ioffe, Lidsky, Altshuler and Millis [37, 38], though the
latter solve the model by bosonization.
At the technical level, the reason the spectral function can be solved
exactly in the quenched limit is that propagators of linearly dispersing
fermions (the local patch approximation) obey special identities. These
allow a rewriting of the loop expansion in such a way that it can be
resummed completely, or rather that it can be recast as the solution to
a tractable differential equation. We show this in section 3.2. Note, that
our method does not rely on renormalization group techniques. When we
are to define an RG flow, we have to choose a proper decimation scheme.
1There are other ways to suppress the Landau damping physics, e.g. by considering
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Figure 3.3. Left: The energy scales relevant to 2+1 dim. finite density fermions
coupled to a massless boson. We assume the theory is already truncated at a UV
cut-off ΛUV lower than the Fermi scale kF . The quenched Nf → 0 limit focuses
in on the intermediate energy regime right above the scale ELD ∼
√
λ2NfkF
where Landau damping becomes important.
Right: A small patch of the Fermi surface. In a small region near the Fermi
level the surface curvature is negligible. Fermionic excitations can acquire both
orthogonal kx and tangent ky momenta, but the latter does not contribute to the
kinetic energy of the excitation. In the Nf → 0 limit each patch decouples from
other parts of the Fermi surface.
In relativistic field theories, it is natural to define the cut-off in a way that
maintains the Lorentz invariance, while for the non-relativistic model of
critical metals the choice of the cut-off is ambiguous, see e.g. [26].
These exact results in quenched approximation then allow us to estab-
lish that the IR fermion physics, even in the absence of Landau damping,
is already that of a non-Fermi liquid. Specifically we show in section 3.3
that:
• The naive free Fermi surface breaks apart into three. A thin ex-
ternal shell of it splits apart from the rest, and we effectively have
three nested singular surfaces (see Fig. 3.4). This immediately fol-
lows from the fact that in a region around the original (free) Fermi
level the dispersion of fermion changes sign, dωdkx < 0. This can be
interpreted as a topological instability of the Fermi surface [22], as
the dispersion curve must cross the Fermi energy two more times
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Figure 3.4. The emergent Fermi surface structure at low energy in the 2+1
dimensional quenched planar patch quantum critical metal. Due to the inter-
actions the naive single Fermi surface is topologically unstable. The excita-
tions around the Fermi surfaces are not well-defined quasiparticles, instead they
have a continuous spectrum corresponding to a Green’s function of the type
G(ω, k) ∼ (ω − vk)−η with scaling dimensions η. The different values of η at
each of the emergent singular surfaces are mentioned.
to connect to the free UV theory. Luttinger’s theorem nevertheless
continues to hold.
• The Fermi-liquid quasiparticle pole is destroyed by the interaction
with the critical boson. Instead the spectrum is singular everywhere
on the dispersion curve. Specifically near the three Fermi surfaces
the singular Green’s function takes a scaling form with different scal-
ing dimensions. Around the original Fermi momentum the Green’s
function behaves as G(ω, kx) ∼ (ω+ ckx)−1/3, where c is the disper-
sion velocity of the boson; around the two split-off Fermi surfaces
behaves as G(ω, k) ∼ (ω− v∗kx)−1/2 with v∗ an emergent dispersion
velocity 0 < v∗ < vF .
We conclude this chapter with a brief outlook in section 4.6.
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3.2 2+1 dimensional quantum critical metals in
the patch approximation
As stated, the theory we study is that of Nf spinless fermionic flavours at
finite density minimally coupled to a critical (relativistically dispersing)





















with j = 1 . . . Nf ; we will show below that the rotation back to real time
has no ambiguities. Assuming that the theory is still weakly coupled
at scales much below the Fermi momentum kF , we may make a local ap-
proximation around a patch of the Fermi surface and truncate the fermion




















Two comments are in order. (1) Though it is very well known that the
leading “Fermi surface curvature” correction to the kinetic term Lcurv =
−κψ†j∂2yψj/2+ ... is a dangerously irrelevant operator important for fermion
loops even at low energies, in the Nf → 0 limit (where there are no fermion
loops) this operator is safely irrelevant and can be consistently neglected
for physics below the scale set by 1/κ. We will show here through exact
results that the minimal theory in Eq. (4.2) already has a very non-trivial
IR. We shall comment on the relevance of Lcurv to our results below. (2)
From a Wilsonian point of view, self-interactions of the boson should also
be included. We leave the effect of this term for future investigations and
take the action SP as given from here on and study it on its own.2
2Note that, although the kinetic term is effectively (1 + 1)-dimensional, the proper-
ties of fermionic field are still strongly dependent on the dimensionality of the system,
because the fermions interact with the (d+ 1)-dimensional boson. An instructive way
to think about the fermion dynamics in dimensions parallel to the Fermi surface, is to
Fourier transform in those directions. Because the kinetic term does not depend on
these directions, the parallel momenta act as additional global quantum numbers. E.g.
in d = 2, one therefore has an infinite set of one-dimensional fermionic subsystems,
labeled by ky. The Yukawa interaction with the bosons then describes the interactions
between these many one-dimensional subsystems.
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Throughout this chapter we are mostly interested in the case where the
characteristic speed c = 1 of the critical bosonic excitations is larger than
the Fermi velocity, c > v. This need not be the case in the UV. However,
as was recently argued [27, 29], the Fermi velocity decreases substantially
under the RG flow and because in our analysis we consider energies below
a cut-off ΛUV  kf , we take this condition for granted as a starting point.
In d = 2 spatial dimensions the Yukawa coupling is relevant — λ
has scaling dimension 1/2 — and the theory will flow to a new IR fixed
point. Rather than focusing on a complete understanding of the IR of the
action Eq. (4.2), we will focus only on understanding a single correlation
function: the fermion spectral function. Coupling the fermionic fields to
external sources











































and Gij [φ](z; z′) = δijG[φ](τ ,x, y; τ ′,x′, y′) is the fermionic propagator
in presence of a background bosonic field configuration. By definition it
satisfies
(−∂τ + iv∂x + λφ(τ ,x, y))G[φ](τ ,x, y; τ ′,x′, y′) = (3.8)
= δ(τ − τ ′)δ(x− x′)δ(y− y′)
Taking functional derivatives with respect to the sources, the full fermion
Green’s function is then given by a path integral over only the bosonic
field:
〈ψ†j (z)ψ






3.2.1 The Nf = 0 quenched approximation and Landau
damping
We will evaluate this integral in the quenched or Bloch-Nordsieck approxi-
mation. This is a well known ad hoc approximation in lattice gauge theory
[31] and finite temperature QED [32–35] whereby all contributions from
Sdet are ignored: one sets the one-loop (fermion) determinant to one by
hand. In our context we can make this approximation precise. Eq. (3.7)
shows that Sdet is directly proportional to Nf , whereas no other terms
are. From Eq. (3.9) it is then clear that this approximation computes
the leading contribution to the full fermion Green’s function in the limit
Nf → 0. Note that we consider the Nf limit within correlation functions
and not directly in the partition function.
Diagrammatically this means that one considers only contributions to
the full Green’s functions that do not contain fermion loops. Fermion
loop corrections to the bosonic propagator, however, encode the physics
of Landau damping. As discussed, this is important in the deep infrared
and requires treatment of the dangerously irrelevant quadratic corrections
to the kinetic term Lcurv due to Fermi surface curvature. It is its Landau
damping contribution that redirects the RG flow. This can be seen from




B0 + Π = q
2
0 − q2x − q2y + Π (3.10)
The form of the polarization depends on the concrete form of the Fermi
surface. In case of a spherical Fermi surface with Fermi momentum kF its
form at the one-loop level for large kF equals









The Fermi surface curvature κ is inversely proportional to the Fermi
momentum κ ∼ 1/kF , therefore the polarization is controlled by the
combination Nf/κ. One immediately sees that there is an energy scale
ELD ∼
√
λ2Nf/κ where the polarization becomes of order of the lead-
ing boson dispersion, where perturbation theory must break down and
the theory changes qualitatively.3 On the other hand, as we explained
in the introduction, above this scale ELD one ought to be able to neglect
3 One may worry that at higher loop order a different scale arises. It turns out,
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these contributions to the boson propagator [29, 39]. This is therefore the
regime captured by the Nf → 0 limit. Since this Nf → 0 limit tames the
dangerous nature of irrelevant Fermi surface curvature κ, this also justi-
fies the patch approximation and linearization of the fermion dispersion
relation. In this chapter we focus on this regime; we leave the effects of
Landau damping captured by the O(Nf ) corrections for Chapter 4.
The remarkable fact is that in this regime Gfull(z; z′) can be deter-
mined exactly, as we will now show. This is because the fermion two-point
function in the presence of a background field G[φ](z; z′) depends on the
background bosonic field exponentially. The overall path integral over φ
therefore remains Gaussian even in presence of the Yukawa interaction.
This gives us qualitatively new insight in the physics right above ELD.
3.2.2 The exact fermion Green’s function
First, we determine the fermion Green’s function in the presence of an
external boson field G[φ]. Rather then working in momentum space, it will
be much more convenient to work in position space. Note that because the
background scalar field φ(τ ,x, y) can be arbitrary, the fermionic Green’s
function G [φ] is not translationally symmetric. However, translational
invariance will be restored after evaluating the path integral over φ.
Rewriting the background dependent Green’s function as
G[φ] (τ1,x1, y1; τ2,x2, y2) =
G̃0 (τ1 − τ2,x1 − x2, y1 − y2) exp (−λV [φ] (τ1,x1, y1; τ2,x2, y2)) ,
(3.12)
with G̃0 the translationally invariant free Green’s function in real space





δ(y) ≡ G0(τ ,x)δ(y), (3.13)
it is readily seen that the solution to the defining Eq. (3.8) is given by




G̃0 (τ1 − τ ,x1 − x, y1 − y)
−G̃0 (τ2 − τ ,x2 − x, y2 − y)
]
φ(τ ,x, y), (3.14)
however, that at higher order, contributions to Π are subleading in kF compared to the
one-loop result. This is because for linearized fermion dispersion (κ→ 0) the properly
symmetrized closed fermion loops with more than two fermion lines vanishes [54]. In
this chapter where we take the Nf/κ→ 0 limit we therefore use the unmodified boson
propagator GB0.
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To be more precise, we need to ensure that the background dependent
Green’s function (3.12) satisfies proper boundary conditions as well. We
did so by considering the problem at finite temperature and volume and
taking explicitly the continuum limit. The compact analog of (3.12) has to
satisfy antiperiodic boundary condition along the imaginary time direction
and periodic boundary condition along the spatial direction. This can be
achieved by taking the periodic free fermion Green’s function (G̃P0 ) in the
exponent Eq. 3.14 and the antiperiodic one (G̃AP0 ) in Eq. 3.12. In the
continuum limit, however, their functional forms are indistinguishable,
and we denote them with the same symbol (G̃0).
The insight is that the only dependence on φ in the background de-
pendent Green’s function is in the exponential factor V [φ] and that this
dependence is linear. In combination with the quenched Nf → 0 limit, the
path-integral over φ Eq. (3.9) needed to obtain the full Green’s function
is therefore Gaussian, and we can straightforwardly evaluate this to (3.9)
to obtain






dxdτdx′dτ ′M (τ1 − τ ,x1 − x;−τ ,−x)· (3.16)
·GB(τ − τ ′,x− x′, 0)M(τ1 − τ ′,x1 − x′;−τ ,−x), (3.17)
where
M(τ1,x1; τ2,x2) = G0(τ1,x1)−G0(τ2,x2) , (3.18)
and GB(τ − τ ′,x− x′, y− y′) = GB(τ ,x, y; τ ′,x′, y′) equal to the transla-
tionally invariant free boson propagator defined by(
∂2τ +∇2
)
GB(τ ,x, y; τ ′,x′, y′) = −δ(τ − τ ′)δ(x− x′)δ(y− y′) . (3.19)
Eq. (3.15) is a remarkable result. In the Nf → 0 quenched approxi-
mation the full fermion Green’s function still consists of a complicated set
of Feynman diagrams that are normally not resummable. In particular
at the two-loop level there are rainbow diagrams (Fig. 3.2(c)) and vertex-
corrections of self-energies (Fig. 3.2(b)) that do not readily combine to a
summable series. The reason why in this Nf → 0 planar patch theory
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we can do so, is the existence of the following multiplicative identity of
fermion propagators in the planar limit where the dynamics is effectively
1+1 dimensional.
G0(τ1,x1)G0(τ2,x2) = G0(τ1 + τ2,x1 + x2) (G0(τ1,x1) +G0(τ2,x2))
(3.20)
This identity follows directly from trivial equality
(G0(τ1,x1))−1 + (G0(τ2,x2))−1 = (G0(τ1 + τ2,x1 + x2))−1, (3.21)
and has many corollary multiplicative identities for products of n > 2
planar fermion propagators. The usual perturbative series and the exact
result Eq. (3.15) may seem different but their equality can be proven to all
orders. We do so in Appendix 3.A, thereby unambiguously establishing
that this is the exact fermion two-point function in the planar theory in
the quenched approximation.
3.3 The physics of the planar quenched quantum
critical metal
We now show that this all order result for the fermion Green’s function,
albeit in the quenched Nf → 0 approximation, describes very special
physics. In this approximation the fermionic excitations constitute a con-
tinuous spectrum of excitations with power-law tails analogous to a criti-
cal theory; in particular, there are no distinct quasiparticle excitations.
Importantly, in the low energy limit this continuous spectrum centers at
three distinct momenta with different exponents for the power-law fall-off.
To exhibit this exotic physics from the exact Nf → 0 Green’s function
(3.15), we substitute the explicit form of the boson and fermion Green’s
functions and Fourier transform the internal integrals. For the exponent
I(τ ,x; 0) we then have:





cos(ωτ − kxx)− 1
(iω− vkx)2(ω2 + k2x + k2y)
(3.22)
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This integral can be done analytically to obtain (for v2 6= 1)
I(τ ,x; 0) = λ
2
8π(1− v2)





(1− v2) (τ2 + x2)
τ − ivx−
√







for v2 = 1 one obtains
Iv2=1(τ ,x; 0) = λ2





This gives us the all order Nf → 0 Green’s function in real space.
Analytically continuing in τ for 0 < v < 1 yields the retarded Green’s
function. The physics follows from Fourier transforming this real time
Green’s function to momentum space; this is described in Appendix 3.C.














(sinh(σ)− σ cosh(σ)) + vω− kx − cosh(σ)(ω− kxv+ iε) = 0
(3.26)
A small positive parameter ε is introduced to identify the correct root
















Note that the center-combination vω − kx is correct; we are working in
units in which the boson-dispersion velocity c = 1. The units can be made
correct by restoring c.
Expression (4.4) together with (3.26) is the main technical result of the
chapter. We can now extract the insights into the spectrum of fermionic
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Figure 3.5. Fermionic spectral function for v = 0.5. It is identically zero in the
white region.
excitations around the ground state of the planar quenched metal. Fig.
3.5 plots the spectral function A(ω, kx) = −2ImGR(ω, kx) as a function
of the dimensionless combinations ω/λ2, kx/λ2, as λ is the only scale in
the problem. We immediately note that there is an obvious continuous
peak, corresponding to a clear excitation in the spectrum. This excitation
has the properties that:
• The dispersion relation is S-shaped in the infrared near kx = 0,
and now has three intersections with ω = 0. A truncation of the
theory to very low energies would therefore indicate three distinct
Fermi surfaces. Similar topological Fermi surface instabilities due
to electron interaction have been found e.g. in [40]. Curiously the
dispersion is nearly identical to the one-loop result.
• As has been demonstrated before by means of a perturbative renor-
malization group analysis [27], we see the speed of fermions v de-
creases as we go from high to low frequency/momentum. The dis-
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Figure 3.6. The dispersion relation (the zeros of G−1) for different v in the
interacting theory (solid line) and the free theory (dashed)
tinct S-shaped curve is outside of the regime of perturbation theory,
however. With the exact result we see that the emergent Fermi-
velocity at the innermost (kx = −k∗x < 0) and the outermost (kx =
k∗x > 0) Fermi surfaces is non-universal, but positive and depends
on the UV fermionic velocity v. These Fermi-surfaces are therefore
particle-like.
However, the reverse of direction due to the S-shape shows that the
Fermi velocity at the emergent Fermi-surface at the original Fermi-
momentum kx = 0 is now in the opposite direction and the surface
is therefore hole-like. Moreover, the value of the emergent Fermi-
velocity at kx = 0 is universal: it equals the boson-velocity vF = −1
at k = 0 (near the middle Fermi surface), independent of the UV
fermionic velocity v (Fig. 3.6). A way to perceive what happens is
that the hole-like excitations at kx = 0 become tied to the critical
boson which completely dominates the dynamics.
• The three emergent Fermi surfaces are symmetric around kx = 0;
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the hole-like one is at kx = 0 and as follows from Eq. (4.4) and
(3.26) the two particle-like ones are symmetrically arranged at ±k∗x.
The precise value of k∗x depends on the initial fermi velocity v. In the
planar approximation where the Fermi surface is infinite in extent,
this guarantees that Luttinger’s theorem holds: the original Fermi
surface (the region −∞ < kx < 0) has the same volume as the
emergent two regions enclosed by Fermi surfaces (−∞ < kx < −k∗x
and 0 < kx < k∗x).
• The spectral function, A(ω, kx) = −2ImGR(ω, kx), is identically
zero for the range of ω and kx whenever σ(ω, kx) is exactly real.
This is whenever Inequality (3.27) is satisfied. Such a large range of
zero-weight may seem to violate unitarity. As a consistency check,
however, it can be demonstrated that the Green’s function satisfies
the sum rule for all v (Appendix 3.D)
∞̂
−∞
dωA(ω, kx) = 2π, ∀kx (3.28)
• Importantly, the weight of the spectral function is infinite at all
points of the dispersion relation. Substituting the implicit dispersion
relation σ = 4π
√
1−v2
λ2 (ω − vkx) into the constraint Eq. (3.26), one
can verify this explicitly. The spectrum is therefore a continuum,
and not discrete. The excitation spectrum therefore resembles that
of a scale-invariant critical theory, rather than that of interacting
particles.
• Focusing on the low-energy regime, i.e. a narrow band in the spec-
tral function around ω = 0, we can determine the spectral weight
analytically around the three different Fermi-surfaces — the three
different crossings of the dispersion relation with ω = 0. Expanding
Eq. (3.26) around (ω, kx) = (0, 0) the retarded Greens’s function
behaves as
GR (ω, kx) = Cλ−4/3 |ω+ kx|−1/3 , (3.29)








2 sgn (ω+ k)
]
, whereas near the
outer Fermi surfaces (ω, kx) = (0,±k∗x) we have
GR (ω, kx) ∼ λ−1 (v∗kx − ω)−1/2 . (3.30)
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In each case the IR ω ' 0 spectral function thus has a clear power-
law behavior with a branch-cut singularity, but it has a different
exponent depending on the Fermi surface. Furthermore, at the kx =
0 Fermi surface the spectral function is symmetric around ω, while
in the other two it is zero for negative (positive) frequencies. This
is clearly visible in Fig. 3.5.
Interestingly, in all three cases the power-law scaling conforms with a
uniform scaling of energy and momentum corresponding to ground-
state with a dynamical critical exponent zf = 1 (consistent with
[26, 29]). This is in contrast to the expectation that the 2+1 di-
mensional quantum critical metal has a zf 6= 1 groundstate [11].
However, the role of Landau damping and Fermi surface curvature
is crucial in this expectation, and both are ignored in the planar
Nf = 0 approximation here.
All these insights are non-perturbative. This can be readily shown
by comparing our exact result to the one-loop perturbative answer (Fig.
3.7 and Fig. 3.8). The one-loop result is only a good approximation in
the UV, far away from the continuous set of excitations, i.e. the dimen-
sionful Yukawa coupling λ2  |ω − vkx|. Perturbation theory therefore
fails to capture any of the distinct non-Fermi liquid phenomenology of
IR of the planar quenched model (with the exception of the shape of the
dispersion-curve). Despite the fact that this is not the true IR of the full
theory, where Landau damping must also be taken into account, for en-
ergies and temperatures slightly above ELD the full physics will resemble
this quenched critical non-Fermi-liquid result.
For completeness we can also compute the density of states and the

































































Figure 3.7. The real and the imaginary part of the Green’s function at the
middle Fermi surface (kx = 0, v = 0.5) as a function of ω (solid line), compared
with the corresponding one-loop result (dashed)









































Figure 3.8. The real and the imaginary part Green’s function at the outer
Fermi surface (kx = k∗x ≈ 0.4λ2, v = 0.5) as a function of ω (solid line), and
the one-loop truncated result (dashed). The spectral weight of the one-loop
approximation is concentrated to a δ-function whereas the spectral weight of the
full result is spread in the power-law singularity.
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Figure 3.9. The occupation number for different v as a function of momen-
tum. We can see the effect of the multiple sharp fermi surfaces, the non-fermi
liquid behaviour is also apparent as a non-monotonic behaviour of the occupation
number.






cosh(σ(ω = 0, kx/λ2, v))− v
v cosh−1(v)−
√
1− v2(i− 4π(1− v2)kx/λ2)
]
, (3.33)
where σ(ω, kx) is defined by (3.26). It is plotted in Fig. 3.9. We can see
the effect of the multiple Fermi surfaces as discontinuities in the deriva-
tive of the occupation number, even though the occupation number itself
is continuous. This is another way to see that the fermionic excitation
spectrum is that of a non-Fermi liquid. (Note that in the singular case of
vanishing UV Fermi velocity v = 0, the occupation number has different
asymptotics as kx → ±∞ than for any small but non-zero v. For v 6= 0
the occupation number approaches nkx = 1 at kx = −∞ and nkx = 0 at
kx =∞, as it should.)
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3.4 Conclusions
In this chapter we have shown that in the quenched Nf → 0 limit the
fermion Green’s function in a 2+1 dimensional quantum critical metal
can be determined exactly. The quenched limit neuters the dangerous
nature of dimensionally irrelevant Fermi surface corrections and allows us
to truncate to a linear dispersion relation for the fermions. This reduction
to an effective one-dimensional system allows an explicit solution to the
fermion Green’s function in the presence of a background scalar field. The
quenched Nf → 0 limit further allows us to compute the full background
scalar field path-integral when coupled minimally to the fermion.
Even though the quenched limit discards the physics of Landau damp-
ing, our result shows that the resulting physics is already very non-trivial.
There are three distinct low-energy excitations as opposed to the excita-
tions around a single Fermi surface of the free theory. Most importantly,
the sharp excitations of the free theory broaden into a power-law singu-
larity of the spectral function of the form G ∼ (ω− ε(kx))−η, with either
η = 1/2 or η = 1/3. The groundstate is a non-Fermi-liquid.
Beyond the quenched limit and including Nf corrections, i.e. fermion
loops, Landau damping effects become important. These effects will show
up below some energy scale ELD set by both Nf and the Fermi surface
curvature κ. Our model breaks down below this scale, but it is expected
to describe the physics above ELD. What our results show is that, qual-
itatively, the physics is that of a non-Fermi-liquid both above ELD and
below ELD [38], but in detail it will differ.
In order to access IR physics below ELD, the corrections in the Fermi
surface curvature and the number of fermionic flavours must be treated
systematically, but a (possible) shortcut deserves to be mentioned. Our
analytic determination of the exact fermionic Green’s analytically hinged
on the free fermion dispersion being linear, but the approach taken in this
chapter does not put any restrictions on the allowed form of the bosonic
propagator. This opens up the possibility to implement the Landau-
damping effects phenomenologically, just by modifying the background
bosonic Green’s function, and staying within the Gaussian approxima-
tion. This is the approach taken by Khveshchenko and Stamp [36] and
Altshuler, Lidsky, Ioffe and Millis [37, 38]. Comparing to vector large Nf
approaches [20, 21], it is not clear that this is sufficient to reliably capture
the IR. The Landau damping is not the only important effect. Interac-
tions of the boson field with itself beyond the Gaussian approximation
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must also be taken into account, e.g. our model needs to be enhanced by
a φ4 interaction to describe the Ising-nematic critical point [39].
The interesting question will be which non-Fermi liquid features are
retained and which change. The dynamical critical exponent zf below the
Landau damping scale is likely different from 1. Also, the splitting of the
Fermi surface seems to be a subtle phenomenon, and whether it remains
stable upon including fermionic loop corrections or going beyond the local
patch approximation requires a careful investigation. On the other hand,
the destruction of the quasi-particle poles and the fact that the spectrum
is singular along the full dispersion curve is expected to be a robust effect
that resembles that of a critical state. This is thought to be enhanced by
the Landau damping.
3.A Comparison with perturbation theory
We can expand (3.15) in the coupling constant. Although at first sight
this expansion seems different from the usual perturbative expansion, we
will show that in the case of zero fermi surface curvature they match at
any order if we do not include fermion loops.





dx′dx′′dτ ′dτ ′′ [G0 (z − z′) +G0 (z′)]GB (z′ − z′′)




where z = x+ ivτ . The usual perturbative expansion result can be ob-
tained by expanding
〈ψ(z)ψ(0)† exp(λφψ†ψ)〉 (3.35)





dx1...dx2ndτ1...dτ2nI ·GB(x1 − x2, τ1 − τ2)...·






G0 (z − zi1)G0 (zi1 − zi2) ...G0 (zi2n−1 − zi2n)G0 (zi2n)
(3.37)
Here Sn is the set of permutations of the numbers 1 through n. The
factor 1/(2n!) comes from the Taylor expansion of the exponential. By
summing over the different assignments of internal points we are explicitly
counting the different contractions of the fermion fields. There are however
still (2n− 1)!! possibilities to pair the boson fields (each pairing gives rise
to the same contribution after a change of variable in the integral). Since
(2n)!/(2n− 1)!! = n! · 2n the identity which remains to be proved, once














(z − z1) (z − z2) ... (z − zm) z1...zm
. (3.39)
We need this for m = 2n, but the statement is true for odd m as well.
The identity can be proven by induction. The m = 1 case is easily




















(zk − z1) (zk − z2) ... (zk − zm)
.
where the product in the last denominator excludes (zk − zk). The right
hand side of (3.39) and (3.40) are the same since they are both meromor-
phic functions of z with the same pole locations and residues and they
both approach 0 at ∞.
3.B Calculating the real-space fermion Green’s
function
To find the real-space Euclidean fermionic Green’s function we have to
evaluate the integral (3.22). In order to do that, it is convenient to firstly
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Now switching to polar coordinates, k1 = k cos θ, ky = k sin θ, and per-









16π(τv+ ix+ |sin(θ)|(ivx+ τ ))2 . (3.43)









(1− v2) (τ2 + x2)
τ + ivx−
√






For the specific case v2 = 1 the integration should be done indepen-
dently and gives a simpler result
I = λ2





To Fourier transform the corresponding Green’s function to momen-
tum space, we will need an analytical continuation. For 0 < v < 1, (3.15)
with exponent (3.44) can be analytically continued in τ to the complex
plane with two branch-cuts along parts of the imaginary axis
























3.C Fourier transforming the fermion Green’s func-
tion
The next step is to calculate the retarded fermionic Green’s function in
momentum space. We know that the time-ordered momentum space
Green’s function of the Lorentzian signature theory, GT (ω), is related
to the Green’s function of the Euclidean theory, GE(ω), by analytical
continuation
GT (ω, kx) = GE(ω(−i+ ε), kx). (3.47)
GT (ω, kx) is analytic below the real line in the left half plane and above
the real line in the right half plane. GE(ω, kx) is the Fourier transform
in a generalized sense of (3.46). The (rather severe) divergence at infinity
has to be regularized. Since the expression we found in Appendix 3.B per-
mitted an analytic continuation to all of the first and third quadrants, we
can continuously rotate the integration contour in the Fourier transform,
τ = t(i+ δ), if additionally there is a regulator analytic in the first and
third quadrant. We thus have
GT (ω, kx) =
ˆ
dt(i+ δ)dxei(ω(−i+ε)(i+δ)t−kxx)GE(t(i+ δ),x). (3.48)
From this we see that the real-space time-ordered Green’s function is given
by analytically continuing the real-space Green’s function of the Euclidean
theory
GT (t,x) = iGE(t(i+ δ),x). (3.49)
This slightly heuristic argument of analytical continuation in real space
has been verified to give the correct Green’s function up to one loop per-
turbation theory. The retarded Green’s function is given by
GR(ω, kx) =
ˆ
dtdxei(ωt−kxx)θ(t)(GT (t,x) +G∗T (−t,−x)). (3.50)
GT (t,x) is of the form t−1f1(x/t) exp(λ2tf2(x/t)). By performing a
change of variable from x to u = x/t we can perform the t integral.
For this we need a regulator exp(−εt). The integrand of the remaining









This function maps [−1, v)→ R+ and (v, 1]→ R+, both bijectively. The
inverse thus has two branches that we need to integrate over, one for u < v
and one for u > v, and both integrals will be over R+. This change of
variable is consistent with the principal value integral required for the
singularity at u = v if the σ →∞ limits are performed at the same time.
The integrand obtained with this change of variable can be written as a






F (σ) + F (−σ)−F (σ+ iπ)−F (−σ+ iπ)
]
, (3.52)








1−v2 + vω− kx − cosh(σ)(ω− kxv+ iε)
.
(3.53)
Since F (σ) is a meromorphic function and it approaches 0 as Re(σ) →
±∞, we can close the contour at ±∞ and obtain the integral as the residue















(sinh(σ)− σ cosh(σ)) + vω− kx − cosh(σ)(ω− vkx + iε).
(3.55)
The dispersion, ω(kx), given by the location of the singularity of
G(ω, kx) is no longer monotonic as in the free case. The singularity occurs
when the roots of (3.55) leave the real line. The dispersion can not be
































σ(ω = −∞...∞, kx = 0.2λ2)
σ(ω = −∞...0, kx = 0.05λ2)
σ(ω = ±∞) = cosh−1(v)
σ(ω = 0, kx = 0.05λ
2)
Figure 3.10. This figure shows a closed contour of integration for the sum rule
and an open contour for calculating the occupation number integral. v = .5.
3.D Integrals of the spectral function
Several important observables like the density of states or the occupation
number are defined by momentum space integrals of the spectral function
A(ω, k) = −2ImGR(ω, k). Despite the fact that we have only an implicit
expression for the Green’s function (3.54), these integrals can be relatively
easily evaluated by bringing the imaginary axis projection outside the
integral and then changing integration variable to σ. We then do not have
a closed form expression for the (now complex) contour of integration but
the integrand is greatly simplified.
For a fixed kx we have ω as a closed form function of σ. Making this
change of variable in integrals over ω gives the integrand
ˆ
C







The curve of integration, σ(C), is now defined through the implicit ex-
pression for σ in (3.55).
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First of all we check that the sum rule
´
dωA(ω, kx) = 2π is satisfied.
Taking the ω → ±∞ limits in (3.55) we see that σ approaches cosh−1(v)
in both limits and the curve is thus closed. See Fig. 3.10. To solve the
integral we thus just have to figure out what poles are within the contour.
It turns out that the single pole is the one at σ = cosh−1(v), which is on
the contour. This gives divergences but since the residue is real they are in
the real part and do not matter for the spectral density. The contribution
to the imaginary part is just 2πi times half the residue since the contour
is smooth at the pole. The result of the integral is then 2π as expected,
for all values of kx/λ2 and v.





2π A(ω, kx). (3.58)
Since this contour is not closed we find a primitive function defined along
the whole contour. The contribution from the point ω = 0 depends on
σ(ω = 0, kx, v) so we can not get a closed form expression in this case.
The contribution from ω → −∞ now depends on the direction of the limit
in the complex σ-plane since the point is only approached from one side.






cosh(σ(ω = 0, kx/λ2, v))− v
v cosh−1(v)−
√
1− v2(i− 4π(1− v2)kx/λ2)
]
. (3.59)
From this we see that in the region where σ is real we actually have a
closed form expression for the occupation number.
The density of states, N(ω) =
´
dkxA(ω, kx) is similarly calculated
by changing variables to σ. For any ω there is a Kx such that σ(kx) is
real for all |kx| > Kx. The limits kx → ±∞ give σ → ± cosh−1(1/v) and
these are thus approached along the real line. Once again the integrand
has poles (residue 1/v) at these points and since we are only interested in
the imaginary part of the integral of the retarded Green’s function we will
only need to know the direction we approach these poles from. Finding a
primitive function is again trivial and in the end the result only depends
on the direction the poles are approached from. Since σ is real in the
limits, each pole is approached from either the left or the right. There are
three different cases, for

















σ(ω = 0, kx = −∞...∞)
σ(ω = −0.1λ2, kx = −∞...∞)
σ(ω = 0.1λ2, kx = −∞...∞)
±cosh−1(v−1)
Figure 3.11. Integration contours for calculating density of states. The inte-
grand and locations of the endpoints are independent of ω but since the integrand
has poles at the endpoints the direction of approach matters. The poles are al-
ways approached along the real axis and this figure shows the three possible
configurations. v = .5.











both poles are approached from the right and for ω between these two
values the left pole is approached from the left and the right pole from the












The density of state takes two different values and we see that the ω
where it changes are exactly the points where there are two instead of one
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The Green’s function of a
d = 2 quantum critical metal
at large kF and small Nf
4.1 Introduction
The robustness of Landau’s Fermi liquid theory relies on the protected
gapless nature of quasiparticle excitations around the Fermi surface. Wilso-
nian effective field theory then guarantees that these protected excitations
determine the macroscopic features of the theory in generic circumstances
[2, 3]. Aside from ordering instabilities, there is a poignant exception to
this general rule. These are special situations where the quasiparticle ex-
citations interact with other protected gapless states. This is notably so
near a symmetry breaking quantum critical point. The associated Gold-
stone modes should also contribute to the macroscopic physics. In d ≥ 3
dimensions this interaction between Fermi surface excitations and gap-
less bosons is marginal/irrelevant and quantum critical metals can be
addressed in perturbation theory as first discussed by Hertz and Millis
[15, 5, 6, 16]. In 2+1 dimensions, however, the interaction is relevant and
the theory is presumed to flow to a new interacting fixed point [51–53, 16].
This unknown fixed point has been offered as a putative explanation of
exotic physics in layered electronic materials such as the Ising-nematic
transition. As a consequence, the deciphering of this fixed point theory is
one of the major open problems in theoretical condensed matter physics.
In this chapter we show that the fermionic and bosonic spectrum of
the most elementary d = 2 quantum critical metal can be computed for
small Nf in the limit that kF → ∞ is the largest scale in the problem
(but the combination NfkF is arbitrary). This strong forward scattering
limit provides controlled insights into the properties of the postulated
strongly interacting fixed point theory. All the results here refer to the
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most elementary quantum critical metal. This is a set of Nf free spinless
fermions at finite density interacting with a free massless (Goldstone)























where j = 1 . . . Nf sums over the Nf flavors of fermions and µ =
k2F
2m .
We will assume a spherical Fermi surface to start and consider excitations
with momentum close to the Fermi momentum (as in [43]). In other words















































∣∣∣~k∣∣∣− kF the momentum measured from the Fermi surface, and
Λk  kF in accordance with our assumption that kF is the largest scale.
Note that this is subtly different from the so-called patch model where one
splits the Fermi surface into subregions. We will still include the angle-
dependence and the quadratic term at crucial points. Ignoring the angle
dependence would ignore the leading correction to the boson propagator
at low frequencies. This so-called Landau damping contribution becomes
strong in the IR and the angle dependence can no longer be neglected (see
e.g. [16]). The strong forward scattering limit kF → ∞ we consider here
takes the leading Landau damping contribution into account.
The two features that allow us to compute the fermionic and bosonic
spectrum at small Nf and large kF (with NfkF fixed) are:
1. Our earlier finding [48] that in the limit NfkF → 0 (which we will
refer to as Nf → 0 for simplicity) — which self-consistently sup-
presses Landau damping and is closely related to the strong forward
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scattering limit [49] — the exact fermion retarded Green’s function
of this model is given by an exponentially “dressed” free Green’s
function
GR,Nf→0(r, t) = GR,free(r, t)e
I(r,t) (4.3)
with the exponent I(r, t) a closed function in terms of the free boson
and fermion Green’s function. Due to this simple dressed expression
the retarded Green’s function and therefore the fermionic spectrum
of this model can be determined exactly in the limit Nf → 0. The
retarded Green’s function in momentum space reads
GR,Nf→0(ω, k) =
1
ω− kv + λ24π√1−v2σ(ω, k)
, (4.4)





(sinh(σ)− σ cosh(σ)) + vω− k− cosh(σ)(ω− kv + iε) = 0,
(4.5)
with k the distance from the Fermi surface, v = kF/m is the Fermi
velocity, and ε → 0+ is an iε prescription that selects the correct
root. This quenched Nf → 0 limit ought to reliably capture the
physics in the non-perturbative regime ω < λ2 but still above the
Landau damping scale ω > ωLD ≡
√
λ2NfkF . This regime already
describes interesting singular fixed point behavior: the spectrum
exhibits non-Fermi liquid scaling behavior with multiple Fermi sur-
faces [48]. Eq. (4.4) is obtained by solving the non-linear defining
equation for the fermionic Green’s function directly. Formally this
solution can also be obtained by summing up all diagrams without
fermion loops (including the crossed-diagrams). The Nf → 0 limit
means that the boson propagator is not corrected by loops.
2. If one inspects the infinite series of corrections to the boson pro-
pogator diagram by diagram, one can show that for fermions with
a linearized dispersion (strong forward scattering or equivalently
kF → ∞) there is a cancellation among diagrams beyond one-loop
[49]. In this limit the bosonic sector is therefore perturbatively de-
termined, at small Nf (but arbitrary value of NfkF ) even for finite
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Figure 4.1. We are considering spherical surface and assume that the Fermi
momentum kF is the largest scale. The fermions have a cutoff in momentum
space kF  Λk
.
coupling. To put it another way, in the limit kF → ∞ the one-
loop RPA approximation to the boson propagator becomes exact,
and all bosonic higher order correlation functions vanish. The lat-
ter specifically means that the bosonic action remains quadratic and
as a result one can deduce an expression of the form Eq.(4.3) with
the free boson propagator replaced by the RPA summed one-loop
expression.
The strong forward scattering limit has been related to an effective
simplification of the fermion number Ward-identity. We review in Section
4.2 why this simplified Ward identity renders the system solvable. Using
the simplified Ward-identity one can deduce a set of non-linear Schwinger-
Dyson equations for the fermion and boson two-point functions alone.
The vertex function drops out. As a check we recover the real space
formula for the non-perturbative in λ, Nf → 0 fermion propagator (in
the kF → ∞ limit) we derived in our earlier paper via path integral
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methods [48]. In Section 4.3 we show that the one-loop result of the boson
propagator is exact in the limit kF → ∞, that higher order moments of
the boson vanish, and that this also follows from the large kF non-linear
Schwinger-Dyson equations. In Section 4.4 we then show that this implies
that the non-perturbative fermion propagator is given by a generalization
of the quenched result where the effect of the one-loop corrected boson
propagator is taken into account. With these preliminaries in hand we
use the bulk of Section 4.4 to solve the non-linear large kF equation for
the fermion spectral function for small Nf —- analytically in real space
and numerically in momentum space. In Section 4.5 we collect our results
for the 2+1 dimensional quantum critical metal. We conclude with an
outlook in Section 4.6.
4.2 A closed system of Schwinger-Dyson equa-
tions and large kF Ward identities for the el-
ementary quantum critical metal
The Schwinger-Dyson equations of a field theory are in general an infinite
set of coupled integral equations that together determine the correlations
functions exactly. Here we review that using the Ward identity associated
with the U (1) symmetry ψ → ψ exp(iα) the integral equations describing
the relation between the fermionic Green’s function G and the bosonic
Green’s function GB form a closed system in the limit kF →∞.
The Schwinger-Dyson equation which describes the fermionic propa-
gator reads




where Q and K are shorthand notation for the collection of momentum
and euclidean frequency variables Q = (iq0, ~q) , dQ = dq0d
2~q
(2π)3 ; Γ(K,K−Q)







is the free fermion propagator. For completeness we give its derivation in
Appendix 4.A.
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The analogous boson Schwinger-Dyson equation1




can be recast in terms of the boson polarization (self-energy) Π ≡ G−1B −
G−1B,0.
Π (Q) = λNf
ˆ







the free boson propagator. This polarization term captures the non-trivial
physics of Landau damping.
Usually the system of Schwinger-Dyson equations does not close be-
cause the equation for the three-point vertex Γ contains higher point ver-
tices Γ(n). For finite kF the same is true in the model of the elementary
quantum critical metal. However, the fermion number symmetry implies
a Ward identity between G and Γ. At finite kF this identity also includes
other components Γi of the fermion number current. What has been noted
for this and similar theories is that for large kF the current components
are proportional to Γ (see e.g. [38, 49, 56]) and the Ward identity collapses
to
Γ (P ,Q) = λ G







) + . . . . (4.11)
We have modified the result obtained there slightly by terms that also
vanish as kF →∞ such that at lowest order Γ = λ+ . . . as it should.
Using the large kF form of the Ward identity (4.11), where we drop
the . . . terms, the Schwinger-Dyson equations (4.6) and (4.9) become a
1The extra minus sign is from the fermion loop.
134
closed set of equations for GB and G




G (K −Q)−G (K)
iq0 + v
~q2






Π (Q) = λ2Nf
ˆ
dK G (K −Q/2)−G (K +Q/2)
iq0 − v|~q| cos θ− v kkF |~q| cos θ
, (4.13)
which should become exact in the limit kF → 0. Here θ is the angle
between ~k (measured from the origin) and ~q.
Note that the large kF limit of the Ward identity is crucial to derive
this closed set. Therefore, we will drop the subleading terms from the
denominators such as k/kF and ~q2/kF . The solutions to this closed set of
integral equations determine the two-point functions at large kF and hence
the spectrum of the elementary quantum critical metal. We now proceed
to study and solve this closed set of equations in the limit kF →∞.
4.2.1 The kF →∞ limit of the Schwinger-Dyson equations
and the fermion two-point function: formal connec-
tion with the quenched result
Let us study the consequences of the large kF limit of the fermion SD-
equation (4.12). In this approximation it can be written as
G (k0, k)
G0 (k0, k)
= 1 + λ2
ˆ dq0dqx
(2π)2 K (q0, qx) [G (k0 − q0, k− qx)−G (k0, k)] ,
(4.14)
with the kernel






where qx = |~q| cos θ, qy = |~q| sin θ, i.e. we have aligned the ~q-integral with
the external momentum ~k. In the arguments of the full Green’s function
G(k0, k) in Eq. (4.14) we have used the fact that because of spherical
symmetry G(k0, k) can only depend on the distance to the Fermi surface
k = |~k| − kF . In addition, for the spatial argument of G (K −Q) we
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. The same argument
applied to the free fermion propagator G0 = 1iq0−vqx + . . . shows that the
denominator in the definition of the kernel in Eq.(4.15) becomes equivalent
to G0. In other words
K(q0, qx) = G0(q0, qx)
ˆ dqy
2π GB(Q) (4.16)
Note that using the notation G0(q0, qx) in the definition of the kernel is
somewhat formal. Of course as we mentioned the fermion Green’s function
is spherically symmetric. To analyze Eq.(4.14) we assume that parity re-
mains unbroken and GB (Q) = GB (−Q) holds non-perturbatively. Then
the term
´ dq0dqx
(2π)2 K (q0, qx)G (k0, k) vanishes. We can then solve this in-
tegral equation by converting to a differential equation. For this we note
that the remaining term on the right-hand side of Eq.(4.14) is a convo-
lution of K and G, therefore it is advantegeous to write the equation in
position space. In position space the term G−10 (k0, k) = ik0 − vk on the
left-hand side turns into a differential operator. The position space version
of equation (4.14) is
(∂τ − iv∂r)G (τ , r) = δ2(τ , r) + λ2K (τ , r)G (τ , r) . (4.17)
where we have used the Fourier transform convention
G(τ , r) =
ˆ dk0dk
(2π)2 G (k0, k) exp (−ik0τ + ik · r) , (4.18)
The solution to Eq. (4.17) can be found by using the ansatz G (τ , r) =
G0 (τ , r) exp (I(τ , r)) with the exponent I(τ , r) satisfying
(∂τ − iv∂r) I(τ , r) = λ2K (τ , r) , (4.19)
with the boundary condition I(0, 0) = 0.
Since G0(τ , r) is the Green’s function of the differential operator in
Eq. (4.19), the solution for I(τ , r) is formally given by
I(τ , r) = λ2
ˆ
dr′dτ ′ [G0 (τ − τ ′, r− r′)−G0 (−τ ′,−r′)]K (τ ′, r′) .
(4.20)
By transforming G0(τ , r) and K(τ , r) back to momentum space we arrive
at the expression for the exponent




0 (k0, k)GB (k0, k, ky) [cos (ik0τ − ikr)− 1] .
(4.21)
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We have used the fact that G20 (K)GB (K) is symmetric in K.
We now see the drastic simplification that occurs in the limit kF →
∞. The solution to the exact fermion Green’s function in this limit only
depends on the exact boson Green’s function GB(K). Once the latter is
known, the fermion Green’s function G follows and it in turn determines
the exact 1PI three-point vertex Γ.
We noted this exponential form of the fully non-perturbative solution
already in the previous chapter [48] that discussed the elementary quan-
tum critical metal in the quenched limit Nf → 0 (see also [36]). In that
limit Nf → 0, the polarization Π vanishes and the exact boson propaga-
tor GB(K) in Eq. (4.21) can be replaced by the free one GB,0(K). The
explicit expression for the exponent I(τ , r) and thus the non-perturbative
fermion two-point function is then formally known, up to the remaining
momentum integrals. These have been evaluated for the quenched Nf → 0
case in [48] with the interesting result that even in the absence of correc-
tions to the boson propagator — the absence of Landau damping — the
system already resembles that of a non-trivial fixed point. We now pro-
ceed by considering the finite Nf polarization corrections in I(τ , r). Of
course we do so in the same limit kF →∞.
4.3 The kF → ∞ limit of the Schwinger-Dyson
equations and the exact boson two-point func-
tion
We now turn to the study of the boson two-point function. Diagrammatic
studies in perturbation theory have shown that the theory simplifies in
the limit kF → ∞ [49]. In particular, as we shall derive below in section
4.3.3, all n-point scalar correlation functions with n > 2 vanish. As a
corollary the 1PI boson 2-point function is only corrected at one-loop.
This suggests that the solution to the Schwinger-Dyson equations should
be more readily obtainable in this limit as well.
We show in this section that the large kF approximation has such an
important simplifying consequence for the bosonic equation. The impor-
tant physics we refer to is the physics of Landau damping — fermionic
corrections to the boson propagator — discussed in the introduction. In
this elemementary quantum critical metal, where the boson has no self-




Generically the calculation of the polarization Π corresponds to sum-
ming up infinitely many diagrams as the Schwinger-Dyson equation (4.13)
contains the exact fermion propagator G. However, in the limit kF →∞
only the one-loop contribution Π1 survives (for small Nf at least). The
realization that in this strong forward scattering limit many diagrams van-
ish and only the boson two-point function gets corrected is not new; it has
been noted earlier in e.g. [49]. We independently rederive it here. First,
however, we will give the one-loop result. Based on that one can give a
proof why all higher order corrections vanish.
4.3.1 Polarization/Landau damping contribution at one-
loop
The kF →∞ one-loop contribution to the polarization that captures the
leading order physics of Landau damping is obtained by substituting the
kF → ∞ limit of the free fermion propagator G0(k0, k) = 1ik0−vk + . . .
into the Schwinger-Dyson equation (4.13) and also taking kF →∞ in the
remaining terms. The result is




(ik0 − vk) (i (k0 + q0)− v (k+ |~q| cos θ))
.
(4.22)
The result of these integrals is finite but depends on the order of integra-









As pointed out for instance for the 3+1 dimensional quantum critical
metal in [29], the way to think about this ordering ambiguity is that one
should strictly speaking first regularize the theory and introduce a one-
loop counterterm. This counterterm has a finite ambiguity that needs to
be fixed by a renormalization condition. Even though the loop momentum
integral happens to be finite in this case, the finite counterterm ambiguity
remains. The correct renormalization condition is the choice C = 0. This
choice corresponds to the case when the boson is tuned to criticality since
a non-zero C would mean the presence of an effective mass generated by
quantum effects.
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A more physical way to think of the ordering ambiguity is as the
relation between the frequency (Λ0) and momentum (Λk) cutoff. We will
assume that Λk  Λ0 — which means that we evaluate the k integral first
and then the frequency k0 integral. In this case C = 0 directly follows.
4.3.2 The solution to the kF → ∞ Schwinger-Dyson equa-
tion: Robustness of the one-loop result
We will now give a heuristic derivation that the one-loop result is in fact
the exact answer in the limit kF → ∞. The full polarization Schwinger-
Dyson equation (4.13) in the limit kF →∞ can be written as
Π (q0, q) = λ2kFNf
ˆ dk0dkdθ
(2π)2
G (k0 − q0/2, k)−G (k0 + q0/2, k)







(2π)2 [G (k0 − q0/2, k)−G (k0 + q0/2, k)] ,
(4.24)
where q = |~q|. Following our discussion above that regularizing and renor-
malizing with a counterterm is the same as the prescription to perform
the momentum integral first, we may shift the momentum integral so that
in the difference both Green’s functions have the same momentum in their
argument. We are not allowed to do this subsequently again for the fre-
quency integral, since
´
dk0dkG (k0, k) = ∞. One needs to evaluate the
frequency integral with an explicit cutoff Λ0 which can be removed in the
end.
The integrand of the frequency integration:´
dk [G (k0 − q0/2, k)−G (k0 + q0/2, k)] , clearly vanishes as q0 → 0. Ex-


















dk [G (Λ0, k)−G (−Λ0, k)] + . . . (4.25)
Because the coupling constant of the theory is relevant we can replace the
exact, interacting fermion propagator evaluated at k0 = ±Λ0 with the
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free one G (Λ0, k) ≈ G0 (Λ0, k). Doing so we arrive to the result of (4.23).
This heuristically shows the robustness of the one-loop result. The one
caveat is the value of Π for large external momenta q0 near the cut-off.
We now show by an different method that the one-loop result is in fact
exact to all orders.
4.3.3 Multiloop cancellation
The robustness of the one-loop result in case of linear fermionic dispersion
was recognized before under the name of multiloop cancellation [49]. The
technical result is that for a theory with a simple Yukawa coupling and
linear dispersion around a Fermi surface, a symmetrized fermion loop with
more than two fermion lines vanishes. In our context the linear dispersion
is a consequence of the large kF limit. In other words all higher loop
contributions to the polarization Π should be subleading in 1/kF . This
was explicitly demonstrated at two loops in [55].
Note that there still can be diagrams which contain a subpiece which
is subleading in the above sense but the rest of the diagram renders the
whole finite. However, in this case multiple fermions running around in
the diagram. Therefore, it scales with positive power of Nf (without kF
multiplier) and it is not included in the first order small Nf result.
We will give here a short derivation of this multiloop cancellation in the
limit kF →∞. As before (below Eq. (4.15)) we may assume in this limit
that the momentum transfer at any fermion interaction is always much
smaller than the size of the initial (~k) and final momenta (~k′) which are of
the order of the Fermi momentum, i.e. |~k′ − ~k|  kF with |~k|, |~k′| ∼ kF .





We now Fourier transform back to real space, as multiloop cancellation is
most easily shown in this basis. The real space transform of the “linear”
free fermion propagator above is






where as before r is the conjugate variable to k = |~k| − kF . The essential
step in the proof is that real space Green’s function manifestly obeys the
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identity [48]
G0 (z1)G0 (z2) = G0 (z1 + z2) (G0 (z1) +G0 (z2)) (4.28)
with z ≡ r + ivτ . Consider then (the subpart of any correlation func-
tion/Feynman diagram containing) a fermion loop with n ≥ 2 vertices
along the loop connected to indistinguishable scalars (i.e. no derivative
interactions and all interactions are symmetrized). The corresponding
algebraic expression in a real space basis will then contain the expression
F (z1, ..., zn) =
∑
(i1,..,in)∈Sn
G0 (zi1 − zi2)G0 (zi2 − zi3) ...G0 (zin−1 − zin)
·G0 (zin − zi1) ,
(4.29)
where Sn is the set of permutations of the numbers 1 through n. Using
the “linear dispersion” identity Eq. (4.28) and the shorthand notation
G0 (zi1 − zi2) = G12 we obtain
F (z1, ..., zn) =
∑
(i1,..,in)∈Sn
G12G23...Gn−1,1 (Gn−1,n +Gn,1) . (4.30)
Next we cyclically permute the indices from 1 to n− 1: 1→ 2, 2→ 3, ...,








F (z1, ..., zn) =
∑
(i1,..,in)∈Sn
G12G23...Gn−1,1 (G1,n +Gn,1) . (4.32)
Then since Gi,j corresponds to a (spinless) fermionic Green’s function, it
is antisymmetric Gi,j = −Gj,i, and we can conclude that F vanishes for
n ≥ 3. For n = 2 it is not possible to use the identity Eq. (4.28) since we
would need to evaluate G(0) which is infinite.
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4.4 The fermion two-point function in the limit
kF →∞ at small Nf
4.4.1 The exact fermionic two-point function in real space:
an analytical form
We have thus established that the exact boson two-point function includ-
ing Landau-damping is completely given by the Dyson-summed one-loop
expression in the limit kF → ∞, and that this one-loop polarization ar-
guably faithfully captures the low-energy physics. We can now use this ex-
act boson two-point function to determine the exact fermion two-function
from the formal solution to the large kF Ward-Schwinger-Dyson equations
(in real space)
G(τ , r) = G0(τ , r)eI(τ ,r) (4.33)
with (see Eq. (4.21))




0 (ω, kx)GB (ω, kx, ky) [cos (ωτ − kxr)− 1] .
(4.34)
Substituting in the exact boson two-point function GB = 1/(G−1B,0 + Π),
we thus need to calculate the integral


















In this expression and the following sections we have rescaled NfkF to
(2π)2NfkF . That is where the factor 4π2 comes from.
Intermezzo — The large-NfkF limit: a comparison to previous
approaches
An often used approximation in the literature is to take the IR limit of
the boson propagator, see e.g [38, 16]. In this limit the polarisation term
will dominate over the kinetic terms, but since the rest of the integrand
in (4.35) has no ky dependence, it is necessary to keep the ky term in
the boson propagator. This simplification is expected to be better with
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increasing NfkF . We therefore refer to the simplified boson two-point
function as the large NfkF propagator






This Landau-damped propagator has been used extensively, for instance
[16, 38]. In [38] this propagator was used for the type of non-perturbative
calculation we are proposing here. We discuss this here, as we will now
show that using this simplified propagator for our method has a prob-
lematic feature. In short, this propagator only captures the leading large
NfkF contribution but the non-perturbative exponential form of the exact
Green’s function sums up powers of the propagator which then are sub-
leading in NfkF . We will use therefore the full bosonic propagator which
will also enable us to compare our results with our previous quenched
calculation. Let us, however, first show explicitly the problems that arise
with the simplified propagator.








































The primitive function to this ω integral is the upper incomplete gamma
function, with argument 2/3. Evaluating this incomplete gamma func-
tion in the appropriate limits and substituting the final expression for
I
NfkF→∞




(τ , r) = 12π(ir− vτ ) exp
(
− |r|

















This result has been found earlier in [37] (see also [49]). It is much
more instructive to study, however, the momentum space version of the







2π(ir− vτ ) exp
(
− |r|





















































This expression has been compared with numerics to verify its correctness;
see Fig. 4.2.
Recall that Eq. (4.43) is the Green’s function in Euclidean signature.
Continuing to the imaginary line, ω = −iωR, this becomes the proper
retarded Greens function, GR(ωR, k), and from this we can obtain the
spectral function A(ωR, k) = −2Im GR(ωR, k). As it encodes the ex-
citation spectrum, the spectral function ought to be a positive function
that moreover equals 2π when integrated over all energies ωR, for any
momentum k. This large NfkF spectral function contains an oscillating
singularity at ωR = vk. We are free to move the contour into complex
ωR-plane by deforming ωR → ωR + iΩ where Ω is positive but otherwise
arbitrary. Upon doing this it is easy to numerically verify that indeed the
integral over ωR gives 2π. However, if we look at the behaviour close to
the essential singularity the function oscillates rapidly and does not stay


















































Figure 4.2. Real and imaginary parts of the self energy obtained using the large-
NfkF Landau-damped propagator. This plot shows the agreement between the
numerics and the analytical solution, verifying that both solutions are correct.
Notice the difference in magnitude between the real and imaginary part. The
agreement of the real parts shows that the numerical procedure has a very small
relative error. All plots are for the k,ω = λ2 slice with v = 1.
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the large NfkF approximation done in this way is not consistent. Even
though the approximation for the exponent I(τ , r) ≡ Ĩ(τ ,r)
(NfkF )1/3
is valid to
leading order in 1/(NfkF ), this is not systematic after exponentiation to
obtain the fermion two-point function
Gf
NfkF→∞










Reexpanding the exponent one immediately sees that keeping only the
leading term in I(τ , r) mixes at higher order with the subleading terms
at lower order in 1/NfkF
Gf
NfkF→∞
(τ ,x) = 12π(ir− vτ )
(
















Nevertheless, we will see that in the IR Gf
NfkF→∞
(with a small modifica-
tion) capture the physics very well.
Exact large kF fermion two-point function; v = 1
To get the general NfkF answer we return to the full integral Eq.(4.35)
needed to determine the real space fermion two-point function. Solving
this in general is difficult, and to simplify mildly we consider the special
case v = 1. In our previous studies of the quenched NfkF = 0 limit we
saw that this case is actually not very special. In fact, nothing abruptly
happens as v → 1, except that the quenched NfkF = 0 solution can be
written in closed form for this value of v = 1. Nor for the case of large
NfkF is the choice v = 1 in any way special. As can be seen above in
Eq. (4.40) for large NfkF all v are equivalent up to a rescaling of τ versus
r and a rescaling of the single length scale l0. We may therefore expect
that for a finite Nf , the physics of 0 < v < 1 is qualitatively the same as
the (not-so-) special case v = 1.
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Figure 4.3. Exact fermion spectral function based on the large-NfkF approxi-
mation for the exact boson propagator. Notice that the function is not positive
everywhere. Here k = λ2, v = 1 and NfkF = λ2.











NfkFπ2| sin(φ)|+ λ−2r̃2/ sin(θ)
) .
(4.46)






NfkF | sin(φ)| sin(θ)3 − 1
32π3
√
NfkF | sin(φ)| sin(θ)3
. (4.47)
Note that if the signs of both τ and r are flipped, then this is invariant.
Changing the sign of only τ , and simultaneously making the change of
variable φ→ −φ, then the (real) fraction is invariant but the exponent in
the prefactor changes sign. Thus, I goes to I∗ as the sign of either τ or r
is changed. Without loss of generality, we can assume that both of them
are positive from now on. We further see that the integrand is invariant
under φ → φ+ π, so we may limit the range of φ to (0,π) by doubling
the value of integrand. Similarly we limit θ to (0,π/2) and multiply by
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another factor of 2. We then make the changes of variables:
φ = tan−1(s) + π/2
θ = sin−1(u2/3)
(4.48)






NfkF |sr+ τ |(1 + s2)−3/4 (4.49)




−4uz(s) − 1)(s− i)




After expanding the exponential we can perform the u integral term by




















This can be resummed into a sum of generalized hypergeometric functions,
but this is not useful at this stage. Instead we once again integrate term
by term. Collecting the prefactors and introducing the constant a = τ/r,






ds (s− i)2|s+ a|n(1 + s2)−(7+3n)/4 (4.52)






dsdw (s− i)2|s+ a|n e
−w(s2+1)w3(1+n)/4
(3(1 + n)/4)! (4.53)
where w is integrated on (0,∞). After splitting the integral at s = −a
to get rid of the absolute value we can calculate the s integrals in terms
of confluent hypergeometric functions 1F1(a, b; z). Adding the two halves
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2w(i+ a)2 1F1(2 + n2 , 12; a2w
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It may look like we have just exchanged the s-integral for the w-integral,

























· (n(1 + 2m− 4a(i+ a)w) + (1 + 2m)(1 + 2m− 2(1 + a2)w)) ,
(4.55)


















2m− 6mn− 2n2 − n+ 1
)
− i(2m+ 1)(n+ 1)
)
(4.56)
The sum over m can be expressed in terms of the ordinary hypergeometric












































The space-time dependence in this expression is implicit in a = τ/r and
with additional r-dependence in the coefficients cn The result above is the
value for both τ and r positive. Using the known symmetries presented
above the solution can be extended to all values of τ and r by appropriate
absolute value signs. Then changing variables to
τ = R cos(Φ)



































 2F1 (n+ 32 , n+ 54 ; 52; cos2(Φ)
)
(n+ 1)·











6((1− 2n) cos(Φ)− i sin(Φ))

(4.60)
This exact infinite series expression for the exponent I(r,φ) gives us the
exact fermion two-point function in real (Euclidean) space (time). We
have not been able to find a closed form expression for this final series.
Note that fn ∼ 1/n! for large n, and the series therefore converges rapidly.
Moreover, numerically the hypergeometric functions are readily evaluated
to arbitrary precision (e.g. with Mathematica), and therefore the value of
f can be robustly evaluated to any required precision.
As a check on this result, we can compare it to the exact result in the
quenched NfkF = 0 limit in [48], where the exact answer was found in
a different way. In the limit where NfkF → 0 we see that only the first
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I(R, Φ) = λ2f1R = λ2
e2iΦ
12π R (4.61)
In Cartesian coordinates this equals
lim
Nf→0






This is the exact same expression as found in [48] for v = 1.
There is one value of the argument for which f drastically simplifies.
For r = 0 (Φ = 0,π) we have









Further numerical analysis shows that the real part of f(τ , r) is maximal
for r = 0. Eq. (4.64) can be seen to give a good qualitative description.
The IR limit of the exact fermion two-point function compared
to the large-NfkF limit
Before turning to the numerical Fourier transform of the exact real space
answer, we derive the IR approximation more systematically. The expres-
sion obtained above, Eq. (4.60), is not very useful for extracting the IR
Greens function or at a large NfkF as the expression is organized in an ex-
pansion around Rλ
√
NfkF = 0. To study the limit where Rλ
√
NfkF  1
we can go back to Eq. (4.50). With this expression we see that the expo-
nential in the integrand, e−4uz(s) with z ∼
√
NfkF |sr + τ | ∼ r̃, is gener-
ically suppressed for large R̃ = λR
√
NfkF . The exceptions are when
either sr+ τ is small, s is large, or u is small. The first two cases are also
unimportant in the R̃ 1 limit. In the first case we restrict the s integral
to a small range of order 1/R̃ around −τ/r; this contribution therefore
becomes more and more negligible in the limit R̃ 1. In the second case
we will have a remaining large denominator in s outside the exponent that
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also suppresses the overall integral. Thus for large R̃, the only appreciable
contribution of the exponential term to the integral in I(τ , r) arises when
u is small. To use this, we first write the integral as
IIR = IIR,exp + IIR,−1, (4.65)
with
































































We have added and subtracted an extra term to each to ensure convergence
of each of the separate terms. Since the important contribution to IIR,exp
is from the small u region we can extend its range from (0,1) to (0,∞).































































We see that the leading order term in R is the same as was obtained from
the large NfkF approximation of the exponent. The first subleading term
is just a constant. This is good news because we already have the Fourier
transform of this expression. This result is valid for length scales larger
than 1/λ
√
NfkF with a bounded error of the order R−1/3. This readily
seen. Defining this approximation as GIR, i.e.
















the error of this approximation follows from:









Since the exponential in GIR is bounded we have that ∆GIR = O(R−4/3).
After Fourier transforming this translates to an error of order O(k−2/3).
4.4.2 The exact fermion two-point function in momentum
space: Numerical method
We now turn to the evaluation of the Fourier transformation. As our exact
answer is in the form of an infinite sum, this is not feasible analytically.
We therefore resort to a straightforward numerical Fourier analysis.
To do so we first numerically determine the real space value of the
exact Green’s functions. To do so accurately, several observations are
relevant
• The coefficients fn in the infinite sum for I(τ , r) decay factorially in
n so once n is of order R̃, convergence is very rapid.
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• The hypergeometric functions for each n are costly to compute with
high precision, but with the above choice of polar coordinates the
arguments of the hypergeometric functions are independent of R and
NfkF . We therefore numerically evaluate the series over a grid in R̃
and Φ. We can then reuse the hypergeometric function evaluations
many times and greatly decrease computing time.
• The real space polar grid will be limited to a finite size. The IR ex-
pansion from Eq. (4.70) can be used instead of the exact series for
large enough R
√
NfkF . To do so, we have to ensure an overlapping
regime of validity. It turns out that a rather large value of r
√
NfkF
is necessary to obtain numerical agreement between these two ex-
pansions, i.e. one needs to evaluate a comparably large number of
terms in the expansion. For the results presented in this chapter
it has been necessary to compute coefficients up to order 16 000 in
R
√
NfkF , for many different angles Φ. The function is bounded for
large τ and r but each term grows quickly. This means that there
are large cancellations between the terms that in the end give us a
small value. We therefore need to calculate these coefficients to very
high precision in evaluating the polynomial. For these high precision
calculations, we have used the Gnu Multiprecision Library.
• On this polar grid we computed the exact answer for R̃ < R̃0 ≈ 1000
and used cubic interpolation for intermediate values. For larger R̃
we use the asymptotic expansion in Eq. (4.70).
• Finally we represent the function values using normal 128 bit com-
plex numbers.
We then use a standard discrete numerical Fourier transform (DFT)
to obtain the momentum space two-point function from this numeric pre-
scription for G(R, Φ). Sampling G(R, Φ) at a finite number of discrete
points, the size of the sampling grid will introduce an IR cut-off at the
largest scales we sample and a UV-cut off set by the smallest spacing be-
tween points. These errors in the final result can be minimized by using the
known asymptotic values analytically. Rather than Fourier transforming
G(τ , r) as a whole, we Fourier transform Gdiff(τ , r) = G(τ , r)−GIR(τ , r)
instead. Since both these functions approach the free propagator in the
UV, the Fourier transform of its difference will decay faster for large ω
and k. This greatly reduces the UV artefacts inherent in a discrete fourier
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transform (DFT). These two functions also approach each other for large
τ and x. In fact, with the numerical method we use to approximate f
described above, they will be identical for R̃0 <
√
NfkF (τ2 + r2). This
means that we only need to sample the DFT within that area. With a
DFT we will always get some of the UV tails of the function giving fold-
ing aliasing artefacts. Now our function decays rapidly so one could do a
DFT to very high frequencies and discard the high frequency part. This
unfortunately takes up a lot of memory so we have gone with a more CPU
intensive but memory friendly approach. We instead first perform a con-
volution with a Gaussian kernel, perform the DFT, keep the lowest 1/3
of the frequencies and then divide by the Fourier transform of the kernel
used. This gives us a good numeric value for Gdiff(ω, k). To this we add
our analytic expression for GIR(ω, k).
4.5 The physics of 2+1 quantum critical metals
at large kF
With the exact analytical real space expression and numerical momentum
space expression for the full non-perturbative fermion Green’s function,
we can now start to discuss the physics of the elementaray quantum crit-
ical metal in the limit of large kF and small Nf . Let us emphasize right
away that all our results are in Euclidean space. Although we suspect that
a good Lorentzian continuation with a well-defined and consistent spec-
tral function exists of the Euclidean momentum space Green’s function,
this function is not easily obtainable from our numerical Euclidean result.
We leave this for future work. The Euclidean signature Green’s function
does not visually encode the spectrum directly, but for very low ener-
gies/frequencies the Euclidean and the Lorentzian expressions are nearly
identical, and we can extract much of the IR physics already from the
Euclidean correlation function.
In Figure 4.4 we show density plots of the imaginary part of G(ω, k)
for different values of NfkF as well as cross-sections at fixed low ω. For
the formal limit NfkF = 0 we detect three singularities near ω = 0 corre-
sponding with the three Fermi surfaces found in Lorentzian signature in
our earlier work [48]. However, for any appreciable value of the dimen-
sionless ratio NfkF/λ2 one only sees a single singularity. As the plots for
G(ω, k) at low frequency show, its shape approaches that of the strongly
Landau-damped RPA result as one increases NfkF/λ2, though for low
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Figure 4.4. (A) Density plots of the imaginary part of the exact (Euclidean)
fermion Green’s function G(ω, k) for various values of NfkF . In the quenched
limit NfkF = 0 the three Fermi surface singularities are visible. For any ap-
preciable finite NfkF the Euclidean Green’s function behaves as a single Fermi
surface non-Fermi liquid. (B) Real and imaginary parts of G(ω, k) for very small
ω = 0.01λ2.
NfkF it is still distinguishably different.
This result is in contradistinction to what happens to the bosons.
When the bosons are not affected in the IR, i.e. the quenched limit,
it is evident that the fermions are greatly affected by the boson: there is a
topological Fermi surface transition and the low-energy spectrum behaves
as critical excitations [48]. However, once we increase NfkF , the bosonic
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excitations are rapidly dominated in the IR by Landau damping but we
now see that this reduces the corrections to the fermions. As NfkF is
increased, the deep IR fermion two-point function approaches more and
more that of the RPA result with self-energy Σ ∼ iω2/3.
We can illustrate this more clearly by studying the self-energy of the
fermion Σ(ω, k) = G(ω, k)−1 −G0(ω, k)−1. It is shown that the naive
large Nf RPA result (dotted lines) does agree at ω = 0, k = 0 and the
leading ω dependence of the imaginary part is captured. The leading k
dependence are not captured by RPA. On the other hand, our improved
approximation for the low energy regime GIR (dashed lines) captures these
higher order terms in the low energy expansion of G very well.
We can calculate the occupation number and check whether it is con-
sistent with the non-Fermi liquid nature of the Green’s function. For
a Fermi liquid there is a discontinuity in the zero-temperature momen-
tum distribution function nk =
´ 0
−∞ dωRA(ωR, k)/2π with A(ωR, k) the
spectral function. As the spectral function is the imaginary part of the
retarded Green’s functions and the latter is analytic in the upper half
plane of ωR we can move this contour to Euclidean ω and use the fact
that G approaches G0 in the UV to calculate the momentum distribution




















the first integral can be done with the numerics developed in the preceding
section. The contour C goes from iΛ to −∞ and for large enough Λ this
is in the UV and can well be approximated by the free propagator. The
resulting momentum distribution n(k) is shown in Figure 4.6. Within our
numerical resolution, these curves are continuous as opposed to a Fermi
liquid. This is of course expected; the continuity reflects the absence of a
clear pole in the IR expansions in the preceding subsection. Note also that
as NfkF is lowered, the finite NfkF curves approach the quenched result
for |k| > k∗ where k∗ is the point of the discontinuity of the derivative of
the quenched occupation number. At k∗ the (derivative) of the quenched
momentum distribution number does have a discontinuity (reflecting the
branch cut found in [48]).
Our result highlights how various approximations that have been made
in the past hang together. In units of the bare coupling λ the kF → ∞
theory is characterized by two parameters ω/λ2 and Nf — the latter al-
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Figure 4.5. Real and imaginary parts of the fermion self-energy for (A) ω =
0.01λ2 and for (B) k = 0.01λ2. Dashed lines show the GIR-approximation; dotted
lines show the RPA result.
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Figure 4.6. Momentum distribution function. The two plots show the same
function for different ranges. The error bars of the lower figure show an estimate
of the error due to using the free Green’s function close to the UV. The error-bars
are exaggerated by a factor 100.
ways appears in the combination NfkF/λ2, and as we explained in section
4.4 we considered this finite even when kF/λ2 →∞. For very large ω/λ2
one can use perturbation theory in λ to understand the theory. This is
the perturbation around the UV-fixed point of a free fermion plus a free
boson.
For small ω/λ2 and small NfkF/λ2 the quenched result we obtained
earlier [48] captures the right physics. As the momentum occupation
number n(k) indicates, its precise regime of applicability depends discon-
tinuously on the momentum k/λ2. The discontinuity is surprising, but it
can be explained analytically as an order of limits ambiguity. Although
it is hard to capture the deep IR region for very small NfkF in the full
numerics we suspect that in the ω-k plane there is a region where the
limit NfkF → 0 and ω, k → 0 do not commute. We show an indication of
this in appendix 4.C. Physically this is the scale where Landau damping
becomes important.
For small ω/λ2 the IR approximation presented here captures the
physics independently of the value of NfkF/λ2. For large NfkF/λ2 the
spectrum it predicts closely approximates the known result [38], but im-
proves on it for larger frequencies. We have presented a pictorial overview
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exact
IR
Sunday, September 25, 16Figure 4.7. A sketch of the regimes of applicability of various approximations
to the exact fermion Green’s function of the elementary quantum critical metal.
4.6 Conclusion
We have presented a non-perturbative answer for the (Euclidean) fermion
and boson two-point functions of the elementary quantum critical metal in
the limit of large kF and small Nf . This non-perturbative answer follows
from tracing of the role of the Fermi momentum in the Schwinger-Dyson
equations and the fermion number Ward identity. In the limit of large
kF they form a closed set on the boson and fermion two-point functions
with the subtle point that the leading one-loop contribution to the boson
two-point function (formally divergent as kF →∞) needs to be kept. We
have presented an analytic expression for the direct IR limit of the Green’s
functions.
It would be enlightening to have our results in Lorentzian signature
(as in the quenced limit); at the technical level this is an obvious next
step. At the physics level, an obvious next step is to explore the model
without relying on the smallness of Nf and the kF →∞ limit. Since this
necessarily involves higher-point boson correlations, the role of the self-
interactions of the boson needs to be considered. These are also revelant
in the IR and may therefore give rise to qualitatively very different physics
than found here.
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4.A Derivation of the Schwinger-Dyson equations
and the Ward Identity
The Schwinger-Dyson equation for the fermion two-point function can be




2m + µ+ λφ(x)
)
G[φ](x, y) = δ3(x− y) (4.73)
Here x = {τ , x} etc. In the full theory φ(x) is a dynamical field and























GJ (x, y)− δ3(x− y) = 0
(4.74)
with GJ (x, y) the exact fermion two-point function in the presence of
a scalar source J(x) and Zφ(J) being the partition function of a free
scalar. The functional derivative ∂
∂J(x)
of the two-point function can be
computed using the identity that the two-point function is the inverse of
double derivative of the 1PI action Γ[φc,ψc,ψ†c ] = lnZ(J , Jψ)− φcJ − ...
with respect to the conjugate fields ψc(y), ψ†c(x)
∂
∂J(u)










Also for the scalar, the 1PI action depends on the classical Legendre con-













































From its definition the conjugate field φc(z) = ∂ lnZ∂J(z) , we see that
∂φc(z)
∂J(u)






= GB,J (z,u) (4.77)
Substituting these relations into Eq. (4.76) and the result into (4.74)
together with the relation between the double derivative of the 1PI action
and the Green’s function one obtains







λGB(x, z)G(y, z2)Λ(z, z2, z3)G(z3,x) (4.78)





equal to the 1PI three-point vertex
and we have set the source J = 0 at the end. Multiplying by the free
fermion Green’s function G0(x, y), the inverse of the free kinetic operator
(−∂τ + ∇
2
2m + µ) and Fourier transforming we arrive at the equation (4.6)
quoted in the main text
0 = −G0(x, y) +G(x, y)−G0(x, y)λGB(x, z)G(y, z2)Γ(z, z2, z3)G(z3,x)




In the main text we use Γ to denote the 1PI three-point vertex, as is
conventional. By definition dQ = dq0d
2q
(2π)3 .
4.B The Fourier transform of the fermion Green’s
function in the large NfkF approximation
We will now show how to perform this Fourier transform. We need to







2π(ix− vτ ) exp
(
− |x|





First we note that integrand is τ -analytic in the region
{τ ∈ C : min(0, vx) < Im(τ ) < max(0, vx)}. Since the integrand nec-
















We have allowed ourselves to choose the order of integration, shift the
contour, and then change the order. We see that the x integral now is








This is fine since we know that the final result is ω-analytic in both the
right and left open half-planes. As long as we can obtain an answer valid
within open subsets of both of these sets we can analytically continue the
found solution to the whole half planes. We thus proceed assuming Re(ω)
is in this range. One can further use symmetries of our expression to relate
the left and right ω-half-planes, so to simplify matters, from now on we
additionally assume ω to be positive. Let us now consider a negative x,
we then see that the τ integral can be closed in the upper half plane and
since it is holomorphic there the result will be 0. We can thus limit the x













where a = ik+ω/v. The integrand has a pole at (iτ )2/3 = −1/(al1/30 v2/3).
Now break the integral in positive and negative τ and write it as
Gf
NfkF→∞



















Usng Morera’s theorem we can prove that h is holomorphic on C/R−.
Consider any closed curve C in C/R−. We need to show that
ˆ
C
duh(u) = 0 (4.86)
We do this by rotating the contour slightly counter clockwise. For any
curve C there is clearly a small ε > 0 such that we will still not hit the










The piece at ∞ converges without the denominator and thus goes to 0.
Since the integral now converges absolutely we can use Fubini’s theorem










And since also the integrand is holomorphic on a connected open set con-
taining C the proof is finished.
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The G-function has a branch cut at R− and because of that we can not
easily write h(u) in terms of it since the argument u appears cubed in
the argument of the G-function and we know that h is holomorphic on
all of C/R−. We can however express h as an analytic continuation of
the G-function past this branch cut, onto the further sheets of its Rie-
mann surface. We will write the G-function as a function with two real
arguments, first the absolute value and second the phase of its otherwise
complex argument. We will allow the phase to be any real number and
when outside the range [−π,π], we let the function be defined by its an-
alytical continuation to the corresponding sheet. We hereafter omit the
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Figure 4.8. The left image shows part of the Riemann surface of the function
h and the right image shows part of the Riemann surface of the G-function. The
part in red of the left image can be expressed as the G-function evaluated on its
first sheet, the red part of the right image. The green arrow shows how points
are mapped from one Riemann surface to the other by the mapping u 7→ −u3/4
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constant parameters of the G-function. We then have:
Gf
NfkF→∞

























In the last step we used the fact that the G-function commutes with
complex conjugation. We see that the Green’s function is given by a
certain monodromy of the G-function. It is given by the difference in its
value starting at a point u30/4 on the sheet above the standard one and
then analytically continuing clockwise around the origin twice to the sheet
below the standard one and there return to u30/4. Since we only need this
difference, we might expect this to be a, in some sense, simpler function
as would happen for e.g. monodromies of the logarithm. To see how to
simplify this we look at the definition of the G-function. It is defined as
an integral along L:
Gm,np,q
(
a1, . . . , ap









j=1 Γ(bj − s)
∏n
j=1 Γ(1− aj + s)∏q
j=m+1 Γ(1− bj + s)
∏p
j=n+1 Γ(aj − s)
zs ds,
(4.91)
There are a few different options for L and which one to use depends on
the arguments. In our case L starts and ends at +∞ and circles all the
poles of Γ(bi− s) in the negative direction. Using the residue theorem we
can recast the integral to a series. We have double poles at all negative
integers and some simple poles in between. The calculation to figure out
the residues of all these single and double poles is a bit too technical to







n log(z) + cnzn+1/3 + dnzn+1/2 + enzn+2/3
)
(4.92)





















The coefficients ai contain both the harmonic numbers and the polygamma
function whereas the other coefficients are just simple products of gamma
functions. This simplification now lets us sum this series to a couple of
hypergeometric functions. Inserting the expressions for a and u0 we have
Gf
NfkF→∞













































Note that this expression is ω-holomorphic for ω in the right half plane so
our previous assumptions on ω can be relaxed as long as ω is in the right
half plane. We note from expression (4.80) that if we change sign on both
ω and k and do the changes of variables τ → −τ and x→ −x we end up
with the same integral up to an overall minus sign. We can thus get the
left half plane result using the relation
Gf
NfkF→∞
(−ω, k) = − Gf
NfkF→∞
(ω,−k). (4.95)
As mentioned in the main text, this expression has been compared with
numerics to verify that we have not made any mistakes. See Fig. 4.2.
We have also done the two integrals for the Fourier transform in the op-
posite order, first obtaining a different Meijer G-function then using the
G-function convolution theorem to do the second integral. In the end one
obtains the same monodromy of the G-function as above.
4.C The discontinuous transition from the quenched
to the Landau-damped regime
We show here why the including Landau damping finite Nf physics start-
ing from the quenched Nf → 0 result, is discontinuous in the IR. To do
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so we calculate the Green’s function by imposing the Nf → 0 limit from
the begining. We need to evaluate the Fourier transform integral:






dτG0 exp (I0 + iω · τ − ik · x) , (4.96)
where as before the free propagator is




x+ i · τ
(4.97)
and the Nf → 0 limit of the exponent of the real space Green’s function:
I0 =





Note however that the τ integral is divergent in this limit. Therefore
in (4.96) we have introduced a cutoff L in this direction. By looking at
the full expansion of I we can see that the natural value of L is of the
order 1/
√
Nf . For larger values of τ the asymptotic expansion describes
I better. We expect that for large enough momenta and frequencies the
asymptotic region does not contribute to the Fourier transform and there-
fore the cutoff can be removed. This naive epxectation however is only
partly true. We will shortly see that the region in the ω − k plane where
the cutoff can be removed is more complicated and asymmetric in term of
the momenta and frequency.
Let us turn now to the evaluation of (4.96). After making the coor-
dinate change τ → τ , x → u · τ one of the integral (τ) can be evaluated
analytically:
GL (ω, k) =
ˆ ∞
−∞







u2 + 1− iL · ω ·
√















u2 + 1 + iL · ω ·
√






u2 + 1u− i
√
u2 + 1 + 12π(1− iu)ω
, (4.101)
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Figure 4.9. The region of convergence. In the shaded area the L→∞ (Nf → 0)










144π2k2(u+ i) + u− 3i
))
−288π2ku(u+ i)ω+ 144π2(u+ i)ω2 + i. (4.103)
By numerically performing the single integral u we can obtain GNf→0.
Since it is easier than evaluating the Fourier transform of the true real-
space version of the Green’s function it is worth to understand how the
L→∞ (which is equivalent to Nf → 0) works. The result is depicted on
Fig. 4.9. In the shaded region (which corresponds to small k) the limit
is not well defined while outside of this region the limit is equal to the
quenched result. The numerics shows that for zero frequency, the edge of
this region is at k∗, where the Green’s function is singular.
We can qualitatively determine the line separating the convergent and
divergent region. For this we assume that when L is large one can expand




















We see that because of the term −L · u2/(12π), the integrand is non-zero
only in a narrow region around u = 0. For the same reason we approxi-
mate the denominator of (4.100) by replace u by zero there. With these























36π2ω2 + 1 . (4.106)




π− k > 0) than the
L→∞ limit is divergent. Looking at the numerical result in Fig. 4.9 we
indeed see that the boundary of the shaded region is indeed a hyperbola.
Note, however, that the exact location of this hyperbola obtained from
expanding the exponent is slightly off.
It is interesting to note that if we are in the divergent region GL is
not convergent for large L but for some intermediate values it can still get
close to the quenched result Gquenched. To quantify this let us introduce




In Fig. 4.10 we shows the behavior of this function for various points in
the ω− k plane. For a point which is outside the shaded region the error
approaches zero when L is large. For ω = 1, k = 0 which is inside the
divergent region the error is oscillating but there is an interval of L where
the amplitude of this oscillation has a minimum. If the frequency is small
(ω = 0.1), this amplitude is larger and there is minimum in that.
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Figure 4.10. The relative difference between GL and the quenched result as
a function of L for different frequencies and momenta. Left: for a point in the
(ω, k) plane which is outside of the shaded region of Fig. 4.9 the “error” goes to
zero for large L. Middle: inside the shaded region the error is oscillating with
diverging amplitude as L goes for large values. However, for larger values of ω
there is an intermediate range of L, where the relative error is smaller than 0.3.
Therefore the quenched approximation is qualitatively correct. Right: for small
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De theoretische beschrijving van fermionische systemen met sterke wis-
selwerkingen is een zeer uitdagende open vraag in de natuurkunde. De
meest bekende (maar niet de enige) experimentele realisatie van dit soort
systemen zijn de koper-oxide supergeleiders die geen enkele electrische
weerstand vertonen. Zelfs wanneer men een goed microscopisch model
heeft voor de beschrijving van deze materialen, is het zeer moeilijk dit
in macroscopische waarneembaarheden te vertalen die in principe experi-
menteel geverifieerd kunnen worden.
Het probleem is dat men in het geval van een zogenaamde relevante
interactie geen Taylor expansie kan doen in termen van de koppelingscon-
stante voor de lage energieen waarin wij het meest gëınteresseerd zijn.
Anderzijds — vanwege het fermionisch-teken-probleem — werken Monte
Carlo numerieke technieken (die met bosonische modellen wel succesvol
zijn) niet voor fermionen met eindige dichtheid.
Dit proefschrift is gericht op de toepassing van verscheidene methoden
op het hierboven beschreven onderzoeksgebied. Het gemeenschappelijke
thema van deze technieken is dat zij (gedeeltelijk) gemotiveerd zijn vanuit
de hoge-energie-fysica: de onderzoeksrichting die zich bezig houdt met
deeltjesfysica, snaar-theorie, etc.
In het Introductie hoofdstuk van dit proefschrift geven wij een overzicht
van een aantal eigenschappen van Fermi-liquids (een toestand van materie
die we zeer goed begrijpen) en non-Fermi-liquids (waar onze kennis tekort
komt). Vervolgens introduceren wij een aantal methoden die op vaste-stof-
systemen kunnen worden toegepast. Deze omvatten large-N -methoden,
conformal-field-theories en holography. Bij de discussie van dit laatste
punt zullen wij ook laten zien hoe deze ideeën tezamen komen in AdS/CFT
en een dualiteit beschrijven tussen zwak-gekoppelde zwaartekracht-theorieën
en sterk-gekoppelde large-N -systemen. Na deze algemene ideeën gaan wij
over naar de presentatie van verscheidene onderzoeks-projecten.
In Hoofdstuk 2 beschouwen wij een holographisch model voor dy-
namische paar-vorming in supergeleiders. BCS-theorie beschrijft met suc-
ces de paar-vorming in supergeleiders waar de normale phase van het
metaal een zwak-gekoppeld Fermi-liquid is. Daarentegen vertonen de
hoge-temperatuurs-phase van high-T − c-materialen non-Fermi-liquid ge-
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drag. Zoals we in de Introductie laten zien, voorspelt AdS/CFT non-
Fermi-liquid toestanden in een aantal holographische modellen. Het is
daarom voor de hand liggend om supergeleidend-paar-vorming in non-
Fermi-liquids met AdS/CFT te bestuderen. Wij nemen een eerste stap
naar dit doel door paar-vorming in een holographisch Fermi-liquid te
bestuderen waarbij de ruimte-tijd geometrie die van AdS is met een hard-
wall. Om dit te doen introduceren wij een parings-interactie tussen de
fermionen en een order-parameter veld. Afgezien van de gefixeerde achter-
gronds-geometrie lossen wij het fermion-ijkveld-scalar systeem zelf-consis-
tent op. Wij laten zien dat de studie van dit iets vereenvoudigd model nog
steeds kleurrijke, en soms nieuwe ongebruikelijke natuurkunde blootlegt.
We geven ook algemenere argumenten dat met de toevoeging van interac-
ties in de bulk er subtiliteiten zijn in de gewoonlijke vertalingsregels tussen
AdS en CFT.
In Hoofdstuk 3 analyseren wij een interessant sterk-gekoppeld vaste-
stof model met een nieuwe velden-theoretische methode. Het systeem
bestaat uit fermionen met eindige dichtheid (en daarom een Fermi-opper-
vlak) gekoppeld aan een dynamisch order-parameter-veld in 2+1 dimen-
sies. Dit is het simpelste model dat non-Fermi-liquid gedrag vertoont als
men de massa van de boson naar zijn kritieke waarde fijn stelt (massa nul
in dit geval). Dit systeem is niet-perturbatief en men moet zich daarom
beroepen op onconventionele technieken. Wij maken twee benaderingen.
Ten eerste nemen wij aan dat de kromming van het Fermi-oppervlak klein
is. Ten tweede maken wij gebruik van de zogenaamde quenched approx-
imation, dat wil zeggen dat wij alle fermion-loops negeren. Formeel kan
dit systematisch gebeuren door een aantal fermion soorten te introduceren
(Nf ) en vervolgens de limiet Nf → 0 te nemen. Met deze vereenvoudigin-
gen zijn wij in staat de expliciete vorm van de fermionische spectral func-
tion te bepalen. Deze laat non-Fermi-liquid gedrag zien en daarnaast een
opsplitsing van het Fermi-oppervlak.
In hoofdstuk 4 vervolgen wij dit onderzoek doorNf nu eindig te houden
terwijl we nog steeds de kromming van het Fermi-oppervlak klein houden.
Een belangrijke vereenvoudiging die hieruit volgt is dat zelfs voor eindige
Nf de boson-propagator alleen maar op één-loop niveau wordt gecor-
rigeerd. Deze zogenaamde Landau-damping bijdrage heeft een belangrijk
gevolg in het IR regime van de fermion Green’s functie. Wij analyseren
deze twee-punts-functie om te verhelderen hoe het tussen de sterk-Landau-
damped vorm en het quenched resultaat interpoleert.
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Summary
The theoretical description of fermionic system with strong interaction is
a very challenging open problem in physics. The most notable (but far
from the only) experimental realization of this type of systems are the
cuprate superconductors which have zero electric resistivity. Even if one
has a good microscopic model for the description of these materials it is
very hard to translate it to macroscopic observables which in principle can
be experimentally checked.
The problem is that in case of a relevant interaction one can not Taylor
expand in the coupling constant in the low-energy regime in which we are
most interested. On the other hand, because of the fermion sign prob-
lem Monte Carlo numerical techniques (which are succesful with bosonic
models) do not work for fermions at finite density.
This thesis is devoted to the applications of several methods to the
research area described above. The common theme of these techniques is
that they are (partly) motivated from high-energy physics: the research
area which deals with particle physics, string theory etc.
In the Introduction chapter of this thesis we review some aspects of
Fermi liquids (a state of matter we understand very well) and non-Fermi
liquids (where our knowledge is limited). Then we introduce some meth-
ods which can be applied to condensed matter system. These include
large-N methods, conformal field theories and holography. In the dis-
cussion of the last point we also show how these ideas come together in
AdS/CFT to form a duality between weakly coupled gravitational theories
and strongly coupled large-N systems. After these general ideas we turn
to the presentation of several research projects.
In Chapter 2 we consider a holographic model for dynamical pair-
ing in superconductors. The BCS-theory describes succesfully the pairing
in superconducting materials when the normal phase of the metal is a
weakly interacting Fermi liquid. However, in high-Tc materials the high-
temperature phase possesses non-Fermi liquid behavior. As we show in
the introduction, AdS/CFT predicts non-Fermi liquid states in some holo-
graphic models. It is reasonable therefore to study the superconducting
pairing in non-Fermi liquids using AdS/CFT. We take the first step to-
wards this goal by studying the pairing in a holographic Fermi-liquid where
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the spacetime geometry is AdS with a hard wall. For this we introduce a
pairing interaction between fermions and an order parameter field. Apart
from the fixed background geometry we solve the fermion-gauge-scalar
system self-consistently. We show that by studying this somewhat simpli-
fied model we still find rich, sometimes novel physics. We also argue that
in case of interaction terms in the bulk there are subtleties in the usual
dicitonary rules between AdS and CFT.
In Chapter 3 we analyze an interesting strongly coupled condensed
matter model with a novel field theoretical method. The system at hand
consists of fermions at finite density (forming a Fermi-surface therefore)
coupled to a dynamical order parameter field in 2+1 dimension. This is
the simplest model which displays non-Fermi liquid behavior after tuning
the mass of the boson to its critical value (which is zero in our case). As
this system is non-perturbative therefore we need to rely on non-standard
techniques. We make two approximations. Firstly, we assume that the
Fermi surface curvature is small. Secondly, we use the so-called quenched
approximation, i.e. we ignore all fermion loops. Formally, this can be
systematically achieved by introducing the number of fermion flavors (Nf )
and taking the Nf → 0 limit. With these simplification we find the
explicit form of the fermion spectral function. This exhibits non-Fermi
liquid behavior and also the splitting of the Fermi surface.
In Chapter 4 we continue our investigation by allowing Nf to be non-
zero while keeping the Fermi surface curvature small. An important sim-
plification is that it turns out that for small Nf the boson propagator is
corrected only at one-loop. This so-called Landau-damping has an impor-
tant effect to the IR region of the fermion Green’s function. We analyze
this two-point function in order to understand how it interpolates between
the strongly Landau damped form and the quenched result.
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2. B. Meszena, P. Säterskog, A. Bagrov and K. Schalm, “Non-perturbative
emergence of non-Fermi liquid behaviour in d = 2 quantum critical
metals,” Phys. Rev. B 94 (2016), 115134, [arXiv:1602.05360 [cond-
mat.str-el]].
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