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The paper describes an analysis of thermo-mechanical (TM) processes appearing during the Äspö Pillar
Stability Experiment (APSE). This analysis is based on ﬁnite elements with elasticity, plasticity and dam-
age mechanics models of rock behaviour and some least squares calibration techniques. The main aim is
to examine the capability of continuous mechanics models to predict brittle damage behaviour of gran-
ite rocks. The performed simulations use an in-house ﬁnite element software GEM and self-developed
experimental continuum damage MATLAB code. The main contributions are twofold. First, it is an inverse
analysis, which is used for (1) veriﬁcation of an initial stress measurement by back analysis of conver-
gence measurement during construction of the access tunnel and (2) identiﬁcation of heat transfer rockamage of granite rocks
odel calibration by back analysis
inite element method (FEM)
mass properties by an inverse method based on the known heat sources and temperature measurements.
Second, three different hierarchically built models are used to estimate the pillar damage zones, i.e. elas-
tic model with Drucker–Prager strength criterion, elasto-plastic model with the same yield limit and a
combination of elasto-plasticity with continuum damage mechanics. The damage mechanics model is
also used to simulate uniaxial and triaxial compressive strength tests on the Äspö granite.
© 2013 Institute of Rock and Soil Mechanics, Chinese Academy of Sciences. Production and hosting by
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e. Introduction
The Äspö Pillar Stability Experiment (APSE) (Andersson and
artin, 2009; Andersson et al., 2009) was carried out to examine
amage of granite rocks due to combined loading history, which
ncludes disturbing of the initial stress state by excavation of an
ccess tunnel and two boreholes, and a further stress state change
y special electrical heating for a two-month period. The experi-
ent focuses on thermo-mechanical (TM) processes induced in the
illar arising between two 1.75m diameter boreholes drilled from
heﬂoorof theaccess tunnel,which is excavated for theexperimen-
al purposes at the depth of 450m under surface. The rock damage
bserved at the ﬁnal stage of loading has forms of spalling of the
illar surface and creating a notch. The geological environment is∗ Corresponding author. Tel.: +420 596979353.
E-mail address: radim.blaheta@ugn.cas.cz (R. Blaheta).
eer review under responsibility of Institute of Rock and Soil Mechanics, Chinese
cademy of Sciences.
674-7755 © 2013 Institute of Rock and Soil Mechanics, Chinese Academy of
ciences. Production and hosting by Elsevier B.V. All rights reserved.
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ormed by Äspö diorite with some slightly altered zones and frac-
ures, which are mostly sealed, but several water-bearing fractures
re also presented. Deformations of the ﬁrst excavated borehole
ere conﬁned by a bag with pressured water before the start of
xcavation of the second borehole. This was done to assess the
ffect of a conﬁnement pressure on the response of rock mass to
ncreased loading.
The APSE provides a lot of different data, namely measured con-
ergences during construction of the access tunnel, observation of
palling and damage on the pillar surface in the course of loading,
easuring of temperatures at different times and locations during
he heating period, displacement monitoring at the pillar wall of
he unconﬁned hole during heating, and recording of the acoustic
missions.
The aim of this paper is the modelling of the processes arising
uring the APSE and comparison of the modelling outputs with
he measured data. The modelling involves (1) the global stress
ath computed in several steps starting from the existing initial
tress, which was gradually changed by stresses induced by the
xcavation of the large boreholes, (2) the temperatures during the
eating phase as well as the thermally induced stress changes in
he pillar, and (3) the development of damage due to loading.The content of this paper is described as follows. The elas-
icity, plasticity and continuous damage mechanics models are
ntroduced in Section2. Section3 concerns the thermo-elastic anal-
sis of the pillar. Section 4 is devoted to calibration of models by
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softening effects typical for the brittle material behaviour. There-
fore, we introduce the concept of continuum damage mechanics
(Lemaitre, 1992; Souza Neto et al., 2008). The components of this
constitutive model are listed in Table 3.
Fig. 1. Incremental loading procedure.
Table 2
Components of elasto-plastic model.
Elastic/plastic strain splitting ε=εe +εp
Stress  = Delεe
Yield function FDP() =
√
J2D() − K + ˛I1() ≤ 0
Plastic ﬂow rule ε˙p = ˙(∂FDP/∂), ˙ ≥ 0, ˙FDP = 0
Table 3
Isotropic elasto-damage model.
Generalized Hooke’s law  = (1−ω) D ε
T
IR. Blaheta et al. / Journal of Rock Mechanics
dentiﬁcation of the material parameters. This approach uses least
quares minimization of the differences between measurements
nd computed outputs. In Section 5, the modelling of inelastic
aterial behaviour during compressive strength tests and pillar
palling is presented.
. TM behaviour of materials
For the modelling of the mechanical behaviour of granite rocks,
specially Äspö diorite, the quasi-static continuum mechanics
odels basedon small deformationswill beused, althoughdynam-
cal discontinuum models seem to be another possible choice for
odelling the inelastic damage behaviour (Andersson et al., 2011).
e consider a hierarchy of four continuum mechanics approaches
o the modelling, i.e. elasticity, elasto-plasticity, continuum elasto-
amage models and elasto-plasto-damage models.
The simplest model for stress computation and rock behaviour
ssessment is based on elasticity, which reﬂects the rock behaviour
or a big part of the excavation-induced and thermally induced
oading history, and a prevailing part of the considered com-
utational domain. For isotropic rock material, the stress-strain
perator T has the following form:
 = T(ε) = Del : ε = tr(ε)I + 2ε
 = E
(1 + )(1 − 2)
 = E
2(1 + )
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(1)
here , ε are the stress and strain tensors, respectively; Del is the
lasticity tensor; I is the unit tensor; tr(ε)is the volumetric strain
trace of ε); ,  are Lamè moduli; E is the elasticity modulus; and
is the Poisson’s ratio. The values of (elastic and other) material
arameters for Äspö diorite are listed in Table 1.
The elastic stress state can be compared with various failure
riteria to obtain an estimate of damaged areas. In this analysis,
he Drucker–Prager (DP) yield criterion is used
DP() =
√
J2D() − K + ˛I1() ≤ 0 (2)
here I1() = tr(), J2D() = 1/2(s() : s()) are the invariants of the
tress  (positive for tension) and its deviator s() respectively;
nd the material parameters K, ˛ are positive constants. The fol-
owing equations shall be used for 3D and 2D plane strain cases,
espectively:
= 6c cosϕ√
3(3 − sinϕ)
, ˛ = 2 sinϕ√
3(3 − sinϕ)
(3)
3c tanϕ= √
9 + 12 tan2 ϕ
, ˛ = √
9 + 12 tan2 ϕ
(4)
here c, ϕ are the cohesion and the angle of internal friction,
espectively (Yu, 2006; Souza Neto et al., 2008).
able 1
ntact rock mechanical properties derived from laboratory tests on core samples (Anders
Uniaxial compressive
strength (MPa)
Young’smodulus (GPa) Poisson’s ratio
Value Mean Value Mean Value Mean
187–244 211 69–79 76 0.21–0.28 0.25
Thermal conductivity
(W/(m K))
Volume heat capacity
(MJ/km3)
Linear expansio
coefﬁcient (10−
Value Mean Value Mean Value
2.39–2.8 2.6 2.05–2.29 2.1 6.2–8.3eotechnical Engineering 5 (2013) 124–135 125
The elastic analysis allows the stress to exceed the yield sur-
ace. This can be suppressed by using perfect plasticity model. In
his paper, we use the above-mentioned DP yield condition with
he associated plastic ﬂow rule for deﬁning development of plas-
ic strains. The damage zones will be represented by areas with
signiﬁcant) plastic deformations.
The elasto-plastic model is dependent on a loading history
arameterized by a (pseudo) time variable t∈ 〈0, 1 〉. Time dis-
retization forms the incremental solution method (Fig. 1). It is
one by the implicit Euler method, which in the case of DP plastic-
ty coincides with the return mapping concept. The components of
he elasto-plastic model are listed in Table 2, in which εe, εp, ε˙p, ˙
enote the elastic strain, the plastic strain, the plastic strain rate,
nd the plastic multiplier, respectively.
The elastic and elasto-plastic models do not consider the strainel
Damage law ω = g(	), 	˙ ≥ 0, 	(0) = ε˜0
Damage function f (ε, 	) = ε˜(ε) − 	
Admissibility condition f(ε, 	)≤0
Complementary condition 	˙f (ε, 	) = 0
son and Martin, 2009).
Friction angle (◦) Cohesion (MPa) Tensile strength
(MPa)
Value Mean Value Mean Value Mean
– 49 – 31 12.9–15.9 14.9
n
6 K−1)
Density (g/cm3) Initial temperature (◦C)
Mean Value Mean Value Mean
7 2.74–2.76 2.75 – 14.5
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Table 4
Isotropic elasto-plasto-damage model.
Strain splitting ε=εe +εp
Effective stress ¯ = Delεe
Total stress  = (1 − ω)¯
Equivalent plastic strain 	˙ =
∥∥ε˙p∥∥ = (ε˙p : ε˙p)1/2
Damage law ω = g(	)
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xYield function FDP(¯) =
√
J2D(¯) − K + ˛I1(¯) ≤ 0
Plastic ﬂow rule ε˙p = ˙(∂FDP/∂), ˙ ≥ 0, ˙FDP = 0
In Table 3,ω∈ 〈0, 1 〉denotes the damage variable;ω =0 andω =1
epresent intact and totally damaged materials, respectively; ε˜ and
denote an equivalent strain and its maximal attained value over
he alreadyperformedportionof loading, respectively. Particularly,
e deﬁne the equivalent strain through the Mazars’ norm:
˜(ε) =
√
〈ε1〉2 + 〈ε2〉2 + 〈ε3〉2 (5)
here 〈εi〉 denotes the positive (extensional) part of the principal
train component. For damage evolution function g, see Section 5,
e use an exponential function with mesh size adjustment (Jirasek
nd Bazant, 2002; Koudelka et al., 2007). Let us note the connec-
ion with strain-based failure criteria for rock, an overview and
valuation of them can be found in Kwasniewski and Takahashi
2010).
The fourth model combines all approaches into a simple elasto-
lasto-damage model. It not only preserves the stresses under the
P yield surface but also introduces the strain softening. Inspired
y Charlebois et al. (2010), we propose a simple isotropic model
ith damage depending on a norm of plastic strains (Table 4). This
lasto-plasto-damage model can be again discretized by the return
apping concept. Charlebois et al. (2010) also showed how such
odel can be generalized for anisotropic material or for non-local
amage variable. The damage zones will be represented by areas
ith signiﬁcant damage, i.e. ω≥ωD, where ωD >0 is a threshold.
Note that all thepresentedmodels canbegeneralizedby consid-
ring anisotropic material and anisotropic failure process. Thus,
e can distinguish failure in tension and compression, and use
on-local damage characterization or non-associated plasticity.
aterial parameters for damage will be discussed later.
All described models can be implemented within a uniﬁed
ramework of the incremental loading procedure, as described in
ig. 1.Here, t∈ 〈0, 1 〉 describes history and b(t) denotes loading at the
oment t. The values of tk are moments in the loading history,
hich can be determined a priori (e.g. tk = k/N) or adaptively. We
onsider the small strain tensor, i.e. ε( u) = (∇ u +∇ T u)/2, where u
t
d
t
n
Fig. 2. 3D model of the access tunnel and two deposition boreholes andeotechnical Engineering 5 (2013) 124–135
s the displacement. The stress and internal variable operators T ,
	 depend on the adopted material model.
This incremental algorithm can be combined with the standard
nite element (FE) discretization in space. This combination pro-
ides the incremental FE algorithm, where displacement serves
s the primal variable, and the equilibrium and stress operator
rovide a system of nonlinear algebraic equations in the form of
(u, )u=b. Such system can be solved by Newton-like methods,
anging from the so-called initial stiffness method to consistent
angent and continuation techniques.
We shall also include thermal effect on the considered models.
his is done by splitting the strains into the elastic and eventu-
lly plastic parts and thermal component, ε=εe +εp +εt. The stress
epends on the elastic strains only:
 = (1 − ω)Delεe
εt = (˛LT)I
}
(6)
here ˛L is the linear thermal expansion coefﬁcient, and T is the
emperature change.
. Thermo-elastic analysis
The ﬁrst analysis of the ASPE uses the thermo-elastic model of
ock behaviour and establishes the rock mass strength parameters
romelastic stress states computed for the space and time locations
f the observed damage initiation.
.1. Modelling stress changes induced by excavation
The excavation process of APSE, described in Andersson and
artin (2009), was used for the computational purposes, which
an be divided into the following steps: (1) Initial stress measure-
ent and excavation of the access tunnel. (2) First borehole 2.0m
eep. (3) First borehole 4.0m deep. (4) First borehole completed.
5) Installation of conﬁning bag. (6) Second borehole 1.0m deep.
7) Second borehole 2.0m deep. (8) Second borehole 2.5m deep.
9) Second borehole 5.0m deep. (10) Second borehole completed.
For computation of elastic stress development in these stages,
e created a 3D FE model of the access tunnel and two
eposition boreholes. It uses the coordinate system with the
-axis perpendicular to the tunnel, the y-axis directed along
he tunnel and the z-axis directed downwards. The model
omain 105m×125.56m×118m (x× y× z) is discretized with
he aid of structured rectangular grid with 99×105×59=613,305
odes. The element sizes in the most important pillar area are
detail of the mesh in the pillar and around the deposition holes.
R. Blaheta et al. / Journal of Rock Mechanics and Geotechnical Engineering 5 (2013) 124–135 127
F .5m a
v
7
A
l
t
i

t
n
d
z
r
ﬁ
s
p
D
2
3
1
s
u
t
t
t
s
w
c
a
v
o
c
t
d
t
b
3
o
e
t
o
c
T
c
a
s
s
G
(
(
(
4
pig. 3. The temperature distribution around the pillar at the depths of 1.5m and 5
isible at depth of 5.5m. Scales in Celsius degrees.
cm×6.44 cm×25 cm in the x-, y-, and z-directions, respectively.
n in-house FE software GEM (Blaheta et al., 2010), which uses
inear tetrahedral FEs, is used for the analysis.
The model assumes isotropic elastic rock mass parame-
ers, E=55GPa and  =0.25, rock density  =2750kg/m3 and
nitial stresses x =−29.78MPa (perpendicular to the tunnel),
y =−10.22MPa (horizontal, along the tunnel), z =−15MPa (ver-
ical), xy =2.07MPa, xz =yz =0. These values come from a
onzero angle of 6◦ between the principal stresses and coordinate
irection axes. The adopted boundary conditions include normal
ero-displacement at the outer boundary, pressure from removed
eaction of excavated rock at the inner boundaries, optionally, con-
ning pressure of 0.7MPa in the ﬁrst excavated borehole.
Note that the geometry of the model and some ideas about
tructure of the exploited FE mesh can be seen in Fig. 2. The com-
uted stresses were compared with stresses computed by other
ECOVALEX teams and using different softwares (Andersson et al.,
011).
.2. Modelling stress changes induced by heating
The APSE used electrical heaters to induce stress increase in the
m wide rock pillar between boreholes (Fig. 3) to cause a more
igniﬁcant failure of the rocks. The induced stress is computed by
sing the procedure described in Section 2, and the value of the
hermal expansion coefﬁcient can be seen in Table 1. To determine
he temperature distribution, a heat ﬂow model is formulated and
he monitored temperatures are used for its calibration, see next
ection. The performed calibration indirectly takes into account
ater contents and corresponding changes in heat capacity and
onductivity.
The heat transfer model uses identical computational domain
nd its discretization as the mechanical analysis (Fig. 2). The
alues of heat power are taken from Andersson (2007). The lab-
ratory heat conduction parameters and the initial temperature
an be seen from Table 1. The boundary conditions are initial
emperature of 14.5 ◦C at the outer boundary of the considered
omain, no ﬂux, adiabatic condition on the surface of the access
p
f
o
tfter 60 days of heating. One of the heaters is only 4.8m long and therefore is not
unnel and heat convection on the surface of the deposition
oreholes.
.3. Determination of in situ strength parameters from damage
bservations
The rock mass strength parameters are determined from the
lastic stresses in space and time, corresponding to the damage ini-
iation observed from displacement monitoring in selected points
n the pillar wall and from visual observations of small rock chips
reation. This ideahas beenusedbyAndersson et al. (2009) already.
he elastic stress used for the rock mass strength evaluation is
omputed in the location 3mm into the pillar. There are 21 dam-
ge observations deﬁned by Andersson et al. (2009), and Table 5
hows the corresponding tangential stress, equivalent strain and
tress invariants computed from stress obtained with the aid of
EM software.
From Table 5, the following facts can be concluded:
1) The estimated pillar strength computed by themean tangential
stress is 125MPa which is about 60% of the intact rock uniaxial
strength, see Table 1.
2) The regression provides DP criterion coefﬁcients as ˛=0.3627,
K=6.1985, which means a small decrease of ˛ but a substantial
reduction of the second cohesion type coefﬁcient K.
3) The average value of the Mazars’ type equivalent strain is ε¯ =
0.00072. Note that for computation of this strain, we use elas-
tic modulus as provided by laboratory experiments, because it
better represents the local rock behaviour.
. Parameter identiﬁcation and calibration of models
Within the performed thermo-elastic analysis, we exploited
arameter identiﬁcation for determining the in situ stress com-
onents and heat transfer coefﬁcients. This identiﬁcation uses data
rom monitoring convergences (changes of distances) in the phase
f access tunnel construction and monitoring temperatures during
he heating phase.
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Table 5
Stress and strain characteristics corresponding to the damage onset.
Point Tangential stress (A) (MPa) Tangential stress (GEM) (MPa)
√∑
〈εi〉2t
√
J2D I1
√
J2D + ˛I1
1 127 126.3 0.000718 65.4 −159.9 7.3735
2 120 118.8 0.000684 61.1 −152.6 5.765
3 114 115.3 0.000663 59.4 −147.7 5.8182
4 116 117.5 0.000674 60.6 −150.1 6.1226
5 124 124.9 0.000716 64.3 −159.6 6.4481
6 128 126.7 0.000725 64 −165.6 3.8858
7 119 120.6 0.000692 62.2 −154.2 6.2049
8 129 127.8 0.000731 64.5 −166.9 3.992
9 119 120.7 0.000693 62.2 −154.3 6.2037
10 129 128.8 0.000738 66.4 −164.5 6.6949
11 128 125.7 0.00072 63.4 −164.5 3.7704
12 128 128.1 0.000734 66 −163.6 6.6112
16 124 126.2 0.00072 65.2 −160.5 6.9534
17 133 133.0 0.000758 68.6 −168.9 7.3831
18 125 127.9 0.000729 66.1 −162.5 7.1087
19 133 134.5 0.000766 69.5 −170.8 7.5194
20 129 129.1 0.000738 66.5 −164.5 6.849
21 119 122.0 0.0007 63.1 −155.1 6.8688
Average 124.7 125.2 0.000717 64.4 −160.3 6.1985
N in the
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note: The values in the second column are from Andersson et al. (2009), the values
re excluded from averages computation. The bold type numbers in the last colum
s described above.
Generally, the use of mathematical models means ﬁrst com-
utation of the state variable u from the solution of a given
nitial-boundary problem, shown as follows:
−div  = f
 = Del(E, )ε
ε = (∇u + ∇Tu)/2
⎫⎪⎬
⎪⎭ (in ˝ + boundary conditions) (7)
C(∂u/∂t) − div q = f
q = kı
ı = ∇u
⎫⎬
⎭ (in ˝T + initial/boundary conditions)
(8)
The coefﬁcients (material parameters) and the input data are
ssumed to be known. This computation will be called as the solu-
ion of forward problem and represented by a mapping M: f→u.
An inverse or backward problem assumes that some material
oefﬁcients or input data are not known and are parameterized
hrough a vector p ∈P⊂Rm. The corresponding forward problem
an be seen as M( p) : f ( p)→ u( p). The inverse parameter identi-
cation problem is now the following: given data d, an observation
selection) operator S and a suitable norm ||·||, ﬁnd p ∈P⊂Rm :
(p) =
∥∥S(M(p))f (p) − d∥∥2 → min (9)
Thisminimization can be solved by solving linear system (linear
east squares) in the special case of linear state problem and lin-
ar dependence on material parameters, which is the case of initial
tress identiﬁcation. In the case of identiﬁcation ofmaterial param-
ters, the minimization problem is nonlinear least squares type, as
he objective function can be written in the following form:
(p) =
〈
R(p),R(p)
〉
, R(p) = S(M(p))f (p) − d (10)
here 〈 · , ·〉 is a scalar product compatible with ‖ · ‖. Assuming that
E discretization has been performed ﬁrst, the optimization can be
irectly performed by many kinds of optimization methods. We
ested the gradient, Nelder–Mead and genetic optimization meth-
ds (Blaheta et al., 2012a, 2012b). Our experience shows that the
ost efﬁcient was the use of gradient methods. It requires com-
utation of gradient of the objective function or Jacobian J of the
A
2
g
cthird column are computed by GEM software (Blaheta et al., 2010). Points 13–15
alize overcoming the cohesion value K=6.1985, which was obtained by regression
esidualR (see e.g. Dennis andSchnabel, 1996;Nocedal andWright,
006). This can be done by differences:
(pc) = (Jij), Jij =
Ri(pc + hej) − Ri(pc)
h
(11)
r
ij =
Ri(pc + hej) − Ri(pc − hej)
2h
(12)
here pc means the current state vector.
The differences are the simplest from the point of viewof imple-
entation and parallelization, but expensive if a bigger number of
arameters is considered. Also, the accuracy of the computed gra-
ient can be lower and therefore semi-analytic techniques (Vogel,
002) or PDE-constrained approach (Haber et al., 2000) can be
dvisable.
Having the Jacobian J of the residual R, we use gra-
ient optimization method of Gauss–Newton type with
evenberg–Marquardt stabilization and Armijo type backtracking.
he solution of the forward problem is called as a black box
ub-procedure from the optimization code, see Fig. 4.
We also experimented with some other optimization methods,
uch as the Nelder–Mead and genetic algorithms, for more details
ee Blaheta et al. (2012a). As the calibration is computationally
xpensive, a parallel computing is used if available. The ﬁrst level
f parallelization concerns the state (forward) problem solution
Blaheta et al., 2006, 2007). Moreover, both straightforward paral-
elization and more sophisticated algorithms can be applied within
he optimization procedures in the parameter space.
A special issue in formulation of the parameter identiﬁcation
roblems is the sensitivity to different parameters and related ill-
osedness. In calibration, we are more interested in model outputs
han in parameters, but still a suitable selection of parameters
eeds some experiments and sensitivity analysis (Mahnken, 2004).
lso regularization of the objective function is advisable (Vogel,
002). The sensitivity also inﬂuences stopping criteria, which are
enerally oriented to both objective function decrease and sufﬁ-
iently small change of parameter approximations.
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eFig. 4. Gradient type optimiz
.1. Determination of in situ stress and elastic modulus
The APSE realization involves creation of an access tunnel in
n elastic granite rock mass. During the construction, relative dis-
ances of the selected points (convergences) were measured. They
an be used for identiﬁcation of (some) initial stress components
nd the elastic modulus of the rock mass. Such analysis has been
eported by Andersson et al. (2009) and was also repeated with the
EM software with a slightly different procedure.
ig. 5. The global model and detail of the mesh with points (pins) used for the
onvergence measurement.
s
t
i
a
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A
a
p
F
tfor parameter identiﬁcation.
The FE model and the scheme of measured convergences can be
een in Fig. 5. The inner boundaries are free, and the outer bound-
ry conditions are deﬁned by the component of the initial stress
init, which have to be identiﬁed. The volume force is neglected. As
consequence, the mapping init →u(p) is linear due to using lin-
ar elasticity. The stress can be written as superposition of six basic
tress states (ij) and, accordingly, the displacement u is superposi-
ion of six displacementsu(ij) obtained as a response(ij) →u(ij). But
t isnecessary topayattention to the fact that to theadoptedbound-
ry conditions, the displacement u is not determined uniquely, but
nly up to rigid body (zero energy) movements, i.e. up to the term
x+b where A=−AT is an anti-symmetric 3×3 matrix. This causes
problem, as the convergences ||u(p, x)−u(p, y)|| are not A inde-
endent. A remedy is not to consider distances, but projections
ig. 6. Temperature measurement installation and heat conduction model calibra-
ion.
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Table 6
The obtained parameters for model calibration.
k (W/(mK)) C (MJ/(m3 K)) H (W/(m2 K))
k1 k2 k3 C1
2.9839 4.6051 2.4775 2.6399
Fig. 7. Sensitivity of the objective function F to changes of k1, C1, H1.
o
p
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d
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w
t
d
4
bC2 C3 H1 H2
1.5037 1.8304 5.52 25
f the vectors u(p, x)−u(p, y) onto the joint vector x−y, as these
rojections approximatewell the distances and are A independent.
The identiﬁcation of init and rock mass modulus is not unique,
nd moreover the measured convergences are in planes perpen-
icular to the tunnel and not (much less) sensitive to the stress
omponentparallelwith the tunnel. Regularizationcanbeprovided
y a priori knowledge of the vertical stress component. As a result,
e may agree with conclusions from Andersson (2007) on the ini-
ial stress and rock mass modulus E=55GPa. But this result is not
oubtful without considering further initial stress measurement..2. Calibration of the heat transfer model
The heating was performed by four heaters installed in special
oreholes around the pillar and operated through a two-month
Fig. 8. Convergence of Gauss–Newton method with backtracking.
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Fig. 9. Distribution of the damage variable during the loading (the scale describes values of the damage variable). (a) Given heterogeneity and boundary conditions. (b)
Damage distribution at the peak stress. (c) Post-peak damage distribution. (d) Damage distribution at the end of the loading. Undamaged elements are grey.
Fig. 10. Stress-radial strain and stress–axial strain relations for uniaxial compres-
sion test.
Fig. 11. 3D model and 2D detailed model.
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We simulate the damage propagation for uniaxial compressiveFig. 12. The comparison of computed damage zones and stresses after the
eriod (Fig. 6). Monitoring of temperature changes in points on
he pillar wall and in special boreholes during two-month heating
hase provides vector, containing 168 data items—temperatures
t 14 monitoring positions in 12 time moments. These data were
tted using the described least squares approach—the observation
perator picks up the same data from the computed solution of
he state problem and the calibration minimizes the differences.
he heat evolution equation (state problem) was discretized and
nalyzed with the aid of the GEM software with about 600,000
egrees of freedom and 560 time steps.
In the calibration process, we attempt to use various parame-
ers (Table 6). They include heat conductivity k and heat capacity C
or three different subdomains—dry and wet sides, and part of the
illar between the boreholes (Fig. 1). The heat transfer coefﬁcients
or the heat convection boundary condition on the surface of the
oreholes are also considered. During minimization process, we
rst found that the objective function F is very insensitive to
arameters k3, C3, H1, H2 (sensitivity to H1 is shown in Fig. 7).
o that the ﬁnal calibration ﬁxes the values of k3, C3, H1, H2 and
s
t
danical loading for elastic, elasto-plastic and elasto-plasto-damage models.
inimization is performed with respect to the other parame-
ers. Fig. 8 shows the process of minimization and convergence
f identiﬁed parameters when using the gradient optimization
ethod.
. Modelling of the rock damage
In Section 2, we describe elasto-damage and elasto-plasto-
amage models, which were implemented through plain MATLAB
nd MatSol (Kozubek et al., 2011) libraries. The damage models are
mplemented as 2D, so that we need to formulate 2D problems and
pecify the loading history.
.1. Modelling of laboratory loading experimentstrength (UCS) and triaxial compression strength tests by applica-
ionof the elasto-damagemodel introduced in Section2. To achieve
amage localization, we randomly generate initial heterogeneity
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wFig. 13. Development of damage zones and tan
f the material. For simplicity, we only reduce the elasticity mod-
lus E to the value E˜ = 0.9E in softened elements and assume that
0% of the area is covered by softened elements. We consider the
lane stress problem. The generated heterogeneity is depicted in
ig. 9a.We use the equivalent strain based on the Mazars’ norm.
o suppress problems with damage localization or strong mesh
ependencywhenmeeting the softeningbranch,weare looking for
emedy in theuseof ameshdependentdamage law(Koudelkaetal.,al stresses during the heating (0, 35, 60 days).
007; Jirasek, 2011) with the damage function g given implicitly in
he following form:
= g(	) (13)
hereω = 0 (	 ≤ c/E)
(1 − ω)E	 = c exp
(
−hω	
wf
)
(	 ≥ c/E)
⎫⎬
⎭ (14)
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here c, h, w (=hω	) represent the compressive strength, the
haracteristic element size and the ﬁctitious crack opening, respec-
ively.Moreover,wf is theﬁctitious initial crackopeningparameter,
hich also determines the steepness of the softening branch. We
se the values wf = 0.089mm, h=1 mm and E=73.6GPa,  =0.27,
c = 221MPa for the uniaxial test. For triaxial test, the values are
lightly modiﬁed as E=75GPa,  =0.21 and c = 243.5MPa.
The maximal lateral displacement on the right side of the 2D
ample was chosen as a control variable for loading. We use a non-
onsistent continuation method based on a Newton-like iterative
rocedure and implement it in the MATLAB code. In the course of
oading, distribution of the damage variable reminds microcrack
ropagation and coalescence until the peak load (Fig. 9b), whereas
or the softening branch, the distribution reminds propagation and
oalescence of the main fractures (Figs. 9c and d). For this model,
he principal numerical fracture inclination is about 45◦.
Thedescribed very simple isotropic damagemodel allows simu-
ating (at least qualitatively) the class II strain-stress curves, i.e. the
ase when the axial strain does not monotonically increase during
he testing.Damage localizationwasachieveddue to theprescribed
eterogeneity. Some other numerical experiments (not presented
ere) show that there is a reasonable small dependence in themesh
nd increment size. The tests also reveal a relatively big difference
etween the curves obtained for maximum, mean and minimum
xial and lateral strains (Fig. 10).
.2. Modelling of pillar damage and spalling
For damage modelling, we deﬁned a 2D plane strain model
iscretized on a triangular FE mesh, as shown in Fig. 11. The rect-
ngular shape domain has the dimensions of 27m (parallel to the
unnel axis) and 31m. The loading is given by pressure trans-
erred from the 3D model to the outer boundary of the rectangular
omain; optionally we can use pressure of 0.7MPa in the right
orehole. Heat load is given by temperatures, which are also trans-
erred from the 3D model. The described 2D model corresponds to
he depth of 2m from the top of the borehole and in this case the
uterboundary isundergoing thepressureof43MPaperpendicular
nd 13MPa parallel to the tunnel axis. The loading history means
roportional loading from zero to the given values and then pro-
ortional development of the temperatures in two periods of 0–35
ays, 35–60 days of heating. Note that the agreement of stresses
n 3D and 2D models was checked in case of the above-mentioned
echanical load and on the assumption of elasticity behaviour of
ocks.
We will compare damage zones computed by using the elas-
ic, elasto-plastic and elasto-plasto-damage models described in
ection 2. The elastic model with parameters E=55GPa,  =0.25 is
ombined with the DP criterion with parameters derived from the
ohesion c=30MPa and the friction angle ϕ =49◦, see Section 2.
The function g describing the damage law in the elasto-plasto-
amage model is
(	) = 1 − ωc(1 − e−s	 ) (15)
here the dimensionless parameters 0 <ωc < 1 and s≥0 control
he softening part of the stress-strain diagram. We basically use
c = 0.9, s=200.
The comparison of computed damage zones and stresses after
he mechanical loading for elastic, elasto-plastic and elasto-plasto-
amage models is shown in Fig. 12. It can be seen that damage
ones slightly enlarge from elastic to elasto-plasto-damage mod-
ls. The extension of damage zones is also inﬂuenced by material
arameters, fromwhich s≥0 isnot supportedbyexperimental data
nd can be ﬁtted from the desired extension. The inﬂuence of mesh
ensity on the computed results, which is generally problem when
a
dig. 14. Damage zones for elastic, elasto-plastic and elasto-plasto-damage models.
sing local damagemodels (Jirasek andBazant, 2002),was found to
enot signiﬁcanthere. The trendswereconﬁrmedbyournumerical
xperimentswith different values of s and c, however some conver-
ence problems were observed for too steep softening branches.
e can also see changes in the stress state for the models. The
angential stress for elasticity corresponds with the pillar spalling
trength. The tangential stresses on the pillar wall decrease for the
amage model.
Development of damage zones and tangential stresses during
he heating phase (0, 35, 60 days) are depicted in Fig. 13. The effect
f thermal loading is visible and similar to all the investigated
odels, i.e. the elasticity, elasto-plasticity and elasto-plasticity-
amage.
We also investigated a geometry representing V-shaped notch
o verify whether the models are stable in a case of large stress
oncentration in the vicinity of the notch apex. The model again
ields similar results for such a situation, see Fig. 14.
. ConclusionsThe aim of this paper was not only to analyze TM processes
rising during the APSE experiment but also to test and vali-
ate application of different TM models (elastic, elasto-plastic,
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lasto-damage, elasto-plasto-damage models) for analysis of rock
amage as it occurred in the experiment. The whole analysis con-
ists of several steps.
The ﬁrst step is based on linear models of elasticity and heat
ransfer implemented in the GEM software (Blaheta et al., 2010).
he obtained results are in a good agreement with the previous
esults (Andersson et al., 2009), although some new back analysis
echniques were used here. We can also mention the importance
f accuracy of the discretization and possible use of extrapolation,
daptive reﬁnement and submodelling techniques for reducing the
iscretization error (Andersson et al., 2011). Note that for the def-
nition of spalling stress, we used extrapolation technique which
hanged the spalling stress values up to 4%. We would also like to
ention that the introduced parameter identiﬁcation and calibra-
ion techniques, based on least squares minimization, have a wide
ange of applications in analysis of in situ experiments and mea-
urements. The higher computational expense of the back analysis
ethods can be overcome by using efﬁcient numerical methods
nd parallelization of the computations.
The modelling of the rock damage process is much more com-
licated as the process of spalling is more local and signiﬁcantly
nﬂuenced by factors like the heterogeneity of the material. There
re many damage mechanics models available for selection, which
an be either continuous or discontinuous and can differ in many
ther aspects. We attempt to use the simplest continuous elasto-
amage and elasto-plasto-damage models and show that they are
ble to provide some insight into the understanding of the failure
rocesses. The validation of such models is also not an easy task.
ometimes, we can see ﬁtting of a complex material model to a
peciﬁc problem but validation needs to test the model on a series
f problems, representing these qualitative topics, which should be
onsidered as important.
In this paper, we were able to show the location of the damage
ones, and to assess the inﬂuence of thermal loading on damage,
ut on the other hand, we were not able to show that the conﬁning
tress inoneboreholehas a signiﬁcant impact on the spalling stress.
ith theconﬁningstressof0.7MPa,weobtain just very slight inﬂu-
nce on the damage zone. Thus, in the future we also plan to test
nother material behaviour model, which could be more realistic,
nd we suppose that mutual comparison of the models will be use-
ul. There are also many deep open questions concerning existence
ndphysicalmeaning of the solution of damagemechanicsmodels,
bout accuracy and mesh independence of the solution, about get-
ing parameters and their identiﬁcation. Note that there are many
apers describing these aspects including the use of least squares
dentiﬁcation of damage parameters (Xiang et al., 2002; Wriggers
nd Moftah, 2006).
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