Abstract: We consider the particle filter approximation of the optimal filter in non-compact state space models. A time-uniform convergence result is built on top of a filter stability argument developed by Douc, Moulines and Ritov (2009), under the assumption of a heavy-tailed state process and an informative observation model. We show that an existing set of sufficient conditions for filter stability is also sufficient, with minor modifications, for particle filter convergence. The rate of convergence is also given and depends on both the sample size and the tail behavior of the transition kernel.
Introduction
Consider a state space model consisting of two sequences of random variables: a Markovian state process (X i , i ≥ 0) in probability space (X , F X , P ) with transition density q(·, ·) under a base measure µ 1 :
for all A ∈ F X and x ∈ X ; and an observation sequence (
where Y i 's are conditionally independent given X i 's, with density function g(y; x) under a base measure µ 2 :
for all B ∈ F Y and x ∈ X . The joint distribution of (X i , Y i : i ≥ 0) is determined by q, g and p 0 , the density of X 0 . Models of this form are also known as hidden Markov models (Künsch, 2001; Cappé, Moulines and Rydén, 2005) . Typical inference tasks in state space models include: 1) parameter estimation for the Statistica Sinica: Preprint doi:10. 5705/ss.2011.187 
