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Preface
This text tells a story.
A story written in the language of mathematics.
A story of a journey, driven by passion for engineering and programming.
A journey embarked on in the pursuit of knowledge and scientiﬁc contribution.
A long journey, with failure and successes, dead-ends and eureka-moments.
A journey guided by wise men and colleagues, supported by friends and family.
This is the story of my PhD.
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This thesis investigates eﬃcient formulations and methods to solve robust
periodic optimal control problems. We assume that systems are essentially
nonlinear over the broad range of state space spanned by a limit cycle, requiring
nonlinear programming techniques, yet behave as time varying linear systems
along that limit cycle.
The existing Lyapunov framework is taken as a given. This framework
introduces the periodic Lyapunov diﬀerential equations into the optimal control
problem. Using an interpretation of these continuous equations as covariance
propagation, the framework allows one to robustify path constraints in a ﬁrst-
order approximation with respect to Gaussian disturbances.
The framework was improved in this thesis in terms of formulation, discretisation
accuracy, computational complexity, and structure exploitation as to allow larger
scale applications.
The main formulation proposed in this work is based on a separate treatment
of Lyapunov states such that the discrete periodic Lyapunov equations (DPLE)
arise, which come with a guarantee on preservation of positive deﬁniteness.
The computational complexity of the resulting nonlinear program is reduced by
eliminating the Lyapunov states and using a dedicated DPLE solver based on
the periodic Schur decomposition.
This solver is implemented as inﬁnitely-diﬀerentiable component in the modular
open-source optimal control framework CasADi: it is embeddable into a symbolic
computational graph.
This formulation is found to be highly beneﬁcial for large scale applications
with limited time-horizon.
In addition to open-loop trajectory/control design, time-variant linear feedback
control design is demonstrated with the method.
v
vi ABSTRACT
Applications include an automated process to select the safest modes of operation
of a carousel device for launching an airborne wind-energy system, and a
benchmark application for time-optimal periodic quadcopter ﬂight.
Beknopte samenvatting
Het onderzoek in deze thesis spitst zich toe op eﬃciënte formuleringen en
methodes om robuuste periodische optimale controle problemen op te lossen.
In deze thesis gaan we uit van systemen die zich niet-linear gedragen overheen
het volle bereik van toestandsruimte dat de limietcyclus doorkuist, zodat het
gebruik van niet-lineaire programmma’s noodzakelijk is, maar die zich toch
gedragen als tijdsvariabele lineare systemen langsheen die limitiecyclus.
Het vertrekpunt van de thesis is het Lyapunov framework. Dit framework
introduceert de periodische Lyapunov diﬀerentiaalvergelijkingen binnen een
optimaal controle probleem. Via interpretatie van deze vergelijkingen als
propagatievergelijkingen voor covariantie, laat het framework toe om in een
eertse-orde benadering systeembeperkingen robuust te maken voor Gaussische
stoorinvloeden.
Dit framework werd in deze thesis verbeterd op vlak van formuleringen,
nauwkeurigheid van discretisatie, complexiteit, en uitbuiten van structuur
zodat toepassingen op grotere schaal mogelijk worden.
De hoofdformulering van deze thesis is gebaseerd op een aparte behandeling
van de Lyapunov toestanden zodanig dat de discrete periodische Lyapunov
vergelijkingen (DPLE) naar voren komen, die garanderen dat de Lyapunov
variabelen positief deﬁniet blijven.
De complexiteit van het resulterend niet-linear programma wordt gereduceerd
door de Lyapunov toestanden te elimineren en gebruik te maken van een DPLE
solver op basis van de periodische Schur decompositie.
Deze solver werd geïmplemementeerd als oneindig-aﬂeidbare component in het
modulaire open-source optimale controle framework CasADi: ze kan geëmbed
worden in een symbolische computationele graaf.
vii
viii BEKNOPTE SAMENVATTING
De formulering werd aangetoond om voordelig te zijn voor toepassinngen met
grote toestandsruimte en beperkte tijdshorizon.
Naast open-loop traject en controle ontwerp, wordt ook de mogelijkheid
van tijdsvariabele lineaire feedback controle ontwerp gedemonstreerd met het
uitgebreide Lyapunov framework.
Onderzochte toepassingen zijn de automatische selectie van veilige modi om een
carousel ter lancering van airborne wind-energy systemen te opereren, en een
tijdsoptimale periodische controle van een quadcopter.
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Our planet is ﬂooded by energy from the sun. Ample streams of ﬂowing air and
water are at humanity’s disposal to solve the currently faced energy problem.
Lacking is only the courage of policy makers to think big, and the ability of
scientists and engineers to bring down costs of harvesting devices.
Optimal control is a technique that uses a simulated virtual reality to both
design and control such systems in a way that is optimal.
Also in more classic industries, such as the process industry and manufacturing,
optimal control is starting to make an impact.
A characteristic of mathematical optimisation is that it tends towards suggesting
extreme settings. For optimal control, this translates into active path constraints
and control bounds.
Exogenous disturbances and uncertainties in modelling make it inappropriate
to operate in these nominally optimal regimes in spite of their beneﬁts.
Much economic gain can be found in quantifying the minimal margins necessary
for safe operation. This is the domain of robust optimal control. On top of the
open-loop control trajectory that optimal control provides, a feedback controller
can be used to reject disturbances that act on the system in an online setting.
We focus on periodic robust optimal control, and the main application is a new
generation of wind energy harvesters that sweep around in the air as kites. For
1
2 INTRODUCTION
such systems, it is turbulences in the ﬂowing air mass that form the greatest
source of uncertainty.
On the one hand, we seek to jointly generate periodic state trajectories and
open-loop controls that optimise a combination of performance and stability,
while respecting robustiﬁed path constraints. Of particular interest is the
possibility to identify and optimise for open-loop control. When applicable,
such type of control eliminates the need for (costly) sensors and state estimators.
On the other hand, for unstable systems, we wish to provide an answer to the
reservation of industrial practioners about applying diﬃcult-to-grasp state-of-
the-art optimal control such as model predictive control (MPC) in a closed-
loop setting. The robust periodic optimal control framework will be used
to design simple time-variant controllers that can be used online in a gain-
scheduling manner while reserving the advanced optimal control stage to an
oﬄine computation.
In essence, the aim of this thesis is to develop eﬃcient numerical techniques to
solve robust periodic optimal control problems.
1.2 Overview of existing practice
Stochastic programming is an extension of mathematical programming
(optimisation) to include uncertain parameters in the problem formulation.
The uncertainty is modelled as a stochastic variable w with a known bounded
or unbounded distribution, in contrast to robust optimisation which assumes no
distributions. Stochastic programming is unrelated to stochastic optimisation,
which is about non-deterministic numerical methods to solve optimisation
problems. The most basic type of stochastic programming with decision
variables x involves expected values of a function g(x,w) in the objective
or constraints. This contrasts to having g(x, w¯) with w¯ the expected value of
the stochastic variable in that it involves propagation of uncertainty through
some model. By extension, diﬀerent statistical properties (e.g. moments) –
obtained analytically or by sampling techniques – may enter the problem
formulation. A particular form of these so-called here-and-now stochastic
programs is probabilistic or chance constraint programming (Charnes 1959;
Miller 1965), with major research eﬀort directed towards convexity analysis
(Prèkopa 1970). The origin of stochastic programming lies in operations research
and in particular in linear programming for multi-stage decision making (Dantzig
1955). In these formulations, only the ﬁrst stage has a here-and-now quality,
with the remaining stages having a degree of freedom to react to a concrete
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realisation of the stochastic variables. We refer the interested reader to an
overview of the entire ﬁeld in Diwekar 2008.
Linear Quadratic Gaussian control is a classic combination of a linear-
quadratic Gaussian estimator (Kalman 1960) with a linear quadratic regulator,
aimed at controlling a linear system subject to Gaussian disturbances. It is
also widely applied to linear time-varying systems arising from linearisation of
nonlinear systems (Athans 1971) in spite of theoretical shortcomings, i.e. having
no guarantees on stability margins (Doyle 1978). The design methodology
requires solving the Riccati equation.
H-∞ control and robust convex optimisation Named after the norm of the
transfer function that is minimised, H-∞ control is a classic approach to
designing a linear robust controller (Dullerud 1999). More generally, robust
min-max formulations for linear systems involving ellipsoidal or polytopic sets of
bounded uncertainty can be treated as convex optimisation problems. Advances
in both formulations and in convex problem solving back-ends make this a very
active area of research; see e.g. Boyd 1994. For a unifying overview of these
methods, we refer to Pipeleers 2009.
Robust nonlinear control General nonlinear robust control is a hard problem
that can only be handled approximately or sub-optimally. The idea is to describe
how uncertainty sets propagate through nonlinear system dynamics, and to use
these sets in order to robustify constraints in a min-max formulation. The exact
problems are computationally intractable. Propagation by Taylor expansion,
proposed by Diehl 2006; Nagy 2004, oﬀers a way to approximate the solutions
of these problems relatively cheaply. More expensive algorithms have been
proposed to yield conservative estimates Floudas 2007; Houska 2011a; Stein
2003, with one particular idea implemented as a special purpose integrator in
Houska 2013. For a general discussion of the min-max formulations, we refer to
Houska 2011.
The Lyapunov framework The research presented here builds on the
framework of periodic Lyapunov diﬀerential equations (PLDE) in the context
of periodic optimal control problem (OCP) formulations (Bolzern 1988; Houska
2007, 2011b). It falls in the class of robust nonlinear control, with a ﬁrst-
order Taylor expansion of ellipsoidal sets leading to an explicit expression for
maximal violation of constraints, such that the min-max formulation reduces to
a tractable nonlinear problem.
4 INTRODUCTION
Given a nonlinear system model acting in state space x ∈ Rn,
x˙ = f(x, u) (1.1)
and the periodicity condition
x(0) = x(T ), (1.2)
both of which appear as constraints in the OCP, the PLDE framework augments
the state space with a matrix diﬀerential equation for P ∈ Rn×n:
P˙ = AP + PA> +Q, where A = ∂f
∂x
. (1.3)
The main lemma in the PLDE framework amounts to the following. If a periodic
solution (x(t), P (t)) is found with P (t) everywhere positive deﬁnite, the periodic
trajectory x(t) of the system is asymptotically stable (Bolzern 1988; Kalman
1963).
The matrix P (t) has two attractive properties (Houska 2007):
• The trace of P is a measure for stability that – in contrast to other metrics
such as Floquet multipliers in Mombaur 2005 – is naturally smooth and
can hence be used in an objective function and solved with powerful
derivative-based optimization techniques.
• When white Gaussian disturbances enter the system, P takes an
interpretation as covariance/uncertainty ellipsoid. This interpretation
allows one to robustify constraints in the OCP formulation: to produce
a margin that reduces the probability of violation to a desired quantity.
Such formulation can be categorised as chance constraint programming
and the constraints are in general not convex.
The focus in this thesis is on the latter property. The PLDE framework will
be used to robustify the path constraints in periodic optimal control problems.
The ﬁgure below is a preview of Chapter 8 results, in which a system is chasing
past a circular obstacle. The Lyapunov framework constructs a safety-margin to
back oﬀ from the obstacle in the presence of disturbances acting on the system.
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An obvious down-side to the Lyapunov framework is that it uses local
linearisation. As such, results for presented applications do hold only
approximately. Nonlinearity can be treated conservatively as extra disturbances,
but obtaining estimates for the approximation error is a hard problem. For an
elaborate discussion of approximation errors, we refer to Houska 2011.
For the scope of this thesis, we assume that systems are essentially nonlinear
over the broad range of state space spanned by a limit cycle, requiring nonlinear
programming techniques, yet behave as time varying linear systems along that
limit cycle. An example of such system is a mechanical robot with joint actuators.
We are interested in optimal trajectories for which the joint angles span a large
range. An example of nonlinearity that is not treatable in the used framework
is hysteresis, since it aﬀects the small-signal behaviour of the system.
1.3 Aim of the thesis
There is a certain elegance to the combined simplicity and power of the Lyapunov
framework as a mathematical tool for approximate robust optimisation. Despite
the promising successes demonstrated with the framework for low-dimensional
systems, it has remained elusive to apply it to everyday engineering problems.
First, the original Lyapunov formulation is expensive to compute. With memory
requirements scaling as the state dimension to the power of ﬁve, and computation
time scaling to the power of six, it is clear that tackling large problems is
problematic, even when keeping in mind that computational resources are
getting larger and cheaper every year.
Second, the periodic optimal control problems that we are interested in are
challenging enough to solve in the nominal case already. With essential
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nonlinearities that destroy convexity, it is critical to construct a good initial
guess. Adding the standard Lyapunov framework may well degrade the quality
of convergence up to the point of not ﬁnding any solution at all.
One essential goal of this thesis is to identify formulations and numerical
methods that overcome the above drawbacks, such that successful application
to larger-dimensional (20 states) engineering-type problems lies within reach.
Another goal is to explore the oﬄine design of time-variant linear controllers
using the Lyapunov framework.
The approach taken in the research is both pragmatic and generic. Where
possible, decisions are made for methods that allow for oﬀ-the-shelf and well-
proven libraries to be used without however restricting the scope of problem
classes that can be handled. In particular, standard integrators are preferred over
symplectic ones, and generic nonlinear optimisation problem solvers preferred
over more restrictive convex ones. For an embedded Lyapunov solver, a standard
control library was used as back-end. The open-source optimisation framework
CasADi lends itself well to set up and combine standard modules to formulate
optimal control problems that do not ﬁt in standard form. Collateral beneﬁts of
this research include the improvement of CasADi to handle large-scale problems.
The style of this thesis text is didactic, conceived as a self-contained guidebook
aimed at getting an apt student up to speed with solving the large-scale
applications found at the end. Indeed, the improvements to the classic Lyapunov
framework are such that an exciting range of new applications becomes treatable,
and the ideas and computational tools delivered in this thesis may be exploited
to investigate them in future application-oriented research.
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1.4 Overview of the thesis and contributions
Part I: Formulations and Methods The ﬁrst part of this thesis explores
formulations and methods to solve robust optimal control problems eﬃciently.
2
Chapter 2. Nonlinear optimal control Introductory chapter that
sets the stage with formulating and solving optimal control problems
(OCP). The chapter starts by deﬁning the scope of dynamic systems we
wish to study (diﬀerential algebraic equations), along with techniques
to integrate them, and notions of stability for steady-state and limit
cycles. Next, derivative-based nonlinear optimisation techniques are
brieﬂy introduced together with the notion of algorithmic diﬀerentiation
(AD) to compute gradients eﬃciently. Finally, optimisation and dynamic
systems are combined to form OCPs, and discretisation-based direct
methods are discussed as classic solution techniques. Links to state-of-the
art software packages are provided where possible.
3
Chapter 3. Systems with uncertainties and the Lyapunov
Framework Introductory chapter to the Lyapunov framework for robust
OCPs in continuous time. In a ﬁrst part, the notion of state-covariance
for systems linearised along a limit cycle is introduced together with
rules for its propagation in continuous and discrete time, and with
a numerical example. The propagation rules lead to the Lyapunov
diﬀerential equations (LDE), which are treated in the second part. Well
known results from Bolzern 1988; Houska 2007, 2011b are cited to
introduce the Lyapunov framework as an extension to nominal periodic
OCPs to provide a mechanism for approximate robustiﬁcation of path
constraints, as well as a mechanism for stability optimisation. Central to
the formulation are the periodic Lyapunov diﬀerential equations (PLDE).
For systems with invariants, we discuss an existing treatment involving
projection of constraints onto a compliant subspace (Sternberg 2012a)
and propose a new formulation to propagate covariance on a reduced
space. This leads to discrete periodic Lyapunov equations (DPLE) of
lower dimension and hence lower computational demands. Invariant
propagation is demonstrated on a simple pendulum example.
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Chapter 4. Positive deﬁniteness preserving Lyapunov
discretisation Publication-based formulations chapter on a smart
discretisation for robust OCPs. The chapter starts with highlighting
a shortcoming in the classic state-augmentation approach to solving the
robust OCPs of the Lyapunov framework: non-preservation of positive-
deﬁniteness after discretisation. Its contribution is that it proposes an
alternative Lyapunov discretisation (PDPLD) scheme that does preserve
the positive-deﬁniteness property. An eﬃcient formulation of PDPLD
with a direct collocation method is analysed by means of a simple 4-state
concrete example. This formulation still retains Lyapunov matrix entries
as decision variables. This chapter is based on Gillis 2013.
5
Chapter 5. Embedded Lyapunov solvers for optimal control
Methods chapter on identifying eﬃcient Lyapunov solvers ready for
embedding. This chapter proposes to eliminate Lyapunov matrix entries
as decision variables from a discretised robust OCP, allowing for dedicated
discrete periodic Lyapunov equations (DPLE) solvers to be exploited.
The scope of optimal control problems guides the search of algorithms in
the domain of linear algebra. An overview of such algorithms is provided,
together with transformations between diﬀerent classes of Lyapunov
problems. The ﬁrst main contribution is to make these solvers able to be
used in a derivative based optimisation framework such as CasADi. Rules
for algorithmic diﬀerentiation are derived such that the algorithms can
be embedded in CasADi and derivatives of arbitrary order be computed.
Two classes of algorithms are treated in-depth: periodic Schur based
solvers and Smith type solvers. The second main contribution of this
chapter is to compare resource usage for various methods to solve the
robust OCP formulations in the Lyapunov framework. In a ﬁrst part, the
embedded solvers are compared in a standalone fashion. The periodic
Schur method is shown to have run-time complexity O(n3N) instead of
the classic O(n6N) for n-dimensional systems with horizon length N . In
a second part, the performance of the embedded solvers in the context of
a robust OCP is compared to the classic state-augmentation approach
and the PDPLD approach from Chapter 4. Here, the periodic Schur
solver leads to O(n3N2) instead of the classic O(n6N); an improvement
for large-scale systems only.
Part II: Software and applications The second part of this thesis explores
software and applications.
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6
Chapter 6. CasADi Software chapter on the CasADi optimisation.
This chapter introduces the open-source software CasADi, which was
co-developed with Joel Andersson during the course of the PhD research.
The chapter explains how the modular and extensible design of the tool
allows for fast development of new formulations, methods and algorithms
for large scale optimal control problems by providing sparse-matrix valued
expression graphs with algorithmic diﬀerentiation capability. A special
syntax for faster prototyping formulations is introduced, followed by
implementation details of the Lyapunov solvers and an example of their
usage in the tool. The chapter also contributes a new method to speed
up sparsity calculations for Jacobians from O(N) to O(log(N)) (Gillis
2014a). This chapter is all about extending and reﬁning an existing
software package.
7
Chapter 7. Steady-state analysis and control of towed
aeroplanes Application chapter based on Gillis 2014b publication. This
chapter elaborates on the application of airborne wind energy. After
a summary of the modelling, the chapter proceeds with steady-state
analysis of rotational start-up of an experimental device (carousel). The
bulk result comes in a section on joint design of stochastically safe
setpoints and controllers, for which the Lyapunov framework was used
in a steady-state setting. It proposes a method for identifying the safest
way to extend the tether on the carousel device in an open-loop fashion,
as well as closed-loop. An extensive comparison between formulations is
provided in a concluding section.
8
Chapter 8. Robust periodic control of quadcopter ﬂight
Applications chapter. This chapter combines all techniques discussed in
previous chapters: a time-variant controller is designed concurrently with
trajectory and feed-forward inputs using an embedded Lyapunov solver
for a system with invariants. The application is a time-optimal periodic
ﬂight of a quadcopter model with 17 states and invariants. After problem
statement and a modelling section follows a homotopy of related OCP
formulations that leads to an initial guess for the ﬁnal robust OCP.
Highlights of this thesis are conveniently summarised in a poster contribution
to DYSCO day of spring 2014, printed on the following page.
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Efficient numerical methods for robust periodic
optimal control with Lyapunov equations
Joris Gillis, Moritz Diehl
Department of Electrical Engineering (ESAT/STADIUS), KU Leuven
Abstract
This work compares various numerical methods to robustify periodic optimal control problems using the paradigm of Lyapunov differ-
ential equations. In this paradigm, estimates for state-covariance are obtained by solving the periodic Lyapunov equations for the a
system linearised along a to-be-optimized trajectory, and are added to objective or constraints of the original optimal control problem.
For non-trivial dynamical systems, method details were found to be critical to obtain algorithms with reasonable time complexity. An
application for time-optimal quadcopter flight is worked out numerically with the optimal-control tool CasADi, which was extended by
the author to solve discrete periodic Lyapunov equations using the SLICOT library.
Problem statement
















P  0 ∈ Sn
Robustify
Goal: Robustify the path constraints in a periodic optimal con-





s.t. x˙(t) = f (x(t), u(t)) System dynamics




√√√√√∂h∂xP (t)∂h∂xT︸ ︷︷ ︸
Variance of h(x)
Scalar path constraint





P (0) = P (T ) Periodic covariance
Classic method: Augment state [x; vec(P )] and feed to your
favourite OCP solver (multiple shooting, direct collocation, . . . )
Upendulum example (n = 2 . . . 4 states)
D real applications (n = 10 . . . 20)
Smarter discretization[1]
Problem: Property of positive-definiteness not preserved during
integration, e.g. forward Euler:
Pk+1 = Pk +∆t(AkPk + PkA
T
k )
= (1 + Ak∆t)Pk(1 + Ak∆t)
T−(∆t)2AkPkATk
Solution: Work directly in
discrete time, using integra-
tor sensitivities ∂I∂x(xk, uk) ≡























Better complexity O(n6)→ O(n3)
Observation: The (discrete) robustified OCP has n2N extra de-
cision variables (P•) and n2N extra (linear) constraints:
P(k+1) mod N = A˜kPkA˜
T
k + Q˜k, k = 0 . . . (N − 1)
→Non-linear problem (NLP) with dense n2 − by − n2 blocks
in constraint Jacobian, O(n6) runtime
Improvement: Eliminate P• and its constraints from the NLP:
P• = LyapSolver
(
A˜•(x•, u•), Q˜•(x•, u•)
)
→ Implemented periodic Schur decomposition solver[3], us-
ing SLICOT, O(n3) runtime
→Embedded in a CasADi expression graph, implemented




→Fly periodically A → B around obstacle
as fast as possible
→Nonlinear model (n = 17) with quater-
nions for orientation
→Linear feedback controller K• to stabilize
the system
Numerical: N = 20, 3rd-order Radau, IPOPT with BFGS
→ 1444 variables, 1548 constraints, 183739 nonzeros in Jacobian
→ 41 iterations to convergence, 2.4s for a Jacobian evaluation































extra freedom: K•max bound u
min bound u
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1.5 Mathematical notation and identities used in
the thesis
Scalar arithmetic A thick dot (•) is used to denote a generic symbol or number,
which can be scalar, vector or matrix depending on the context. Using this
notation, we can deﬁne operations to round a number:
b•c round down to nearest integer, d•e round up to nearest integer.
For the Kronecker delta function, we use subscripts to denote the arguments:
δij =
{
1 i = j
0. i 6= j
The modulo or remainder after division will be denoted as amod b.
For compactness of notation, we will use N˜ ≡ N − 1 in optimal control problem
formulations.
Complex numbers are denoted with j as the imaginary number, e.g. 1 + 3j.
Matrices and vectors When discussing numerical algorithms, matrices and
vector symbols are not shown visually distinct from scalars; their dimensions
follow from the context.













Common matrices are the identity matrix of dimension n,
In,
and a matrix ﬁlled with zeros of dimension m-by-n:
0m×n
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The transposition of a matrix A is written as A>.
The ﬂattening or vectorising operation reorders the entries of a matrix into a













A matrix can have properties like positive-semideﬁniteness,
A  0,
or the property of symmetry:
A ∈ Sn.
Apart from the ubiquitous matrix-matrix product, denoted by the absence of
an operation symbol,
C = AB,
we consider the Kronecker product which creates a np-by-mq shaped matrix
by tiling copies B ∈ Rp×q multiplied with a scaling factor originating from the
elements of A ∈ Rn×m:





The Kronecker product is useful to reorder matrix-matrix products:
vec (APB) =
[
A⊗B>] vec (P ) .
The Kronecker product is distributive with respect to transposition:
(A⊗B)> = A> ⊗B>.
Matrix or vector norms are denoted as:
|| • ||,
where a 2-norm is assumed in the absence of subscript.
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Functions Consider a continuously diﬀerentiable vector-valued function g(x) :
Rn → Rm.
The Jacobian of g serves to write a linearisation or ﬁrst order Taylor
approximation of such function:
g(x) ≈ g(0) + ∂g
∂x
(0)x,
with the columns of the Jacobian enumerating the input arguments, and the













When using the nabla notation, there is an extra transposition involved:
∂g
∂x
(x) ∈ Rm×n = [∇xg(x)]>
Trajectories For optimal control problems, we use a special notation to denote
trajectories, i.e. time-series of states or controls, where the horizon is given by
the context:







Optimal control is a framework in which a time-series of inputs to a dynamic
system is obtained through optimisation of a performance metric for that system
whilst observing bounds on system properties. The mathematical formulation
used in this framework is termed optimal control problem (OCP).
This chapter serves to give a birds-eye view of nonlinear optimal control. It sets
the stage by highlighting concepts and notation that will be used throughout
this thesis text.
Section 2.1 discusses dynamic systems in continuous time: how they are
described, how their evolution is computed, and how they behave. Next,
non-linear optimisation is discussed in Section 2.2. Section 2.3 concludes by
combining these two concepts to formulate and solve OCPs.
The next chapter extends the OCP formulation by introducing uncertainties.
2.1 Dynamic systems
From the early days of childhood, a human brain tries to make sense of its
changing environment. The ability to distinguish cause from eﬀect, and to
predict how some conﬁguration of the environment evolves over time are critical
skills for our complex society.
Learning to walk, understanding social relationships or managing hedge funds,





In this thesis, we focus on continuous-time systems for which the mental models
are well-proven and tested: mathematical models. In particular, lumped-element
models are considered which arise in the ﬁelds of mechanical, electrical or
chemical engineering, and admit a description as diﬀerential equation.
2.1.1 Mathematical modelling
Models are abstractions that describe the behaviour of natural or artiﬁcial
systems in a formal way. The natural sciences have produced a rich compendium
of physical laws, all formalised in the language of mathematics, which serves the
modeller to create ﬁrst-principles (a.k.a. white-box) models on the proverbial
back-of-the-envelope as exquisitely displayed in Jones 1982. By performing
experimental observations of the system in action – a resource-intensive
undertaking– estimates for model parameters can be improved with parameter
estimation, leading to grey-box models.
In industrial practice, it is not unusual for a model to be developed and improved
by various people over several years, leading to a complex heterogeneous
patchwork of possibly legacy, closed-source, badly documented or non-portable
computer codes. Still, these complex models are valuable assets because they
encode know-how and experience, and are successfully used for simulation and
development of simple control techniques.
While recent standardisation eﬀorts like the model exchange standard FMI and
the equation-based object-oriented modelling standard Modelica alleviate some
of the maintainability concerns, simulation models are generally not usable
for advanced control techniques that promise better closed-loop performance.
For these techniques, we need low-dimensionality (say up to 100 states)
and diﬀerentiability; look-up tables, switch statements, embedded numerical
processes, etc. are problematic. Rather than being a matter of plug-and-play,
some modelling eﬀort and model insight is deemed a necessary condition for
the successful application of optimal control. Of course, existing simulation
models are still valuable to validate optimisation-ready models. In the course of
this text, optimisation-ready models will be assumed available or created from
ﬁrst-principles.
Our interest goes to dynamic systems, and hence to models that predict their
behaviour, using a strictly Newtonian notion of time. In discrete time, a model
can be written as a mapping from a joint mathematical structure of states
and controls at one point in time to the state at the next point in time. This
mapping can be written as a recurrence equation:
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xk+1 = f(xk, uk). k ∈ N. (2.1)




(t) = f(x(t), u(t)).
In control engineering practice, the mathematical structure of choice for states
and controls is simply a vector space, usually over the ﬁeld of the real numbers:
x ∈ Rn, u ∈ Rm and f a vector-valued function with range Rn. Mundane as
though this choice may seem to the abstract mathematician, the choice has
proven to be very powerful and convenient, not least because it is very intuitive
and maps well onto the architecture of today’s computers – except that the real
domain is approximated by a ﬁnely-sampled grid of rational numbers using the
ﬂoating point method – and onto matrix-algebra oriented computational software
such as Matlab. On the other hand, many engineers may not even realise that a
choice is involved at all and that some practical problems they experience may
stem from the structure of their system failing to be diﬀeomorphic to a vector
space (Lewis 2007). For example, rigid-body orientation is better represented
by the SO(3) Lie group, eliminating singularities of Euler angles. For more
details, we refer to the textbooks of Hamermesh 1989 and Holm 2008. The
next best thing to using the appropriate mathematical structure is to impose
algebraic relations between some elements of Rn, while inﬂating the dimension
of the state space: a non-minimal coordinates approach.
Such type of modelling leads to diﬀerential algebraic equations (DAE), which
in semi-explicit form are written as:
dx
dt
(t) = f(x(t), u(t), z(t)),
0 = g(x(t), u(t), z(t)),
with z ∈ Rl the algebraic variables or states i.e. variables that have no derivative
in the dynamics function and which can be eliminated, and g a vector-valued
function with range Rl.
Some continuous-time systems, notably mechanical systems, are usually written
in an implicit form:
M(x(t), u(t))x˙ = f(x(t), u(t)),
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with M a sparse invertible matrix. Explicitly inverting this matrix symbolically,
even if computationally tractable, may not be numerically stable and will destroy
its sparsity.
There are dedicated integrators available to work with exploit this particular
structure, but if a speciﬁc integrator oﬀers an interface that can handle only
the semi-explicit form, one might resort to casting this system in that form:
{
x˙ = z
0 =M(x, u)z − f(x, u).
2.1.2 Time-integration
Once a suitable deterministic mathematical model is composed for a dynamic
system, and the system state at the present time is given as well as the control
inputs over time, it is possible to predict its future or retrace the past trajectory
by integration (under conditions that typically hold in engineering practice).
A few of such such initial-value problems have analytic solutions, yet we deal
exclusively with numerical integration here. For convenience of notation,
f(x(t), u(t)) is written as f(t, x(t)) in this section because the presence of
the control u(t) does not change the presented methods.
Forward-Euler integration simply predicts the state after an elapsed time h by
linear extrapolation of the rate of change at the present time:














Clearly, the local prediction error e = x˜(t+ h)− x(t+ h), as seen in the middle
ﬁgure, shrinks when the integration interval h is reduced. Indeed, from a Taylor
argument follows e ∼ O(h2). To accurately integrate the system over a horizon
T , the horizon must be subdivided in a large number of integration intervals of
length Th . The ﬁgure on the right shows a typical relation between the global
integration error E = x˜(T )−x(T ) over such horizon and the size of the intervals
used, in logarithmic scale. The slope reveals that forward-Euler is of order 1 in
the global error.
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To obtain machine accuracy (∼ 1 × 10−16) for the global integration error
with an Euler scheme, the amount of required function evaluations f(t, x) may
be unreasonably high (1016 in the graphic example above), depending on the
time-scales present in the dynamics in comparison with the integration horizon.
Integration schemes of higher order allow one to reach high-accuracy with less
integration intervals, to the expense of an increased per-interval computation
time. We consider the family of Runge-Kutta (RK) schemes, in which the
non-linear right-hand side f is sampled multiple times during one integration
interval:




ki = hf(t+ cih, x(t) +
s∑
i=j
aijkj) i = 1, 2, . . . , s
The coeﬃcients in this scheme can conveniently be arranged in a so-called
Butcher tableau:
c1 a11 a12 . . . a1s






cs as1 as2 . . . ass





0 ≤ c ≤ 1∑s
i=1 bi = 1
When aij = 0 for j ≥ i – no blue entries in the tableau – the scheme is
explicit: one can simply obtain all ki by recursion starting from k1 = hf(t +
c1h, x(t)). For improved stability of the integration method, in particular for
stiﬀ systems, implicit schemes are often used. In that case, the equations
deﬁning k1, . . . , ks constitute a system of non-linear algebraic equations, and
is solved by root-ﬁnding as discussed in Section 2.2. Another advantage of an
implicit scheme is that index-1 DAEs are trivial to treat: the algebraic part of
the DAE is simply added to the system of equations of the scheme.
The combination of dimension s and numerical values for the tableau elements
determines the order of the scheme. A popular choice is the fourth-order explicit
Runge-Kutta scheme, since it is easy to implement and corresponds to the largest
order explicit scheme for which the minimal required dimension s matches the






1 0 0 1
1/6 1/3 1/3 1/6
An important class of implicit RK schemes are the collocation methods. A
collocation method of degree d introduces helper variables ξ0, ξ1, . . . , ξd ∈ Rn at
times hρ0, hρ1, . . . , hρd from the start of the integration interval to parametrise
a polynomial on the interval.
For convenience, let us group these helper variables into a single vector:
z =
 ξ0. . .
ξd

The polynomial Π(ρ; z) : R×R(d+1)n → Rn, ρ 7→ Π(ρ; z) interpolates the points
(ρj , ξj) in an exact way:





To perform integration with this polynomial, we require ﬁrst that the polynomial
evaluated at the start of the integration interval should match the initial
value for that interval, and second that derivatives of the interpolating




∂ρ (ρ1; z)− hf (t+ hρ1,Π(ρ1; z))
. . .
∂Π
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This set of n(d+ 1) nonlinear equations implicitly deﬁnes a solution z∗ for the
helper variables. Lastly, the state at the end of the integration interval can be
obtained as:
x˜(t+ h) = Π(1; z∗).
A collocation method is deﬁned completely by the location of its points
(ρ0, . . . , ρd). Two popular classes exist: Radau (which has ρd = 1) and Legendre.
Both have ρ0 = 0.
By combining two methods of diﬀerent order, an estimate for the integration
error can be obtained. Adaptive step-size solvers use this information online
to adapt h for each integration interval, such that a desired local accuracy
can be guaranteed with a minimum of computation eﬀort. The Sundials suite
(Sundials 2009) is a mature package for eﬃcient adaptive-step size integration,
using multistep methods. In such method, rather than sampling the right-hand
side f multiple times in each integration interval as in RK schemes, samples at
the boundaries of preceding integration intervals are used to construct a higher
order scheme.
For the purpose of this thesis, time-integration is considered a straightforward
task; the used models have no mode changes inside the integration intervals
(though it is still possible to treat modes on a higher level, i.e. multi-stage),
and they exhibit no singularities. Widely diﬀerent time-scales can be avoided
by the use of DAE models or dealt with by the use of oﬀ-the-shelf adaptive
step-size solvers.
2.1.3 Stability
Equilibrium Some autonomous systems x˙ = f(x) have steady-state or
equilibrium solutions, i.e. there exists a state x? such that:
0 = f(x?).
The notion of stability deals with characterising how the system behaves in a
small neighbourhood of state space around the equilibrium. The following is
a summary of standard stability deﬁnitions that can be found in appropriate




Deﬁnition An equilibrium of a system is Lyapunov stable when limiting the
magnitude δ of an initial excursion can be used to conﬁne all future states to
an arbitrarily neighbourhood  of the equilibrium:
∀ > 0 ∃ δ > 0 : [||x(0)− x?|| < δ ⇒ ||x(t)− x?|| <  ∀t ≥ 0] .
A stricter version of stability requires the magnitude of the perturbation to die
out over time:
Deﬁnition An equilibrium of a system is asymptotically stable if and only if it
is Lyapunov stable and there exists a magnitude of excursion that always leads
to asymptotically reaching the equilibrium:
∃ δ > 0 :
[





Lyapunov conceived the mathematical apparatus to study the stability of
systems (Lyapunov 1907). Classically, the construction of a Lyapunov function
V (x) is used to prove stability:
Theorem 2.1.1. An equilibrium of a system is Lyapunov stable in some
neighbourhood if there exists a scalar function V (x) which is positive everywhere
and only zero at x?, and with V˙ (x) = ∂V∂x
dx
dt negative-or-zero everywhere and
zero at x?.
More strongly, asymptotic stability follows when V˙ (x) is negative everywhere
and only zero at x?.
Requiring x? = 0 without loss of generality, V (x) can be taken as a quadratic
in the neighbourhood of the equilibrium:
V (x) = x>Px. P ∈ Sn
Locally, the Taylor expansion f(x) = ∂f∂x (0)x approximates f around x? = 0,
and we can approximate V˙ (x):













The conditions for local Lyapunov stability are satisﬁed when:




(0)P + P ∂f
∂x
(0)  0. negative semideﬁnite (2.3)
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Conditions for local asymptotic stability are obtained from the above by making
the second matrix inequality strict. A suﬃcient condition for this inequality
is that all eigenvalues of ∂f∂x lie strictly in the left half-plane. We refer to
Willems 1972 for proofs and physical interpretation in terms of loss of energy
or dissipativity of systems.
For linear systems, controller design with stability requirements is typically
cast in the form of a semi-deﬁnite program (SDP) with linear matrix inequality
(LMI) constraints (Boyd 1994). By contrast, in this thesis, nonlinear systems
lead to general non-convex nonlinear programs (NLP).
Limit cycles An extension to equilibrium points is the notion of limit cycles,
i.e. closed trajectories in state space with a period T :
x?(t+ T ) = x?(t)
Limit cycles can occur naturally in autonomous systems:
x˙ = f(x),
see example in Figure 2.1, or may occur when an system is forced using a
periodic control input, in general:
x˙ = f(t, x) with f(t, x) = f(t+ T, x).
As before, stability is about behaviour of excursions. The ﬁgure illustrates a
stable attractor: excursions in any direction evolve towards the limit-cycle, and
the mapping of an individual excursion δx(0) on top of x?(0) tends to undergo
a linear transformation in the limit of small excursions:
δx(t) ∼ S(t)δx(0), δx(0)→ 0 (2.4)
with S(t) ≡ ∂x(t)∂x(0) the sensitivity matrix, computable as:
S˙(t) = ∂f
∂x
(t, x(t))S(t). S(0) = In (2.5)
We refer to Appendix A.2 for a derivation.
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Van der Pol phase space
(a) Transient behaviour to reach the limit cycle.










Van der Pol phase space
(b) Limit cycle x?(t) reached.










Van der Pol phase space
(c) Time evolution of large excursions from the
limit cycle










Van der Pol phase space
(d) Time evolution of small excursions from
the limit cycle
Figure 2.1: Stable attractor of the autonomous Van der Pol oscillator.
For the case of linear systems, S(t) is better known as the principal fundamental
matrix solution, and more speciﬁcally for linear time-invariant (LTI) systems, it
is given by the matrix exponential: S(t) = exp(At).
Consider now how the excursion evolves over several periods:
δx(T ) = S(T )δx(0)
δx(2T ) = S(T )2δx(0)
...
It is clear that the eigenvalues of S(T ), also known as the monodromy matrix
M , are critical in deﬁning a notion of stability. For autonomous systems, these
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eigenvalues – also known as Floquet multipliers – must all-but-one be inside the
unit circle to have asymptotic stability of the limit cycle. The exception (an
eigenvalue of 1 + j0) comes from the direction tangent to the trajectory: such
direction amounts to a time-delay and there is no process that could shorten or
lengthen a time-delay when the system has reached the limit cycle in all other
directions.
More formally, the stability of limit cycles is studied by means of a Poincaré
section: a hyperplane cutting through the trajectory in state space and making
an angle with it at the crossing point. The question of n-dimensional continuous-
time limit cycle stability is transformed to the stability of the (n−1)-dimensional
discrete-time system mapping from one crossing point with the hyperplane to
the next crossing after a time T .
The interested reader can ﬁnd more details in textbooks such as Thompson
2002 and literature (Ghaﬀari 2009).
2.2 Non-linear continuous optimisation
A human observer can usually spot the extremum (maximum or minimum) of
a non-linear scalar function by a quick glance at a plot. This is possible if a)
a computer has tabulated the function on a ﬁne mesh and mapped to pixel
positions, and b) the decision variable is of low dimension. Such brute-force
technique is called grid search and could well be automated by a computer
program, given the basic assumption of Lipschitz continuity.
The functions that arise in direct methods for optimal control are large-
dimensional (thousands of decision variables) and expensive to compute
(milliseconds – seconds), such that grid search is out of the question. The
methods presented in this section can be found in classic textbooks (Nocedal
2006).
In general, the nonlinear programs (NLP) of interest can be written as:
minimise
x∈Rn
f(x) Objective function: Rn → R
subject to g(x) = 0, Equality constraints: Rn → Rm
h(x) ≥ 0, Inequality constraints: Rn → Rp
(2.6)
where it should be clear from the context that x, f and g bear totally diﬀerent
meanings than in the previous section and where we make no assumptions on
convexity.
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We wish to exploit the inherent smoothness of these functions by using derivative-
based methods, excluding evolutionary or stochastic algorithms.
On a practical often-overlooked note, it is important for the to-be-discussed
optimisation schemes that decision variables, objective functions and constraints
are all properly scaled, i.e. have numerical values on the order of 1, let’s say
0.01 – 100. Omitting to scale may impact convergence behaviour severely to
the point of no convergence at all. The main reasons behind this are a) the
importance of conditioning of matrices inside the methods and b) algorithms
rely on heuristics involving unscaled norms such as the Euclidean norm.
2.2.1 Newton-type techniques
The Newton-method for root-ﬁnding of a function F (w) = 0 is based on iterative
linear extrapolation using the ﬁrst order Taylor expansion of the function:
Input: Starting value w0,  > 0
Output: w? for which ||F (w?)|| ≤ 
k ← 0 ;
while ||F (wk)|| > 
do
Solve the linear system: F (wk) + ∂F∂w (wk)pk = 0 for pk ;
Perform a step: wk+1 = wk + pk;
k ← k + 1 ;
end
w? ← wk ;
Under technical conditions, local quadratic convergence is achieved. Globalisa-
tion techniques (e.g. line-search) can help to extend the region of convergence.
The Newton-method can be applied to the ﬁrst-order optimality conditions









with λ ∈ Rm the Lagrange multipliers. The solution of the linearised system,


















is used to produce a step pk = [∆xk, λk+1− λk]> in the iteration variable space
w = [x, λ]>. The derivation requires that the constraint Jacobian ∂g∂x is of full
row-rank (LICQ condition).











At a minimiser, this Hessian has positive-or-zero curvature in all directions
compatible with the equality constraints; the reduced Hessian is positive
semideﬁnite: Z>HZ  0 for ∂g∂xZ = 0.
To avoid the computational eﬀort of obtaining the exact Hessian, and to ensure
positive deﬁniteness in all iterates, H is often approximated in the limit by
low-rank updates arising from ﬁrst-order sensitivities such as the BFGS method
(Broyden 1969; Fletcher 1970; Goldfarb 1970; Shanno 1970). This does have
the eﬀect of reducing the convergence rate from quadratic to super-linear.
Sequential quadratic programming The Newton-type scheme above can be
interpreted as a sequential quadratic programming (SQP) method. With an
extension for inequalities (Lagrange multipliers ν ∈ Rp), this method is given
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by:
Input: Starting value x0, λ0, ν0, pr, du > 0
Output: Local minimum x?
k ← 0 ;
while
∥∥∥∥[h−(xk)g(xk)
]∥∥∥∥ > pr or ∥∥∥∂f∂x (xk)− λ>k ∂g∂x − ν>k ∂h∂x∥∥∥ > du
do








k H(xk, λk, νk)pk
subject to g(xk) + ∂g∂x (xk)pk = 0
h(xk) + ∂h∂x (xk)pk ≥ 0
Determine a step length 0 < α ≤ 1 ;
Perform a step:
xk+1 = xk + αpk
λk+1 = (1− α)λk + αλ
νk+1 = (1− α)νk + αν
k ← k + 1 ;
end
x? ← xk ;
with h− the part of the inequality constraints that are violated.

















and is commonly approximated by BFGS-like techniques.
The main challenge in building a performant SQP solver lies in creating
globalisation strategies; i.e. constructing a good merit function for line-search
to choose the step length.
Several large-scale SQP solvers exist as oﬀ-the-shelf libraries. The WORHP
solver (Büskens 2012) supports exact Hessians as well as numerous BFGS-type
approximations. The SNOPT solver (Gill 2005) supports the latter only. Neither
is open-source but free academic licenses are available. In this thesis text we will
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also make use of the open-source SQPMethod solver inside CasADi (Andersson
2012), which is a simple textbook-style SQP implementation.
Popular choices for large-scale sparse QP solvers are the open-source OOQP
package (Gertz 2003), which solves only positive deﬁnite QPs and thus requires
regularisation of an exact Hessian or the use of BFGS, and the commercial
CPLEX package (IBM Corp. 2009), which can ﬁnd a local solution in the
indeﬁnite case.
Interior point methods Very simply put, interior point methods work by




subject to g(x) = 0.
(2.7)
The steepness of the barrier, µ, is gradually adjusted while the method converges.
This constitutes homotopy: a gradual adaption from a simple problem to a
complex problem.
As before, a Newton-type method can be constructed from the KKT conditions
of this problem.
A key diﬃculty with interior-point methods is their inability to hotstart: even
if the solver is initialised at – or very close to – the optimal solution, an
interior-point solver may walk away only to converge again (hopefully!) to the
same point in the end.
On the other hand, these methods can be exceptionally robust in terms of
handling bad initial guesses or ill-posed problems. For the purpose of oﬀ-line
optimal control, they are well-suited. When used in a control setting in which
similar problems are solved successively, SQP methods are a better match (Diehl
2009a).
IPOPT (Wächter 2006b) is a high-quality open-source implementation of an
interior-point method.
Linear algebra considerations At the heart of the discussed Newton-type
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where B is the exact or approximated Lagrange Hessian, augmented with an
extra diagonal term in the case of an interior point method, and A is the
Jacobian of equality and (active) inequality constraints.
The NLP solvers used in this thesis employ a direct LDL> factorisation, an
adaption to Cholesky factorisation (LL>) to treat indeﬁniteness (Gill 1981). A
symbolic factorisation using the sparsity pattern is performed upfront to obtain
the structure of the factors. It is crucial for scalability of the method that a
permutation of K is found that results in minimal ﬁll-in of L.
Finding the permutation that minimises the ﬁll-in of Cholesky factors is NP-hard,
but eﬃcient heuristic ordering methods exist: two widely used methods are
approximate minimum degree ordering (AMD, Amestoy 1996) and the algorithm
of the METIS library (Karypis 1998).
Figure 2.2 shows a stylised version of the constraint Jacobian structure that
will be encountered in the robust optimal control problem formulations of
this thesis. Focusing on the A block, the band-diagonal contribution stems
from the discretisation of the dynamic constraints as in multiple-shooting
or direct-collocation methods, to be discussed in the next section. The dense
column is caused by having time as a decision variable and this variable aﬀecting
all dynamics. The dense rows are caused by elimination of Lyapunov variables
as will be discussed in Chapter 5. The Figure shows how this representative




Figure 2.2: Structure preservation after reordering in Cholesky factorisation of
a typical sparsity pattern.
Many codes for the LDL> factorisation are based on multifrontal algorithms,
an adaption of sparsity-aware Gaussian elimination that can beneﬁt from
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parallelism (Duﬀ 1983). The Harwell Software Library (HSL 2011) maintains a
set of high-performance factorisation methods, notably MA57 and MA97. A
similar option is WSMP from IBM (Gupta 2001). These codes are commercial,
but free for academic use, though redistribution is prohibited. An option in
the public domain is the MUMPS solver (Amestoy 2000). While it is used
extensively in the ﬁeld of ﬁnite-element simulations, for the use in optimisation,
it is by far not on-par with its commercially developed alternatives.
For dense subproblems, the open-source1 LAPACK package is used (Anderson
1999), and matrix-vector operations are written in terms of BLAS routines
(Blackford 2002), for which numerous open-source implementations exist. A
prominent BLAS routine is DGEMM for matrix-matrix products. For this routine,
the triple-nested for loop that deﬁnes the matrix product is re-ordered into
blocks as to exploit the hierarchical memory layout of modern CPUs.
2.2.2 Algorithmic diﬀerentiation
A key point in using derivative-based optimisation is that knowledge of the
gradient is required. The ﬁeld of algorithmic diﬀerentiation (AD) – see e.g.
Bartholomew-Biggs 2000; Griewank 1989 – deals with techniques to eﬃciently
construct sensitivities with high precision.
When the function F (x) : Rn → Rm that needs to be diﬀerentiated is not
of a black-box type, but instead an interpretable algorithm with run-time T ,
algorithmic diﬀerentiation oﬀers a mechanistic way to derive two algorithms
from the original F (x) that accurately evaluate the following sensitivities or
directional derivatives:
Forward sensitivity ADfwdF (x, sfwd) = J(x)sfwd, sfwd ∈ Rn
Adjoint/reverse sensitivity ADadjF (x, sadj) = J>(x)sadj, sadj ∈ Rm,
with J = ∂F∂x : Rn → Rm×n the Jacobian of F and with the run-time of either
of the algorithms ADf a small multiple of T .
Obtaining a Jacobian from sensitivities A straightforward approach to
recover all Jacobian entries is to seed the sensitivity function with columns of
an identity matrix. In this way, the forward and reverse sensitivities correspond
directly to columns and rows of the sought-after Jacobian respectively. For
m n, the obvious choice is to use m adjoint sensitivities, while in the n m
1Note that there exist numerous commercial implementations of LAPACK and BLAS, too.
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case, using n forward sweeps is cheapest. With this strategy, the cost for a total
Jacobian is in the order of min(n,m) · T .
As an example, consider a function with n = 4 inputs and m = 3 outputs. Its
Jacobian can be written with 12 unknowns:
J =
a d g jb e h k
c f i l
 .
Evaluating the forward sensitivity ADfwdF using the ﬁrst column of In as seed
results in a concrete vector of numbers v:
a d g jb e h k











In this way, the values in the ﬁrst column of J are identiﬁed. In total four
forward sensitivity sweeps or – alternatively – three adjoint sensitivity sweeps
are needed to obtain the values of the full Jacobian.
If one knows the sparsity of J beforehand, the number of required sensitivities
can potentially be drastically reduced. For example, when n = m and J is
known to be diagonal, a single sensitivity evaluation with seed [1, 1, . . .]> suﬃces.
More generally, a colouring of the column intersection graph of the sparsity
pattern of J provides a small set of seeds usable to obtain the full Jacobian
(Curtis 1974; Gebremedhin 2005).
Extending the above example, assume now that some entries of J are known to
be structurally zero:
J =
 g jb h
f i
 .
The forward colouring of this structure reveals a set with two sensitivity seed
vectors:















 g jb h
f i

The interpretation of the colouring is simple when inspecting the coloured
Jacobian entries: at most a single entry of each colour may be present in each
row of the Jacobian.
When one evaluates the forward sensitivity ADfwdF using a coloured seed vector,















In this way, the full Jacobian is constructed using only two sensitivity sweeps.
How to obtain sensitivities Consider two independent variables (or inputs
in procedural terminology) x, y and two dependent variables (or outputs) z, w
deﬁned by functions f and g, all possibly vector-valued:
z = f(x, y) w = g(x, y). (2.8)
The forward mode of algorithmic diﬀerentiation expresses how perturbations of










The diﬀerential perturbations x˙ and y˙ are commonly referred to as dot-quantities.
Note how the dot-quantities appear at the right-hand of the partial derivatives;
they are column vectors. This expression is equivalent with the total diﬀerential










The adjoint (or reverse) mode starts from perturbations on the outputs and
traces their origin back to perturbations on the inputs:
x¯ = z¯ ∂f
∂x
(x, y) + w¯ ∂g
∂x
(x, y) y¯ = z¯ ∂f
∂y
(x, y) + w¯ ∂g
∂y
(x, y). (2.11)
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The diﬀerential perturbations z¯ and w¯ are commonly referred to as bar-quantities
or adjoints. Note how the bar-quantities appear at the left-hand of the partial
derivatives; they are row vectors. In general, bar-quantities have a structure
that is the transpose of the structure of their bar-less counterparts. It should
be noted that in CasADi software (Andersson 2012), bar-quantities are deﬁned
as the transpose of the mathematical deﬁnition used in this thesis text, for
eﬃciency reasons.
The mechanistic approach to obtaining sensitivities consists of ﬁrst writing a




x3 ← f1(x1, x2) ;
x4 ← f2(x1, x2, x3) ;
and then applying the above rules on the algorithm:
Forward mode Adjoint mode
Input: x1, x2
Forward seeds: x˙1, x˙2
Output: x3, x4
Forward sensitivities: x˙3, x˙4
x3 ← f1(x1, x2) ;




x4 ← f2(x1, x2, x3) ;
x˙4 ← ∂f2∂x1 x˙1 +
∂f2
∂x2
x˙2 + ∂f2∂x3 x˙3 ;
Input: x1, x2
Adjoint seeds: x¯3, x¯4
Output: x3, x4
Adjoint sensitivities: x¯1, x¯2
x3 ← f1(x1, x2) ;
x4 ← f2(x1, x2, x3) ;
x¯1, x¯2 ← 0 ;
x¯1 ← x¯1 + x¯4 ∂f2∂x1 ;
x¯2 ← x¯2 + x¯4 ∂f2∂x2 ;
x¯3 ← x¯3 + x¯4 ∂f2∂x3 ;
x¯1 ← x¯1 + x¯3 ∂f1∂x1 ;
x¯2 ← x¯2 + x¯3 ∂f1∂x2 ;
For a convenient collection of AD rules for matrix-valued functions, see Giles
2008. Of particular use is the following rule for matrix multiplication:
C ← AB ;
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Forward Adjoint
C˙ ← A˙B +AB˙ ; A¯← BC¯ ;
B¯ ← C¯A ; or
A¯> ← C¯>B> ;
B¯> ← A>C¯> ;
It should be noted that there is a simple connection between AD rules (2.9)
and (2.11) via the multiplication rule. If one has an algorithm for forward AD,
z˙ ← ∂f∂x (x, y)x˙+ ∂f∂y (x, y)y˙;
,
one can apply the adjoint AD rules on top of this algorithm, creating bar-
quantities of dot-quantities. If plain bar-quantities are introduced in the process
to deal with variations of original variables, the result is an adjoint-over-forward
algorithm, providing second order information. However, if the original variables
are taken constant in the process, one obtains:
¯˙x← ¯˙z ∂f∂x (x, y) ;
¯˙y ← ¯˙z ∂f∂y (x, y) ;
,
which is, after dropping the dots, exactly the adjoint AD algorithm shown earlier.
Rather than being a tautological remark, there is a practical consequence to
this connection:
Corollary 2.2.1. An adjoint algorithm can be obtained by operating on a
forward algorithm, as alternative to operating on the original algorithm, if the
original quantities are taken constant. Bar-quantities of dot-quantities must be
simpliﬁed to plain bar-quantities.
This corollary will be used in Section 5.3.
Software There are several software tools available that perform algorithmic
diﬀerentiation. Some packages (e.g. TAPENADE, TAPENADE 2013) focus on
source-code-transformation: they can directly interprete the source-code of a
C/C++/Fortran function, and produce an extended version with seed inputs
and sensitivity outputs. Typically, no adaptions to source-code are needed. A
second-class (e.g. ADOL-C Griewank 1999) works with operator-overloading:
they provide an intelligent wrapper around numerical data-types for which all
mathematical operations are overloaded such that a sequence of operations
is obtained concurrently with numerical evaluation. Minimal adaptions to
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source-code are needed. A third class (e.g. CasADi Andersson 2012) uses a
hybrid: the user constructs a symbolic computational graph by operating on
symbolic data-types that behave like numerical data-types, with source-code
transformation applied in-memory to the constructed graph. Large adaptions
to source-code are needed.
2.3 Optimal control problems
Recall the continuous-time models obtained through modelling (Section 2.1.1):
x˙ = f(x(t), u(t)),
with x ∈ Rn and u ∈ Rm.





0 l(x(t), u(t))dt+ E(x(T )) Objective
subject to x˙ = f(x(t), u(t)), t ∈ [0, T ] Dynamic constraints
0 ≥ h(x(t), u(t)), t ∈ [0, T ] Path constraints
0 ≥ r(x(T ), x(0)). Boundary constraints
In this notation, x(•) and u(•) corresponds to the entire state/control trajectory
on t ∈ [0, T ]. The optimisation problem is inﬁnite-dimensional at this point
since, in the mathematical sense, the value of time can take any real value
between 0 and T . Further, l(x, u) is a Lagrange term integrand, and E a Mayer
term. The formulation is also trivial to extend to DAE systems.
The notation for path (h ∈ Rq) and boundary (r ∈ Rb) constraints is not limited
to inequalities; it should be imagined that r can contain opposing entries to








This is only to allow more compact canonical notation; doing this in practice
with solvers is not a good idea, due to the fact that the opposing inequalities
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violate the so called linear independence constraint qualiﬁcation (LICQ). Instead,
one needs to impose them directly as equalities.
We will further omit t ∈ [0, T ] from the notation.
To make the discussion concrete, consider an optimal control problem for






p2 + q2 + u2
]
dt
s.t. p˙ = (1− q2)p− q + u
q˙ = p
−1 ≤ u(t) ≤ 1
p(0) = 0,

















with T = 10 and the solution shown on the right.
While indirect methods to solve OCPs are more valuable to gain insights (e.g. for
a linear quadratic regulator, LQR), this thesis is devoted to the direct approach
for solving optimal control problems (ﬁrst discretise then optimise), since it is
more practical and ﬂexible.
To make the presentation of the direct approach clearer, ﬁrst get rid of the
Lagrange term by augmenting the state space with a cost state:
c˙ = l(x(t), u(t)).
An initial constraint c(0) = 0 and replacing the Lagrange term by the Mayer
term c(T ) completes the transformation.
The basic idea of a direct methods is simply to parametrise the state/control
trajectory by a ﬁnite number of unknowns, such that an NLP of ﬁnite dimensions
is obtained. More speciﬁcally, the following recipe is often followed:
• Introduce a time-grid 0 = t0 ≤ t1 ≤ . . . ≤ tN = T
• Consider N values of controls uk that are held constant on each control
interval [tk, tk+1[.
• Consider N + 1 values of state xk for each tk.
• Use an integrator block Φ to relate xk to xk+1, given uk.
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• Enforce path constraints only at each tk.
The illustration of Figure 2.3a is good to have in mind when following this
recipe. Figure 2.3b shows it when applied to a concrete example.
time
T:   horizon/period
ΔT = T/N:   control interval
h:   integration interval
(a) Time scales in an optimal control problem,
for a direct method an uniform time-grid

















(b) Van der Pol example solved by a direct
method, N = 20
Figure 2.3: Direct methods
2.3.1 Single-shooting




s.t. 0 ≥ h(xk, uk), k = 0, 1, . . . , N − 1
0 ≥ r(xN , x0),
with u• the discrete control trajectory u0, u1, . . . , uN−1 and x1, x2, . . . xN
obtained by integrating:
x1 ← Φ(f ;x0, u0) ;
x2 ← Φ(f ;x1, u1) ;
...
xN ← Φ(f ;xN−1, uN−1) ;
The objective Hessian of this formulation, and the Lagrange Hessian as a
consequence, is in general dense: the Mayer term E(xN ) can depend on the
initial value x0 and on the entire control trajectory.
240 NONLINEAR OPTIMAL CONTROL
2.3.2 Multiple-shooting
The distinction between single-shooting and multiple-shooting (Bock 1984) is




s.t. xk+1 = Φ(f ;xk, uk) , k = 0, 1, . . . , N˜ Coupling constraints
0 ≤ h(xk, uk), k = 0, 1, . . . , N˜
0 ≤ r(xN , x0),
The dimension of state space n is often much larger than that of control space
m. Therefore, the NLP resulting from multiple-shooting is typically much larger
than that of single-shooting.
Still, multiple-shooting can be superior in the following ways:
• The state trajectory can be fully initialised. Because of non-convexity,
this can make a big diﬀerence.
• The integrator can start from a meaningful initial value at the start of
each control interval, and hence explosion of unstable systems is averted.
• The problem is less non-linear because the non-linearity is spread out over
the coupling constraints (Albersmeyer 2010).
• The integration can happen in parallel for each control interval.
• The method scales better with long horizons N .
The constraint Jacobian of the multiple-shooting formulation is large but sparse
(block-diagonal with N blocks). The QP subproblems for an SQP method can be
treated by generic sparse solvers as highlighted before, by special block-diagonal
codes (qpDUNES, qpDUNES Website 2009 – Forces, Domahidi 2012), or by
dense QP solvers (qpOASES, Ferreau 2009) after condensing (Bock 1984).
One interpretation of multiple-shooting is considering it as single-shooting with
the intermediate expressions for x1, x2, . . . , xN lifted (Albersmeyer 2010). A
lifting transformation does not alter the solution, but may hugely impact the way
how a scheme convergences towards that solution. Furthermore, the condensing
of QP subproblems allows for an SQP method to get the convergence behaviour
of the full (lifted) space while operating on the reduced space. A caveat is that
the condensing transformation is unfavourable since it has run-time complexity
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O(N2) (Andersson 2013), which is similar to that of constructing the Lagrange
Hessian for the single-shooting problem.
2.3.3 Direct collocation
When a collocation integrator of degree d is used and its helper expressions
lifted, one obtains a direct collocation method. To resolve the systems dynamics
accurately, a larger number of intervals typically needs to be introduced into
the NLP compared to shooting methods.
One beneﬁt of a direct collocation method is that time integration is not resolved
up to high-accuracy in each NLP step, but rather converged to, together with
the optimality conditions. This can reduce the total computation time spent in
integrating.
A downside is that blocks with a shape n(d+1)-by-n(d+1) appear on the diagonal
of the constraint Jacobian as opposed to n-by-n blocks for multiple-shooting
which also might be less in number. However, this is less of a problem then
might be suspected: while the multiple-shooting blocks ∂Φ∂x are typically dense,
the blocks for collocation inherit much of the sparsity that was present in the
dynamic system model.
2.3.4 Software
Software packages that provide a ready-to-use multiple-shooting solver include
the closed-source MUSCOD-II (Leineweber 2003), open-source ACADO
(ACADO Toolkit 2009–2013), which specialises in fast model predictive control
(MPC), and the open-source JModelica (JModelica.org n.d.), which was extended
with direct collocation, too (Magnusson 2012). Since the heart of this thesis
lies in formulations and algorithms that go beyond the standard form, the
tool CasADi (Andersson 2012) was chosen; rather than providing a ready-to-
use optimal control framework, it helps in creating one from scratch using
mathematical building blocks. An extensive discussion of the tool is reserved to
Chapter 6.
Conclusion
This chapter introduced the terminology needed to discuss optimal control
problem formulations and solution methods. There are no new results in this
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chapter.
For handling stiﬀ DAE systems, the implicit collocation integration scheme has
been introduced in Section 2.1.2. This integrator, when used in a direct method
to solve an OCP and its helper variables are lifted, leads to a direct collocation
scheme in Section 2.3.3. The study of stability for steady-state equilibria in
Section 2.1.3 led to the criteria of Equation (2.3) that resemble the algebraic
Lyapunov equation AP + PA> = Q. The connection with the Lyapunov
diﬀerential equations will be made clear in the next chapter. For limit-cycles,
Floquet multipliers were put forward to quantify stability in Section 2.1.3.
The chapter further explained in Section 2.2.2 algorithmic diﬀerentiation as an
eﬃcient means to compute the gradients required for optimisation techniques
of Section 2.2.1.
A decision was made not to use ready-to-use optimal control tools, but rather
to use and extend a framework to facilitate the creation of new formulations,
CasADi, which will be treated in Chapter 6.
Chapter 3
Systems with uncertainties
and the Lyapunov Framework
The previous chapter introduced optimal control problems in a deterministic
setting. For the remainder of this thesis, only periodic OCPs are considered.
More speciﬁcally, we study the small-signal behaviour of systems on limit cycles
resulting from nonlinear periodic OCP formulations.
This chapter shows how stochastic disturbances in periodic OCPs can be
addressed by the Lyapunov framework. In the presence of white-noise Gaussian
disturbances, it can guarantee that path constraints are almost certainly met,
using an arbitrary degree of conﬁdence, in the assumption that the linearisation
around the limit cycle is adequate.
With the notion of stability intimately connected to perturbations of initial-
conditions, the framework also allows for stability optimisation. In particular,
open-loop stability can optimised for.
This chapter starts with the notion of state-covariance and its propagation
along a nominal trajectory in Section 3.1. Using this notion, the Lyapunov
framework, as developed by Houska 2007, is outlined in section 3.2. A ﬁnal
Section 3.3 highlights the treatment of systems with invariants, presenting both
an existing and a novel technique.
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3.1 Propagation of covariance
3.1.1 Some notes on covariance
Standard deviation σ and variance σ2 are familiar concepts in one dimensional
statistics. The multi-variate extension is straightforward. For a random variable
vector x ∈ Rn and with E (•) the expected-value operator, the covariance
matrix1 is deﬁned as:
Σx ≡ Cov (x, x) , E
(
(x− x¯)(x− x¯)>) = E (xx>)− x¯x¯>, (3.1)
with x¯ ≡ E (x).
A covariance matrix Σx ∈ Sn is positive-semideﬁnite and symmetric by
deﬁnition.
Linearised mapping Consider the nonlinear mapping g(x) : Rn → Rm.








(x¯), x→ x¯ (3.2)
The proof follows from a Taylor expansion of g(x), the covariance deﬁnition
and the knowledge that E(•) is a linear operator.
Geometrical interpretation A covariance matrix Σ deﬁnes a tolerance ellipsoid
in n-dimensional space. Its sσ boundary is given by the set:
{
xs ∈ Rn|x>s Σ−1xs = s2
}
. (3.3)
The eigenvectors of Σ correspond to the principal axes of the s = 1 ellipsoid
and the eigenvalues of Σ are the squares of the semi-axes.
This implicit deﬁnition does not lend itself well to plotting. For that purpose,
one can transform the points xu on a unit-hypersphere
{
xu ∈ Rn|x>u xu = 1
}
,
which one can easily write a parametrisation for, into points on the sσ ellipsoid
boundary with the following mapping:
1Variance, cross-covariance and variance-covariance matrix are alternative names in use
for the same concept.
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xs = sWxu, (3.4)
where W is not unique but deﬁned by a decomposition:
Σ =WW>. (3.5)
The proof follows from substituting the mapping and decomposition into
Equation (3.3), and using the identity (AB)−1 = B−1A−1 for invertible matrices.
One can make W unique by requiring symmetry and positive-deﬁniteness, as in
the following example. This choice amounts to the square root of the matrix Σ.
An alternative choice would be to use a Cholesky factorisation of Σ: requiring
triangularity and a positive diagonal.


























] [ 0.924 −0.383
0.383 0.924
]> = [4.42235 0.665440.66544 3.09147
]
.
Suppose we only wish to consider a scalar subspace xˆ = v>x with v ∈ Rn.
Using Rule (3.2), we ﬁnd that Σv>x = v>Σxv. For projections orthogonal to
the coordinate axes, Σxˆ is formed by the element of Σx whose row and column
corresponds to the axis on which we are projecting. In Figure 3.1, the result is






As the ﬁgure shows for a 1σ bound projected on the axes, we have the following
proposition:
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Figure 3.1: Illustration of a covariance ellipsoid. The set bounded by the
1σ-boundary is pictured solid green. The dots are random realisations of a
variable with the given covariance.
Proposition 3.1.1. The one-dimensional sσ bound of the projection of a
covariance matrix is identical to that found by projecting the full-dimensional
sσ bound.
A proof is given in Appendix A.1.
Volume of the uncertainty ellipsoid The fraction of randomly sampled points
that lies within the sσ ellipsoid depends on the dimension n through the








(Available in common scientiﬁc toolsets2) (3.6)
For the 1-dimensional case, we have the familiar values 68, 95, 99.7% for s = 1,2
and 3 respectively. For increasing dimensions n, the fractions shrink fast. For
n = 10, s = 1, for example, the fraction is a mere 0.017%. When considering
the projection into a 1D subspace, we still obtain the 68% fraction of course.
2Python: scipy.stats.chi2.cdf(s**2,n) Matlab: chi2cdf(sˆ2,n) , Mathematica:
GammaRegularized[n/2,0,sˆ2/2]
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3.1.2 Discrete and continuous propagation
This section introduces state-covariance and derives the rules for its propagation
through a nonlinear system. The approach taken is similar to that of the
extended Kalman ﬁlter (EKF, Julier 1995; Julier 2004): the propagation rules
are deﬁned in terms of a ﬁrst-order approximation (linear) of the system. This
leads to the well-known continuous Lyapunov diﬀerential equations:
P˙ (t) = A(t)P (t) + P (t)A(t)> +Q(t), (3.7)
with P,Q ∈ Sn and A ∈ Rn. The interpretation of the matrices in this formula
will follow in the remainder of this section. We refer to the textbook Gajić 1995
for properties of the Lyapunov matrix equations.
An alternative approach would be to consider full nonlinear propagation of a
selected set of disturbed initial conditions, and deﬁning covariance in terms of
the resulting simulated perturbed states. This approach is similar to the idea
of the unscented Kalman ﬁlter (UKF, Romanenko 2004).
It should be noted that for both approaches, propagation rules may be written
in terms of a factorisation Σ = LL> of the covariance (van der Merwe 2001).
Propagation of initial-state excursion As in Section 2.1.3, we consider an
excursion δx(0) on a nominal initial value x?(0). Recall that a deterministic
excursion evolves as:
δx(t) ∼ S(t)δx(0), δx(0)→ 0 (3.8)
with S(t) ≡ ∂x(t)∂x(0) the sensitivity matrix, computable as
S˙(t) = ∂f
∂x
S(t), S(0) = In. (3.9)
Rather than tracing out how one particular disturbance propagates through
the system dynamics linearised along a trajectory, let us inspect how statistical
properties of a stochastic perturbation propagate. When considering zero
mean Gaussian distributions, this question leads to the Lyapunov diﬀerential
equations.
The propagation rule of Equation (3.2) applied to the excursion propagation
of Equation (3.8) delivers a simple rule for propagation of covariance through
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linearised system dynamics:
Σδx(t) = SΣδx(0)S>. (3.10)
Combining the above equation, its time derivative and Equation (3.9) for the









Identifying the state-covariance Σδx(t) with the Lyapunov matrix P , and the
linearised system dynamics ∂f∂x with A, one obtains:
P˙ (t) = A(t)P (t) + P (t)A(t)>. (3.12)
There is only one term missing to obtain the Lyapunov equations.
Continuous injection of disturbance Consider an integrator that maps from
initial state x0 and constant stochastic disturbance w to a ﬁnal state a time
∆T later:
xf = Φ(∆T ;x0, w). (3.13)















The required sensitivities can be deﬁned by matrix diﬀerential equations:
∂Φ
∂x
≡ Sx S˙x = ASx Sx(0) = I
∂Φ
∂w
≡ Sw S˙w = ASw + C Sw(0) = 0,
with A = ∂f∂x and C =
∂f
∂w . In the limit of small ∆T , these matrices are constant
and hence:
Sx ∼ exp(A∆T ) = I +A∆T +O(∆T 2)
Sw ∼ exp(A∆T )
∫ ∆T
0
exp(−At)Cdt = C∆T +O(∆T 2)
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AΣx0∆T +Σx0A>∆T + CΣwC>∆T 2 +O(∆T 2)
∆T
The ∆T 2 factor of the term CΣwC> is important. If the noise input Σw is to
have any eﬀect in a continuous setting, it needs a dimension of time:








Summary For the nonlinear system x˙ = f(t, x, u, w), regard its linearisation
along a nominal trajectory x?(t), u?(t) as a linear time-varying system:
dδx
dt
(t) = A(t)δx(t) + C(t)w(t), (3.15)
with δx(t) = x(t)− x?(t) and:
A(t) = ∂f
∂x
(t, x?(t), u?(t), 0),
C(t) = ∂f
∂w
(t, x?(t), u?(t), 0).
The discrete-time equivalent makes use of an integrator, and assumes constant
control eﬀort and disturbance:









(f ; tk, x?k, u?k, 0).
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For P the state-covariance, the propagation rules are summarised in Table 3.1.
For the remainder of this thesis, it should be clear from the context whether the
continuous or discrete variant is used, and tilde-notation is reserved for other
concepts.
3.1.3 Numerical example
A simple numerical demonstration of covariance propagation is given in this
section. The studied system has two states x [m] and y [m/s]:
x˙ = y k = 0.3N/m
my˙ = −cy − kx+ u+ w, c = 0.1N · s/m m = 1 kg
and is controlled by:
u?(t) = sin(5t). [N]
The covariance of input noise is given as:
Σ′w = 1× 10−4N2s.
The nominal trajectory x?(t) shown in Figure 3.2a, is obtained through
simulation with the above control action, with w ≡ 0 and with initial values
(x = 1m, y = 0m/s).
For a perturbed simulation, an equidistant time-grid is created running from
0 s to 80 s with spacing ∆T = 20 × 10−3 s. On each interval k, the system is
integrated using a constant disturbance wk, randomly sampled from a Gaussian
distribution with covariance:
Σw = Σ′w/∆T = 5× 10−3N2.
Continuous Discrete
P˙ (t) = A(t)P (t) + P (t)A(t)> +Q(t) Pk+1 = A˜kPkA˜>k + Q˜k
Q(t) = C(t)Σ′wC(t)> Q˜k = C˜kΣwC˜>k
Table 3.1: Propagation rules for state-covariance P
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Figure 3.2b shows a few of these perturbed simulations.
The bottom row of Figure 3.2 shows for each sampling time an estimate of the
standard deviation s for each state, estimated from a number Nr of perturbed








. withχ2 : chi-squared distribution 3
The crucial point of this example is that the square-roots of the diagonal entries
of the state-covariance P , as calculated by the continuous Lyapunov diﬀerential
equations integrated from P (0) = 0, form a good prediction for the estimated
standard deviations. As expected, the agreement becomes better as the number
of perturbed simulations is increased.
3Python: scipy.stats.chi2.ppf(1− α,Nr − 1)
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1.5 x [m] y [m/s]
(a) Nominal system








0.3 x [m] y [m/s]
(b) Nominal system overlaid with 10 per-
turbed simulations (zoom)
















(c) Standard deviation for 40 simulations

















(d) Standard deviation for 160 simulations
Figure 3.2: Results of a numerical covariance-propagation experiment
3.2 Outline of the Lyapunov framework
The Lyapunov framework we refer to is about inserting the Lyapunov diﬀerential
equations into a periodic optimal control, and using the resulting P (t) to
robustify path constraints 0 ≥ h(x(t), u(t)) ∈ Rp and as part of the objective





J(x(•), u(•), P (•)) Objective
s.t. x˙(t) = f(x(t), u(t)) System dyn.
x(0) = x(T ) Periodic state
P˙ (t) = A(t)P (t) + P (t)AT (t)+Q(t) Cov. propagation
P (0) = P (T ) Periodic cov.
P (0)  0 Pos. def.
0 ≥ hi(x(t), u(t)) + γ
tuning knob

√√√√√∂hi∂x P (t)∂hi∂x T︸ ︷︷ ︸
variance of hi(x)
, i = 1, . . . , p Path constr.
safety margin
where we remind the reader that the restriction t ∈ [0, T ] is omitted from the
notation for brevity.
This canonical formulation, as proposed in Houska 2007, will be explained in
this section in several parts.
An important aspect of the formulation is the periodicity constraint of P (t).
As explained in subsection 3.2.1, the periodic Lyapunov diﬀerential equations
(PLDE) have a unique solution for a stable limit cycle of the nominal system
dynamics f .
In the last constraint of the formulation, the Lyapunov matrix P (t) is used to
automatically construct as safety-margin on top of the nominal path constraints.
Subsection 3.2.2 elaborates on this aspect of robustifying path constraints.
The Lyapunov matrix P (t) can also appear in the objective of the formulation.
Subsection 3.2.3 shows how this can be used for stability optimisation of limit
cycles.
3.2.1 Periodic Lyapunov diﬀerential equation
Intuitive view For a periodic linear system, if the disturbance term Q(t) is a
cyclostationary process with the same period as the limit-cycle, the periodic
Lyapunov diﬀerential equations (PLDE):
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{
P˙ (t) = A(t)P (t) + P (t)A(t)> +Q(t) t ∈ [0, T ]
P (0) = P (T ),
(3.18)
admits a unique periodic positive deﬁnite solution P ?(t) = P ?(t + T ) if and
only if the limit cycle is stable.
The interpretation is that a dynamic equilibrium is found between noise input
and dissipation through the system dynamics linearised along the limit-cycle:
P˙ (t)︸︷︷︸
accumulation





The solution P (t) forms a continuum of state-covariance ellipsoids along the
limit cycle trajectory, tracing out a tube of uncertainty.
The more the limit-cycle is ﬂirting with the boundary of stability or the more
noise is injected, the bigger the resulting tube size will be. The trace is a
simple metric for the size of the uncertainty ellipsoid P (t): being invariant
under orthogonal transformations, it equals the sum of the squared lengths of
all semi-axes.
Rigorous view Regard the linear time-varying system with noise w:
dx
dt
(t) = A(t)x(t) + C(t)w(t), (3.20)




= A(t)G(t, τ), G(τ, τ) = I. (3.21)
An extensive discussion of existence and uniqueness for solutions of the periodic
Lyapunov equations, including the indeﬁnite cases, can be found in Bolzern
1988. Here, we focus on the positive deﬁnite case, with the Lyapunov lemma
(Bolzern 1988):
Lemma 3.2.1. The periodic Lyapunov diﬀerential equations admit a unique
periodic solution P (t)  0 if and only if the monodromy matrix G(T, 0) is
asymptotically stable and the reachability Grammian R(T ) is positive deﬁnite:









G(t, τ)C(τ) τ ≤ t
0. otherwise
(3.23)
The reachability criterion can always be satisﬁed by adding some regularisation
to the DPLE: adding a small positive multiple of the unit matrix to the input
term Q(t) (Houska 2007).





which can be proven to be identical to the state-covariance under white Gaussian
noise disturbance, by Itô calculus (Chung 1990; Houska 2007). Coloured noise
can be treated by adding a noise model to the nominal system.
The solution of DPLE has an alternative interpretation when considering not









In this interpretation, the scaling factor γ gives the worst-case system state in
any direction:





For the nonlinear system x˙ = f(t, x, u, w), we regard its linearisation along the
limit-cycle x?(t), u?(t) as a linear time-varying system:
dδx
dt




(t, x?(t), u?(t), 0),
C(t) = ∂f
∂w
(t, x?(t), u?(t), 0).
The above interpretation of state-covariance and worst-case bound still stands,
but is now approximate.
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3.2.2 Robustiﬁcation of bounds
The notion of state-covariance can be used to robustify constraints in state
space, described by hi(x) ≤ 0 with hi a scalar entry of the path constraints
0 ≥ h. For more compact notation, assume h is already scalar.
To settle the mind, one should imagine h as being a geometric constraint,
but this is no restriction. Other possibilities, such as a constraint on energy
expenditure could be imagined. Furthermore, the constraint that is robustiﬁed
may originate from an NLP reformulation that casts the objective function in
the form of a constraint.










It follows that, within linear approximation, the constraint h(x) ≤ 0 can be










with 1− C(γ) = p, using C here to denote the cumulative distribution function
for a Gaussian distribution. This robustiﬁed path constraint may also be called








term in blue, formed by projecting the ellipsoid in parallel
with the linearised constraint onto the line perpendicular to the constraint. The
test point in the ﬁgure would satisfy Equation (3.29) with γ = 1, but not with
γ = 2.
3.2.3 Stability optimisation
Recall from Section 2.1.3 that the spectral radius of the monodromy matrix M
provides a metric for stability. There are two drawbacks to this metric.
First, the spectral radius metric includes solely information about the system
dynamics, and does not consider the system’s susceptance to noise nor the
quality of the noise. Both missing notions are critical in studying the asymptotic
behaviour of a disturbed system. The spectral radius is still useful as a binary
criterion: ρ(M) < 1 is a prerequisite to have any asymptotically stable behaviour
at all. Yet in order to talk about relative stability, stability margin and







no disturbances are present)
test point
Figure 3.3: Depiction of a bound 0 ≥ h(x) in state space, a 1-σ covariance
ellipsoid and its projection towards the bound.
asymptotic behaviour, the Lyapunov matrix size tr(P ) is a more valuable
metric.
Second, the spectral radius is not diﬀerentiable, and hence diﬃcult to use in
the context of optimal control and derivative-based optimisation. On the other
hand, with P being a decision variable, the Lyapunov stability metric tr(P ) is
trivially diﬀerentiable. The connection with the spectral radius is made in the
form of the smoothed spectral abscissa (Diehl 2009b; Vanbiervliet 2009).
Using the Lyapunov formulation of Equation (3.17), a state and control
trajectory can be optimised for open-loop stability by having the Lyapunov
matrix appear in the objective functions:
J(x(•), u(•), P (•)) = any of

tr(P (0))∫ T




3.3 Treatment of invariants
Conservation laws form the cornerstone of classical mechanics.
For conservative systems, energy and (angular) momentum are integrals of
motions that constrain a system to evolve on a certain manifold in state space.
Noether showed how these conserved quantities are connected to symmetry
of space-time (Noether 1918). The Lagrange mechanics framework uses these
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conserved quantities to derive the equations of motion, hence the system
dynamics implicitly contains these invariants, i.e. functions of state that are





with C : Rn → Rq.
In practice, using a conservative system in an optimal control setting destroys
the integrals of motions: the action of control is a means for the system to
dissipate or gain energy or (angular) momentum.
The invariants that may occur in dynamic systems usually have another source:
they come from modelling in non-minimal coordinates. Violation of such an
invariant would correspond to an impossible conﬁguration; a point outside of
the conﬁguration manifold of state space. In formulating a problem with a free
state variable, it is important to constrain the variable to lie on the manifold
at some point of the trajectory. The dynamics will ensure it stays on it for all
times.
However, there is something problematic about posing a boundary problem in
addition to an invariance constraint:
x˙(t) = f(x(t))
x(0) = x(T )
C(x(0)) = 0.
Even if this problem has a theoretical solution, a numerical technique based on
root-ﬁnding with an integrator Φ:
F (w) =
[




will struggle to ﬁnd that solution for two reasons:
• Numerical integration only approximately conserves the invariants; the
equalities cannot be met exactly.
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• The system is overdetermined.
Concerning the ﬁrst problem, there exist symplectic integrators that do conserve
invariants up to machine precision regardless of integration accuracy, but such
integrators are very much problem-speciﬁc, and thus conﬂicting with a desire
to use an oﬀ-the-shelf integrator to solve every conceivable problem.
Concerning the second problem, in an optimal control setting this is equivalent
to having linearly dependent in rows of the constraint Jacobian, a violation of
the LICQ conditions that are essential in convergence proves for classical NLP
solvers. In practice, this results in iterations with non-converging infeasibility
of optimality conditions. NLP solvers have been proposed that can treat LICQ
violations (Gill 2013), but again, it is much more convenient to be able to use
mature oﬀ-the-shelf NLP solvers.
It is still possible to use standard integrators and NLP solvers if enough care is
taken. One option is to do a change of coordinates, another to just leave out
some of the redundant boundary conditions. These suggestions are add-hoc
and require much insight into the system model to be successfully applied. The
treatments provided in this section, on the contrary, require only knowledge of
the constraint Jacobian and are generic.
Subsection 3.3.1 of this chapter shows a treatment from the literature, using
projection of constraints. Subsection 3.3.2 proposes a method to propagate
covariance directly in a reduced space, with an accompanying numerical example
in Subsection 3.3.3.
3.3.1 Projection of constraints
Two diﬀerent techniques are proposed in Sternberg 2012a to handle invariants
C : Rn → Rq, with q < n. This subsection merely presents these known results
to prepare for the contribution in the next subsection.
The ingredients for the treatment are the following:
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Description Deﬁnition Size
J Invariant Jacobian J = ∂C∂x Rq×n
Z Compliant subspace
{
JZ = 0n×(n−q) Nullspace
Z>Z = In−q Orthon.
Rn×(n−q)
Note: not unique, ZZ> 6= I
J† Pseudo-inverse J† = J>(JJ>)−1 Rn×q
Note: JJ† = I, J†J 6= I
V Symmetric projector V = I − J†J Rn×n
Note: V = V >
In what follows, J is assumed to be of full row rank.
These objects have a simple geometrical interpretation. Due to invariants
C : Rn → Rq, candidate points in state space loose q degrees of freedom: they
are constrained to move on a (n− q) - dimensional manifold.
The Jacobian of the invariants provides a non-orthogonal basis for the forbidden
directions. The compliant subspace provides an orthonormal basis for the
allowed directions.
Optimal control problems Consider the following periodic optimal control
problem with problematic constraints:
minimise
x(•),u(•),T
J(x(•), u(•), T )
subject to x˙ = f(x(t), u(t)), t ∈ [0, T ] Dynamic constraints
0 ≥ h(x(t), u(t)), t ∈ [0, T ] Path constraints
0 = x(0)− x(T ),
0 = C(x(T )).
The idea is to replace the last two constraints according to either of these
methods (Sternberg 2012a):
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Projection method Null-space method
0 = x(0)− x(T )− J†C(x(T ))
(3.31)
{
Z>(x(T )) [x(0)− x(T )]
0 = C(x(T ))
(3.32)
Invariants give rise to eigenvalues 1 in the monodromy matrix M . These can
be projected away as:
M˜ = ZMZ>. ∈ R(n−q)×(n−q) (3.33)
Robust optimal control problems There is no uncertainty associated with the
directions violating the invariants since such violations cannot occur. Therefore,
with P the covariance matrix we have:
0 ≡ ΣC(x) = JPJ> ∈ Sq (3.34)
Hence, the invariants cause eigenvalues 0 in the covariance matrix. The columns
of J> form a basis of the subspace for which P is identically zero.
The subspace of P that allows for uncertainty is given by the complement of
J>: Z. Asymptotic stability of a limit-cycle hence requires:
Z>PZ ∈ S(n−q)  0. (3.35)
The parts of P that relate the subspaces J> and Z must be zero as well, since
any principal submatrix of a positive-semideﬁnite (PSD) matrix is PSD and
hence must have a nonnegative determinant; see e.g. Horn 1986.
If invariants are present in the system dynamics f , the covariance periodicity
constraint P (0) = P (T ) of the canonical Lyapunov Formulation (3.17) may be
replaced by one of the following to avoid violating LICQ conditions (Sternberg
2012a):
Projection method Null-space method
P (0)−V P (T )V > = 0 (3.36)
 Z
> [P (0)− P (T )]Z Z>P (0)J>
JP (0)Z JP (0)J>
 = 0
(3.37)
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Practical formulations The projection method lends itself well to ﬁt into the
embedded discrete periodic Lyapunov form, which will be discussed in Chapter 5.
One simply applies a transformation to the system dynamics and noise input
matrices at the end of the period:
A¯N−1 = V AN−1
Q¯N−1 = V QN−1V >.
Since J† is continuous and diﬀerentiable when J is of full row-rank (Golub 1973),
there are no particular diﬃculties associated with this formulation. Indeed,
more generally, Wedin 1973 showed that the pseudo-inverse is diﬀerentiable on
any constant-rank topological space.
A classical way to obtain a null-space basis Z is by using Householder reﬂections,
as appear in a QR decomposition. Such algorithm contains if-statements and
hence yield a basis that is not diﬀerentiable. Doležal 1964 showed that a
basis exists that is diﬀerentiable provided that the rank of J remains constant.
Techniques have been proposed to construct null-space bases that are locally
smooth (Coleman 1984; Gill 1985), yet a universally smooth null-space basis
cannot be constructed in general (Byrd 1986).
The quantities Z and J† can be implicitly deﬁned by adding their deﬁning
equations as part of the NLP. This approach entails the expense of extra decision
variables, but comes with a guarantee of smoothness and avoids the need for
embedded algorithms.
3.3.2 Covariance propagation on reduced space
Since the algorithms for embedded Lyapunov scale with O(n6) or O(n3), there
is a big incentive to explore covariance propagation on a reduced covariance
space, borrowing an idea from the area of extended Kalman ﬁlter research
(Bonnabel 2009).
The following lemma shows the conversion between full space and reduced space.
Lemma 3.3.1. The reduced covariance space Pˆ is obtained by transforming
the full space P with the compliant subspace matrix Z. Conversely, the original
full space P can be obtained by transforming with Z>:








⇒ P = ZPˆZ>
Proof. Multiplying the deduced statement from the left with a full-rank matrix F





























All statements are trivially proven using the premises of the lemma.
Continuous time We start with the deﬁnition of the Lyapunov diﬀerential
equations:
P˙ = AP + PA> + CΣ′wC>
Multiply from the left and right to obtain:
Z>P˙Z = Z>APZ + Z>PA>Z + Z>CΣ′wC>Z.






Discrete time We start with the deﬁnition of the discrete Lyapunov equations:
P+ = APA> + CΣwC>
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Multiply from the left and right to obtain:
Z>+P+Z+ = Z>+APA>Z+ + Z>+CΣwC>Z+.
Write Pˆ = Z>PZ and P = ZPˆZ>:
Pˆ+ = Z>+AZPˆZ>A>Z+ + Z>+CΣwC>Z+.
The rules for covariance propagation on the reduced space Pˆ can be summarised
as follows:
Continuous Discrete
ˆ˙P = AˆPˆ + Pˆ Aˆ> + CˆΣ′wCˆ> Pˆ+ = AˆPˆ Aˆ> + CˆΣwCˆ>
Cˆ = Z>C Cˆ = Z>+C
Aˆ = Z>AZ Aˆ = Z>+AZ
P = ZPˆZ>
Pˆ = Z>PZ
The discrete propagation rule for covariance on the reduced space is not sensitive
to the choice of (non-unique) null-space basis Z, and is only a means to compute
the (unique) covariance in a more eﬃcient way. Even at a discontinuity Z, the
formulation is not problematic.
For the continuous case, the story is more complex since ˆ˙P is an ill-deﬁned
concept at a discontinuity. Since we will focus anyway on the discrete form to
beneﬁt from the embedding of discrete periodic Lyapunov solvers, this case is
not further investigated.
3.3.3 Numerical example
As an illustrating example, we compare two ways to model a pendulum, one
in minimal coordinates, one without, each in a Lagrange framework (Hurtado
2011). The pendulum, illustrated in Figure 3.4, has mass m = 1 kg, tether
length r = 1m, and experiences viscous damping with coeﬃcient α = 1N · s/m.
Using geometric insight, one can construct the following conversion formulas
between the two sets of coordinates coordinates Θ = [θ, θ˙] and X = [x, y, x˙, y˙]:





Figure 3.4: Coordinates and frames of the pendulum system.
Forward mapping Backward mapping
Full X = Tf (Θ):

x = r cos θ
y = −r sin θ
x˙ = −rθ˙ sin θ
y˙ = −rθ˙ cos θ
Θ = Tb(X):
{




−r sin θ 0
−r cos θ 0
−rθ˙ cos θ −r sin θ











A Lagrange methodology leads to:
Minimal Non-minimal
Coord. q = [θ] q = [x, y]
Kinetic T = m r2θ˙22 T = m
x˙2+y˙2
2
Potential V = −mrg sin θ V = myg
Force Fq = −αr2θ˙ Fq = −αq˙
Invariant - c = x2 + y2 − r2
Lagrange d∂Ldt∂q˙
> − ∂L∂q





Dynamics mr2θ¨ = mrg cos θ + αr2θ˙






 −αx˙αy˙ − gm
−2x˙2 − 2y˙2

Note how the non-minimal dynamics is free of trigonometric functions. This
observation is relevant for rigid-body applications. Minimal parametrisations for
orientation (e.g. Euler angles) can easily lead to page-long dynamic equations
whereas non-minimal parametrisations (e.g. quaternions, full rotation-matrix)
tend to lead to compact equations in spite of the larger state dimensions.
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Regardless whether the index-1 DAE for the non-minimal dynamics is kept
as DAE or symbolically inverted to become an ODE, the non-minimal system
exhibits invariants viz. C = [c, c˙]>. Using a high precision variable step-size
integrator (tolerance of 1× 10−15) with equivalent initial conditions
Θ0 = [0 rad, 0.1 rad/s], X0 = Tf (Θ) = [1m, 0m, 0m/s,−1m/s], (3.39)
we obtain the simulation results shown in Figure 3.5. Note that the invariants
change a tiny amount (see Figure 3.5c) due to ﬁnite precision of the integrators.
One important property of systems with invariants in the context of this thesis,
is that they give rise to special structure for state-covariance. Indeed, the
invariants express a mathematical truth that exhibits no uncertainty. Writing

















one can easily deduce that state-covariance of the non-minimal system has
a rank of at most that of the minimal system. Figure 3.6a shows how the

















0 0 0 0
0 1m2 0.1m2/s 0
0 0.1m2/s 0.01m2/s2 0
0 0 0 1m2/s2.

Note that the nonzero eigenvalues do not match since the transformations are
not normalised. That the above equality (3.41) does hold for the simulation,
can be witnessed in Figure 3.6b.
Since the computational eﬀort of Lyapunov schemes is very sensitive to the
number of nominal states, it can be beneﬁcial to propagate covariance on a
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with A the linearised dynamics of the non-minimal system and Q a discrete
source of disturbance that lies in the invariant subspace.
Regarding the non-minimal description as the main description of interest, and
the minimal one just as an aid to make covariance propagation easier, one
observes that solely the linearised mappings ∂Tf∂Θ = T ′f and
∂Tb
∂X = T ′b are needed,
and not the exact mappings. The Θ parametrisation is in fact just one choice
of T ′f and T
′
b that obeys the following properties:
∂C
∂X
T ′f = 0, and T ′bT ′f = I. (3.43)
Hence the eﬃcient Lyapunov equation for a non-minimal system requires a basis
for the null-space of the invariant Jacobian (or rather an orthogonal complement
to be precise) and a pseudo-inverse of that basis.
368 SYSTEMS WITH UNCERTAINTIES AND THE LYAPUNOV FRAMEWORK









(a) Trajectory in x− y space















(b) Non-minimal state evolution




















(c) Invariants evolution. Note that the
invariants are exactly zero at t = 0
and hence have no representation in the
logarithmic plot.












(d) Minimal state evolution











∆θ [rad] ∆θ˙ [rad/s]
(e) Diﬀerence between Θ(t) and Tb(X(t))
Figure 3.5: Pendulum simulation in minimal and non-minimal coordinates
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(a) Eigenvalues of covariance matrix














(b) Residual of Equation (3.41)
Figure 3.6: Simulation of pendulum covariances.
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Conclusion
This chapter presented the Lyapunov framework (Bolzern 1988; Houska 2007,
2011b) as an optimal control problem formulation that allows one to robustify
optimal control problems, and allows one to have stability as a design criterion
by providing a smooth stability metric that accounts for system disturbances.
It should be noted a number of approximations are made when using the
Lyapunov framework:
1. Only ﬁrst-order information of the system linearised along a limit cycle is
used to determine covariance.
2. Only ﬁrst-order information of the path constraint function linearised
around the limit cycle is used to robustify.
3. Nonlinear distortion may introduce bias onto the eﬀective noise input,
and is not accounted for. The net eﬀect is that the mean of the perturbed
state trajectory will be oﬀ from the computed limit cycle. We make no
attempt here to quantify this oﬀset.
Higher order approximations are considered in literature (Diehl 2006; Nagy 2007).
This thesis, however, deals with getting the most out of the existing ﬁrst-order
formulation, in terms of eﬃciency. For quantiﬁcation of its approximation errors,
we refer to Houska 2007.
Furthermore, this chapter issued a warning for systems with invariants in the
context of periodic optimal control. After laying out an existing strategy from the
literature to treat such systems in the Lyapunov framework (Sternberg 2012a),
it was noted that the invariants may in fact help to reduce the computational
burden of DPLE solvers by propagating covariance only on a reduced subspace.
This idea, which works with the null-space of the Jacobian of the invariants, is
known to the ﬁeld of extended Kalman ﬁlter research (Bonnabel 2009), but it





This chapter reports on a numerical scheme with a desirable property to integrate
the Lyapunov diﬀerential equations in the context of robustiﬁed OCP. In prior
art, the continuous-time Lyapunov states are discretised in the same manner
as the original (unrobustiﬁed) states. This straightforward technique fails to
guarantee conservation of positive-semideﬁniteness of the Lyapunov matrix
under discretisation. In this chapter, a discretisation method coined PDPLD, is
introduced that does come with such a guarantee.
This chapter starts with a motivation (Section 4.1), proceeds with Section 4.2
about formulation and the classical discretisation, and introduces a positive
deﬁniteness preserving Lyapunov discretisation scheme in Section 4.3. In a ﬁnal
section (Section 4.4), the scheme is demonstrated by means of a simple “toy”
system. This chapter is loosely based on a CDC contribution (Gillis 2013).
4.1 Motivation
The continuous Lyapunov equation P˙ = AP + PA> + Q is a celebrated
equation that is excellent for proving theorems. In the covariance interpretation,
it constitutes an evolution equation for covariance, devoid of the notion of
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sensitivity equations. It appears as a natural and helpful tool to embed the
notion of uncertainty in OCP. Without any modiﬁcation to one’s favourite
integrators or OCP environment, one can just lump the elements of P and the
right hand side in a vector, and augment the original state space with these. In
fact, exploiting symmetry, one needs to add only n(n+ 1)/2 states and right
hand sides into the system.
There is a fundamental problem with this approach however. Consider one uses
forward Euler integrator on the Lyapunov equation:
Pi+1 = Pi +∆t(AiPi + PiA>i +Qi) (4.1)
Manipulating this form leads to:
Pi+1 = (I +Ai∆t)Pi(I +Ai∆t)> +∆tQi − (∆t)2AiPiA>i . (4.2)
The left term is positive deﬁnite if and only if Pi is positive deﬁnite, but the
right term is negative deﬁnite, albeit with a factor (∆t)2 of higher order. While
there exist special integration schemes (Dieci 1994) that avoid these issues,
popular schemes such as implicit Runge-Kutta suﬀer from it. We conclude that
numerical integration error can accumulate to destroy the positive deﬁniteness
of P .
4.2 Formulation and classical discretisation of ro-
bust optimal control problems
4.2.1 Formulation
Consider the class of continuous-time T -periodic optimal control problems
(OCP) that can be written as:
minimise
x(•),u(•),T
J(x(•), u(•), T )
subject to x˙(t) = f(x(t), u(t), 0), t ∈ [0, T ]
x(0) = x(T )
0 ≥ hi(x(t)), t ∈ [0, T ]
0 = φ(x(0))
(4.3)
where J constitutes the cost functional, hi indicates the ith entry in a set of
scalar path constraints of length q, and φ : Rn → R is a technical requirement
to remove phase invariance of the solution.
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The robustiﬁed equivalent of this equation is given by:
minimise
x(•),u(•),P (•),T
J(x(•), u(•), T )
subject to x˙(t) = f(x(t), u(t), 0)
x(0) = x(T )
P˙ (t) = AP (t) + P (t)A> + CΣ′wC>
P (0) = P (T )
P (0)  0





with Di(t) = ∂hi(x(t))∂x , A =
∂f
∂x (x(t), u(t), 0) and B =
∂f
∂u (x(t), u(t), 0). We are
particularly interested in solutions for which P is positive-semideﬁnite and
bounded over the period, as this corresponds to a stable trajectory Bolzern
1988; Houska 2010.
Problem 4.4 contains a positive-deﬁniteness constraint P (0)  0. In Houska
2010 it is argued to drop this constraint such that the problem can be solved
with oﬀ-the-shelf NLP solvers, and initialise the trajectory with a initial guess
for trajectory P (t) that is everywhere positive-deﬁnite.
The classical way to solve Problem (4.4) is by augmenting the state
space (Houska 2010). One picks a set of Lyapunov states y ∈ Rl that parametrize
the Lyapunov matrix P ∈ Rn×n by means of a mapping L : Rl → Rn×n and
adds these states to the original state space.
Using this state-space augmentation technique, one eﬀectively casts the robust
Problem (4.4) into the form of the nominal Problem (4.3), but with enlarged
dimensions.
The next section uses the symbolics of Problem (4.3), and applies as such equally
well to non-robustiﬁed optimal control problems as to robustiﬁed problems
formulated by state-space augmentation.
4.2.2 Direct transcription
In the family of direct methods, one proceeds by discretising the inﬁnite-
dimensional problem such that it becomes a ﬁnite-dimensional nonlinear problem.
Consider a global time-grid [t0, t1, . . . , tN ]> of monotonously increasing time
instants. The states sampled at these instants are denoted by x0, x1, . . . xN ,
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sampled control inputs as u0, u1, . . . uN−1 and sampled disturbances as
w0, w1, . . . wN−1.
For any type of integrator, the action of integrating the system f can be
formulated as a discrete-time system:
xk+1 = Φ(tk+1 − tk;xk, uk, wk), k = 0 . . . N − 1 (4.5)
With this abstraction and assuming an evenly spaced time discretisation,




s.t. xk+1 = Φ(δ;xk, uk, 0) , k = 0, . . . , N − 1
x0 = xN
0 = φ(x0)
0 ≥ hi(xk), k = 0, . . . , N − 1
(4.6)
with δ = TN .
If the function Φ is obtained by an underlying integrator, this formulation
amounts to what is called a direct multiple-shooting method (Bock 1984). This
numerical scheme was applied to solve the OCP with Lyapunov states in Bolzern
1988; Houska 2010.
4.2.3 Direct collocation method
A collocation method can be chosen as the integrator Φ to implement the
multiple-shooting scheme.
Recalling the interpolating polynomial Π and helper states z from Section 2.1.2,
one may write the collocation integrator as:
xk+1 = Φcoll(δ;xk, uk, 0) :
{
xk+1 = F (zk)
0 = G(δ;xk, zk, uk, wk),
(4.7)
with F an explicit part:
F (zk) = Π(1; zk), (4.8)
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and G a fully implicit part:




∂ρ (ρ1; z)− δf (Π(ρ1; z), u, 0)
. . .
∂Π
∂ρ (ρd; z)− δf (Π(ρd; z), u, 0)
 . (4.9)
The set of n(d+ 1) nonlinear equations G = 0 implicitly deﬁnes a solution for
the helper variables: z∗k = G−1(δ;xk, uk, wk) that can be obtained by Newton
iterations.
It is a crucial to specify on what level the implicit variables z are solved for:
• If the G = 0 root-ﬁnding takes place inside the integrator block Φ, we
have a multiple-shooting method that happens to use collocation methods
to integrate.
• If we replace the explicit function Φ in Equation (4.6) with the implicit
form (F ,G), we eﬀectively pass on the burden of solving the nonlinear
implicit functions at each control interval onto the global nonlinear




s.t. xk+1 = F (zk)
0 = G(δ;xk, zk, uk, 0)
x0 = xN
0 = φ(x0)
0 ≥ hi(xk), k = 0 . . . N − 1.
(4.10)
It is the direct collocation method that will be used in the remainder of this
chapter.
While this method is applied successfully to non-robustiﬁed optimal control
problems for a wide range of practical engineering problems (Magnusson 2012),
its application to robust optimal control problems cast into non-robust form
can be problematic due to numerical integration error not preserving positive
deﬁniteness.
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4.3 Positive deﬁniteness preserving Lyapunov Dis-
cretisation
It was noticed during numerical experiments in this thesis that the technique of
dropping the positive deﬁniteness constraint from Problem (4.4) and initialising
with a positive deﬁnite trajectory P (t) has issues. The scheme, discretised by
multiple-shooting or direct collocation, may fail to converge since the integrator
action is not guaranteed to preserve positive-deﬁniteness.
We take a step back and reason about the propagation of covariance directly onto
discretised Problem (4.6) in the original state space. In a linear approximation















This form is based on the assumption that the covariance of the disturbance
Σ′w(t) is constant during one control interval. To make the form an exact
discretisation of a continuous Lyapunov equation with time-varying Σ′w(t), the
right term must be the reachability Grammian from Equation (3.22). While
the method proposed below can be extended to provide a closer approximation
to the time-varying case, we proceed by assuming that constant covariance is a
faithful representation of reality in applications.
Applying the implicit function theorem to Equation (4.7) that deﬁnes Φcoll in



















Avoiding symbolic inversion, we propose to introduce a helper variable M ∈
Rn×n(d+1) and obtain an implicit integrator scheme for both original and
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Lyapunov states, which we will refer to as PDPLD:

xk+1 = F (zk)



























The lemma that accompanies this scheme reads:
Lemma 1. If P0  0 and P0, . . . , PN satisfy Equation (4.14), then P1, . . . , PN 
0.
Assuming Σ′w  0 and starting from P0  0, the lemma follows by induction
using Equation (4.14c) .
minimise
x•,u•,z•,P•,M•,T
J(x•, u•, T ) #
subject to xk+1 = F (zk) nN
0 = G(T/N ;xk, zk, uk, 0) Nn(d+ 1)













P0 = PN n2







0 = φ(x0) 1
0 ≥ hi(xk) + γ
√
Di,kPkD>i,k, Nq
i = 0 . . . q − 1, k = 0 . . . N − 1.
(4.15)
with Di,k = ∂hi(xk)∂x .
Starting from a non-robustiﬁed optimal-control problem discretised using direct
collocation as in Formulation (4.10), we propose now to robustify with PDPLD
such that Formulation (4.15) is obtained with the following decision variables:
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xk ∈ Rn, Pk ∈ Rn×n, k = 0, . . . , N
uk ∈ Rm, zk ∈ Rn(d+1), Mk ∈ Rn×n(d+1), k = 0, . . . , N − 1
T ∈ R






















For this system, we will explore the marginally stable regime (damping c = 0),
as well as an unstable regime (damping c < 0). It should be clear that this is
just a simple artiﬁcial model for an unstable system. One cannot expect to
construct such system using a mass suspended on a spring.
For α = 0, the system matrix has eigenvalues
{− c2 ± ωj} with ω the damped











and its vectorisation vec (P ) =





= [A⊗ I2 + I2 ⊗A] vec (P ) =

0 1 1 0
−k −c 0 1
−k 0 −c 1
0 −k −k −2c
 vec (P ) , (4.18)









The eigenvalues of this system are {−c,−c± 2ωj}, corresponding to a frequency
doubling.
We compare classical collocation (integration scheme (4.7) applied to augmented
state space (4.4)) and PDPLD collocation (integration scheme (4.14)) in
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Figure 4.1 with a reference solution obtained from high accuracy (1× 10−12)
variable step-size integration with SUNDIALS (Hindmarsh 2005). For the
collocation schemes, a sampling rate of ω/2 is chosen. It is obvious from
the left-hand side plots in the ﬁgure that the nominal states are integrated
quite well for any integrator using this coarse time grid. For the Lyapunov
states at the right-hand side plots, a frequency doubling was anticipated by
the above analysis. While the nominal states are sampled on a high and low
point repeatedly, the Lyapunov plot captures the highs only. Deviations from
the reference can be seen very clearly for the Lyapunov plots, a result of the
frequency doubling.
Figure 4.1f demonstrates the gist of this chapter. For classical collocation in
the non-linear case, a zero-crossing of the plotted minimal eigenvalue of P , a
disruptive change in deﬁniteness, can be observed. In contrast, in the same
plot PDPLD collocation features a Lyapunov matrix that remains positive
semi-deﬁnite.
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(a) Nominal states (α = 0, c = 0)






















(b) Lyapunov states (α = 0, c = 0)













(c) Nominal states (α = 0, c = −0.02)





















(d) Lyapunov states (α = 0, c = −0.02)














(e) Nominal states (α = −0.1, c = −0.02)


















(f) Lyapunov states (α = −0.1, c = −0.02)
Figure 4.1: Comparison of diﬀerent integrator schemes for an autonomous
oscillator, sampled at ω2 . At the left hand side ﬁgures, the three schemes lead
to trajecories that are indistinguishable in the plot. The right-hand side plots
show the minimum eigenvalue of the Lyapunov matrix.
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4.4 Robust optimal control of a tutorial example
The remainder of this chapter shows the application of Formulation (4.15) to
a simple robust optimal control problem that was speciﬁcally constructed to
allow for intuitive interpretation of results.
The robust optimal control problem is solved by a homotopy in three consecutive
steps. Each step reuses the primal and dual solution of the previous step where
possible. An SQP method is ideally suited to execute such a homotopy.
Step 1: A nominal trajectory is identiﬁed by solving Problem (4.10) for the
nominal system.
Step 2: P and M are introduced as decision variables as in Problem (4.15) but
without adding robustifying margins to the path constraints. The result
of this step is a trajectory of positive-deﬁnite P• matrices that satisfy the
periodic Lyapunov equations on the limit cycle obtained in Step 1.
Step 3: The full Problem (4.15) is tackled. By virtue of initialisation with P•
of the previous step, domain errors in the path constraints are averted.
4.4.1 Implementation details
The problem is formulated in the Python scripting environment. Gradients and
Hessians are constructed by eﬃcient sparsity-aware algorithmic diﬀerentiation
provided by CasADi Andersson 2012. The nonlinear SQP solver WORHP (Büskens
2012) is used to solve the resulting nonlinear program with a tolerance of
1× 10−10. The linear solver used with WORHP is MA57 (HSL 2011).
4.4.2 Problem statement
The system at hand consists of a point mass moving in a plane. The plane
contains obstacles (super-ellipses) that the point may not intrude. The goal
is to ﬁnd a time-optimal periodic trajectory for the point mass in the plane,
initialised with a trivial initial guess. The control inputs are coordinates of
a guide-point. The point mass is connected with a spring to the guide-point,
subject to friction that stabilises the system. The disturbances are forces on
the point mass.
We deﬁne the following system components:
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• States: x = [px py vx vy]> , n = 4
• Controls: u = [ux uy]> , m = 2
• Disturbances: w = [wx wy]> , p = 2





−κ(px − ux)− βvx
√
v2x + v2y + c2 + wx
−κ(py − uy)− βvy
√
v2x + v2y + c2 + wy
 (4.20)
As parameters we use a spring constant κ = 10 and damping constants c = 1 and
β = 1. Note that the system is constructed here in a dimensionless fashion. For
a physical interpretation, one can choose a point mass of 1 kg and interpret all
variables in matching SI units: states in m and m/s, controls in m, disturbances
in N, κ in N/m, c in m/s and β in kg/m.












with ni ∈ N+. We use the following numerical values:
i x0,i y0,i ai bi ni
0 0 0 1 1 4
1 1 0.5 0.5 2 4
The objective function is chosen to be time-optimality, with added regularisation
of control inputs:






The function to remove phase invariance from the periodic solution is chosen to
be:
φ(x) = px (4.23)
The number of control intervals is chosen as N = 40.
A Legendre polynomial of degree d = 5 is chosen cf. Biegler 2010.
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4.4.3 Homotopy results
Problem (4.10) is instantiated with the above particularities. All decision
variables are initialised by zero, with two exceptions: T = 4, and the parts of
the states x and helper variables z that correspond to coordinates in the plane
are initialised by a circle of radius 3, encircling the obstacles by a wide margin.
The initialisation is illustrated in Figure 4.2. Some iterates are shown in
Figure 4.3 while the converged solution is shown in Figure 4.4. Active path
constraints are highlighted by a line originating from the obstacle centre.
Figure 4.2: Illustration of the initial guess of Step 1. This plot shows the plane
with the two obstacles. One can discern 40 black circles that correspond to x•
and tiny dots in between that correspond to z•. The polynomial interpolation
of the collocation can be seen in the background. The highlighted dot at the
top corresponds to k = 0 where the phase ﬁx is active. The motion is clock-wise
around the obstacles.
In the next step, P and M are introduced as in Problem (4.15) with non-
robustiﬁed path constraints. The disturbance is chosen to have covariance
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(a) Iteration 2. (b) Iteration 14.
(c) Iteration 19. (d) Iteration 39.
Figure 4.3: Trajectories during WORHP iterations of Step 1.
Σ′w = I. Figure 4.5 shows the solution to Step 2.
As an SQP method, WORHP is ideally suited to solve this problem using
initialisation from the ﬁrst step. Convergence is fast and clean:
Total number of variables ........................ 5708
variables with lower bound only 1
variables with lower and upper bound 7
variables with upper bound only 0
Total number of box constraints .................. 15
Total number of other constraints ................ 5701
equality constraints 5621
inequality constraints with lower bound only 80
inequality constraints with lower and upper bound 0
inequality constraints with upper bound only 0
Gradient (user) 81/5708 = 1.419%
Jacobian (user) 75641/32541308 = 0.232%
Hessian (user) 64560/16293486 = 0.396%
NLP Method Merit Function QP Method Interior-Point
NLP MaxIter 500 QP MaxIter 80
LA solver MA57 (Refine 10) LA tolerance 1.00E-12
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(a) State trajectory (b) Control inputs
Figure 4.4: Fully converged Step 1. The right ﬁgure shows control inputs. The
springs that connect the guide-point with the point mass are drawn for each
control interval.
Tolerances:
Optimality (sKKT) 1.00E-09 (1.0E-03) IP ComTol 2.00E-07
Feasibility 1.00E-06 (1.0E-03) IP ResTol 5.00E-08
Complementarity 1.00E-03
Timeout 300.000 seconds
ITER OBJ CON sKKT FLAGS ALPHA |DX|
[ 0| 9] 1.6441388009E+00 1.6277658752E+00 6.5313617340E-01 Uin 0.000E+00 1.307E-01
[ 1| 26] 1.6441388919E+00 1.2765463398E+00 8.5462742923E-02 Uin 1.000E+00 2.652E+00
[ 2| 3] 1.6441399400E+00 1.1389230755E+00 1.3803220625E-02 Uin 1.000E+00 1.040E+00
[ 3| 3] 1.6441989500E+00 9.3216333954E-01 2.1295424641E-02 Uin 1.000E+00 1.563E+00
[ 4| 3] 1.6446167121E+00 5.5710105528E-01 3.4337133515E-02 Uin 1.000E+00 2.837E+00
[ 5| 2] 1.6451938518E+00 1.0443783707E-01 9.1835032530E-02 Uin 1.000E+00 3.448E+00
[ 6| 5] 1.6441480284E+00 6.8104348164E-03 6.1134851647E-03 Uin 1.000E+00 9.451E-01
[ 7| 3] 1.6441404104E+00 2.4501547980E-05 6.5654692239E-05 Uaa 1.000E+00 2.243E-01
[ 8| 3] 1.6441389405E+00 8.2494781006E-09 4.7324369525E-08 Ufa 1.000E+00 5.012E-03
[ 9| 3] 1.6441389274E+00 1.2999839993E-07 3.8430480753E-10 Ufo 1.000E+00 6.191E-05
Final values after iteration 9:
Final objective value ............. 1.6441389274E+00
Final constraint violation ........ 1.2999839993E-07
Final KKT conditions .............. 3.8430480753E-10
Successful termination: Optimal Solution Found.
A last step adds the robustifying terms to the path constraints with γ = 1.
Figure 4.6 shows the solution to Step 3.
Some remarks are in place when closely observing the solution of this application
in Figure 4.7.
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Figure 4.5: Illustration of converged Step 2: covariances propagated without
robustiﬁcation. The 1-sigma bounds of the uncertainty ellipsoids are highlighted.
First, it is apparent that the interpolated trajectory from Step 1 intersects
with the obstacle. Indeed, during discretisation, the path constraints were only
sampled at a few selected locations. There is no guarantee of non-intersection
for other points on this curve.
Second, at the locations where the robustiﬁed path constraints are active,
the uncertainty ellipsoids are not touching the obstacle. Indeed, a min-max
formulation is required to obtain such geometrically sound result. It cannot
be expected from the linearisation based robustifying formulation used here.
The robustifying term of Equation (4.4) only accounts for uncertainty in the
∂hi
∂x direction and is subject to linearisation errors of the nonlinear constraint
function.
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Figure 4.6: Illustration of converged Step 3. The solid green trajectory in
the background meeting closely with the obstacle is the interpolated path of
non-robustiﬁed Step 1.
Figure 4.7: Focusing on the upper region of Figure 4.6.
Conclusion
This chapter was based on CDC contribution (Gillis 2013). Following Houska
2007, we intend to use a positive-deﬁnite initial guess of Pk to solve the discretised
robust optimal control problem by a standard NLP, dropping the convex P0  0
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constraint.
It was noted that for such an approach to work reliably, the discretisation of
the Lyapunov equation needs to guarantee preservation of positive-deﬁniteness.
The state-augmentation approach, which is the classic way in literature to solve
robust optimal control problems (Houska 2010; Logist 2011b; Sternberg 2012d)
does not come with such a guarantee. A simple example was constructed for
which a standard integration technique, a collocation method, failed to maintain
positive-deﬁniteness even though the nominal states were accurately resolved.
While there exist special-purpose integrators that come with a guarantee (Dieci
1994), we proposed instead to add the Lyapunov equations directly in discrete
form, making use of the derivative of the integrator of the nominal states, which
is anyhow available in a derivative-based optimal control framework.
This scheme, positive deﬁniteness preserving Lyapunov discretisation (PDPLD),
was further worked out speciﬁcally for a direct collocation method and
demonstrated using a tutorial robust optimal control example with four states




In Chapter 3, the usefulness of the periodic Lyapunov diﬀerential equations
(PLDE), as a means to robustify optimal control problems (OCP) was





s.t. 0 ≥ h(xk, uk, Pk),
xk+1 = Φ(f ;xk, uk) ,
x0 = xN ,
Pk+1 = Φ
(
AP + PA> +Q;Pk, xk, uk
)
,
P0 = PN .





s.t. 0 ≥ h(xk, uk, Pk),
xk+1 = Φ(f ;xk, uk) ,





P0 = PN .
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In both cases, the resulting NLP contains the Lyapunov/covariance matrices as
decision variables, and includes constitutive equations involving these matrices
(propagation and periodicity) as generic nonlinear constraints.
Such an approach is very natural from an optimal control practitioner’s
perspective, since conventional optimal control tools (enforcing standard
formulation, AD on scalar-valued graphs/trees) readily allow the practitioner
to formulate and solve this form.
The practitioner of numerical linear algebra – however – may recognise this
approach as highly ineﬃcient for large state dimensions. Indeed, the discrete
periodic Lyapunov equations (DPLE) can be pulled out of the formulation
and be solved by dedicated algorithms, with a more favourable computational
complexity than what the generic KKT-system solver of the NLP solver can
oﬀer.
This chapter outlines how results from both ﬁelds of research can be combined
to yield eﬃcient solvers, embeddable in a diﬀerentiable expression graph, with
a run-time complexity improved from O(n6N) to O(n3N) with n the state-
dimension and N the horizon length.
However, the existence of such eﬃcient embeddable DPLE solvers does not
guarantee that the DPLE formulation is a superior way to solve robust OCPs.
A notable result of this chapter is that there exist applications where the
embedding of Lyapunov solvers is not beneﬁcial. Implementation issues will be
highlighted in the Chapter 6 on CasADi.
The search in numerical linear algebra literature, guided by a perspective
deﬁned in Section 5.1, is reported on in Section 5.2. After discussing algorithmic
diﬀerentiation of embedded solvers in Section 5.3, the chapter proceeds with
focusing on a direct solver and an iterative solver in Section 5.4, followed by a
set of computational benchmarks in Section 5.5. Numerical aspects are brieﬂy
touched in Section 5.6, and Section 5.7 draws parallels with continuous-time
Lyapunov approaches.
It should be noted that an eﬃcient LQ-optimal control formulation for linear
systems, albeit without the notion of embedding or algorithmic diﬀerentiation,
was developed in Pittelkau 1993; Varga 1998, and hence forms the closest prior
art to the subject at hand.
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5.1 The optimal control perspective
The study of a robust periodic OCP, after discretisation and linearisation along
a trajectory, boils down to the study of a discrete linear N -periodic parametric
time-varying system driven by periodic white Gaussian noise:{
xk+1modN = Ak(p)xk + Ck(p)wk,
yk = H>k (p)xk.
(5.1)
For clarity of the presentation, we omit the parametric dependency in the
following.
The stochastic property of interest for this system is the covariance Yk of the
output yk of this system:
Yk = H>k PkHk, (5.2)
where Pk is the solution of the DPLE:
Pk+1modN = AkPkA>k +Qk, (5.3)
with Qk = CkV C>k and V the covariance of wk.
The embeddable solver we wish to construct constitutes a mapping of a list
of discrete system dynamics matrices and a list of noise inputs, to the list of
covariance matrices that satisfy the DPLE:
P• = DPLE_solver(A•, Q•). (5.4)
5.1.1 Diﬀerentiability
Of paramount importance in this context is that the solver can be diﬀerentiated.
However, at the core of a concrete DPLE_solver, there might be a compiled
numerical routine without source code that could be handled by source-code-
transforming AD tools. Indeed, a routine may be closed-source or written in a
legacy language unsupported by any such AD tool.
Even if the source code of such numerical routine were available to perform
source-code-transforming AD on, the presence of switches (if statements) in
the code may well render the obtained derivatives of the function discontinuous
and hence not useful for derivative based optimisation purposes, as detailed in
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Beck 1994, even while regions of validity can be computed as in Araya-Polo
2005.
Luckily, a DPLE solver – which can be seen as an algorithm to solve a linear
system of particular system – exhibits self-similarity when applying derivative
rules on the deﬁning equation, Equation (5.3):




k +AkPkA˙>k + Q˙k
]
, (5.5)
where we understand •˙ here to mean the derivative with respect to some
parameter of interest; recall that the object of study, Equation (5.1), is
parametric.
Hence, the solver itself can be re-used to deﬁne its own derivative:
P˙• = DPLE_solver(A•, A˙•P•A>• +A•P•A˙>• + Q˙•). (5.6)
Note that a less ambiguous notation will be constructed later.
The property of self-similarity of derivatives makes it possible to inﬁnitely
diﬀerentiate the solver in a source-code-transforming AD tool.
The desire to exploit this property has an important consequence: Lyapunov
solvers that rely on the solution being positive-deﬁnite (e.g. Cholesky/LDL>
based algorithms) are of limited use. Indeed, while the solution of the nominal
problem P• must always remain positive-deﬁnite for our stochastic interpretation,
the solution of its derivative P˙• will easily become indeﬁnite.
Since the derivative, in our OCP context, is typically evaluated a lot more than
its progenitor, it makes little sense to embed a positive-deﬁnite-only solver, even
when its performance should be massively better than its peers.
5.1.2 Structure
The systems of interest in this thesis are ODEs and DAEs and often exhibit
sparsity in the system dynamics. In a shooting-discretisation with high-accuracy
integrators (e.g. a high-order implicit collocation scheme), the resulting linear
system typically exhibits dense dynamics, i.e. Ak ∈ Rn×n.
For this reason, we set out to implement solvers for just dense discrete Lyapunov
equations. The sparse counterpart will nevertheless be treated as it arises
naturally in the lifting re-formulation of the next section.
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Sparse solvers may also be useful when integrator accuracy is low, as is the
case in the PDE or network context, where an implicit Euler time-integration
scheme is a common choice.
For systems of the implicit form M(x, u)x˙ = f(x, u), the linearised system after
high-accuracy integration again looses the structure of the continuous-time
form.
There is in general no resulting implicit discrete form with clear beneﬁts over
an explicit form.
This is why the extension of the Lyapunov equations to implicit systems (a.k.a.
descriptor systems), as proposed in Benner 2014a, is not considered.
There is still one type of structure discernible in Equation (5.3) that can be
exploited. In case the system is not controllable in w, the exact solution of the
Lyapunov equations is of low-rank. We will consider solvers that handle these
low-rank discrete periodic Lyapunov equations (LRDPLE). These solvers are
especially suitable if the dimension nw of the noise input wk is much smaller
than the dimension n of state space (i.e. Ck is a tall and skinny matrix). When
nw does not scale with n, which may occur in some applications of robust OCP,
such solvers may beat O(n3) complexity.
5.1.3 Initialisation and evaluation stages
Memory management is an expensive process that can easily dominate the
run-time of an implementation of a numerical recipe. In an eﬃcient optimal
control tool implementation such as CasADi, care is taken not to dynamically
allocate memory during evaluation of the NLP function and its derivatives.
To avoid this, CasADi adopts a two-stage approach. The structure of the NLP
is calculated and memory is allocated once at initialisation time. This can
drastically reduce the run-time needed for a single numerical evaluation. Even
though the total run-time of one initialisation plus one evaluation may be similar
or even larger than in one-shot approach, the total run-time for solving the
OCP may be much reduced since the numerical evaluation step is required a
huge number of times.
Not all solution techniques for DPLE in literature are suitable to exploit this
two-stage approach with upfront memory-allocation. More importantly, libraries
that oﬀer a state of-the-art implementation to solve a single DPLE problem in
a one-shot approach, may not be performant for our present purposes. This is
why we adopt more of a ﬁrst-principles approach when scouting the literature
for eﬃcient Lyapunov solvers.
594 EMBEDDED LYAPUNOV SOLVERS FOR OPTIMAL CONTROL
5.2 An overview of Lyapunov solvers
5.2.1 Native DPLE solvers
Consider a canonical form of DPLE:
Pk+ = AkPkA>k +Qk, k = 0, . . . , N − 1 (5.7)
with k+ = (k + 1) mod N .
The ﬁrst class of solvers operates on the equivalent block diagonal form: P1 0 0 00 . . . 0 0
0 0 PN−1 0








































A crucial observation is that, since the set of equations is linear in P•, it can be
rewritten in the familiar form of a (sparse) linear system. To see this, write the
unknowns P• in the ﬂattened (vector) form,






+ vec (Qk) , k = 0, . . . , N − 1
and use the Kronecker product relation to obtain:
Pk+ = (Ak ⊗Ak)Pk +Qk, k = 0, . . . , N − 1
with Pk = vec (Pk) and Qk = vec (Qk).
For the case N = 1, we have the linear system:
(In2 −A0 ⊗A0)P0 = Q0. (5.9)
For the general case, the system reads:
−In2 0 0 0 AN−1⊗AN−1
A0⊗A0 −In2 0 0 0
0 A1⊗A1 −In2 0 0
0 0 . . . . . . 0
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Keeping in mind dense system matrices, the size of this linear system is
O(n2N). It can be reduced to O(Nn(n + 1)/2) by taking symmetry of P
into account. Regardless of the symmetry reduction, the time to factorise the
(dense) Kronecker blocks is of order O(n6). The run-time complexity of this
simple solver is what we set out to beat. The key lies in never forming or
factorising the equivalent linear system (5.10).
The periodic Schur decomposition (Bojanczyk 1992; Sreedhar 1994) is key
to an important class of DPLE solvers. As elaborated on in Section 5.4.1, a
decomposition and reordering is employed to bring the periodicity of matrix
form (5.8) from the matrix-level to a block-level. A backwards-substitution
technique is used to delegate the numerical work to a solver for periodic matrix
equations of state-size at most 2, resulting in a run-time complexity of O(n3N).
Since the slicot library (Van Huﬀel 2004) was used for obtaining the periodic
Schur decomposition, our implementation of this solver is referred to as slicot.
It should be noted that the simple solver can exploit sparsity in the system
dynamics, while the slicot solver is incapable of this feat.
5.2.2 Transformations from DPLE to DLE
Another class of DPLE solvers relies on ﬁrst transforming the DPLE as discrete
Lyapunov equation (DLE, also known as Stein equation):
P = APA> +Q (5.11)
Form A The ﬁrst transformation technique, lifting (form A), results in a







 AN−1A0 . . .
AN−2
[ P0 . . .
PN−1








Form B An alternative form is given by lifting (form B):







 AN−2 . . .
A0
AN−1
[ PN−1 . . .
P0










A second transformation technique, condensing, results in a smaller but dense
DLE:
P = A¯P A¯> + Q¯, (5.14)
where A¯ is the product of system matrices in reverse order:
A¯ = AN−1 . . . A0, (5.15)
and Q¯ the total accumulation of input noise over one period:
Q¯ = QN−1+AN−1QN−2A>N−1+. . .+(AN−1 . . . A1)Q0 (AN−1 . . . A1)
>
. (5.16)
The values of the DPLE covariances can easily be reconstructed by recursion
from the DLE solution P ?:
P0 = P ?
P1 = A0P0A>0 +Q0
...
PN−1 = A>N−2PN−2A>N−2 +QN−2.
(5.17)
Both these transformation techniques can be generalised to the low-rank case.
After a condensing/lifting transformation to a DLE, and when setting the period
to 1, the DLE can be solved by any of the above native DPLE solvers.
For example, consider the composition of lifting, promoting to DPLE with
period 1, and solving with the simple solver, denoted lifting.dple.simple.
AN OVERVIEW OF LYAPUNOV SOLVERS 97
5
Since the lifted A matrix is nN -by-nN , a naive implementation of a linear
solver, not exploiting sparsity of the right hand side, will lead to a system
of size n2N2 to be solved inside the simple solver with complexity O(n6N6).
When this property is properly exploited, a reduced system of size n2N can be
formed that is completely equivalent to the original simple solver’s system of
Equation (5.10) and hence exhibit run-time complexity O(n6N).
On the other hand, after lifting, the use of a dense DLE solver (e.g.
lifting.dple.slicot) would manage a complexity O(n3N3), while the use of
sparse DLE solver (e.g. lifting.smith) can reach O(n3N), the same as the
dedicated slicot solver.
If neither dedicated DPLE solvers nor sparse DLE solvers are available, then
condensing is the only eﬃcient transformation option. If either is available,
however, then condensing run-time performance is of the same order and other
criteria such as memory use and numerical accuracy come into play. Note
that the condensing approach costs not O(n3), but O(n3N) because of the
accumulation phase of the condensing transformation.
5.2.3 DLE solvers
The direct techniques to solve a DLE are based on the Schur decomposition, of
which the periodic extension was already discussed in Section 5.2.1. Common
to all is that the resulting block-triangularity of the equivalent linear system is
exploited, sparsity of A ∈ Rn×n is not exploited, and complexity is O(n3). The
classical Bartels-Stewart algorithm, deﬁned for continuous Lyapunov algebraic
equations (CLE), was applied to DLE by Barraud 1977. In the same work it is
noted that balancing of A (Parlett 1969) may improve accuracy. The Hessenberg-
Schur method (Golub 1979) is an adaption over the classical algorithm in which
complex arithmetic is avoided. The work of Hammarling 1982 is another notable
result in the ﬁeld, but cannot be used in this context because it is based on a
Cholesky factorisation, requiring positive-deﬁniteness.
Iterative solvers are the counterpart of the direct methods and have the
advantage that they facilitate sparsity and low-rank exploitation, potentially
circumventing the O(n3) restriction. The most basic algorithm is the Smith
iteration, which relies on the fact that the Lyapunov operator f(X) = AXA>+Q
will exhibit a ﬁxed point if A is stable. This type together with low-rank
extensions will be elaborated on in a separate section, Section 5.4.2.
Iterative schemes from the CLE literature, such as the sign method by Roberts
1980, can be applied after performing a Cayley transform (Benner 2002), as
follows:
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Theorem 5.2.1. Under conditions of invertibility, P is a solution to the DLE:
P = APA> +Q, (5.18)
if and only if P is a solution of the CLE:
0 = AˆP + PAˆ> + Qˆ, (5.19)
with:
Aˆ = (A− I)−1(A+ I) (5.20)
Qˆ = 2(A− I)−1Q(A− I)−T . (5.21)
(5.22)
The proof follows from left- and right-multiplying the CLE with (A− I) and
(A− I)> respectively.
5.2.4 Overview schematic
In the schematic below, the four corner blocks denote the four classes of discrete
Lyapunov solver interfaces, while the smaller blocks give the various possibilities
to transform from one class to another class. The contents of each class block
states the derivative rules that will be obtained in the Section 5.3. The headers
of each box enlist the various solvers that have been implemented, by means of
the labels used in CasADi. It should be noted that multiple variants of numerical
algorithms can hide under one such label. In particular, the smith solver of the
upper-right class block oﬀers an option in CasADi to choose between the regular
(Algorithm 3) and squared Smith iteration (Algorithm 4) of Section 5.4.2.
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5.3 Embedding Lyapunov solvers in an AD frame-
work
As was shown in Section 5.2, the discrete periodic Lyapunov equations can
be formulated as a linear system. Any DPLE solver being just a clever way
to solve this linear system, we will ﬁrst focus on algorithmic diﬀerentiation of
linear systems in general.
5.3.1 Linear solvers
Consider an invertible matrix A ∈ Rn×n and column vectors x, b ∈ Rn such
that
Ax = b.
Deﬁne a function linear_solver that captures the linear solve operation of
this system:
x = linear_solver(A, b). (5.23)
Taking the diﬀerential of the implicit form leads to:
Ax˙ = b˙− A˙x, (5.24)
which is self-similar to the original since the forward mode AD can be written
as:
x˙ = linear_solver(A, b˙− A˙x). (5.25)
Conversely, the adjoint mode AD of the solver is given by:
b¯> = linear_solver(A>, x¯>).
A¯ = −xb¯.
(5.26)
Proof. Left-multiply the diﬀerential form of Equation (5.24) by the inverse:
x˙ = A−1b˙−A−1A˙x.
Transform using a ﬂattened form A = vec (A):
x˙ = A−1b˙− (A−1 ⊗ x>)A˙.
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It is now trivial to identify ∂f∂b and
∂f
∂A in the deﬁnition of forward AD applied





Now, the deﬁnition of adjoint AD,
b¯ = x¯∂f
∂b
A¯ = x¯ ∂f
∂A ,
can be used to produce:
b¯ = x¯A−1 A¯ = −x¯(A−1 ⊗ x>).
The remainder of the proof just involves rewriting this result:
b¯> = A−T x¯> A¯> = −(A−T ⊗ x)x¯> ⇔
AT b¯> = x¯> A¯> = −vec (A−T x¯>x) ⇔
A¯> = −A−T x¯>x> ⇔
A¯> = −b¯>x> ⇔
A¯ = −xb¯.
It is useful to provide a more intuitive interpretation of the adjoint rules
presented in Equation (5.26). Start with writing the forward rule as an algorithm:
c˙← b˙− A˙x ;
x˙← linear_solver(A, c˙). ;
Applying Corollary 2.2.1 to this leads to:
c¯> ← linear_solver(A>, x¯>) ;
b¯← c¯ ;
A¯← −xc¯, ;
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which is an alternative way of writing the adjoint rules. The interpretation
of this notation is the following: ﬁrst, the variation of system output (x¯) is
back-propagated onto a variation of the collective right-hand side c¯. Next, the
variation of the collective right-hand side c¯ is propagated onto its constituents,
as found by the forward rule.
A key observation in this section is that the particular numerical factorisation
used in solving the linear system (such as LU-decomposition) plays no role in
deriving the AD rules. Indeed, if A was factorised as LU with L,U respectively
lower and upper triangular matrices, the forward derivative is simply found
by two triangular solves as Ux˙ = L−1(b˙ − A˙x). Crucially, we do not need
knowledge of ∂L∂A . L and U need in fact not be diﬀerentiable.
Any Lyapunov solver, being a particular linear solver, shows the same advantage.
5.3.2 Lyapunov solvers
Let us focus ﬁrst on the DLE solver:
P = DLE_solver(A,Q).
The forward AD rule is easily derived as in Section 5.1.1:
P˙ = DLE_solver(A, A˙PA> +APA˙> + Q˙). (5.27)
To obtain the adjoint rule, recall that the DLE can be written as a linear system:
vec (Q) = [I −A⊗A]︸ ︷︷ ︸
,A˜
vec (P ) . (5.28)




)> = vec (P¯ )> , (5.29)




)> = [I −A> ⊗A>] vec (Q¯)> (5.30)
and hence similar to the original Equation 5.28. Noting that P and Q are
symmetric, the ﬁrst part of the adjoint AD rule can be written as:
Q¯ = DLE_solver(A>, P¯ ). (5.31)
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The second part of adjoint AD rule is easily obtained using Corollary 2.2.1 as
in the previous subsection. The collective right-hand side reads:
V˙ ← A˙PA> +APA˙> + Q˙. ;
Applying adjoint AD on this rule results in:
Q¯← V¯ ;
A¯← PA>V¯ + (V¯ AP )> = 2PA>Q¯.;
For the DPLE solver, let us ﬁrst introduce a less ambiguous notation. An
under-bracket is used to construct a list of length N from an expression involving
k, with k running from 0 to up to N − 1:
Pk = DPLE_solver(Ak, Qk). (5.32)
The forward rule is again obtained as in Section 5.1.1:
P˙k = DPLE_solver(Ak, A˙kPkA>k +AkPkA˙>k + Q˙k). (5.33)
The backward rule features a transpose as for the DLE case, but also a time-
reversal:
Q¯N−1−k ← DPLE_solver(A>N−1−k, P¯N−1−k) ;
A¯k ← 2PkA>k Q¯k. ;
The proof is based on the equivalence of two forms of lifting transformations
of Section 5.2.2.






 AN−1A0 . . .
AN−2
 ,
QN−1 Q0 . . .
QN−2
 .
Next, apply the adjoint rule for the DLE:









 ,[ P¯0 . . .
P¯N−1
] .
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which can readily be written as the proposed adjoint rule using lifting form
B.
For the low-rank solver variants, keeping in mind Equation (5.2), we adopt the
a signature with two extra inputs:
Y = LRDLE_solver(A, V,C,H), (5.34)
with:
P = APA> + CV C> (5.35)
Y = H>PH. (5.36)
The advantage of including H in the signature is that the low-rank but dense
P does not need to be constructed explicitly, saving memory and computation
time.
A strong caveat concerning the low-rank solver is that the derivative of an
LRPLE is not suﬃciently self-similar to qualify as embeddable. To see this, write
the derivative of its deﬁnition as:
P˙ = AP˙A> +
[
A˙PA> +APA˙> + C˙V C> + CV˙ C> + CV C˙>
]
, (5.37)
and regroup to transform it in low-rank form:











A˙+A A˙−A C˙ + C C˙ − C C] . (5.39)
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A ﬁrst problem with this form is that it is not numerically stable due to the
subtractions. A second problem is that the matrix C˜ is a lot thicker than C
(wide instead of tall), nibbling away at the usefulness of a low-rank approach.
One may remark that the P in Equation (5.38) might itself be low-rank and
hence could be replaced a by low-rank factorisation DWD>, yielding a forward
rule that may still have a tall-and-skinny C˜. While adding D and W as
outputs to the LRDLE signature seems to settle this issue, this is not the case.
The low-rank factors are internal to the numerical process and may not be
diﬀerentiable, excluding the possibility to construct an inﬁnitely diﬀerentiable
graph with an embedded LRDLE solver. The proposed LRDLE solver is hence
only once diﬀerentiable in general.
Rather than working with these extra outputs, and still suﬀering from numerical
stability issues of Equation (5.39), we chose for our solver a simple Smith-type
– essentially switch-free – algorithm, on which source-code-transforming AD
can be applied.
In summary, DLE and DPLE can easily by embedded in matrix-valued expression
graphs, whereas the low-rank versions cannot.
5.4 Selected numerical algorithms for Lyapunov
solvers
This section highlights two numerical algorithms in detail. There is no
contribution here other than the way of presenting. The ﬁrst is the periodic
Schur solver, a direct DPLE solution method. The second is the family of
Smith-type iterative algorithms, suitable for solving DLEs.
5.4.1 Periodic Schur solver
In this subsection, an implementation of a periodic Schur based solver is
discussed in depth. The ideas in this section are much indebted to Varga 1997.
Recall the canonical form of the PDLE problem from Equation (5.7):
Pk+ = AkPkA>k +Qk, k = 0, . . . , N − 1. (5.40)
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In our argument, we will make use of the following equivalent block diagonal
form:  P1 . . .
PN−1
P0


















A visual representation of the above form is illustrated below for N = 3. Each
color corresponds to blocks at diﬀerent discrete times k:
︸ ︷︷ ︸
diag(Pk+ )







Next, consider the periodic Schur form:
Deﬁnition The real periodic Schur form of an N -periodic matrix sequence
H0,H1, . . . , HN−1 ∈ Rn×n is deﬁned by the relation Z>k HkZk+ = Tk for
k = 0, . . . , N − 1 with k+ = (k + 1)modN . Here, Z0, . . . , ZN−1 are n-by-n
orthonormal matrices, T0 is upper Hessenberg (i.e. upper triangular, but with
extra elements on one band below the diagonal) and T1, . . . , TN−1 are upper
triangular.
Numerical routines for performing a periodic Schur decomposition with O(n3N)
complexity are readily available in control libraries, such as in the open-source
SLICOT project (Van Huﬀel 2004) as algorithms mb03{vd,vy,wdd}.
Using a Schur decomposition of H• = A>• , one can transform Equation (5.40)











k Zk+ + Z>k+QkZk+ , (5.41)
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P˜k+ A˜k P˜k A˜
>
k Q˜k
which can be written as:
P˜k+ = A˜kP˜kA˜>k + Q˜k, k = 0, . . . , N − 1. (5.42)
with A˜0 lower Hessenberg and A˜1, . . . , A˜N−1 lower triangular. As visualised in
Figure 5.1, the line separating the zeros from the nonzeros of A˜0 takes the form
of a staircase running on the diagonal. This staircase has p steps, which are of
size 1 or 2. The staircase is the key to form a partitioning with p squares (1-by-1
or 2-by-2) on the diagonal and corresponding rectangles on the oﬀ-diagonals, as
illustrated in Figure 5.1b.
(a) Structure of A˜0. The
staircase stepsizes shown are
(1, 2, 1), p = 3.
(b) Staircase partitioning of
A˜0
(c) Structure of A˜1, A˜2, . . .
Figure 5.1: Illustration of the typical structure of Schur-transformed system
matrices for an example system with n = 4.
Starting from the staircase partitioning of the Schur-transformed block diagonal
form of the discrete periodic Lyapunov equations,
︸ ︷︷ ︸
diag(P˜k+ )
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a reordering, further referred to as staircaseOrdering, is performed using the
staircase step sizes as follows:
︸ ︷︷ ︸
P+







At ﬁrst sight, this reordering makes matters worse: blocks appear farther from
the diagonals than was originally the case. However, there is a crucial detail
to be discerned: the periodicity of the matrix equations was transformed to a
block level, hinting that the transformed problem might be decomposable into
a sequence of lower-order problems.
This intuition can be formalised as follows. Write the reordered Lyapunov
equations as a multiplication of its blocks, newly formed by the reordering:





AriPijA>lj , r, l = 0, . . . , p− 1 (5.43)
A00
A20 A22
Owing to the block triangularity of A, we have y > x =⇒ Axy = 0 and some of
the summands can be removed:





AriPijA>lj , r, l = 0, . . . , p− 1 (5.44)
Further splitting up the summation with the help of a summation diagram leads
to:





















In this form, it is clear that we can progressively solve low-order problems of
the form P+rl = ArrPrlA>ll +Mrl, sinceMrl does not depend on Pij with i > r
or j ≥ l. The low-order problems are discrete periodic Sylvester equations,
Yk+ = EkYkF>k +Gk, k = 0, . . . , N − 1 (5.46)
which can be easily be solved by constructing an equivalent (sparse) linear
system similar to Equation (5.10) – see Procedure 1. In this case, the maximum
dense block size appearing in the linear system is of size 2× 2 instead of the
previous n2.
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An implementation of the above ideas outlined as Algorithms 1 and 2.
Input: [E0, E1, . . . , EN−1] ∈ [Rn×n], [F0, F1, . . . , FN−1] ∈ [Rm×m],
[G0, G1, . . . , GN−1] ∈ [Rn×m]
Output: [Y0, Y1, . . . , YN−1]
Solve
−Inm 0 0 0 EN−1⊗FN−1
E0⊗F0 −Inm 0 0 0
0 E1⊗F1 −Inm 0 0
0 0
. . .
. . . 0















Input: [A0, A1, . . . , AN−1], [Q0, Q1, . . . , QN−1]
Output: [P0, P1, . . . , PN−1]
Z•, T• ← periodicSchur(A>• ) ;
for k ← 0, 1, . . . , N − 1 do
A˜k ← T>k ;
Q˜k ← Z>k+QkZk+ ;
s← staircaseSteps(A˜0) ;
Q← staircaseOrdering(s; Q˜•) ;
A← staircaseOrdering(s; A˜•) ;
for l← 0, 1, . . . , size(s)− 1 do




for r ← 0, 1, . . . , l do





M ← Qrl +
∑r
i=0AriFi +GA>ll ;





P˜• ← staircaseOrdering−1(s;P) ;
for k ← 0, 1, . . . , N − 1 do
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5.4.2 Smith-type solvers
This short section presents results from Smith 1968 and Li 2012, investigating
the applicability to the current goal of creating eﬃcient embeddable Lyapunov
solvers.
In its most simple form, the Smith iteration scheme reads:
Input: A,Q
Output: P
X−1 ← 0 ;
X0 ← Q ;
k ← 0 ;
while ||Xk −Xk−1|| >  do
Xk+1 ← AXkA> +Q ;
k ← k + 1 ;
end
P ← Xk ;
Solver 3: Simple Smith iteration
The run-time complexity of one iteration in this scheme can easily be shown to
be:
A ∈ Rn×n (dense) A from lifting a dense (n,N)-DPLE
O(n3) O(n3N)
Notice how the complexity of lifting.smith is on par with the slicot solver.
When the discretised A is sparse (which does not typically occur for our
applications), Smith may outperform slicot.
The order of convergence for this algorithm is linear, while the spectral radius
of A determines the convergence factor. Obviously, stability of A is required to
attain a solution.
Convergence can be improved to be quadratic by the method of frequency
doubling yielding the squared Smith method:
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Input: A,Q
Output: P
X−1 ← 0 ;
X0 ← Q ;
Q0 ← Q ;
A0 ← A ;
k ← 0 ;
while ||Xk −Xk−1|| >  do
Xk+1 ← AkXkA>k +Qk ;
Qk+1 ← AkQkA>k +Qk ;
Ak+1 ← A2k ;
k ← k + 1 ;
end
P ← Xk ;
Solver 4: Squared Smith iterations (with frequency doubling)
Here the number of iterations may be drastically reduced, while the per-iteration
cost is only a small multiple of the normal Smith algorithm.
A remark is in order about the term Ak+1 ← A2k. While in general, squaring will
destroy sparsity, it is not an issue here since we work with a DLE originating
from either a lifting or condensing transformation of an N -periodic DPLE
with dense n-by-n system dynamics. For the condensing case, Ak in the
algorithm is already dense. For the lifting case, the structure of Ak, shown in
Equations (5.12) and (5.13) is shifted under squaring, without additional ﬁll-in.
For a low-rank variant of the Smith solver algorithm, write the iterations using
Q = CV C> as noise input:
X0 = CV C> (5.47)


















It may be that the matrixDk never attains structural full row-rank as k increases.
In that case the solution to the DLE is of structural low-rank itself. Notice the
similarity between Dk and the controllability matrix: it is as if the noise input
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is attempting to aﬀect the system in the whole state space, spreading out its
inﬂuence at each iteration. Failing to do so (controllability not full row-rank),
corresponds to a low-rank Lyapunov solution, or in other words, the existence
of directions in state space that have no uncertainty associated.
Apart from structural rank considerations, solutions to low-rank Lyapunov
equations tend to have low numerical rank (Tippett 2000). This feature can be
exploited by numerically compacting the factors Dk and V each iteration, e.g.
using a QR decomposition, trading accuracy for speed/memory.
However, we will proceed with an exact algorithm in this context. Rather than
constructing the dense X as an intermediate step, we can construct immediately
the output Y . Also, there is no need to store the growing matrix Dk, unless
when performing adjoint AD on the algorithm.
Input: A, V,C,H
Output: Y
C0 ← C ;
Y0 ← 0 ;
k ← 0 ;
while ||CkV C>k || >  do
Yk+1 ← Yk +H>CkV C>k H ;
Ck+1 ← ACk ;
k ← k + 1 ;
end
Y ← Yk ;
Solver 5: Low-rank Smith iterations
The per-step complexity is given by:
A ∈ Rn×n (dense) A from lifting a dense (n,N)-DPLE
O(n2) O(n2N),
where the crucial point is that the dimension of the noise does not scale with n.
The low-rank Smith algorithm does not beneﬁt from frequency doubling like
the full-rank version does. Indeed, the noise input Qk updated by:
Qk+1 ← AkQkA>k +Qk, ;
would correspond to DkVkD>k with D0 = C, V0 = V and an update form:







The computational costs that these updates entail is exponential in the iteration
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number and may easily dominate the iteration cost of a tentative frequency-
doubling low-rank Smith iteration.
One might just as well modify Algorithm 5 to check convergence only after each
doubling of the iteration counter k, to eﬀectively obtain the same behaviour
and run-time as the tentative frequency-doubling variant.
Frequency-doubling low-rank Smith-type algorithms do appear frequently in the
literature, but only in combination with numerical rank-compactors, yielding
algorithms that balance accuracy and growth of the iteration expense such
as in Benner 2014b; Li 2012, 2013; Sadkane 2012. Recall from Section 5.3.2
that LRDLE has no satisfactory high-level AD rule, unless for ﬁrst-order if the
undiﬀerentiable guts of the numerical algorithm, i.e. the compacted versions of
Dk and Vk in this case, are exposed. This unfortunate fact, together with the
desire to avoid memory allocation as discussed in Section 5.1.3, led us to not
further explore this particular area at present.
5.5 Benchmarks for Lyapunov solvers
This section serves to analyse the performance of several embedded discrete
periodic Lyapunov solvers proposed in this chapter.
Subsection 5.5.1 treats the solvers as isolated entities, while Subsection 5.5.2
considers their performance in an OCP context, i.e. when they are embedded.
5.5.1 The stand-alone case: solution of DPLE
In this section, the performance of several DPLE solvers is analysed for diﬀerent
sizes of state space and horizon length.
The matrices passed on the solvers are dense and parametrically deﬁned as:
Ak =
−1




In k = 0, 1, . . . , N − 1
A break-down of computational time into initialisation (init) and evaluation
(eval) time, as well as the total memory usage is reported in Figure 5.2 for
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sweeps along the n or N parameter. This experimentally obtained data is
summarised in Table 5.1.
simple slicot
Evaluation time O(n6N) O(n3N)
Memory O(n4N) O(n2N)
Initialisation time O(n4N) O(n2N)
Table 5.1: Resource usage complexities for diﬀerent solvers.
In the slicot case, a further breakdown into external routines is provided in
Figure 5.2: the time spent in the periodic Schur decomposition (psd) and the
linear solver used for low-order sub-problems (lin) is shown in the bottom-left
ﬁgure.
The combined time of these external routines is rather low compared to the
total evaluation time. Referring to Algorithm (2), there is only ordering and
linear algebra besides the external routines. Since ordering is a cheap operation,
this means that the linear algebra inside our implementation (mainly sub-matrix
multiplication) is underperforming. For increased performance, a BLAS routine
such as dgemm should be used.
Figure 5.3 shows a convenient overlay of computation times for diﬀerent solvers,
and in addition gives the throughput speed of algorithmic diﬀerentiation. As
expected, the evaluation times for sensitivities are a small multiple of the original
evaluation cost. Since the timings are amortised over 64 concurrent sweeps, the
factor may in fact be lower than 1, as will be clariﬁed in Section 6.3.1.
Lastly, we show in Figure 5.4 the timings of function evaluations for a wider
range of solvers. The matrices A• used for these plots are diﬀerent from those
above, in order to guarantee a stable dynamics such that Smith iterations may
converge. Also, for the Smith-type solvers, a ﬁxed number of iterations is
performed.
The particular matrices used for these benchmarks did not result in diﬀerences
in accuracy between the various solver. For a comparative numerical experiment
concerning ill-conditioned matrices, we refer to Section 5.6.
5.5.2 The embedded case: solution of robust OCP
In this section we report on benchmark results for robust OCP scenarios
for several formulations based on a multiple-shooting discretisation on N
intervals. For each combination of scenario and formulation, we report on
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Figure 5.2: Scaling of computational resources
the computational resources – time and memory – that are needed to perform
one step in resulting the NLP.
The scenarios have little physical interpretation yet represent structures that
are typical of robustiﬁed OCPs.
Model All scenarios are loosely based on a tracking OCP problem using the
nonlinear ODE model of a chain of q masses connected by springs described in
Wirsching 2006, but modiﬁed such that the input serves directly as a position
instead of a velocity.
For each ball, the model has one position coordinate p ∈ R2 and one velocity
coordinate v ∈ R2:
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Figure 5.3: Timings for a single function evaluation, for single sensitivity sweeps,
and for sensitivity sweeps amortised over 64 evaluations.
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v˙0 = F (p
1−p0)−F (p0)
m + [0− g]> − cv0
v˙1 = F (p
2−p1)−F (p1−p0)
m + [0− g]> − cv1
...
v˙q−2 = F (p
q−1−pq−2)−F (pq−2−pq−3)
m + [0− g]> − cvq−2
v˙q−1 = F (u−p
i)−F (pq−1−pq−2)
m + [0− g]> − cvq−1,
(5.50)
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with u ∈ R2 the system input and with a spring-force given as:
F (∆p) = D [1− L/||∆p||2]∆p, (5.51)
resulting in a system x˙ = f(x, u) of size x ∈ Rn with n = 4q states.
The system settings are:
T Time period [s] 10
D Spring constant [N/m] 0.1
g Gravity [m/s2] 9.81
L Rest length [m] 0.033
m Mass [kg] 0.15/n
c Damping. [N · s/m] 0.1/n/T
For the multiple-shooting discretisation, we use an explicit fourth order Runge-
Kutta scheme built-in in CasADi (’rk’). Using an integrator setting of one ﬁnite
element, this integrator is actually wildly inaccurate for the system settings.
This inaccuracy, however, does not aﬀect the relative amount of resources
required per NLP step and thus is irrelevant for the purpose of this section.
For the discrete formulation, we write the integrator using states and controls
on a multiple-shooting interval k as:
xk+1 = Φ(xk, uk) (5.52)
As before, it is assumed that ∂Φ∂x is dense. For the low-accuracy one-element
explicit ’rk’ integrator in CasADi , this is not actually the case. For the purpose
of the benchmark, we make it dense artiﬁcially.
Formulation The formulation for the robust OCP benchmark is given as a





k=0 ||uk − u¯||22 +
∑N−1
k=0 ||pbn/2ck − p¯k||22 Tracking objective
s.t. 0 = Φ(xk, uk)− xk+1 k = 0, . . . , N˜ Shooting
0 = x0 − xN Periodicity
F Robust path constraints
♣, Lyapunov constraints
(5.53)
where N˜ = N −1 and b•c rounds down to an integer. pbn/2ck selects the position
vector of the mass in the middle of the chain, at time instance k.
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Five variants of this formulation related to the Lyapunov equations are
considered:
Variant 1: con The continuous form of the Lyapunov equations (P˙ = ∂f∂xP +
P ∂f∂x






0 = Φ′(Pk, xk, uk)− Pk+1 k = 0, . . . , N˜ Lyap. integrator
0 = P0 − PN Lyap. periodicity
Variant 2: con sym Same as above, but exploiting symmetry of P: only the
below-diagonal entries of P are decision variables.








> +Q− P(k+1)modN k = 0, . . . , N˜
Variant 4: dis sym Same as above, but exploiting symmetry of P.
Variant 5: slicot The discrete form of the Lyapunov equations is used, with
P• eliminated: P• = DPLE_solver(∂Φ∂x (x•, u•), In/N). We have ♠ = {}
and ♣ = {}.
Scenarios Concerning the robust path constraints, we consider the following
four scenarios with α = 1× 106:
Scenario 1: 1 There is exactly one robust path constraint. The problem of





Scenario 2: N The number of robust path constraints scales with N . The
problems for robustiﬁed tethered ﬂight correspond to this scenario: they
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have a ﬁxed number of robust path constraints for each shooting-interval,




tr(Pk) ≤ α k = 0, . . . , N˜
Scenario 3: n The number of robust path constraints scales with n. This
scenario arises when the system is a composition of subsystems, each
requiring robust path constraints at a single point in time.
F =
{
(P0)jj ≤ α j = 0, . . . , n− 1
Scenario 4: Nn The number of robust path constraints scales with Nn. This
scenario arises when the system is a composition of subsystems, each





k = 0, . . . , N˜
j = 0, . . . , n− 1
Results All combinations of scenarios and Lyapunov-variants are solved with
IPOPT for varying dimensions of n and N .
The comparison of con and dis with their symmetric counterparts reveals that,
when applicable, exploiting symmetry is always a good idea. Speed-ups of a
factor 2-4, and memory savings of a factor 2-6 are typical. To avoid visual clutter
in the benchmark results, the non-symmetric variants are further omitted.
Figure 5.5 shows the empirically obtained complexities of computational
resources. They are remarkably simple to summarise:
1. For the n and 1 scenarios, the slicot approach is unambiguously superior.
2. For the N and nN scenarios, the slicot approach gives a better complexity
in n, but a worse complexity in N . In other words, the approach without
embedded Lyapunov solvers ( con/ dis ) might perform better for small
systems with long horizons.
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con/ dis slicot












Eval. time O(n6N) O(n4N2)
Memory O(n5N) O(n3N2)
(d) Scenario Nn
Figure 5.5: Complexity of computational resources summary.
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(d) Scenario Nn
Figure 5.6: Scaling of computational resources for robust OCP with varying n
on the horizontal axis for N = 4.
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(d) Scenario Nn
Figure 5.7: Scaling of computational resources for robust OCP with varying N
on the horizontal axis for n = 2.
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5.6 Notes on the numerical aspects of the Lya-
punov equations
5.6.1 Conditioning of the Lyapunov equations
From the point of view of numerical stability, the demarcation between the
DPLE solvers lies in the treatment of the periodicity.
For the native DPLE solvers of Section 5.2.1 as well as the lifting formulation
of Section 5.2.2, the system dynamics matrices Ai appear separately in the
equivalent linear system. This linear system, Equation (5.10), will be referred
to as:
Sp(A•)vec(P•) = vec(Q•). (5.54)
For the condensing approach of Section 5.2.2, the system dynamics matrices
Ai are multiplied out as A¯ = AN−1 . . . A0, giving rise to the smaller equivalent
linear system of the form of Equation (5.9):
Sc(A¯)P0 = Q0. (5.55)
We wish to compare the condition numbers κ(Sp) and κ(Sc) of these equivalent
linear systems, where the condition number κ is given by:
κ(X) = ||X||2 ||X−1||2, (5.56)
for an arbitrary matrix X, and where the matrix norm ||X||2 equals the largest
singular value σmax(X) for square matrices X.
In the following text, we use matrix properties that are well-known and can be
found in any good textbooks such as Horn 1986; Ipsen 2009; Laub 2004.
Using the triangle inequality and the permutation invariance of the spectral
norm, we can obtain for the periodic equivalent system:
||Sp||2 ≤ 1 +maxi σmax(Ai ⊗Ai) = 1 +maxi σ2max(Ai), (5.57)
where we have used the property ||A⊗B||2 = ||A||2 ||B||2.
Conversely, for the condensed equivalent system, we obtain:
||Sc||2 ≤ 1 + Πiσ2max(Ai), (5.58)
NOTES ON THE NUMERICAL ASPECTS OF THE LYAPUNOV EQUATIONS 125
5
where we have used the sub-multiplicative property of the spectral norm.
Comparing Equations (5.57) and (5.58) hint that the condensed form is more
prone to ill-conditioning when the matrices Ai have large singular values. We
oﬀer no deﬁnite proof, since ||S−1c ||2 does not have a simple expression in terms
of Ai; it is estimated numerically in practice (Gahinet 1990). The same remark
holds for the periodic case (Varga 1997).
Instead, we oﬀer a compelling example inspired by Tippett 2000.
We consider a periodic system with n = 2 states and with period N = 2.












The condition numbers for the equivalent linear systems diﬀer by three orders
of magnitude:
X ||X||2 ||X−1||2 κ(X)
Sp 2.16717× 103 2.47078× 107 5.35462× 1010
Sc 4.69448× 106 2.46521× 107 1.16722× 1014 .
This diﬀerence in conditioning is evident when solving the DPLE with a concrete
right hand side such as Q• = I. The table below summarises the residual error
||P ?1 −A0P ?0A>0 −Q0, P ?0 −A1P ?1A>1 −Q1||max of the solution P ?• :









Clearly, the accuracy of the periodic approach is superior by three orders of
magnitude in this example, as the condition number suggested. Also note that
the slicot algorithm is stable: the residual error is of the same order as that
of the naive factorisation of the equivalent linear system.
The construction of this numeric example is as follows. We started out with
constructing a rank-1 matrix:
A¯ = σyz>, (5.59)
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with y, z ∈ Rn and ||y||2 = ||z||2 = 1. This matrix has one nonzero eigenvalue:
λ = σy>z. (5.60)
For the example above, we chose y ∈ R2 to be a normalised random vector and












Further, we chose λ = 9.00000 × 10−1 and obtained σ = 2.16667 × 103 as a
consequence of Equation (5.60).
For the rank-1 structure of A¯, there exist simple expressions for the condition
number factors (Tippett 2000):
|1− σ2| ≤ ||A¯⊗ A¯− I||2 ≤ 1 + σ2
4.694477× 106 ≤ 4.694478× 106 ≤ 4.694479× 106,
and
||(A¯⊗ A¯− I)−1||2 ≈ 1 + σ
2
1− λ2
2.46521× 107 ≈ 2.47078× 107.













Since the large singular value σ was distributed evenly on A0 and A1, the
diﬀerence between Equations (5.57) and (5.58) was maximally exploited:
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∥∥∥∥[ −I A1 ⊗A1A0 ⊗A0 −I
]∥∥∥∥
2










= 1 + σ = 2167.67,
From numerical evaluation, ||S−1p ||2 seems to be similar in magnitude than
||S−1c ||2, but we cannot make any hard statements unfortunately even in this
simple case.
5.6.2 Conditioning of the KKT system for the robust optimal
control formulation
The action of eliminating variables of an optimal control problem may adversely
aﬀect the conditioning of the KKT system.
Let us consider a partitioning of decision variables x ∈ Rp+q into xp ∈ Rp and
xq ∈ Rq. We partition the constraints Ax = c accordingly:
Appxp +Apqxq = cp
Aqpxp +Aqqxq = cq.





xq = cp −ApqA−1qq cq,
where Aqq is required to be invertible.
If we take a very simple Hessian approximation H = I, the KKT-matrix for
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Using known matrix norm properties, we can ﬁnd:
||He||2 ≤ 1 + ||S||2, (5.64)
and
||H−1e ||2 =
∥∥∥∥[ 0 S†(S†)T − (SS>)−1
]∥∥∥∥
2




As in the previous section, it is the spectral norm of the inverse that prohibits an
elegant symbolic analysis of the condition number: we have ||S†||2 = 1/σmin(S),
but a simple expression for the second norm was not found.
For the left factor of the condition number deﬁnition κ(X) = ||X||2 ||X−1||2,





≤ 1 + ||App||2 + ||Apq||2 + ||Aqp||2 + ||Aqq||2,
and the eliminated case:
1 +
∥∥[App −ApqA−1qq Aqp]∥∥2 ≤ 1 + ||App||2 + ||Apq||2 ||A−1qq ||2 ||Aqp||2.
It appears that the formulation with elimination is more sensitive to large
singular values for the submatrices. For example, the singular values of A−1qq
should be small enough.
In our case of the robust optimal control formulation, Aqpxp + Aqqxq = cq
should seen as the DPLE equations with xq = vec(P•), Aqq being Sc or Sp from
Equations (5.57) and (5.57), and Aqp stemming from the dependence of A• and
Q• on states and controls. This means that the choice of Lyapunov solver class,
as explained Section 5.6.1, plays a role in conditioning of the KKT system.
5.7 Parallels with continuous-time approaches
For the sake of completeness, we make the connection with the continuous-time
Lyapunov diﬀerential equations. Consider an integrator for the nominal system
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coupled together with a Lyapunov integrator:
x(t) = Φ (t, f ;x0, u(•)) (5.66)
R(t) = Φ
(
t, AP + PA> + V ;P (0) = 0, V (•), x(•), u(•)) . (5.67)
If the system is integrated all the way to T (as in single-shooting), the periodicity
constraint becomes a DLE:







Solving for P ? with any of the discussed solvers, one can consequently obtain
an expression for the Lyapunov matrix:
P (t) = Φ
(
t, AP + PA> + V ;P ?, V (•), x(•), u(•)) . (5.69)
When an implicit integration scheme is applied to the continuous Lyapunov
diﬀerential equations, a separable continuous Lyapunov algebraic equation
(CLE) appears that can be solved with similar techniques as DLEs. Such
structure exploiting Lyapunov integrator was worked out in Sternberg 2012b,c,
and using such dedicated integrator together with the described method leads
to a complexity O(n3). This combination, which was proposed in private
communication by Boris Houska, is essentially equivalent to our condensing
transformation, with R being obtained by integration rather than through
accumulation and ∂x(T )∂x0 obtained by a single-shooting approach rather than a
multiplication of multiple-shooting results. The equivalence implies that the
method is prone to the ill-conditioning associated with the condensing approach,
as discussed in Section 5.6.
It should be noted that both a dedicated Lyapunov integrator and DLE solver are
needed to avoid O(n6) complexity with this approach. In contrast, the discrete
approach proposed in this thesis does not need the notion of a Lyapunov
integrator to achieve the same order of performance, but instead requires
sensitivities of a (classic) integrator.
Conclusion
This chapter expanded on the novel idea of the previous chapter of using the
discrete periodic Lyapunov equations (DPLE) rather than the continuous form
to solve robust optimal control problems.
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In the previous chapter, the DPLE ended up as equality constraints in the NLP.
In contrast, this chapter explored the idea to eliminate the Lyapunov matrix
from the decision variables, opening up the potential to use eﬃcient DPLE
solvers from the literature.
Although the literature on stand-alone Lyapunov solvers is vast, only a small
part of results was found to be immediately usable in our context of robust
optimal control.
Notably, low-rank solvers are problematic to embed, and positive deﬁniteness
cannot be assumed about the noise input, excluding Cholesky based algorithms.
Despite these setbacks, a periodic Schur-based algorithm from the literature
(Varga 1997) was identiﬁed and used to improve run-time complexity for the
stand-alone DPLE solver from a naive O(n6) to an eﬃcient O(n3) with n the
number of states. In the benchmarks section, this theoretical complexity for
the stand-alone use case is conﬁrmed with experimental measurements.
The Schur-based algorithm was implemented to perform well in an optimal
control framework. In particular, diﬀerentiation rules for DPLE where identiﬁed
such that the solver, named the slicot solver, is embeddable in an inﬁnitely-
diﬀerentiable computational graph.
For the formulations of robust OCP, the benchmarks section revealed a
subdivision in performance between two classes of scenarios. In the case that the
number of robust constraints does not scale with the horizon length, elimination
of covariances P and use of dedicated Lyapunov solvers is unambiguously good
for eﬃciency: it improves the complexity from O(n6N) to O(n3N) with N the
horizon length.
In the case that the number of robust constraints does scale with horizon length,
the classic approach without embedded Lyapunov solvers, with P retained as
decision variables, may give a better performance: the complexity changes from
O(n6N) to O(n3N2).
In related work, in Sternberg 2012c, the author has proposed a type of Lyapunov
integrator for robust OCP applications that exploits some of the Lyapunov
structure, yet still retains the O(n6) complexity for robust OCP because of the
periodicity constraints. An unpublished extension of this formulation with a
DLE solver would bring down this complexity and correspond to a condensing
transformation as presented in this chapter. The condensing transformation,






CasADi is a tool that allows one to easily prototype formulations and algorithms
in the ﬁeld of dynamic optimisation (Andersson 2012; Andersson 2013). It oﬀers
a set of mathematical components – such as linear solvers, implicit function
solvers, numerical integrators – that can be embedded into symbolic sparse-
matrix-valued computational expression graphs. These graphs are sorted into
algorithms/functions, on which forward and adjoint source-code-transforming
algorithmic diﬀerentiation is applied in order to eﬃciently obtain gradients,
Jacobians, Hessians, ….
One typically constructs large-scale non-linear programs which are passed
within the CasADi framework to derivative-based optimisation routines such
as IPOPT (an interior point method, Wächter 2006a), WORHP (an SQP
method, Büskens 2012) and SNOPT (an SQP method, Gill 2005). CasADi
combines the ease of use of a scripting language (through the Python interface
– van Rossum 2001) with the performance of a compiled language: all code is
written in cross-platform C++. After mounting an admittedly steep learning
curve, a user can obtain prototyping-style speed of development yet beneﬁt
from state-of-the-art performance. Code generation of functions is possible to
obtain code for embedded systems for running NMPC loops.
Core values of the CasADi project are modularity, maintainability and
eﬃciency and its target audience consists of researchers in the ﬁeld of dynamic
optimisation, application-experts with complex modelling needs, and developers
of dynamic optimisation toolsets.
Below is a comparison of CasADi with similar tools:
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6CasADi ACADO Toolkit 2009–2013
• Write your own solver using a
pool of building-blocks
• No limitations on formulation
• Good at large-scale OCP
• Easy to extend
• Black-box solver
• Standard-form OCP
• Good at small-scale real-time
NMPC
• Easy to get started
CasADi Other operator-overloading AD
tools e.g. ADOL-C, Griewank 1999
• Scalar and matrix graphs
for ﬁne-grained memory-speed
trade-oﬀ
• Sensitivities up to arbitrary or-
der (source-code transforming
of the computational graphs)
• Code generation facilities
• Parallelisation facilities
• Batteries included: NLP-
solvers, integrators, …
• Scalar graphs only, checkpoint-
ing
• Little changes to the original
code needed
CasADi is developed by Joel Anderson, myself and Greg Horn under a permissive
open-source license. This chapter serves to highlight some of my contributions
to the project which were needed to solve the problems in this thesis.
Section 6.1 walks the reader through some essential CasADi concepts and
constructs by working towards an optimal control problem. Section 6.2 highlights
the contribution of structured indexing, while Section 6.3 deals with that of
Lyapunov solver implementation, including benchmarks and an example. The
ﬁnal section (6.4) treats hierarchical sparsity seeding, a contribution presented
at the CSC2014 conference.
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6.1 A compact introduction
This section is also accessible in extended form as an interactive video-tutorial
(Gillis 2014).
CasADi, with the ﬁrst three letters of its name hinting at “computer algebra
system” (CAS), features symbolic primitives which can be composed with
common mathematical operations into expression graphs:




















In contrast to the impression one might get from the printout on the left, and
in contrast to many popular CAS packages (Maple, Maplesoft 2004 – Matlab
symbolic, McAndrew 1999 – sympy, SymPy Development Team 2014), CasADi
is shown on the right to share sub-expressions to form computational graphs,
not just trees. For the large-scale applications that are targeted, this distinction
is crucial.
By creating a function, the expression graph is sorted into an algorithm: an
ordered list of operations working on a random-access work vector. The function
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6Note that live-variables are used: the work-vector variables (@0, @1, …) are
re-used.
Scalar expressions (SX) can be composed into matrices for modelling convenience.
A special feature of CasADi is the notion of matrix-valued expression (MX)
graphs. MX operations are not expanded down to scalar operations, but retained
as a single node in the expression graph. This allows for a) greater eﬃciency
in memory (similar to checkpointing, Bartholomew-Biggs 2000) and b) the
embedding of numerical processes into the graph.
A = SX.sym("A",2,2)
B = SX.sym("B",2)













Jacobians of expressions are found by ﬁrst constructing a function. Functions












Inputs (2): | Inputs (customIO: 4): | Inputs (customIO: 3):
0. 3-by-1 | 0. (der_0) 3-by-1 | 0. (der_0) 3-by-1
1. 1-by-1 | 1. (der_1) 1-by-1 | 1. (der_1) 1-by-1
Output: 3-by-1 | 2. (fwd0_0) 3-by-1 | 2. (adj0_0) 3-by-1
@0 = input[0][1]; | 3. (fwd0_1) 1-by-1 | Outputs (customIO: 3):
@1 = sq(@0); | Outputs (customIO: 2): | 0. (der_0) 3-by-1
@2 = 1; | 0. (der_0) 3-by-1 | 1. (adj0_0) 3-by-1
@2 = (@2-@1); | 1. (fwd0_0) 3-by-1 | 2. (adj0_1) 1-by-1
@1 = input[0][0]; |@0 = input[0][1]; |@0 = input[0][1];
@2 = (@2*@1); |@1 = sq(@0); |@1 = sq(@0);
@2 = (@2-@0); |@2 = 1; |@2 = 1;
@3 = input[1][0]; |@2 = (@2-@1); |@2 = (@2-@1);
@2 = (@2+@3); |@1 = input[0][0]; |@1 = input[0][0];
output[0][0] = @2; |@3 = (@2*@1); |@3 = (@2*@1);
output[0][1] = @1; |@3 = (@3-@0); |@3 = (@3-@0);
@1 = sq(@1); |@4 = input[1][0]; |@4 = input[1][0];
... |... |...
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Seeding these with slices of the unit matrix leads to respectively the columns
and rows of the Jacobian. Actually, CasADi computes the sparsity during
initialisation of the function, and can exploit this (graph colouring) for smarter












for i in range(3):
print ffwd([ x,u, I[:,i],0 ]) [1]
for i in range(3):







An integrator is one of the many classes of functions available. Just as any
other CasADi function, it can be evaluated numerically or be embedded into an
MX graph. To make syntax uniform, an SXFunction with a DAE input/output


























6 outputs: 0 1 2 3 4 56 inputs: 0 1 2 3 4 5
0 0-by-0 (dense)
We ﬁnish this introduction by showing how to use a multiple-shooting strategy
to solve the OCP from Section 2.3 by multiple-shooting in CasADi. The required
transformation into standard NLP form reads:




subject to xk+1 − Φ(xk, uk) = 0
p0 = 0, q0 = 1, c0 = 0





subject to lbx ≤ X ≤ ubx
lbg ≤ G(X,P ) ≤ ubg
In CasADi, we start by constructing the long vector of decision variables X. A
structure, to be explained in the next section, is preferred over a manual MX.sym
construction to have convenient slicing keyword-enabled slicing in addition to
just numerical indexing.




g = [ X["x",k+1] -
Phi(x0=X["x",k],p=X["u",k])["xf"]
for k in range(N) ]
obj = X["x",N,2]















The resulting NLP is solved by IPOPT. Note from the statistics in the
following printout that IPOPT reduced the total number of decision variables
by eliminating p0, q0, c0 since they are ﬁxed. This behaviour can be inﬂuenced
by setting options prior to initialising.
Number of nonzeros in equality constraint Jacobian...: 253
Number of nonzeros in Lagrangian Hessian.............: 115
Total number of variables............................: 80
variables with lower and upper bounds: 20
Total number of equality constraints.................: 60
iter objective inf_pr inf_du lg(mu) ||d|| lg(rg) alpha_du alpha_pr ls
0 0.0000000e+00 8.76e-01 1.52e-02 -1.0 0.00e+00 - 0.00e+00 0.00e+00 0
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1 2.5486930e+00 7.94e-02 1.65e+00 -1.7 1.13e+00 - 4.89e-01 9.47e-01H 1
2 2.9354426e+00 1.47e-03 1.07e-01 -1.7 4.00e-01 - 1.00e+00 1.00e+00h 1
3 2.9329088e+00 5.01e-04 1.66e-03 -2.5 2.40e-02 - 1.00e+00 1.00e+00h 1
4 2.9331084e+00 2.21e-04 3.18e-04 -3.8 2.00e-02 - 1.00e+00 1.00e+00h 1
5 2.9330627e+00 3.88e-05 2.63e-05 -5.7 8.33e-03 - 1.00e+00 1.00e+00h 1
6 2.9330138e+00 2.73e-06 7.18e-07 -5.7 2.28e-03 - 1.00e+00 1.00e+00h 1
7 2.9330077e+00 1.57e-08 4.21e-09 -8.6 1.75e-04 - 1.00e+00 1.00e+00h 1
8 2.9330077e+00 1.98e-11 4.18e-12 -8.6 8.47e-07 - 1.00e+00 1.00e+00h 1
Optimal Solution Found.
time spent in eval_f: 0.017805 s. (10 calls, 1.7805 ms. average)
time spent in eval_grad_f: 0.016499 s. (10 calls, 1.6499 ms. average)
time spent in eval_g: 0.018139 s. (10 calls, 1.8139 ms. average)
time spent in eval_jac_g: 0.084771 s. (11 calls, 7.70645 ms. average)
time spent in eval_h: 0.230212 s. (9 calls, 25.5791 ms. average)
time spent in main loop: 0.37315 s.
The given example enjoys textbook-style convergence: full steps are taken in
nearly all iterations (cf. alpha and ls column), regularisation of the Hessian was
nowhere needed (cf. lg(rg)), the barrier parameter used for the interior-point
aspect of the method is brought down quickly (cf. lg(mu)), and convergence
criteria all decrease quadratically (constraint violation inf_pr, optimality
inf_du, step size ||d||).
It should be noted that the required Jacobians and Hessians are constructed
in the background and passed on to the IPOPT automatically. The constraint
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66.2 Structured indexing of decision variables
This section highlights an inconvenience with the CasADi approach to work
with decision variables, motivates why structured indexing is a solution, and
describes formally how that feature works.
6.2.1 Motivation
Many optimisation environments (ACADO, ACADO Toolkit 2009–2013 – yalmip,
Löfberg 2004 – cvxpy Diamond 2014 – …) do not require the notion of functions.
One simply declares all decision variables separately at will, and the expressions
composed with them are immediately passed to an optimising routine.
CasADi, on the other hand, requires the creation of functions, for which a list of
decision variables is needed explicitly. In fact, for MX, the input to a function
must be a single symbolic primitive. All the needed decision variables must be
derived from the single parent variable through indexing, slicing or splitting:
from optoy import *
x = var()
y = var()
f = (1-x)**2 + \
100*(y-x**2)**2
g = [x**2+y**2 <=1]
print "cost = ", \
minimize(f, g)
print "x = ", x.sol




from casadi import *
X = MX.sym("X",2)










print "cost = ", nlp.getOutput("f")
print "x = " , nlp.getOutput("x")[0]





Clearly, the syntax on the right (CasADi) is more verbose and more diﬃcult
to learn than the shorter, more classic syntax on the left. The right syntax
is however more clean from an implementation point of view (no need for
side-eﬀects such as global variable counters), and more powerful since the notion
of embeddable functions allows the user to construct large-scale problems more
eﬃciently.
This section documents a feature added to CasADi that relieves users from
thinking about indexing, and avoids littering code with “magic” integers.
It should be noted that it is fairly trivial to make a package on top of CasADi
that oﬀers the shorter syntax. In fact, optoy from the left code listing above is
such package (Gillis 2013a), coded in less than 300 lines, and using the feature
of the present section under the hood. The related doptoy package provides
compact syntax for optimal control problems.
6.2.2 Mechanism
Broadly speaking, the structured indexing feature is about deﬁning the structure
of variables with a formal grammar, and associating this structure with CasADi
vectors and matrices such that indexing becomes structure-aware.
In general, a structure consists of an ordered mapping between labels and entries.
Each entry can be an endpoint (having a shape or sparsity), or can be another
structure. In addition, each entry can be repeated a number of times, and such
repetitions can be repeated themselves, and so on, ad inﬁnitum.
To make the discussion more concrete, consider a structure for a direct-
collocation problem with 3 states, one control input, and some matrix parameter.
A horizon of N = 4 and a low order collocation scheme (d = 2) is used.
Endpoint entries that are scalar can simply be deﬁned by means of a string:
states = struct([ "p", "q", "c" ])
More complex entries are deﬁned with the entry keyword:
s = struct([ entry("x",repeat=[N+1,d],struct=states),
entry("u",repeat=N),
entry("p",shape=(2,2)) ])
The ﬂattened version of this structure has size:
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6print s.shape, (N+1)*d*3+N+2*2
(38, 1) 38
The structure deﬁnes how the hierarchical layout is mapped onto the linear
layout of the ﬂattened equivalent. For example, the ﬂat/linear index 33 is





Objects that are associated with a structure can be indexed with a so-called
“powerindex”. This is a tuple of indexing objects that is used to descend the
hierarchy of the structure, nibbling away from the start of the tuple as the
algorithm traverses downwards.
There are three contexts that can be encountered while descending the structure
deﬁnition by means of a powerindex:
• The dictionary context. This is always the ﬁrst context to be encountered
in the hierarchy. In this context, the currently active index is one of:
– A label (String class): return an entry associated with the label
– A list of labels: return a list of multiple entries
– The empty dictionary ({}): returns the mapping as a dictionary
– The ellipsis (...): returns a list of all entries
If the powerindex is exhausted in this context, returns the ﬂattened version
of the remaining structure.
• The list context, encountered when traversing down the repeats of an
entry. In this context, the currently active index is one of:
– An integer: returns the contents of the list at the requested position
– A slice (e.g. :, 2:, [0,3]): returns a list with the elements requested
by the slice
If the powerindex is exhausted in this context, a (nested) list is returned
for all remaining repeats.
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• The endpoint context. This context is reached when the hierarchy is fully
traversed, and there are no more repeats, or structures. The remaining
indices in the powerindex are passed on to the endpoint object, which can
be any of SX, MX, or a numerical array (IMatrix, DMatrix).
In all three contexts, an operation can be used as active index. It is ignored
when traversing down the hierarchy, but is called on the return value of what
comes after it.
To continue with our example, associate a DMatrix with our structure:
w = DMatrix(range(38)); W = s(w)
In a ﬁrst example, the powerindex ("p",:,0) is applied:
Context Act. Comments
Dict., keys: [”x”,”u”,”p”] ”p” select the matrix parameter
Endpoint: 2-by-2 DMatrix : (:,0) is passed on to the endpoint object;
it will select the ﬁrst column




As second example, consider the powerindex ("x",:,0,"p"):
Context Act. Comments
Dict., keys: [”x”,”u”,”p”] ”x” select states
List, length: N + 1 : return a list of whatever is found by
traversing deeper
List, length: d 0 select the ﬁrst point of the collocation
points
Dict., keys: [”p”,”q”,”c”] ”p” select the ”p” state
print W["x",:,0,"p"]
W["x",:,0,"p"] = 0
[DMatrix(0), DMatrix(6), DMatrix(12), DMatrix(18), DMatrix(24)]
As third and last example, consider the powerindex ("x",[0,-1],horzcat):
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6Context Act. Comments
Dict., keys: [”x”,”u”,”p”] ”x” select states
List, length: N + 1 [0,-1] return a list with ﬁrst and last
entry
List, length: d horzcat Do a horizontal concatenation of
whatever is returned below
List, length: d Exhausted a list is returned
Dict., keys: [”p”,”q”,”c”] Exhausted return a vector (column matrix)










The following output shows the state of the numerical matrix w, before and
after the assignments of the above examples.
****canonical index***** || *@ start** || **ex 1** || **ex 2** || **ex 3**
[x,0,0,p,0] || 0 || 0 || 0 || 77
[x,0,0,q,0] || 1 || 1 || 1 || 77
[x,0,0,c,0] || 2 || 2 || 2 || 77
[x,0,1,p,0] || 3 || 3 || 3 || 1
[x,0,1,q,0] || 4 || 4 || 4 || 2
[x,0,1,c,0] || 5 || 5 || 5 || 3
[x,1,0,p,0] || 6 || 6 || 0 || 0
[x,1,0,q,0] || 7 || 7 || 7 || 7
[x,1,0,c,0] || 8 || 8 || 8 || 8
[x,1,1,p,0] || 9 || 9 || 9 || 9
[x,1,1,q,0] || 10 || 10 || 10 || 10
[x,1,1,c,0] || 11 || 11 || 11 || 11
[x,2,0,p,0] || 12 || 12 || 0 || 0
[x,2,0,q,0] || 13 || 13 || 13 || 13
[x,2,0,c,0] || 14 || 14 || 14 || 14
[x,2,1,p,0] || 15 || 15 || 15 || 15
[x,2,1,q,0] || 16 || 16 || 16 || 16
[x,2,1,c,0] || 17 || 17 || 17 || 17
[x,3,0,p,0] || 18 || 18 || 0 || 0
[x,3,0,q,0] || 19 || 19 || 19 || 19
[x,3,0,c,0] || 20 || 20 || 20 || 20
[x,3,1,p,0] || 21 || 21 || 21 || 21
[x,3,1,q,0] || 22 || 22 || 22 || 22
[x,3,1,c,0] || 23 || 23 || 23 || 23
[x,4,0,p,0] || 24 || 24 || 0 || 77
[x,4,0,q,0] || 25 || 25 || 25 || 77
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[x,4,0,c,0] || 26 || 26 || 26 || 77
[x,4,1,p,0] || 27 || 27 || 27 || 1
[x,4,1,q,0] || 28 || 28 || 28 || 2
[x,4,1,c,0] || 29 || 29 || 29 || 3
[u,0,0] || 30 || 30 || 30 || 30
[u,1,0] || 31 || 31 || 31 || 31
[u,2,0] || 32 || 32 || 32 || 32
[u,3,0] || 33 || 33 || 33 || 33
[p,0] || 34 || -1 || -1 || -1
[p,1] || 35 || -2 || -2 || -2
[p,2] || 36 || 36 || 36 || 36
[p,3] || 37 || 37 || 37 || 37
We highlight one extra feature that is important for OCP problems, i.e. the
ability to interleave variables. The decision variable structure used in this
example has all states, followed by all controls. An NLP constructed using this
order would not have a constraint Jacobian with a desirable block structure.
To obtain that, one must order the decision variables to be: state and controls
at ﬁrst control interval, state and controls at second control interval, …







Note that METIS, a ﬁll-in reducing matrix ordering package (Karypis 2009),
can be used together with IPOPT to obtain desirable structure regardless of
variable order.
While this section outlines the key idea of structures, there are many more
features available. For an extensive treatment of all available features, see the
online tutorial (Gillis 2013b).
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66.3 Lyapunov solvers in CasADi
This section treats Lyapunov solvers in CasADi. Implementation details are
given in Subsection 6.3.1, followed by a worked out concrete example in 6.3.2.
6.3.1 Implementation details
Multiple right-hand sides As hinted at in the tutorial of Section 6.1, CasADi
composes Jacobians by making calls to a derivative function. In practice, the
derivative function can be requested to provide up to 64 forward or adjoint
sensitivities at once.
If the prototype for the Lyapunov solver were used verbatim in the
implementation of the derivative, there would be a missed opportunity to
share workload among the 64 requested sensitivities:
Input: A,Q, A˙0, Q˙0, A˙1, Q˙1, . . . , A˙63, Q˙63
Output: P, P˙0, P˙1, . . . , P˙63
P ← DLE_solver(A,Q) ;
P˙0 ← DLE_solver(A, A˙0PA> +APA˙>0 + Q˙0) ;
...
P˙63 ← DLE_solver(A, A˙63PA> +APA˙>63 + Q˙63) ;
For this reason, the Lyapunov solvers have a prototype under the hood that
handles multiple right hand-sides:
P0, P1, . . . , Pnrhs−1 = DLE_solver(A,Q0, Q1, . . . Qnrhs−1)
With this prototype, a derivative can be deﬁned that – in the case of the slicot
solver – re-uses the Schur factorisation of A for all sensitivity directions:
Input: A,Q, A˙0, Q˙0, A˙1, Q˙1, . . . , A˙63, Q˙63
Output: P, P˙0, P˙1, . . . , P˙63
P ← DLE_solver(A,Q) ;
P˙0, . . . , P˙63 ←
DLE_solver(A, A˙0PA> +APA˙>0 + Q˙0 + . . .+ A˙63PA> +APA˙>63 + Q˙63) ;
Low-rank stopping criterion In implementing Algorithm 5 of Chapter 3, the
low-rank Smith solver, there is an important detail to mention about the
computation of the stopping criterion.
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The criterion uses ||CkV C>k ||, where Ck ∈ Rn×nw and V ∈ Snw with nw  n.
For dense matrices, computing the result under the norm takes n2 storage space.
This storage requirement may be infeasible to meet for large scale LRDLEs.
Indeed, large scale considerations led to the inclusion of H in the LRDLE
signature, to avoid holding P in memory.
The element-wise ∞-norm was chosen to be able to compute the norm of the
product without storing the product result; while producing the numerical
values for the nonzeros of the product result, one can simply store the largest
such value in absolute terms and discard values that are lower. The algorithm,
norm_inf_mul_nn, is based on Bank 1993 and its implementation in SciPy
(Jones 2001–2014).
Sparsity calculations As mentioned before, CasADi has an initialisation step
for functions in which sparsities are computed in order to allocate memory.
Consider a DLE_solver. Keeping in mind that A may be sparse due to a
lifting transformation, it is important to properly compute the sparsity of P
for eﬃciency.
This is done by a simple Smith-iteration as in Algorithm 3, in which the
inputs/outputs are here understood to be sparsities instead of numerical matrices,
and the norm is understood to be a 0-norm (count of nonzeros): the algorithm
is used symbolically instead of numerically. For the low-rank case, similar to
the above remark, the 0-norm of a product is computed without holding the
product in memory.
Symmetry of inputs/outputs Symmetry of Q is enforced by taking a mapping
Q→ (Q+Q>)/2 and likewise for output P . This is needed for consistency in
the unit-tests, in which functions are seeded with random matrices to perform
numerical testing. Recall that working with Cholesky factors is prohibited as
discussed in Section 5.2.3.
6.3.2 A worked out example
We use the setup of Section 4.4.2 to demonstrate the use of an embedded
Lyapunov solver.
First, we deﬁne the model x˙ = f(x, u, w) and prepare for time-scaling:
xy = struct(["x","y"])
x = struct_symSX([entry("p",struct=xy), entry("v",struct=xy)])





rhs["v"] = -10*(x["p"]-u) - x["v"]*sqrt(sum_square(x["v"])+1) + w
T = SX.sym("T") # Time-period
f = SXFunction(daeIn(x=x,p=vertcat([T,u,w])),daeOut(ode=T*rhs))
f.init()
Path constraints are given by super-ellipsoids and robustiﬁed with a covariance
(unknown and hence symbolic at this point) and γ = 1:
hyper = [ ( vertcat([1,1]), vertcat([0,0 ]) , 4),
( vertcat([0.5,2]), vertcat([1,0.5]) , 4)]
h = [ sumAll(((x["p"]-p)/s)**n) - 1 for s,p,n in hyper ]
P = SX.sym("P",4,4)
margin = [ sqrt(quad_form(jacobian(i,x).T,P)) for i in h_nom ]
h_robust = SXFunction([x,P],[ n - m for n,m in zip(h, margin) ])
h_robust.init()
Next, an integrating block Φ is constructed for a multiple-shooting setup:
N = 20; Tref = 4.0





Sensitivity functions of the integrating block will later be needed:
APhi = Phi.jacobian("x0","xf"); APhi.init()
CPhi = Phi.jacobian("p","xf") ; CPhi.init()
The NLP is constructed as usual:
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V = struct_symMX([ entry("X",struct=x,repeat=N+1),
entry("U",struct=u,repeat=N), "T"])
g_coupling = []
As = []; Qs = []








dple = DpleSolver("slicot",[i.sparsity() for i in As],










F = V["T"] + 1e-2*sumAll(vertcat(V["U"])**2)/2/N
nlp = MXFunction(nlpIn(x=V),nlpOut(f=F,g=g))













lbg = g(-inf); ubg = g(inf)
lbg["coupling"] = ubg["coupling"] = 0












circle = array([[sin(x),cos(x)] for x in linspace(0,2*pi,100)]).T







6.4 Hierarchical seeding for eﬃcient sparsity pat-
tern recovery
This section is based on an extended abstract contribution in Gillis 2014a.
Following up on Section 2.2.2, a colouring of the column intersection graph of
the sparsity pattern of J = ∂f∂x provides a small set of seeds usable to obtain the
full Jacobian. We denote such colouring as col(J) and use an existing distance-2
unidirectional algorithm (Gebremedhin 2005).
The potentially dramatic speed-up requires ﬁrst the sparsity pattern to be
obtained. We will assume that we can derive the following bitvector-valued
dependency functions (Giering 2006) from the original algorithm f :
Forward dependency depfwdf (dfwd) ∈ Bm, dfwd ∈ Bn
Adjoint/reverse dependency depadjf (dadj) ∈ Bn, dadj ∈ Bm,
with B the Boolean set {0, 1}. A zero in the dependency function output
means that any seed s with sparsity as in the input d, when supplied to the
corresponding sensitivity function, would result in a zero sensitivity output in
that same location.
A straightforward technique to recover the full sparsity pattern is to seed the
dependency functions with slices of a unit matrix. The run-time τ of the
dependency functions is typically orders of magnitude smaller than the run-time
T of the original function f . However, for large sparse matrices, the sparsity
calculation run-time τmin(n,m) could dominate the calculation of the Jacobian.
In this work, we propose a hierarchical bitvector-based technique to recover
the sparsity pattern faster for highly sparse cases, as would be the case in e.g.
multiple-shooting based optimal control problem transcriptions.
The colouring of a sparse Jacobian allows one to recover more information from
a single sensitivity sweep. A crucial observation is that it can do exactly the
same for dependency sweeps.
The proposed algorithm starts with obtaining the sparsity pattern in a coarse
resolution, performing a colouring of this coarse resolution, and hence potentially
reducing the number of ﬁne-grained dependency sweeps needed to obtain a
ﬁne-grained image of the sparsity. The algorithm (Algorithm 6) performs this
reﬁnement in a recursive way until the full sparsity is recovered. A schematic
depiction of this process is given in Figure 6.1.











Figure 6.1: Schematic depiction of a hierarchy of sparsities, using a concrete
example with n = 27 and m = 9 and σ = 4.
Let us walk through Algorithm 6 using the example of Figure 6.1. For these
dimensions, there exist four levels of the sparsity hierarchy. Suppose we have
sparsity:
r = ,
at the start of the second of the necessary three iterations of the main loop of
line 1. In this representation, dots are structural zeros and stars are nonzeros.




















At this point, we can construct the block-sparsity matrix S of line 6 that will
eventually become the start of the next main-loop iteration:
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Input : σ ∈ N, σ > 1 subdivision factor
Input : Dimensions n and m of Jacobian
Init : (N,M)← (n,m); r ← [1]; /* Initialise with a scalar */
1 while N > 1 and M > 1 do
2 fwd← col(r); adj← col(r>) ; /* Colouring of the coarse pattern */
3 if adj is cheaper then seed← adj ; (N,M,n,m, r)← (M,N,m, n, r>);
mode← ’adj’;
4 else seed← fwd; mode← ’fwd’ ;
5 (ν, µ)← dimensions of r; (N,M)← (dN/σe, dM/σe);
6 S ← block matrix with ν-by-µ empty cells of shape n/(Nν)-by-m/(Mµ) ;
7 foreach s ∈ seed do
8 d← block_dep (mode; s⊗ Im/(Mµ) ⊗ vM); /* Block sparsity
seeding */
9 d← (In/N ⊗ hN )d; /* Block sparsity aggregate */
10 foreach j in nonzero locations of s do
11 foreach i in nonzero locations of column j of r do





16 if mode = ’adj’ then S ← S>; (N,M,n,m)← (M,N,m, n);
17 r ← S;
18 end
Output : Jacobian sparsity r
Algorithm 6: Hierarchical sparsity recovery algorithm. In this code, vn is a
column vector of dimension n with all entries 1, and hn its transpose. block_dep
splits up its bitmatrix argument into columns, feeds these to depfwdf or dep
adj
f
depending on the mode, and lumps the results back together to form a new
bitmatrix.
S =
? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
Consider now the loop over all colours in line 7 with seed = col(r). For the ﬁrst
color, the following block sparsity seed is constructed to be used as argument
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The result of the block-dependency is aggregated in line 9. In our present
case, the aggregation is a non-operation since we have already reached the ﬁnal
granularity in terms of rows at this point.











This is repeated for the second colour and the next main-loop iteration is started
with r = S.
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Figure 6.2 shows the steps towards detecting some other example structures. The
hierarchical sparsity algorithm takes logσ(n) steps with intermediate sparsity
patterns r of increasing granularity to fully resolve the sparsity of an n-by-n
matrix. The examples have n = 27, σ = 3 and hence the number of steps is
log3(27) = 3. Each intermediate sparsity r is visualised from bottom to top,
alongside its forward colouring. The total number of dependency sweeps needed
to resolve the structure equals σ times the sum of the lengths of the colouring
sets.
As illustrated in Figure 6.2a, the sparsity of an n-by-n block-diagonal matrix with
σ-by-σ blocks leads to intermediate sparsity patterns with an identity matrix
structure, which has a trivial monochrome colouring. Since each colouring set
has length one, the total sum of set lengths is logσ(n). The total number of
dependency sweeps that must be performed to resolve the full block-diagonal
structure is hence σ logσ(n) as opposed to n when no hierarchical sparsity
strategy is employed.
As illustrated in Figure 6.2b, the intermediate sparsity patterns produced
while resolving the structure of band-diagonal matrices of bandwidth σ are tri-
diagonal. This implicates that the colouring sets are larger than in the previous
block-diagonal case. The total number of required sweeps is σ(3 logσ(n)− 2).
Figure 6.2d illustrates a structure that corresponds to the direct transcription
method applied to a time-optimal control problem: a diagonal part correspond-
ing to states xk, a part above the diagonal corresponding to xk+1 and a dense
column due to dependency on a common unknown time parameter. The total
number of required sweeps is of O(log(n)) as in the previous band-diagonal
case.
Last, Figure 6.2c illustrates the operation of the algorithm on a dense matrix.
The total number of required sweeps is:
logσ(n)∑
i=1




1− σ (1− n).
In conclusion, the asymptotic run-time of the hierarchical sparsity algorithm is
a factor σ/(σ − 1) worse than the straightforward approach for a fully dense
Jacobian (i.e. worst-case). However, for structures that are highly sparse
(block-diagonal, banded, optimal control structure), the run-time improves in
complexity from O(n) to O(log(n)).
For ease of presentation, the proposed algorithm is restricted for n and m
integer powers of σ. The extension for general dimensions, together with a
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6variant for star-colouring for symmetric Jacobians, was implemented in the
CasADi framework. In that framework, 64 dependency sweeps are evaluated
concurrently and hence a subdivision factor of σ = 64 was chosen.
The following table lists run-time results for n-by-n block-diagonal matrices
with block size 4-by-4 and shows a clear beneﬁt for the proposed algorithm in
practice for large-scale systems:
Straightforward approach Proposed algorithm
n = 256 0.11ms 0.6ms 0.9ms
n = 16384 328ms 84.0s 1.02s.
There is one particular type of sparse structure that will not beneﬁt from the
implemented hierarchical seeding algorithm: a Jacobian that is mostly banded
but possess both a few extra dense rows and dense columns. Such structure
may arise in time-optimal formulations with path constraints that depend on
all states such as in Figure 8.11 of Section 8.4 of the quadcopter chapter.
In principle, it is easy to extend the algorithm and its implementation with
bidirectional colouring facility in order to obtain O(log(n)) complexity for this








































































































































































(d) Time-optimal control structure
Figure 6.2: The hierarchical seeding algorithm applied to some selected sparsity
patterns with σ = 3.
HIERARCHICAL SEEDING FOR EFFICIENT SPARSITY PATTERN RECOVERY 157
6Conclusion
In this chapter, CasADi was presented – by means of a tutorial – as a generic
tool to quickly develop optimal control problem formulations with state-of-
the-art performance. It contrasts with existing AD tools such as Griewank
1999 in that its notion of speed-optimised scalar-valued graphs and memory-
optimised matrix-valued graphs that can be embedded as functions allows the
user to make a speed-memory trade-oﬀ, of particular importance for large-scale
optimal control applications. It also provides easily accessible interfaces to
state-of-the-art numerical codes such as NLP solvers and integrators.
CasADi contrasts with ACADO Toolkit 2009–2013 in that it is tailored for
large-scale applications and oﬀers a ﬂexible do-it-yourself approach to optimal
control rather than the black-box approach with a prescribed interface in
ACADO.
CasADi is for the major part the work of Andersson 2013, but several ideas were
contributed during the course of PhD research, of which this chapter highlights
a few.
The ﬁrst discussed contribution, structured indexing, reduces the amount
of work needed to develop formulations with CasADi: it brings down the
burden of decision variable management of CasADi more to the level of popular
optimisation environments (ACADO Toolkit 2009–2013; Diamond 2014; Löfberg
2004) without hindering the notion of embeddable functions that distinguishes
CasADi from its peers.
Another contribution, presented at CSC (Gillis 2014a), is a reduction
in computational complexity of Jacobian sparsity detection for large-scale
optimisation problems, such as may arise with robustiﬁcation with the Lyapunov
framework when the Lyapunov matrices are retained as decision variables.
For robust OCP with Lyapunov elimination, a complete tutorial example was





control of towed aeroplanes
This chapter reports on steady-state analysis for aeroplanes that are towed
around on a carousel.
The chapter starts with an introduction into airborne wind energy (AWE) in
Section 7.1 and proceeds by highlighting how an experimental setup is modelled
(Section 7.2). Contributions follow in the form of a rigorous steady-state
analysis for varying tether lengths and presentation of software tools and results
(Section 7.3), in the form of safety-optimisation of setpoints and controllers in
Section 7.4 by means of the Lyapunov framework, and by a detailed exploration
of formulations (Section 7.5).
7.1 Airborne wind energy and the Highwind carousel
setup
The perennial fusion reaction at the Sun’s core bathes our solar system in
a huge energy ﬂux. This ﬂux sustains gradients in energy content on the
surface of planet Earth and these gradients are the ultimate driving forces for
all macroscopic inanimate and animate motions in the universe cf. Tuisku
2009. Indeed, the second law of thermodynamics gives a natural direction to all
irreversible transport processes across such energy gradients by demanding a
net increase in entropy as argued by Carnot 1872. As a grain of sand over time
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loses altitude on an eroding mountain top, its potential energy is dissipated as
heat: the randomly-wiggling motion of atoms in the grain and surrounding rock
is ever so slightly increased as the grain experiences friction on its path. It is
very unlikely for the atoms in surrounding rock to coordinate their movement
suddenly giving a macroscopic kick on the grain to move it upwards again.
When wind exerts dynamic pressure on the grain, the energy gradient changes
direction and it might become thermodynamically favourable for the grain to
roll upwards, forming dunes.
Wind is a spontaneous process transporting energy from regions of high
atmospheric pressure (caused by solar heating) to regions of lower pressure, with
Coriolis forces complicating the motion path. Gradients in kinetic energy can be
exploited to harvest power from the wind. For example, birds are aided by such
gradients during dynamic soaring (Cone 1964), and virtually all wind energy
harvesting contraptions exploit the diﬀerence in speed between the Earth’s
surface and the wind. Any aerodynamic surface that has a diﬀerent velocity
than the uniformly ﬂowing wind is subject to dynamic pressure by the wind,
resulting in a net force on a point. If that point is allowed to move in a direction
that forms a positive dot product with the force vector, work is delivered by the
wind on the surface, and the wind itself undergoes a local change in velocity. A
free-ﬂoating surface would simply accelerate until it reaches the same velocity
as the wind. A force-transmitting connection to the ground is needed for a
power harvesting surface to maintain a speed diﬀerence and extract power from
the wind.
In a classical wind-turbine (depicted in Figure 7.1a), the work is delivered by a
force induced on the blades tangential to a circle of rotation. A counterforce
is delivered by a generator on the top of the supporting pole, which converts
the harvested energy. A necessary side-eﬀect of this design is a horizontal force
component acting downwind on the pole (Figure 7.1b). This force delivers
no work, but must be structurally supported by the pole and its foundations.
Furthermore, a large portion of the useful force is induced by a small outer
fast-moving region on the blade. The remainder of the blade can be seen as
a necessity to transmit the force to the generator. In the kite-power design,
the steel tower with concrete base is replaced by a tether (Figure 7.1c). The
horizontally acting force is eﬃciently counteracted by the tension in the tether
(depicted in Figure 7.1d). There are two main ideas for extracting power from
the resulting fast-moving tethered wing. The ﬁrst idea is to build a small
on-board propeller and generator to extract work from the tangential force,
sending electric energy downwards over the tether. The on-board generator
can be made compact because it can revolve at high speeds. A downside is
the weight added to the wing, weight that must be compensated by sacriﬁcing
part of the useful aerodynamic forces. In the second idea, work is extracted by
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(a) Classical wind-turbine with aerody-
namic forces doing work on the blade
tips (front view)
(b) Classical wind-turbine with a
horizontal force acting on the pole (side
view)
(c) Kite-power concept with a wing
tethered to a ground station (front
view)
(d) Kite-power concept with a wing
tethered to a ground station (side
view)
Figure 7.1: Comparison of wind-turbines and kite-power concepts.
allowing the tensioned tether to roll out over a drum with generator. Rolling
out while tether tension is high, and pulling in when tension is low. Controllable
ﬂight surfaces on the wing allow for creating such a change in tension. This
idea is referred to as pumping.
Airborne wind energy, as deﬁned by Diehl 2013, is a common name for wind
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Figure 7.2: Stitched photograph of the Highwind experimental setup.
power technologies that do not require a rigid support structure for operation,
among which kite-power is an example. The main beneﬁt of these technologies
is their ability to tap into wind streams high above the ground, where wind
is generally stronger and more consistent. For kite-power in particular, we
are eﬀectively replacing a huge amount of concrete and steel by a tether and
advanced control. The pumping-ﬂavour of kite-power is investigated by the
Leuven/Freiburg Highwind group. Master thesis students (Geebelen 2010; Ibens
2009) investigated a concept for launching power-harvesting kites autonomously
by rotational start-up. In this design, a rotating pole with horizontal arm
tows around the wings. Starting from standstill and close to the pole, the
wings are progressively sped up and brought further by extending the tether.
Figure 7.2 depicts the carousel, the experimental setup of the Highwind to test
out rotational start-up as described in Geebelen 2012. The wings used in the
project are modiﬁed RC-aeroplanes. The carousel is equipped with cameras,
line-angle sensors, gyroscopes and accelerometers to measure the location and
orientation of the aeroplane.
The main goal of the Highwind carousel is not to demonstrate power-generation
with kites, but rather to oﬀer an experimental platform to validate advanced
control schemes (e.g. MHE and NMPC in Gros 2013b) that might ultimately
be used in large-scale kite-power facilities. This chapter deals with steady-state
orbits on the carousel.
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Reference frame














Figure 7.3: Stylised depiction of the carousel and aeroplane.
7.2 Model of the carousel
The carousel model is given as a CasADi script encoding a fully implicit DAE,
using rigid-body mechanics and linear aerodynamics ( Pamadi 2003 ) and
derived with the Lagrange formalism in non-minimal coordinates (Flannery
2005; Gros 2013a) with the coordinates modiﬁed to North-East-Down (NED).
Full parametrisation of the rotation matrix is employed as proposed in Gros
2012 to avoid singularities, reduce the complexity of the computational graph
and make the mapping linear. The remotely rotatable control surfaces, as
depicted in Figure 7.3, are the physical means to control the aeroplane. In the
given carousel model, the angular positions of these surfaces are not used as
inputs, rather their derivatives are. This is a trick to allow regularisation on
control activity. For the purpose of steady-state, this is irrelevant and these
pure integrator states are therefore removed in this context. Also, perfect speed
control of the carousel is assumed, allowing to remove states corresponding to
carousel dynamics.
This reduced model can be summarised as a fully implicit DAE with:{
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states x ∈ Rn=18 :





components of rotation matrix from
carousel frame to aeroplane frame
dx, dy, dz time derivatives of (x, y, z)
w_x, w_y, w_z angular rates of aeroplane in its frame
[rad/s],
controls u ∈ Rm=6 :
aileron, rudder,
elevator, flaps
angular position of aerodynamic control
surfaces [rad]
r tether length [m]
ddelta carousel turn speed [rad/s],
algebraic variables z ∈ R :
nu tether tension normalised by tether
length [N/m],
invariants C(x) ∈ Rr=8 :
6 orthonormality constraints on eij
consistency between (x, y, z) and r, and derivative
of this,
and we augment this model with:
disturbances w ∈ Rp=6 :
wind_x, wind_y,
wind_z






biases on control surface positions [rad],
Σ = 0.012.
A property of this model is that the state derivatives x˙ and algebraic variables
z appear linearly in g. This allows us to obtain an explicit form for x˙ from















In CasADi, this form can be obtained either by introducing a linear solve node
or by performing the inversion symbolically. The latter was used here.
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Quantity Betty conﬁguration Arianne conﬁguration
Angle of attack [deg] [−4.5, 8.5] [−4.0, 8.0]
Sideslip angle [deg] [−9, 9] [−7.0, 7.0]
Aeroplane position (z) [m] ]−∞, 1.5] ]−∞, 1.0]
Carousel motor torque [N·m] [−20, 20] -
Control surfaces angle [rad] [−0.20, 0.20] -
Lift coeﬃcient [-] [−0.15, 1.5] [−1.5, 1.5]
Winch motor torque [N·m] [−78, 78] -
Tether tension [N] [0, 600] [0, 100]
Airspeed. [m/s] [10, 65] [10, 50]
Table 7.1: Table of operational bounds
The model presented here corresponds to the Betty conﬁguration (outdoors
carousel). The conﬁguration of the indoors carousel is referred to as Arianne,
lacks rudder and flaps controls and has diﬀerent geometric and aerodynamic
parameters.
The operational bounds deﬁning our operational set X are, for the two
conﬁgurations given in Table 7.1.
7.3 Obtaining steady-states and exploring system
linear stability
Consider the continuous-time dynamic system:
x˙ = f(x, u), (7.3)
with states x ∈ Rn, control inputs u ∈ Rm and f continuously diﬀerentiable.
When ∂f∂x is invertible, the condition f(x, u) = 0 implicitly deﬁnes a locally
unique steady-state x? = S(u) as a function of control inputs. The mapping S
from controls to steady-state solutions has a restricted domain; there might be
no steady-state solution corresponding to a given control input. Assuming the
region of interest lies in this domain, a simple root-ﬁnding Newton iteration
scheme on F (x) = f(x, u) can be used to obtain a steady-state:







A Newton process to solve an implicit function is an elementary building block
in CasADi’s matrix valued graphs.
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As we carry out a homotopy of control inputs u, starting each numerical process
with the solution of a neighbouring control input will keep the process in one
domain of attraction, allowing to trace out one particular S.
Performing a similar process for the carousel model of Equation (7.1) on
F (x) = [f(x, u)>, C(x)>]> would fail. Both f(x, u) and C(x) describe the
same dynamics. The resulting ∂F∂x would not be invertible, being of dimension
n × (n + r) and of rank n. There are two techniques to project away the
redundant equations according to Sternberg 2012a.
The ﬁrst technique makes use of the nullspace Z = null(J) ∈ Rn×(n−r) of the







There is functionality in CasADi to obtain a null-space in a matrix-valued
expression graph. In an NLP context, a readily available alternative is to add Z





Note that null-space bases are not unique and a regularisation term on Z might
be added to the NLP objective to aid convergence.
The second technique uses projection and results in:
F (x) = f(x, u)− J†C = 0, (7.7)
with J† = J>(JJ>)−1 the Moore-Penrose pseudoinverse of the invariance
constraint Jacobian J . This condition simpliﬁes into the steady-state condition
f(x, u) = 0 if C = 0 holds. That the latter should hold becomes obvious by left
multiplying Equation (7.7) with J :
Jf(x, u) = C since JJ† = I,





0 = C Time invariance is implied by the dynamic equations.
A Python-based tool was created to explore the properties of steady-state
solutions. It allows the user to sweep over two coordinates ux and uy of control
space, while keeping the remaining control inputs at a ﬁxed value. For each
steady-state point, arbitrary properties can be calculated and displayed as a
contour overlay. The process starts from one given steady-state point and spirals
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outwards, each numerical process making use of the previous successful solve
in closest proximity. Notably, as highlighted in Algorithm 7, Equation (7.5) is
used, and for each numerical process, Z is ﬁxed to the null-space as obtained in
post-processing of the nearest solution.
Data: Sweeping points S = {(u0x, u0y), (u1x, u1y), . . . , (uNx , uNy )}
Data: A mutable associative data-structure D mapping from elements of S to
arbitrary data
Input: Steady-state solution for (u0x, u0y) in D
for (ux, uy) in S in order spiralling around (u0x, u0y) do
(x0, Z)← Retrieve data from nearest visited point in D ;
x? ← Solve Equation (7.5) by Newton iteration with initial guess x0;
Z ← null(∂C∂x (x?));
Store (x?, Z, analysis of x?) at location (ux, uy) in D ;
Algorithm 7: Eﬃciently sweeping over steady-state solutions
The tool populates S with a linearly spaced rectangular created from bounds
supplied by the user. After a sweep of Algorithm 7, plots are created from desired
steady-state properties in the collected data in structure D. A background
process is activated that decimates the mesh and re-runs the algorithm in a
loop. This way, the user quickly sees rough plots when selecting regions of
control space to explore, and will see gradual reﬁnements appearing when idling.
The result is fast visual feedback to action by the user resulting in a responsive
user interface. A screenshot of the software is provided in Figure 7.4. Clicking
anywhere in the sweep space at the left will reveal more information of the
corresponding steady-states: eigenvalues in a polar plot at the right and an
animation of eigenmodes through a third-party plotting tool (not depicted).
A notable property that is highlighted with the tool in the following ﬁgures is
the stability metric:
s = α(Z> ∂f
∂x
Z), (7.8)
with α(•) the spectral abscissa of Chapter 3, and Z projecting away the zero
eigenvalues that arise from the system invariants.
In Figure 7.5, we observe that a rectangle of operational feasibility exists. The
operational bounds are simply formed by sideslip on the horizontal axis, and
angle-of-attack on the vertical axis. It makes intuitive sense to operate the
system at a setpoint in the left-upper corner of this rectangle where it is most
stable, but not too close to the edge, to be able to operate the system safely.
The point aileron = −0.15, elevator = −0.20 is used further on.
Our main point of interest lies in the interplay of stability and feasibility as the
tether is rolled out quasi-statically. From Figure 7.6, we observe that we should
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Figure 7.4: Screenshot of the steady-state exploration tool.
increase the elevator along with r to maintain operation feasibility.
In Figure 7.7a, it appears there is an unlimited region of stability that is
impossible to attain with elevator alone, given the operational constraints. In
Figure 7.7b, we learn that authority in rudder can strongly aﬀect stability.
In conclusion, the stability space of the system is rich in features and inspecting
slices of it to obtain a safe start-up trajectory is a diﬃcult task.
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Figure 7.5: Steady-state plot for a sweep along (aileron, elevator) with
r = 1m, ddelta = −4rad/s, rudder = 0, flaps = 0. Every point corresponds
to a steady-state. Stability s is visible as thin black contours, full for stable
and dotted for unstable. Height z is visible as blue contours, full for above
carousel arm (negative in North-East-Down frame) and dotted for below. In
the shaded region, operational bounds are violated (smoothened for visual
cleanliness). Superimposed on the edges of the graph are depictions of aeroplane
conﬁgurations that hold near these edges.
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Figure 7.6: Steady-state plots for sweeps along (r, ddelta) with varying
elevator. From below, the feasibility region is bounded by tether tension
constraints. From above, the limit is minimal airspeed and height above the
ground. To the right, the angle-of-attack becomes too small (pitching down too
much)


























































(a) Sweeping with elevator















































(b) Sweeping with rudder
Figure 7.7: Steady-state plots with increasing r on the x-axis. Stable region is
at the left hand side.
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7.4 Joint design of stochastically safe setpoints and
controllers
This section is directly based on a publication at IFAC: Gillis 2014b. It starts
from the observation that the carousel amounts to a substantial monetary
investment for the Highwind group, and that care must be taken to operate
the device. Choosing an unfortunate setpoint for control or having a control
scheme or state observer that diverges may result in irreparable damage to the
physical system.
As we explored linear stability in the previous section, it became clear that a)
we are considering both stability and feasibility to determine safe setpoints,
a trade-oﬀ that is not easy to make intuitively, and b) we should combine
authority in multiple inputs to ﬁnd a path to bring us up safely to long tether
lengths, something which is diﬃcult to do by interpreting two-dimensional
plots. Stochastic safety is our answer to the former diﬃculty, and the methods
presented in this section are an elegant – albeit approximate – solution to the
latter. First, we give a formal deﬁnition to safety. Next, we propose a method
to ﬁnd steady-states that are optimally safe and lastly we demonstrate how
incorporation of output feedback increases safety.
7.4.1 Marginal and stochastic safety
Neglecting modelling error and external disturbances for a moment, we deﬁne
the system of Equation (7.3) to have an asymptotically safe setpoint (x?, u?) if
it holds that:
1. Control bounds are respected: u? ∈ U ⊂ Rm.
2. x? is in the interior of the operational set X.
3. The point is a stationary point, i.e. f(x?, u?) = 0 holds.
4. The undisturbed system is asymptotically stable at this point: α(∂f∂x ) < 0,
where α is the spectral abscissa of Chapter 3.
We will further assume that the operational set is deﬁned by means of a collection
of scalar operational bounds:
X = {x|hi(x) ≤ 0}. (7.9)
Furthermore, we will assume that the linearised system dynamics matrix A = ∂f∂x
is invertible on X × U such that for a given u, the steady-state equation
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f(x, u) = 0 implicitly deﬁnes a locally unique steady-state function x = S(u)
with a particular domain. We restrict our analysis to one such S. Also, we
assume further that the linearised system is controllable.
It follows from the above conditions that we can always construct an open region
in state space around a safe setpoint (x?, u?) which is invariant under forward
propagation of system dynamics and which lies entirely inside the operational
set. Next, we will extend the notion of this safe region to a stochastically excited
system.
Allowing for disturbances w ∈ Rp, we consider the system:
x˙ = f(x, u, w). (7.10)
For a given ﬁxed control input u? and a stationary stochastic realisation of w,
the disturbed system will never reach the true steady-state x? = S(u?), but
will remain in a region close to it if the system is asymptotically stable and the
disturbances are suﬃciently small. The deviation xˆ of the state x from x? will
then behave as a stochastic process as well.
We deﬁne the point (x?, u?) to be stochastically safe with conﬁdence level
0 < p ≤ 1 for the disturbed system if it holds that:
1. The point is asymptotically safe for the corresponding undisturbed system.
2. For each operational bound hi(x) ≤ 0, the probability of the stochastic
realisation of hi(x) satisfying its bound is at least p.
7.4.2 Formulation
If we assume zero-mean Gaussian white noise with covariance Σw as realisation
of w, then the covariance of the deviation of states w.r.t. to a safe steady-state
point is given in linear approximation as the (continuous) algebraic Lyapunov
equation as elaborated on in Houska 2007; Zhou 1996. Denoting this covariance
as Σxˆ ≡ P , we have:





with A = ∂f∂x (x, u, 0), D =
∂f
∂w (x, u, 0) and P a positive-deﬁnite symmetric
matrix. This equation captures how the uncertainty injected through the source
term (disturbances) ﬁnds a dynamic equilibrium with the sink term (strictly
dissipative system dynamics). The equation is exact if f is linear in x and w.
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Under these approximations, we can guarantee that realisations of the perturbed
state around the safe setpoint are within the operational set with safety margin
0 < γ, by imposing the following bounds:
hi(x?) + γ
√
Σhi(x?) ≤ 0, (7.13)
with γ bearing a relationship with the conﬁdence level through the cumulative
normal distribution function Φ:
Φ(γ) = 1− p/2. (7.14)
We propose to maximise the safety margin γ simultaneously with the search for
a stochastically safe setpoint, yielding the optimal stochastically safe setpoint,




subject to f(x, u, 0) = 0 (7.15b)










AP + PA> +DΣwD> = 0. (7.15e)
The idea of using the safety margin from the Lyapunov framework in the
objective of an OCP was ﬁrst mentioned in Houska 2007 and extended on for
the multi-objective case in Logist 2011a. No formulations in literature could be
found for the present case: steady-state design with a system with invariants.
For an illustrative summary of Method 7.15, we refer to Figure 7.8. Here, we
have an illustration of state space for a given control input u?, with operational
bounds hi = 0 depicted in solid lines, deﬁning the operational set. The dot
near its center is the stationary point x? = S(u?). The dotted lines represent
the approximate operational bounds, linearised in x?. The inner ellipsoid is
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Figure 7.8: State-space, state covariance and bounds
a representation of covariance P , with the eigenvectors deﬁning the principal







corresponds to the maximum reach of the ellipsoid in the direction towards the
linearised operational bound hi. The outer ellipsoid is a scaled up version with
factor γ. Note that two constraints on Equation (7.15d) are active here and
none are violated; we can say that the point (x?, u?) is stochastically safe with
safety margin γ. The goal of Method (7.15) is to scout the design space u for
the setpoint with the largest safety margin γ. The other decision variables can
be eliminated in principle.
The existence of an open-loop stochastically safe setpoint as deﬁned in
Method (7.15) is not guaranteed. And when it exists, the corresponding
safety margin might be insuﬃcient. To diminish these problems, one can
improve stability by embedding a controller into the dynamics. As an example,
we propose to introduce simple output feedback control in the system with
coeﬃcients as new the decision variables. By adding additional degrees of
freedom to the optimisation problem we can only perform better or as good as
the original method.
Consider the linearisation of System (7.10) around a candidate steady-state
point (x?, u?):
˙ˆx = Axˆ+Buˆ+Dw
yˆ = Y xˆ+ v,
(7.16)
with B = ∂f∂u (x?, u?, 0), Y =
∂y
∂x (x?), y(x) ∈ Rs an observation function, and v
a stochastic variable corresponding to measurement noise.
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In the previous section, we had uˆ ≡ 0. Here, we feed yˆ back to uˆ with a linear
feedback matrix K ∈ Rm×s:
uˆ = K(Y xˆ+ v). (7.17)
Adding this feedback into the dynamics of Method (7.15) leads to a method for
























+ P (A+BKY )>
+DΣwD> +BKΣvK>B>
= 0 (7.18e)
where we have parametrised set U by functions qj as we did earlier for X.
Note that the introduction of output feedback on the system linearised around
steady-state has direct inﬂuence on the state covariance P only, and on the
safety margin as a direct consequence. The potential of output feedback to alter




It was observed in numerical experiments that, when started with a
known asymptotically safe point as initial guess, both an implementation
with an interior-point method (IPOPT, Wächter 2006a) and a sequential
quadratic program (SQP) method (WORHP, Büskens 2012), showed better global
convergence behaviour when P was eliminated as decision variable. Details of
these equations follow in Section 7.5.
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Indeed, Equation (7.15e) is linear in P and hence one can write the vector of
its entries P = vec> (P ) as the solution of a linear system AP = B using
A = A⊗ In + In ⊗A
B = vec> (DΣwD>) , (7.19)
with ⊗ the Kronecker-product. The size of this linear system can be reduced
from n2 to n(n+1)/2 by taking symmetry of P into account. We omit a closed
form expression for this reduced system here, but note that it is easily obtained
with CasADi. We further note that there exist dedicated algorithms with better
complexity to solve the Lyapunov equation (Benner 2013) cf. Section 5.2.3.
7.4.4 Results
Before, manual inspection of slices of the asymptotically safe set led us to believe
that we should not expect asymptotically safe points further than at r = 4m.
In this section, we sweep over r while optimising for stochastic safety over
the remaining controls. In Methods (7.15) and (7.18), we simply restrict all r
coordinates in U to a single value and use hot-starting to eﬃciently carry out
the sweep. For the closed-loop methods, we choose (y, z) as observations and
(aileron, rudder) as feedback controls. Measurement noise Σv was discarded
in this simulation.
Figure 7.9 presents the results for this application. Figure 7.9a shows we found
asymptotically safe points well beyond the tether lengths we expected (up to
8m). Using linear output feedback, we increase the safety margin but do not
get signiﬁcantly farther out. Since the problem is non-convex, it might be that
solutions are missed that allow for longer tether lengths. For each tether length,
we have in eﬀect found the largest ellipsoid scaled up from state covariance with
factor γ that still ﬁts in the linearised operational set, as depicted in Figure 7.8.
In Figure 7.9b, elevator is steadily increased; a correct prediction from the
previous section. In Figure 7.9d, the controller becomes more aggressive with
increasing r.
It is remarkable that, using the linear feedback, the maximum tether length
cannot be extended with respect to the open-loop case. In Figure 7.10a, it
can be observed that the Lyapunov matrix P increases at the end, despite the
increasingly dissipative dynamics as in Figure 7.9c. This increase is explained
by the steep increase of input noise DΣwD>. The increase of P is gentle, and
cannot explain why the safety margin drops to zero as in Figure 7.9a. Another
explanation might come from a runaway in the y-coordinate, which would hint
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(a) Plot of the safety margin γ.








−0.05 Optimal elevator setting [rad]
open-loop
closed-loop
(b) Plot of the optimal elevator setting.











(c) Plot of stability s of Equation (7.8).
The existence of γ implies stability.

















(d) Plot of the four entries of the
optimal K.
Figure 7.9: Results of the search for optimal stochastic safety for a sweep along
r.
at the anticipated breakdown of rotational towing as predicted in Gillis 2012.
However, judging from Figure 7.10b, there is no such breakdown occurring.
There is only one explanation left: the operational set becomes empty for large
tether lengths. A plot of the multipliers of robustiﬁed bounds in Figure 7.11
can help to explore this route. Three important conﬂicting constraints are
active near the end: torque limit of the carousel (motor_torque), negative
of the height above the carousel arm (z) and side-slip angle (beta_deg). As
the system avoids crashing into the ground, the aeroplane’s nose is pointed
upwards, but this action increases the drag which cannot be overcome due to
the limitation in carousel torque. Note that the contraction of the operational
set might be a local phenomenon.
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(a) Plot of the magnitudes of covari-
ances.









(b) Plot of the aeroplane coordinates in
the carousel frame.
Figure 7.10: Explaining a cap on tether length for the feedback case?
alpha deg max 0.000  (rad)-1
z max 0.863  (m)-1
motor torque max 0.049  (Nm)-1
flaps max 1.612  (rad)-1
cL max 0.891  (rad)-1
torque max 0.000  (Nm)-1
beta deg max 0.074  (rad)-1
tether tension max 0.000  (N)-1
1 2 3 4 5 6 7 8 9
r [m]
airspeed max 0.176  (m/s)-1
Figure 7.11: Constraint multipliers plot for system without feedback. The width
of each band scales with the magnitude of the multipliers for one particular
robustiﬁed path-constraint (lower-end of safety-margin in black, upper-end in
grey). Zero width corresponds to non-active constraints.
EXPLORING ALTERNATIVE FORMULATIONS 179
7
7.5 Exploring alternative formulations
In this section, several optimisation runs using alternative formulations of
Method (7.15) are examined in detail. Each run is denoted by a 7-letter
identiﬁcation code, each letter of which corresponds to one particular scenario
setting, as explained in Table 7.2.
Code Variation Description
A, B Problem A corresponds to the Arianne aeroplane model, B
corresponds to the Betty aeroplane model, featuring
additional yaw and ﬂaps control surfaces.
J,Z,R Invariants J corresponds to the J pseudo-inverse method, Z
to the null-space approach, and R to the null-
space approach, with additional regularisation in the
objective 1× 10−3||vec(Z − Z¯)||22.
P,E Elimination P corresponds to keeping P as decision variables, while
E corresponds to inserting a linear solve node in the
graph to eliminate them from the decision variables.
In the J-Invariant case, also J† is eliminated.
N,L Lifting N corresponds to no lifting (keeping
P − V (P + AP + PA> + DΣwD>)V = 0 as
constraint), while L corresponds to lifting this
to
{
P − V (P +Q)V = 0
AP + PA> +DΣwD> = Q
with Q an
additional decision variable, which is eliminated
together with P in the E-elimination case.
M,X Expansion M corresponds to keeping equations as a matrix graph
in CasADi, while X corresponds expanding to scalar
graph as much as possible.
W,I,Q Solver W corresponds to WORHPsolver (state-of-the-art SQP),
I corresponds to IPOPTsolver (state-of-the-art interior
point), Q corresponds to a simple textbook SQP
method.
F,T Initial F corresponds to a feasible initial guess, T corresponds
to an initial guess perturbed by 10%
Table 7.2: Identiﬁcation code for diﬀerent scenarios
Diﬀerent combinations of Elimination, Invariant and Lifting give rise to diﬀerent
decision variables. The table below lists these diﬀerences. All formulations
share a common part α = [x ∈ R18,u ∈ R4,γ ∈ R].
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P E
Z α, Z ∈ R18×10, P ∈ S18 (, Q ∈ S18 if L-Lifting) α, Z ∈ R18×10
J α, J† ∈ R18×10, P ∈ S18 (, Q ∈ S18 if L-Lifting) α
These combinations also result in diﬀerent sets of constraints. All sets share


































f − J†C = 0
β
JJ>J† = J
P − V (P +Q)V = 0
AP+PA>+DΣwD>=Q
substitute in the above when N-Lifting
f − J†C = 0
β
Figure 7.12 visualises the sparsity patterns arising the above formulations. The
following remarks can be made about these patterns:
• Both the J-Invariant and Z-Invariant cases feature dense sub-blocks of
size tril(n) × tril(n) and tril(n − ni) × tril(n), respectively. For a small
number of invariants, the blocks are of order O(n2)× O(n2) and hence
the complexity of linear algebra for this problem is O(n6). In this context
of the continuous-time algebraic Lyapunov, one might hope the blocks
to be sparse due to the system matrix A to be sparse and due to the
structure of A in Equation (7.19). This sparsity is destroyed by the dense
nature of the invariant-treatment projections. Indeed, further research
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could include obtaining a better complexity by ﬁnding a sparser null-space
Z or sparser pseudo-inverse J† such as with a 1-norm quality rather than
the Moore-Penrose 2-norm quality as in Dokmanic 2013; Gotsman 2008.
Alternatively, a dedicated Lyapunov solver could be embedded in the
expression graph, similar as was done for the discrete-time periodic case
in Chapter 5.
• Some blocks have a semi-circle-like sparsity-pattern. This is a direct result
of using only the lower triangular part for symmetric decision variables
and constraints.
• The blocks that disappear going from the P-Elimination to the
E-Elimination case just end up being presented to the linear solve node
introduced in the graph. The factorisation time associated with them
remains present.
The result of the running all these scenarios is summarised graphically in the
remainder of this section. Figure 7.13 shows convergence behaviour. Quite a
few runs did not end successfully; due to stagnating convergence, excess time
or excess memory use.
Some striking conclusions can be drawn from this graph:
• The J-Invariants case is much more successful than the Z or R cases. Since
the sole purpose of the regularisation of R was to improve convergence
behaviour over Z and this improvement is obviously lacking, R-Invariants
case is rejected from further illustrations and comments.
• Eliminating the Lyapunov equation (E-Elimination case) appears to be an
excellent idea. In combination with J-Invariants, success is guaranteed,
even when using a textbook SQP method.
• The WORHP solver appears to be very successful for this type of problems,
when E-Elimination is used. In case no elimination is performed,
IPOPT performs better, but on an otherwise limited set of scenarios.
In summary, we identiﬁed E-Elimination + J-Invariant as the desirable
numerically robust formulation. It should be noted that we have not investigated
the numerical conditioning of the underlying KKT-system here. Corresponding
to the notes of Section 5.6, it can be expected that the conditioning is worse in
the E-Elimination case.
Figure 7.14 highlights runtimes for diﬀerent formulations. The observations
that can be made from this representations are along expectations:























Figure 7.12: Constraint Jacobian sparsity patterns for diﬀerent runs.
• Going from P-Elimination to E-Elimination amounts to transferring
runtime from the solver to the constraint Jacobian. We can hence infer
that the biggest contribution from both is caused by matrix factorisation.
• For the P-Elimination case, IPOPT (I-Solver) clearly performs much faster
than WORHP (W-Solver), while they are on par for the E-Elimination case.
This can be explained by the fact that an interior point method performs
linearisation and linear algebra on the iteration level, while an SQP
method linearises in each iteration and then iterates a QP to convergence,
using linear algebra in an inner loop.
• Expansion (X-Expansion) is clearly beneﬁcial to runtime.















































































































Number of iterations (.......)
success fail
Figure 7.13: Convergence behaviour for diﬀerent runs. For successful runs, the
number of iterations is shown.
• Lifting (L-Lifting) is beneﬁcial to runtime in the E-Elimination case. Lifting
leads to less nodes in the expanded graph of the constraints, and hence
faster evaluation of the constraints and their Jacobian. The beneﬁcial
eﬀect exists for the P-Elimination too, but this is not visually apparent.
• The fastest runtimes are attained without elimination (P-Elimination)
and with J-Invariant when using IPOPT (I-Solver). In the category that
we identiﬁed as numerically robust before, E-Elimination + J-Invariant,
combined expansion and lifting yields the best results.
The combination of L-Lifting + X-Expansion gives an order of magnitude speedup


























Total runtimes [s] (A.....F)
f g grad_f jac_g solver
Figure 7.14: Runtime breakdown for diﬀerent runs. The surface areas of
opaque blocks correspond to runtimes of diﬀerent parts of the run. The number
corresponds to the total runtime.
for the preferred E-Elimination + J-Invariant formulation from above. Even
then, it is not the absolute fastest of all scenarios.
Next, in Figure 7.15, the overhead cost, i.e. the cost of initialising the problem
is highlighted.
From this ﬁgure, the following observations can be made:





























N - L M - X P - E
Figure 7.15: Overhead costs for diﬀerent runs. Scenario codes corresponding
to * in the title are very much clustered in the plotted space and hence are
represented by a single entity.
• All formulations require a large amount of memory. It is likely that
memory will be a bottleneck for large applications.
• Introducing E-Elimination (P-E arrows), which was empirically shown
to be beneﬁcial for convergence, adds about an order of magnitude to
overhead costs.
• The speedup of L-Lifting + X-Expansion from above does increase overhead,
but not by an order of magnitude.
In summary, the speedups in runtime visible from Figure 7.14 do not come for
free (mild overhead cost). Also, numerical robustness from Figure 7.13 does not
come for free (large overhead).
In conclusion, we remark a) that a formulation with a pseudo-inverse and
elimination of P is desirable for numerical robustness, b) that the runtime of
such formulation can be sped up a lot with lifting and CasADi-speciﬁc graph
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expansion, and c) that these runtime improving choices mildly deteriorate the
overhead costs.
Conclusion
In this chapter we explored an application of the Lyapunov framework for
a steady-state system. A carousel system (Geebelen 2010) for the launch of
power harvesting tethered aeroplanes was considered. This system, intended
for testing advanced control strategies, swings around a controllable aircraft
connected with a tether of controllable length. The goal of this chapter was to
identify, for a series of increasing tether lengths, setpoints to operate the device
both open-loop and closed-loop. These set-points should both be stable and be
far away from operational constraints that may destroy the system.
In the ﬁrst part of the chapter, the multi-dimensional space of tentative setpoints
was manually explored using two-dimensional slices in search of a trade-oﬀ
between stability and feasibility.
In the second part of the chapter, the Lyapunov framework was used to bring
stability into the same units as feasibility: under white Gaussian disturbance,
the algebraic Lyapunov equation gives the state-covariance of a set-point, with
which the probability of violating an operational bound can be expressed.
By minimising this probability in an NLP, optimally safe setpoints could be
automatically selected for the carousel, together with a suitable linear-feedback
controller to decrease the probability of violation even further. This work was
contributed to IFAC in (Gillis 2014b).
The idea of using a stochastic safety margin in the objective is not new (Logist
2011a), but has not been applied to a system with invariants.
The third part of the chapter provided an empirical comparison of numerical
properties for a family of related formulations. The most striking observation
from this section is that eliminating the Lyapunov matrix from the decision
variables greatly aided convergence of the NLP.
Chapter 8
Robust periodic control of
quadcopter ﬂight
Flying machines have long fascinated humanity. While quite some baby boomers
and generations there-after have enjoyed piloting radio-controlled ﬂying machines
as a pastime, these unmanned aerial vehicles or drones have only recently led
to wide-spread civil and military applications.
In particular the quadcopter, a multi-rotor ﬂying platform capable of hovering,
is quickly claiming a place in the public space, following years of popularity
amongst academic robotics groups as demonstration platform. Researchers
typically ﬂy them in a controlled indoor environment where a collection of
cameras provides an accurate estimation of position and attitude, with which
control laws can be applied. By combining highly agile gravity-defying motion
with fully autonomous operation, quadcopters are suitable to showcase control
algorithms while captivating the imagination of layman audiences. Notably the
group at ETH Zurich has a history of spectacular demonstrations (D’Andrea
2014; Hehn 2013; Ritz 2012).
In this chapter, a quadcopter simulation model is used to showcase the methods
presented in this thesis. While originally conceived as a mere benchmark
for performance of CasADi in the second year of the research project, it has
highlighted fundamental issues with the methods used previously for solving
robustiﬁcation problems. The quest to make this application work has ultimately
driven the algorithmic innovations in this thesis.
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Section 8.1 describes a robustiﬁcation scenario we set out to solve, Section 8.2
details the modelling of the quadcopter system, Sections 8.3 and 8.4 describe
methods and results for the nominal and robustiﬁed optimal control problems,







Figure 8.1: Quadcopter scenario
Referring to Figure 8.1, the quadcopter is to be ﬂown around a cylindrical
(r = 1m) obstacle positioned vertically at the center of the inertial frame of
reference. Two waypoints pA = (−2, 0, 2) and pB = (2, 0, 1) are deﬁned in the
coordinates of the inertial frame, i.e. {1}. The nominal task of the quadcopter
is to visit A and B in a time-optimal periodic trajectory that does not intersect
with the obstacle. The solution of this nominal optimal control task consists of
a feed-forward control trajectory as well as a corresponding state trajectory.
The main challenge is to robustify the obstacle collision constraints w.r.t.
disturbance forces and moments acting on the quadcopter and measurement
noise arising from the state-observer. Assuming a perfect state-observer with
additive noise, a time-variant linear feedback controller is to be added as a




This section documents the mathematical model created for the quadcopter
system.
In Subsection 8.2.1, the dynamic equations for the quadcopter system are
derived using a Newton approach. This approach is chosen over a Lagrangian
approach, as the Newton approach requires more physical insight. The latter
approach is to be preferred in a non-didactic setting, as it is generally less prone
to mistakes and more straightforward to automate.
Subsection 8.2.2 details what forces and torques enter the dynamic equations.
Subsection 8.2.3 lists all the parameters used in the model.
8.2.1 Dynamic equations
Two kinematic frames are employed for modelling the quadcopter. An inertial
frame {0}, and a body frame {1} attached at the center of mass of the quadcopter,
with the z-axis pointing upwards.
The quadcopter body possesses linear momentum caused by the motion of its
center of mass with respect to the inertial frame. Newton’s law requires that
its derivative in an inertial frame equals the force exerted upon it.
One can obtain a set of scalar equations out of this vector relation by performing
projections. In this case, we choose to project onto the unit vectors of frame
{0}, introducing velocity coordinates (vx, vy, vz) expressed in {0}, quaternion
coordinates (q0,q1,q2,q3) to parametrize the rotation from {1} to {0}, and
symbols for the forces expressed in {1} to obtain 3 diﬀerential equations:
[
q23 + q20 − q21 − q22 2q0q1 − 2q3q2 2q0q2 + 2q3q1
2q0q1 + 2q3q2 q23 − q20 + q21 − q22 2q1q2 − 2q3q0
2q0q2 − 2q3q1 2q1q2 + 2q3q0 q23 − q20 − q21 + q22
]
︸ ︷︷ ︸













The dynamic equations for the linear part of the quadcopter motion are
completed by introducing coordinates (x, y, z) for the position expressed
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The total angular momentum H of the quadcopter with respect to the inertial
frame is given by the momentum for the system with stationary rotors, plus
contributions of the rotor movements:




in which I is the inertia tensor, and in which the rotors are modelled as discs.
The rotor spin axes are assumed to be aligned with the body frame, and the





with si the spin direction (either 1 or −1).
Euler’s equation dictates that the derivative of angular impulse of a body in
an inertial frame equals the torque exerted upon that body. As the inertia
tensor of a body is typically stationary when observed in the body frame, it is
customary to transform the frame of diﬀerentiation to the body frame.
Introducing body coordinates for angular motion (ωx, ωy, ωz) and projecting













 0 − (ωz) ωyωz 0 − (ωx)
















The dynamic equations of the quadcopter base are completed with a kinematic
















Each rotor is mounted on a shaft that passively transmits torques in the local
x and y directions. In the z-direction, the torque goes through a motor, which
delivers work on the rotor. This driving torque τ imotor, as well as the aerodynamic
reaction torque τ iaero and the rotor speed ri are deﬁned positive if they drive
the propeller in such a way as to generate upward thrust.
Angular motion of the rotor is governed by a balance between rotor inertia,
driving torque and aerodynamic torque:
Iiz(r˙i + siω˙z) = τ imotor − τ iaero, i = 1, . . . , nr (8.7)
In conclusion, we derived a model with n = 13+nr implicit diﬀerential equations:
g(ξ, ξ˙, u, p) = 0, (8.8)
with 13 + nr diﬀerential states:
ξ = [
p︷ ︸︸ ︷




















u = [τ imotor]. (8.10)
One invariant, quaternion norm preservation, is present due to the choice of




q2i − 1 = 0. (8.11)
Since only the quaternion states enter the invariant in this particular system, it




q2i − 1 = 0. (8.12)
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8.2.2 Forces and torques
The unspeciﬁed forces and torques in the previous equations are expressed in
the body frame, which is convenient for the aerodynamic contributions.
Each rotor is modelled as giving an independent contribution, assumed
undisturbed by each other, by the presence of the quadcopter support platform,
and by the presence of airﬂow at the location of operation. Corresponding to
Bristeau 2009, each rotor i has the eﬀect of generating a force perpendicular to
its disk and upwards, emanating from its center:








with ρ the air density, c the chord length of the propeller, R its radius, CL its lift
coeﬃcient, α0 the zero-lift angle of attack and v⊥i the perpendicular component
of velocity due to quadcopter motion observed at the center of rotor, which is





(Rv + Ω × r) , (8.14)
with r the location of the rotor i on the quadcopter platform.
Each rotor further experiences a torque perpendicular to its disk arising from
propeller form drag, induced drag, and a component of lift:











































where we note that it is the external aerodynamic torque that acts on the
complete quadcopter system. The motor torque is internal to this system.
8.2.3 Conﬁguration
We consider a quadcopter conﬁguration where half of the rotors have nominal
spin directions si opposite of the other half, as this cancels out angular
momentum contributions at nominal operation (limits undesirable gyroscopic
eﬀects) and reduces the magnitude of vorticity induced on the surrounding air
(an unmodelled physical eﬀect).
A conﬁguration with nr = 4 rotors is chosen. The following parameters are
unique to each rotor:











si 1 -1 1 -1
The remainder of rotor parameters are shared among all rotors:
c Propeller chord length [m] 0.01
R rotor radius [m] 0.127
CL rotor lift coeﬃcient [-] 6
α0 zero-lift angle of attack [rad] 0.15
CD rotor drag coeﬃcient [-] 0.02
CD,ind rotor induced drag coeﬃcient [-] 0.05
m propeller mass [kg] 0.01
Imax characteristic inertia (mR2) [kg ·m2] 161× 10−6
Iref reference inertia (Imax/5) [kg ·m2] 32.3× 10−6
Ix, Iy rotor inertia (Iref/2) [kg ·m2] 16.1× 10−6
Iz rotor inertia (Iref) [kg ·m2] 32.3× 10−6
The quadcopter platform parameters are as follows:
m platform total mass [kg] 0.5
g gravitational acceleration [m/s2] 9.81
ρ air density [kg/m3] 1.225
L platform characteristic length [m] 0.25
Imax characteristic inertia (mL2) [kg ·m2] 31.3× 10−3
Iref reference inertia (Imax/5) [kg ·m2] 6.25× 10−3
Ix, Iy platform inertia (Iref/2 +
∑
Iix) [kg ·m2] 3.19× 10−3
Iz platform inertia (Iref +
∑
Iiz) [kg ·m2] 6.38× 10−3
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It should be noted that these parameters, speciﬁcally the ones involving
aerodynamics, can have uncertain values. In the Lyapunov framework, we
can treat those uncertainties as extra white Gaussian disturbances acting on the
system dynamics. However, the present chapter does not explore this further;
the only three sources of disturbance considered here will be summarised in
Figure 8.10.
8.3 System analysis and nominal optimal control
Since the ﬁnal robustiﬁcation problem formulation is non-convex, we highlight
in this section a homotopy of increasingly more complex scenarios.
Starting with a steady-state analysis, we proceed over a tracking OCP and
arrive at a time-optimal OCP. In addition, a time-variant feedback control is
constructed to make the closed-loop trajectory stable.
The next section, Section 8.4, makes use of these results.
Each subsection uses a diﬀerent treatment of the system invariants. These
diﬀerences are not essential but are retained for the purpose of illustration.
8.3.1 Hovering
The condition of hovering, i.e. stationary ﬂight in which generated thrust
balances out gravity, is easily formulated as a root-ﬁnding problem:




0, 0, 1 ,
velocity︷ ︸︸ ︷
0, 0, 0 ,
quaternions︷ ︸︸ ︷
0, 0, 0, 1 ,
angular rate︷ ︸︸ ︷
0, 0, 0 ,
rotor speed︷ ︸︸ ︷
r, r, r, r ],
u = [
motor torques︷ ︸︸ ︷
τ, τ, τ, τ ],
and r and τ respectively the unknown hovering rotor speed and torques.
Although this system of equations is overdetermined, a consistent solution is
easily obtained by solving the following unconstrained NLP:
minimise
r,τ
||g(ξ(r), 0, u(τ), p)||22. (8.19)
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A numerical solution with IPOPT leads to the sought nominal values r? =
403.6 rad/s and τ? = 2.617× 10−3N ·m.
Based on these results, we deﬁne scaling matrices for states and controls:
Sx ∈ Rn×n = diag(
13 repetitions︷ ︸︸ ︷
1 . . . 1 , 500, 500, 500, 500) (8.20)
Su ∈ Rm×m = diag(0.005, 0.005, 0.005, 0.005), (8.21)
and scaled reference values:
r˜ = [
nr repetitions︷ ︸︸ ︷
r?/500 ]> (8.22)
τ˜ = [
nr repetitions︷ ︸︸ ︷
τ?/0.005 ]>. (8.23)
To convey a physical interpretation of the quadcopter model, we report in
Figure 8.3 on a simple open-loop ﬂight scenario that starts from hovering and
has a step increase of torque for the ﬁrst rotor by 20%. Figure 8.2 is provided
as a diagram to support the following analysis of asymptotic behaviour of the
system.
The ﬁrst rotor, positioned at (L, 0, 0), accelerates immediately (ﬁrst-order
increase of rotation speed) due to the added torque. The resulting increased
lift causes a tilting motion of the quadcopter platform along the local −y axis
(second-order) and accelerates the platform upwards (second-order). Since
the tilting causes a contribution of lift in the inertial −x axis, the platform
accelerates in that direction (fourth-order).
Due to reaction on the platform by the motor, the platform accelerates around
local −z axis. This reaction is smaller than the rotor speed acceleration, but
still of ﬁrst-order. Since the platform accelerates, so must the remaining rotors
to balance Equation (8.7), also a small but ﬁrst-order change.
Two non-linear eﬀects can be observed in the asymptotic behaviour. A fourth-
order acceleration around the +x axis is caused by the ωyωz term in the x
coordinate in Equation (8.5). A sixth-order acceleration along the +y axis is
caused by a component of the lift in this direction. This component is the result
of an angle-product that follows from rotating a frame around a local −z axis
and subsequently over a moved −y axis.
After a while, the platform tilt angle becomes so large that gravity cannot be
balanced by the (increased) thrust. The quadcopter drops down.
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τ0 ↑
∫











∫ × ∫ vy ↑
∫
× ∫ ωx ↑
Figure 8.2: Diagram of asymptotic system step. The shaded region symbolises
nonlinear eﬀects.
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(a) Time evolution of quadcopter position





































(b) Time evolution of rotor speeds





































(c) Time evolution of quadcopter linear velocity







































(d) Time evolution of quadcopter angular velocity
Figure 8.3: System response for a step in torque, both fully non-linear and
linearised around the hovering conﬁguration. The right panes show size of
deviation from nominal hovering.
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8.3.2 Tracking
Next, we formulate and solve a periodic optimal control problem with an




−2 cosβ(t), 2 sin β(t), 1 + cosβ(t) + 12
)>
, (8.24)
with β(t) = 2pitTf and Tf = 10.0 s.
The system dynamics are discretised over N = 20 intervals using a collocation






τi − τr , (8.25)
where the subscript τ symbols denote the entries of the polynomial roots list,
i.e. [0, 0.155051, 0.644949, 1] in this case.
The decision variable vector associated with state ξ at control interval k ∈
[0, . . . , N − 1] and collocation point j ∈ [0, . . . , d] is denoted as a capital with
double subscript Xij . To denote the extraction of a few states from this vector,
an extra index is used with the symbols of Equation (8.9) .
We formulate the tracking optimal control problem directly in discrete time as
a direct collocation problem:









k=0 ||Uk − u˜||22 control excursions
+
∑N˜
k=0 ||Xk0,r − r˜||22 rotor speed excursions
+
∑N˜
k=0 ||Xk0,ω||22 rotation of body
+
∑N˜
k=0 ||Xk0,q − (0, 0, 0, 1)||22 deviation from upright pose
s.t. 0 = g
(
tkj ;SxXkj , SxX˙kj , SuUk, p
) {k = 0 . . . N˜
j = 1 . . . d
Collocation
0 = X(k+1)0 −
∑d
i=0XkiLi(1) k = 0 . . . N − 2 Coupling
0 = X00,(p,v,ω,r) −XN˜d,(p,v,ω,r) Periodicity
0 = C ′(X00,q) Invariant
0 = ∂C′∂ξ (X00,q)Z Null-space






−3 ≤ Xk0,p ≤ 3 k = 0 . . . N˜ Conﬁne to cube
0 ≤ Uk ≤ S−1u 2τ?, k = 0 . . . N˜ Peak torque 200%
(8.26)





Note that the tracking objective introduces a natural phase preference for
the trajectory. It is therefore not needed to ﬁx the phase by introducing an
additional scalar constraint. The NLP is initialised with:




0, 0, 0 ,
quaternions︷ ︸︸ ︷
0, 0, 0, 1 ,
angular rate︷ ︸︸ ︷
0, 0, 0 ,
rotor speed︷ ︸︸ ︷
r?, r?, r?, r?],
U0• = S−1u [τ?, τ?, τ?, τ?],
Z0 = (consistent with deﬁning equations)
The NLP is solved to convergence with IPOPT using an exact Hessian, with
the metis-enabled ma57 linear solver and tolerance 1× 10−9. Figure 8.4 shows
the solution trajectory. The main mode of the control trajectory is a coherent
sinusoidal motion of all rotor torques around steady-state to create the up-down
8200 ROBUST PERIODIC CONTROL OF QUADCOPTER FLIGHT
motion. A second mode involves separate motion for each rotor to trace the
circular path. Because the time period Tf is rather large, this mode is rather
subtle and scarcely discernible on the plot. Note that control bounds are not
active.
























(a) Control trajectory. Control bounds are
highlighted as dotted lines
Number of variables 1454
Number of constraints 1372
Number of nonzeros in
constraint Jacobian
15076
Solution time 0.34 s
(b) Problem statistics
Figure 8.4: Converged tracking problem
By nature of the system, the inﬂuence of the control inputs on the tracking
objective is very indirect. Indeed, in the analysis of the preceding system near
the hovering state, the inﬂuence is at least of third order. It is expected that
the convergence is aided by adding a guidance to the NLP solver in the form of
regularisation of excursions away from the nominal position. For the nominal
solution,  = 0.01 is used. Also, scaling of decision variables (Sx, Su) is expected
to make a diﬀerence. Figure 8.5 shows how in this numerical case, scaling is
beneﬁcial and regularisation less clearly so.
The order of decision variables is important to obtain a quasi-banded constraint
Jacobian structure. Both X and U , and collocation and coupling constraints
have interleaved ordering, such that each discretisation interval gives rise to a
separate block in the constraint Jacobian, as apparent from Figure 8.6. Each
discretisation block itself is composed of n rows for the coupling constraints and
(d+ 1)-by-(d+ 1) cells of n-by-n system sensitivity matrices for the collocation
constraints. Note that the collocation blocks are quite sparse owing to the
particular sparse system dynamics at hand and to the fact that the DAE-
formulation is suitable to maintain this sparsity. In general, the collocation
blocks tend to be dense and this puts a practical limit on the degree of collocation.
In that situation, it may be beneﬁcial to decrease the degree (and correspondingly
increase the number of discretisation intervals to maintain integration accuracy).
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scale off, ²=0.00, −9
scale off, ²=0.01, 0
scale on, ²=0.00, −15
scale on, ²=0.01, −4
(a) Exact Hessian

















scale off, ²=0.00, −3
scale off, ²=0.01, 0
scale on, ²=0.00, −12
scale on, ²=0.01, −4
(b) Limited-memory BFGS Hessian
Figure 8.5: Convergence for the tracking problems in diﬀerent conﬁgurations.
The tracking objective optimal value is shown as base-10 exponent in the legend.
Figure 8.6: Constraint Jacobian structure
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8.3.3 Time-optimal control
The next step in the homotopy is a time-optimal periodic formulation. The key
component in such a formulation is time-scaling. In this particular case, since
the time-of-visit for the waypoints is a degree of freedom, we use a time-scaling




N/2 0 ≤ k < N/2
T−Tw
N/2 , N/2 ≤ k < N
(8.27)
with Tw denoting the transit time of the waypoint B, while T denotes the total
period.









k=0 ||Uk − u˜||22 control excursions
+
∑N˜
k=0 ||Xk0,r − r˜||22 rotor speed excursions
+
∑N˜
k=0 ||Xk0,ω||22 rotation of body
+
∑N˜
k=0 ||Xk0,q − (0, 0, 0, 1)||22 deviation from upright pose
s.t. 0 = g
(
tkj ;SxXkj , Sxλ(k)X˙kj , SuUk, p
) {
k = 0 . . . N˜
j = 1 . . . d
Collocation
0 = X(k+1)0 −
∑d
i=0XkiLi(1) k = 0 . . . N − 2 Coupling
0 = Z> (X00 −XN˜d) Periodicity
0 = C(X00) Invariant
0 = ∂C∂ξ (X00)Z Null-space
0 = Z>Z − In−1 Orthonorm.
0 = SxX00,p − pA Waypoint A
0 = SxXN2 0,p − pB Waypoint B
0 ≤ h(Xk0) k = 0 . . . N˜ Obstacle
0 ≤ Uk ≤ S−1u 2τ? k = 0 . . . N˜ Peak torque 200%
0 ≤ Tw ≤ T ≤ Tf Chronology
−4 ≤ Xk0,p ≤ 4 k = 0 . . . N˜ Conﬁne to cube
(8.28)
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with tkj = λ(k)τj +
∑k−1
p=0 λ(p) and with h the obstacle constraint:
h(ξ) =
√
x2 + y2 − 1 ≥ 0. (8.29)
Figure 8.8a shows that the structure of the NLP is very similar to the previous
version, but has extra dense columns due to time scaling. The linear solver we
use, metis-enabled ma57, can eﬃciently deal with this structure. For other linear
solvers, it might be beneﬁcial to localise the time-scaling: introduce time-scale
decision variables on each control interval, and have coupling constraints. This
would eliminate the dense column. Note that a large block is present near the
bottom that was not present in the previous section. This block arises from the
null-space normalisation constraint. It was present in both NLPs, but in this
case, the more general C(ξ) was used instead of C ′(q).
Figure 8.7 shows an impression of the optimal trajectory. Note how the control
inputs are saturated quite often, a feature that is to be expected from time-
optimal control.








































(b) Top down trajectory view. Stars mark the
control intervals, dots mark the collocation
points. Two diamond shapes mark the
waypoints. The motion is clock-wise around
the circular obstacle.
Figure 8.7: Trajectories of the converged time-optimal problem
The optimised trajectory is highly unstable. Indeed, when integrating the
system for one period with the found feed-forward controls with high precision,
the initial and ﬁnal states deviate substantially. The collocation scheme is
not of high accuracy and the mismatch is enlarged by the unstable nature of
the system. The sensitivity of the ﬁnal state w.r.t. the initial state for the
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accurate integration is an approximation for the monodromy matrix. Some of
its eigenvalue magnitudes are much higher than one. These and other statistics
are enlisted in Figure 8.8b.
(a) Constraint Jacobian
Number of variables 1716
Number of constraints 1659
Number of nonzeros in
constraint Jacobian
25884
Solution time 4.14 s







Figure 8.8: NLP structure and statistics
8.3.4 Linear quadratic regulator
This step works towards having feedback-control on top of the feed-forward
optimal control trajectory. The goal at this stage is to just ﬁnd a series of full
state feedback matrices K• that stabilise the system along the trajectory of the
previous system.
First, we aim to ﬁnd a discrete linearisation (A•, B•) or rather the scaled
linearisation (A˜•, B˜•) for the periodic system along the optimal trajectory:
x˜(k+1)modN = A˜kx˜k + B˜ku˜k, k = 0 . . . N − 1, (8.30)
with x˜k and u˜k scaled linearised states and controls.
Note that a formulation as implicit linear system Ekx˜(k+1)modN = Akx˜k+Bku˜k,
which can potentially avoid an n− by− n system inversion, has little beneﬁts
in this case. Even though the continuous system is implicit, the implicit nature
of the integration scheme leads to a linearisation that entails the inversion of a
dn− by− dn system.
In a general OCP framework like CasADi, the linearisation (A˜•, B˜•) is in general
trivially obtained by querying the Jacobian of the integration function. In this
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particular case, we have manually constructed a collocation scheme and we will
















with ∂Xk0∂Xk0 = In and, using implicit function theorem,
∂Xkj
∂Xk0
equal to rows (j−1)n
through (jn− 1) of [GXk ]−1G0k for j = 1, . . . , d.
Here, GXk ∈ Rdn×dn is composed of the following blocks with block index (i, j)


































and G0k ∈ Rdn×n is composed of a block column matrix with block index











The derivation for B˜k uses the same matrixGXk , and its inverse is right multiplied
with a block column matrix with entries dgkid[Uk] =
∂gki
∂u Su.
Next, we project away the invariant subspace of the system (A˜•, B˜•) to obtain
a reduced system:
Aˆk = Z>k+1modN A˜kZk (8.36)
Bˆk = Z>k+1modN B˜k, (8.37)
with Zk = null(∂C∂ξ (ξk)).
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k Qxˆk + uˆ>k Ruˆk
s.t. x˜k+1modN = Aˆkxˆk + Bˆkuˆk k = 0, . . . , N − 1
uˆk = −Kˆkxˆk. k = 0, . . . , N − 1
(8.38)
Since the system is already scaled, we simply choose weights Q and R identity.
The solution of this optimal control problem can be easily obtained by the
following numerical routine shown as Algorithm 8.
P ← In−1 ;
P0 ← 0(n−1)×(n−1) ;
while ||P − P0|| ≥  do
P0 ← P ;






P ← Q+ Aˆ>k PkAˆk − Aˆ>k PkBˆkKˆk ;
end
Algorithm 8: Solution of discrete periodic LQR
The procedure leads to linear, but fast convergence as shown in Figure 8.9a.
Figure 8.9b shows the monodromy matrix characteristics for the nominal system,
the reduced system and the system with LQR feedback. Note that the step from
nominal to reduced system removes one multiplier of magnitude 1. The ﬁgure
conﬁrms further that a set of feedback gains Kˆ• was obtained that stabilises the
periodic linearised system, since all closed-loop Floquet multipliers are stable.
The resulting reduced space feedback matrices can be transformed to scaled
full-space with:
K˜k = KˆkZ>k , (8.39)
and to unscaled form with:
Kk = SuK˜kS−1x . (8.40)
SYSTEM ANALYSIS AND NOMINAL OPTIMAL CONTROL 207
8






















(a) Iterates of the algorithm. For each major
iteration, the maximum of absolute values of
P − P0 entries is shown.











(b) Depiction of Floquet multiplier magnitudes
Figure 8.9: Results of Algorithm 8.
8208 ROBUST PERIODIC CONTROL OF QUADCOPTER FLIGHT
8.4 Robustiﬁed optimal control
In this section, the time-optimal control problem is robustiﬁed using the
Lyapunov framework. The crucial part of the formulation is the use of the
DPLESolver algorithm for two main reasons. First, it eliminates P as decision
variables, which was found to be a good idea in Chapter 7. Second, it drastically
reduces the time-and memory footprint of the numerical solution.
The pseudo-inverse method of avoiding LICQ (Sternberg 2012a) for the




= V A˜N˜ (8.41)
Q˜′
N˜
= V Q˜N˜V >, (8.42)
with V = In − ∂C∂ξ (Xk0)C(Xk0). The eﬀect of this transformation is to project
the 1-eigenvalues in
∏0




k − B˜kK˜k. The
convergence of this approach will be given in Figure 8.14. However there are
two related problems with this approach. First, for the chosen collocation
scheme with its limited accuracy, the projection is not perfect. Rather than
yielding a zero with machine precision, an eigenvalue with magnitude 1× 10−6
is introduced, distorting other genuine eigenvalues of magnitude 1 × 10−5 in
the process. Second, the external periodic Schur decomposition part of the
DPLESolver algorithm uses a cutoﬀ magnitude of eigenvalues for detection
and treatment of singular modes. As the projection becomes more accurate by
increasing the degree of the collocation polynomial, numerical issues arise as
the eigenvalue approaches but never quite reaches this cut-oﬀ value.
Repairing these numerical issues is beyond the scope of this thesis, especially
since two working alternative approaches exist that do not exhibit these issues.
One alternative is to introduce ad-hoc artiﬁcial dynamics (Gros 2012) that
stabilise the norm constraint violation mode, e.g. by adding −q(q>q − 1) to
the right hand side of Equation (8.6). This addition does not inﬂuence the
dynamics in the non-violation modes.
Proof. Write the augment quaternion dynamics as:
q˙ = E(q)− q(q>q − 1). (8.43)
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Work towards a ﬁrst order Taylor expansion around a quaternion value q¯ that
satisﬁes the norm constraint q¯>q¯ − 1:
d(q¯ + δq)
dt
= E(q¯ + δq)− 2q¯δq>q¯, (8.44)
and, noting that dq¯dq = E(q¯):
δ˙q = ∂E
∂q
δq − 2q¯δq>q¯. (8.45)
First, for perturbations δq compatible with the norm constraint, it holds that
2δq>q¯ = 0, and hence the linearised augmented dynamics is unaltered for
compatible modes.
Second, for perturbations that violate this constraint (δq = q¯δα with α a scalar),
the dynamics reads:
q¯ ˙δα = ∂E
∂q
q¯δα− 2q¯δα. (8.46)
Pre-multiplying with q¯> leads to:
˙δα = −2δα, (8.47)
from which the q¯> ∂E∂q q¯-contribution vanished since
∂E
∂q is skew-symmetric.
The violating mode δα is clearly stabilised by the proposed addition.
Our preferred approach is instead to work with the reduced linearised system,
since it is easy to generalise and has the potential to reduce the dimensions of
the Lyapunov solver:
Pˆ• = DPLESolver(Aˆ• − Bˆ•Kˆ•, Qˆ•). (8.48)
Transforming this to non-reduced space:
P˜k = ZkPˆkZ>k , (8.49)
and scaling, we arrive at an expression for the covariance of the linearised
original system:
Pk = SxP˜kSx. (8.50)











Σw = diag(0.05mgI3, 0.1τ?I3)2
force/torque disturbance w
Figure 8.10: System diagram with noise inputs










Similarly, we introduce robustifying margins for the control bounds:
τ rk = γτ
√
KˆkPˆk(Aˆ• − Bˆ•Kˆ•, Qˆ•)Kˆ>k . (8.52)
For the noise entering the system, we choose a combination of diﬀerent sources:
Qˆk = BˆkΣ˜vBˆ>k + DˆkΣwDˆ>k + BˆkKˆkZ>k Σ˜eZkKˆ>k Bˆ>k , (8.53)
where Dˆk stems from a sensitivity of the system state w.r.t. to disturbance
forces and torques acting on the platform, obtained by analogy to the derivation
of Bˆk in Section 8.3.4. Figure 8.10 shows the system diagram that corresponds
to this choice of disturbances, along with values for the noise covariances.
The proposed ﬁnal robust time-periodic formulation reads:









k=0 ||Uk − u˜||22 control excursions
+
∑N˜
k=0 ||Xk0,r − r˜||22 rotor speed excursions
+
∑N˜
k=0 ||Xk0,ω||22 rotation of body
+
∑N˜
k=0 ||Xk0,q − (0, 0, 0, 1)||22 deviation from upright pose
+1× 10−3∑N˜k=0 ||Kˆk − KˆLQRk ||22 deviation from LQR
s.t. 0 = g
(
tkj ;SxXkj , Sxλ(k)X˙kj , SuUk
) {
k = 0 . . . N˜
j = 1 . . . d
Collocation
0 = X(k+1)0 −
∑d
i=0XkiLi(1) k = 0 . . . N − 2 Coupling
0 = X00 −XN˜d + ∂C∂ξ (X00)†C(X00) Periodicity
0 = SxX00,p − pA Waypoint A
0 = SxXN2 0,p − pB Waypoint B
0 ≤ h(Xk0)− hrk k = 0 . . . N˜ Robust obstacle
Uk + τ rk ≤ S−1u 2τ? k = 0 . . . N˜ Robust max. torque
Uk − τ rk ≥ 0 k = 0 . . . N˜ Robust min. torque
0 ≤ Tw ≤ T ≤ Tf Chronology
−4 ≤ Xk0,p ≤ 4, k = 0 . . . N˜ Conﬁne to cube
(8.54)
with γh = 1, γτ = 0.15 and  = 1× 10−2. This formulation is not suitable for
algorithms using an exact Hessian, as the Hessian would be fully dense.
In this formulation, we have eliminated Z• to reduce the number of decision
variables, by using a closed-form expression of a QR decomposition. Such
expression in general is only piecewise diﬀerentiable, and hence violates the
assumption of Lipschitz continuity underlying convergence proofs of common
nonlinear problem solvers. In practice, the convergence of this form was not
found to exhibit convergence problems when compared to a full-space approach
with artiﬁcial stabilising dynamics (plot follows in Figure 8.14).
The constraint Jacobian has some dense rows, as can be seen in Figure 8.11,
one for each robustiﬁed constraint at each discretisation step, forming an
approximately dense block of order N × [(d+ 1)n+ nnr]. Combined with the
dense column resulting from the time parameter, this Jacobian structure is












180/849 905/49 201/844 210/49 902/49 180/848
48.01 52.21 53.58 50.88 50.94 59.41
explicit
modiﬁed
936/2205 936/2204 936/2204 936/2204 936/2204 936/2204
193.77 230.26 201.2 215.04 229.66 205.57
implicit
1200/1 195/47 224/15 195/180 195/179 1200/1
0.3 12.89 0.85 16.15 15.24 0.47
implicit
greedy
1200/1 960/925 1200/78 960/1104 960/1055 1200/1
0.28 39.52 2.38 53.98 51.1 0.51
Table 8.1: Comparison of ColPack colouring strategies for the constraint
Jacobian. For each algorithm (vertical) and ordering (horizontal) combination,
we report the number of forward/adjoint seeds and colouring computation time
in seconds.
an excellent showcase for bidirectional colouring. Table 8.1 reports on the
performance of several colouring strategies.
Incidentally, in the speciﬁc problem at hand, the DPLESolver node is by far
the most expensive part of the computational graph. Given that the number
of constraints that depend on this node is small, but the node itself depends
on almost all variables, simply using only adjoint seeding will outperform
conventional uni- or bidirectional colouring strategies. Colouring would only be
beneﬁcial if performance-metrics could be used as weights. Such weighting is at
present not possible in oﬀ-the-shelf colouring packages like ColPack.
A ﬁrst variation of the robust formulation, in which Kˆ is kept ﬁxed at the values
produced in the Section 8.3.4 (KˆLQR), convergences fast and cleanly as can be
seen on the top row of Figure 8.12. As expected, in Figure 8.13, an optimal
period T larger than that for the purely time-optimal problem of Section 8.3.3
can be seen. The second variation of the robust formulation has Kˆ as free
decision variables. This extra degree of freedom allows the optimal period to
shrink signiﬁcantly, almost to the level of the unrobustiﬁed problem.
The convergence of the second variation is observed to be slower. Before
regularisation on K was introduced in the formulation, its convergence was
problematic, with little progress over several thousands of iterations. This led
to the study of a simpliﬁed Lyapunov problem in Appendix A.3 exhibiting
similar convergence diﬃculties. However, a promising matrix product scaling
technique from that section with Λk = chol(Bˆ>k Bˆk)−T did not noticeably
improve convergence.
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Figure 8.11: Constraint Jacobian structure: 1548 constraints, 2724 variables,
411859 non-zeros in Jacobian.
Comparing the IPOPT and SNOPT approach in Figure 8.12, one can see that
convergence for SNOPT is cleaner and faster in terms of iterations. Since the
number of QP iterations in each SQP step quickly reaches 1, one can expect the
computational time per step to be similar for both solvers, and hence a faster
total solution time for SNOPT. Still, because IPOPT is using a high-performant
external linear solver (ma57, HSL 2011), and SNOPT an internal less performant
solver, the expected trend is not visible.
The feed-forward control inputs of the converged trajectories in Figure 8.12
are seen to keep clear from the bounds since a robustifying margin, given in
Equation (8.52), is present. In the same plot, sections with active robustiﬁed
control constraints are highlighted by triangle symbols.
The converged trajectory of the full robustiﬁed problem in Figure 8.13d has the
interesting property that the uncertainty ellipsoids near the active bounds are
squeezed in the directions normal to these constraints. The ability to change Kˆ
is exploited by the optimiser to morph the initially quasi-spherical ellipsoids into
an optimal shape. The physically meaningful noise inputs of Equation (8.53) (as
opposed to a multiple of the unit matrix), together with the robustiﬁed control
constraints, prevent the optimiser to simply choose Kˆ as to make Aˆ− BˆKˆ = 0
and ellipsoids shrink to points. The optimiser further exploits the fact that we
only constrained on the control interval boundaries, artiﬁcially shrinking the
eﬀective margin by moving these boundaries. A ﬁner sampling of constraints is
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needed to mitigate this behaviour in a real-world application.














(a) IPOPT, with K ﬁxed















(b) SNOPT, with K ﬁxed











(c) IPOPT, with K free













(d) SNOPT, with K free
Figure 8.12: Convergence of robustiﬁed problem for diﬀerent solvers. Both
solvers converge to the same optimum.
Figure 8.15 breaks down the computational cost of solving Formulation (8.54)
with CasADi. The circles represent CasADi functions in three ﬂavours: solid
border for matrix-valued graph functions (MXFunction), dotted border for
scalar-valued graph functions (SXFunction), and no border for other types
of functions. Arrows between the circles depict the call dependency between
the functions. At the center of each circle is a square with an area that is
proportional to the total time spent in evaluating the corresponding function.
This square is broken down into a treemap of components of the function
algorithm, with each rectangular area scaling with the amount of time spent
in the corresponding component. White patches correspond to calls made
to other functions, and lightly shaded patches correspond to time spent in
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(a) Feed-forward control inputs, with K ﬁxed



















(b) Flight path, with K ﬁxed
























(c) Feed-forward control inputs, with K free


















(d) Flight path, with K free
Figure 8.13: Converged trajectories of robustiﬁed problem
the algorithm that is not attributable identiﬁed components of the algorithm:
overhead. Note that this overhead is still part of the evaluation costs, and not
of the initialisation costs as was the case in Section 7.5. If one focuses on the
shaded patches, one gets a visual impression of the total evaluation time and
its attribution to various components of the full formulation.
We can make the following observations from a careful inspection of this diagram:
• For the NLP solver (see the circle labelled nlp at the bottom), the majority
of time is spent in evaluating the constraint Jacobian (jac_g), and a rather
small portion is spent in the overhead (on the order of 10 seconds). In this
case, the overhead is the actual IPOPT main loop, which consists mainly
of the sparse LDL> factorisation and solution.
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(a) Using stabilised dynamics















(b) Using pseudo-inverse projection (result is
not accurate)
Figure 8.14: Convergence of alternative (full-space) formulations: SNOPT, K
free
• The constraint Jacobian (jac_g) is a large matrix-valued graph function.
Surprisingly, most time is spent in overhead of the MX virtual machine
and in sparse matrix-matrix multiplication (matmul).
• The work that the constraint Jacobian function delegates consists roughly
of two equal parts: a part related to computing adjoints of the collocation
constraints and the linearised dynamics A˜•, B˜• (adj(resf)), and a part
related to the slicot embedded Lyapunov solver.
• The embedded Lyapunov solver (slicot) spends a large share of its
evaluation time on overhead, in this case linear algebra cf. our earlier
observations in Section 5.5.1.
• The total time spent in the periodic Schur decomposition (schur), and in
solving the low-order discrete periodic Sylvester subproblems (solve) is
small: both on the order of one second.
• The functions on the diagram that we have not discussed above have a
negligible impact on total evaluation cost and hence are be omitted from
the present discussion.
Lastly, we make a comparison with the computational diagram in Figure 8.16
of a classic problem formulation of the robust quadcopter ﬂight: not using
an embedded Lyapunov solver and propagating the covariance in continuous
time with the same collocation integrator as the nominal states. To make the












































Figure 8.15: CasADi computational diagram of robust OCP problem with
IPOPT and K ﬁxed.
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comparison meaningful, the NLP main loop was interrupted prematurely1 after
29 steps i.e. the number of steps it took for the formulation of Figure 8.15 to
converge.
We can make the following observations from a careful inspection of this diagram:
• The distribution of evaluation time is very simple in this case: the vast
majority of time (on the order of 2000 seconds) is spent in the IPOPT main
loop, which consists mainly of the sparse LDL> factorisation and solution.
• A smaller fraction of evaluation time (around 200 seconds) is spent in
evaluating the derivative of the collocation constraints (fwd(resf))
• Comparing this diagram to the previous one, drawn on the same scale
in the lower right corner, identiﬁes the practical progress achieved with
the formulations of this thesis: the time spent in the IPOPT main loop
has been dramatically reduced. The computational bottleneck has shifted
away from linear system factorisation towards overhead of the MX virtual
machine and sparse matrix-matrix multiplication.
• It should be noted that the CasADi MX virtual machine has much improved
over the course of this thesis in terms of both speed and memory
requirements. Early attempts to use the classic problem formulation
on the quadcopter had larger runtimes than reported here.
1In fact, in spite of major eﬀorts, the quadcopter application was never successfully solved
with a classic problem formulation.
















Figure 8.16: CasADi computational diagram of robust OCP problem with
IPOPT and K ﬁxed and without embedded Lyapunov solver. This ﬁgured is
zoomed out by a factor of 4 in both dimensions compared to Figure 8.15.
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Conclusion
In this chapter we demonstrated the main formulation of this thesis: robust
periodic optimal control using discrete Lyapunov equations which are eliminated
from the transcribed NLP and solved by eﬃcient embedded Lyapunov solvers.
For a challenging 17-state nonlinear dynamic system with invariants, we
demonstrated the concurrent design of a periodic trajectory, feed-forward and
time-varying linear feedback control which are robust with respect to geometric
path constraints under physically relevant disturbances.
Several elements contributed to the success of this process:
Challenge Answer
DAE nature of model Direct collocation method
Ill-scaling Scaling of decision variables
Ill-conditioning of BFGS Hessian Regularisation terms in objective
Non-convexity Homotopy from simple to complex
Invariants in dynamics Exploitation by covariance propaga-
tion on reduced space cf. Chapter 3
Convergence issues for robustiﬁca-
tion
Elimination of Lyapunov matrix as
decision variables cf. Chapter 5 and
Chapter 7
Large state space size slicot solver of Chapter 5
Complex/non-standard problem for-
mulation
CasADi environment cf. Chapter 6
Convergence issues with K free Regularisation cf. Appendix A.3
In terms of physical interpretation of results, it was remarkable how setting the
feedback matrix free allowed the optimiser to squeeze the uncertainty in the
direction perpendicular to the obstacle and recover a lot of time-optimality that
was lost when going from nominal ﬂight-trajectory to the robustiﬁed one.
The incorporation of linear feedback into the robust optimal control formulation
was demonstrated in Houska 2009, 2011b for a trivial 2-state system. The
current chapter represents the ﬁrst application to a non-trivial system, and the
ﬁrst application to make use of the eﬃcient robust optimal control formulation.
The embedded Lyapunov formulation was an improvement of at least an order
of magnitude in terms of computation time per NLP step. Moreover, only the
formulation with eliminated Lyapunov matrices lead to successful convergence
of the NLP.
While the system model and noise inputs are physically inspired, the application
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should be seen as an algorithmic and numerical tour de force rather than a real-
world ready show-case for robust periodic control. Notably, the robustness factor
γτ does not have a meaningful value, and we did not study how the optimised




This thesis started from the Lyapunov framework in continuous time for
approximate robust periodic optimal control of nonlinear systems, which was
recently proposed (Houska 2007) and demonstrated for low-dimensional (up to
5 state) systems (Houska 2007, 2009; Logist 2011a).
The aim of this thesis was to explore alternative formulations for this framework,
as to extend its domain of application for large-dimensional systems, and make
the technique practical.
9.1 Main conclusions and contributions
Part I: Formulations and Methods The existing Lyapunov framework as a
mean to robustify optimal control problems was laid out in Chapter 3. For
systems with invariants arising from modelling with non-minimal coordinates,
a formulation was proposed that improves on the work by Sternberg 2012a in
that it reduces the computational eﬀort by shrinking the eﬀective state space
dimensions.
A classical approach to solving the robust OCP is to augment state space with
the Lyapunov matrix entries and to use a direct method (Houska 2007, 2009;
Logist 2011a) in which the periodic Lyapunov diﬀerential equations (PLDE)
end up as dynamic constraints. Following the suggestion in Houska 2007, we
dropped in Chapter 4 the positive deﬁniteness constraint on P in order to
conform to a generic NLP formulation. We remarked that this can only work if
a positive deﬁnite initial guess is provided, and if the used integration scheme
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guarantees preservation of positive-deﬁniteness. One such simple scheme was
created by applying the discrete variant of the Lyapunov framework directly on
the discrete nominal OCP. The scheme was worked out for a direct collocation
method, which has not been used to solve robust OCPs in literature so far, and
demonstrated on a simple example, leading to a CDC contribution (Gillis 2013).
The novel approach of treating the covariance propagation for robust OCP in a
discrete fashion, led to the proposal in Chapter 5 to eliminate P as decision
variables, allowing for dedicated Lyapunov solvers from the literature to take
over the responsibility from the NLP solver to make the discrete periodic
Lyapunov equations (DPLE) consistent. A benchmarks study supported that
for BFGS-type optimisation, this elimination technique has the potential to
drastically reduce the amount of computational eﬀort needed to solve robust
OCPs with large-scale state dimensions, bringing complexity from O(n6N) to
O(n3N2) with n the number of states and N the horizon length.
The main contribution of this part is to formulate the robust OCP in such a way
that the discrete periodic Lyapunov equations appear, and to eliminate these
from the NLP by embedding well-known eﬃcient DPLE solvers in the general
optimal control setting as an inﬁnitely-diﬀerentiable entity.
Part II: Software and Applications The second part of this thesis started with
Chapter 6, providing an extensive introduction to the open-source framework
CasADi, which can be seen as mixed outcome of the present thesis and the
thesis of a colleague Andersson 2013. In particular, contributions to speed
of initialisation (hierarchical sparsity recovery – Gillis 2014a) and speed of
development (structured indexing) were highlighted. These contributed to
making CasADi a modular and ﬂexible framework for quick, yet highly eﬃcient
implementation of optimal control formulations, in which the extension for
DPLE solvers for robust OCP ﬁtted naturally.
Chapter 7 presented a major application of robust OCP in the domain of
airborne wind-energy. It used the Lyapunov framework in a steady-state setting,
with the algebraic Lyapunov equation, to ﬁnd optimally safe regimes to operate
the carousel launching device. Similar to work by Logist 2011a, a stochastic
safety margin was used as an objective. The carousel application is the ﬁrst for
a steady-state operation and for a nonlinear system with invariants and resulted
in an IFAC publication (Gillis 2014b). An extensive study of convergence was
included in this chapter showing that formulations with P eliminated improve
convergence. This supplements the conclusion from Part I that such formulation
is beneﬁcial for computational eﬃciency.
Chapter 8 presented the challenging quadcopter application involving the design
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of a time-varying linear feedback controller within the Lyapunov framework.
At the start of this doctorate, the application was intractable: overﬂooding the
memory capability of a standard workstation (4 GB), and large computation
times for the NLP steps (minutes), and with the NLP solver not successfully
converging. At the end of this thesis, by virtue of advances in formulation,
methods and solvers, the application is easily treatable. The Lyapunov
framework is now deemed ready for engineering practice, especially since modular
building blocks contributed to CasADi make formulation easy.
The main contribution of this part is the extension of an existing software
package, and the demonstration of the Lyapunov framework on challenging
applications.
9.2 Recommendations
The Lyapunov framework in general The target for the framework are
applications in which periodic optimal control is currently employed in a
nominal way for the purpose of system design, for trajectory generation or
for the oﬀ-line design of time-varying controllers. The Lyapunov framework
oﬀers a relatively easy and intuitive extension to make path constraints or
objective value approximately robust to the inﬂuence of stochastic disturbances
by automatically computing safety margins. The approximation works when
the nonlinearity is locally small, excluding notably hysteresis eﬀects.
Much like economic MPC holds the promise for more proﬁt by moving away
from tracking criteria to more meaningful objectives, the Lyapunov framework
can improve optimality: by operating closer to bounds if ad-hoc conservative
safety margins are replaced by meaningful approximations, or by altering the
objective. Consider the example of time-optimal control of race cars: instead of
tracking a target in the geometric center of the road as in Verschueren 2014,
one could simply have time as an objective and rely on the Lyapunov estimate
to steer clear from corners and slip-force constraints.
Formulation with embedded Lyapunov solver The proposed formulation is
an obvious candidate to try out when the classic approach fails on one of several
accounts:
• when the NLP has diﬃculty converging. When the nominal periodic OCP
is challengingly non-convex, the NLP solver may walk away from the
nominal initial guess when adding the Lyapunov form and never ﬁnd a
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feasible solution. The embedded formulation has been observed to suﬀer
less from this problem.
• when the NLP steps are slow due to a high number of states.
• when the workstation runs out of memory due to ﬁll-in of the constraint
Jacobian from the Lyapunov dynamic constraints.
The CasADi framework The framework is intended for users that know how
optimisation and optimal control works. It is recommended for researchers that
wish to debug formulations, explore new formulations, or have to deal with
forms of optimal control problems that are not standard. Frameworks with a
black-box interface may be more appropriate when there are no such needs.
9.3 Outlook
While CasADi is a valuable tool for a researcher, it is the optimal-control tools
built on top of it (such as JModelica, dynobud) that provide a black-box optimal
control problem solver for the convenience of practioning engineers. The results
of this thesis remain to be integrated into such a high-level tool.
One route that has not been explored in this thesis is the use of a special
type of NLP solver that handles convex constraints: sequential convex
programming. For the case of small-scale systems with long horizon, for which
the proposed elimination formulation is not beneﬁcial, such approach may
improve convergence with respect to the existing practice.
One formulation that has not been investigated, but ﬁts in the presented
framework, is the combined design of a state-estimator and a time-invariant
controller.
As discussed in Section 6.4, there is a natural extension to the proposed
hierarchical sparsity detection algorithm: support for bidirectional colouring.
Similar to the speed-up for time-optimal control problems, this extension will
decrease the complexity of initialisation time for robust time-optimal control
with embedded Lyapunov solvers.
Also, the evaluation time of the Jacobian of problems with this structure may
beneﬁt from a bidirectional colouring approach. The practical beneﬁt may be
less visible, however, as some parts of the computational graph may dominate
the total evaluation time, as discussed in Section 8.4. There is nevertheless
room for improvement in this direction.
Appendix A
Appendix
A.1 Proof of covariance projection proposition
Proof of Proposition 3.1.1.
Proof. The set of points on the boundary of the tolerance region is given by:
{sWx|x>x = 1}.
The set of points obtained by projecting the boundary amounts to:
{sv>Wx|x>x = 1},
which has scalar dimension.




subject to xx> = 1.
The objective can be rewritten as:
s2v>Wxx>W>v = s2w>xx>w,






subject to xx> = 1.





subject to xx> = 1,
with the solution −s2w>w .
The extremum of the one-dimensional set resultant from projection the tolerance
region hence has the following value:
s2w>w = s2v>WW>v = s2v>Σv,
which proves the proposition.
A.2 Derivation of the sensitivity matrix evolution
equation
Consider the autonomous dynamic system x˙ = f(x, p) with p ∈ Rm. We deﬁne
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and ∂f(x,p)∂p = 0. This corresponds to Equation (2.5).
A.3 Convergence study for stability optimisation
In this section, we analyse the convergence behaviour of a simple NLP that
identiﬁes a feedback gain while optimising a Lyapunov metric. The purpose
of this analysis is to partially explain bad convergence of the ﬁnal robustifying
problem in Chapter 8. It turns out that a condition number of a simple quantity
determines the convergence behaviour for BFGS-class solution methods.
Given a ﬁxed discrete system matrix A ∈ Rn×n and a nonsingular full-state
feedback control matrix B ∈ Rn×n, we construct an unconstrained NLP to ﬁnd





s.t. P = (A+BK)P (A+BK)> + In,
(A.5)
where P is eliminated with a periodic Lyapunov solver with periodicity N = 1.
The result is an unconstrained NLP with an objective that is nonlinear in the
decision variable K. We will further also consider second order (quadratic) and
fourth order (quartic) Taylor approximations to the objective.
The solution of the above NLP is trivially given by P = I and A+ BK = 0,
i.e. perfect pole placement. The question is not what the solution is, but how
BFGS-type methods converge to it and what combination of problem parameters
A,B and K0 predicts the ease of convergence.
Section A.3.1 attempts to establish a correlation between convergence behaviour
and condition number of the Lagrange Hessian at the optimum. The link
between condition number and problem parameters is laid out in Section A.3.2,
while solutions for ill-conditioning are proposed and tested in Section A.3.3.
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A.3.1 Convergence and condition number
The ﬁrst part of the analysis consists of constructing a random set of problem
instances, where we make sure that A and A + BK0 correspond to stable
discrete systems, i.e. poles in the interior of the unit circle. While solving these
instances of Equation (A.5) to high precision (tol=1×10−12) with IPOPT using
BFGS, we retain those instances where P is positive deﬁnite at every iteration.
After this pruning step, all instances are solved with the simple SQPMethod to
avoid IPOPT trickery to introduce artefacts in the data. The precision is again
1× 10−12, and a minimal step size of 1× 10−10 is enforced. Finally, a reference
solution with an exact Hessian approach provides us with the Lagrange Hessian
H? at the optimal solution.
From Figure A.1, it is clear that ill-conditioning of H? correlates with bad
convergence. We suspect that the BFGS-process has diﬃculty approximating
the ill-conditioned Hessian. The BFGS approximation error is blown up by the
conditioning, resulting in bogus search directions. Indeed, solving the same
problem instances with an exact Hessian reveals no sensitivity to the condition
number.
However, feeding the ill-conditioned quadratic approximation to a BFGS
optimiser does not by itself impede fast convergence. In Figure A.2, we show
the convergence of a particularly badly performing instance and that of its




















Figure A.1: Convergence properties for random problem instances.
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Dual inf. Objective Full step ratio
Figure A.2: Convergence of a typical ill-conditioned problem instance and its
approximations
quadratic and quartic approximation (note that all cubic terms where found
to be numerically zero). It is clear that the quartic terms have an inﬂuence
on convergence. We simply conclude at this point that the presence of quartic
terms has the potential to make a BFGS-method struggle to ﬁnd the optimum
of an ill-conditioned quadratic term. Note that this conclusion is vague on
purpose, since some atypical cases can be found (Figure A.3).
A.3.2 Cause of ill-conditioning
The next part of the analysis is identifying which problem parameters aﬀect
the Hessian condition number.
Lemma A.3.1. The Hessian at the optimal point is simply given by In⊗2B>B.
Proof. The discrete algebraic Lyapunov relation underlying Problem (A.5)
reads:
P = APA> + I, (A.6)
with A = A+BK which is to be evaluated at A = 0.
Perform forward mode AD on this to obtain:
P˙ = A˙PA> +AP˙A> +AP A˙>. (A.7)
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Dual inf. Objective Full step ratio
(a) A case of bad convergence even with a quadratic approximation





























Dual inf. Objective Full step ratio
(b) A case where the quartic approximation is not suﬃcient to replicate bad convergence
Figure A.3: Convergence of some atypical instances.
Perform forward mode again:
P¨ =A¨PA> +A˙P˙A> + A˙P A˙>
+A˙P˙A> +AP¨A> +AP˙ A˙>
+ A˙P A˙> +AP˙ A˙> +AP A¨>,
(A.8)
where we have struck out some terms that vanish due to A = 0.
The resulting forward-over-forward AD mode, bearing in mind that P = I and
A˙ = BK˙, reads:
P¨ = 2BK˙K˙>B>. (A.9)
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where ei ∈ Rn×m is all-zero except for a one at the i − th ﬂattened location.
Using a column-major ordering, using Einstein notation, and with δij the
Kronecker delta function, we have:
eiab = δa(imod n)δbb in c (A.11)
The Hessian components, in Einstein notation become:
H?ij = 2tr
(
Babδb(imod n)δcb in cδd(j mod n)δcb jn cBed
)
(A.12)
= 2Babδb(imod n)δcb in cδd(j mod n)δcb jn cBad (A.13)
= 2Ba(imod n)δb in cb jn cBa(j mod n) (A.14)
= 2(B>B)(imod n)(j mod n)δb in cb jn c, (A.15)
which is equivalent to the expression that needed to be proven.
A.3.3 Treating ill-conditioning
Regularisation The most direct approach to avoid ill-conditioned Hessians
is adding small artiﬁcial quadratic terms with positive curvature to the NLP
objective, i.e. regularising the problem. The diﬃculty in ﬁnding a practical
magnitude of regularisation is often to make a trade-oﬀ between loss of
optimality and convergence behaviour. Figure A.4 shows the eﬀect of two
types of regularisation on both criteria. The ﬁrst type clearly enhances speed of
convergence towards an optimum. However, at no point during the iterations
is the distance towards the true optimum smaller than for the unregularised
iterations. In other words, in the current case study, one obtains a better result
by cutting short the poorly advancing unregularised problem iterations than by
adding any amount of regularisation.
Scaling Another approach to treat ill-conditioned Hessians is variable scaling.
We consider two types of scaling. For scaling type 1, the feedback term has an
element-wise product: B
[
Λ ◦ K˜]. For Λ we chose the optimal K of the original
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case 821, cond: 8.40e+02




























case 821, cond: 8.40e+02
(a) Regularisation by adding α||K||2F to the objective.















case 821, cond: 8.40e+02




























case 821, cond: 8.40e+02
(b) Regularisation by adding αBKK>B> to the noise injection term.
Figure A.4: The eﬀect of regularisation. The lines in the graphs are annotated
with a number β to denote a regularisation constant α = 10−β . The distance
to the optimum can be measured in two ways: as the diﬀerence between the
objective value without regularisation and the reference objective, and as a the
Frobenius-norm between the current and reference optimal value of K. Only
the former is shown, but the latter leads to a qualitatively similar graph.
problem, such that the optimal K˜ of the scaled problem consists of all ones. For
scaling type 2, the feedback term has a matrix product: BΛK˜. For Λ we chose
B−1. We would expect that scaling type 2 performs well, since it makes the
condition number of the Hessian identically one. In Figure A.5, scaling type 2
can be seen to live up to this expectation. Surprisingly, scaling type 1 – which
corresponds to the rule-of-thumb of scaling decision variables such that they
have order of magnitude one – makes convergence worse than the original. It
even jumps to solutions that violate the property of positive deﬁniteness.
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Figure A.5: The eﬀect of scaling on convergence




s.t. P = (A+ C)P (A+ C)> + In
C = BK
(A.16)
Figure A.6 hints that lifting is slightly beneﬁcial for very ill-conditioned problems,
although the trend is not very clear.
A.3.4 Conclusion
This section studied stability optimisation with a degree of freedom in a linear
feedback term. Such formulation may give rise to ill-conditioned Hessians. For
the pole-cancelling case studied, the conditioning is determined solely by the
system input sensitivity, and can best be treated by a matrix type of scaling.
Unfortunately this treatment does not extend to the more general case of
non-full-state feedback or a control space smaller than state space. Lifting the
problem provides little beneﬁts.
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Figure A.6: The eﬀect of lifting on convergence
Hence the message of this section is cautionary: regularisation is needed for
good convergence of BFGS methods, but optimality may be worse than for the
original problem during all iterations.
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