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SUMMARY
With abundant seismic data for small repeating earthquakes, it is important to construct a
dynamic model that can explain various aspects of related observations. In this work, we
study small repeating earthquakes on a fault governed by rate- and state-dependent friction
laws. The earthquakes occur on a velocity-weakening patch surrounded by a much larger
velocity-strengthening region. The whole fault is subject to long-term tectonic loading. The
model with a circular patch and the aging form of rate- and state-dependent friction laws
has been shown to reproduce the scaling of recurrence time versus seismic moment for small
repeating earthquakes in a previous study. Here we investigate the behaviour of small repeating
earthquakes in related models under different scenarios, including several forms of the state
evolution equations in rate- and state-dependent friction laws, rectangular velocity-weakening
patch geometries, quasi-dynamic versus fully dynamic representation of inertial effects and
2-D versus 3-D simulations. We find that the simulated scalings between the recurrence time
and seismic moment for these different scenarios is similar while differences do exist. We
propose a theoretical consideration for the scaling between the recurrence time and seismic
moment of small repeating earthquakes. For patch radii smaller than or comparable to the full
nucleation size, the scaling is explained by the increase of seismic to aseismic slip ratio with
magnitude. For patch radii larger than the full nucleation size, the scaling is explained by the
model in which the recurrence time is determined by the earthquake nucleation time, which is
in turn determined by the time for aseismic slip to penetrate the distance of the full nucleation
size into the patch. The obtained theoretical insight is used to find the combinations of fault
properties that allow the model to fit the observed scaling and range of the seismic moment
and recurrence time.
Key words: Earthquake dynamics; Rheology and friction of fault zones; Seismicity and
tectonics; Dynamics and mechanics of faulting; Mechanics, theory, and modelling.
1 INTRODUCTION
Repeating earthquakes occur in the same location, and presumably
rupture the same patch of the fault in a similar way, to produce
nearly identical seismic signals. The short recurrence times and
known locations of small repeating earthquakes enable abundant
and detailed seismic observations (e.g. Vidale et al. 1994; Nadeau
& Johnson 1998; Igarashi et al. 2003), and thus provide an excel-
lent opportunity to study the earthquake source and fault properties.
Studies of repeating earthquakes have been used to investigate an
increasingly richer array of problems, including fault creeping ve-
locities, post-seismic slip, earthquake interaction and stress drops
(Vidale et al. 1994; Nadeau & Johnson 1998; Schaff et al. 1998;
Peng et al. 2005; Chen et al. 2007; Dreger et al. 2007; Chen et al.
2010; Lui & Lapusta 2016).
One of the most interesting observations about small repeating
earthquakes is the scaling between the recurrence timeT and seismic
moment M0 as T ∝ M0.170 (Nadeau & Johnson 1998; Chen et al.
2007). This observed scaling is different from that of a simple
conceptual model with circular ruptures, constant stress drop and
seismic slip equalling to plate velocity times recurrence time, which
would result in a relationship of T ∝ M1/30 . Various explanations for
this discrepancy have been proposed: the magnitude dependence of
stress drops (Nadeau & Johnson 1998), location of small repeating
earthquakes at the boundary between much larger creeping and
locked regions (Sammis & Rice 2001) and partial aseismic slip due
to strain hardening friction (Beeler et al. 2001).
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Chen & Lapusta (2009) conducted fully dynamic simulations
of small repeating earthquakes in a model with a small circular
patch governed by standard rate-and-state velocity-weakening fric-
tion surrounded by a much larger velocity-strengthening region,
using the aging form of the state variable evolution. Their model
results in repeating earthquakes with typical stress drops of 1–
10 MPa and sizes comparable with observations, and reproduces
the observed scaling between the seismic moment and recurrence
time. Chen & Lapusta (2009) attributed the simulated scaling to
the fact that the seismic to aseismic slip ratio increases with the
seismic moment. To match the absolute values of the observed re-
currence times for the repeaters on the creeping section of the San
Andreas fault (SAF), the model needs to use much lower values of
the loading creeping rate, 4.5 mm yr−1, than the average creeping
rate of 23 mm yr−1 inferred for the segment (Lisowski & Prescott
1981; Murray et al. 2001; Titus et al. 2006), although the available
data allow for significant uncertainty regarding the creeping rate
and its spatial distribution (Jolivet et al. 2015). The creeping rate
influencing repeating earthquakes can be further reduced by the
potential presence of several creeping strands (Zoback et al. 2010,
2011). The model of Chen & Lapusta (2009) has also been used
to study the post-seismic response of small repeating earthquakes
to a nearby large event (Chen et al. 2010). By varying the loading
velocity to simulate the post-seismic creep effect, the model success-
fully explains the observed temporal variation in seismic moment
and recurrence time of small repeating earthquakes near Parkfield
after the 2004 M6 Parkfield earthquake. Using a quasi-dynamic
approximation, Cattania & Segall (2019) have further investigated
the behaviour of repeating earthquakes in the model numerically
and derived theoretical estimates for the recurrence time based on
energy balance concepts.
To allow such models to produce higher stress drops, as ob-
served for some repeaters (i.e. the SF and LA repeaters) on the
San Andreas fault (Dreger et al. 2007; Abercrombie 2014), they
have been extended to include either enhanced dynamic weakening
during seismic slip or an elevated normal stress at the seismo-
genic patch (Lui & Lapusta 2018). Such augmented modelling
can simultaneously reproduce the higher observed stress drops
for the SF and LA repeaters, their interaction timing prior to
2004, their long (for the stress drop) recurrence times, their mo-
ments, their variability and the overall scaling of the repeating se-
quences on the creeping segment, using the loading velocity of
23 mm yr−1.
Here we investigate the behaviour of small repeating earthquakes
on a rate and state fault under different modelling assumptions, in-
cluding several forms of the state variable evolution, quasi-dynamic
versus fully dynamic formulations, different shapes of the seismo-
genic region and 2-D versus 3-D models. We propose a theoretical
model to understand the simulated results in terms of the scaling
between the recurrence time and seismic moment and determine
the parameter ranges that can reproduce the observed properties of
the repeaters.
2 MODEL FOR SMALL REPEATING
EARTHQUAKES
Our model for small repeating earthquakes is based on the one
in Chen & Lapusta (2009) (Fig. 1). We simulate earthquakes on
a fault governed by laboratory-derived rate and state friction laws
(Dieterich 1979, 1981; Ruina 1983; Marone 1998; Dieterich 2007
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Figure 1. Schematics of the models. To simulate repeating earthquakes,
such as (a) the target events of SAFOD drilling project (image courtesy of
U. S. Geological Survey), we consider a small segment of the fault embedded
into an elastic medium and governed by rate and state friction laws. On the
fault, a velocity-weakening, potentially seismogenic, patch is surrounded by
a creeping, velocity-strengthening zone. 3-D models with a (b) circular and
(c) rectangular patches as well as (d) a 2-D antiplane model are studied.
and references therein). Rate and state friction laws have been suc-
cessfully applied to modelling of various fault slip phenomena (Di-
eterich 2007 and references therein). For constant in time normal
stress σ , shear resistance τ obeying rate and state friction laws is
written as:
τ = σ [ f0 + a ln(V/V0) + b ln(V0θ/L)], (1)
τss = σ [ f0 + (a − b) ln(V/V0)], (2)
where V is slip velocity, θ is a state variable, L is the characteristic
slip distance, a and b are rate-and-state parameters, V0 and f0 are the
reference slip velocity and friction coefficient, respectively, and τ ss
is steady-state shear resistance. Different forms of the state evolu-
tion equation have been proposed based on laboratory experiments
(e.g. Ruina 1983; Kato & Tullis 2001; Dieterich 2007). Which for-
mulation best represents laboratory experiments is a question of
active studies (Bhattacharya et al. 2015, 2017). Here we investigate
models with the following forms:
dθ/dt = 1 − V θ/L (the aging form), (3)
dθ/dt = −V θ/L ln(V θ/L) (the slip form), (4)
dθ/dt = exp(−V/Vc) − V θ/L ln(V θ/L)
(the composite form), (5)
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and
dθ/dt =
{
1 − V θ/L , when V θ/L < 1,
−V θ/L ln(V θ/L), when V θ/L ≥ 1
(the combined form). (6)
We refer to the fault regions with a − b > 0 as being velocity
strengthening, and a− b< 0 as being velocity weakening. Velocity-
strengthening fault regions tend to stably slip (creep) under loading,
and velocity-weakening fault regions are able to produce seismic
events when they are larger than the nucleation zone size 2h∗ (Rice &
Ruina 1983; Dieterich 1992; Rice 1993; Rubin & Ampuero 2005).
Several estimates for the nucleation half-length h∗ with different
dependence on b and (b − a) have been proposed, each based
on different assumptions. We denote them as h∗b, h
∗
b−a and h
∗
RA in
reference to quantities introduced by Dieterich (1992), Rice (1993)
and Rubin & Ampuero (2005) respectively:
h∗b =
μˆL
σb
, (7)
h∗b−a =
μˆL
πσ (b − a) , (8)
h∗RA =
μˆLb
πσ (b − a)2 , (9)
where μˆ = μ for antiplane sliding and μˆ = μ/(1 − ν) for inplane
sliding with ν being the Poisson’s ratio. The 3-D analogue of h∗RA,
which is larger than that in eq. (9) for 2-D antiplane case by a factor
of π 2/4, is in agreement with numerical simulations with the aging
form of state-variable evolutions (Chen & Lapusta 2009). In part,
our simulations explore the relation of these theoretical estimates
to the nucleation sizes numerically obtained in our modelling.
In our model, a planar fault is embedded in an elastic medium
with the following properties: shear modulus μ= 30 GPa, Poisson’s
ratio ν = 0.25, shear wave speed cs = 3 km s−1. On the fault, a po-
tentially seismogenic patch is surrounded by a larger creeping zone.
The patch has velocity-weakening properties, a− b< 0, and the sur-
rounding region has velocity-strengthening properties, a − b > 0.
A similar model setup has also been used in other studies (e.g. Kato
2012). The values of a and b of the velocity-strengthening region are
set to be equal to the values of b and a of the velocity-weakening
region, respectively; thus we only mention the values of a and b
in the velocity-weakening region in the following. Long-term slip
velocity VL is imposed outside the velocity-strengthening zone to
model steady creep of the surrounding fault area. The spontaneous
slip history of the fault is solved using the methodology of Lapusta
& Liu (2009), which can fully resolve all aspects of seismic and
aseismic behaviour. In our simulations, we use the following values
from Chen & Lapusta (2009): effective normal stress σ = 50 MPa,
reference friction coefficient f0 = 0.6, reference slip velocity V0 =
1μm s−1, characteristic slip L = 160μm and loading velocity VL
= 23 mm a−1 (Nadeau & Johnson 1998). We define seismic slip as
the slip accumulated with slip velocities larger than 0.1 m s−1.
3 RESPONSE OF MODELS WITH
DIFFERENT STATE EVOLUTION LAWS
Chen & Lapusta (2009) used the aging form in their simulations
of small repeating earthquakes. Here we study the effect of other
state evolution forms (eqs 4–6) on the behaviour of small repeating
earthquakes.
Figure 2. Simulated scaling of the recurrence time T with seismic moment
M0 for the slip form of state evolution (b= 0.023, b− a= 0.008). Sequences
of repeating events with different moments and recurrence times are obtained
by varying the radius of the VW patch. The simulated scaling for the slip
form in this study (dots) is similar to that for the aging form (green dashed
line from Chen & Lapusta 2009). The simulated scaling exponent is similar
to the observations (magenta line, from Nadeau & Johnson 1998), and
different from the prediction of a simple theoretical model with constant
stress drop and no aseismic slip (blue line). The results for VL = 23 mm a−1
are plotted; as shown in Chen & Lapusta (2009), our simulations can match
observations for VL = 4.5 mm a−1.
Let us first consider the response of models with the slip form.
We set a = 0.015 and b = 0.023, and obtain different magnitudes
of repeating earthquakes by varying the velocity-weakening patch
radius r. We choose (b − a) of 0.008, which is larger than the
typical value of 0.004 as used in Chen & Lapusta (2009), because
the nucleation half-length is smaller for larger (b − a) and thus it is
easier to study a larger range of r/h∗. In Chen & Lapusta (2009), the
simulated range of r/h∗ is about 1 to 4 for a= 0.015, b− a= 0.004.
Here we extend the range of r/h∗ to about 1 to 11. The simulated
earthquakes show a similar exponent of the scaling between the
recurrence time and seismic moment to that with the aging form
(Fig. 2). The absolute value of the simulated recurrence time is
lower than the observations. As shown in Chen & Lapusta (2009),
we can match the absolute values of the observed recurrence time
while maintaining the scaling exponent by using VL = 4.5 mm a−1
instead of VL = 23 mm a−1. Here, we use 23 mm a−1 for numerical
convenience (faster loading results in shorter interseismic time).
We also study different sets of parameters a and b. In general, the
simulated overall scaling of recurrence time and seismic moment
with different parameters a, b is similar to the simulated scaling
with the aging form, which is flatter than the theoretical scaling
T ∝ M1/30 (Fig. 3b). The individual scalings for different sets of
parameters a and b, however, seem to show some difference. In
particular, simulation results with smaller (b − a) of 0.002 and
0.004, especially with (b − a) of 0.002, show steeper scaling than
the observed one. This is likely due to the fact that for (b − a) of
0.002 and 0.004, only relatively small patch sizes relative to the
nucleation length are studied due to computational limitation. The
simulated range of r/h∗ for (b − a) of 0.002, 0.004, 0.008 and 0.02
is about 1 to 3, 1 to 6, 1 to 11 and 1 to 17, respectively. As discussed
in section 8, the scaling between the recurrence time and seismic
moment is predicted (theoretically) to be steeper for relatively small
ratios of the patch size to nucleation size. Note that, for the same
(b − a), the simulated recurrence time and seismic moment are
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Figure 3. Simulated scaling of the recurrence time with seismic moment for different state evolution forms: (a) aging form (mostly adapted from Chen &
Lapusta (2009), except for the simulations with a = 0.015, b = 0.035), (b) slip form, (c) combined form and (d) composite form. Different colours represent
simulations with different a and b. The overall scaling exponents with the four different state evolution forms are all similar to the observations. Some individual
scalings with certain a and b, for example, b − a = 0.002 and b − a = 0.004 for the slip form, combined form, and composite form, seem to have larger
exponents. This is because for these a and b, only relatively small patch sizes are studied due to computational limitations. Please see the text for more
discussion. The lines have the same meaning as in Fig. 2.
almost the same. The absolute level of recurrence time increases
with larger (b − a). For the sets of parameters a, b we studied,
the absolute levels of recurrence time for simulations with the slip
form (Fig. 3b) show larger variations than that with the aging form
(Fig. 3a).
We have also studied the combined form (Fig. 3c) and composite
form (Fig. 3d). The simulated overall scaling for both the combined
form and composite form are similar to that with the aging and slip
form. The scaling for smaller (b − a) is steeper than the observed
one due to limited simulated range of r/h∗. The magnitudes of the
simulated smallest events for different values of a and b with the
combined form are about the same as those with the slip form,
while the simulated events with the composite form are generally
smaller than that with the slip form. This is because the nucleation
length for the composite form is generally smaller than that for the
slip form or combined form as discussed in Section 7, and thus the
patch sizes needed to produce seismic events are generally smaller,
resulting in smaller seismic moments.
Note that for the aging form (Fig. 3a), the resulting T and M0
cluster around a single line. For the other forms (Figs 3b–d), the
simulations for individual a and b combinations displace with re-
spect to each other. For the slip, combined and composite forms,
the simulated levels of T versus M0 seem to depend only on (b − a).
Simulations with the aging form produce earthquakes that rupture
only a small central portion of the velocity-weakening patch when
the patch size is comparable to the nucleation size and (b − a) is
relatively small (0.002 and 0.004) (Chen & Lapusta 2009). This type
of event has been proposed to explain the increased seismic moment
with decreased recurrence time observed for postseismic response
of small repeating earthquakes to 2004 M6 Parkfiled earthquake
(Chen et al. 2010). Simulations with the slip form, combined form
or composite form, however, do not commonly produce events of
this kind; the simulated patch behaviour sharply switches from being
totally aseismic to rupturing the whole velocity-weakening patch.
Yet it is possible that events that rupture only a part of the patch
can be obtained with the slip, combined and composite forms, if the
model includes heterogeneous patches or patches with a constitutive
response that incorporates a stabilizing factor such as pore pressure
decrease due to inelastic dilatancy (e.g. Segall & Rice 1995; Segall
et al. 2010).
4 C IRCULAR VERSUS RECTANGULAR
PATCHES
In Chen & Lapusta (2009), the potentially seismogenic velocity-
weakening region is assumed to be circular. Here we consider the
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effect of a rectangular geometry, using the other parameters from the
model of Chen & Lapusta (2009): the aging form of state evolution
equation, a= 0.015 and b= 0.019 for the velocity-weakening region
and a= 0.019, b= 0.015 for the velocity-strengthening region. The
resulting 3-D estimate of the half nucleation size h∗RA is about 90 m.
In the rest of the section, we use h∗ to denote the 3-D estimate of
h∗RA for simplicity. The rectangular velocity-weakening region has
dimensions of 2rII and 2rIII in the mode II and mode III directions,
respectively (Fig. 1c). We study cases with different patch half-
widths rIII of 40, 50, 60, 70, 80, 100 and 130 m, corresponding to
rIII/h∗ of 0.4, 0.6, 0.7, 0.8, 0.9, 1.1 and 1.4, respectively. For each
rIII, we obtain different sizes of earthquakes by changing rII.
We observe four types of slip patterns (Figs 4b, 5–7): periodic
aseismic; seismic pattern I in which seismic events rupture only a
part of the velocity-weakening patch and result in small magnitudes
(Fig. 5); seismic pattern II in which seismic events rupture the whole
velocity-weakening patch and have much larger magnitudes (Fig. 6)
and non-characteristic in which different slip patterns occur in one
sequence, and not in a repeating way (Fig. 7). As expected, events are
more seismic when the patch size is larger. Seismic events of pattern
I have also been observed with a circular patch (Chen & Lapusta
2009). Note that if both rII and rIII are large enough compared with
the nucleation half-length, seismic ruptures tend to start at one side
of the patch while the centre of the patch is still locked (Fig. 6b). If
rIII is a little smaller than the nucleation half-length, even though rII
is much larger than the nucleation half-length, aseismic slip creeps
all the way into the centre of the patch, and seismic ruptures start
from the centre (Fig. 6a). The non-characteristic pattern could be
non-periodic seismic or non-periodic aseismic depending on the
patch dimensions. Similar non-characteristic pattern has also been
observed in some other studies (e.g. Hirose & Hirahara 2002).
Our studies show that the width and length of a velocity-
weakening patch do compensate each other to some extent in terms
of nucleation. The required size of rII to produce seismic event
is smaller for larger rIII. However, this is only valid for a certain
range of rIII/h∗. For rIII small compared with the nucleation length
(rIII/h∗0.4), no seismic events are observed. Seismic events that
rupture the whole velocity-weakening patch are only obtained for
rIII close to or larger than the nucleation length (rIII/h∗0.9). Non-
characteristic slip patterns are observed when rIII/h∗ is smaller than
1 and rII/h∗ is large enough. We also expect non-repeating patterns
when both rIII/h∗ and rII/h∗ are large enough. This is because when
one or both of the dimensions of the velocity-weakening patch get
large compared with the nucleation length, more freedom exists
for nucleation processes, resulting in different slip patterns in one
sequence.
Based on the simulations we have done, we expect that the results
would stay qualitatively similar if the values of rII and rIII were
switched. For example, since rII/h∗ ≈ 5 and rIII/h∗ ≈ 0.7 results in
non-characteristic events, we expect rII/h∗ ≈ 0.7 and rIII/h∗ ≈ 5 to
do the same. So all our conclusions should hold with rII and rIII
reversed.
Despite the increased complexity of the patch response in terms
of the slip patterns compared to the circular patch, the qualitative
behaviour in terms of partitioning into aseismic and seismic slip
is similar and hence the simulated scaling between the recurrence
time and seismic moment with the rectangular patch (Fig. 4a) is
also similar to the results with a circular patch and to observations.
Hence the observed repeating earthquakes may be occurring on
patches of non-circular shape. Note that patches with elliptical shape
were used to explain the temporal behaviour of tremors below the
creeping section of the San Andreas Fault (Veedu & Barbot 2016).
5 QUAS I -DYNAMIC VERSUS FULLY
DYNAMIC S IMULATIONS
Quasi-dynamic approach has been widely used in earthquake sim-
ulation studies (e.g. Rice 1993; Ben-Zion & Rice 1995; Hori et al.
2004; Kato 2004; Hillers et al. 2006). Compared with the fully dy-
namic approach, quasi-dynamic approach ignores wave-mediated
stress transfers, with computations becoming much simplified and
less expensive. However, the quasi-dynamic approach can result in
qualitative differences in the simulated results (Thomas et al. 2014).
Here we compare fully dynamic simulations with quasi-dynamic
simulations, with the same model as in Chen & Lapusta (2009).
Results with quasi-dynamic simulations and fully dynamic sim-
ulations show similar scaling between the recurrence time and seis-
mic moment (Fig. 8). However, differences do exist in terms of
the recurrence time, seismic moment, effective rupture size and
maximum slip rate on the fault (Fig. 9). The 3-D analogue of the
nucleation half-length h∗RA in these simulations is about 90 m. The
patch radii r of 106 and 124 m produce seismic pattern I slip that rup-
tures only a part of the patch, and r of 150, 200 and 300 m produce
seismic pattern II slip that ruptures the whole velocity-weakening
patch. The ratio of the maximum slip rate on the fault in fully dy-
namic and quasi-dynamic simulations increases with patch radius,
and can be as high as 6 for r= 300 m. The effective rupture size, de-
fined as the radius of the seismically ruptured area, is larger for fully
dynamic simulations, especially for seismic pattern I events. Larger
slip rates and effective rupture sizes for fully dynamic simulations
result in larger seismic moments and longer recurrence times than
those of quasi-dynamic simulations for seismic pattern II events.
For seismic pattern I events, the seismic moment of fully dynamic
simulations is also higher than that of quasi-dynamic simulations,
but the recurrence times are about the same, because seismic slip
only contributes a very small part of the total slip in these cases.
Note that the rupture pattern for the two simulation approaches
can be quite different. In the example shown in Fig. 10, fully dy-
namic simulations produce creep events (with slip velocity that does
not reach the seismic limit of 0.1 m s−1) between large seismic event,
while quasi-dynamic simulations do not show such creep events.
6 2 -D VERSUS 3 -D S IMULATIONS
2-D simulations require much less computation than 3-D simula-
tions. So it is important to see if we can obtain the same scaling in
2-D simulations as in 3-D ones. We study an antiplane (mode III)
2-D case. The velocity-weakening patch turns into an infinite strip
with width 2r (Fig. 1d). The aging form of the state evolution equa-
tion is adopted, with the same parameters as in the 3-D simulations
of Chen & Lapusta (2009).
Since the fault area is infinite in 2-D, the computation of seismic
moment is not straightforward. We use two approaches. One is
computing the seismic moment per unit length of the fault. The
other one is interpreting 2-D simulation results in terms of a 3-D
problem as in Lapusta & Rice (2003). The first approach results in a
different scaling between the recurrence time and seismic moment
from that of observation (Fig. 11a). If we use the second approach,
the scaling becomes similar to the one in the 3-D simulation results
(Fig. 11b).
Note that, unlike simulations with the 3-D model, simulations
with the 2-D model do not produce seismic pattern I events that
rupture only a part of the velocity-weakening patch, even though
both 2-D and 3-D simulations use the aging form. This means that
fault geometry affects the rupture pattern.
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Figure 4. (a) Scaling of the recurrence time with seismic moment for simulations with a rectangular velocity-weakening patch. The aging form is used (a =
0.015, b = 0.019). h∗ stands for the 3-D analogue of h∗RA. Different colours represent simulations with different half widths rIII of the patch. For the same half
width of the patch, the half length of the patch (rII) is varied to produce different sizes of events. The resulting overall scaling is similar to that with a circular
patch. The lines have the same meaning as in Fig. 2. (b) Different slip patterns for different sizes of the rectangular patch. Note that the rectangular patch with
rIII/h∗ smaller than 1 is still able to produce seismic events for a certain range of rII/h∗.
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Figure 5. Example of an event of seismic pattern I with a rectangular patch (rIII/h∗ = 0.9, rII/h∗ = 2.2). Panels show snapshots of slip velocity distribution for
one cycle, with the time between each snapshot indicated on top of the panels. The seismic slip (shown as red) only ruptures part of the velocity-weakening
patch. The patch is indicated by a white box.
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Figure 6. Example of an event of seismic pattern II with a rectangular patch. (a) rIII/h∗ = 0.9, rII/h∗ = 4.4. (b) rIII/h∗ = 1.1, rII/h∗ = 4.4. Snapshots of slip
velocity distribution for one cycle with the time between each snapshot are shown. The seismic event ruptures the whole velocity-weakening patch.
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Figure 7. Example of non-characteristic event sequences with a rectangular patch (rIII/h∗ = 0.7, rII/h∗ = 3.3): (a) a seismic event; (b) aseismic-slip event
symmetric with respect to the centre of the patch; (c) aseismic-slip event that starts at one end.
Figure 8. Recurrence time versus seismic moment for quasi-dynamic and
fully dynamic simulations (aging form with a = 0.015, b = 0.019). The two
approaches show similar scalings. The lines have the same meaning as in
Fig. 2.
7 S IMULATED NUCLEATION
PROCESSES
In this work, we have conducted simulations in both 2-D and 3-D
models, and studied different forms of the state evolution law. Here
we compare nucleation properties obtained in different simulations.
Only fully dynamic simulations with a circular patch are considered.
One of the important characteristics of the earthquake initiation
is the nucleation size, that is, the size of the zone slipping on the
fault right before the seismic (wave-emitting) event. In our simu-
lations, continuous slip in the velocity-strengthening region creates
stress concentration inside the velocity-weakening patch, inducing
aseismic slip there (e.g. Figs 5–7). This band of aseismic slip initi-
ates at the boundaries of the patch and widens with time, spreading
over the entire patch for sufficiently small patch radii r. As shown in
Chen & Lapusta (2009), small enough patches remain completely
aseismic. For each combination of model parameters, there is a
critical patch size that starts producing seismic events (defined as
slip with slip rate of 0.1 m s−1 or larger). It is natural to regard this
critical patch size, which we denote by rnuc, as a measure of the
Figure 9. Ratios of results in fully dynamic (FD) simulations and quasi-
dynamic (QD) simulations as functions of the patch radius, for (a) the
recurrence time, (b) seismic moment, (c) effective rupture radius and (d)
maximum slip rate.
nucleation half-size (the entire size being the diameter of the patch
2rnuc). In the following, we show that rnuc is indeed relevant for
describing the nucleation behaviour of larger patches. The values
of rnuc in simulations with different forms of the state evolution law
and different values of a and b are shown in Fig. 12. As expected
based on prior studies (Rubin & Ampuero 2005; Ampuero & Rubin
2008), the aging form results in the largest values of rnuc, followed
by the slip and combined forms with similar rnuc, and the composite
form, which results in the smallest rnuc among all 3-D simulations.
Also as expected, the values of rnuc are generally smaller for larger
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Figure 10. The maximum slip velocity on the fault as a function of time for
(a) fully dynamic and (b) quasi-dynamic simulations. This example is for
the aging form with a = 0.015, b = 0.019 and r = 150 m. Quasi-dynamic
simulations result in lower maximum slip velocity than fully dynamic sim-
ulations. The slip patterns can also be different for these two simulation
approaches. In this example, the fully dynamic simulation has creep events
between seismic events, but these creep events do not occur in the quasi-
dynamic simulation. As a result, the recurrence time of seismic events in
the fully dynamic simulation is almost twice larger.
values of (b− a) and rnuc for 2-D simulations are smaller than those
for 3-D simulations with the same state evolution law.
If rnuc is indeed representative of the nucleation half-size in mod-
els with larger patches, then we would anticipate that, for patch
radii 1 ≤ r/rnuc2, the aseismic slip on the patch penetrates all the
way to the centre of the patch before seismic events nucleate, while
for r/rnuc2, the aseismic slip only penetrates a radial distance of
2rnuc, at which point a seismic event nucleates within this aseis-
mically slipping band. This is exactly what we observe in our 3-D
simulations. Fig. 13 illustrates two representative cases, with r/rnuc
= 1.2 (left-hand column) and r/rnuc = 11 (right-hand column). In
the case of r/rnuc = 1.2 < 2, aseismic creep penetrates all the way
to the centre of the patch, and the entire patch is slipping with slip
rates above the loading rate when the seismic threshold is reached
(Fig. 13, left-hand column). For simulations with the aging form
and 1 ≤ r/rnuc2, seismic ruptures usually also start from the centre
of the patch (see Chen & Lapusta 2009 for examples). For simu-
lations with the slip form and 1 ≤ r/rnuc2, the nucleation zone
keeps shrinking to one side and seismic ruptures usually start from
the border of the patch (Fig. 13, left-hand column). When r/rnuc
= 11 > 2, aseismic creep only penetrates a certain radial distance
into the patch, which is comparable to 2rnuc, and earthquakes nu-
cleate in this penetrated region (Fig. 13, right-hand column). Let
us denote this radial distance from the patch edge to creep front
by rcreep. We compute rcreep as an average of the creep-penetrated
radial distances in the horizontal and vertical directions (Fig. 1)
when the maximum slip velocity reaches the seismic threshold of
0.1 m s−1. Fig. 14 gives the values of rcreep/2rnuc for different patch
sizes and a representative set of parameters a and b, for both 3-D
and 2-D simulations with slip and aging forms of state evolution. As
Fig. 14 shows, rcreep is indeed approximately constant for different
patch sizes and approximately equal to 2rnuc for 3-D simulations.
Note that the ratio rcreep/2rnuc is a little larger for simulations with
the slip form than for those with the aging form. Interestingly, 2-D
simulations have larger rcreep/2rnuc ratios, by about a factor of two,
than 3-D simulations with the same state evolution law. The creep
distance could be used to characterize the early phase of nucleation
(Mitsui & Hirahara 2011).
For relatively small patch sizes, aseismic slip creeps all the way
into the centre of the patch, and hence the seismic slip d0 at the
centre of the patch is only a portion of the total slip VLT. The ratio
between the seismic slip and total slip at the centre of the patch
is observed to increase with the patch size in our simulations, all
the way to 1, as expected (Fig. 15a). When the patch size is large
enough, aseismic slip only creeps into the patch for a distance of
rcreep, thus the seismic slip at the centre of the patch is the same as
the total slip. The transition of the ratio d0/VLT to 1 occurs when
the patch radius is about equal to rcreep, or 2rnuc for 3-D simulations.
The dependence of d0/VLT on the normalized patch radius is similar
for 2-D and 3-D simulations with the aging and slip forms, with
slight difference in the transition point, which is related to the dif-
ference in rcreep. The ratio between the seismic moment M0 and total
moment on the patch μAVLT, where A is the patch area, increases
rapidly for patch radius smaller than rcreep, and more gradually for
larger patch radius (Fig. 15b). A fraction of the total moment is
released through aseismic slip even for relatively large patches, due
to the aseismic slip in the creep-in zone around the patch bound-
ary. Since M0 for seismic events is calculated as the seismic mo-
ment on the entire fault (the patch and the surrounding area), and
seismic ruptures can penetrate into the velocity-strengthening area
outside the patch, the ratio M0/μAVLT may be slightly larger than
1 for simulations with the larger patch radii. The dependence of
the ratio d0/VLT or M0/μAVLT on the normalized patch size does
not systematically depend on parameters a and b we studied, so
Fig. 15 shows the results for one representative set of parameters
a and b. The ratio d0/VLT is commonly defined as seismic cou-
pling coefficient. Similar dependence of the coefficient on the size
of velocity-weakening zone has been shown for different models
(Kato & Hirasawa 1997).
Now that we have established that rnuc is a relevant measure for
estimating the extent of aseismic creep-in for larger patches, let us
investigate which theoretical estimates match the simulated values
of rnuc. As introduced in Section 2, three different estimations (7–
9) of nucleation half-size have been proposed. Fig. 16 shows the
comparison between rnuc and the proposed estimations of the nucle-
ation half-length, for 2-D simulations with the aging and slip form.
The results for the simulations with the aging form are in excellent
agreement with h∗RA. The results for the simulations with the slip
form are better matched by h∗b−a in terms of the dependence on pa-
rameters a and b; the values of rnuc are about two times larger than
h∗b−a . The fit of rnuc by the estimations of the nucleation half-length
for all the simulations is summarized in Table 1. For the sets of
parameters a and b used in this study, rnuc for the simulations with
the aging form are best fitted by h∗RA, and rnuc for the simulations
with the slip, combined and composite forms are best fitted by h∗b−a .
The fit of rnuc by the corresponding best estimation of the nucle-
ation half-length is better for 2-D simulations than 3-D simulations
with the same state evolution laws. Note that the values in Table 1
do not depend on the constant prefactors of the nucleation size
estimates.
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Figure 11. Simulations with a 2-D antiplane model (with the aging form). (a) If seismic moment is computed per unit length of the fault in 2-D, the scaling is
quite different from that with the 3-D model and from the observed one. (b) When the results of 2-D simulations are interpreted in terms of a 3-D problem, the
scaling is similar to that of the 3-D model. The lines have the same meaning as in Fig. 2.
Figure 12. The smallest patch radius rnuc that produces seismic events in
the simulations with different sets of parameters a, b and with different
state evolution laws. Since the simulations are done with finite increments
of patch radius, rnuc is within the range indicated by the error bar, of which
the lower end shows the largest simulated r that does not produce seismic
events, and the upper end shows the smallest simulated r that does produce
seismic events. Note that rnuc is about the same for simulations with the slip
form and combined form so that the corresponding lines are nearly on top
of each other.
8 THEORET ICAL MODEL FOR
SCALING OF SE ISMIC MOMENT WITH
RECURRENCE T IME
As shown in Section 7, the simulated earthquakes can be divided into
two regimes based on the ratio between the patch radius r and the
nucleation half-length rnuc. The numerically determined nucleation
half-length rnuc can be well approximated by the estimate h∗RA for the
aging form and h∗b−a for the other forms, as discussed in Section 7,
and these estimates are denoted by h∗ here for simplicity. In 3-
D simulations with a circular patch, for 1r/h∗2, aseismic slip
before seismic event penetrates all the way into the centre of the
patch, and the entire patch slips aseismically before seismic event.
For r/h∗2, aseismic slip penetrates into the patch for the radial
distance of only about 2h∗, and the earthquake nucleates in this
penetrated annular region.
Let us use the characteristic patch behaviour in these regimes to
derive an approximate theoretical model for the scaling between the
seismic moment and recurrence time. Note that the seismic event
penetrates into the velocity-strengthening area, arresting there, and
hence has the source dimension somewhat larger than the size of
the velocity-weakening patch; the difference depends on the stress
drop on the patch and the frictional properties of the surrounding
velocity-strengthening region. However, for the frictional parame-
ters used in this study, this effect is relatively small, and we ignore it
for simplicity in our theoretical model, considering the radius of the
patch-spanning seismic events to be r. We are also not considering
the events with the size smaller than the velocity-weakening patch,
which appear in some models, for example, the ones with the aging
form of the state variable evolution (Chen & Lapusta 2009), but not
others, for example, the ones with the slip form.
In the regime of 1r/h∗2 (Fig. 17), the stress levels before and
after the earthquake, τ i and τ f, respectively, can be approximated as
the steady-state stresses with slip velocities equal to loading veloc-
ity VL (∼10−9 m s−1) and dynamic slip velocity Vdyn (∼ 1 m s−1),
respectively (Figs 17a,c). Let us denote the corresponding stress
drop difference by τ L − dyn:
τL−dyn = τi − τ f ≈ σ [ f0 + (a − b) ln(VL/V0)]
− σ [ f0 + (a − b) ln(Vdyn/V0)]
= σ (b − a) ln(Vdyn/VL) ≈ (9 ln 10)(b − a)σ. (10)
The average static stress drop τ for the seismic event is then close
to this value, τ = τ L − dyn. The seismic slip on the patch has the
elliptical shape (Fig. 17b,d) expected from a circular crack model
with a constant stress drop τ (Eshelby 1957; Keilis-Borok 1959)
and can indeed be well approximated by using the stress drop value
equal to τ L − dyn (Fig. 17d, dashed line):
d(ρ) = 24τ
7πμ
√
r 2 − ρ2 = 24τL−dyn
7πμ
√
r 2 − ρ2, (11)
where ρ is the distance from the centre of the patch. We can also
estimate the seismic moment as (Brune 1970):
M0 = 16
7
τL−dynr 3. (12)
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Figure 13. Representative nucleation processes for two r/rnuc regimes: r/rnuc = 1.2 < 2 (left-hand column) and r/rnuc = 11 > 2 (right-hand column). The slip
form of the state variable evolution is used. (a,b) Slip velocity distribution over part of the fault that includes the VW patch, when the maximum slip velocity
reaches the seismic threshold of 0.1 m s−1. (c–f) The nucleation and rupture processes in terms of the evolution of slip velocity along the x- (c-d) and z- (e-f)
axes are plotted every several time steps (note that the time steps are variable). The time progression in the slip velocity profiles is illustrated through varied
colours, with black, blue, red, green, magenta and cyan showing progressively later times.
If the centre of the patch slipped only seismically, we would expect
that
T = d(0)/VL = 24τL−dynr
7πμVL
. (13)
Based on eq. (11), this implies T ∝ r ∝ M1/30 . However, as shown in
Fig. 15, the seismic slip is only part of the total slip on the centre of
the patch for r/h∗2, and the ratio of seismic to total slip increases
with r/h∗. Hence we expect a scaling between T and M0 with an
exponent smaller than 1/3, as the simulation results show.
In the regime of r/h∗2, the recurrence time is determined by
the time for the creep to penetrate the distance of 2h∗ into the patch
so that the earthquake can nucleate. In that creeping portion of the
patch, the stress evolves from τ f right after the previous seismic
event to τ i before the next event, that is, increases by τ L − dyn
(Figs 18a,c). The stressing rate at the location of 2h∗ inside the
patch due to steady creep outside the patch can be expressed by
(Das & Kostrov 1986):
τ˙ = C μVL√
r 2 − (r − 2h∗)2 , (14)
where C is a model-dependent constant. Thus we can estimate the
recurrence time T as
T = τL−dyn
CμVL
√
r 2 − (r − 2h∗)2. (15)
Our model differs from the model of Das & Kostrov (1986) in
that the creep front changes, so we expect that the stressing rate is
higher in our models and the expression (14) needs to be adjusted.
An exact solution is not straightforward to obtain, since the speed
of the creeping front is unknown and potentially variable. We ap-
proximately account for the difference by adjusting the constant C
in Das & Kostrov (1986): for r = 2h∗, an intersection of the two
regimes, we expect that the recurrence times calculated based on
eqs (13) and (15) are the same, giving us C = 7π /24. Thus eq. (15)
becomes:
T = 24τL−dyn
7πμVL
√
r 2 − (r − 2h∗)2 = 48τL−dyn
7πμVL
√
rh∗ − h∗2. (16)
The seismic slip on the annulus of thickness 2h∗ has an elliptical
shape, and the seismic slip on the central circular patch area is
approximately constant and nearly equal to VLT because almost all
the slip on the central area is accumulated seismically (Figs 18b,d).
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Figure 14. The ratio between the creep-in distance rcreep and the smallest
patch dimension 2rnuc that produces seismic events. rcreep is about the same
as 2rnuc for the simulated range of patch radii r in 3-D simulations with the
aging or slip form, as expected. The ratio rcreep/2rnuc is larger for simulations
with the slip form than those with the aging form. 2-D simulations generally
have larger rcreep/2rnuc than 3-D simulations.
Thus we could estimate the seismic moment with the seismic slip
distribution approximated by a truncated elliptical function. The
approximation gives:
M0 = μπVLT
3
(2r 2 + (r − 2h∗)2)
= 16τL−dyn
7
√
rh∗ − h∗2(3r 2 − 4rh∗ + 4h∗2). (17)
The approximate theoretical scaling of T versus M0 based on
eqs (16) and (17) (Fig. 19) is similar to our numerical results
(Figs 3a,b), for both aging and slip forms and a range of friction
properties. For r/(2h∗)  1,
T = 48τL−dyn
7πμVL
√
rh∗ ∝ r 1/2, (18)
and
M0 = 48τL−dyn
7
r 5/2
√
h∗ ∝ r 5/2. (19)
Hence we have
T =
(
48
7
)4/5 τ 4/5L−dynh∗2/5
πμVL
M1/50 ∝ M0.20 , (20)
which is close to the observations of T ∝ M0.170 . Note that this scal-
ing is similar to the one derived in Cattania & Segall (2019) based
on energy balance concepts, but has slightly different exponents;
in both scalings, the loading rate VL enters in the same way. The
steeper scaling for smaller r/(2h∗) explains why some simulated
results seem to deviate from the observed scaling if only a limited
range of r/h∗ is studied (Fig. 3).
Since h∗ has different dependence on a and b for the aging form
and slip form, as discussed in Section 7, we expect different depen-
dence of T and M0 on a and b for the two forms. Let us consider the
limit of r/(2h∗)  1. For the aging form, h∗ = (π 2/4)h∗RA, and we
get:
T = 15 (σ Lb)
2/5
VLμ3/5
M1/50 , (21)
For the slip form, h∗ = 5h∗b−a based on our simulations (Figs 14
and 16), and we get:
T = 20 [σ L(b − a)]
2/5
VLμ3/5
M1/50 , (22)
Since the values of a and b used in our simulations result in larger
variations in (b − a) than in b, we expect the simulated T with the
slip form to show larger spread than that with the aging form, as
Fig. 19 confirms. This difference is observed in the results of the
numerical simulations as well (Fig. 3). The theoretically predicted
dependence of T on L explains the simulation results from Chen &
Lapusta (2009).
9 PARAMETER COMBINATIONS THAT
ALLOW TO MATCH THE OBSERVED
RANGES OF T AND M 0
For the model parameters used in this study, the exponent of the
simulated scaling between T and M0 is similar to the observation.
However, the simulated absolute value of T for a given M0 is about
five times smaller than the observation (Fig. 3). One way to match
the observed absolute values of T is to decrease VL from 23 to
4.5 mm a−1 as done in Chen & Lapusta (2009); it is consistent with
the theoretical scaling (20). Based on eq. (20), other solutions may
also exist, and here we explore the possibilities.
As we vary parameters in eq. (20) to match the values of T, the
seismic moment of the smallest seismic event that can be produced
in this model, which we denote M0s , may also change. For example,
as explored in Chen & Lapusta (2009) and supported by eq. (20),
larger values of L increase the recurrence times but they also in-
crease the nucleation size and hence the size of the smallest seismic
events that can be produced. For the smallest events that rupture the
entire patch, r = h∗ and the seismic moment of the smallest event,
from eq. (17), can be expressed as:
M0s = 16
7
τL−dynh∗
3
. (23)
Then the moment magnitude of the smallest events is given by:
Ms = (log M0s − 9.1)/1.5. (24)
For the standard logarithmic rate and state formulations considered
in this study, eq. (23) can be written as:
M0s = 23 (μLb)
3
σ 2(b − a)5 (the aging form) (25)
or
M0s = 191 (μL)
3
σ 2(b − a)2 (the slip form). (26)
Ms should be consistent with moment magnitudes as small as 0
to 1 (Nadeau & Johnson 1998). For example, increasing only L to
match T would not be an acceptable solution, since M0s is rapidly
increasing with L. Smaller events may result from partial ruptures of
the seismogenic patch, but such events result only in some models,
notably with the aging form of the state variable evolution, but not
in others. If we could produce partial ruptures of patches with the
size of r = h∗ for a wider range of conditions, for example, by
including other mechanisms such as dilatancy, the constraint on the
smallest magnitude of the events can be relaxed.
Based on the developed theoretical model for scaling (eqs 21 and
22) and the smallest moment expression (eqs 25 and 26), one way
to match observations is to decrease μ. Indeed, such approach was
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Figure 15. (a) The ratio between the seismic slip d0 at the centre of the patch and the total slip VLT in one earthquake cycle, plotted versus the patch radius.
(b) The ratio between the seismic moment M0 and the total moment μAVLT of one earthquake cycle on the patch versus the patch radius.
Figure 16. The ratio between the simulated nucleation half-size rnuc and theoretical estimates of the nucleation half-size h∗ for different sets of parameters
a,b. Three different estimations of h∗ are used, as discussed in the text. The dotted line illustrates how the perfect fit would look. (a) The simulated values of
rnuc for a 2-D antiplane model with the aging form are better fitted by h∗RA. (b) The simulated values of rnuc for a 2-D antiplane model with the slip form are
better fitted by h∗b−a , with the difference by a factor of about 2.
Table 1. Standard deviation of normalized rnuc/h∗ for different estimations of nucleation half-length h∗ and simulations
with different state evolution formsa
std
[
rnuc/h∗RA
mean(rnuc/h∗RA)
]
std
[
rnuc/h∗b−a
mean(rnuc/h∗b−a )
]
std
[
rnuc/h∗b
mean(rnuc/h∗b)
]
2-D aging 0.05 0.42 0.85
2-D slip 0.55 0.09 0.67
3-D aging 0.22 0.31 0.74
3-D slip 0.46 0.21 0.79
3-D combined 0.25 0.17 0.60
3-D composite 0.30 0.17 0.62
a The smallest standard deviation for each model (a combination of 2-D/3-D and a state evolution form) is highlighted
in bold.
suggested in previous studies (e.g. Dreger et al. 2007). However, μ
would need to be decreased to about 2 GPa. Such low shear modulus,
however, is not clearly supported by observations, even for damage
zones (Jeppson et al. 2010). Hence, in the following, we set μ =
30 GPa and consider the combined variations of other parameters
for models with the slip form of the state variable evolution; models
with the aging form can be analysed similarly.
For slip form of the state variable evolution, the theoretical scaling
is described by eq. (22). We define H = T/M1/50 to represent the
proportional scaling between predicted T and M0, and compare it
with the observation (Hobs). Hobs = 5e5 is determined for an average
value of M0 representing the data. Based on the observations from
Nadeau & Johnson (1998), this value of M0 corresponds to an
approximate magnitude of 1.
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Figure 17. Example of stress drop and seismic slip for events with 1r/h∗2 (with the slip form, a = 0.015, b = 0.023, r/h∗ ≈ 1.2): (a,b) maps of stress drop
and seismic slip over the fault, (c,d) values for the cross-section along the x direction and through the centre of the patch. Estimated stress levels before (τ i)
and after (τ f) the earthquake from eq. (10) are indicated as asterisks. Stress drop is approximately constant in this case, and the seismic slip has a shape similar
to the elliptical function from eq. (11) (dashed line in d).
Figure 18. Example of stress drop and seismic slip for events with r/h∗2 (r/h∗ ≈ 11 for the case shown). Plotting conventions are the same as in Fig. 17.
Stress drop is smaller in the centre of the patch, and the seismic slip can be approximated with a truncated elliptical function.
First, let us consider the combinations of parameters L and σ (b
− a) that would allow the model to match observations for VL =
23 mm a−1. As shown in Fig. 20, the values of σ (b − a) that would
match the observed recurrence times and the smallest events of Mw
1.0 (or smaller) are larger than about 8 MPa. If (b − a) ≈ 0.01 −
0.02, an upper bound of the values observed in the lab, this value of
σ (b− a) requires σ400 − 800 MPa, which is only realistic if large
local variations in compressive stress exist, for example, due to fault
non-planarity (Sagy et al. 2007; Dunham et al. 2011). In that case,
repeating earthquakes occur on highly compressed patches which
may also explain why the patches are velocity-weakening. If σ =
100 MPa, then (b − a)0.08, about an order of magnitude larger
than what is observed in the lab, and perhaps suggestive of enhanced
dynamic weakening. Such scenarios for repeating earthquakes have
been considered in simulations presented in Lui & Lapusta (2018)
and indeed shown to reproduce the observed scaling of the seismic
moment with the recurrence time. Moreover, such scenarios also
reproduce the relatively high stress drops inferred for the SF re-
peaters at Parkfield, with the average stress drop of 25 MPa or more
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Figure 19. Seismic moment and recurrence time for 3-D fault models with the (a) aging form and (b) slip form estimated based on the theoretical
approximations (10), (16) and (17). For each set of a and b, patch radius r is varied so that r/h∗ ranges from 2 to 20. h∗ = (π2/4)h∗RA for the aging form and
h∗ = 5h∗b−a for the slip form based on our numerical simulations. The theoretically estimated scaling is similar to the numerically simulated scaling (green
dashed line). The lines have the same meaning as in Fig. 2.
Figure 20. Effect of variations in σ (b − a) and L on the recurrence time and smallest seismic moment for the slip form based on eqs (22) and (26); μ =
30 GPa and VL = 23 mm a−1 are used. (a) Values of T from eq. (22), plotted as H = T/M1/50 , normalized by the value that matches the observations (Hobs).
The contour of H = Hobs is indicated by the dashed line, with the parallel solid lines indicating H = 2Hobs and H = 0.5Hobs. (b) The moment magnitude of the
smallest events that can be produced based on eq. (26). Contours of M = −4 and M = 1 are plotted. The values of σ (b − a) and L that allow us to both have
long enough recurrence times and the smallest events of Mw 1.0 or smaller are larger than about 8 MPa and smaller than 1e3 μm, respectively.
and local stress drops as high as 60–90 MPa (Dreger et al. 2007;
Abercrombie 2014).
Now, let us consider smaller values of σ (b − a) and determine
how much smaller than 23 mm a−1 VL needs to be for the standard
logarithmic rate- and state-model to reproduce the observed values
of T. If σ (b− a) = 0.2 MPa, a typical value in this study and Chen &
Lapusta (2009), then VL needs to be as small as 2 mm a−1 (Fig. 21).
Note that this is for the slip form; simulations with the aging form
reproduce observations for a higher value of VL = 4.5 mm a−1. If
σ (b − a) = 2 MPa, based on σ = 100 MPa and (b − a) = 0.02, on
the high side of potential rate-and-state values, then VL can be up to
about 9 mm a−1 (Fig. 22), potentially reasonable for the transitional
region between creeping and locked segments where most of the
repeating earthquakes are observed at Parkfield (e.g. Barbot et al.
2012). So with the standard logarithmic rate and state friction laws
and no enhanced local compression, VL needs to be much smaller
than 23 mm a−1 to match observations.
1 0 D ISCUSS ION
In the model for the repeating sequences based on standard rate-
and-state friction as considered in this study, the stress drop has
some variation with the event size, for a given set of friction proper-
ties; however, this variation would likely not be possible to observe
in natural earthquake sequences. The stress drop is approximately
constant for 1r/h∗2. For r/h∗2, the nucleation happens as soon
as the annulus of 2h∗ reaches the stress level of τ . One conse-
quence is that, for the larger patch sizes, the centre of the patch
is less stressed, and thus the average stress drop over the patch
decreases. The behaviour of stress drops in these two regimes is
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Figure 21. Effect of variations in VL and L on the recurrence time and smallest seismic moment for the slip form based on eqs (22) and (26); μ = 30 GPa
and σ (b − a) = 0.2 MPa are used. (a) Values of T from eq. (22), plotted as H = T/M1/50 , normalized by the value that matches the observation (Hobs). The
contour of H = Hobs is indicated by the dashed line, with the parallel solid lines indicating H = 2Hobs and H = 0.5Hobs. (b) The moment magnitude of the
smallest events that can be produced based on eq. (26). Contours of M = −2.5 and M = 1 are plotted.
Figure 22. Similar to Fig. 21 but with σ (b − a) = 2 MPa.
consistent with the findings of Kato (2012), where a slightly dif-
ferent problem is considered. While our theoretical consideration
predicts that the average stress drop would continue to get smaller
for larger r/h∗, the model is likely invalid for r/h∗ so large that the
shear stress close to the middle of the patch becomes too low for
the rupture to propagate; then, smaller events at the boundary of the
patch would start to occur and the repeating nature of the produced
seismic events would likely disappear (Wu & Chen 2014). This im-
plies that the observed repeating sequences have the values of r/h∗
within a certain range. For example, in our simulations with the slip
form and b − a = 0.02, we have periodic behaviour for r/h∗ from
1 to 17. The corresponding seismic moments span a range of about
two magnitudes, while the area-averaged stress drops only differ by
a factor smaller than 2. Such small variations in stress drop would
not be easy to determine observationally, especially given the likely
variation in friction properties of the earthquake-producing patches
and hence the corresponding scatter in stress drop values. Note that
since h∗ depends on a number of parameters such as a, b, L and
σ , larger r/h∗ does not necessarily imply larger r and larger magni-
tude of events. One would then expect a scatter of stress drops with
magnitudes due to the variations of a, b, L and/or σ .
We find a slightly different scaling of the average seismic slip
on the patch than that in Kato (2012). Based on our theoretical
approximation, for r/(2h∗)  1, the average seismic slip d on the
patch can be expressed as:
d ∝ VLT ∝ ( fi − f f )
√
σ Lr
μ
, (27)
where fi and ff are the effective friction coefficients before and after
the earthquake, that is, fi = τ i/σ and ff = τ f/σ . The square root
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dependence of d on σLr/μ agrees with the study that considers the
balance between the fracture energy and energy release rate in a
similar model (Kato 2012). The consideration in Kato (2012) leads
to slightly different dependence of d on the frictional coefficients,
with
d ∝ √ f p − f f
√
σ Lr
μ
, (28)
where fp is the peak (yield) friction coefficient. To differentiate be-
tween these two models, we have conducted two simulations with
the same parameters except that one has enhanced dynamic weak-
ening and hence lower ff. We use the thermal pore pressurization
mechanism to achieve enhanced dynamic weakening while keeping
the slip weakening distance about the same, following Noda & La-
pusta (2010). We find that, comparing the results with the standard
logarithmic rate and state formulations, for the case with enhanced
dynamic weakening, the effective (fi − ff) is about three times larger,√
f p − f f is about 1.3 times larger, and the average seismic slip is
about three times larger. Thus the model based on the nucleation
time consideration (eq. 27) quantitatively explains the results better
than the model based on the balance between the fracture energy
and energy release rate (eq. 28). Note that the main focus of Kato
(2012) is not on the dependence of d on the frictional coefficients,
but on the scaling between d and σDc, where Dc is the slip weaken-
ing distance and proportional to L. So the main discussion in Kato
(2012) is not affected by this difference.
The theoretical consideration we propose is useful for under-
standing some observations and numerical simulation results. Con-
sidering repeating earthquake sequences on different faults, it is
reasonable to assume that they have similar values of shear modu-
lus μ, typical values of stress drops, and a similar range of the ratio
between the patch sizes and nucleation sizes. Eq. (20) then predicts
that the scaling between the recurrence time and seismic moment
for repeating earthquake sequences on different faults should differ
mostly due to differences in loading velocity VL. This is exactly
what observations show (Chen et al. 2007). The fact that the scal-
ing between T and M0 for quasi-dynamic simulations is similar to
the fully dynamic simulations also makes sense, because, for the
patch sizes larger than the nucleation size, the recurrence time is
determined by the nucleation time, which is a quasi-static process.
The theoretical model we propose only considers the seismic
events that rupture the whole velocity-weakening patch. The seis-
mic events that rupture only a part of the patch are observed with the
aging form, especially for smaller (b − a). The two types of events
together also follow the observed T ∝ M0.170 scaling (Figs 3a and
4a). An explanation for such behaviour has been proposed by Cat-
tania & Segall (2019).
The loading velocity of 23 mm a−1 is used in this study following
Nadeau & Johnson (1998), to make direct comparison with the study
of Chen & Lapusta (2009). As shown in Chen & Lapusta (2009),
decreases in VL as large as five times do not change the exponent
of the scaling between T and M0 or the smallest magnitude of the
events that can be produced, but only move the absolute values
of T up and down. Note that an orders-of-magnitude change in
VL, as could occur during post-seismic slip due to a nearby large
earthquake, may significantly change the seismic moment (Chen
et al. 2010) and hence the scaling.
1 1 CONCLUS IONS
We have investigated the behaviour of small repeating earthquakes
under different scenarios, including different state evolution forms,
rectangular versus circular patch, quasi-dynamic versus fully dy-
namic simulations and 2-D versus 3-D simulations. We find that,
with proper interpretation, the overall scaling of the recurrence time
and seismic moment is similar in all these models. Differences in
other characteristics of the repeating sequences do exist. For exam-
ple, we find that the simulated nucleation half-length for simulations
with the aging form is better approximated by h∗RA, while that with
the slip form is better approximated by h∗b−a , consistent with differ-
ences between models with the two forms found in previous studies
(Ampuero & Rubin 2008). This different dependence of the nucle-
ation half-length on parameters a and b results in (relatively minor)
differences in scaling of T and M0 for simulations with the aging
and slip form.
We propose a simplified theoretical consideration for the simu-
lated scaling that captures the occurrence of the aseismic slip on
the patch and explains why the simulated scaling matches the ob-
servations. One of the main ingredients is that, for patch radii larger
than the full nucleation size, the recurrence time is determined by
the time for the creep to penetrate the distance of the full nucleation
size into the patch. The obtained theoretical insight has been used
to find the combinations of fault properties that allow the model
to fit the observed scaling and range of the seismic moment and
recurrence time. For the standard logarithmic rate and state friction
laws and typically considered values of σ (b − a) (such as 0.2 to
2 MPa), VL needs to be several times smaller than 23 mm a−1 to
match the observations. If VL is indeed close to 23 mm a−1 in the
area of repeating earthquakes, then the required σ (b − a) needs
to be larger than 8 MPa, pointing to either much larger local com-
pression or enhanced dynamic weakening at the locations of the
repeating sequences, as investigated in the numerical modelling of
Lui & Lapusta (2018).
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