Consider the Ricci flow (gij)t = −2Rij + 1 τ gij on a closed manifold M . In this paper we will prove that for every sequence ti → ∞ there exists a subsequence such that g(ti + t) converges to a metric h(t) and h(t) is a Ricci soliton. If one of the limit solitons is Einstein, with Einstein constant 1 2τ
Introduction
The studies of singularities and the limiting behaviours of solutions of various geometric partial differential equations have been important in geometric analysis. One of these important geometric equations is so called Ricci flow equation, itroduced by Richard Hamilton in [6] . It is the equation Besides the short time existence we can also study a long time existence of the Ricci flow. There is a well known Hamilton's result.
Theorem 1 (Hamilton) . For any smooth initial metric on a compact manifold there exists a maximal time T on which there is a unique smooth solution to the ricci flow for 0 ≤ t < T . Either T = ∞ or else the curvature is unbounded as t → T .
One can ask what happens to a solution if it exists for all times and under which conditions it will converge to a metric that will have nice properties. In the case of dimension three with positive Ricci curvature and dimension four with positive curvature operator we know that a solution converges to an Einstein metric. In general, we can not expect to get an Einstein metric in the limit. We can expect to get a solution to an evolution equation which moves under a one-parameter subgroup of the symmetry group of the equation. These kinds of solutions are called solitons.
Our goal in this paper is to prove the following theorem.
Theorem 2 (Main Theorem). Consider the flow
on a compact manifold M , where τ > 0 is fixed, |Rm| ≤ C and diam(M, g(t) ≤ C ∀t ∈ [0, ∞). Then for every sequence of times t i → ∞ there exists a subsequence, so that g(t i + t) → h(t) and h(t) is a Ricci soliton.
The organization of the paper is as follows. In section 3 we will prove some properties of µ(g, τ ) that has been introduced by Perelman in ??. They will be useful in the later sections of the paper. In sections 4 and 5 we will prove Theorem 2. In secton 6 we will discuss about the properties that our limits will have to have under some constraints.
For example, if we assume that one of the sequential limits is an Eintein metric, then any other sequential limit will be Einstein as well, with the same Einstein constant.
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Preliminaries
Perelman's functional W and its properties will play an important role in the proof of Theorem 2. M will always denote a compact manifold, and (g ij ) t = −2R ij + 1 τ g ij will be a flow that we will be considering throughout the whole paper. Perelman's functional W has been introduced in [10] .
We will consider this functional restricted to f satisfying
W is invariant under simultaneous scaling of τ and g. Perelman showed that the Ricci flow can be viewed as a gradient flow of functional W. Let µ(g, τ ) = inf W(g, f, τ ) over smooth f satisfying (2) . It has been showed by Perelman that there always exists a smooth minimizer on a closed manifold M , that µ(g, τ ) is negative for small τ > 0 and that it tends to zero as τ → 0. One of the most important properties of W is the monotonicity formula.
Theorem 3 (Perelman) .
therefore W is increasing along the Ricci flow.
One of the very important applications of the monotonicity formula is noncollapsing theorem for the Ricci flow that has been proved by Perelman in [10] .
Definition 4. Let g ij (t) be a smooth solution to the Ricci flow (g ij ) t = −2R ij (t) on [0, T ). We say that g ij (t) is loacally collapsing at T , if there is a sequence of times t k → T and a sequence of metric balls B k = B(p k , r k ) at times t k , such that
Theorem 5. If M is closed and T < ∞, then g ij (t) is not locally collapsing at T .
Convergence of a Ricci flow to a Ricci soliton
We will consider a flow
on a closed manifold M , for all times t ∈ [0, ∞).
In order to prove Theorem 2 we will first show that it is reasonable to expect a convergence towards a smooth manifold, i.e. that a limit manifold will not collapse. In other words we want to show that a version of Perelman's noncollapsing theorem holds for our flow (3) as well.
Claim 6. Consider the flow as above. For every fixed τ > 0 there exists a constant C such that Vol g(t) (M ) ≥ C for every t, i.e. we have a uniform lower bound on the volumes.
Proof. Assume that the claim is not true, i.e. that there exists a sequence t i s.t.
where:
Find s i , such that t(s i ) = t i . We get that
and assume that the maximum is achieved at p i . By the corollary of Perelman's noncollapsing theorem we have that:
B(p i ,r), wherer might be a different radius as a matter of scaling and since Q i ≤ C c(si) for our original curvature is bounded, we get that:
Vol g(ti) (M ) ≥C/C, whereC and C do not depend on i. Let i → ∞ in the previous inequality to get a contardiction. Therefore we have a uniform lower bound on volumes.
Remark 7. By the assumptions of the main theorem and by the result of Lemma 6 we have uniform bounds on the curvature tensor, uniform upper bound on the diameters and the uniform lower bounds on the volumes. Similarly like in the case of unnormalized flow, uniform bounds on the curvatures gives us uniform bounds on all the covariant derivatives, so by Cheeger-Gromov compactness theorem, for every sequence t i ր ∞ as i → ∞, there exists a subsequence (call it again t i ), such that (M, g i ) converges to (M, h), in the sense that there exist diffeomorphisms φ i : M → M , so that φ * i g i coverge uniformly together with their covariant derivatives to metric h on M .
li and using all the uniform bounds that we have got by now
From the previous inequality (for i big enough) and from (5) we get lim i→∞ µ(g i , τ ) = µ(h, τ ).
Following the notation from the previous lemma, by Arzela-Ascoli theorem there exists a subsequence, u i , so that it converges in C 2,α norm to some function u. Therefore to show that the sequence of minimizers for µ(g i , τ ) converge to a minimizer of µ(h, τ )
it is enough to show the following lemma.
Lemma 10. ∃C > 0 so that u i ≥ C > 0 ∀i and ∀x ∈ M Proof. Assume that there exists a sequence u i and
. M is compact and therefore there is a subsequence, {p i } converging to p ∈ M when i → ∞. C 2,α norms of u i are uniformly bounded in i and therefore
For this f , letting i → ∞, using the result of the previous lemma and the fact that the integrand in the previous integral is uniformly bounded in i we get
Proceeding in the same manner as in [12] we can get that u ≡ 0 in some small ball around If we write down the equations (6) for all {u i }, letting i → ∞, keeping in mind the previous lemma we get
i.e. u is the minimizer for µ(h, τ ).
So far we have proved the following theorem 
Further estimates on the minimizers
For any t we can find f t such that W(g(t), f t , τ ) = µ(g(t), τ ). If we flow f t backwards, we will get functions f t (s) that satisfy
We know that minimizing W in f is equivalent to minimizing the corresponding func-
By the monotonicity of W along the flow (3) we have that
First of all, there exists lim t→∞ µ(g(t), τ ). It is finite, since for every sequence t i → ∞ there exists a subsequence such that g(t i ) → h(0) and by Lemma 9 from the previous section, we have that
Instead of functional W(g(s), f t (s), τ ) we can consider the equivalent functional which depends onũ t (s) = e −ft(s)/2 .
since f t is a minimizer for W. Since µ(g(t), τ ) is uniformly bounded, as in the previous section we can get that C 2,α norms ofũ t are uniformly bounded. This implies that C 2,α norms of u t are uniformly bounded. Before we proceed with further discussion notice the following.
. This is a simply consequence of the fact that M (4πτ ) − n 2 e −ft dV g(t) = 1, since f t is a minimizer for W with respect to g(t), and the following backward parabolic equation
Since log is a concave function andũ t (s) 2 (4πτ ) −n/2 dV is a probability measure, we have by Jensen's and Sobolev inequalities
This inequality shows that
The constant C does not depend either on t or s ∈ [0, t]. To conclude, we have the following estimates
i.e. we have that |ũ t | W1,2 ≤ C for a uniform constant C.
Take a sequence t i → ∞. There exists a subsequence such that g(t i + t) → h(t) when i → ∞, where h(t) is a Ricci flow on M . This follows from Hamilton's compactness theorem ( [7] ). Fix A > 0. f t will be a minimizer for W with respect to g(t), which we flow backwards, for every t. Let s ∈ [0, A].
Lemma 13. For every A > 0 there exist t 0 = t 0 (A) and δ = δ(A) > 0 such that
Proof. Assume that the statement of the lemma is not true. In that case there would exist a sequence
where C is a uniform constant. If we integarte it with respect to t, we get
Sinceû i (s i + A) = min M u si+A and since by Lemma 10 we know that there exists a constant δ 1 such that u si+A ≥ δ > 0, we have that u si+A (s i + t) ≥ δ(A) > 0 for all i and all t ∈ [0, A]. This contradicts to our assumption thatû i (s i + a i ) → 0 as i → ∞.
Lemma 14. For every A > 0 there exists C(A) such that
Proof. We will consider the equation
where u t = e −ft and f t is a minimizer for W with respect to metric g(t).
where C > 0 is a uniform constant that does not depened either on s or t, but on the uniform bounds on geometries g(t). If we integrate it with respect to s we get
On the other hand, we have already proved in the previous section that C 2,α norms of u t are uniformly bounded in t ∈ [0, ∞). Therefore we get that
. Now we immediatelly get part 1 of our claim. For part 2 notice that
since M |∇ũ t (s)| 2 is uniformly bounded for all t and s ∈ [t − A, t].
The previous two lemmas tell us that in order to find the uniform estimates on
, it is enough to find the uniform C k,α estimates on u ti+A (t i +s).
Our main goal in this section is to prove the following theorem Theorem 15. Under the assumptions of the main theorem, with the notations as above, for every A > 0 there exists a uniform constant C, depending on A such that
Proof. Consider the equation
for t ∈ [0, ∞) and s ∈ [t − A, t]. All our further estimates will depend on A. We will use C to denote different absolute constants that depend on A and the uniform bounds on our geometries g(t)
.
where we should keep in mind that the metric depends on s.
where the second term on the right hand side of (13) comes from taking the derivative of the volume element and the third term appears from taking the derivative of g ij . Denote the former one by J 1 and the latter one by J 2 .
where C = C(A). Letũ t = d ds u t (s) (we will not confuse thisũ t with one defined at the beginning of this section. Omit the subscript t.
Multiply the equation byũ and integrate it along M .
and since we are on the Ricci flow, metrics g(s) are uniformly bounded, after applying Cauchy-Schwartz inequality and using the uniform boundness of the curvature operator, we get 
sup
All the estimates that we have got so far tell that t t−A M H 2 is uniformly bounded in t. Therefore analogous estimates to the estimates (15), (16) and 17 that we got for u,
To obtain these estimates we have used the fact that
where the right hand side is uniformly bounded in t, since u t = e −ft and f t are the minimizers for W.
By standard regularity theory, considering ∆u t (s) = − d ds u t (s) + h t (s) as an elliptic equation which right hand side has uniformly bounded W 1,2 norms for s ∈ (t − A, t) and all t, we have that |u t (s)| W 3,2 ≤ C, for a uniform constant C that depends on A. Take a derivative in s of the equation
By using the estimates that we have got forũ it is easy to conclude thatū satisfies the equation
where
ds is uniformly bounded in t. As in the case of the previous estimates we can conclude that
By regularity theory applied to the equation ∆ũ = − Combining Theorem 15 and Lemma 13, we get that for every A there exist t 0 = t 0 (A) and constants
Ricci soliton as a limit
In this section we want to finish the proof of Theorem 2.
We have uniform curvature and diameter bounds for our flow g(t). In the previous section we have proved that we also have a volume noncollapsing condition along the flow, for all times t ≥ 0. This gives a uniform lower bound on the injectivity radii. Hamilton's compactness theorem (modified to the case of our flow) gives that for every sequence t i → ∞ there exists a subsequence so that g(t i + t) → h(t) uniformly on compact subsets of M × [0, ∞) and that h(t) is a solution to the Ricci flow (3). We will show below that for each t h(t) satisfies actually a Ricci soliton equation with the Hessian of function f h (t) involved, where f h (t) is a smooth one parameter family of functions. We will now see how we get the functions f h (t).
Take any t and let f t be a function so that µ(g(t), τ ) = W(g(t), f t , τ ). Flow f t backwards. Fix A > 0. Then:
We will consider u ti+A (t i + s) where s ∈ (0, A). We will divide the proof of the theorem in a few steps.
Step 15.1.
Proof. I(t i ) → 0 by Claim 8. On the other hand
Since by Perelman's monotonicity formula
by Fatou's lemma.
Step 15.2.
Proof. Following the notation of the previous section, we get that:
In the previous section we have proved that there exist a uniform lower and upper bounds on u t (s) and that |u t (s)| W 3,p ≤ C(p, A) for all t ≥ t 0 and all s ∈ [t − A, t]. Similarly we can get that |u t | W k,p ≤ C(k, p, A) and therefore |ũ t (s)| W 3,p ≤ C(p, A) ∀t ≥ t 0 and all s ∈ [t − A, t]. We can get that |ũ t (s)| C 2,α ≤ C ∀t ≥ t 0 and ∀s ∈ [t − A, t]. We can extend this to all higher order time derivatives of u t (s).
Step 15.3. For every A > 0 there exists a subsequence t i , so that the limit metric h(s) of a sequence g(t i + s) is a Ricci soliton for s ∈ [0, A].
Proof. By step 15.1 we have that
By Lemma 13 and Theorem 15, we have that 0 < C 1 ≤ |u ti+A (s + t i )| ≤ C 2 for all i ≥ i 0 and all s ∈ [0, A], for some constants C 1 and C 2 that depend on A. 
for some small ǫ > 0 and some s 0 ∈ {s j } that is sufficiently close to s. We also have
for i ≥ i 0 and
By triangle inequality, we now get that for every ǫ > 0 there exists i 0 so that
Finally, we get that
for all s ∈ [0, A], and for almost all x ∈ M . Because of the continuity of everything that we get in a limit, it will hold for all x ∈ M . Since h(s) is a Ricci flow, all covariant derivatives of h and the covariant derivatives of a curvature operator are uniformly bounded, and therefore |∇ pf A (s)| ≤ C(p), ∀s ∈ [0, A] and all p ≥ 2. Also we have that
Step 15.4. We can glue all the functionsf A that we get for different values of A, to get a function f h (s) defined on M × [0, ∞), which describes our metric h(s) as a soliton type solution for all times s ≥ 0.
Proof. Take any increasing sequence A j → ∞. For every A j , by the previous setp we can extract a subsequence t i so that f ti+Aj (t i + s)
Diagonalization procedure gives a subsequence so that f ti+Aj (s) 
. Define a function f h (s) in the following way. Let f h (s) =f Aj (s), for all s ∈ [0, A j ] and all A j → ∞. f h (s) is a well defined function because of the previous discussion. We also have that 
Some properties of the limit solitons
In this section we will assume that there exists a sequence t i → ∞ such that g(
. Note that h ′ (t) is a stationary solution, i.e. a fixed point of our flow. In some of the lemmas below we will not need this assumption.
Let t i be any sequence converging to infinity. Then as we have seen earlier, there exists a subsequence such that g(t i + s) → h(s), where h(s) is a Ricci soliton. Let
R(h(t)) = min R(h(t)).
We will first state the theorem that Hamilton proved in his paper [9] .
Theorem 16. Under the normalized Ricci flow, wheneverR ≤ 0 it is increasing, whereas if everR ≥ 0 it remains so forever.
We will use the Theorem 16 to prove the following lemma.
Lemma 17. Under the assumptions of our main theorem,R(h(t)) ≥ 0 ∀t for the limit metric h(t) of any sequence of metrics g(t i ), where g(t) is the solution of
Proof. Assume that there exists t 0 such thatR(h(t 0 )) < 0. Without loss of generality assume that t 0 = 0. Since g(t i ) → h(0) as i → ∞, there exists i 0 , so that for all i ≥ i 0 R(g(t i )) < 0. The evolution equation for R is
IfR ≥ 0, thenR is increasing (since d dtR ≥ 0). IfR ≥ 0 it can not go negative again. If there existed t > t i0 such thatR(g(t)) ≥ 0, thenR ≥ 0 would remain so forever, for all s ≥ t and therefore we could not haveR(g(t i )) < 0 for t i > t. That contradicts the fact thatR(g(t i )) < 0 for all i ≥ i 0 . Therefore ∀t ≥ t i0 we have thatR(g(t)) < 0.
for all t big enough. That impliesR is increasing and therefore there exists lim t→∞R (g(t)) =
We also have that
The left hand side of the above inequality is zero and we get that C = − n 2τ . Since C > 0, we get a contradiction. Therefore R(h(t)) ≥ 0 forall t, what we wanted to prove.
Remark 18. Let (M, g) be a compact manifold and g(t) be a Ricci flow on M . Recall the definition of Perelman's functional W(g, f, τ ).
W(g, f, τ ) = const along the flow if g is a Ricci soliton satisfying the equation
Let t i → ∞ and s i → ∞ be two sequences such that g(t i + t) → h(t) and g(s i + t) → h ′ (t) where h(t) and h ′ (t) are 2 Ricci solitons on M that have been constructed earlier.
Namely we proved that
for some increasing sequences A j → ∞ and B j → ∞. By Remark 18 we know that
are constant along the flows h(t) and h ′ (t) respectively.
is a same constant for all solitons h(t) that arise as limits of sequences of metrics of our original flow g(t) (1) on a compact manifold M .
Proof.
where we have used that fact that W(g(t), f (t), τ ) increases in t along the flow (1) and
when i → ∞. From equations (26) and (27), letting i → ∞ we get
Let j → ∞ to get
Lemma 20. For every Ricci soliton h(t) that arises as a limit of some sequence of metrics of our original flow g(t), the corresponding function f h (t), that we have constructed in the previous section, is a minimizer for Perelman's functional W with respect to a metric h(t).
Proof. We will first proof the following claim.
Claim 21. There exists a sequence t i → ∞ such that g(t i + t) → h(t) as i → ∞, where
where f t is a function such that µ(g(t), τ ) = W (g(t), f t , τ ). If we flow f t backwards by the equation
starting at time t, for every t > 0 we get solutions f t (s). Look at
We know that
. Therefore there exists a left derivative of F t (s) at point t and F ′ t (t) = H(t) for every t > 0. Moreover g(t) and all the derivatives of f t up to the second order are Lipshitz functions in t (this follows from the estimates in the previous sections) and therefore
is a Lipshitz function in t as well, i.e. k(t) = F t (t) = W(g(t), f t , τ ) is a Lipshitz function in t. This tells that k(t) is differentiable in t, almost everywhere. Our discussion then implies that k ′ (t) = H(t) in a sense of distributions.
where δ > 0 and C is some uniform constant. We have that
By what we have proved before, after extracting a subsequence we can assume that g(t i ) → h(0) smoothly and f ti →f in C 2,α norm, where by Theorem 11f is a minimizer for W with respect to metric h(0). Therefore,
On the other hand g(t i + t) → h(t) as i → ∞ where h(t) is a Ricci soliton and
where f h (t) = lim j→∞ lim i→∞ f ti+Aj (t i +t), for some sequence A j → ∞. From equations (29) and (30) 
where we have used the fact that W is constant along a soliton. This means that f h (t)
is a minimizer for W with respect to a metric h(t), for every t ≥ 0.
To continue the proof of Lemma 20 take any sequence s i → ∞. By a sequential convergence of our original flow g(t) to Ricci solitons, after extracting a subsequence we may assume that g(s i + t) → h ′ (t) as i → ∞ where h ′ (t) is a Ricci soliton. Take a soliton h(t) with the properties as in Claim 21. From the convergence of µ(g(t), τ ) we know that µ(h ′ (t), τ ) = µ(h(s), τ ) for all t and all s.
By Lemma 19 we have that
, τ ) for all s and t. Combining this with (31) gives that µ(h
One useful property of the sequential soliton limits of our flow (3) is that all limit solitons are the solutions of normalized flow equation
where r(h(t)) = 1 Vol h(t) M M R(h(t))dV h(t) . In the case of any of our soliton limits we have that R(h(t)) + ∆f h (t) − n 2τ = 0 and therefore r = r(h(t)) = n 2τ for all t ≥ 0.
Lemma 22. If h(t) and h ′ (t) are any 2 soliton limits of our flow (3), then Vol h(t) (M ) = Vol h ′ (t) (M ).
Since x ∈ M was an arbitrary point, we can conclude that S is a counatble dense set in (M, g(t 2 ).
If we start with t 1 = 0 and apply the reasoning above, we will get that a set {x j } is
. Take now L to be t 1 and apply the above reasoning to the interval [L, 2L]. Applying the above procedure infinitely many times, always to time intervals of length L, we can conlude that the countable set {x j } satisfies our claim.
To prove the Lemma 22, choose first a countable set of points S = {x j } as in Claim (33). Since |∇f h(t) | 2 dt ≤ C, by a diagonalization procedure we can get a sequence
there exists a subsequence ( we will denote it again by s i ) so that f h (s i )
Similarly we can find a sequence s
Claim 24. C = C ′ .
Equation (??) and the fact that
′ , since ǫ > 0 was arbitrary.
To finish the proof of Lemma 22, notice that
and since ǫ > 0 is arbitrary, we get that Vol h(t) (M ) = Vol h ′ (t) (M ) (we have used the fact that Vol h (t) (M ) and Vol h ′ (t) (M ) are constant along the flows h(t) and h ′ (t) respectively).
From now on we will assume that there exists a sequence t i such that g(
where h(t) is an Einstein soliton with R ij (h(t)) = 1 2τ h ij (t). In this case f h (t) = C, since M is a compact manifold and since ∆f h (t) = 0, where all f h (t) satisfy the integral normalization condition (C does not depend on t). Proof. Let h(t) be an Einstein soliton such that g(t i + t) → h(t) as t → ∞. In this case f h (t) = C for some constant C such that (4πτ )
h ij = 0 and R(h(t)) = n 2τ imply ∆f h = 0, which gives that f h is constant, because our manifold M is compact). We can compute that µ(h(t), τ ) = C − n 2 for every t. Let h ′ (t) be any soliton that arises as a limit of some sequence of metrics of our flow
. That means C is a minimizer for W with respect to metric h ′ .
We know that if f is a minimizer of W with respect to metric g(t), then it satisfies the following partial differential equation
Since C is a minimizer of W with respect to metric h ′ , we get that
′ dV h ′ = 1 and therefore C = C ′ .
In particular, the fact that f h ′ is a constant function implies that Ric(h
The consequence of the previous proposition is that lim t→∞ R(t) = n 2τ in any C k norm on M , (R(t) is a scalar curvature of our original flow g(t)), for the following reasons. If there existed a sequence t i → ∞ and a sequence of points x i ∈ M such that |R(x i , t i )− n 2τ | C k ≥ ǫ for some ǫ > 0 and some k, we would be able to extract a convergent subsequence such that g(t i ) converges to some Einstein metric with scalar curvature equal to n 2τ . By the definition of convergence, there exist diffeomorphisms φ i : M → M such that φ * i g i converge uniformly on M , together with all their derivatives, towards some metric h. Since M is compact, {x i } have an accumulation point, call it x. Becuse of uniform bound on the curvature and its higher order derivatives, the following inequality would hold
where we used the fact that dist ti (x, y) → dist h (x, y) uniformly on M . On the other hand, metrics g(t i ) converge to an Einstein metric with constant scalar curvature n 2τ , and therefore we would have that for i big enough, |R(x, t i ) − n 2τ | C k < ǫ 2 and we would get a contradiction. Similarly, lim t→∞ |R ij (t) − n 2τ g ij | C k = 0, for any k. For the same reasons, for every δ > 0 we have that for all t big enough (t ≥ t 0 , where t 0 depends on δ) and for all x ∈ M the following pinching estimates hold δ ≤ R(t) ≤ n 2τ + δ.
δg ij ≤ R ij ≤ (δ + 1 2τ )g ij .
In the discussion that follows we will use Moser's weak maximum principle. We will state it below, for a reader's convenience.
Lemma 26 (Moser's weak maximum principle). 
and for all i. This would imply C ≥ ∞ 0 ||T ||dV t ≥ ∞ i=0 ǫδ = ∞. This is impossible. Therefore, ||T || C 0 (Mt) → 0 as t → ∞.
Vol t (M ) ≤ C for all t. Assume there existed a sequence t i → ∞ such that Vol ti (M ) → ∞. The uniform bounds on geometries g(t) imply that there exists a subsequence so that (M, g(t) converges to a smooth manifold (M, h). Because of the continuity of a volume ( [3] ) we have that Vol g(ti) (M ) → Vol h (M ). Since M is a compact manifold, Vol h (M ) < ∞ and we would get a contradiction. Therefore, there is a uniform constant C such that Vol g(t) ≤ c for all t ≥ 0. d dt ln(Vol t ) = n 2τ −R ≥ 0 for all t, imply that there exists lim t→∞ Vol t for every x ∈ M (otherwise we can argue as in the previous paragraph). If we integrate this equation in t ∈ [0, ∞), we will get that ∞ 0 ( n 2τ − R)dt < ∞. As in the case for a traceless part of the Ricci curvature T , we can conclude that lim t→∞ R = n 2τ uniformly on M . We can conclude that under the assumptions given at the beginning of this remark, for every sequence t i → ∞ we can find a subsequence such that g(t i + t) → h(t), where h(t) is an Einstein soliton with scalar curvature n 2τ . We also know that R ij − 1 2τ g ij → 0 as t → ∞, uniformly on M and that there exists lim t→∞ Vol t .
Assume for a moment that we are in a Kähler case. In As in the proof of Calabi-Yau theorem one can show that h = h ′ , i.e. the limit Einstein soliton of our flow (3) as t → ∞ is unique.
