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FORCING HAMILTONICITY IN LOCALLY FINITE GRAPHS VIA
FORBIDDEN INDUCED SUBGRAPHS II: PAWS
KARL HEUER AND DENIZ SARIKAYA
Abstract. In this paper we extend a result about a sufficient condition for Hamiltonicity
for finite graphs by Broersma and Veldmann to locally finite graphs. In order to do this
we use topological circles within the Freudenthal compactification of a locally finite graph
as infinite cycles. The condition we focus on in this paper is in terms of forbidden induced
subgraphs, namely being claw-free and a relaxation of being paw-free.
§1. Introduction
In this second paper out of a series we extend another sufficient condition for Hamiltonicity
in finite graphs to locally finite ones. For this we consider, given a locally finite connected
graph G, the topological space |G| [2, 3], known as the Freudenthal compactification of G.
Beside the graph G, seen as a 1-complex, the space |G| also contains additional points,
namely the ends of G, which are equivalence classes of one-way infinite paths of G under the
relation of being inseparable by finitely many vertices. Following the topological approach
from [5,6], we use circles, i.e. homeomorphic images of the unit circle S1 Ď R2 in |G|, to
extend the notion of cycles and allowing infinite ones. Then we call G Hamiltonian if there
is a circle in |G| containing all vertices of G.
This series of articles focuses on extending certain local conditions that guarantee the
existence of a Hamilton cycle in finite graphs, namely such in terms of forbidden induced
subgraphs. In this paper we focus on a condition involving precisely two graphs: the claw,
i.e. K1,3, and the paw, which is the graph obtained from a triangle and an additional vertex
which is adjacent to precisely one vertex of the triangle (cf. Figure 1.1). For the rest of
this paper, we shall denote the vertex of degree 1 in a paw by a1 and those two vertices
non-adjacent to a1 by b1 and b2. The remaining vertex of a paw will always be called a0,
as depicted in Figure 1.1.
The following theorem is probably the first Hamiltonicity result for finite graphs in terms
of forbidden induced subgraphs. Note that, given any two graphs G and H, we call G a
H-free graph if G does not contain any induced subgraph isomorphic to H.
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Figure 1.1. The subgraphs we focus on in this paper.
Theorem 1.1. [8, Thm. 4] Every finite 2-connected claw-free and paw-free graph is Hamil-
tonian.
Even for finite graphs the condition in Theorem 1.1 is very restricting: the only graphs
satisfying this condition are cycles, cliques and cliques with a matching removed. We shall
see in Section 3 that there do not exist any infinite locally finite 2-connected claw-free and
paw-free graphs.
However, we shall study a variant of the condition in Theorem 1.1 where the paw-freeness
is relaxed. We focus on the following Hamiltonicity result due to Broersma and Veldmann.
In order to state it we have to give two further definitions. A graph is called pancyclic if
it contains a cycle of every possible length. Let H be an induced subgraph of a graph G
and v, w P V pHq. We shall write ϕHpv, wq for the property that v and w have a common
neighbour in G outside of V pHq. We shall simply write ϕpv, wq if the context makes it
clear to which subgraph H we are referring to.
Theorem 1.2. [1, Thm. 2] Let G be a finite, 2-connected, claw-free graph. If every induced
paw of G satisfies ϕpa1, biq for some i P t1, 2u, then either G is pancyclic or G is a cycle.
Obviously being pancyclic implies Hamiltonicity for finite graphs. We shall generalise
Theorem 1.2 to locally finite graphs, where we focus on verifying Hamiltonicity. We do
this since we probably have no meaningful length parameter for distinguishing different
infinite cycles, but we have a meaningful notion for Hamiltonicity. More precisely, we will
prove the following:
Theorem 1.3. Let G be a locally finite, 2-connected, claw-free graph. If every induced
paw of G satisfies ϕpa1, biq for some i P t1, 2u, then G is Hamiltonian.
Different from the graphs considered in our first paper of this series [11], we shall state
examples of graphs fulfilling the premise of Theorem 1.3 with arbitrarily, but finitely many
ends, with ℵ0 many and with 2ℵ0 many ends.
3The structure of this paper is as follows. In Section 2 we introduce the needed definitions
and notation. Then we conclude that section by introducing the tools we need for the
proof of Theorem 1.3. In Section 3 we show that no infinite locally finite graphs exist that
meet the criteria of Theorem 1.1, except for being finite. Afterwards we give examples of
infinite locally finite graphs fulfilling the conditions of Theorem 1.3. Finally, we prove our
main result, Theorem 1.2, in Section 4 and we start that section with a sketch of our proof.
§2. Preliminaries
In general we follow the graph theoretical notation from [2]. Especially regarding the
topological notions for locally finite graphs, we refer to [2, Ch. 8.5]. To see a wider survey
regarding topological infinite graph theory, see [3].
2.1. Basic notions. All graphs considered in this paper are undirected and simple. Gen-
erally, we do not assume a graph to be finite. We call a graph locally finite if every vertex
has finite degree.
For the rest of this section let G denote some graph. Later in this section, however, we
shall make further assumptions on G.
Let X be a vertex set of G. We denote by GrXs the induced subgraph of G with vertex
set X. For small vertex sets, we sometimes omit the set brackets, i.e. we write Gra, b, cs as
a short form for Grta, b, cus. We write G´X for the graph GrV rXs. If H is a subgraph
of G we shall write G´H instead of G´ V pHq. Again we omit set brackets around small
vertex sets, especially for singleton sets. We briefly denote the cut EpX, V rXq by δpXq.
For any i P N we denote by NipXq and Nipvq the set of vertices of distance at most i in G
from the vertex set X or from a vertex v P V pGq. We denote by BpXq the set of vertices v
of X with Npvq Ę X.
Let H be a subgraph of G and v, w P V pHq. We denote by ϕHpv, wq the property that
v and w have a common neighbour in G´H. We shall drop the subscript when it is clear
to which subgraph H we refer to.
Let C be a cycle of G and u be a vertex of C. We implicitly fix an orientation of the cycle
and we write u` and u´ for the neighbour of u in C in positive and negative, respectively,
direction of C using a fixed orientation of C. Later on we will not always mention that we
fix an orientation for the considered cycle using this notation. For two vertices v and w on
C, we denote by vCw the v–w path in C that follows the orientation from v to w.
If G is a finite graph containing a cycle of length s for every s P t3, 4, . . . , |V pGq|u, we
call G pancyclic.
If v and w are vertices of a tree T , then we denote by vTw the unique v–w path in T .
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A one-way infinite path R in G is called a ray of G and a two-way infinite path in G is
called a double ray of G. A subgraph of a ray R is called a tail of R. The unique vertex of
degree 1 of R is called the start vertex of R. For a vertex r on a ray R, we denote the tail
of R with start vertex r by rR.
An equivalence relation can be defined on the set of all rays of G by saying that two
rays in G are equivalent if they cannot be separated by finitely many vertices. It is easy
to check that this defines in fact an equivalence relation. The corresponding equivalence
classes of rays under this relation are called the ends of G. We denote the sets of ends of a
graph G with ΩpGq. If R P ω for some end ω P ΩpGq, then we briefly call R an ω-ray.
Note that for any end ω of G and any finite vertex set S Ď V pGq there exists a unique
component CpS, ωq that contains tails of all ω-rays. We say that a finite vertex set
S Ď V pGq separates two ends ω1 and ω2 of G if CpS, ω1q ‰ CpS, ω2q. Note that any two
different ends can be separated by a finite vertex set.
Let R be a ray in G and X Ď V pGq be finite. We call R distance increasing w.r.t. X if
|V pRq XNipXq| “ 1 for every i P N. Note that a distance increasing ray w.r.t. X has its
start vertex in X.
2.2. Topological notions. We assume G to be locally finite and connected for the rest of
this section. The graph G together with its ends can be endowed with a certain topology,
yielding the space |G| referred to as Freudenthal compactification of G. Note that within |G|,
every ray of G converges to the end of G it is contained in. For a precise definition of |G|,
see [2, Ch. 8.5]. See [7] for Freudenthal’s paper about the Freudenthal compactification,
and see [4] about the connection to |G|.
Given a point set X in |G|, we denote its closure in |G| by X.
We call the image of a homeomorphism which maps from the unit circle S1 Ď R2 to |G|
a circle of G. We call G Hamiltonian if there is a circle in |G| containing all vertices of G,
and thus also all ends of G due the closedness of circles. Such a circle is called a Hamilton
circle of G. Note that this notion coincides with the usual notion of Hamiltonicity for finite
graphs.
2.3. Tools. In this subsection we introduce some basic lemmas we shall use to prove our
results. We begin with a brief lemma about the existence of distance increasing rays with
respect to finite vertex sets. The proof of this lemma works via a very easy compactness
argument and we omit it here. In case a proof is desired, see for example [11, Lemma 2.3].
Lemma 2.1. Let G be an infinite locally finite connected graph and X Ď V pGq be finite.
Then there exists a distance increasing ray w.r.t. X.
5The following statements are all about claw-free graphs. The first is a very easy
observation and probably folklore, so we do not prove it here. However, in case a proof is
desired, consider for example [9, Prop. 3.7.].
Proposition 2.2. Let G be a connected claw-free graph and S be a minimal vertex separator
in G. Then G´ S has exactly two components.
Since we have to extend cycles very carefully in the proof of our main result, Theorem 1.3,
the following lemma will be very helpful for us. Again, that result is probably folklore and
the proof of that lemma is very easy, but it can be found for example in [9, Lemma 3.8.].
Lemma 2.3. Let G be a connected claw-free graph and S be a minimal vertex separator
in G. For every vertex s P S and every component K of G´S, the graph GrNpsqX V pKqs
is complete.
The next lemma is a structural result for locally finite claw-free graphs about vertex
sets separating some finite vertex set from all ends of the graph. This result forms the
backbone for the proof of the main result of this article.
Lemma 2.4. [9, Lemma 3.10] Let G be an infinite, locally finite, connected, claw-free
graph and X be a finite vertex set of G such that GrXs is connected. Furthermore, let
S Ď V pGq be a finite minimal vertex set such that SXX “ ∅ and every ray starting in
X has to meet S. Then the following holds:
(1) G´S has k ě 1 infinite components K1, . . . , Kk and the set S is the disjoint union
of minimal vertex separators S1, . . . , Sk in G such that for every i with 1 ď i ď k
each vertex in Si has a neighbour in Kj if and only if j “ i.
(2) G´S has precisely one finite component K0. This component contains all vertices
of X and every vertex of S has a neighbour in K0.
Given a graph G, a finite vertex set X and a set S all as in Lemma 2.4 we shall call S
an X-umbrella.
The following, last lemma of this section is the tool we use to verify Hamiltonicity for
locally finite graphs in this paper.
Lemma 2.5. [9, Lemma 3.11] Let G be an infinite, locally finite, connected graph and
pCiqiPN be a sequence of cycles of G. Now G is Hamiltonian if there exists an integer ki ě 1
for every i ě 1 and vertex sets M ij Ď V pGq for every i ě 1 and j with 1 ď j ď ki such that
the following is true:
(1) For every vertex v of G, there exists an integer j ě 0 such that v P V pCiq holds for
every i ě j.
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(2) For every i ě 1 and j with 1 ď j ď ki, the cut δpM ijq is finite.
(3) For every end ω of G, there is a function f : N r t0u ÝÑ N such that the
inclusion M jfpjq ĎM ifpiq holds for all integers i, j with 1 ď i ď j and the equation
Mω :“ Ş8i“1M ifpiq “ tωu is true.
(4) EpCiq X EpCjq Ď EpCj`1q holds for all integers i and j with 0 ď i ă j.
(5) The equations EpCiq X δpMpj q “ EpCpq X δpMpj q and |EpCiq X δpMpj q| “ 2 hold for
each triple pi, p, jq which satisfies 1 ď p ď i and 1 ď j ď kp.
§3. Examples of graph meeting the criteria of Theorem 1.3
In this section we state examples of infinite locally finite 2-connected claw-free graphs
where each induced paw satisfies ϕpa1, biq for some i P t1, 2u. While the class of claw-free
and net-free graphs, which we considered in the first paper of this series [11], allows only
graphs with at most two ends, the graphs in this paper have a bigger variety. We shall
give examples of graphs with an arbitrary, but finite number of ends, with ℵ0 many and
with 2ℵ0 many ends.
However, before we focus on these examples, we prove another proposition. This result
tells us that we cannot try to extend Hamiltonicity results about locally finite 2-connected
claw-free and paw-free graphs as such graphs do not exist.
Proposition 3.1. Every infinite locally finite connected claw-free graph containing a cycle,
also contains an induced paw.
Proof. Let G be a graph as in the statement and let C be a cycle of G. Pick a ray
R “ r0r1r2 . . . that is distance increasing w.r.t. V pCq, which exists by Lemma 2.1. Recall
that r0 P V pCq holds. Now Grr0, r0` , r0´ , r1s is no induced claw since G is claw-free. If
r0´ r1 P EpGq or r0` r1 P EpGq, then this would yield a K3, say Grr0` , r0, r1s. Since R is
distance increasing w.r.t. V pCq, we know that Grr0` , r0, r1, r2s is an induced paw.
The only other possibility to avoid Grr0, r0` , r0´ , r1s being an induced claw is r0´ r0` P EpGq
but r0´ r1, r0` r1 R EpGq. Then Grr0´ , r0` , r0, r1s forms an induced paw. 
Before we come to the examples, in which the k-blow-up operation is involved, let us
recall the definition of a k-blow-up. Given a graph G and some k P N, we call a graph G1 a
k-blow-up of G if we obtain G1 from G by replacing each vertex of G by a clique of size k,
where two vertices of G1 are adjacent if and only if they are either both from a common
such clique, or the original corresponding vertices were adjacent in G.
In three example we now state graphs that meet the criteria of Theorem 1.3 by describing
an initial graph, from which we then take the line graph and then a k-blow-up. Before we
7state the first example, let us fix some notation. Let n P N and let Sn denote the infinite
tree where each vertex but one has degree 2 and the other vertex has degree n.
Example 3.2. To find a graph with an arbitrary, but finite number of ends, consider the
k-blow-up of the line graph of Sn where k ě 2 and n ě 3. To briefly describe this graph in
other words: It is the k-blow-up of the graph formed by a complete graph on n vertices
V pKnq “ tv1, . . . , vnu with pairwise disjoint rays Ri starting at the vi, see Figure 3.1.
It is immediate that such graphs are 2-connected and claw-free. To check that every
induced paw satisfies ϕpa1, biq for some i P t1, 2u is also straightforward, so we leave this
to the reader.
Kn
v1
v2
vn
R1
R2
Rn
Figure 3.1. A graph whose k-blow-up for k ě 2 has precisely n P N ends
and meets the conditions of Theorem 1.3.
Obviously, we cannot use the construction from example 3.2 to obtain suitable graphs
with infinitely many ends while staying locally finite. However, we can extend the idea
from the previous example to get such graphs with infinitely many ends. For every n P N
let Dn denote the infinite tree where all vertices have degree 2 except for a set of vertices
that induces in Dn a double ray all of whose vertices have degree n within Dn.
Example 3.3. Consider the k-blow-up of the line graph of Dn for some k ě 2 and n ě 3
(cf. Figure 3.2). Again it is easy to verify that such graphs satisfy the conditions of
Theorem 1.3. Furthermore, it is immediate that Dn has precisely ℵ0 many ends for n ě 3
and, hence, so has its line graph and the k-blow-up of the line graph.
Let us proceed to the third example describing graphs that meet the conditions of
Theorem 1.3 and have precisely 2ℵ0 many ends. Again we fix some notation before. For
every n P N let Tn denote the infinite tree where each vertex has degree n.
Example 3.4. Consider the k-blow-up of the line graph Tn for some k ě 2 and n ě 3
(cf. Figure 3.3). As before, verifying that such graphs satisfy the conditions of Theorem 1.3
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Figure 3.2. The line graph of D3, whose k-blow-up for k ě 2 has precisely
ℵ0 many ends and meets the conditions of Theorem 1.3.
is easy. Furthermore, Tn has precisely 2ℵ0 many ends for n ě 3. Therefore, its line graph
and the k-blow-up of the line graph have that many ends as well.
Figure 3.3. The line graph of T3, whose k-blow-up for k ě 2 has precisely
2ℵ0 many ends and meets the conditions of Theorem 1.3.
§4. Proof of Theorem 1.3
In this section we shall prove our main result, Theorem 1.3, which is an extension of
Theorem 1.2 to locally finite graphs. Let us describe the general idea for the proof, which
has already been successful for other Hamiltonicity results for locally finite claw-free graphs
involving local conditions [9, 10]. In the end we want to apply Lemma 2.5. However, in
order to do that, we have to carefully construct suitable cycles and cuts as described in that
lemma. The engine of our proof is the condition about induced paws as in Theorem 1.3.
This allows us to extend any cycle by one or two vertices neighbouring the cycle in a very
controlled way keeping most edges of the initial cycle untouched, which is captured in
Lemma 4.1.
9Then the first big step towards the proof of Theorem 1.3 is to extend an arbitrary cycle C
with respect to a V pCq-umbrella S to contain all vertices of K0 (as defined in Lemma 2.4),
without containing anything from S. This happens in Lemma 4.2. The next step is to
carefully extend the cycle into each component Ki while containing all vertices up to the
third neighbourhood of Si, but only precisely two vertices of each Si (cf. Lemma 2.4). This
step is rather crucial and achieved in Lemma 4.4.
From this point on we shall not only keep track of a cycle, but also of suitable cuts,
each more or less resembling δpV pKiqq, which our cycle intersects precisely twice. We shall
refer to this as the p‹q - condition. In the remaining lemma, Lemma 4.6, we incorporate
all remaining vertices of S while maintaining the p‹q - condition. The key idea here is to
dynamically change the cuts as we extend the cycle. By iterating this whole procedure, we
shall get a sequence of cycles and cuts which allows us to apply Lemma 2.5.
Not let us start with the lemma which allows us to extend any cycle C within a graph
as in Theorem 1.3 to incorporate a vertex v P NpCq without altering many edges of C.
Lemma 4.1. Let G be a 2-connected, locally finite claw-free graph such that every in-
duced paw of G satisfies ϕpa1, biq for some i P t1, 2u. Let C be a cycle in G and v
be a vertex in NpCq. Then there exists a cycle C 1 and a vertex w P NpCq such that
V pCq Y tvu Ď V pC 1q Ď V pCq Y tv, wu holds. Furthermore, if xy P EpCq∆EpC 1q, then
x P N2pvq or y P N2pvq holds.
Proof. Let G be a graph as in the statement of the lemma and C be a cycle in G. Let v
be a vertex in NpCq. We prove the statement by a short case distinction. The three cases
are depicted in Figure 4.1:
Case 1. There is a vertex u P V pCq XNpvq such that u`v P EpGq or u´v P EpGq.
Without loss of generality let us say u`v P EpGq. We obtain C 1 simply by exchanging
uu` with uv and vu`, which completes Case 1.
Case 2. For all vertices u P V pCq XNpvq we have that u`v, u´v R EpGq.
By the claw-freeness we know that u´u` P EpGq, but this means Gru´, u, u`, vs
is an induced paw. Hence we get that u´ or u` shares a neighbour w with v in
V pGqr tu´, u, u`, vu, say without loss of generality u`. Now we distinguish two sub-
cases:
Subcase 2.1. There exists such a neighbour w R V pCq.
In this situation we simply obtain C 1 by replacing uu` by uv, vw and wu`, completing
Subcase 2.1.
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Subcase 2.2. All such w lie on V pCq.
Since we are in the second case, we get that w´w` P EpGq. Hence we can get a new
cycle C 1 by replacing the segment uCw` of C by uvwu`Cw´w`. This completes our case
distinction.
Finally, note that in each case changing C to C 1 does not alter edges whose endvertices
have distance at most 2 from v. 
Given the notation of Lemma 4.1, we call the cycle C 1 a v-extension of the cycle C of
type p1q if C 1 is formed as in Case 1. Similarly, we call C 1 a v-extension of C of type p2.1q or
of type p2.2q if C 1 is formed as in Subcase 2.1 or 2.2, respectively. For a v-extension we also
call v the target and u its base. We call a cycle D an extension of a cycle C if we obtain D
from successively performing v-extensions (with possibly several different targets v) of C
of any type. Whenever we talk about a v-extension of type p2.1q or p2.2q, we shall denote
by w the same vertex as in the proof of Lemma 4.1. We call the edge we exclude from the
cycle C by forming a v-extension that has the base as one of its endvertices the foundation
(of the extension), see Figure 4.1.
v
u
u+
C
w
w+
w−
v
u
u+
C
v
u
u+
C
w
Figure 4.1. The three types of v-extensions of the cycle C by replacing
grey edges by dashed ones as occurring in the proof of Lemma 4.1.
Given a cycle C and a V pCq-umbrella S (cf. Lemma 2.4), we now show that we can
extend C to contain all of K0, but nothing from S.
Lemma 4.2. Let G be an infinite, locally finite, 2-connected, claw-free graph such that
every induced paw of G satisfies ϕpa1, biq for some i P t1, 2u. Let C be a cycle and S
a V pCq-umbrella. Then there exists a cycle C 1 which is an extension of C such that
V pC 1q “ V pK0q and for each e “ xy P EpCq with x, y P V pK0q r N3pNpCqq we have
that e P EpC 1q.
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Proof. We successively perform v-extensions of extensions of C with targets in V pK0q
where, for a fixed target v, we always try perform a v-extension of type p1q. If that is not
possible we try to use one of type p2.1q, and if that is not possible either we use one of type
p2.2q. The only case which might lead to a problem for the desired equality V pC 1q “ V pK0q
is by using v-extensions of type p2.1q since we not only incorporate the target v but one
further vertex w P NpCq. So let us assume we perform a v-extension of type p2.1q where w
lies in S. Thus, w lies in a separator Sj as defined in Lemma 2.4. This means that v and
y, where uy is the foundation of the v-extension, are connected since the neighbourhood of
w in the component of G´ Sj containing K0 forms a clique, due to Proposition 2.3. Hence
we did not need to incorporate v via an extension of type p2.1q, but could have done it via
type p1q. So our process terminates and yields cycle C 1 such that V pC 1q “ V pK0q since K0
is finite and connected due to Lemma 2.4.
Note that for each e “ xy P EpCq such that x, y P V pK0q r N3pNpCqq we have that
e P EpC 1q holds due to Lemma 4.1. Hence, the cycle C 1 is as desired. 
Before we move on, we first give a definition used to capture how to carefully extend the
cycle obtained from Lemma 4.2 further into the infinite components K1, . . . , Kk as defined
in Lemma 2.4 in a convenient way.
Definition 4.3. Let G be an infinite, locally finite, connected, claw-free graph, C be a
cycle of G and S be a V pCq-umbrella. Furthermore, let k, Sj and Kj be defined as in
Lemma 2.4. Now we call a tuple pD,M1, . . . ,Mkq promising if the following hold for every
j P t1, . . . , ku:
(1) D is a cycle.
(2) Mj :“ Sj Y V pKjq.
(3) V pK0q YŤ1ďiďkpN3pSiq X V pKiqq Ď V pDq
(4) |EpDq X δpMjq| “ 2. (p‹q - condition)
Note that the definition of a promising tuple is defined relative to a certain umbrella.
We shall not mention to which if the context makes this clear.
In the next two lemmas we show how to carefully extend a cycle in two steps to
incorporate at least N3pSq while respecting the p‹q - condition. Now we first prove that
promising tuples exist.
Lemma 4.4. Let G be an infinite locally finite, connected, claw-free graph such that every
induced paw of G satisfies ϕpa1, biq for some i P t1, 2u. Furthermore, let C be a cycle of G
and S be a V pCq-umbrella. Also, let k, Sj and Kj be defined as in Lemma 2.4.
12 K. HEUER AND D. SARIKAYA
Then there is a promising tuple pD,M1, . . . ,Mkq such that for all e “ xy P EpCq with
x, y P V pK0qrN3pNpCqq we have e P EpDq.
Proof. Let C 1 be an extension of C such that V pC 1q “ V pK0q, which exists by Lemma 4.2.
We shall successively form v-extensions with targets in S or replace edges ab in some Sj
with a–b paths whose inner vertices lie in Ki until we have a cycle C2 containing some
vertex of each Ki, precisely two vertices of each Si, but no edge from any GrSis, while
respecting the p‹q - condition. Let us first prove that having such a cycle C2 suffices to
prove this lemma.
Assume we have such a cycle C2, which fulfills the p‹q - condition. We now show that we
can include any finite vertex set X from an arbitrary Ki for i P t1, . . . , ku, hence especially
NmpSiq X V pKiq for any m P N while maintaining the p‹q - condition. For this we only
target v P V pKiq along a finite connected subgraph within Ki containing X. Hence, the
bases of our extensions will always lie in Mi. Whenever possible we include the target via
a type p1q extension. If this is not possible, we try to incorporate the target by a type
p2.1q extension and if this is also not possible, we use a type p2.2q extension.
In case we perform a v-extension of type p1q, no altered edge has an endvertex in V pK0q.
Thus, this does not affect the p‹q - condition. If, for a v-extension of type p2.1q, the
foundation lies in Mi, then again we do not alter any edge with an endvertex in V pK0q.
The other case is a foundation ur P δpMiq for r P tu`, u´u. But this means that we exclude
ur from the cut δpMiq and add rw to it. So again we maintain the p‹q - condition. Finally
let us consider a v-extension of type p2.2q. For w P V pKiq, we do not affect the p‹q -
condition. So let us assume w lies in the separator Si. As for an extension of type p2.1q,
the removal of the foundation ur for r P tu`, u´u and incorporating the edges uv, vw and
wr does not change the size of the cut. It remains to check that excluding w´w and ww`
and adding w´w` does not violate the p‹q - condition either. We check this by a short
case distinction:
Case A. w´, w` PMi.
In this case the edges w´w,ww` and w´w` all lie in Mi, so the p‹q - condition is
maintained.
Case B. w´, w` P V pGqrMi.
This case cannot happen since we assumed that C2 contains a vertex of Ki and precisely
two vertices from Si. However, C2 would cross δpMiq via the edges w´w ww` without
entering Ki. So the p‹q - condition would already be violated by C2; a contradiction.
Case C. w´ PMi but w` RMi (or vice versa).
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In this case our v-extension does not intersect δpMiq with the edge w`w anymore, but
with the edge w´w`. Hence, the p‹q - condition is again maintained. This completes our
case analysis and shows the existence of a desired tuple pD,M1, . . . ,Mkq if the cycle C2
exists. Note that for each e “ xy P EpCq with x, y P V pK0qrN3pNpCqq we have e P EpDq,
as shown in Lemma 4.1.
Hence it remains to show that a cycle C2 exist, i.e., a cycle containing all of V pK0q,
at least some vertex of Ki and precisely two vertices from each Si, but no edge from any
GrSis, while respecting the p‹q - condition. Say we already have a cycle Z satisfying the
following for a (possibly empty) subset I Ď t1, . . . , ku.
(i) V pK0q Ď V pZq.
(ii) V pZq X V pKiq ‰ ∅ for every i P I.
(iii) |V pZq X Si| “ 2, but EpZq X EpGrSisq “ ∅ for every i P I.
(iv) |EpZq X δpMiq| “ 2 for every i P I.
(v) V pZq XMj “ ∅ for every j P t1, . . . , kur I.
Note that C 1 meets these five conditions with I “ ∅. Next we show how to obtain a
cycle meeting all these five conditions for a superset of I. We form a v-extension Z 1 of Z
with target v P Sj for some j P t1, . . . , kur I. Again we analyse the situation via a case
distinction.
Case 1. Z 1 can be formed of type p1q.
Without loss of generality say the foundation of Z 1 is uu`. If uu` P EpK0q, then
condition (iv) from above is still maintained. If uu` P δpMiq for some i P I, the size of
the intersection of the cycle with the cut δpMjq stays the same, but the edge uv meets
it instead of uu`. In both cases Z 1 now fulfills condition (iv) for I Y tju. Next we form
a v1-extension Z2 of Z 1 where v1 P Npvq X V pKjq. Such a v1 exists since Sj is a minimal
vertex separator by Lemma 2.4. But now v1 can only be included as in type p2.1q, since
extensions of type p1q and p2.2q need two neighbours of the target on the cycle from
which the extension is formed. Hence, w lies in Sj, again we do not change the size of
any intersection EpZ 1q X δpMiq with i P t1, . . . , ku and we do not incorporate any edge
within GrSjs. So Z2 satisfies all five condition above with respect to IYtju. This completes
the analysis of the first case.
Note that in the situation where we cannot perform a v-extension of Z of type p1q we
can, by the proof of Lemma 4.1, fix a desired base u P Npvq on Z in advance.
Case 2. Z 1 cannot be formed of type p1q, but of type p2.1q with base u P V pK0q.
Now we further distinguish two subcases.
14 K. HEUER AND D. SARIKAYA
Subcase 2.1. w P Sj.
In this case we have incorporated two vertices of Sj, meet condition (iv) also for j, but
we use the edge vw from GrSjs. As Sj is a minimal vertex separator by Lemma 2.4, both
of these vertices have a neighbour in Kj. Using that Kj is connected, we can find a v–w
path P whose inner vertices lie in Kj. Now we modify Z 1 by replacing vw with P . The
resulting cycle is as desired.
Subcase 2.2. w P Si for some i ‰ j.
For the sake of clarity we again distinguish two further subcases depending on where the
foundation of the v-extension lies. Let us denote the foundation by ur where r P tu´, u`u.
Subcase 2.2.1. r R Si.
This is not possible since the neighbourhood of w in each component of G´ Si induces
a clique. Since we demand for u as the base of Z 1 to lie in V pK0q, we know that both
u and r lie in the same component of G ´ Si, namely the one different from Ki. Hence,
vr P EpGq and we could have included v as in type p1q against our assumption.
Subcase 2.2.2. r P Si.
In this case we know that i P I. So ur P δpMiq holds. By condition (iii) we know that
|V pZq X Si| “ 2. Without loss of generality, say V pZq X Si “ tr, su for some other vertex
s P Si. As Z satisfies condition (i), (ii) and (iii), we know that Z contains precisely one
path Q with endvertices in Si and all inner vertices in Ki. Hence, Q must be an s–r-path.
Now form the v-extension Z 1 of Z of type p2.1q, then delete all inner vertices of Q and r
from Z 1 and replace it by an s–w-path all whose inner vertices lie in Ki. The resulting
cycle contains only v from Sj and we can proceed as in Case 1. This completes the analysis
for the second case.
Case 3. Z 1 cannot be formed of type p1q, but of type p2.2q with base u P V pK0q.
Note that in this case w P V pZq and w does lie in Si with i P I as due to condition (ii)
of Z the edge w´w` would cross the separator Si; a contradiction. Hence, w P V pK0q
holds. The only possibility that EpZ 1q X δpM`q ‰ EpZq X δpM`q for some ` P I is that
one of w`, w´ is contained in S` while the other vertex is contained in the component of
G ´ S` different from K`. Say w` P S` holds. Note that not both, w` and w´ can lie
in S` since V pCq Ď V pK0q X V pZ 1q. Hence, |EpZ 1q X δpMiq| “ 2 holds for all i P I Y tju
and Z 1 contains precisely v from Sj. To complete the argument for this case we can now
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proceed as in Case 1. This completes our case analysis and shows the existence of the
desired cycle C2.
Finally, note that the constructed promising tuple pD,M1, . . . ,Mkq satisfies that for each
e “ xy P EpCq with x, y P V pK0q r N3pNpCqq we have e P EpDq. We either performed
v-extensions, which cause no problems as checked in Lemma 4.1. Apart from that we
included or excluded paths from V pKiq Y Si in Subcase 2.1 and Subcase 2.2.2, which does
not affect edges from C. 
From Lemma 4.4 we do not necessarily get a cycle that contains all vertices of S.
However, in order to apply Lemma 2.5 we have to incorporate all these vertices while
maintaining constraints for suitable cuts δpMiq. With the next lemma we shall achieve this.
The key idea is to start from a promising tuple and incorporate the remaining vertices while
dynamically changing the vertex sets Mi to maintain the constraints for the cuts δpMiq.
We shall encode our desired objects via the following definition before we move on to the
next lemma.
Definition 4.5. Let G “ pV,Eq be an infinite locally finite, connected, claw-free graph,
C be a cycle of G and S be a V pCq-umbrella. Furthermore, let k, Sj and Kj be defined as
in Lemma 2.4. Now we call a tuple pD,M1, . . . ,Mkq good if the following properties hold
for every j P t1, . . . , ku:
(1) D is a cycle of G which contains V pK0q and Sj Y pN3pSjq X V pKjqq.
(2) V pKjqrNpSjq ĎMj Ď V pKjq YSYNpSq.
(3) |EpDq X δpMjq| “ 2. (p‹q - condition)
Lemma 4.6. Let G be an infinite locally finite, connected, claw-free graph, such that every
induced paw of G satisfies ϕpa1, biq for some i P t1, 2u. Furthermore, let C be a cycle
of G and S be a V pCq-umbrella, where k, Sj and Kj be defined as in Lemma 2.4. Let
pD,M1, . . . ,Mkq be a promising tuple for the V pCq-umbrella S.
Then there is a good tuple pD1, N1, . . . , Nkq (for the same umbrella S) and for each
e “ xy P EpCq such that x, y P V pK0qrN3pNpCqq we have e P EpD1q.
Proof. We prove the statement via a recursive construction always performing v-extensions
with targets v P SrV pDq until we eventually obtain the cycle D1 of our desired good tuple.
We initialise this construction with the promising tuple pD,M1, . . . ,Mkq. Let us denote
by pD the cycle obtained after p many performed v-extensions. During this process we
also alter the sets Mi. Let pMi denote the corresponding vertex set after having performed
p many v-extensions for every i P t1, . . . , ku. We note that this construction process will
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eventually terminate, say after z ď |Sr V pDq| many steps, since in each step we add at
least one vertex from the finite set Sr V pDq and do not exclude any vertices at all.
Whenever possible we include our target vertices via a type p1q extension. If this is
not possible, we try to incorporate them via a type p2.1q extension and if this is also not
possible, we use an extension of type p2.2q.
Now suppose we have already constructed pD and pMi for all i P t1, . . . , ku such that
the p‹q - condition is maintained and let v P Si r V ppDq be our next target.
Case 1. There exists a v-extension p`1D of pD of type p1q.
Let xy be the foundation of p`1D. Recall that this edge gets substituted by xv and vy
by forming the extension. We define for all r P t1, . . . , ku the set
p`1Mr “
$&%pMr r tvu if x, y R pMrpMr Y tvu else
This ensures that the p‹q - condition is still maintained for p`1D and each p`1Mr.
Case 2. There exists no v-extension of pD of type p1q, but of type p2.1q.
Let ux be the foundation of p`1D where u is the base of the extension. Now we define
for all r P t1, . . . , ku:
p`1Mr “
$’’’’’’&’’’’’’%
pMr Y tv, wu if u, x P pMr
pMr r twu Y tvu if u P pMr and x R pMr
pMr r tvu Y twu if u R pMr and x P pMr
pMr r tv, wu if u, x R pMr
Again we note that these cases respect the p‹q - condition: If u and x lie within one
pMr, the cycle p`1D meets δpp`1Mrq still twice. If the ux P δppMsq, we exclude ux from
the corresponding intersection but add precisely vw to it.
Case 3. There exists no v-extension of pD of type p1q, but of type p2.2q.
Again let ux be the foundation of p`1D. Here we define the new sets for r P t1, . . . , ku
as in the case of an type p2.1q v-extension:
p`1Mr “
$’’’’’’&’’’’’’%
pMr Y tv, wu if u, x P pMi
pMr r twu Y tvu if u P pMi and x R pMi
pMr r tvu Y twu if u R pMi and x P pMi
pMr r tv, wu if u, x R pMi
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To verify that the new cuts δpp`1Mrq together with p`1D still satisfy the p‹q - condition,
we first note that we delete three edges from the cycle, namely: w´w,ww` and ux. But we
include the edges uv, vw,wx,w´w`. Regarding the intersection of the cycle and the cuts,
the exclusion of w´w and ww` precisely cancels out the effect of adding w´w`. The same
holds for excluding ux and adding uv, vw and wx as we already in Case 2. This completes
the recursive definition of the cuts for the good tuple.
We now define D1 :“ zD and Nr :“ zMr for every r P t1, . . . , ku. It remains to check
that pD1, N1, . . . , Nkq satisfies all properties of a good tuple. We already argued that the
tuple respects the p‹q - condition.
Regarding property (1) note that we we started the recursive definition with a cycle D
that is part of a promising cycle for the V pCq-umbrella S. So D already contained all
vertices from V pK0q Y pN3pSjq X V pKjqq for every j P t1, . . . , ku, and we just included the
remaining vertices from S when forming D1.
Note for property (2) that we have only added or excluded vertices in S Y NpSq in
each step when changing the vertex sets for our cuts. Also note that the vertex set Mj we
started with were defined as Mj “ Sj Y V pKjq. 
We now combine the previous lemmas to prove the main theorem. Let us restate the
statement of theorem first.
Theorem 1.3. Let G be a locally finite, 2-connected, claw-free graph. If every induced
paw of G satisfies ϕpa1, biq for some i P t1, 2u, then G is Hamiltonian.
Proof. Let G be a graph as in the statement of the theorem. We may assume G to
be infinite by Theorem 1.2. We shall recursively construct a sequence of good tuples
pCi,M i1, . . . ,M ikpiqq where each tuple pCi`1,M i`11 , . . . ,M i`1kpi`1qq is defined with respect to a
V pCiq-umbrella for every i P N as follows.
Start with an arbitrary cycle A in G. This is possible, since G is 2-connected. Let C0
by an extension of A with N3pV pAqq Ď V pC0q.
Next suppose the cycle Ci has already been defined up to some i P N:
‚ Let Si`1 be a V pCiq-umbrella, Ki`1i and Si`1i be defined as in the Lemma 2.4 and
let k : N Ñ N be the function such that Si`1 leaves precisely kpi ` 1q infinite
components.
‚ Let pDi`1, Y i`11 , . . . , Y i`1kpi`1qq be a promising tuple we get by applying Lemma 4.4
with the cycle Ci and the V pCiq-umbrella Si`1.
‚ Then set pCi`1,M i`11 , . . . ,M i`1kpi`1qq to be a good tuple we get from Lemma 4.6
applied with the promising tuple pDi`1, Y i`11 , . . . , Y i`1kpi`1qq, the cycle Ci and the
V pCiq-umbrella Si`1.
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We now conclude the proof by verifying that we can apply Lemma 2.5.
For condition (1) of Lemma 2.5 we have to show that for every v P V pGq there is some
j P N such that v P V pCiq for every i ě j. This holds since every v P V pGq has finite
distance to V pC0q. So it follows from property (1) of good tuples.
For condition (2) of Lemma 2.5 we need to prove that for every i ě 1 and j with
1 ď j ď kpiq, the cut δpM ijq is finite. Since G is locally finite, it suffices to show
that M ij has a finite neighbourhood. Due to property (2) of good tuples we know that
NpM ijq Ď Si Y N2pSiq. Since Si is a finite set and G is locally finite, we obtain that
NpM ijq is finite.
Regarding condition (3) of Lemma 2.5 we need to prove for every end ω of G the existence
of a function f : Nr t0u ÝÑ N such that the M jfpjq ĎM ifpiq holds for all integers i, j with
1 ď i ď j and that the equation Mω :“ Ş8i“1M ifpiq “ tωu is true. To verify this let us fix
an arbitrary end ω of G. We first define the desired function f . Note that for each i ě 1
we know that Ki0 and Si are finite by Lemma 2.4. Hence each ω-ray has a tail in Ki` for
some ` P t1, . . . , kpiqu. Now set fpiq :“ `.
Let us now check that M jfpjq ĎM ifpiq holds for all 1 ď i ď j. By properties (1) and (2)
of a good tuple, it is easy to see that V pKjfpjqq Ď V pKifpiqq holds for all 1 ď i ď j and
similarly M jfpjq ĎM ifpiq.
To verify condition p3q it remains to show thatMω :“ Ş8i“1M ifpiq “ tωu is true. First note
that no vertex can lie in this intersection since each vertex will eventually be contained in
Kt0 for some sufficiently large t P N, and hence not in any set M `i for all ` ě t. Furthermore,
the definition of f already ensures ω PMω. So let us consider some end ω1 of G distinct
from ω. Let S be a finite vertex set separating ω from ω1. Since S is finite, we know
that S Ď V pKt0q holds for some sufficiently large t P N. Hence ω1 R Ktfptq and similarly
ω1 RM tfptq. So we obtain the desired conclusion ω1 RMω
Now we focus on condition p4q of Lemma 2.5. There we need to verify the inclusion
EpCiq X EpCjq Ď EpCj`1q for all integers i and j with 0 ď i ă j. This holds since we
checked in Lemma 4.2, Lemma 4.4 and Lemma 4.6 that whenever we change a cycle C
to a cycle C 1 each edge e “ xy P EpCq with x, y P V pK0qrN3pNpCqq lies also in EpC 1q.
So by property 1 of good tuples the sequence of cycles pCiqiPN satisfies condition p4q of
Lemma 2.5.
Finally, let us verify condition p5q of Lemma 2.5. So we have to show that the equations
EpCiq X δpMpj q “ EpCpq X δpMpj q and |EpCiq X δpMpj q| “ 2 hold for each triple pi, p, jq
which satisfies 1 ď p ď i and 1 ď j ď kppq. This, however, immediately follows from the
satisfied previous p4q and the fact that good tuples satisfy the p‹q - condition.
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Hence, we can apply Lemma 2.5, which proves the Hamiltonicity of G and concludes
our proof. 
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