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Zusammenfassung
Durch die rasante Entwicklung der Mehrprozessortechnologie ist der Parallelrechner auf jedem
Schreibtisch absehbar Gegenber den HardwareFortschritten stellt die Programmierung solcher
Rechner aber immer noch ein Problem dar Wnschenswert ist eine maschinenunabhngige leicht
zu nutzende explizit parallele Sprache oder aber die automatische Parallelisierung von Programmen
auf die ich mich in dieser Arbeit konzentriere
Trotz gro	er Fortschritte auf diesem Gebiet entziehen sich viele Bereiche nach wie vor der auto
matischen Parallelisierung oder zumindest der e
zienten parallelen Ausfhrung Eine Klasse solcher
Programme zeichnet sich durch rekursive Berechnungen aus deren nicht statisch vorhersehbares
datenabhngiges und unregelm	iges Ablaufverhalten herkmmliche parallelisierende bersetzer
scheitern l	t Eine Vielzahl naturwissenschaftlicher mathematischer oder grascher Probleme
fallen in diesen Bereich unter anderem auch zahlreiche TeileundHerrsche Algorithmen
Methoden und Werkzeuge die sich automatisch den potentiellen Parallelismus unabhngiger
Rekursionsste in solchen Programmen zunutze machen sind daher erstrebenswert
Meine Arbeit leistet auf diesem Gebiet die folgenden Beitrge
Parallelisierungsstrategien Es werden e
ziente Parallelisierungsstrategien speziell fr irregu
lre rekursive Programme entworfen die anstelle rekursiver Aufrufe parallel ablaufende
Threads erzeugen Zielarchitektur sind Parallelrechner mit gemeinsamem Speicher
Automatische Parallelisierung Das im Rahmen der Arbeit entwickelte REAPARSystem par
allelisiert in ANSI C geschriebene Programme automatisch durch Quellcodetransformation
zur Verwendung dieser Strategien
Automatische Datensammlung Relevante Laufzeitdaten des Programms werden durch eine
automatische Instrumentierung des Quellcodes aufgezeichnet
Automatische Strategiewahl Das REAPARSystem analysiert automatisch die aufgezeichne
ten Daten und whlt daraufhin eine fr das Problem geeignete Parallelisierungsstrategie durch
eine Kombination von ThreadablaufSimulation und Heuristiken
Die Wirksamkeit des Systems wurde anhand von neun in sich geschlossenen Benchmark
Anwendungen mit  bis   LOC validiert Die Ergebnisse sind
  Abhngig von Programm und Eingabedaten erreicht das REAPARSystem eine Beschleuni
gung zwischen  und  auf vier Prozessoren einer SPARCstation 
  Die automatische Strategiewahl selektiert fast immer die Strategie die in der Realitt am be
sten abschneidet Sie erreicht mindestens  der optimalen Leistung im Mittel der Bench
marks 
  In Gegenberstellung mit publizierten Beschleunigungen erreicht das REAPARSystem die
Leistung vergleichbarer Systeme die auf manuellen Parallelisierungen basieren oder bertrit
sie
  Eine Beschleunigung von bis zu  sic auf  Prozessoren belegt die Skalierbarkeit der
Verfahren fr grobkrnige Probleme
  Durch eine Kontrollmenge von vier Benchmarks wird die Leistung des Systems fr bisher
unbekannte Programme nachgewiesen dh die entwickelten Methoden sind allgemeingltig
  Eine Fallstudie zeigt da	 das System im Gegensatz zu einer Handparallelisierung fr die
automatische Parallelisierung und Strategiewahl nur einen verschwindenden Bruchteil der
Arbeitszeit bentigt hnliche Ergebnisse erzielt und dabei keine weitergehenden Kenntnisse
der Parallelrechnerprogrammierung voraussetzt
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Kapitel 
Einfhrung
 Motivation
Parallelrechner waren lange Zeit eine Domne des Supercomputing  Werkzeuge fr die
Jagd nach immer mehr Rechenleistung fr immer grere Probleme	 Die Entwicklung der
letzten Jahre gibt diesem Ansatz der Leistungssteigerung recht  in der Top  Liste
der Supercomputer ndet sich heute kein einziger Rechner mit weniger als drei Prozessoren
	 Gleichzeitig hat sich durch immer kostengnstigere Herstellungstechniken der Anwen
dungsbereich von Parallelrechnern enorm ausgeweitet	 Leistungsfhige ServerRechner sind
inzwischen grundstzlich als Mehrprozessorsysteme ausgelegt und der Schritt zum Parallel
rechner auf jedem Schreibtisch ist absehbar	
Gegenber diesen eindrucksvollen Fortschritten auf Seiten der Hardware stellt die Pro
grammierung von Parallelrechnern immer noch ein Problem dar	 Es gibt keine allgemein
gltigen Verfahren die eine gute Rechnerauslastung und eine optimale Beschleunigung von
Programmen garantieren	 War es zu Zeiten geringer Verbreitung noch akzeptabel da nur
Spezialisten leistungsfhige Programme fr Parallelrechner erstellen konnten ist heute eine
maschinennahe Programmierung nicht mehr angemessen  zu zahlreich sind die Fallstricke
und zu wenig sind diese Programme portabel	 Wnschenswert ist vielmehr eine maschi
nenunabhngige leicht zu nutzende explizit parallele Sprache oder aber eine automatische
Parallelisierung von Programmen	 Wir konzentrieren uns hier auf die automatische Paralle
lisierung	
Fr viele regelmige Programme mit statisch bekannten Ablaufstrukturen etwa solche
mit Matrixrechnungen an zentraler Stelle ist eine automatische bersetzung fr Parallel
rechner inzwischen mglich 
	 Andere Bereiche entziehen sich aber nach wie vor der
automatischen Parallelisierung oder zumindest der ezienten parallelen Ausfhrung	 Ei
ne Klasse solcher Programme zeichnet sich durch rekursive Berechnungen aus deren nicht
statisch vorhersehbares datenabhngiges und unregelmiges Ablaufverhalten herkmmli
che parallelisierende bersetzer scheitern lt	 Viele naturwissenschaftliche mathematische
oder grasche Probleme fallen in diesen Bereich	
Methoden und Werkzeuge die sich automatisch den potentiellen Parallelismus unab
hngiger Rekursionsste in solchen Programmen zunutze machen erscheinen daher erstre
benswert	

 Stand der Forschung
Dieser Abschnitt gibt nur einen groben berblick der relevanten Arbeiten in diesem Gebiet	
Fr eine ausfhrliche Diskussion sei auf Kapitel  verwiesen	
Viele erfolgreiche Anstze zur Parallelisierung existieren fr regelmig strukturierte Pro
gramme die z	B	 Berechnungen auf dicht besetzten Matrizen durchfhren und deren Ab
laufverhalten statisch bekannt ist	 Dies gilt besonders fr explizit parallele Sprachen	 In der
Umgebung von FORTRAN mit regelmigen Feldern und Schleifen wo Datenabhngigkeits
analysen greifen ist auch die automatische Parallelisierung relativ weit fortgeschritten	 Fr
unregelmige Probleme zeigen diese Verfahren aber nur unbefriedigende Leistungen sofern
sie sich berhaupt anwenden lassen  das Problem lt sich statisch nicht aufteilen und die
anfallenden Arbeitseinheiten haben sehr unterschiedliche Gren was zu einer schlechten
Leistung dieser Verfahren fhrt	
Im Gegensatz dazu existieren relativ wenige Arbeiten die sich mit der Parallelisierung
von Programmen mit dynamischen verzeigerten Datenstrukturen oder Rekursionen ausein
andersetzen	 Hier mu der Programmierer bislang explizit Sprachkonstrukte zur Ausnutzung
des Parallelismus einsetzen	
Eine andere Klasse von Arbeiten betreibt die Parallelisierung von rekursiven Teileund
HerrscheAlgorithmen durch Einfhrung von Sprachkonstrukten oder ganzen Sprachen oder
durch Bereitstellung spezieller Bibliotheken	 Diese Anstze haben zumeist Ezienzprobleme
bei unregelmiger Struktur des Programmablaufs	
Einige Projekte nutzen zur Laufzeit gewonnene Daten um sptere Programmlufe zu
optimieren etwa zur Vorhersage von Cacheleistung zur Auswahl von Optimierungen oder
fr die Analyse des potentiellen Parallelismus von annotierten sequentiellen Programmen	
Meine Arbeit beschftigt sich mit der automatischen Parallelisierung unregelmiger re
kursiver Programme	 Sie fhrt spezielle Parallelisierungsstrategien fr solche Programme ein
und beschreibt Verfahren die die automatische Auswahl und Parametrisierung von Strate
gien basierend auf maschinell gewonnenen Laufzeitprolen eines Programms erlauben	 Als
Konkretisierung wird ein System zur automatischen Anwendung dieser Verfahren entworfen
realisiert und untersucht	
 Ziel
Die vorliegende Arbeit verfolgt zwei Thesen
	 Durch geeignete Parallelisierungsstrategien kann der Parallelismus rekursiver Verzwei
gungen zur ezienten Beschleunigung des Programmablaufs ausgenutzt werden Eine
solche Parallelisierung kann automatisch durch Modikation des ProgrammQuellcodes
vorgenommen werden
	 Die Wahl einer geeigneten Parallelisierungstrategie ist aufgrund von Laufzeitdaten des
Programms automatisch mglich Diese Daten lassen sich durch eine automatische
Instrumentierung des Programms gewinnen
Daraus ergeben sich fr die Arbeit folgende Aufgaben
Zum einen sind Parallelisierungsstrategien zu entwickeln die speziell fr rekursive Pro
gramme eine gute Beschleunigung auf Mehrprozessorrechnern mit gemeinsamem Speicher
erreichen	 Dabei sollen nicht nur Spielzeugprogramme oder Codefragmente betrachtet

werden sondern in sich abgeschlossene Anwendungen die einen mglichst breiten Bereich
abdecken	
Zum anderen sind Kenngren solcher Programme zu identizieren die aus zur Laufzeit
gewonnenen Daten abgeleitet werden und einem Programmsystem die Auswahl einer fr das
jeweilige Problem geeigneten Strategie ermglichen	
Beide Aufgaben sind durch ein Programmsystem zu automatisieren d	h	 im Idealfall
bergibt der Benutzer dem System seinen Quellcode und seine Eingabedaten das System
instrumentiert das Programm zur Datengewinnung fhrt es aus analysiert die gesammelten
Informationen whlt eine Parallelisierungsstrategie aus und parallelisiert das Programm fr
sptere Programmlufe	
Zur Validierung ist die Leistung des automatisch parallelisierten Programms zu verglei
chen mit den Ergebnissen der anderen mglichen Parallelisierungsstrategien	 Auerdem soll
das Ergebnis einem Vergleich mit handoptimiertem Code standhalten	
Der Vorteil eines solchen Systems liegt auf der Hand Der Benutzer protiert von der
Beschleunigung die die parallele Ausfhrung bietet ohne da er viel Zeit und Mhe in eine
Parallelisierung von Hand stecken mu oder ihm die Umcodierung in eine spezielle Sprache
vorgeschrieben wird  die eventuell in der Praxis nicht einmal ansprechende Laufzeiten
erzielt weil sie rekursive und irregulre Ablufe nur ungengend untersttzt	
	 
berblick
Im Kapitel  werden die Grundlagen von Parallelrechnern rekursiven Programmen und Irre
gularitt betrachtet	 Danach ndet in Kapitel  die Einordnung in verwandte Arbeiten und
der Vergleich mit ihnen und den erzielten Beschleunigungen statt	 Basierend darauf deniert
Kapitel  die Anforderungen und beschreibt den Entwurf von Parallelisierungsstrategien au
tomatischer Instrumentierung Parallelisierung und Strategiewahl	 Kapitel  befat sich mit
der Realisierung des Systems	 Die Darstellung der Ergebnisse in Kapitel  umfat die ver
wendeten Benchmarks die Diskussion der erzielten Beschleunigungen und die berprfung
der verschiedenen Thesen durch Experimente	 Es bietet auerdem eine Untersuchung der
Skalierung auf  bis  Prozessoren und die Auswertung einer Fallstudie mit Praktikums
teilnehmern	 Zur Validierung untersucht Kapitel  die Leistung des Systems fr weitere
bei der Systemkonstruktion nicht bercksichtigte Benchmarks	 Das abschlieende Kapitel 
zeigt nochmals die wichtigsten Ergebnisse auf und gibt einen Ausblick auf weitere mgliche
Arbeiten	 Anhang A stellt einige Systemkomponenten genauer vor beschreibt Versuche mit
Maschinenlernen und visualisiert die Zusammenhnge von Problem und Rekursion an einem
Beispiel	
 Beitrge dieser Arbeit
Die an das System gestellten Anforderungen wurden allesamt erfllt oder bertroen	
Basis der Aussagen ist eine Benchmarksuite von neun realen rekursiven Programmen
davon vier Benchmarks in der Validierungsmenge die fr Entwurf und Realisierung des
Systems vllig unbercksichtigt blieb	
Im Rahmen der Arbeit wurden verschiedene Parallelisierungsstrategien untersucht die
sich speziell auf rekursive Programme beziehen	 Die damit erzielten Beschleunigungen liegen
je nach Benchmark zwischen dem Faktor  und  auf  Prozessoren eines Mehrprozessor
rechners mit gemeinsamem Speicher und bis zu  sic auf  Prozessoren	 Die Strategien

mit ihren jeweiligen Parametern schneiden je nach Benchmark sehr unterschiedlich ab	 Diese
Messungen spannen den Parameterraum auf in dem sich die automatische Strategiewahl be
wegt	 Der LaufzeitMehraufwand fr Instrumentierung und Erzeugung paralleler Aktivitten
liegt im Bereich von  bis   ist also moderat im Vergleich zur erzielten parallelen
Beschleunigung	
Als Existenzbeweis wurde ein System namens REAPAR
 
entwickelt das in C geschrie
bene rekursive Programme analysiert automatisch durch Quellcodetransformationen instru
mentiert Parallelisierungsstrategien durch Heuristiken und Simulation auswhlt und die
Programme daraufhin parallelisiert	 Zur parallelen Ausfhrung der Rekursionsste werden
Ausfhrungsfden threads verwendet	 Abbildung 	 visualisiert die Struktur des Systems	
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Einführung von
Thread−Konstrukten
Instrumentierung
zur Datensammlung
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Abbildung 	 Aufbau des REAPAR Systems
Es wurden Programmannotationen eingefhrt mit denen der Benutzer z	B	 notwendige
Synchronisationspunkte im Programm markieren kann	 Die mgliche automatische Behand
lung solcher Teilprobleme wird aufgezeigt aber nicht realisiert	 Zur Threadbehandlung wird
die Infrastruktur des SolarisBetriebssystems verwendet	
Eine Fallstudie zeigt da das System Leistungen erzielt die vergleichbar mit handpar
allelisiertem Code sind	 Die Programme werden in Sekunden automatisch parallelisiert
whrend eine Handprogrammierung aufwendig und fehleranfllig ist	
REAPAR erreicht dabei die Beschleunigung vergleichbarer Systeme die auf expliziter
Parallelisierung beruhen oder bertrit sie sogar	
 
REcursive programs Automatically PARallelized  reaping the fruits of parallelism

 Zusammenfassung der Ergebnisse
Dieser Abschnitt fhrt die genannten Ergebnisse der Arbeit quantitativ in Tabellen auf	
Er fat damit die zentralen Resultate von Kapitel  und  zusammen ohne auf Details
einzugehen	 Fr weitere Informationen sei auf spter verwiesen	
 Beschleunigungen im Literaturvergleich
Im Vergleich mit verwandten Systemen wie Cilk und Olden siehe Kapitel  erzielt REAPAR
folgende maximale Beschleunigungen fr Benchmarklufe auf vier CPUs
Bench Barnes Bitonic Eigen Fractal Heat Knap Magic Power Queens
mark Hut Sort  value  sack  
Olden         
Cilk         
REAPAR         
Die mit ! markierten Benchmarks gehren zur Validierungsmenge des Systems die erst
nach Abschlu der Realisierung untersucht wurde	 Ihr Abschneiden belegt da REAPAR
nicht nur auf die ursprnglichen Benchmarks hin optimiert wurde sondern da die entwickel
ten Methoden allgemeingltig sind	
 Qualitt der automatischen Strategiewahl
Die folgende Tabelle zeigt welcher Prozentsatz der Beschleunigung der optimalen Strategie
durch die automatisch gewhlte Parallelisierungsstrategie typischerweise erreicht wird
Bench Barnes Bitonic Eigen Fractal Heat Knap Magic Power Queens
mark Hut Sort value sack
Leistung         
Bis auf zwei Ausnahmen whlt REAPAR also eine Parallelisierungsstrategie die auch in der
Realitt am besten abschneidet	 Die besten Strategien sind je nach Problem sehr unter
schiedlich d	h	 es gibt keine universelle Strategie	
 Beschleunigungen auf mehr Prozessoren
Nach Abschlu der Arbeit ergab sich kurzfristig die Mglichkeit einige der von REAPAR
parallelisierten Programme ohne weitere Anpassung auf Maschinen mit   und  Pro
zessoren durchzumessen	 Die Beschleunigungen und die Qualitt der Strategiewahl sind im
Folgenden aufgefhrt
Benchmark Barnes Hut Eigenvalue Fractal Power Queens
Beschleunigung  CPUs     
Strategieleistung     
Beschleunigung  CPUs     
Strategieleistung     
Beschleunigung  CPUs     
Strategieleistung     
Das hervorragende Abschneiden von Eigenvalue zeigt da grobgranulare Programme perfekt
skalieren knnen	 Trotz Problemen wie zu kurzen Programmlaufzeiten Fractal zu geringem
Parallelittspotential Power und zu feiner Granularitt Queens ist die Mehrzahl dieser
Ergebnisse mehr als zufriedenstellend und unterstreicht die Gltigkeit der Methoden von
REAPAR auch fr weit hhere Prozessorzahlen als den ursprnglichen vier CPUs	

Kapitel 
Grundlagen
Dieses Kapitel beschreibt die fr die Arbeit relevanten Grundlagen und ihr Umfeld Paral
lelrechner zur Leistungssteigerung gegenber sequentieller Programmverarbeitung rekursive
Programme und ihre Mglichkeiten zur Problemformulierung und die Unregelmigkeit im
Ablauf solcher Programme als Herausforderung an die eziente Parallelisierung	
Allgemein verstehen wir im folgenden unter Programmen die in einer Programmierspra
che notierten Ausprgungen eines Algorithmus	 Prozeduren sind Gliederungseinheiten eines
Programms	 Ein Problem besteht aus einem Programm und einem Satz Eingabedaten	
 Parallelrechner
Die Rechenleistung eines einzelnen Mikroprozessors erhht sich seit Jahrzehnten um jhrlich
 
	 Die Supercomputer von gestern stehen heute auf jedem Schreibtisch	 Wenn aber
eine noch hhere Leistung mit der aktuell verfgbaren Technologie gefordert ist mu ein
Problem auf mehrere Prozessoren verteilt werden	
Ziel der Parallelisierung ist eine mglichst hohe Beschleunigung speedup des Programm
ablaufs auf n Prozessoren d	h	 das Verhltnis von sequentieller Laufzeit t
seq
zu paralleler
Laufzeit t
par
	 Im Idealfall liegt die Beschleunigung bei n	 Eine abgeleitete Mazahl ist die
Ezienz t
seq
 t
par
  n	 Eine Ezienz nahe  gibt an da der durch die Parallelisierung
hervorgerufene Mehraufwand gering ist	
 Architekturen
Um Parallelrechner zu kategorisieren kann man sie unter verschiedenen Gesichtspunkten
betrachten etwa der Art der Befehlsabarbeitung der Speicherorganisation oder der Topo
logie des Verbindungsnetzwerks	 Fr die vorliegende Arbeit sind besonders die folgenden
Unterscheidungen wichtig wobei der Schwerpunkt auf Rechnern mit gemeinsamem Speicher
liegt
 SIMD und MIMD
Diese Einteilung unterscheidet nach der Zahl der Instruktions und Datenstrme einer Ma
schine 	 Eine sequentielle Maschine wird als SISD single instruction single data be
zeichnet	
SIMD steht fr single instruction multiple data also die parallele Ausfhrung desselben
Programmbefehls auf unterschiedlichen Datenelementen	 Klassische SIMDRechner sind et

wa die Connection Machine  oder die MasPar 	 In ihnen arbeiten Tausende von
relativ schwachen Prozessoren im Gleichschritt den selben Befehlsstrom des zentralen Kon
trollprozessors ab wenden ihn aber auf jeweils prozessoreigene Daten an	
Dieser Architektur erlaubt eine einfache datenparallele Programmierung 
 von regel
migen Problemen deren Daten vektorartig angeordnet werden knnen und bei denen sich
die Zuordnung von Daten und Prozessoren nicht dynamisch unvorhersagbar ndert	
Heute werden hauptschlich MIMDRechner eingesetzt multiple instructions multiple
data bei denen die Prozessoren unabhngig voneinander verschiedene Teile eines Pro
gramms bearbeiten	 Die Programmierung ist hier aufwendiger weil kein klares Modell
wie das der datenparallelen Verarbeitung zutrit und die Synchronisation im Gegensatz
zu SIMDRechnern explizit vorgenommen werden mu	
Dafr knnen MIMDRechner sehr "exibel eingesetzt werden z	B	 durch Partitionie
rung der Prozessoren in gleichzeitig von verschiedenen Anwendern nutzbare Bereiche und
sind wegen ihrer Verwendung von Standardprozessoren kostengnstiger	 Da es sich bei den
Rechenknoten dieser Maschinen um autonome Prozessoren mit eigenem Betriebssystem han
delt kann auch ein einzelner Prozessorknoten selbst nochmals pseudoparallele Aktivitten
ablaufen lassen  Prozesse oder Ausfhrungsfden threads s	u		
 Gemeinsamer und verteilter Speicher
Eine andere Art Parallelrechner zu klassizieren ist die Betrachtung ihrer Speicherorgani
sation wie Abbildung 	 zeigt	
Verteilter Speicher Gemeinsamer Speicher
Speicher
Prozessoren
Verbindungs−
netzwerk
Abbildung 	 Unterscheidung von Parallelrechnern anhand der Speicherorganisation
Bei Rechnern mit verteiltem Speicher distributed memory verfgt jeder Prozessor ber
seinen lokalen Speicher auf den er schnell zugreifen kann	 Daten die auf anderen Prozes
soren liegen mssen explizit angefordert und ber das Verbindungsnetzwerk des Rechners
transportiert werden	 Daher werden diese Rechner mit Blick auf ihre Programmierung als
nachrichtengekoppelt message passing bezeichnet	 Ihr Vorteil liegt in ihrer groen Skalier
barkeit die nur durch das Verbindungsnetzwerk begrenzt ist	 Dem gegenber steht die in der
Regel aufwendige Programmierung mit explizitem Nachrichtenaustausch und sehr leistungs
kritischer Verteilung der Daten auf die Prozessoren	 Zudem sind fr ihre eziente Nutzung
eventuell Manahmen zur Verbergung der KommunikationsLatenzzeiten ntig wie sie etwa
Warschko 
 beschreibt	
Im Gegensatz dazu greifen in Rechnern mit gemeinsamem Speicher shared memory SMP
Symmetric Multiprocessing alle Prozessoren gleichberechtigt auf den selben physikalischen
Hauptspeicher zu	 Dadurch entfllt die explizite Datenplazierung auf Prozessoren aber
die Skalierbarkeit der Rechner wird durch den gemeinsamen Speicherzugri beschrnkt 

typische Prozessorzahlen liegen im Bereich von  bis  whrend Rechner mit verteiltem
Speicher in den massiv parallelen Bereich mit mehr als tausend Prozessoren vorstoen	
In beiden Architekturen verfgen die Prozessoren wie heute blich ber schnelle lokale
Zwischenspeicher caches die sich auch auf die Leistung von Programmen auswirken	 Ihr
Ein"u wird in dieser Arbeit nicht betrachtet da er eine grundstzliche Frage auch bei
sequentiellen Rechnern darstellt extrem rechnerspezisch ist und sich nur schwer modellieren
lt	
Die vorliegende Arbeit bezieht sich auf MIMDRechner mit gemeinsamem Speicher so
da im folgenden hauptschlich auf fr diese Architektur relevante Informationen eingegan
gen wird	
 Maschinenmodelle
Um parallele Algorithmen theoretisch zu analysieren wurden verschiedene Modellierungen
von Parallelrechnern vorgeschlagen	 Die populrsten sind PRAM und LogP	 Im PRAM
Modell  greifen beliebig viele Prozessoren synchron in Einheitszeit auf einen gemeinsamen
Speicher zu	
Das LogPModell  bercksichtigt zustzlich die Tatsache da Speicherzugrie je nach
Lokalitt der Daten verschiedene Kommunikationskosten mit sich bringen Latenz Mehr
aufwand und Bandbreite und nur eine feste Zahl von Prozessoren vorhanden ist	 Auerdem
erfolgen die Speicherzugrie asynchron	
Fr die in dieser Arbeit betrachten unregelmigen rekursiven Programme bringt keines
dieser Modelle einen Nutzen da das Programmverhalten datenabhngig ist und sich nicht
statisch vorhersagen lt also keine Optimierung aufgrund der Modelle erlaubt	 Allgemeine
theoretische Vorhersagen wren fr die in der Realitt auftretenden Ablufe dieser Program
me uerst komplex insbesondere wegen der Caches so da sich diese Arbeit auf die phno
menologische Klassizierung des Programmverhaltens beschrnkt und darauf basierend mit
Heuristiken eine Parallelisierung vornimmt	 Die Ergebnisse geben diesem pragmatischen
Ansatz recht	
 Herausforderungen
Das Hauptproblem von Parallelrechnern ist die eingangs erwhnte Schwierigkeit ihre Lei
stung fr konkrete Programme voll auszunutzen	 Der ezienten parallelen Ausfhrung ste
hen mehrere Probleme entgegen
 Datenabhngigkeiten
Nur die wenigsten Befehle eines Programms knnen unabhngig voneinander parallel abgear
beitet werden	 Viele Berechnungen beruhen auf Ergebnissen anderer Programmabschnitte
was die Parallelitt einschrnkt	 Ein Programm dessen Datenabhngigkeiten einen sequen
tiellen Ablauf vorschreiben kann nur durch Umcodieren oder #ndern des zugrundeliegenden
Algorithmus  wenn berhaupt  parallelisiert werden	
In der Praxis gengt es wenn die rechenintensiven Teile eines Programms unabhngig
voneinander sind also z	B	 die Berechnungen die 
 der Programmlaufzeit ausmachen
sich in voneinander unabhngige Teile partitionieren und parallel ausfhren lassen	
Die vorliegende Arbeit betrachtet nur Programme bei denen eine solche Datenunab
hngigkeit gegeben ist	 Dies ist gerechtfertigt denn das Erkennen von Datenabhngigkeiten

als solches ist Kern vieler weiterer Arbeiten  und die automatische Umformung von all
gemeinen Programmen in eine Version die sich besser zur Parallelisierung eignet ist weder
in Theorie noch in Praxis absehbar	
 Datenlokalitt und Caches
Besonders bei Rechnern mit verteiltem Speicher ist es fr die Leistung eines Programms
essentiell da die bentigten Daten lokal auf dem jeweiligen Prozessor vorliegen da der
Zugri auf nichtlokale Daten um mehrere Grenordnungen langsamer ist	 Abhilfe kann die
oben genannte Latenzverbergung schaen	
Rechner mit gemeinsamem Speicher zeigen dieses Problem naturgem nicht wenn man
von den erwhnten CacheEekten absieht	 Diese Eekte werden im REAPARSystem nur
phnomenologisch bercksichtig Das System zielt auf eine eziente Parallelisierung ab die
denitionsgem nur erreicht werden kann wenn es keine groen negativen CacheEekte
gibt	 Solche Eekte treten z	B	 auf wenn mehrere CPUs an einem Problem arbeiten und
dabei auf benachbarte Daten zugreifen die dann zwischen den Caches der einzelnen CPUs
verteilt werden und Zugriskon"ikte verursachen anstatt lokal im Cache einer CPU zu
liegen	 Andererseits sind auch berlineare Beschleunigungen mglich wenn Daten disjunkt
zwischen den CPUs verteilt werden und der Datenanteil jeder CPU in ihren Cache pat
whrend die Gesamtheit der Daten im Einprozessorfall zu gro fr den Cache ist	 Eine
genauere Diskussion ndet sich z	B	 bei Anderson et al	 	
Um nicht noch die optimale Verteilung von Daten auf Prozessoren bercksichtigen zu
mssen die bei unregelmigen Programmen mit unvorhersagbaren Kommunikationsmu
stern uerst schwierig ist beschrnkt sich diese Arbeit auf Maschinen mit gemeinsamem
Speicher	 Im Ausblick werden Aspekte der mglichen Verwendung von verteiltem Speicher
aufgezeigt	
 Lastverteilung
Damit ein Parallelrechner ezient ausgenutzt ist mssen seine Prozessoren mglichst zu
jedem Zeitpunkt eine sinnvolle Berechnung durchfhren	 Eine ungleiche Verteilung der Ar
beitslast fhrt zu brachliegenden Ressourcen und schlechter Beschleunigung	
Zum Thema Lastverteilung load balancing scheduling gibt es ein groes Angebot an
Literatur	 Ziel ist immer die gleichmige Verteilung von gegebenen Teil Aufgaben auf die
Prozessoren was durch die allgemein nicht vorhersagbare Laufzeit der Aufgaben erschwert
wird	
Die vorliegende Arbeit setzt eine Ebene darber an Sie verwendet die Lastverteilung
des Betriebssystems und versucht eine angemessene Anzahl von Arbeitseinheiten geeigneter
Gre zur Verfgung zu stellen	 Dadurch wird sie unabhngig von der Infrastruktur und
erspart sich den hohen Aufwand den die konkrete Realisierung eines Schedulers mit sich
bringt	
 Granularitt
Auf existierenden MIMDMaschinen kann Parallelitt nur ezient genutzt werden wenn die
Gre der parallel ausgefhrten Arbeitseinheiten nicht zu gering ist Die parallele Addition
von zehn Zahlen rechtfertigt z	B	 nicht den Mehraufwand eine parallele Aktivitt thread zu
initiieren	 Eine Parallelisierung lohnt sich also nur ab einer Mindestgre der Teilprobleme
wobei Teilprobleme zu greren Problemen zusammengefat werden knnen	


 Programmierung
Die bisherigen Punkte waren prinzipieller Natur	 Fr den realen Einsatz von Parallelrechnern
stellt sich zudem das Problem der einfachen Programmierung  bisher hat sich noch keine
Sprache herausgebildet die einheitlich auf allen parallelen Architekturen mit guten Leistun
gen fr alle Probleme bersetzbar ist	 Bei hohen Leistungsanforderungen wird immer noch
sehr maschinennah programmiert was geringe Portabilitt und vor allem Fehleranflligkeit
des Codes und hohen Wartungsaufwand mit sich bringt	 Die Energie des Programmierers
wird von Maschinendetails und Widrigkeiten wie schwer reproduzierbaren Laufzeitfehlern
und Synchronisationsproblemen verzehrt anstatt die Lsung des eigentlichen Problems vor
anzutreiben	
Der Idealfall der Programmierung wre ein bersetzer der aus einem gegebenen se
quentiellen Programm ein ezientes paralleles Programm erstellt	 Fr einige Gebiete wie
datenparallele regulre Programme gibt es solche Anstze aber eine allgemeine Lsung ist
noch nicht in Sicht	 Die vorliegende Arbeit bietet Methoden und ein Programmiersystem
um unregelmige rekursive Programme automatisch zu parallelisieren und einen mglichst
ezienten Ablauf zu erreichen	
 Fazit
Der eziente und leicht zu handhabende allgemeine Einsatz von Parallelrechnern liegt noch
in weiter Ferne aber in Teilgebieten gibt es Anstze die die Anwendung solcher Rechner
wesentlich erleichtern	 Die vorliegende Arbeit erweitert diese Forschung im Bereich der
rekursiven Programme	
 Threads
Ein zentraler Begri im praktischen Teil dieser Arbeit ist der des Ausfhrungsfadens thread	
Threads ermglichen den ezienten Ablauf mehrerer Aktivitten innerhalb eines einzelnen
Prozesses	 Im folgenden werden die fr die Arbeit relevanten Punkte aufgefhrt ohne einen
Anspruch auf die vollstndige Beschreibung der Ablaufdetails zu erheben	
Jedes moderne Betriebssystem untersttzt die pseudoparallele Ausfhrung mehrerer so
genannter Prozesse	 Dazu wird die Rechenzeit durch das Betriebssystem zwischen den ver
schiedenen Aktivitten in Zeitscheiben aufgeteilt	 Mit einem Prozess ist eine Vielzahl von
Verwaltungsinformationen verbunden etwa eine Identikation des Benutzers der den Pro
zess gestartet hat die aktuell oenen Dateien die Gre und Position von Programm und
Datenteilen eine Prioritt der aktuelle Programmzhler und Stapelzeiger und vieles mehr	
Zudem luft jeder Prozess geschtzt vor fremden Zugrien in einem eigenen Adreraum ab	
Der Wechsel zwischen Prozessen und ihre Erzeugung und Beendigung erfordert daher einen
vergleichsweise hohen Aufwand was die Zahl der sinnvoll einsetzbaren Prozesse in einem
System begrenzt	
Andererseits gibt es in Programmen oft Funktionseinheiten die nur schwach miteinander
zusammenhngen gemeinsame Daten nutzen und unabhngig voneinander ablaufen knnen
oder sogar sollen z	B	 die Interaktionskomponente eines Programms mit grascher Benut
zerober"che und seine eigentlichen Rechenprozeduren	 Diese Einheiten greifen auch auf
gemeinsame Daten zu und wechseln sich oft ab whrend des Wartens auf Benutzereingaben
oder langsame Festplattenzugrie knnen produktive Berechnungen durchgefhrt werden	

Allgemein knnen also Teile einer Anwendung die auf disjunkten Teilen gemeinsamer Daten
arbeiten unabhngig voneinander ausgefhrt werden	
In diesen Fllen bieten sich leichtgewichtige Prozesse an die im selben Betriebssystem
proze ablaufen und sich dessen Adreraum teilen	 Dies ist das Konzept der Threads	 Das
Umschalten Erzeugen und Beenden von solchen Aktivitten erfordert wesentlich geringeren
Aufwand als die Behandlung vollwertiger Prozesse	 Zudem erlaubt die Verwendung eines
gemeinsamen Speicherbereichs einen schnellen Datenaustausch	 Abbildung 	 verdeutlicht
diese Zusammenhnge	
...
Benutzerinformation
Speicherbelegung
Dateiinformation
Signalinformation
...
Thread 1 Thread n
Stapel
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...
Stapel
Signale
...
Prozeß 1 Prozeß 2
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Abbildung 	 Betriebssystemprozesse und enthaltene Threads
Zur Abstimmung der Aktivitten und zur Vermeidung von Kon"ikten beim Zugri auf
gemeinsam genutzte Daten bietet ein ThreadSystem auch Operationen fr Synchronisation
Warten auf Ereignisse Sperren kritischer Abschnitte und viele mehr	 Es gibt eine POSIX
Norm fr die Programmierschnittstelle von Threads so da die Portabilitt von Thread
Programmen gewhrleistet ist IEEE Standard 	c

	
Die Ausnutzung von Parallelrechnern geschieht durch Threads also auf eine natrliche
Art und Weise  der pseudoparallele Ablauf auf einem Einzelprozessor wird durch den real
parallelen Ablauf auf mehreren Prozessoren ersetzt	 Wenn gengend arbeitende Threads
vorhanden sind kann das volle Parallelittspotential einer Maschine optimal ausgenutzt
werden	 Dabei gibt es zwei Grenzflle die zu vermeiden sind Wenn zuwenige Threads
existieren knnen nicht alle Prozessoren der Maschine ausgelastet werden	 Auf der anderen
Seite kann es zu bermigem Verwaltungsaufwand und entsprechend geringer Ezienz der
Parallelisierung kommen wenn das Programm zuviele Threads verwendet die nur sehr kleine
Teile eines Problems bearbeiten und immer neu erzeugt und beendet werden	
Es ist also kritisch fr eine gute Beschleunigung eines Programms die Zahl der Threads
in einem fr die Maschine geeigneten Rahmen zu halten	
 Rekursive Programme
Ein weiterer Kernbegri der vorliegenden Arbeit ist die Rekursion	 Unter einer rekursiven
Prozedur verstehen wir pragmatisch eine Prozedur f  die sich selbst direkt oder ber weitere
Prozeduren hinweg aufruft	 Formal
Sei f ruft g die statische Aufrufrelation d	h	 im Programmcode der Prozedur f steht
ein Aufruf der Prozedur g	 Nur zur Laufzeit bestimmbare Aufrufe z	B	 durch Prozedurzeiger

seien ausgeschlossen	 Dann ist f rekursiv wenn f ruft f oder  h
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Ebenfalls als rekursiv bezeichnen wollen wir einen Aufruf einer rekursiven Prozedur g
durch eine rekursive Prozedur f  auch wenn f danach nicht mehr durch g aufgerufen wird
die Rekursion bleibt unter sich 	
Das ebenso klassische wie nutzlose
 
Beispiel einer Rekursion ist die Berechnung von n
als n  n    n  mit   	 Solche einfachen Rekursionen ohne Verzweigungen sind mit
theoretischen Mitteln wie dem Aufstellen von Rekurrenzrelationen  leicht zu beschreiben	
Sie lassen sich auch durch bersetzer automatisch in eine iterative Version berfhren tail
recursion elimination	
Im Gegensatz dazu sind im Umfeld dieser Arbeit solche rekursiven Prozeduren interes
sant die sich mehr als einmal verzweigen also mehrere rekursive Aufrufe innerhalb einer
Prozedur durchfhren	 Ihr dynamischer Aufrufgraph ist dann keine lineare Liste mehr wie
bei n sondern ein Baum	 Wenn die Verzweigungen zustzlich noch in Abhngigkeit von
Daten erfolgen dann greifen theoretische Mittel nur noch zur Abschtzung von besten mitt
leren oder schlechtesten Fllen wenn berhaupt	 Zur Beherrschung solcher unregelmigen
Probleme sind spezielle Techniken notwendig  der Begri der Unregelmigkeit wird spter
nochmals genauer betrachtet	
Rekursive Programme die fr diese Arbeit interessant sind nden sich in vielen Bereichen
der Physik der Mathematik der Wirtschaftssimulation etc	 Darunter fallen auch die meisten
Programme die nach dem TeileundHerrsche Prinzip vorgehen divide and conquer	
 Begri	sbestimmungen
Basierend auf dieser informellen Beschreibung fhre ich einige Begrie im Umfeld der Re
kursionsbume ein die zentral fr die folgende Arbeit sind	 Abbildung 	 verdeutlicht diese
Begrie	 Wenn der Kontext eindeutig ist wird hier die Prex Rekursions zur besseren
Lesbarkeit auch weggelassen	
Allgemein sei Kinder k die Menge der direkten Kinder Unterknoten des Knotens k im
Baum V ater k der direkt bergeordnete Knoten von k Unterbaum k der Unterbaum mit
Wurzel k Knotenb	 die Menge der Knoten im UnterBaum b und jbj die Zahl der Knoten
in b wobei Bltter Bl
tterb Knoten mit null Kindern entsprechen	
Aufrufbaum Whrend des Programmablaufs baut sich implizit ein Baum der Prozedur
aufrufe auf

Die Hauptprozedur bildet die Wurzel und jeder Aufruf einer Prozedur
g durch eine Prozedur f stellt einen Knoten fr f mit einem KindKnoten fr g dar	
Aufrufe mehrerer Prozeduren entsprechen Verzweigungen im Baum	
Rekursionsbaum Der durch den Aufruf einer rekursiven Prozedur erzeugte Baum von
rekursiven Prozeduraufrufen also ein Teilbaum des Aufrufbaums eines Programms	
An der Wurzel des Rekursionsbaums steht der initiale Aufruf an eine rekursive Proze
dur durch eine nichtrekursive Prozedur	 Knoten sind Aufrufe rekursiver Prozeduren 
entweder direkte Aufrufe einer Prozedur an sich selbst oder Aufrufe anderer Prozedu
ren die wiederum rekursiv sind	 Die Bltter des Baums bilden rekursive Prozedurauf
rufe die ihrerseits dynamisch keine weiteren rekursiven Prozeduren aufrufen also am
 
Laut Donald Knuth sollte diese Funktion am besten mittels einer NachschlageTabelle realisiert werden
da sie sehr schnell den maschinendarstellbaren Zahlenbereich verlt

Hiervon abgegrenzt sei der Begri des Aufrufgraphen der sich statisch auf den Programmcode bezieht
und in dem die Beziehung 	welche Prozedur ruft welche auf
 dargestellt wird In diesem Graphen entsprechen
rekursive Prozeduren Zyklen

Pseudocode
/* Hauptprogramm */
main() {
  ...
  f(z)        /* Initialer Aufruf    */
  ...
}
main
f
g
f
f
g
g
g
hh
h
Wurzel
g
Resultierender Aufrufbaum
und eingebetteter Rekursionsbaum
Rekursionsexterner
Aufruf
Nichtrekursiver
Aufruf
A
uf
ru
fb
au
m
R
ek
ur
sio
ns
ba
um
f(x) {
  ...
  if (cond) {
    f(x−1)    /* Direkte Rekursion   */
  } else {    /*  Verzweigungsgrad 1 */
    g(x)      /* Aufruf an ebenfalls */
  }           /*  rekursive Prozedur */
  ...
}
g(x) {
  ...
  if (cond) {
    g(x/2)    /* Rekursion mit       */
    g(x/2−1)  /*  Verzweigungsgrad 2 */
  }
  h(x)        /* Keine Rekursion     */
  ...
}
h(x) {
  ...
}
Ein Knoten (Grad 1)
Ein Knoten (Grad 2)
Ein Blatt
Abbildung 	 Beispiel eines Rekursionsbaum mit zugehrigem Pseudocode	
Ende der Rekursion angelangt sind	 Eventuell folgende Aufrufe nichtrekursiver Proze
duren schlagen sich nicht im Rekursionsbaum nieder$ ihre Ausfhrung wird dem Blatt
zugeordnet	 Wenn es mehrere initiale Aufrufe an rekursive Prozeduren gibt entstehen
mehrere Rekursionsbume	
Im Rekursionsbaum nicht bercksichtigt werden Datenabhngigkeiten	 Der
Baum der Aufrufreihenfolge f x f y use results f z ist identisch mit dem von
f x f y f z	 In Abschnitt 		 wird dieses Verhalten nochmals genauer diskutiert	
Unterbaum Ein Knoten im Rekursionsbaum und alle von ihm rekursiv durchgefhrten
Prozedurenaufrufe	
Rekursionstiefe Die Rekursionstiefe T  f eines konkreten Prozeduraufrufs f entspricht
seiner Tiefe im Rekursionsbaum	 Der initiale Aufruf an der Wurzel des Rekursions
baums hat die Tiefe 	 Der Aufruf einer Prozedur g durch eine Prozedur f hat die
Tiefe T  g  T  f  	 Unter der Tiefe T  b eines Rekursionsbaums b verstehen wir
die maximal erreichte Tiefe aller enthaltenen Prozeduraufrufe	
Verzweigungsgrad Ein Knoten k im Rekursionsbaum d	h	 der Aufruf einer Prozedur f 
hat den Verzweigungsgrad V  k  v wenn aus ihm v rekursive Aufrufe hervorgehen
d	h	 die Prozedur f ruft whrend ihres Ablaufs v weitere rekursive Prozeduren direkt
auf jKinder fj  v	 Bltter im Rekursionsbaum sind dementsprechend Knoten mit
Verzweigungsgrad 	 Der maximale Verzweigungsgrad V  b eines Rekursionsbaums b
ist das Maximum des Verzweigungsgrads aller enthaltenen Prozeduraufrufe	
Oft wird eine iterative Formulierung eines Programms einer rekursiven vorgezogen da der
rekursive Prozeduraufruf einen etwas hheren Aufwand gegenber einer Schleife darstellt
und Platz auf dem Programmstapel verbraucht	 Andererseits ist die rekursive Formulierung
eines Problems kompakter und meistens einfacher zu verstehen und zu realisieren  die
rekursive Formulierung etwa der schnellen Fouriertransformation ist in drei Zeilen notiert
whrend das iterative #quivalent wesentlich lnger und komplizierter ist	

 Parallelittspotential
Fr die Parallelisierung von Programmen ist noch ein weitere Faktor von nten Sofern die
rekursiven Aufrufe untereinander keine Datenabhngigkeiten zeigen knnen die Verzwei
gungen eines rekursiven Programms ohne weitere Umformulierung des Problems parallel
ausgefhrt werden	 Genauere Anforderungen dazu werden in Abschnitt 			 aufgefhrt	
Rekursionen bieten also ein Parallelittspotential das sich  wie diese Arbeit zeigt 
sogar automatisch ezient ausnutzen lt	
	 Unregelmigkeit
Der Begri der Unregelmigkeit oder Irregularitt bezieht sich in dieser Arbeit auf Program
me und ihre Rekursionsbume	 Unregelmige Probleme sind eine Herausforderung weil sie
sich wegen ihrer ungleich verteilten unvorhersehbaren Last nicht statisch auf die Prozessoren
eines Parallelrechners verteilen lassen bzw	 bei statischer Verteilung eine schlechte Ezienz
erbringen	
Wir geben vor der genauen Denition zunchst eine intuitive Abgrenzung unregelmiger
Probleme durch zwei Kriterien
Unbalanciertheit der Rekursionsbume Ein voll besetzter Baum entspricht weniger
der Intuition eines unregelmigen Aufbaus als einer dessen rechte #ste wesentlich
mehr Bltter enthalten als die linken	 Abbildung 	 zeigt eine solche Situation 
beim linken Rekursionsbaum sind die beiden Unterbume des Wurzelknotens perfekt
balanciert whrend sie beim rechten Baum deutlich unterschiedlich gro sind	
Abbildung 	 Balancierter und unbalancierter Rekursionsbaum
Unvorhersagbarkeit der Ablufe Der Programmablauf und die resultierenden Proze
duraufrufe sind nicht statisch aus dem Programmcode ableitbar sondern geschehen
dynamisch in Abhngigkeit von den Eingabedaten	 Bei einer Matrixmultiplikation
ist z	B	 bei gegebener Problemgre statisch bekannt welche Rechenschritte wie oft
und in welcher Reihenfolge ablaufen	 Eine Galaxiensimulation deren Rekursionsbaum
abhngig von den Simulationsdaten ist erlaubt eine solche Vorhersage hingegen nicht	
In den Arbeiten von Lwe  wird der Begri der planbaren Programme deniert
die sich durch statisch bestimmbare Ablaufmuster Kommunikation auszeichnen	 Die
vorliegende Arbeit betrachtet Programme die nicht planbar sind	
Vor diesem Hintergrund denieren wir die Unbalanciertheit eines Knotens als den Faktor um
den sein grter Unterbaum grer ist als sein kleinster Unterbaum	 Die Unbalanciertheit des
gesamten Baums lt sich dann als der Prozentsatz aller Knoten ausdrcken die hchstens
um einen bestimmten Faktor unbalanciert sind z	B	  aller Knoten sind maximal um
den Faktor  unbalanciert 	

Formal jkj bezeichne abkrzend die Zahl der Knoten in Unterbaum k	 Das grte Kind
Kmax k eines Knotens k ist dann deniert durch c
i
 Kinder k 	 jKmax kj  jc
i
j	
Analog ist das kleinste Kind Kmin k deniert durch c
i
 Kinder k 	 jKmin kj  jc
i
j	
Einen UnterBaum mit Wurzelknoten k nennen wir uunbalanciert wenn seine direk
ten Kinder sich um maximal den Faktor u in der Gre unterscheiden u  jKmax kj 
jKmin kj d	h	 das grte Kind ist u mal so gro wie das kleinste	 Ein perfekt balancierter
Baum ist also unbalanciert da alle Unterknoten gleich gro sind	
In Verfeinerung nennen wir einen ganzen UnterBaum b  p uunbalanciert wenn ein
Anteil von p seiner Knoten hchstens uunbalanciert sind d	h	 jfk 	 k Knoten b
Bl
tter b  u  jKmax kj   jKmin kjgj  p   jKnoten bj	 In diese Analyse geht die
Balance eines Blatts nicht ein da sie immer  ist	 Bei festem u lt sich das zugehrige p
durch Analyse des Baums leicht bestimmen	 Umgekehrt kann man fr festes p den Parame
ter u solange variieren bis p erreicht ist  die Aussage ist dann wieviel Unbalanciertheit u
mu man tolerieren um p der Knoten abzudecken% 	
Der linke Beispielsbaum aus Abbildung 	 ist also $ unbalanciert da alle seine Kno
ten gleichgroe Unterbume haben	 Sein Wurzelknoten ist perfekt unbalanciert	 Der rechte
Beispielsbaum ist hingegen $ unbalanciert da nur  seiner  Knoten gleichgroe
Unterbume haben	 Sein Wurzelknoten ist 
unbalanciert weil seine beiden Unterbume
so verschieden gro sind	 Die Balancierung fr u 
 ist $  bzw	 $  die Werte
fr u d	h	 ein maximaler Unterschied um den Faktor  bei der Unterbaumgre sind
$  bzw	 
$ 	 Es gibt also auch im geometrischen Baum nur wenige Knoten
deren Unterbaumgren sich um mehr als  unterscheiden  fr eine Parallelisierung ist
es natrlich schon schlecht wenn genau der Wurzelknoten ein groes Ungleichgewicht auf
weist und alle darauolgenden Unterbume unbalanciert sind	 Beim regelmigen Baum
sind bereits bei Balanciertheit  mindestens  der Unterbume abgedeckt beim un
regelmigen Baum mu dazu hingegen eine Unbalanciertheit von  in Kauf genommen
werden	
Bei der Beschreibung der Benchmarks im Kapitel  werden jeweils die Unbalanciertheit
des Wurzelknotens die p
 
$  & p

$  & p

$  Werte und der $ u Wert an
gegeben	 Die Wurzelbalance zeigt wie ungleichmig die Knotenverteilung der obersten
Baumebene ist  eine Wurzelbalance nahe  lt auf einen gleichmig verteilten Gesamt
baum schlieen whrend ein groer Wert bedeutet da zumindest die obersten Ebenen
des Baums sehr groe Unterschiede aufweisen die Struktur der Unterbume kann ihrerseits
besser verteilt sein	 Die drei Werte p
 
geben an wieviele Knoten im Baum gleichgroe
& um  unterschiedliche & um den Faktor  unterschiedliche Unterbume haben	 Groe
Werte von p
i
bedeuten eine gleichmige Verteilung der Bltter im Baum geringe Werte
eine Ungleichverteilung	 blicherweise ist p
 
 p

 p

mit  statt  gilt diese Relation
immer	 #hnliche niedrige Werte fr p
 
deuten darauf hin da groe Teile des Baums
eine Unbalance von mehr als  haben	 Der $ uWert schlielich zeigt wie stark das
Unbalanciertheitskriterium u erhht werden mu damit es von mindestens  aller Knoten
erfllt wird	

Kapitel 
Verwandte Arbeiten
Dieses Kapitel bietet einen berblick verwandter Arbeiten die in mindestens einem der Be
reiche Parallelisierung Rekursion Irregularitt oder Verwendung von Laufzeitdaten relevant
sind und vergleicht sie mit der vorliegenden Arbeit	
 Explizit parallele Sprachen
Es gibt viele erfolgreiche Anstze zur expliziten Parallelisierung regelmig strukturierter
Programme die z	B	 Berechnungen auf dicht besetzten Matrizen durchfhren und deren
Ablaufverhalten statisch bekannt ist	 Sie basieren auf entsprechenden Programmierspra
chen etwa Modula!  und erzielen fr geeignete Probleme sehr gute Beschleunigungen	
Auf solche rein datenparallelen Sprachen soll im weiteren nicht mehr eingegangen werden
da sie weder Rekursion noch Irregularitt ezient untersttzen knnen	 Hierzu zhlt fr
die Belange dieser Arbeit auch High Performance FORTRAN HPF   mit seinem
datenparallelen forall Konstrukt und spezischer Untersttzung fr die Datenverteilung
auf Rechnern mit verteiltem Speicher	
NESL    von G	Blelloch an der CMU verfolgt einen verschachtelt datenpar
allelen Ansatz in einer MLhnlichen Sprache mit expliziten Konstrukten fr Parallelaus
fhrung und SequenzDatentypen	 Rekursionen sind leicht mglich wobei innerhalb eines
Rekursionsschritts datenparallel gearbeitet wird	 Auch irregulre Probleme lassen sich da
bei ausdrcken	 Ursprnglich fr Vektor und SIMDRechner gedacht gibt es inzwischen
Portierungen fr Rechner mit verteiltem Speicher die allerdings mit Leistungsproblemen
zu kmpfen haben Beschleunigung von  auf  CPUs	 Das System besteht aus ber
setzer interpretierter Zwischensprache fr eine abstrakte Vektormaschine und rechnerspezi
scher Laufzeitbibliothek	 Neuere Arbeiten zu NESL  betrachten weniger die Laufzeit
als vielmehr die Arbeit work  Zahl der Operationen und die Tiefe depth  lngste Ab
hngigkeitsKette im Programm passend zu rekursiven Programmen	 Ein bergang zu spe
zialisierten sequentiellen Prozeduren ab einem bestimmten Unterteilungsgrad des Systems
soll die Leistung erhhen	
Das von J	Feldman et al	 am ICSI in Berkeley entwickelte pSather   erweitert die
objektorientierte Eielhnliche Sprache Sather um parallele Konstrukte die Threads erzeu
gen	 Synchronisation und Daten&Objektplazierung sind explizit und maschinenabhngig
Rekursion und irregulre Programme werden untersttzt	 Einen maschinenunabhngigeren
Ansatz mit nachfolgender Optimierung von Prozezahl Kommunikation und Synchronisati
onselimination verfolgt parSather 	

Durch seine Threadkonstrukte kann Java  an dieser Stelle ebenfalls als explizit paral
lele portable Sprache verstanden werden	 Verschiedene Arbeiten verfolgen auch die weitere
Integration von Threads in Sprachen z	B	Multithreaded C von J	Thornley et al	 am Cal
Tech  das sequentielle Programme um Annotationen zur Parallelisierung von Schleifen
und Programmblcken sowie Synchronisationskonstrukte ergnzt	 Eine hnliche Richtung
verfolgt das ltere CC 	
P	B	 Hansens SuperPascal  zielt auf eziente parallele Rekursion ab aber betont
Aspekte auf niedriger Systemebene wie die Speicherallokation  der Autor zitiert sich weit
gehend selbst und es gibt keine Leistungsvergleiche	 Das Allokationsproblem stellt sich im
Rahmen der vorliegenden Arbeit berhaupt nicht	
OPAL  
 von A	Wehrenpfennig aus Dresden bietet parallele objektorientierte Pro
grammierung fr Transputer	 Rekursive Programme sind mglich	 Die Maschinenausnut
zung durch Erzeugung gengend vieler Objekte z	B	 bis zu einer bestimmten Rekursions
tiefe bleibt dem Programmierer berlassen das Laufzeitsystem verteilt danach die Last	
TuningKomponenten ermglichen Messungen verschiedener LaufzeitParameter aufgrund
derer der Benutzer das Programm verbessern kann	
Zudem gibt es mehrere Spezialsprachen die fr die Parallelisierung von Anwendungen
eines bestimmten zugeschnitten sind wie CuPit  von L	Prechelt aus Karlsruhe das
gezielt die parallele Behandlung neuronaler Netze und ihren Ablauf u	a	 auf SIMDRechnern
untersttzt	
All diesen Sprachen ist gemeinsam da sie im Gegensatz zu REAPAR keine automatische
Parallelisierung durchfhren sondern nur eine mehr oder weniger hohe Abstraktion von
der Maschine bieten	 Die geeignete Problemformulierung und Parallelisierung bleibt dem
Benutzer berlassen	
 Automatische Parallelisierung
Im Bereich des Scientic Computing ist die automatische Parallelisierung relativ weit fort
geschritten besonders in der oben erwhnten Umgebung von FORTRAN mit regelmigen
Feldern und Schleifen wo auch Datenabhngigkeitsanalysen greifen   
	 Diese Anstze
zeigen aber Probleme mit dynamischen irregulren Programmen da die notwendigen Kon
struktionen nur unzureichend untersttzt werden  z	B	 werden dynamisch zur Aufrufzeit
geschachtelte foralls in HPF rein sequentiell abgearbeitet	
Implicitly Parallel C  IPC    von J	Hicks et al	 aus dem Motorola Cambridge
Research Center erweitert C um die sync Storage Class die eine nur einmal schreibbare
Variable kennzeichnet hnlich der Semantik funktionaler Sprachen	 Daraus kann der ber
setzer die Datenabhngigkeiten ableiten und Instrumentierungen einfgen die potentielle
Parallelitt zur Laufzeit erkennen	 Der gesamte Sprachumfang von C einschlielich Funkti
onszeigern soll in der Endversion untersttzt werden	 Zielarchitektur sind Threadparallele
Maschinen mit gemeinsamen Speicher$ die Arbeit zielt auf eine zweifache Beschleunigung
auf vier CPUs ab	 Nach der verfgbaren Literatur wurden nur ParallelismusProle auf
gestellt aber das System erzeugt noch keinen Code fr parallele Maschinen weshalb keine
Messungen vorliegen	 Der Aufwand fr Threaderzeugung und Datenzugrie wird noch nicht
bercksichtigt	 Die beiden Beispielprogramme sind sehr klein  eine Behandlung realer
Programme ist fr zuknftige Arbeiten vorgesehen die aber noch nicht vorliegen	
REAPAR bietet hingegen ein real existierendes System das kein Umschreiben der Pro
gramme erfordert und automatisch parallelisiert	

An der Indiana University wird von A	Bik et al	 die Parallisierung rekursiver Java
Programme mit dem JAVARSystem untersucht 	 Dabei soll der bersetzer ein an
notiertes Programm in explizit threadparallelen Code transformieren wobei auch Schlei
fen parallelisiert werden sollen	 Die Grundidee ist verwandt mit der vorliegenden Arbeit
hat aber weitergehende Einschrnkungen bei der Parallelisierung statische Zuteilung ohne
Untersttzung irregulrer Programme nur eine Parallisierungsstrategie fr Rekursionen	
Zudem wirft Java als objektorientierte Sprache weitere Probleme wie den erst zur Laufzeit
bestimmten Methodenaufruf auf die nicht berzeugend geklrt werden	 Die Literatur lt
oen welche Teile des Projekts reine Vorhaben und welche schon realisiert sind	 Die Beispie
le beschrnken sich auf kleine Programme wie Sortieralgorithmen und die aktuelle Version
des Systems  bentigt noch eine explizite Kennzeichnung potentieller Parallelitt durch
den Benutzer bietet also keinerlei Automatismus	
Ein neuer Ansatz von M	Rinard und P	Diniz  benutzt Kommutativittsanalyse
um in einer Untermenge von C'' geschriebene objektorientierte Programme automatisch
zu parallelisieren	 Dabei werden Objekte identiziert deren Ausfhrung ohne Auswirkung
auf das Rechenergebnis vertauscht werden kann und Aufrufe dieser Objekte spter parallel
ausgefhrt	 Ein spezielles Laufzeitsystem erzeugt nur dann eine parallele Aktivitt wenn ein
Prozessor frei ist	 Der bersetzer transformiert C'' Quellcode in explizit parallelen C''
Code und parallelisiert sowohl Rekursionen als auch Schleifen	 Messungen auf dem DASH
Spezialrechner mit gemeinsamem Speicher zeigen gute Beschleunigungen die fr hhere Pro
zessorzahlen gegenber einer handoptimierten Version zurckfallen	 Basis der Aussagen sind
drei von den Autoren in C'' umgeschriebene grere Benchmarks mit dynamischem irregu
lrem Ablauf unter anderem auch Barnes Hut	 Die Beschleunigung fr diesen Benchmark
ist auf vier Prozessoren  besser als die von REAPAR	 Im Vergleich zur vorliegenden
Arbeit verfolgt dieses System einen analytischen Ansatz ohne Laufzeitrckkopplung stellt
hhere Anforderungen an das zu parallelisierende Programm Umschreiben in reines C''
etc	 und untersucht nur wenige Benchmarks auf einer Spezialmaschine  Ergebnisse fr
SGIRechner werden erwhnt aber nicht beschrieben	 Eine breitere Basis Benchmarks die
nicht von den Autoren selbst komplett neu geschrieben wurden wrde die vielversprechen
den Ergebnisse des Ansatzes besser untermauern	 Fr nicht objektorientierte Sprachen sind
zudem die Voraussetzungen fr die erforderliche Programmanalyse nicht gegeben	
 Parallelisierung dynamischer Programme
Einige Arbeiten beschftigen sich mit der Untersttzung dynamischer Programme  also
Programmen mit verzeigerten Datenstrukturen bei denen herkmmliche Parallelisierungs
anstze versagen	 Die meisten dieser Systeme eignen sich natrlicherweise fr rekursive Pro
gramme$ viele bieten auch Mechanismen zur Behandlung irregulrer Strukturen	 Der grte
Teil der Benchmarks die in der vorliegenden Arbeit verwendet werden ist aus Programmen
dieser Systeme abgeleitet	
Cilk    
 von R	Blumofe et al	 am MIT bietet eine MultithreadAusfhrung
fr CProgramme in denen der Parallelismus durch Konstrukte wie spawn und sync ex
plizit gemacht wurde	 Es besteht aus einen Prprozessor mit Typberprfung und einem
sehr aufwendigen Laufzeitsystem dessen Scheduler beweisbare Garantien bezglich der Aus
fhrungszeit gibt	 Dabei wird noch die Laufzeit und die bei optimaler Parallelitt minimal
erreichbare Laufzeit gemessen	 Die Laufzeitparameter werden aber nicht vom System fr
weitere Optimierungen ausgewertet und es gibt keine verschiedenen Parallelisierungsstrate

gien	 Der Scheduler ist lazy d	h	 nicht alle durch Konstrukte eingefhrte Parallelitt wird
wirklich gentzt was fr feingranulare Programme Vorteile bringt	 Rekursive und irregulre
Programme werden untersttzt und ein abort Konstrukt erlaubt den asynchronen Abbruch
einer parallelen Berechnung z	B	 fr Suchalgorithmen	 Im Laufe des Projekts wurde Cilk auf
diverse Maschinen Connection Machine CM Netze von Arbeitsplatzrechnern Sun Enter
prise Server etc	 portiert	 Die zahlreichen Beispielprogramme beinhalten kleine Tests wie
Fibonacci und TeileundHerrscheProgramme aber auch Galaxiensimulation und sogar ein
erfolgreiches Schachprogramm	 Weitgehende Messungen belegen eine gute Beschleunigung
fr die meisten Benchmarks	
Cilk kommt von den verwandten Arbeiten dem REAPARSystem von der Handhabung
und den neueren untersttzten Maschinen her am nchsten	 Im Gegensatz zur vorliegenden
Arbeit verlangt es aber eine explizite Parallelisierung durch den Programmierer fhrt kei
ne automatischen Messungen zur Optimierung spterer Lufe durch und basiert auf einem
komplexen Laufzeitsystem mit Eingrien in Stapelverwaltung und Betriebssystemablufe
whrend REAPAR die vorhandene Infrastruktur ausnutzt	 Fnf der REAPARBenchmarks
sind von CilkBenchmarks abgeleitet und erreichen oder bertreen die publizierten Leistun
gen von Cilk	
Das System Olden    von A	Rogers et al	 aus Princeton verwendet eine Unter
menge von C mit Annotationen zur Parallelisierung von Programmen mit dynamischen Da
tenstrukturen d	h	 Zeigerbasierten Daten und rekursiven Prozeduren zu ihrer Behandlung	
Der Programmierer kennzeichnet parallelisierbare Aufrufe durch futurecall und erzwingt
ein Warten auf das Ergebnis durch eine touchOperation	 Auerdem wird dem verteilten
Speicher der Zielmaschinen durch explizite Allokation von Daten auf bestimmten Prozesso
ren Rechnung getragen	 Die Berechnung migriert dann Threads zu den gerade verwendeten
Daten oder das Laufzeitsystem entscheidet aufgrund von Heuristiken und Hinweisen des
Programmierers da ein SoftwareCaching ezienter ist	 Die Lokalitt ist dabei nur so gut
wie die Allokation der Daten auf den CPUs durch den Programmierer	 Die Autoren geben
eine Sammlung von elf teilweise umfangreichen Benchmarks und genaue Messungen der Be
schleunigung auf iPSC& und CM an	 Fr die Zukunft ist eine Automatisierung der
Parallelisierung basierend auf lteren Arbeiten von L	Hendren   geplant	
Im Gegensatz zu REAPAR ist bei Olden bereits durch die Zielmaschinen mit verteil
tem Speicher ein hoher Aufwand des Programmierers ntig um gute Leistungen zu erzielen	
Olden parallelisiert zur Zeit in keiner Weise automatisch und die Qualitt einer automa
tischen Parallelisierung im Vergleich zur aktuellen aggressiven Handparallelisierung bleibt
abzuwarten	 Die drei von Olden angepaten Benchmarks liefern bis auf eine Ausnahme
unter REAPAR deutlich hhere Beschleunigungen	
In Berkeley entwickelten D	Culler et al	 das SplitC System   das eine Mischung
von Datenparallelitt gemeinsamem Speicher und Nachrichtenbermittlung fr Maschinen
mit verteiltem Speicher bietet	 Diese Maschinenklasse mit ihren Kommunikationsoperatio
nen bedingt ganz andere Schwerpunkte des Systems Der Programmierer speziziert genau
die Datenverteilung und kann Optimierungen der Kommunikation z	B	 durch Vorabanfor
derungen oder MassenDatentransfers vornehmen  der bersetzer fhrt selbst kaum Op
timierungen durch	 Zur Parallelisierung wurde das zugrundeliegende C um Zugris und
DatenlayoutPrimitive sowie globale Zeiger ergnzt	 Ein einfaches Kostenmodell unterschei
det zwischen billigen lokalen Zugrien und teuren globalen	 Irregulre Probleme werden
behandelt aber Rekursion wird nicht untersttzt	 Anwendung ndet das System in der
Lehre	 Auerdem zeigen grere Beispielprogramme auf Maschinen wie Cray TD und CM
 gute Beschleunigungen	


Von den Systemen dieses Abschnitts ist SplitC das maschinennhste das auch #nde
rungen am Algorithmus der Programme erfordert und keinerlei Automatisierung bietet	 Lei
stungsvergleiche mit REAPAR sind schwer weil SplitC die Leistung bevorzugt in MFLOPs
angibt und Beschleunigungen nur als Kurven zeigt die im relevanten Bereich von  Pro
zessoren nicht genau abzulesen aber oensichtlich sublinear sind	 Die angegebene Ezienz
von  liegt deutlich unter der von REAPAR	
	 Spezielle Anstze fr TeileundHerrsche
Das TeileundHerrsche Prinzip   bei dem ein Problem rekursiv in Unterprobleme
zerlegt wird die gelst und dann zu einer Lsung des Gesamtproblems zusammengesetzt
werden bietet von sich aus ein groes Potential an Parallelitt	 Viele Programme lassen
sich in diese Klasse einordnen	 Dementsprechend gibt es Systeme die sich genau auf diese
Algorithmen spezialisieren um paralleles Programmieren zu erleichtern	
Eine Reihe von Arbeiten geht TeileundHerrscheAlgorithmen im Parallelen aus einer
funktionalen Perspektive an  stellvertretend sei hier Divacon von G	Mou   aus
Yale erwhnt das eine Algebra fr solche Algorithmen aufstellt und sie in einer speziellen
Sprache formuliert	 Rekursion ist damit natrlicherweise behandelt aber der Ansatz schei
tert fr datenabhngige Unterteilungen d	h	 nur die blichen regulren Beispiele wie FFT
Matrixmultiplikation und DreiecksmatrixLsung lassen sich behandeln	 Eine hnliche Rich
tung schlagen auch S	Nishimura et al	  oder der PowerlistAnsatz von J	Misra 
 ein
die einen breiten theoretischen Rahmen schaen aber ebenfalls nur fr regulre Rekursionen
geeignet sind und keine realistischen Anwendungen vorzeigen knnen	 Vorschlge wie die
von T	Axford  haben hnliche Probleme	
Ein weiteres mgliches Vorgehen ist die Verwendung von Bibliotheken fr rekursive und
potentiell irregulre TeileundHerrscheVerfahren	 Beeblebrox von A	Piper 
  etwa
bietet C'' Klassen in die der Programmierer explizit die Programmphasen einbettet	
Einen "exibleren Ansatz versprechen die Frames  aus Paderborn bei denen Exper
ten einen parallelen Rahmen schreiben in denen dann Anwender ihren sequentiellen Code
einhngen	 Rahmen knnen miteinander kombiniert werden	 Die mgliche Parametrisie
rung umfat ebenfalls Lastbalancierungsalgorithmen	 Das Projekt ist noch nicht sehr weit
fortgeschritten	 #hnliche Ideen stellen fr funktionale Programme Darlington et al	  vor	
APRIL   von T	Erlebach an der TU Mnchen fhrt TeileundHerrsche Program
me auf Rechnern mit verteiltem Speicher aus	 Die Sprache ist eine PascalUntermenge mit
Parallelittskonstrukten und erlaubt pro Programm nur die Parallelisierung einer einzigen
rekursiven Prozedur mit dem festen Verzweigungsgrad zwei	 Ein Konstrukt ermglicht die
Abfrage ob noch Prozessoren verfgbar sind	 Anwendungsbeispiele umfassen u	a	 eine un
optimierte Fraktalberechnung die gute Beschleunigungen erzielt und Layoutsynthese	
Die in diesem Abschnitt beschriebenen Arbeiten haben im Vergleich zu REAPAR einen
eingeengteren Anwendungsbereich verlangen eine vllige Neuprogrammierung des Problems
in Spezialsprachen oder Bibliotheken und zeigen Schwchen fr irregulre Rekursionen	
 Parallelisierung existierender Programme und Infra
struktur
Weiterhin existieren viele Arbeiten zur expliziten Parallelisierung existierender Programme
von Hand so z	B	 die SplashBenchmarks fr hierarchische Berechnungen aus Stanford

  fr Rechner mit gemeinsamem Speicher die J	Singh und A	Gupta untersuchen oder
MolekldynamikParallelisierungen von T	Clark und R	v	Hanxleden   fr verteilten
Speicher	 Diese Programme sind irregulr und zum Teil auch rekursiv aber die verwendeten
Techniken sind auf das jeweilige Programm abgestimmt und nicht automatisiert	
In diesen Bereich fallen ebenfalls Systeme die die Parallelisierung irregulrer Probleme
fr den Programmierer untersttzen z	B	 die CHAOS Bibliotheken ehemals PARTI von
J	Saltz et al	   und Parallelisierungsuntersuchungen von S	Chakrabarti und K	Yelick
aus Berkeley  
 fr Rechner mit verteiltem Speicher	 Die hier verwendeten Verfahren
beziehen sich auf die Probleme auf solchen Rechnern und sind fr Maschinen mit gemeinsa
mem Speicher uninteressant	
Eine ganze Reihe von Systemen wie Linda von D	Gelernter aus Yale  oder der Pro
blem Heap von J	Staunstrup et al	  stellen einen Rahmen fr explizite Parallelitt und
ihre Koordination zur Verfgung	 Sie verwalten und verteilen die anfallenden Arbeitsein
heiten automatisch und untersttzen den ntigen Datenaustausch und Synchronisationen	
Im Vergleich zu REAPAR sind sie auf der Ebene der Infrastruktur angesiedelt da sie keine
automatische Untersttzung der Problemformulierung und der Transformation in parallelen
Code bieten	 Abschnitt 			 ordnet solche Anstze relativ zur Laufzeitumgebung von
REAPAR ein	
REAPAR lt sich mit diesen Systemen nicht direkt vergleichen da eine explizite Hand
programmierung von Spezialproblemen nichts mit einer automatischen Parallelisierung re
kursiver Programme gemein hat	 Interessant ist hingegen der Leistungsvergleich Einer der
Benchmarks der vorliegenden Arbeit Eigenvalue wurde von S	Chakrabarti bernommen
und liefert sowohl bei diesem als auch bei bei REAPAR perfekte Beschleunigungen auf  bis
 Prozessoren die per denitionem optimal sind	
 Einbeziehen von Laufzeitdaten
Einige Arbeiten verwenden zur Laufzeit gewonnene Meergebnisse fr weitergehende Op
timierungen	 Das PT System von T	Fahringer  aus Wien mit z	B	 eine Reihe von
Benchmarks fr jede Zielarchitektur durch um die Cacheleistung spter bersetzter Pro
gramme zu erhhen	
Ein anderer Ansatz von N	Reimer  pat die Zahl der verwendeten Prozessoren dy
namisch an die Anforderungen eines irregulren FORTRANProgramms an um bestimmte
Ezienz oder Beschleunigungskriterien zu erfllen wobei das Programm zuvor von Hand
instrumentiert wird	
Das objektorientierte Self von U	Hlzle et al	  aus Santa Barbara optimiert den
dynamischen Methodenaufruf durch Laufzeitinformationen	
Der Fokus dieser Systeme ist ein anderer als REAPAR  es geht nicht um die automati
sche Parallelisierung sondern die Optimierung von Teilaspekten einer manuell vorgegebenen
Parallelisierung oder im Falle von Self nur um sequentielle Ezienzsteigerung	
 Parallele funktionale und logische Sprachen
Funktionale Sprachen bieten sich auf den ersten Blick ideal fr eine automatische Paralle
lisierung an 
 sind doch die Funktionsaufrufe denitionsgem unabhngig und frei von
Nebeneekten	 In der Praxis ist es aber problematisch eine gute Leistung zu erzielen Die

Granularitt eines Funktionsaufrufs kann nicht a priori eingeschtzt werden d	h	 die poten
tielle Parallelitt ist im allgemeinen viel zu feinkrnig fr eine eziente parallele Ausfhrung
  als Lsung werden genau die Methoden vorgeschlagen die auch REAPAR benutzt
nmlich Laufzeitprole und ggf	 Annotationen durch den Programmierer	 Bei lazy Spra
chen kommt hinzu da zur Parallelisierung Berechnungen spekulativ durchgefhrt werden
mssen von denen noch nicht feststeht ob ihre Ergebnisse berhaupt bentigt werden	 Ein
berblick paralleler funktionaler Sprachen ndet sich z	B	 bei S	Martins 	
Es gibt eine Vielzahl von Arbeiten die sich mit der Parallelisierung funktionaler Pro
gramme beschftigen etwa R	Loogen aus Aachen 
 aber die Auswirkung auf reale An
wendungen ist recht gering da imperative Sprachen wie FORTRAN und C dominieren	
Prolog und andere logische Sprachen bieten ebenfalls ein Parallelittspotential da ih
re Suchbume parallel abgearbeitet werden knnen	 Ein Beispiel ist PARLOG 
 von
S	Gregory aus Bristol	 Die Techniken die hierbei zum Einsatz kommen  sind aber nicht
mit REAPAR vergleichbar da REAPAR im Gegensatz zur spekulativen Berechnung bei
Prolog auf die Ergebnisse jeder einzelnen Teilberechnung angewiesen ist	 Zudem bringt ge
rade bei der Baumsuche eine gute sequentielle Abarbeitung die groe Teile des Suchbaums
frhzeitig beschneidet wesentlich hhere Beschleunigungen als eine Parallelisierung sie bie
ten kann	 Fr die Verbreitung in der Praxis gilt dasselbe wie fr funktionale Sprachen	
 
 Weitere Arbeiten
Die Arbeiten von Lwe   aus Karlsruhe ermglichen die Analyse von datenparallelen
PRAMProgrammen und ihre optimierende Transformation in LogPProgramme fr Ma
schinen mit verteiltem Speicher	 Dazu mu die Kommunikationsstruktur des Programms
fr eine feste Eingabegre unabhngig von den Eingabedaten sein sog	 planbare Pro
gramme  also genau das Gegenteil der in der vorliegenden Arbeit behandelten irregulren
Programme	 Die Laufzeit des Optimierungsalgorithmus ist fr reale grere Programme sehr
hoch  typische Beispielprogramme sind FFT und Prxsumme	
 Vergleich der erzielten Beschleunigungen
In Vorwegnahme der Ergebnisse in Kapitel  und  zeigt Tabelle 	 die Ergebnisse von Olden
 und Cilk 
 gegenber den Resultaten der vorliegenden Arbeit	 Zustzlich liefert der
EigenvalueBenchmark 
 sowohl in der Literatur als auch bei REAPAR prefekte Beschleu
nigungen	 Fr eine genaue Diskussion der Tabelle sei auf Abschnitt 			 verwiesen	 Die
Leistung anderer Systeme ist wegen Verschiedenheit der Infrastruktur und der verwendeten
Benchmarks nicht direkt mit REAPAR zu vergleichen aber Beschleunigungen von bis zu 
auf  Prozessoren sprechen fr sich	
 
Die Verbreitung eines Systems spricht nicht fr oder gegen seine Qualitt aber bei den betrachteten
Systemen werden durch die Rahmendenitionen bereits viele Probleme ausgeschlossen die bei imperativen
Sprachen auftreten und dort gelst werden mssen Auerdem ist die sequentielle Leistung von zB C bereits
bedeutend hher als die fast aller funktionalen Sprachen

Tabelle 	 Vergleich der mit REAPAR erzielten Beschleunigungen mit den verentlich
ten Werten fr dieselben Benchmarks unter Olden und Cilk auf  Prozessoren	 Die mit !
markierten Benchmarks sind Teil der Validierungsmenge die erst nach Abschlu der Ent
wicklungsarbeiten an REAPAR hinzugenommen wurde	 Cilk gibt fr den MagicBenchmark
keine Beschleunigungen an	
Benchmark Beschleunigung
name Olden Cilk REAPAR
Barnes Hut   
Bitonic Sort ! 
  
Eigenvalue   		
Fractal   

Heat !  
 
Knapsack !  	 
Magic !  %% 

Power   
Queens  	 

 Einordnung und Vergleich
Tabelle 	 gibt einen berblick der verwandten Arbeiten	 Dabei werden folgende Abkrzun
gen verwendet
Allgemein Zielarchitektur
 Gut & voll untersttzt G Gemeinsamer Speicher
	 Vorhanden & lckenhaft V Verteilter Speicher
 Nicht vorhanden
Autom Parallelisierung Systemaufbau
 Vollautomatisch B Bibliothek
A Annotationen L Laufzeitsystem
E Explizite Konstrukte Q QuellcodeTransformation
 bersetzer
Art der Parallelitt
D Datenparallel SIMD
P Prozesse
T Threads
Zusammenfassend lt sich sagen da auf dem Bereich der automatischen Parallelisierung
irregulrer rekursiver Probleme kein System existiert das die bei Entwurf und Implementie
rung von REAPAR gestellten Anforderungen erfllt	 Die Leistungen von REAPAR erreichen
oder bertreen zudem die vergleichbarer Systeme	
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Vorliegende     A   T G BQ C    
NESL     E  D V BL ML   
a
pSather     E  T GV  Sather  
OPAL    E  P V L OOP   
IPC    A  T G L C  
b
Javar    A  T G Q Java  
Kommutativ      
c
 P G LQ C    
Cilk     E  TP GV LQ C   
d
Olden     E
e

f
T V L C    
SplitC    E
g
 P!D
h
V  C    
Divacon    E  D SIMD  Eigene  
i
Beeblebrox    E  P V BL C   
APRIL    E  P V B Pascal  
Infrastruktur       TP V BL div    
j
Lwe     P V  PRAM  
a
Verschachtelte Datenparallelitt  innerhalb einer Rekursionsebene wird datenparallel gerechnet
b
Ziel ist die Parallelisierung existierender Programme Beschleunigung von  auf  CPUs angestrebt
c
Ein Neu oder Umschreiben der Programme erscheint ntig um die Systemvoraussetzungen zu erfllen
d
Groes System viele reale Benchmarks
e
Explizite Prozessorzuweisung bei Datenallokation ntig Migration der Arbeit zu den Daten
f
Eigener Proler als Systemkomponente fr Benutzer
g
Explizit bis hin zu Datenlayout und optimierten Kommunikationsoperationen zB fr groe Datenmen
gen und zur berlappung von Kommunikation und Berechnung
h
Mischung aus Datenparallel und Nachrichtenvermittlung SPMD nur ein Thread pro CPU
i
Nur fr datenunabhngige Kommunikationsmuster geeignet
j
Diverse Bibliotheken und Laufzeitsysteme wie CHAOS

Kapitel 
Anforderungen und Entwurf
Dieses Kapitel fhrt die Anforderungen an ein System auf das den in der Einleitung gestell
ten Aufgaben gerecht werden soll und diskutiert die Annahmen und Rahmenbedingungen
der Arbeit	 Basierend darauf wird der Entwurf des Systems genauer vorgestellt	
	 Anforderungen
Wie in der Einfhrung in Abschnitt 	 dargestellt verfolgt diese Arbeit zwei Thesen
	 Rekursive datenunabh
ngige Verzweigungen lassen sich durch geeignete Parallelisie
rungsstrategien automatisch ezient parallel ausfhren
	 Automatisch gewonnene Lauzeitprole ermglichen die automatische Auswahl einer
solchen Strategie
Unter Bercksichtigung der vorangegangenen Bemerkungen ergeben sich folgende Anforde
rungen an ein System das die Thesen dieser Arbeit besttigen soll
A Es sollen allgemein anwendbare Verfahren zur Parallelisierung rekursiver Programme
angegeben werden	
A Die Parallelisierung durch das System mu mglichst automatisch ablaufen	 Fr Berei
che wie Datenabhngigkeitsanalysen die bereits in anderen Arbeiten abgedeckt wur
den knnen Benutzerannotationen verwendet werden	
A Da die Existenz einer einzigen Paralleliserungsstrategie die fr alle Probleme optimal ist
unwahrscheinlich erscheint sind Strategien zu entwickeln die jeweils fr ein Spektrum
von Problemen gute Beschleunigungen erlauben	
A Die Wahl einer geeigneten Parallelisierungsstrategie und eventueller Strategieparameter
mu automatisch erfolgen	
A Basis der Strategiewahl sollen Messungen frherer Programmlufe sein aus denen au
tomatisch strategierelevante Kenngren des Problems abgeleitet werden  eine Stra
tegiewahl basierend auf reiner statischer Quellcodeanalyse wre vorzuziehen ist aber
fr irregulre Programme denitionsgem nicht mglich	
A Die Messung mu automatisch erfolgen	 Eventuell dafr notwendige #nderungen am
Programmcode sind durch das System automatisch einzubringen	

A
 Die durch das System erreichte Beschleunigung der Programme soll vergleichbar mit der
Beschleunigung durch Handparallelisierung und optimierung sein maximal um einen
Faktor von zwei schlechter	
A Als Beispielsprogramme sollen in sich geschlossene Anwendungen aus verschiedenen Ge
bieten verwendet werden die einen breiten Bereich abdecken  in Abgrenzung zu
Codefragmenten oder Kleinstprogrammen aus denen leider in vielen Arbeiten die Ge
samtheit der Beispiele besteht	
A Zur Validierung der Gesamtleistung des Systems ist eine Reihe von whrend der Arbeit
nicht betrachteten Programmen hinzuzuziehen	 Dies wrde eine eventuelle Optimie
rung auf genau die verwendeten Benchmarks hin blolegen	
	 Annahmen
Um den Nachweis der Thesen dieser Arbeit zu fhren mu das System an den Stellen
automatisch arbeiten wo die Beitrge der Arbeit liegen Automatische Parallelisierung und
Strategiewahl sowie automatische Generierung der dafr erforderlichen Zusatzinformationen	
In anderen Bereichen existieren bereits andere Arbeiten deren Ergebnisse als black box
in das System integriert werden knnten	 Eine existierende Daten"uanalyse liee sich z	B	
verwenden um Stellen im Programmcode zu identizieren an denen rekursiv berechnete
Daten verwendet werden und die ntigen Synchronisatisoperationen einzufgen	
Neben diesen InfrastrukturAnnahmen gibt es auch grundlegende Annahmen mit Aus
wirkung auf den Entwurf
Grundannahme des MeAnsatzes ist da hnliche Datenstze ein hnliches Programm
verhalten zur Folge haben	 Ein Einsatzszenario wre etwa die Simulation von  Kugelstern
haufen wobei das System den ersten Programmlauf mit und darauf basierend die Paralleli
sierung fr die restlichen 
 Lufe vornimmt	 Ohne diese #hnlichkeitsannahme ist jeglicher
Versuch Vorhersagen ber das Programmverhalten zu treen zum Scheitern verurteilt	 Bei
Eingaben mit vllig anderen Charakteristiken mu ein erneuter Melauf vorgenommen wer
den	
 
Wie bereits erwhnt wird vorausgesetzt da die zu parallelisierenden rekursiven Proze
duren berhaupt parallelisierbar sind also keine strenden Datenabhngigkeiten enthalten	
Diese Annahme kann wegfallen wenn eine mchtige Datenabhngigkeitsanalyse zur Ver
fgung steht die ihrerseits bereits Gegenstand intensiver Forschung z	B	 bei L	Hendren ist
 und nicht direkt zu meiner eigentlichen Arbeit beitragen wrde	
Die zu parallelisierenden rekursiven Prozeduren mssen statisch aus dem Programm
code ablesbar sein d	h	 Funktionszeiger werden nicht untersttzt	 Ohne diese Annahme
wre eine dynamische Analyse des Aufrufverhaltens ntig die ebenfalls eine eigenstndi
ge wissenschaftliche Arbeit darstellt und keinen Beitrag zu den eigentlichen Kernbereichen
der vorliegenden Arbeit darstellen wrde	 Die Implikationen fr objektorientierte Sprachen
werden im Ausblick erlutert	
Von Maschinendetails wie der Auswirkung von Caches wird angenommen da die Unter
schiede ihrer Auswirkung fr verschiedene Strategien gering ist	 Fr eine Feinabstimmung
der Leistung wren Cacheberlegungen vorteilhaft aber auch dieser Bereich ist Thema ei
gener Arbeiten ein berblick ndet sich in  und die real erreichten Beschleunigungen
 
Die Auswertung in Abschnitt  zeigt da gute Strategien eines Problems in der Realitt auch fr
einen groen Bereich anderer Probleme gute Leistungen erzielen

vom bis zu nfachen auf n Prozessoren sind selbst ohne soche Feinabstimmung bereits nahe
dem Optimum	
Die Annahme bezglich der Leistungsfhigkeit von Threads ist da der betriebssystem
eigene Scheduler von sich aus eine gute Parallelisierung des Ablaufs erreicht wenn er nur
gengend Arbeitseinheiten geeigneter Gre erhlt	 Auch dieser Annahme gibt die Realitt
recht	
	 Entwurf
Der Entwurf behandelt alle berlegungen die zur automatischen Parallelisierung rekursiver
Programme und zur automatischen Wahl einer geeigneten Parallelisierungsstrategie ntig
sind	 Zum einen sind grundlegende Strategien zur Parallelisierung aufgrund der speziellen
Eigenschaften rekursiver Programme zu entwickeln	 Unter diesen Strategien soll dann au
tomatisch die gewhlt werden die die hchste parallele Beschleunigung verspricht	 Dazu
mssen Laufzeitgren des untersuchten Programms deniert und automatisch gewonnen
werden	 Schlielich ist das Programm automatisch so zu parallelisieren da die gewhlte
Strategie beim Programmablauf zur Wirkung kommt	
Globale Entwurfsentscheidungen waren die folgenden

 Minimalistischer Ansatz mit Ausnutzung vorhandener Infrastruktur sofern diese sich
leicht integrieren lt	 Oben genannte Grnde fhrten zu dieser Forderung	

 Wahl von Mehrprozessorrechnern mit gemeinsamem Speicher als Zielarchitektur weil
sie weite Anwendung nden die zustzlichen Probleme der Datenlokalitt und des
Nachrichtenaustauschs vermeiden und fr die Realisierung des Systems direkt am In
stitut verfgbar waren	

 Verwendung von C als Zielsprache da diese Sprache sehr weit verbreitet und hinrei
chend maschinenunabhngig ist die real world Ausrichtung des Systems unterstreicht
und viele als Benchmark verwendbare Programme bereits in C vorliegen	

 Nutzung von Threads zur Parallelisierung von Programmen	 Auf den benutzten Mehr
prozessorrechnern existieren ausgereifte Threadbibliotheken fr C und auf jedem mo
dernen Betriebssystem gibt es Threads was die Portabilitt erhht	

 Aufbau des Systems angelehnt an die UNIXPhilosophie als eine Reihe von Werkzeu
gen die sich zusammenschalten lassen um den gewnschten Zweck zu erreichen	 Dies
untersttzt zustzlich die automatische Durchfhrung von Experimenten	
Nach diesen globalen Entscheidungen betrachten wir nun die wichtigsten Teilaspekte die
das System abzudecken hat	

 Parallelisierungsstrategien fr rekursive Programme
Wie bereits im Grundlagenkapitel erwhnt bieten rekursive Programme mit sich verzwei
gendem Rekursionsbaum ein hohes Potential an Parallelitt	 Im folgenden werden Kriterien
fr die Parallelisierbarkeit solcher Programme vorgestellt und darauf basierend Verfahren zu
ihrer Parallelisierung angegeben	

 Parallelisierbarkeit
Sofern die rekursiven Aufrufe untereinander keine Datenabhngigkeiten zeigen knnen sie
ohne weitere Umformulierung des Problems parallel ausgefhrt werden	 Die Parallelisierung
geschieht dabei durch die gezielte Erzeugung neuer paralleler Aktivitten threads anstelle
eines sequentiellen rekursiven Aufrufs	 Abbildung 	 verdeutlicht dieses Vorgehen  hier
wurde der linke rekursive Aufruf durch den ursprnglichen Thread weitergefhrt whrend
fr alle anderen Aufrufe jeweils ein neuer Thread erzeugt wurde	
1
2
3
45
6
Thread
Rekursiver Aufruf
Rekursionsbaum
Abbildung 	 Parallelisierung eines rekursiven Programms durch Einsatz von Threads	 Die
grau hinterlegten Threads im Rekursionsbaum laufen parallel zueinander ab	
Ein Programm ist also parallelisierbar wenn die Unteraufrufe einer rekursiven Prozedur
nicht schreibend auf gemeinsame Daten zugreifen d	h	 unabhngige Teile des Problems be
arbeiten und die Ergebnisse voriger Unteraufrufe nicht fr weitere Aufrufe bentigt werden	
Eine Mitgabe von Parametern durch die aufrufende Prozedur und eine Rckgabe von Wer
ten an sie behindert hingegen eine Parallelisierung nicht	 Dabei ist es unerheblich ob die
Prozeduraufrufe textuell nacheinander im Programm stehen oder im Rahmen einer Schleife
durchgefhrt werden	 Die folgende Klassizierung verdeutlicht diese Zusammenhnge
Sequentielle Abhngigkeit Jeder rekursive Aufruf innerhalb der Prozedur f x ist vom
Ergebnis des vorhergehenden Aufrufs abhngig	
fx for i i	 i

 a  a 
 fa  
Der Rekursionsbaum zeigt also Verzweigungen bietet aber wegen der Datenabhngig
keiten kein Parallelittspotential	
Globale Schreibkonikte Die rekursiven Aufrufe greifen schreibend auf globale Varia
blen zu	
fx for i i	 i

 global  global 
 fa  
Auch hier ist eine Parallelisierung ausgeschlossen da die gleichzeitigen Schreibzugrie
auf globale Variablen beim parallelen Ablauf zu falschen Ergebnissen fhren	 Selbst
wenn man die Schreibzugrie in einem kritischen Abschnitt kapseln wrde kann das
Programm immer noch fehlerhaft parallel laufen falls die genaue Reihenfolge der re
kursiven Aufrufe sich auf das Ergebnis auswirkt was im Beispiel nicht der Fall ist	

ElternKindAbhngigkeit Die Rckgabewerte der rekursiven Aufrufe werden in der
aufrufenden Prozedur verwendet aber die Parameter der einzelnen Aufrufe sind unab
hngig davon	
fx for i i	 i

 local  local 
 fbi  
In diesem Fall knnen die KindAufrufe parallel erfolgen	 Die aufrufende Prozedur
mu auf die Beendigung aller aufgerufenen Prozeduren warten	
Unabhngigkeit Die rekursiven Aufrufe arbeiten auf sich nicht berschneidenden Daten
entweder eigenen lokalen Daten oder unabhngigen Bereichen globaler Daten	 Es wer
den keine Daten an die aufrufende Prozedur zurckgegeben	
fx if cond fx fx
 else local work
Hier knnen smtliche Aufrufe parallel erfolgen	 Die aufrufende Prozedur kann sofort
nach Abspaltung der KindAufrufe wieder zurckkehren whrend die KindAufrufe
noch parallel ablaufen	
Die letzten beiden Flle bieten das geforderte Parallelittspotential	 Ob ein rekursiver Aufruf
tatschlich als Thread gestartet wird oder als normaler Prozeduraufruf abluft wird zur
Laufzeit durch eine der unten beschriebenen Strategien entschieden	
Bei der ElternKindAbhngigkeit mu sichergestellt werden da vor Beendigung der
aufrufenden Prozedur d	h	 an dem Ort wo die Rckgabewerte der KindAufrufe verwendet
werden die Aktivitt der Kinder abgeschlossen ist	 Dieser Synchronisationspunkt kann ggf	
automatisch aufgrund rein syntaktischer Analyse des Quellcodes vor jedem Rckkehrpunkt
der Prozedur gesetzt werden	 Wenn die Rckgabewerte bereits frher bentigt werden
mu eine geeignete Stelle fr das Warten auf die Kinder durch Datenabhngigkeitsanalyse
ermittelt oder durch Benutzerannotation gekennzeichnet werden	
Die Mglichkeit da eine Prozedur bereits vor Beendigung der von ihr erzeugten paral
lel ablaufenden Unteraufrufe zurckzukehrt bringt konzeptionelle Schwierigkeiten mit sich
Zum einen mu diese Mglichkeit ebenfalls automatisch erkannt oder annotiert werden	 Zum
anderen stellt sich das zustzliche Problem das Ende des initialen rekursiven Aufrufs zu
erkennen  da nach Rckkehr eines Prozeduraufrufs die durch ihn initiierten Threads wei
terlaufen knnen mte global ber alle Threads Buch gefhrt werden um das Ende des
letzten Threads feststellen zu knnen	
Daher wird in dieser Arbeit generell der Ansatz verfolgt vor Prozedurende auf das Ende
aller von der Prozedur gestarteten Threads zu warten	
 Parallelisierungsstrategien
Eine Parallelisierungsstrategie im Sinne dieser Arbeit ist ein Prdikat das am Ort eines
rekursiven Aufrufs bestimmt ob der Aufruf sequentiell oder mittels eines neuen Threads
auszufhren ist	 Dieses Prdikat kann mit Parametern versehen sein	 Die Zuteilung der
erzeugten Threads auf die Prozessoren des Parallelrechners bleibt wie im Grundlagenkapitel
erwhnt dem Betriebssystem vorbehalten	
Merkmal einer guten Strategie ist da sie gengend Threads erzeugt um die Maschine
auszulasten aber nicht so viele oder so kleine da der Mehraufwand der Threadverwaltung
die Ezienz beeintrchtigt	
Aus den Anforderungen ergibt sich die Frage nach allgemein verwendbaren Strategien
die fr alle rekursiven Programme gleichermaen anwendbar sind	 Erstrebenswert wre


eine einzige Strategie die fr smtliche rekursiven Probleme gute Beschleunigungen erzielt	
Leider sind die Eigenschaften der Programme z	B	 die Granularitt der Berechnungen so
unterschiedlich da sich in der Praxis keine solche Strategie angeben lt	 Daher mu die
Auswahl einer Strategie und geeigneter Parameter fr ein gegebenes Problem durch eine
automatischen Strategiewahl erfolgen die in Abschnitt 		 behandelt wird	
Eine Klasse von Parallelisierungsstrategien sind die Allgemeinen Strategien	 Sie verwen
den keinerlei programmspezisches Wissen und wirken berall im Rekursionsbaum gleich	
Die Idee der allgemeinen Strategien ist die Zahl der Threads zu berwachen und gegebenen
falls neue Threads zu erzeugen wenn deren aktuelle Anzahl unter einen bestimmten Wert
fllt	 Dieser Wert ist gleichzeitig der Parameter der Strategie	 Um eine Skalierbarkeit mit
der Maschinengre zu erreichen wird er mit der Zahl der Prozessoren multipliziert	 Eine
mgliche allgemeine Strategie wre z	B	 erzeuge mglichst fnf Threads fr jeden Prozes
sor  was auf vier Prozessoren insgesamt  Threads erzeugen wrde	 Andere allgemeine
Strategien die keine Parameter bentigen wren etwa erzeuge bei jeder Gelegenheit einen
Thread oder erzeuge niemals einen Thread 	
Alle parametrisierten allgemeinen Strategien erfordern da die Zahl der aktuell aktiven
Threads und die der bisher schon erzeugten Threads aufgezeichnet wird	 Dafr ist es ntig
kritische Abschnitte im Programm einzufhren um Schreibkon"ikte des Threadzhlers zu
vermeiden	 Das ruft einen Mehraufwand hervor der die Ezienz bei sehr feinkrnigen
Problemen mindern kann	
Eine andere Strategieklasse ergibt sich aus der Betrachtung des Rekursionsbaums Es
wre fr die Parallelisierung von Vorteil wenn nur oben im Rekursionsbaum Threads ge
startet wrden weil die unteren Baumebenen hauptschlich aus Blttern und kleinen Teil
bumen bestehen die die Erzeugung einer eigenen Aktivitt kaum lohnen	 Dies ist die Idee
der Tiefenstrategie	 Sie erzeugt nur bis zu einer gegebenen Baumebene Threads	 Diese
Baumebene ist gleichzeitig der Strategieparameter	
Fr diese Strategie mu die aktuelle Rekursionstiefe ermittelt werden was durch au
tomatische Einfhrung eines zustzlichen Tiefenparameters fr alle rekursiven Prozeduren
geschehen kann	 Der damit verbundene Mehraufwand an Laufzeit ist vernachlssigbar	
Schlielich lassen sich die obigen Strategien im Zusammenhang betrachten was zu den
Kombinierten Strategien fhrt	 Eine kombinierte Strategie wre z	B	 erzeuge fnf Threads
pro Prozessor aber nur bis zur Rekursionstiefe sieben 	
Die folgende Auflistung beschreibt die Strategien und ihre Hauptanwendungsgebiete im
einzelnen	 Dabei werden zustzlich prgnante englische Abkrzungen eingefhrt die im
weiteren Verwendung nden
Allgemeine Strategien  Die Entscheidung ber die Threaderzeugung wird anhand der
aktuellen Zahl von Threads bzw	 der bisher erzeugten Zahl von Threads gefllt	 Alle
Parameter N werden mit der Zahl der Prozessoren P multipliziert	 Typische Werte
fr N bewegen sich im Bereich     	
First N  Nur die ersten N   P Mglichkeiten einen Thread zu erzeugen werden
wahrgenommen	 Das entspricht einer Parallelisierung auf den oberen Baumebe
nen unabhngig vom Verzweigungsgrad	 Anwendungsgebiet sind ausgewogenere
Rekursionsbume bei denen die ersten Aufrufe bereits gengend Parallelittspo
tential bieten	
Keep N  Erzeuge einen neuen Thread wenn die aktuelle Zahl aktiver Threads kleiner
als N   P ist	 Die Zahl aktiver Threads wird hierbei erhht wenn eine Aktivitt

gestartet wird und erniedrigt wenn die startende Prozedur die beendete Aktivitt
einsammelt 	 Diese Strategie verteilt die Arbeit ber den Rekursionsbaum 
freiwerdende Threads knnen dort aktiv werden wo noch Arbeit vorhanden ist	
Active N  Wie Keep N  aber die Zahl aktiver Threads ist anders deniert Der
Threadzhler wird direkt nach Abschlu der parallelen Aktivitt erniedrigt d	h	
neue Threads knnen schon erzeugt werden bevor die Elternprozedur berhaupt
die Ergebnisse ihrer Kinder aufgelesen hat	 Dadurch wird im Vergleich zu Keep
N eine hhere Zahl von Threads ermglicht aber die Zahl der unaufgesammelten
Threads kann stark zunehmen	
Always Starte anstelle jedes rekursiven Aufrufs einen Thread entspricht Keep 
 ntzlich fr grobkrnige Probleme mit kleinem Rekursionsbaum	
Never Niemals einen Thread starten Keep  was fr Probleme sinnvoll sein kann
bei denen die Threaderzeugungskosten hher sind als die eigentliche Rechenarbeit	
Neverever Dies ist keine eigentliche Strategie sondern bezeichnet im folgenden den
sequentiellen Ablauf vllig ohne Threadeinfhrung und ohne kritische Abschnitte	
Durch einen Vergleich mit Neverever lt sich der durch Threads hervorgerufene
Mehraufwand bestimmen	
Tiefenstrategie Depth D Erzeuge genau in den oberen D Ebenen des Rekursionsbaums
Threads Ebene    D  	 Diese Strategie vermeidet die Erzeugung von Threads
fr unrentabel kleine Unterbume im unteren Bereich des Rekursionsbaums die besser
sequentiell berechnet werden	 Da hierbei kein Threadzhler bentigt wird entfllt der
Mehraufwand fr kritische Abschnitte im Gegensatz zu den parametrisierten allgemei
nen Strategien	
Typische Werte fr D liegen im Bereich      aber tiefe Rekursionsbume knnen
durchaus Tiefen von 
 erfordern	
Im Gegensatz zur First N Strategie bezieht Depth D bei zunehmendem Parameter
D ganze Ebenen des Rekursionsbaums unabhngig von der Anzahl bereits erzeugter
Threads mit ein	 First N zhlt hingegen einzelne rekursive Aufrufe	
Kombinierte Strategien Combined Strategies Gleichzeitige Verwendung von allgemei
ner und Tiefenstrategie	 Die allgemeine Strategie begrenzt die Zahl der Threads und
die Tiefenstrategie vermeidet die Parallelisierung kleiner Unterbume	 Allerdings sind
aufgrund der allgemeinen Strategie wieder kritische Abschnitte im Programm ntig	
Keep N until Depth D Erzeuge Threads wenn die aktuelle Tiefe kleiner ist als D
und es weniger als N   P Threads gibt	
Active N until Depth D Entsprechend aber mit der ThreadzahlSemantik von
Active N 	
Wie sich in Abschnitt 		 herausstellt bringt die Kombination von Strategien aller
dings nicht die erhoten Vorteile weswegen im weiteren nicht immer auf sie eingegan
gen wird	

Diese Strategien decken alle rekursiven Programme ohne Datenabhngigkeiten ab	 Weiterge
hende Strategien die auf problemspezischer Information wie der Laufzeit von Teilbumen
je nach Eingabegre aufsetzen sind denkbar aber sehr problemspezisch und von genauer
Information seitens des Programmierers abhngig	 Sie werden daher nur im Ausblick der
Arbeit betrachtet	
Es ist noch anzumerken da viele manuelle Parallelisierungen auf der Idee einer globalen
Warteschlange mit Teilauftrgen task queue und einer Menge von Arbeitsprozessen worker
pool bestehen	 Eine Variation dieses Ansatzes ist der problem heap von Staunstrup et al	
	 Die Prozesse holen sich jeweils einen Teilauftrag ab bearbeiten ihn und fordern dann
den nchsten Teilauftrag an	 Dieses Modell pat nicht auf das hier betrachtete Problem
Es setzt auf zu niedriger Ebene an  die konkrete Zuordnung von von REAPAR erzeug
ten Threads auf die Prozessoren des Systems erfolgt durch das Betriebssytem aufgrund von
genau solchen Warteschlangen aber die Entscheidung ber die eigentliche Erzeugung ei
ner Aktivitt geschieht durch REAPAR eine Ebene darber	 Eine Wiederverwendung von
Threads lohnt sich wegen der ezienten Zwischenspeicherung bei Solaris laut Handbuch
ausdrcklich nicht 
	
Zum anderen ist es in diesem Modell nicht trivial die Reihenfolge der Ausfhrung zu
kontrollieren damit nicht z	B	 ein Knoten weiter berechnet wird bevor alle seine Unterbume
abgeschlossen sind	 Solche Garantien bezglich der ElternKindReihenfolge sind hingegen
bei der von REAPAR verwendeten Methode trivialerweise gegeben	 Auerdem gestaltet sich
die sptere Realisierung meiner Methode einfacher als die automatische explizite Erzeugung
von Arbeitseinheiten und ihre Zuordnung zu Arbeitsprozessen	 Der Erfolg in der Praxis gibt
meinem Ansatz recht	

 Strategiewahl anhand von Laufzeitgren
Eine gute Parallelisierungsstrategie erzeugt eine nicht zu groe Anzahl von nicht zu kleinen
Threads	 Wenn man die genaue Gre also Laufzeit aller Teilprobleme statisch feststellen
knnte wre die a priori Auswahl einer geeigneten Strategie mglich	 Da dies bei irregulren
Problemen aber nicht der Fall ist mssen dynamisch gewonnene Kenngren des Problems
verwendet werden	 Ein Probelauf des Programms mit reprsentativen Daten liefert dabei
die ntige Information	
Dabei sind HeisenbergEekte zu vermeiden d	h	 die Messung der Kenngren darf nicht
so aufwendig sein da sie den Ablauf des Programms verflscht	 Auerdem mu eine Kenn
gre fr den Zweck der Strategiewahl leicht quantizierbar und automatisch auswertbar
sein  eine Aussage wie der Baum ist regelmig aufgebaut ist zu unprzise und das
dritte Kind jedes Knotens hat doppelt so viele Unterknoten wie das zweite ist zwar przise
aber kaum allgemein automatisch auswertbar	
 Kenngren
Ein rekursives Programm bietet nach diesen berlegungen folgende Kenngren an
Rekursive Prozeduren Welche Prozeduren rekursiv sind lt sich dank der Annahme
der FunktionszeigerFreiheit statisch aus dem Programmcode bestimmen	
Laufzeit Die sequentielle Laufzeit t
seq
des Problems ist Basis der Beschleunigungsmessun
gen und erlaubt Granularittsaussagen	

Rekursionstiefe Die erreichte maximale Tiefe T  b des Rekursionsbaums b gibt Aufschlu
ber die Gre des Problems	 Die Verteilung der Rekursionstiefen der Unterbume ist
ein Ma fr die Unregelmigkeit	
Verzweigungsgrad Wie die Rekursionstiefe beschreibt der Verzweigungsgrad V  b des Re
kursionsbaums b dessen Regelmigkeit	 Auerdem erlaubt ein fester Verzweigungs
grad V ist immer  oder X weitere Optimierungen in der Threaderzeugung wie
spter genauer beschrieben wird	
Knoten und Blattzahl In Verbindung mit der sequentiellen Laufzeit erlauben diese Zah
len jKnoten bj  jBl
tter bj und jBl
tter bj eine Abschtzung der Granularitt	
Wenn die durchschnittliche Laufzeit pro Blatt z	B	 wesentlich kleiner ist als der Auf
wand zur Threaderzeugung dann sind Strategien zu vermeiden die kleine Restbume
und Bltter als eigene Threads starten wrden	
Die Knotenzahl entspricht dem Zhler der Prozeduraufrufe bei konventionellen Lauf
zeitprolen	
Rekursionsbaum Wenn die Granularitt des Problems es erlaubt die Datengewinnung
und Menge der Daten also nicht bermig gro sind knnen alle Rekursionsbume
eines Programmlaufs aufgezeichnet werden	 Der Rekursionsbaum ist die genaueste
Basis fr eine Strategiewahl aber auch nicht perfekt weil folgende Programmlufe
mit anderen Daten zu anderen Bumen fhren knnen	
Eine Anreicherung des Baums mit Informationen ber die Rechenzeit jedes Teilbaums
wrde hilfreich sein scheitert bei feingranularen Problemen aber an der erzielbaren
Genauigkeit der Zeitmessung	
Es ist mglich Rekursionstiefe t Verzweigungsgrad v und Knotenzahl z miteinander tabella
risch zu kombinieren indem man fr jede Prozedur P aufzeichnet welcher Verzweigungsgrad
in welcher Rekursionstiefe wie oft auftritt	 Es ergibt sich also eine Tabelle z
P
 t v der ent
sprechenden Zhler  ein konkretes Beispiel ndet sich spter in Abbildung 		 Diese
Tabelle bildet einen kompakten Kompromi zwischen der informationsarmen globalen Re
kursionstiefe und dem eventuell sehr groen exakten Rekursionsbaum	 Aus einer Tabelle
lt sich der Rekursionsbaum mit gewissen Informationsverlusten gegenber dem exakten
Baum rekonstruieren wie Abschnitt 		 im Realisierungskapitel darstellt	
Wenn mehrere Iterationen ber eine rekursive Prozedur P auftreten d	h	 P mehrfach
von einer nichtrekursiven Prozedur aufgerufen wird schlgt sich das im tabellarischen Prol
durch mehrere Eintrge auf Rekursionstiefe Null nieder	 Im Falle der kompletten Baumauf
zeichnung wird fr jeden externen Aufruf ein neuer Rekursionsbaum erzeugt	
Aus den aufgefhrten Kenngren lassen sich wie erwhnt weitere Charakteristika ablei
ten etwa die Granularitt als T
seq
Bl
tter b	 Dabei wird angenommen da sich die Bltter
des Baums in ihrer Ausfhrungszeit nicht wesentlich unterscheiden  eine Detailbetrach
tung einzelner BlattZeiten ist in der Realitt nicht ntig wie die Ergebnisse in Kapitel 
zeigen	
Andere Gren wie der Umfang der Eingabedaten sind hier nicht aufgefhrt da sie als
black box parameter fr alle folgenden Programmlufe hnlich sind und sich zudem auto
matisch kaum bestimmen lassen	 Leichter mebare verwandte Gren wie der Speicherbedarf
des Problems tragen nicht sinnvoll zur Strategiewahl bei	
Auerdem gibt es noch Kenngren der Maschine wie Prozessorgeschwindigkeit Zahl der
Prozessoren oder Kosten fr die Threaderzeugung die eine genauere Denition von Begrien
wie grobgranular berhaupt erst ermglichen und daher in die Strategiewahl mit eingehen	

 Strategiewahl
Basierend auf diesen Kenngren soll nun eine Parallelisierungsstrategie unter den mgli
chen  bis  Kombinationen ausgewhlt werden	 Die automatisch gewhlte Strategie
soll mglichst nahe an die Leistung der real optimalen Strategie herankommen	 Fr die
Strategiewahl bieten sich mehrere Methoden an
Heuristiken Die Kenngren werden ggf	 weiter aufbereitet etwa durch Klassikation des
Rekursionsbaums oder Operationen auf dem Verzweigungsprol	 Ein Satz von Regeln
bestimmt daraufhin welche Parallelisierungsstrategie am erfolgversprechendsten ist	
Der Vorteil ist da eine Entscheidung aufgrund von Heuristiken schnell und ohne
groen Aufwand erfolgen kann	 Ntig fr diesen Ansatz ist ein klarer und kleiner Satz
von Regeln um eine Feinabstimmung auf die verwendeten Benchmarks zu verhindern
und die allgemeine Verwendbarkeit zu frdern	
Simulation Auf einem aufgezeichneten Rekursionsbaum wird das Verhalten einer paralle
len Ausfhrung mit verschiedenen Parallelisierungsstrategien simuliert	 Die Strategie
die in der Simulation am besten abschneidet wird fr die Parallelisierung verwendet	
Die Simulation kann genauer auf das reale Verhalten des Programms eingehen als eine
Heuristik	 Fr einen erfolgreichen Einsatz einer Simulation ist aber ntig da die
Strategien die in der Simulation am besten abschneiden auch in der Realitt eine
sehr gute Beschleunigung erreichen	 Zudem sollte die Laufzeit der Simulation deutlich
geringer sein als die Laufzeit des eigentlichen Programms da das System sonst statt
einer Simulation einfach alle Parallelisierungsmglichkeiten real durchprobieren knnte	
Maschinelles Lernen Die Automatisierung der Datensammlung ernet die Mglichkeit
die fr maschinelles Lernen ntigen Datenmengen bereitzustellen	 Das System lernt
dazu an einer Reihe von Benchmarks die fr alle mglichen Strategien erzielten Be
schleunigungen und kann danach Vorhersagen der Beschleunigung unbekannter Pro
gramme treen	
Problem dieser Methode ist das System mit einem breiten Bereich von Daten einzu
lernen und vor allem unbekannte Programme automatisch so zu klassizieren da ihr
Verhalten aus einer Kombination der bekannten Benchmarks abgeleitet werden kann	
Ein Auswendiglernen der Benchmarks ist zu vermeiden	
Leistungsmodellierung Eine Modellierung der Leistung aller Strategien fr ein gegebenes
Programm d	h	 der erreichten Beschleunigungen kann ebenfalls als Auswahlkriterium
fr eine Strategie dienen eine Einfhrung in die Leistungsanalyse ndet sich in 	
Notwendig dazu ist ein allgemeines Modell fr die Beschleunigung rekursiver Program
me z	B	 basierend auf dem Rekursionsbaum	 Aus dem Baum knnten die von den
Strategien erzeugten Arbeitseinheiten abgeleitet und etwa in einem Warteschlangen
modell das die Threadabarbeitung beschreibt analysiert werden	 In sich geschlossene
Formeln zur Leistungsvorhersage erscheinen angesichts des komplexen Problems kaum
mglich	 Eine alternative Modellierung wre die Simulation des Threadablaufs wie sie
oben bereits beschrieben wurde d	h	 die Simulation kann konzeptionell der Leistungs
modellierung zugeordnet werden	
Die Herausforderung besteht im Aufstellen des allgemeinen Modells das fr alle rekur
siven Programme gelten mu	 Auerdem darf die Laufzeit der Analyse nicht zu hoch

im Vergleich zur Programmlaufzeit selbst werden was bei aufwendigen Warteschlan
genmodellen nicht immer garantiert werden kann	
Fr das System wurde ein kombinierter Ansatz von Heuristiken und Simulation gewhlt
nachdem sich anfngliche Anstze mit maschinellem Lernen als weniger erfolgversprechend
herausgestellt hatten siehe Anhang A		
Die Mglichkeit eine Strategie erst zur Laufzeit des Programms zu whlen und dem
Programmverhalten dynamisch anzupassen wurde nicht weiter verfolgt Zum einen wrde
eine solche dynamische Anpassung wesentlich komplexeren Programmcode erfordern der
die Laufzeit des Programms stark verflschen knnte  die in dieser Arbeit realisierten
Strategien verwenden hingegen nur einen Vergleich von zwei ganzen Zahlen	 Abhilfe schaen
knnte eine Strategiewahl die nur alle n Programmschritte durchgefhrt wird was aber das
schwierige Problem aufwirft einen Programmschritt automatisch zu erkennen und seine
Granularitt automatisch einzuschtzen	 Zum anderen sind manche Strategien auf Daten
angewiesen die andere Strategien gar nicht zur Verfgung haben etwa die ThreadZhler
bei den allgemeinen Strategien	 Ein Wechsel von Tiefenstrategie zu allgemeiner Strategie
wre damit nicht mglich oder aber die Tiefenstrategie mte ebenfalls Zhler mitfhren
was wie erwhnt zu Leistungseinbuen fr kritische Abschnitte fhren kann	 Des weiteren
sind viele der aufgezeichneten Daten erst nach dem Programmablauf aussagekrftig z	B	
lt sich die maximale Rekursionstiefe erst genau bestimmen wenn das Programm beendet
ist	
Aus diesen Grnden untersucht die weitere Arbeit nur zur Laufzeit konstante Strategien
die sich jedoch in der Praxis gut bewhren und sehr gute Beschleunigungen erziehen wie
Kapitel  zeigt	

 Instrumentierung zur Datengewinnung
Nachdem im vorigen Abschnitt aufgefhrt wurde welche LaufzeitInformationen des Pro
gramms fr die Strategiewahl ntzlich sein knnen bleibt die Frage wie diese Informationen
automatisch gewonnen werden knnen	 Ein Automatismus zur Datensammlung proling
ist ntig da das Gesamtsystem automatisch arbeiten soll und es dem Benutzer des Systems
nicht zugemutet werden kann sein Programm selbst um eine Datensammlungskomponente
zu erweitern	 Auerdem garantiert eine automatische Sammlung auch konsistente Datenfor
mate und damit eine einfache Weiterverarbeitung	
 Anforderungen und Entwurfsentscheidungen
Die Grundidee der automatischen Datengewinnung ist den Quellcode des zu untersuchen
den Programms so zu erweitern da die gewnschten Daten whrend des Programmlaufs
gesammelt und ausgegeben werden  den Vorgang der Quellcodenderung nennen wir In
strumentierung	 Folgende Anforderungen stellen sich in diesem Kontext

 Die Datensammlung mu automatisch in den Quellcode des Programms einzubringen
sein eine Instrumentierung des Binrcodes wird nicht weiter betrachet da sie mit viel
weniger Informationen auskommen mte als der Quellcode sie bietet und die ntige
Infrastruktur erheblich aufwendiger und maschinenabhngiger wre	

 Sie darf die Semantik des Programms nicht verndern	


 Sie darf die Programmlaufzeit nicht stark verflschen  eine Bestimmung der Laufzeit
die selbst die Laufzeit z	B	 durch Zerstren des CacheInhalts wesentlich erhht ist
oensichtlich nicht akzeptabel	

 Die gewonnenen Daten mssen automatisch weiterzuverarbeiten sein	

 Es sollte bei Bedarf mglich sein verschiedene Grade an Datensammlung zu whlen
um z	B	 interessante Prozeduren des Programms detaillierter zu analysieren oder un
interessante Teile auszublenden	
Vor diesem Hintergrund stellen sich die Entwurfsentscheidungen
Durchfhrende Systemkomponente Die Instrumentierung kann durch einen speziell
erweiterten bersetzer compiler oder durch ein vom bersetzer unabhngiges Pro
gramm erfolgen	
Vorteil des bersetzers ist da dieser ber weitgehende semantische Information ver
fgt z	B	 alle Prozeduraufrufe und ihre Parameter kennt	 Der Nachteil ist pragma
tischer Natur  frei erhltlicher Quellcode zu bersetzern etwa gcc ist historisch
gewachsen und erfordert lange Einarbeitung bevor er produktiv verwendbar ist	 Au
erdem legt man sich mit der Wahl eines bersetzers in der Infrastruktur sehr fest	
Ein eigenstndiges Programm das den Quellcode des zu untersuchenden Programms
einliest ihn manipuliert und den resultierenden Quellcode ausgibt ist hingegen unab
hngig vom verwendeten bersetzer und damit portabler	 Als Systemkomponente ist
es auerdem bersichtlicher und voraussichtlich leichter zu entwickeln	 Nachteil ist
da eventuell schon im bersetzer vorhandene Informationen nochmals ermittelt wer
den mssen	 Eine UnterEntscheidung ist hierbei ob ein kompletter Zerteiler parser
mit zustzlichen semantischen Analysen ntig ist oder ob ein auf Syntax und Mustern
basierter Ansatz ausreicht	
Infrastruktur Es bietet sich an eine Bibliothek mit Funktionen bereitzustellen die die
Infrastruktur der Datensammlung bilden	 Diese Funktionen bieten z	B	 spezielle Da
tenstrukturen an fgen dem Laufzeitprol Informationen hinzu oder geben es aus	 Die
Instrumentierung des Programms fgt dann an geeigneten Stellen solche Funktionsauf
rufe ein	
Ausgabe Die Ausgabe des Prols sollte nach Ende des eigentlichen Programms erfolgen
um den Ablauf nicht zu verflschen	 Sie kann entweder binr codiert in eine spezi
elle Datei geschrieben werden die spter von Auswertewerkzeugen interpretiert wird
oder textuell auf der Standardausgabe erfolgen	 Letzterer Ansatz hat den Vorteil da
whrend der Entwicklung des Systems die Arbeitsweise der Instrumentierung leichter
berprft werden kann und keine zustzlichen Dateien ntig sind	 Im letzteren Fall mu
die durch das System erzeugte zustzliche Ausgabe einfach automatisch auszultern
sein um eine eventuelle Weiterverarbeitung der Programmausgabe durch Fremdwerk
zeuge nicht zu behindern	
Die Techniken der Instrumentierung z	B	 das Einfgen von Zhlern fr Prozeduraufrufe oder
die Erweiterung von Prozeduren um einen RekursionstiefenParameter werden in Kapitel 
genauer beschrieben	

 Optionen
Die Instrumentierung eines Programms sollte automatisch erfolgen aber an einigen Stellen
kann es sinnvoll sein Benutzereingrie zu ermglichen	 Zum einen sind Annotationen des
Programmcodes eine Mglichkeit nicht integrierte Komponenten wie die Datenabhngig
keitsanalyse zu ersetzen	 Zum anderen mchte der Benutzer eventuell das Systemverhalten
steuern	 Auf der Entwurfsebene ergeben sich diese Parameter
Prozedurauswahl Das Standardverhalten des Systems ist jede rekursive Prozedur zu
instrumentieren damit ohne Benutzereingri alle Daten erfat werden	 Fr den Fall
da einige Prozeduren uninteressant sind soll sich die Datensammlung fr sie gezielt
abschalten lassen	
Baumaufzeichnung Fr eine genauere Analyse des Programms ist es sinnvoll den ge
samten Rekursionsbaum aufzuzeichnen	 Dies sollte aber nur optional geschehen um
den zu erwartenden hheren Aufwand in Datensammlung und Datenmenge vermeiden
zu knnen	
Zeitmessungen Die Knotenlaufzeiten grobgranularer Rekursionen lassen sich auch mit der
Zeitauflsung des Betriebssystems sinnvoll messen	 Da die Granularitt einer Proze
dur nicht automatisch statisch zu ermitteln ist sollte diese Zeitaufzeichnung optional
erfolgen	
Auerdem kommen typische Optionen wie die Wahl eines mehr oder weniger detaillierten
Fortschrittreports der Instrumentierung hinzu	


 Parallelisierung fr Threads
Die eigentliche Parallelisierung des Programms hnelt technisch stark der Instrumentierung
zur Datengewinnung	 Auch hier wird Programmcode eingefgt der die gewnschte Funk
tionalitt erbringt Abprfen von Laufzeitbedingungen der Strategiewahl Erzeugen von
rekursiven Aufrufen als Threads Einsammeln der Threads nach Ende der Berechnung usw	
 Anforderungen und Entwurfsentscheidungen
Die Anforderungen bezglich Automatisierung und Semantikerhalt decken sich mit denen an
die Instrumentierung	 Auch bei der Systemkomponente stellen sich die gleichen Alternativen	
Als Infrastruktur werden die ThreadBibliotheken des Betriebssystems verwendet	
 Optionen
Wie schon bei der Instrumentierung soll es auch bei der ParallelisierungMglichkeiten geben
das Systemverhalten zu beein"ussen	 Dabei ist darauf zu achten da die Standardeinstellung
ohne Benutzereinwirkung bereits in einer guten Parallelisierung resultiert
Prozedurauswahl Normalerweise werden alle rekursiven Prozeduren parallelisiert	 Es ist
aber sinnvoll einzelne Prozeduren davon auszuschlieen wenn sie z	B	 sequentialisie
rende Datenabhngigkeiten enthalten nicht den Kernteil der Berechnung darstellen
und daher uninteressant sind oder sie zu feinkrnig fr eine eziente Parallelisierung
sind	

Warten auf Teilberechnungen Da das System keine Datenabhngigkeitsanalyse ent
hlt sondern auf existierende Analysen aufbaut mu eine Schnittstelle zu diesen Ana
lysen gegeben sein	 Sie kann etwa durch Programmannotationen realisiert werden	
Ohne solche Annotationen fgt das System direkt vor dem Ende einer Prozedur Code
ein der die Ergebnisse von in der Prozedur gestarteten Threads aufsammelt	 Wenn
diese Ergebnisse bereits frher bentigt werden soll eine entsprechende Annotation
das dem System mitteilen knnen	
Wahl der Prozessorzahl Beim Start des parallelen Programms sollte angegeben werden
knnen wieviele der vorhandenen CPUs eines Mehrprozessorrechners verwendet wer
den sollen	 Damit kann anderen Benutzern Rechenleistung reserviert werden	 Die
Grundeinstellung ist alle verfgbaren CPUs zu belegen	
Auerdem gibt es Optionen zur weiteren Optimierung wie das Verhindern einer Threader
zeugung fr den letzten rekursiven Aufruf in einer Prozedur die im Implementierungskapitel
genauer beschrieben werden	
		 REAPAR Systemberblick
In Hinblick auf diese Entwurfsentscheidungen ergibt sich ein Strukturbild des Gesamtsy
stems das in Abbildung 	 gezeigt ist	
Datensammlungs−Lauf
Einführung von
Thread−Konstrukten
Instrumentierung
zur Datensammlung
Benutzerprogramm Zusätzliche Information
Gesammelte Daten
Maschinenparameter
Auswahl−Heuristiken
  Ursprüngliches
Programm
  Instrumentiertes
Programm
  Threadparalleles
Programm
  Optimiertes
paralleles Programm
Auswahl der
Parallelisierungs−
strategie
(Benutzer−Annotationen)
(Benutzer−Annotationen)
Abbildung 	 Ablauf des REAPAR Systems
Der Quellcode des Programms wird durch das System automatisch instrumentiert und
parallelisiert ggf	 unter Bercksichtigung von Annotationen des Benutzers	 Beim Melauf

sammelt das Program die ntigen Daten um eine Auswahl der Parallelisierungsstrategie
vorzunehmen	 Das optimierte parallele Programm wird dann auf hnlichen Datenstzen
mehrfach aufgerufen	
Die Datensammlung kann prinzipiell auch am bereits parallelisierten Programm erfolgen
 fr diesen Zweck wrde eine mglichst allgemeine Strategie gewhlt die voraussichtlich
eine gewisse wenn auch nicht optimale Beschleunigung erzielt	 Allerdings ist dann z	B	 eine
detaillierte Aufzeichnung des Rekursionsbaums technisch schwierig da ein paralleler Aufbau
der entsprechenden Datenstruktur zu Schreibkon"ikten fhrt und das Einfhren kritischer
Abschnitte die parallele Beschleunigung bei allen auer den grobgranularsten Programmen
zunichte macht	
Die BenutzerAnnotationen stellen zugleich eine Schnittstelle zu anderen Systemen dar	
Eine Komponente die eine Datenabhngigkeitsanalyse des Quellcodes durchfhrt und dabei
ermittelt an welchen Stellen des Programms die Ergebnisse vorheriger rekursiver Aufrufe
bentigt werden kann dieses Wissen als Annotation in den Quellcode einbauen	 Fr das
REAPAR System ist es unerheblich ob die Annotation manuell oder durch weitere System
komponenten erstellt wurde$ dadurch ist das System leicht erweiterbar	


Kapitel 
Realisierung
Nachdem die Anforderungen und der grundlegende Entwurf des Systems bekannt sind be
schreibt dieses Kapitel die konkrete Realisierung und Implementierung	 Dazu gehren die
gewhlten Methoden zur Verwirklichung des Entwurfs Hilfsmittel die den Umfang dieser
Arbeit in realistischen Grenzen halten die Erklrung der realisierten Systemkomponenten
und eine Beschreibung der Einschrnkungen des Systems	
Dieses Kapitel umfat mit der Beschreibung der Instrumentierung der Parallelisierung
und der Strategiewahl den technischen Kernteil der Arbeit	
 Szenario der Anwendung
Bevor wir auf die Details der Realisierung eingehen soll das folgende Anwendungsszenario
einen Eindruck des Systems und des typischen Einsatzes geben
Ein Anwender ohne Erfahrung mit der Parallelisierung von Programmen hat Zugri auf
einen Mehrprozessorrechner mit gemeinsamem Speicher	 Er
 
wei aber da das REAPAR
System Rekursionen parallelisiert um eine beschleunigte Ausfhrung auf Parallelrechnern zu
erzielen	 Daher schreibt er seinen Algorithmus zur Galaxiensimulation in C und formuliert
ihn in der natrlichen rekursiven Weise anstatt ihn iterativ umzuschreiben	 Er ist sich
sicher da die einzelnen rekursiven Aufrufe der Simulation auf unabhngigen Daten arbeiten	
Rekursive Prozeduren zum Aufbau der Galaxiendaten die nicht parallelisiert werden sollen
weil sie erwartungsgem einen vernachlssigbaren Teil der Gesamtlaufzeit ausmachen und
schreibend auf gemeinsame Daten zugreifen annotiert er im Quellcode als nicht parallel	
Nach abgeschlossener Fehlersuche auf einem Einprozessorrechner bergibt der Benut
zer seinen Quellcode und die Eingabeparameter fr den Testlauf des Programms an das
REAPARSystem	 Das System instrumentiert automatisch den Code bersetzt ihn und
fhrt ihn sequentiell aus	 Dabei wird das tabellarische Laufzeitprol aufgezeichnet und
nach Programmende automatisch analysiert	 Die Analyse ergibt da auf ein Blatt bezogene
Laufzeit sehr klein ist	 Daher verwendet REAPAR eine Heuristik die einen guten Parameter
fr die Tiefenstrategie zur Parallelisierung des Programms auswhlt  fr eine allgemeine
Strategie ist das Problem zu feingranular	 Auerdem bemerkt das System da sich das
Programm entweder achtmal oder nie rekursiv verzweigt	 Es empehlt dem Benutzer daher
eine NothreadAnnotation einzufgen s	u	 die den parallelen Ablauf weiter beschleunigen
kann	
 
oder sie  durch konsistente Verwendung des mnnlichen Pronomens in dieser Arbeit sollen keinesfalls
antiemanzipatorische Denkweisen gefrdert werden

Schlielich parallelisiert das System das Programm durch automatisches Einfgen von
Threaderzeugungen im Quellcode und bersetzt es	 Der Benutzer kann nun das resultierende
ausfhrbare parallele Programm fr seine nchsten  Eingabedaten verwenden die wie die
Testdaten Kugelsternhaufen darstellen d	h	 eine hnliche Grundstruktur aufweisen	
Durch die Verwendung von REAPAR nutzt er also die Vorteile eines beschleunigten par
allelen Ablaufs aus ohne ber Kenntnisse der Parallelisierung zu verfgen	 Das notwendige
Wissen um Datenabhngigkeiten die laut REAPARHandbuch einem parallelen Ablauf im
Wege stehen besitzt er als Autor des Programms bereits und das System gibt ihm zustzlich
automatisch Hinweise wie er die Leistung noch weiter steigern kann	
Fr viele Programme ohne Datenabhngigkeiten sind noch nicht einmal Annotationen
ntig weil das Standardverhalten des Systems bereits eine gute Parallelisierung bewirkt	
 Techniken und Werkzeuge
Das gesamte REAPAR System wurde unter UNIX Solaris 	 entwickelt	 Zum Einsatz ka
men auf der CSeite die bersetzer von Sun und der frei verfgbare gcc sowie der Quellcode
Debugger gdb	 Die Analyse und Quellcodetransformationswerkzeuge wurden wie unten er
lutert in perl geschrieben	 Fr bergreifende Kontrollstrukturen z	B	 die Steuerung einer
Mereihe ber alle Parallelisierungsstrategien hinweg und zur Auswertung der Ergebnisse
fanden verschiedene Scripte in sh csh und awk Verwendung	
Die Parallelisierung ndet wie erwhnt durch die Verwendung von Threads statt rekursi
ver Aufrufe statt	 Es gibt die POSIXNorm IEEE Standard 	c

 fr die Program
mierschnittstelle von Threads so da die Portabilitt von ThreadProgrammen gewhrleistet
ist	 Die in dieser Arbeit verwendeten SolarisThreads 
 sind funktional quivalent zu den
POSIXThreads 
 bieten zustzlich aber noch eine weitere Hierarchieebene der Pro
grammierer kann bestimmen durch wieviele grundlegende Betriebssystemobjekte LWPs
die Threads ausgefhrt werden und damit den potentiellen Parallelismus des Programms
steuern z	B	 nur sechs von acht verfgbaren Prozessoren einer Maschine belegen	
 Annotationen
Im vorangehenden Kapitel und im obigen Szenario wurde die Mglichkeit aufgezeigt Annota
tionen des Quellcodes als Eingrismglichkeit des Benutzers und als Schnittstelle zu anderen
Werkzeugen zu verwenden	 Das REAPAR System untersttzt die folgenden Annotationen
in Form von CKommentaren
 NOPARALLEL 
Die Prozedur in oder vor der diese Annotation steht wird nicht parallelisiert	 Ein
satzbereiche sind Prozeduren deren rekursive #ste nicht unabhngig voneinander sind
oder Prozeduren in unteren Ebenen einer Rekursionshierarchie die zu feinkrnig fr
eine lohnende Parallelisierung sind	
Ohne diese Annotation parallelisiert das System alle rekursiven Prozeduren mit den
in Abschnitt 	 aufgefhrten Einschrnkungen	
Das REAPAR Werkzeug hierarchieschecksimulation gibt automatisch anhand
eines Rekursionsbaums Empfehlungen bei welchen Prozeduren in tieferen Hierarchie
ebenen sich eine solche Annotation lohnen knnte siehe Abschnitt 				

 NEEDRESULTS 
Normalerweise werden alle Threads die in einer Prozedur anstelle von rekursiven Auf
rufen erzeugt wurden kurz vor Verlassen der Prozedur wieder eingesammelt d	h	 vor
jedem return und am Prozedurende	 Wenn von diesen Threads berechnete Daten
schon frher in der Prozedur bentigt werden kann durch Verwendung dieser Anno
tation eine zustzliche Stelle zur Threadzusammenfhrung eingefgt werden	 In den
Programmzeilen nach der Annotation sind dann alle vor ihr in der Prozedur erzeugten
Threads beendet	
Diese Annotation kann z	B	 von einem DatenabhngigkeitsAnalysewerkzeug eingefgt
werden	
 NOTHREAD 
Diese Annotation veranlat da der ihr folgende rekursive Aufruf nicht als Thread
parallelisiert wird	 Dies kann die Leistung des Programms erhhen wenn eine stati
sche Zahl von rekursiven Aufrufen in einer Prozedur vorliegt und den Aufrufen groen
Berechnungen mehr folgen	 In diesem Fall lohnt es sich den letzten rekursiven Auf
ruf nicht als Thread sondern sequentiell durchzufhren was eine Threaderzeugung
einspart	
Abschnitt 		 zeigt da manche Benchmarks durch die NothreadAnnotation einen
deutlichen Leistungsgewinn verbuchen knnen	
Standardverhalten des Systems ist die Parallelisierung aller rekursiven Aufrufe in einer
Prozedur	 Das System erkennt durch Analyse der Laufzeitdaten ob eine Prozedur von
dieser Annotation protieren knnte und gibt dem Benutzer einen entsprechenden
Hinweis  ein automatisches Einfgen der Annotation wre angenehmer zu benutzen
aber ist mit den technischen Gegebenheiten nur schwer zu realisieren	
 NOSTATS 
Ist genauere Information ber eine rekursive Prozedur fr den Benutzer uninteressant
so kann er mit dieser Annotation vor oder in der Prozedur bewirken da fr sie kei
nerlei Statistiken gesammelt werden	 Stattdessen werden lediglich ihr Rekursionstiefe
Parameter hinzugefgt aber keine Prole gesammelt oder im Falle der Baumaufzeich
nung Rekursionsbume aufgezeichnet	
Diese Annotation kann den Speicherbedarf von feingranularen Programmen bei der
Baumaufzeichnung drastisch reduzieren z	B	 wenn der Baum rekursiv aufgebaut wird
aber die entsprechende Prozedur gar nicht fr die Parallelisierung von Interesse ist	
Auch die Aufzeichnung feingranularer Prozeduren in unteren Ebenen des Rekursions
baums lt sich hiermit verhindern	
Eine Nostatsannotierte Prozedur darf bei aktivierter Baumaufzeichnung ihrerseits kei
ne rekursive Prozedur aufrufen fr die Statistiken gesammelt werden da die entspre
chenden Baumparameter durch die Annotation nicht mehr zur Verfgung stehen	 In
diesem Fall bricht die Instrumentierung mit einer entsprechenden Warnung ab	
Standardverhalten des Systems ist die Prol bzw	 Baumaufzeichnung fr alle rekursi
ven Prozeduren es sei denn die unten beschriebene autonostats Option wird ver
wendet und aktiviert die Datensammlung nur fr parallelisierte Prozeduren	
Needresults und Noparallel sind Annotationen die fr den korrekten parallelen Ablauf eines
Programms notwendig sein knnen	 Bei einem Programm das keine Datenabhngigkeiten

zwischen rekursiven Prozeduren aufweist und die Ergebnisse einer rekursiven Berechnung
nicht in der selben Prozedur weiterverwendet sind Annotationen ber"ssig	 Von den fnf
Benchmarks die bei der Systementwicklung ein"ossen bentigen nur zwei Barnes Hut und
Power die NoparallelAnnotation fr rekursive BaumaufbauProzeduren die sich nicht ohne
weiteres parallel ausfhren lassen	 Zwei Benchmarks Power und Queens verwenden die
NeedresultsAnnotation um Ergebnisse von rekursiven Aufrufen rechtzeitig bereitzustellen	
Im Gegensatz zu den beiden ersten Annotationen ndern die Nothread und Nostats
Annotationen die Semantik des Programms nicht sondern fhren nur zu einer Leistungs
steigerung	 Zwei Benchmarks Eigenvalue und Fractal haben einen festen Verzweigungsgrad
ihrer rekursiven Prozedur und protieren von der NothreadAnnotation	 Beim Barnes Hut
Benchmark mit feingranularer unterer Rekursionshierarchie und nichtparallelen rekursiven
Hilfsprozeduren verringert die NostatsAnnotation das Datenaufkommen der Baumaufzeich
nung signikant	
Kapitel  beschreibt die Benchmarks und die Auswirkung der Annotationen im Detail	
Zustzlich zu den Annotationen bieten Instrumentierung und Parallelisierung auch die
Option automatisch die Statistiksammlung fr alle nicht parallelisierten Prozeduren auszu
schalten um die Datengewinnung auf die parallelen Prozeduren zu fokussieren	
	 Instrumentierungskomponente
Nach der allgemeinen Betrachtung der Annotationen beschreiben die folgenden Abschnitte
die Systemkomponenten von REAPAR	 Dabei liegt der Schwerpunkt auf den Funktions
prinzipien und der Umsetzung der Entwurfsentscheidungen  fr eine genaue Beschreibung
der Benutzerschnittstelle und der Programmdetails sei auf den entsprechenden technischen
Bericht  verwiesen	

 Instrumentierung
Die Systemanforderungen besagen da Rekursionstiefe Verzweigungsgrad und Kno
ten&Blattzahl der rekursiven Prozeduren eines Programms automatisch ermittelt werden
mssen	 Dazu wird in jedem rekursiven Aufruf gemessen in welcher Rekursionstiefe der
Aufruf erfolgt und wie oft sich die entsprechende Prozedur rekursiv verzweigt	 Die Ergeb
nisse werden in einer Tabelle von RekursionstiefeVerzweigungsgrad festgehalten und am
Programmende ausgegeben	
Die Gesamtlaufzeit des Programms wird durch Ablesen der Uhrzeit mit gettimeofday
zu Beginn und Ende des Programms festgestellt die verbrauchte Benutzer und Systemzeit
durch den Systemaufruf getrusage	 Abgeleitete Kenngren des Programms wie die
Granularitt werden erst in den weiterverarbeitenden Werkzeugen analysiert und mssen
nicht mit aufgezeichnet werden	

 Prinzip
Der Quellcode des Programms wird fr jede rekursive Prozedur um zwei Zhler erweitert	
Ein Zhler t ist ein Prozedurparameter und mit die Rekursionstiefe	 Er wird beim initialen
Aufruf der Prozedur mit Null belegt und bei jedem rekursiven Aufruf um eins erhht	 Der
andere Zhler v wird zu Beginn der Prozedur auf Null gesetzt und bei jeder rekursiven

Verzweigung um eins erhht	 Er mit den aktuellen Verzweigungsgrad wobei ein Grad von
Null einem Blatt im Rekursionsbaum entspricht	
Vor Verlassen der Prozedur d	h	 vor jedem return und direkt vor dem textuellen Ende
der Prozedur werden die beiden Zhler gespeichert	 Dazu wird in der zur Prozedur gehrigen
Tabelle der Eintrag an der Stelle tv erhht um anzuzeigen da die Prozedur sich v mal
in der Tiefe t verzweigt hat	 Die Eintrge sind kumulativ	
Zur Untersttzung der Statistikerfassung wurde eine Programmbibliothek erstellt deren
Funktionen besagte Tabellen initialisieren Zhlerstnde sichern und die ermittelten Werte
am Programmende ausgeben	 Die Instrumentierung fgt lediglich Aufrufe an diese Funktio
nen ein	
Abbildung 	 zeigt einen Codeauszug einer rekursiven Funktion vor und nach der In
strumentierung	

 Algorithmus
Der Algorithmus der Programminstrumentierung ist in Abbildung 	 angegeben	 Rekursi
ve Prozeduren werden zuvor identiziert indem das System in zwei QuellcodeDurchlufen
zunchst alle Prozeduren des Programms bestimmt und dann alle Aufrufe an diese Proze
duren ermittelt	 Eine Prozedur ist rekursiv wenn sie selbst in der transitiven Hlle ihrer
Aufrufrelation vorkommt	
Die Komplexitt der Prozedurbestimmung ist linear in der Zahl der Programmzeilen
ebenso die Aufrufbestimmung das Feld mit den Prozedurinformationen ist als Hashtabelle
realisiert	 Die eigentliche Instrumentierung hat eine Komplexitt von O R   C wobei R
die Zahl aller rekursiven Prozeduren und C die Zahl der Aufrufe an eine rekursive Prozedur
ist	 Zeitmessungen hierzu nden sich im Abschnitt 		
	
Vereinfachend wird hier angenommen da der gesamte relevanter Quellcode in einer
einzigen Datei vorliegt	


 Baumaufzeichnung
Zustzlich zur normalen Datensammlung kann auch Code ins Programm eingefgt werden
der den kompletten Rekursionsbaum aufzeichnet optional mit den Laufzeiten aller Knoten	
Das Vorgehen dazu ist vllig analog Es wird eine globale Datenstruktur angelegt die bei
jedem rekursiven Aufruf um einen entsprechenden Knoten erweitert wird	 Die Prozedur
parameter werden um den aktuellen Knoten im Baum und die Baumdatenstruktur selbst
ergnzt	 Bei einer Zeitmessung wird zustzlich am Beginn und Ende einer Prozedur die Sy
stemzeit abgelesen und im Knoten der Prozedur vermerkt was aus Betriebssystemgrnden
nur mit einer Au"sung von Hz mglich ist	
Auch Iterationen ber rekursive Prozeduren wie sie in mehrphasigen Programmen vor
kommen werden erfat	 Bei jedem initialen rekursiven Aufruf wird dazu ein neuer Rekur
sionsbaum angelegt	 Alle aufgezeichneten Rekursionsbume aller Prozeduren werden am
Programmende ausgegeben	
Wie in Kapitel 		 gefordert wird die von REAPAR erzeugte Ausgabe in maschi
nell leicht auslterbare Blcke eingebettet was die Extraktion der Daten durch REAPAR
vereinfacht und zustzlich eventuellen Fremdwerkzeugen die die Programmausgabe weiter
verarbeiten eine Filterung ermglicht	

   
void foodouble a char b

   
if condition 
   
return

   
fooc d
   
if condition 
   
fooe f

   

   
main 
   
fooa b
   


   
include proleh
   
void fooint proledepthfoo
double a char b

int branchcount	

   
if condition 
   
ProleAddStatprolestat 		
proledepthfoo
branchcount 

return

   
branchcount

fooproledepthfoo   c d
   
if condition 
   
branchcount

fooproledepthfoo   e f

   
ProleAddStatprolestat 		
proledepthfoo
branchcount 


   
main 
prolestat  ProleNewStats			

ProleInitLineprolestat		foo

   
foo	 a b
   
ProlePrintprolestat


Abbildung 	 Beispielcode vor und nach der Instrumentierung hinzugefgter Code kur
siv hervorgehoben und leicht vereinfacht	 Die Variable profile depth foo entspricht dem
Tiefenzhler t branch count dem Verzweigungszhler v im Text	  ist die Zeilennummer
des Prozedurkopfs von foo  die maximal erwartete Rekursionstiefe  der maximale
Verzweigungsgrad und  die Zeilenzahl des Programms	

Information gathered during program analysis
wherecalled	R
 lists all calls to R with the position and procedure in which they occur
allcalls	R
 lists all procedures called by R
Insert include profile h at the rst line
Insert prole initialization code for the global prole and for each recursive procedure
at the beginning of main
Insert atexit handler for the nal prole output
for all recursive procedures R
Prepend recursion depth parameter profiledepthR to the procedures
parameter list in its header as well as in any declarations
Insert recursion branch counter branchcount to the procedures variables
for all return statements within R
Insert prole information update before return
ProfileAddStatprofilestat start line of R profiledepthR
branchcount
end for
Insert prole information update just before end of procedure
for all calls C to R in wherecalled	R

if C occurs within R
prepend profiledepthR   to the calls parameters
else if C occurs within recursive procedure P in allcalls	R

prepend profiledepthP   to the calls parameters
else
prepend  to the calls parameters starting the recursion depth counter
end if
if C occurs within recursive procedure P in allcalls	R
 including R
Insert branchcount before call
end if
end for
end for
perform insertion changes
Abbildung 	 Algorithmus Instrumentierung des Quellcodes fr die Datensammlung zur
Laufzeit	 Eingabe ist der Quellcode und die Listen wherecalled und allcalls Aus
gabe ist der instrumentierte Quellcode	

 Beispielsausgabe
Abbildung 	 gibt in gekrzter Form die Informationen wieder die REAPAR bei der Instru
mentierung des EigenvalueBenchmarks liefert	 Deutlich sind die Phasen des Algorithmus
sichtbar Die Prozedurerkennung ndet Prozedurnamen Typen und Parameter die dann
zur AufrufRelation zusammengefgt werden	 Anhand dieser Relation stellt die Rekursions
erkennung dann die rekursiven Prozeduren fest	 Diese Ausgaben von REAPAR sind auch
ohne Verwendung des Restsystems ntzlich um einen Einblick in die Zusammenhnge ei
nes unbekannten Quellcodes zu erhalten oder um tote Prozeduren zu nden die nirgends
aufgerufen werden	
Um einen Eindruck der zur Programmlaufzeit aufgezeichneten Daten zu geben ist in Ab
bildung 	 die Ausgabe der Datensammlung des EigenvalueBenchmarks fr die Eingabe
gre  abgedruckt	 Wie man sieht wird auch Zusatzinformation ber die instrumentierten
Prozeduren und ihre Aufrufe ausgegeben die von der Strategiewahlkomponente weiterver
wendet wird	 Die tabellarische Prolausgabe erfolgt aufgrund ihrer Kompaktheit immer

Found the following procedures
 procedure rand from line  to 
type extern int
parameters
 procedure srand from line  to 
type extern void
parameters
 procedure FillMatrixGeom from line  to 
type void
parameters
int n
double d
double e
	   

 procedure LoopBodyh from line  to 
type void
parameters
Intervalt  new
 procedure Mimd from line  to 
type void
parameters
void
 procedure main from line  to 
type void
parameters
int argc
char  argv
Found the following calls
 rand called in FillMatrixRndFillMatrixRnd
 srand called in main
 FillMatrixGeom called in main
 FillMatrixUnif called in main
 FillMatrixRnd called in main
 Gerschgorin called in Mimd
 IeeeCount called in LoopBodyh
 IsLeaf called in LoopBodyhLoopBodyh
 LoopBodyh called in LoopBodyhLoopBodyhMimd
 Mimd called in main
 main called in
Found the following recursive procedures
 LoopBodyh
Instrumenting program   
Writing output to file eigenvalueinstrumented c    
Abbildung 	 Beispielhafte Ausgabe whrend der Programmanalyse durch REAPAR Pro
zeduridentikation Erstellung der Aufrufrelation und Identikation rekursiver Prozeduren	
Das Format der Aufrufrelation ist f (zs fr einen Aufruf durch Funktion f in Quellcode
Zeile z Spalte s	

die genaue Baumaufzeichnung wird hingegen nur fr grobgranulare Benchmarks aktiviert	
Dementsprechend gibt es auch verschiedene Methoden zur Strategiewahl basierend auf Pro
len feingranular bzw	 Bumen grobgranular wie spter in Abschnitt 	 genau dargestellt
wird	
BEGIN REAPAR TREES
Procedure number   LoopBodyh
Recursion Tree for LoopBodyh Number  Iteration 

END REAPAR TREES
BEGIN REAPAR RSCINFO
Wallclock time    seconds
User time    seconds
System time    seconds
END REAPAR RSCINFO
BEGIN REAPAR PROCINFO
Procedure   LoopBodyh at line  calls LoopBodyh
END REAPAR PROCINFO
BEGIN REAPAR PROFILES
Profile
	   

  LoopBodyh
      sum  
      sum  
      sum  
      sum  
      sum  
sum     SUM  
	   

END REAPAR PROFILES
Abbildung 	 Beispielhafte Ausgabe eines Programmprols Erklrung im Text	
Diese Ausgabe liest sich wie folgt Es gibt eine rekursive Prozedur namens LoopBodyh
laufende Nummer  die nur eine Iteration  hat also einmalig von auerhalb aufgerufen wird	
Ihr Rekursionsbaum ist in InxNotation aufgefhrt  jede sich nende Klammer bedeutet
einen neuen Knoten die Zahl gibt die Prozedur des Knotens an und eine schlieende Klam
mer verlt den Knoten	 Wie fr das kleine Beispielproblem nicht verwunderlich besteht
die kurze Laufzeit fast nur aus Systemzeit fr die Ausgabe	 Es folgt die Prozedurinformation
mit der Aufrufsrelation die eine automatische Weiterverarbeitung erlaubt	
Das Laufzeitprol zeigt in seinen Spalten die Verzweigungsgrade beginnend mit Null
d	h	 der linke Eintrag einer Zeile gibt die Zahl der Bltter in der entsprechenden Rekur
sionstiefe an der nchste die der Bltter mit Verzweigungsgrad  dann die mit Grad 
etc	 Eine Zeile steht jeweils fr eine Rekursionstiefe beginnend mit Null an der Wurzel
des Rekursionsbaums	 Die Rekursionstiefe steht abgetrennt am Anfang der Zeile vor dem
Doppelpunkt	 Es gibt z	B	 genau  Bltter 	 Spalte auf Tiefe  und  Knoten mit Ver
zweigungsgrad  	 Spalte in Tiefe 	 Am Ende einer Zeile werden die in ihr enthaltenen
Knoten und Bltter summiert	 Abschlieend im Prol wird ber die Verzweigungsgrade und

Gesamtknotenzahlen summiert	
Man sieht da sich das Programm genau zweimal oder gar nicht verzweigt	 Die Eintrge
stellen einen perfekten Binrbaum da der in Ebene n genau 
n
Knoten hat und in der letzten
Ebene nur aus Blttern besteht	
Mit dem REAPARWerkzeug treegraphoutput kann der aufgezeichnete Rekursions
baum auch als Grak in mehreren Formaten ausgegeben werden	 Die Knoten verschiedener
Prozeduren werden dabei in verschiedenen Grautnen eingefrbt	 Optional kann fr groe
Rekursionsbume die Darstellung der Knoten abgeschaltet werden	 Dieses Werkzeug er
mglicht einen genauen und bersichtlichen Einblick in den Aufbau des Rekursionsbaums
der das Programmverhalten erklren kann und durch den Programmierer von Hand kaum
zu gewinnen wre	 Beispiele fr solche Ausgaben nden sich in der Einleitung und bei der
Beschreibung der Benchmarks in Kapitel 	

 Implementierung
Die konkrete Instrumentierung wird durch das perlScript instrumentprogramperl vor
genommen das aus ca	   Zeilen Code mit kB Lnge besteht	 Es realisiert die Ent
wurfsalternative eigenstndiges Programm basierend auf Syntax und Mustern  Proze
duren werden anhand ihrer Signatur textuell erkannt und die Instrumentierung ndet ohne
semantische Analyse statt	 Dieser Ansatz stellt gewisse Anforderungen an das Format des
Quellcodes z	B	 da der Kopf einer Prozedur in der selben Zeile wie ihr Typ stehen mu	
Sie sind in Abschnitt 	 aufgefhrt und werden von blichen CProgrammen bereits erfllt	
Die Instrumentierung hat mehrere Optionen Das Voranschreiten der Instrumentierung
kann in verschiedenen Detailstufen mitverfolgt werden die Baumaufzeichnung oder eine zeit
vermessene Baumaufzeichnung knnen angefordert werden und die Datensammlung kann
bis auf die Erzeugung der Tiefen und Verzweigungszhler ganz ausgeschaltet werden	 Au
erdem lassen sich der maximal erwartete Verzweigungsgrad und die maximal erwartete
Rekursionstiefe angeben da die entsprechenden Tabellen aus Leistungsgrnden statisch auf
gebaut werden	 Die Vorgabewerte Tiefe   Grad   reichen fr alle betrachteten
Benchmarks aus	
 Parallelisierungskomponente
Wie die Instrumentierung so mu auch die Parallelisierung den Programmcode in geeigneter
Form erweitern also eine Quellcodetransformation durchfhren	
 Prinzip
Fr alle zu parallelisierenden rekursiven Prozeduren werden Hllprozeduren wrapper ein
gefhrt die die Prozedurparameter einkapseln den Threadaufruf erzeugen innerhalb des
Threads die eigentliche Prozedur aufrufen und die erzeugten Threads wieder zusammen
fhren sobald die Ergebnisse eines Threads bentigt werden oder das Prozedurende erreicht
ist	 Durch diese Hilfsprozeduren bleibt der Aufruf der Prozedur als Thread transparent	 Der
neue Thread bearbeitet seinen Unterbaum des Problems	
Insgesamt werden fr jede zu parallelisierende rekursive Prozedur P die folgenden Er
gnzungen im Quellcode vorgenommen

 Eine Datenstruktur struct mit den Parametern der Prozedur da ein Thread als
Argument nur einen einzigen Zeiger akzeptiert	



 Eine Prozedur ThreadP  die die Parameter von P in die Datenstruktur einpackt
einen neuen Thread mit der Hllprozedur von P s	u	 und einem Zeiger auf die
Datenstruktur aufruft und die Threadkennung zurckgibt	

 Eine Hllprozedur ThreadWrapperP  welche die Argumente aus der bergebenen Da
tenstruktur auspackt und die normale sequentielle Prozedur P aufruft	

 Eine Prozedur JoinP  die die gegebene Threadkennung aufsammelt und garantiert
da die Berechnung des Threads danach abgeschlossen ist	
Auerdem wird die Parallelisierungsstrategie in Form eines Prdikats am Ort der rekursiven
Verzweigung eingebaut das zur Laufzeit berprft ob die Strategiebedingung erfllt ist und
ggf	 einen Thread statt eines rekursiven Aufrufs erzeugt	 Ein Feld von Threadkennungen
zeichnet die erzeugten Threads auf um spter ihr Einsammeln zu ermglichen	
Abbildung 	 verdeutlicht diese Zusammenhnge	
void foo(int x) {
  ...
  foo(x−1);
  ...
}
void Join_foo(thread_t t) {
}
thr_join(..., t, ...);
void foo(int x) {
  thread_t t = 0;
  ...
  if (THREAD_PREDICATE_foo) {
    t=Thread_foo(x−1);
  } else {
    foo(x−1);
  }
  ...
  if (t) Join_foo(t);
}
Packe Argument x in args ein
thr_create(...,
           ThreadWrapper_foo,
           args, ...);
thread_t Thread_foo(int x) {
}
Thread−
paralleler
Ablauf
void *ThreadWrapper_foo(void *args) {
}
Entpacke Argumente von args nach x
foo(x);
Erzeugung paralleler
Aktivitäten abhängig
von Strategie−Prädikat
Einsammeln
der Aktivitäten
Vorbereitung und
Thread−StartParallelisierung
Abbildung 	 Ablauf der Threaderzeugung durch automatisch eingefgte Hilfsprozeduren
vereinfacht	
Die Zahl der aktuell aktiven Threads und der insgesamt erzeugten Threads wird bei Par
allelisierungsstrategien die diese Angabe bentigen in einer durch einen kritischen Abschnitt
rw lock gesicherten Variablen mitgefhrt	
 Algorithmus
Abbildung 	 zeigt den Algorithmus der aus dem gegebenen Quellcode ein threadparalleles
Programm erzeugt	
Die Komplexitt der Parallelisierung ist O R P  CL wobei R die Zahl aller rekursiven
Prozeduren P die Zahl der parallelisierten rekursiven Prozeduren C die Zahl der Aufrufe an
parallele rekursive Prozeduren und L die Lnge des Programms ist	 Auerdem wird einmalig
am Ende der Parallelisierung die Instrumentierung aufgerufen um die Verzweigungszhler

insert general thread initializations and declarations at beginning of program code
topcode  initialization prex
initcode  global thread initialization procedure template
for all recursive procedures R
threadcode  thread wrapper and join procedures template for R
if  R is not annotated NOPARALLEL and R has return type void 
add denes struct for parameters thread wrapper thread generation predicates
and procedure declaration to topcode
if R has no forward declaration
add forward procedure declaration to topcode
end if
add strategy depth print statement to initcode
for all parameter variables V of R
add thread argument initialization for V to threadcode
end for
insert actual procedure name type arguments etc of R into threadcode
insert threadcode before start of R
for all recursive procedures P
if  R in directcalls	P
 and P in allcalls	R
 
callcode  recursionasthread call code template including prole depth
if P has no thread initialization code yet
arrayinitcode  thread array initialization template
arraydecl  
joincode  thread joining code template
for all recursive procedures Q called in P
add thread array declaration for Q to arraydecl
add thread array initialization for Q to arrayinitcode
end for
insert arraydecl before Qs variable declaration
insert arrayinitcode before Q
for all join lines J annotated or return in P
add joincode before J
end for
end if
insert actual procedure name type arguments etc of R into callcode
for all calls C of R in P
insert callcode around C
end for
end if
end for
else
annotate R as NOPARALLEL
end if
end for
insert topcode at start of program
insert initcode before start of main
insert call to initcode in main
perform insertion changes
Abbildung 	 Algorithmus Einfgen von ThreadKonstrukten zur Parallelisierung	 Ein
gabe ist der Quellcode und Ergebnisse seiner Analyse z	B	 allcalls mit der transitiven
Hlle aller Aufrufe einer Prozedur und directcalls mit den direkt in einer Prozedur
durchgefhrten Aufrufen	 Ausgabe ist der threadparallele Quellcode	

und Tiefenparameter in den Quellcode einzufgen	 Zeitmessungen hierzu nden sich im
Abschnitt 		
	
 Implementierung
Die Parallelisierung erfolgt durch das perlScript parallelizeprogramperl das ca	  
Zeilen mit kB umfat	 Die fr die Threadfelder ntigen Zhler des Verzweigungsgrads und
die Rekursionstiefenzhler fr die Tiefenstrategie werden durch einen eingebetteten Aufruf
von instrumentprogramperl generiert	
Optionen des Scripts sind der Detailgrad der Ausgabe das Abschalten der Datensamm
lung und die Angabe von Verzweigungsgrad und Tiefe die an die Instrumentierung durch
gereicht werden	
Sowohl Instrumentierung als auch Parallelisierung verwenden einige besondere Opera
tionen in C Die Ausgabe der Ergebnisse am Ende des Programms wird z	B	 durch eine
Denition eines atexitHandlers erreicht der automatisch am Programmende aufgerufen
wird und die Ausgaben erzeugt	 Um die ntigen Datenstrukturen wie das Feld der er
zeugten Threads zu initialisieren werden Hilfsprozeduren eingefhrt die ber eine Dummy
Deklaration im Variablendeklarationsteil der Prozedur aufgerufen werden  eine Plazierung
direkt hinter den Deklarationen wrde hingegen eine semantische Programmanalyse zur Ab
grenzung des Deklarationsteils erfordern	 Durch diese Hilfsmittel konnte der Aufwand der
Codenderungen geringer gehalten werden	
Alle Programmtransformationen sind so ausgelegt da die Lesbarkeit des Quellcodes
durch deskriptive Namen und Erhalt der Einrckung gewahrt bleibt	
 Strategiewahlkomponente
Im Entwurfskapitel wurde bereits erwhnt da REAPAR fr die Strategieauswahl eine Kom
bination aus Heuristiken und Simulation verwendet	 Die Struktur der Strategiewahlkompo
nente ist in Abbildung 	 gezeigt
Auf oberster Ebene wird das untersuchte Programm zuerst als grob oder feingranular
klassiziert	 Feingranulare Programme knnen nur mit der Tiefenstrategie ezient paralle
lisiert werden und eine komplette Baumaufzeichnung htte ein zu groes Datenaufkommen	
Daher entscheidet eine Heuristik aufgrund einer Analyse des Laufzeitprols welche Tiefen
strategie verwendet werden soll	
Grobgranulare Programme hingegen erlauben eine Baumaufzeichnung	 Im Rekursions
baum wird dann eine Simulation des Threadverhaltens durchgefhrt und die vielverspre
chendste Tiefen oder allgemeine Strategie wird fr die Parallelisierung empfohlen	
Die folgenden Abschnitte beleuchten die Unterkomponenten der Strategiewahl genauer	
 Datenanalyse und Strategiewahl
Basis der Granularittsklassikation ist das aufgezeichnete Laufzeitprol	 Aus ihm lt sich
direkt ablesen wieviele Bltter jede rekursive Prozedur insgesamt hatte und wie hoch die
Laufzeit des Programms war	 Der Wert LaufzeitBlattzahl gibt die Granularitt jeder Pro
zedur an wobei vereinfachend angenommen wird da alle Bltter eine gleich hohe Laufzeit
haben	

  Instrumentiertes
Programm
Programm
grobgranular?Heuristik zur
Tiefenwahl für
feingranulare
Programme
Simulation des
Threadablaufs
für grobgranulare
Programme
Datensammlungs−
Lauf
Parameter für
Tiefenstrategie
Allgemeine oder
Tiefenstrategie
und Parameter
Strategieeinstellung
im Programm
Laufzeitprofil−
Tabelle
Rekursions−
baum
janein
Abbildung 	 Entscheidungstruktur und Ablufe der Strategiewahlkomponente
bersteigt die Laufzeit pro Blatt einen maschinenspezischen Grenzwert der empirisch
aus den Threaderzeugungskosten und der Rechenleistung eines Einzelprozessors bestimmt
wird so gilt das Problem als grobgranular	 Auf dem verwendten Vierprozessorrechner ist
diese Laufzeit z	B	 ms	
Grobgranulare Probleme ermglichen eine Aufzeichnung ihres Rekursionsbaums mit
nachfolgender Simulation des Threadverhaltens wie sie in Abschnitt 		 beschrieben ist	
Eine Strategiewahl fr feingranulare Probleme kann hingegen nur aufgrund ihres tabellari
schen Laufzeitprols erfolgen wie in den folgenden Abschnitten beschrieben wird	
 Prolauswertung
Aufgabe der Prolauswertung ist es nur anhand der Proltabelle des Programms eine er
folgversprechende Rekursionstiefe fr die TiefenParallelisierungsstrategie zu ermitteln	
 Prinzip
Allgemein gilt bei der Tiefenstrategie mit Parameter T  da soviele Threads erzeugt wer
den wie es Knoten und Bltter in den Tiefen     T gibt weil jede rekursive Verzweigung
als Thread gestartet wird im Falle einer NothreadAnnotation kann die Threadzahl darun
ter liegen aber die Heuristiken mssen den schlimmsten Fall der vollen Threaderzeugung
bercksichtigen	 Unterhalb der Tiefe T werden die Unterbume sequentiell abgearbeitet	

Die Basis der Tiefenwahl sind daher die folgenden Heuristiken wobei C fr die Zahl der
CPUs steht

 Der grte Unterbaum der sequentiell von einem Thread ausgefhrt wird darf nicht
mehr als C des Gesamtbaums umfassen	 Ansonsten kann das Problem nicht gleich
mig auf die C CPUs verteilt werden	

 Die Zahl der Knoten bis einschlielich der untersuchten Tiefe T mu mindestens C
sein aus gleichen Grnden wie bei der ersten Heuristik	

 Die Gesamtzahl der durch die Strategie erzeugten Threads also die Zahl der Knoten
bis zur Tiefe T  darf nicht grer als ca	   sein da das Programm unter Solaris
sonst abbricht	
Die Idee der Strategiewahl ist nun fr jede mgliche Tiefe T aus dem reinen Laufzeitprol zu
ermitteln ob die obigen Heuristiken erfllt sein knnen	 Dazu werden mgliche Unterbume
errechnet die unterhalb von T sequentiell ausgefhrt werden und ihre Blatt&Knotenzahlen
bewertet	 Die Tiefe der ersten Ebene die die Heuristiken erfllt wird als Strategieparameter
gewhlt	
 Algorithmus
Um die Blatt&Knotenzahlen eines Unterbaums der auf Tiefe T beginnt zu ermitteln bietet
REAPAR zwei Verfahren
LPS Largest Possible Subtree Der grtmgliche Unterbaum auf Ebene T  LPST 
beschreibt wieviele Knoten aufgrund des Prols maximal in einem Unterbaum enthal
ten sein knnen	 Die Zahl der Knoten im LPST  ergibt sich indem man startend auf
Tiefe T einen Knoten mit mglichst groem Verzweigungsgrad V whlt und dann auf
der folgenden Ebene als seine Kinder V Knoten mit wiederum grtmglichen Verzwei
gungsgrad whlt die in der nchsten Ebene wieder mglichst hochgradig verzweigte
Kinder haben usw	
Der LPST  wird implizit durch folgenden Algorithmus konstruiert  p t v ist die
Anzahl von Verzweigungen mit Grad v auf Tiefe t also das Prol	 T
max
ist die maxi
male Rekursionstiefe V
max
der maximale Verzweigungsgrad	 Ausgabe des Algorithmus
ist die Zahl der Knoten LPSnodes im LPST 
LPSnodes   getnodes  
for t  T to T
max
getnextnodes    How many nodes to get on the next layer 
 Get maximum number of nodes with maximum branching degree 
for v  V
max
downto 
n  mingetnodes p t v
getnodes  getnodes  n
LPSnodes  LPSnodes  n
getnextnodes  getnextnodes  v   n
end for
getnodes  getnextnodes
end for

Nach Ende der Schleifen kann der Anteil der Knoten im LPS am Gesamtbaum mit
C verglichen werden	
AS Average Subtree Der durchschnittliche Unterbaum AST  gibt an wie gro ein
Unterbaum auf Ebene T bei durchschnittlichem Verzweigungsgrad und durchschnitt
licher Knotenzahl auf jeder Ebene wird	 Seine implizite Konstruktion verluft analog
zu der des LPS nur da statt Knoten mit mglichst groem Verzweigungsgrad hier
Knoten verwendet werden deren Verzweigungsgrad dem Durchschnitt der Verzwei
gungsgrade der aktuellen Baumebene entspricht	 Die Zahl der Bltter ASnodes im
AST  bestimmt sich durch den folgenden Algorithmus
ASnodes   getnodes  
for t  T to T
max
 Compute average branching degree weighted by number of nodes 
layernodes  
avgdegree  
for v  V
max
downto 
avgdegree  avgdegree  v   p t v
layernodes  layernodes  p t v
end for
avgdegree  avgdegree  layernodes
n  mingetnodes layernodes
nodes  nodes  n
 Calculate average number of nodes to get in next layer 
getnodes  avgdegree  n
end for
Der LPS ist die Abschtzung der Baumgre fr den schlimmsten Fall	 Eine StrategieTiefe
die basierend auf dem LPS geschtzt wird ist in der Realitt oft zu gro	 Die Werte die
eine Abschtzung mit dem AS liefert entsprechen eher den realen Gegebenheiten	 Wenn ein
vollstndiger Baum vorliegt sind LPS und AS identisch da der maximale Verzweigungsgrad
immer ausgenutzt wird also gleich dem durchschnittlichen Verzweigungsgrad ist	
Verwandt mit dem LPS ist der Begri des Worst Case Tree WCT	 Der WCT eines
Prols wird aufgebaut indem fr jede Ebene die Knoten beginnend mit den maximalen
Verzweigungsgrad in den Baum eingefgt werden	 Der linkeste Unterbaum hat also immer
einen Knoten mit maximalem Verzweigungsgrad	 Er stellt den LPS der jeweiligen Ebene
dar	 Abbildung 	 vergleicht zur Verdeutlichung den realen Rekursionsbaum des Queens
Benchmarks mit Eingabegre  mit dem aus dem Laufzeitprol rekonstruierten WCT	
Hervorgehoben ist ein realer Unterbaum auf Ebene  und sein LPSGegenstck	 Man sieht
da der LPS deutlich grer ist als sein reales Vorbild  die Abschtzung durch einen LPS
ist also konservativ	
Fr Programme mit hierarchischen rekursiven Prozeduren kann REAPAR die Prole
der Prozeduren zusammenfassen	 Dies geschieht einfach durch Addition der Prole aller an
der Rekursion beteiligten Prozeduren das Prol einer Prozedur in unterer Hierarchieebene
beginnt nicht auf Tiefe Null sondern in der Tiefe wo die Prozedur zum erstenmal durch die
bergeordnete Prozedur aufgerufen wurde	
Auch Programme mit mehreren Iterationen eines rekursiven Aufrufs sind durch die Heu
ristik abgedeckt  die Zahl der Iterationen I entspricht genau der Zahl der Knoten in

Aus Laufzeitprofil rekonstruierter "Worst Case Tree" mit größtmöglichem Unterbaum
Realer Rekursionsbaum mit typischem Unterbaum auf Tiefe 2
Abbildung 	 Realer Rekursionsbaum des QueensBenchmarks und zugehriger aus dem
reinen Verzweigungsprol rekonstruierter WCT	 Zum Vergleich sind ein typischer Unterbaum
im realen Baum und der entsprechende grtmgliche Unterbaum LPS im rekonstruierten
Baum hervorgehoben	
Rekursionstiefe Null	 Die Prolauswertung erfolgt dann in einem Prol bei dem alle Ein
trge durch I geteilt wurden also basierend auf dem Durchschnitt aller Rekursionsbume
der Prozedur	
 Beispielausgabe
Abbildung 	
 zeigt ein typisches tabellarisches Laufzeitprol wie es durch die Instrumen
tierung automatisch erzeugt wird am Beispiel des FractalBenchmarks	 Der darunter abge
bildete Lauf der ASHeuristik stellt fest da Tiefe  ausreicht um durchschnittliche Unter
bume auf die  Prozessoren zu verteilen	 Wie sich in Kapitel  herausstellt ist Depth 
in der Tat die beste Strategie zur Parallelisierung dieses Problems	 Auerdem empehlt die
Auswertung eine leistungssteigernde NothreadAnnotation zu verwenden da der Verzwei
gungsgrad immer  oder  ist	
 Implementierung
Die Tiefenwahl ist als CProgramm namens evaluateprofile mit  LOC in kB Quell
text implementiert	 Sie liest das Laufzeitprol von der Standardeingabe und fhrt die Stra
tegiewahl je nach Option basierend auf dem LPS oder AS durch	
Da die Bume nur implizit durchlaufen aber nicht wirklich im Speicher aufgebaut werden
luft die Heuristik sehr schnell ab wie Abschnitt 		 zeigt	
Eine Stufe darber liegt das Script choosestrategybyheuristics das fr ein gege
benes Laufzeitprol und eine CPUZahl die Heuristikauswahl aufruft und die erste gewhlte
Tiefe ausgibt bzw	 darauf hinweist wenn die Heuristik keine Tiefe als vorteilhaft beurtei
len konnte	 Optional kann statt der vorgegebenen ASHeuristik auch die LPSHeuristik
verwendet werden	

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Abbildung 	
 Beispielhaftes Laufzeitprol des FractalBenchmarks mit Eingabegre  

und entsprechender Lauf der Auswertungsheuristik mit AS fr  CPUs	
 Simulation
Fr den Fall eines grobgranularen Problems wird der komplette Rekursionsbaum aufgezeich
net	 Er spiegelt den exakten Ablauf des Programms wider im Gegensatz zu dem mit Infor
mationsverlusten behafteten Laufzeitprol	 Daher kann er als Grundlage einer Simulation
dienen die das parallele Ablaufverhalten des Programms fr beliebige Parallelisierungsstra
tegien nachbildet	
 Prinzip
Aufgabe der Simulation ist es anhand eines aufgezeichneten Rekursionsbaums R den thread
parallelen Ablauf des Programms auf C Prozessoren unter Verwendung einer Parallelisie
rungsstrategie S zu simulieren Der Baum R wird aus einem Laufzeitprol mit Baumauf
zeichnung gewonnen	 Er enthlt die genauen Informationen welche Prozedur an welcher
Stelle der Rekursion welche andere aufgerufen hat	 Basierend auf der jeweiligen Paralleli

sierungsstrategie werden whrend der Simulation an den Knoten des Baums virtuelle neue
Threads erzeugt	 Die Threads werden in einer Warteschlange gehalten aus der sich die C
virtuellen Prozessoren jeweils einen ablaufbereiten Thread nehmen und solange bearbeiten
bis er keine Knoten mehr zu besuchen hat oder er auf das Ende von erzeugten KindThreads
wartet	 Der genaue Algorithmus ist im nchsten Abschnitt beschrieben	
Folgende Vereinfachungen werden bei der Simulation gemacht

 Die Ausfhrung jedes Knotens dauert genau einen Zeitschritt	

 Erzeugung Wechsel und Beenden von Threads geschehen verzgerungsfrei in Null Zeit
schritten	

 Ein Prozessor bearbeitet einen Thread solange bis dieser keine Arbeit mehr hat oder
auf seine Kinder wartet d	h	 eventuelle Threadwechsel durch Zeitscheibenablauf des
Vaterprozesses werden nicht simuliert	

 Da aus dem Baum keine Threadzusammenfhrungsstellen hervorgehen wird pro Kno
ten einmalig direkt vor der Rckkehr zum aufrufenden Knoten auf alle erzeugten
Threads gewartet	
Das Ergebnis einer Simulation ist der Rekursionsbaum mit Annotationen welcher Thread
welche Knoten ausgefhrt hat und die Zahl der bentigten Simulationsschritte	 Abgeleitete
Aussagen sind die simulierte Auslastung der Maschine die Gre der Arbeitseinheiten als
Zahl der Knoten die ein Thread bearbeitet hat und verschiedene Statistiken ber diese
Gren die spter anhand eines Beispiels genauer vorgestellt werden	
Fr Programme mit mehreren Iterationen wird wie eingangs erwhnt pro Iteration d	h	
Aufruf der Rekursion von auerhalb ein Rekursionsbaum aufgezeichnet	 Die Simulation
ndet in diesem Fall nur fr den ersten Rekursionsbaum statt  denkbar wre alternativ
eine Simulation fr mehrere der Rekursionsbume und die Mittelwertbildung der Strategien
oder die Wahl der am hugsten einzeln gewhlten Strategie als Gesamtstrategie	 Wie sich
in der Auswertung in Abschnitt 		 herausstellt ist aber eine Strategie auch fr einen recht
weiten Bereich verwandter Probleme gltig also insbesondere auch fr andere Iterationen
desselben Programms	 In der Praxis reicht daher die Simulation der ersten Iteration aus	
Trotz der teilweise starken Vereinfachungen liefert die Simulation sehr realittsnahe Aus
sagen ber den threadparallelen Ablauf des Programms	 Sogar die Zahl der Simulations
schritte korrespondiert gut mit der realen Laufzeit d	h	 Strategien deren Simulation weniger
Schritte bentigt sind auch fast immer real schneller	
Nach Abschlu der Simulation wird durch Heuristiken beurteilt wie gut die simulierte
Strategie zur Parallelisierung des Problems geeignet ist	 Der nchste Abschnitt beschreibt
den Algorithmus der Simulation und diese Heuristiken	
 Algorithmus
Die Simulation basiert auf virtuellen Threads und Prozessoren die die Threads im Rekursi
onsbaum ausfhren	 Folgende Datenstrukturen werden verwendet
Ein simulierter Thread T im ThreadFeld threads bendet sich in einem der Zustnde
NONE inaktiv ACTIVE aktuell an einer Berechnung beteiligt WAITING Warten auf
KindThreads DONE fertig mit der Berechnung oder JOINED nach Berechnung vom
ElternThread aufgesammelt	 Der simulierte Thread enthlt Informationen ber seinen

Zustand die Zahl der Knoten die er bearbeitet hat die Zahl von bearbeiteten nicht paral
lelisierten Knoten seine Start und Maximalrekursionstiefe seinen Startknoten und seinen
aktuellen Knoten	
Eine simulierte CPU C hat einen aktuell auf ihr ablaufenden Thread cputhreadsC
oder ist als unttig markiert	 Die Unttigkeit der CPUs wird am Ende der Simulation
benutzt um die simulierte Last der Maschine zu bestimmen	
Knoten K im Baum kennen ihre Kinder ihren Elternknoten die Zahl von Knoten in
ihrem Unterbaum die sie erzeugende Prozedur den sie bearbeitenden Thread und ihre
Tiefe im Baum	 Auerdem zeigen Wahrheitsvariablen an ob der Knoten fertig bearbeitet
wurde Zustand DONE und ob alle Unterknoten von nichtparallelen Prozeduren erzeugt
wurden der Knoten also ein paralleles Blatt ist	
Weiterhin werden fr die Prozeduren P  die den Rekursionsbaum aufgebaut haben In
formation gehalten ob sie parallelisiert sind ob und fr welchen Verzweigungsgrad eine
NothreadAnnotation galt wieviele Knoten sie erzeugten und wieviele nichtparallele Unter
knoten sie indirekt generierten	
Abbildung 	 stellt vor diesem Hintergrund den Kernalgorithmus der Simulation dar
ohne die Details wie Aktivittszhler oder Blattzhler zu bercksichtigen	 Im realisierten
Algorithmus wird auerdem optional die Abarbeitung von sequentiellen Unterbumen si
muliert die durch nichtparallelisierte Hierarchieebenen entstehen parnodes und parleafs
im Beispiel 	 d	h	 die oben angesprochenen Knoten&Bltter die das Ende der parallelen
Ausfhrung bedeuten aber sequentiell weiterfhren	
Die Heuristiken die nach Abschlu der Simulation die Parallelisierung beurteilen sind
fr C CPUs

 Es wurden mindestens C Threads erzeugt	

 Die Zahl der Knoten bzw	 Bltter im grten durch einen einzigen Thread abgearbei
teten Unterbaum ist maximal C des Gesamtbaums	

 Gleiches gilt fr die Zahl der Knoten und Bltter die von sequentiell abgearbeiten
rekursiven Prozeduren stammen z	B	 wenn nur die oberste Rekursionshierarchie par
allelisiert wurde	

 Jede simulierte CPU ist mindestens  der Zeit ausgelastet
Die ersten drei Punkte sind notwendig fr eine eziente Parallelisierung die CPU
Auslastung hingegen kann in der Simulation unter dem Wert der Heuristik liegen und real
doch hinreichend gro sein	
 Implementierung
Die Simulation ist aus Leistungsgrnden in C geschrieben ca	   Zeilen und kByte
Quellcode	
Als Optionen nimmt sie die zu simulierende Strategie die Zahl der Prozessoren und die
Einstellung der Menge an ausgegebener Information an bis hin zum Ausdruck des Rekursi
onsbaums mit den aktuell aktiven Threads nach jedem Simulationsschritt	 Auerdem lt
sich angeben welche Prozeduren als parallel simuliert werden sollen ob und welche Verzwei
gung als Nothread annotiert wurde und ob die Unterbume nichtparalleler Prozeduren in
einem einzigen Simulationsschritt oder sequentiell abgearbeitet werden sollen	


read the recursion tree and parse it noting which procedures executed which nodes
parse command line parameters eg strategy and number of processors
initialize the virtual threads and the thread queue
for all C in CPUs cputhreads	C
  NONE
thread	
 node  rootnode cputhreads	
   simsteps  
while rootnode state " DONE Simulate until whole tree done
for all C in CPUs
childrendone  False Are all the nodes children done
T  cputhreads	C
 Get current thread for this CPU
if T is NONE
T  dequeuethreadC CPU has no current thread dequeue one
if T is NONE then
Mark CPU idle and skip to next CPU
end if
end if
N  T node
if all of N s children are DONE JOINing them while checking
N state  DONE All children done  node done
if T startnode  N At threads start node Thread done
cputhreads	C
  NONE Remove thread from CPU
T state  DONE break for
else Otherwise Proceed upwards in tree
T state  ACTIVE
T node  N parent
end if
childrendone  True
end if
switch T state
case WAITING
if not childrendone Still waiting for children thread sleeps
cputhreads	C
  NONE Remove thread from CPU  
enqueuethreadT    and put it in Q for later use
end if
case ACTIVE
if not childrendone Children left to work on
if all of N s children are busy
T state  WAITING
else Start work on child as new thread  
if parallelization strategy says so
spawnandenqueuenewthreadN child
else    or compute child sequentially
T node  N child
end if
end if
end if
end switch
end for
simsteps
end while
Abbildung 	 Algorithmus Simulation des Threadablaufs im Rekursionsbaum	 Eingabe
ist der Rekursionsbaum und die Parameter der Simulation Ausgabe der mit Threadinfor
mationen annotierte Rekursionsbaum und abgeleitete Werte wie die Zahl der Knoten im
grten Thread	

Die Simulation erkennt auch wenn mehr als   Threads gleichzeitig aktiv sind und
bricht mit einer Warnung ab	 Das verhindert da Strategien empfohlen werden die spter
unter Solaris zum Programmabbruch fhren wrden	
 Beispiel
Die Ergebnisse einer Simulation des parallelen Ablaufs des Barnes Hut Benchmarks mit
Eingabegre  auf  Prozessoren zeigt der Ausdruck in Abbildung 		 Die ASCII
Baumausgabe eines Zwischenzustands der Simulation ist in Abbildung 	 zu nden	
 Strategiewahl
Eine einzelne Simulation gibt nur Hinweise wie gut die aktuell simulierte Strategie ab
schneidet	 Fr die globale Strategiewahl mssen verschiedene Strategien simuliert und ihre
Ergebnisse verglichen werden	 Dafr gibt es zwei Mglichkeiten

 Simulation aller eventuell sinnvollen Strategien z	B	 Depth 	 	 	  Keep 	 	 	  und
Active 	 	 	  und nachfolgende Auswahl der Strategie die die geringste Zahl von
Simulationsschritten bentigte	


 Simulation von jeweils Depth Keep und Active mit zunehmendem Strategieparame
ter aber Abbruch der Simulationslufe sobald die Heuristiken der gerade simulierten
Strategie eine gute Parallelisierung versprechen	
Es stellt sich heraus da beide Methoden in der Praxis gleich gute Schtzungen liefern was
fr die Qualitt der Simulation spricht	 Das zweite Verfahren luft naturgem schneller ab
da es weniger Strategien zu simulieren hat	
Realisiert wird diese Ebene der Strategiewahl durch das Skript choosestrategy
bysimulation das fr einen gegebenen Rekursionsbaum und eine CPUZahl Simulati
onslufe fr jede der drei Strategieklassen startet und den Strategieparameter erhht bis die
Filterheuristiken der Simulation die Strategie empfehlen oder ein Grenzwert des Parameters
berschritten wurde	 Die dadurch gewhlten Strategien werden dann nach der Zahl ihrer
jeweiligen Simulationsschritte aufsteigend sortiert und ausgegeben	 Strategieklassen fr die
kein befriedigender Parameter gefunden wurde werden als solche markiert und zuunterst
eingeordnet	 Als Optionen nimmt das Skript die oben erwhnte Baumbehandlung der Simu
lation an und reicht sie an diese weiter z	B	 um eine NothreadAnnotation nachzubilden oder
wenn untere Rekursionshierarchien nicht als parallel simuliert werden sollen	 Die sortierte
Endausgabe sieht z	B	 wie folgt aus
  choosestrategybysimulation  recordedeigenvalueg b A
Overall ranking	
Rank 	 Active 
  steps
Rank 	 Keep  
 steps
Rank 
	 Depth not recommended
Die erstplazierte Strategie wird von REAPAR fr die Parallelisierung des Programms ver
wendet	

Eine Binrsuche nach dem Strategieparameter ist nicht hilfreich da die Beschleunigungskurven weder
monoton noch bitonisch sind Zudem haben gute Strategie meistens kleine Parameter

 simulation k  c   recordedrecordedbarnes
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Thread  start  max   nodes  leafs  subnodes  subleafs
Simulation for KEEP  on  CPUs done   new threads generated over all
 simulation steps elapsed CPU utilization  !
All procedures simulated as parallelized
Procedure B  nodes  leafs  parnodes  parleafs
Procedure C  nodes  leafs  parnodes  parleafs
Thread statistics for  threads
nodes  min  med  max   avg   dev   
leafs  min  med  max   avg   dev   
subnodes  min  med  max   avg   dev   
subleafs  min  med  max   avg   dev   
Largest values  nodes   !  leafs   !
 subnodes   !  subleafs   !
Heuristics
No fewer threads than CPUs  OK
Node percentage of largest    CPU percentage  OK
Leaf percentage of largest    CPU percentage  OK
Subnode percentage of largest    CPU percentage  OK
Subleaf percentage of largest    CPU percentage  OK
Each CPU used at least ! of the time  OK
Abbildung 	 BeispielAusgabe einer Simulation der Strategie Keep  auf  Prozessoren
mit anschlieender statistischer Auswertung und Ergebnissen der Heuristik	 Pro Thread
wird seine Startebene die maximal erreichte Ebene und die Zahl der von ihm bearbeiteten
Knoten und Bltter und sequentiellen Unterbume ausgegeben	 Eine Auslastung von  
bedeutet da alle  CPUs zu  beschftigt waren	

Thread queue         	 
CPU  thread  
 state A depth  current node x start node x	 

 Thread  wird gerade auf
BW

BW

BW

C	W

CW

CdD CPU  ausgefuehrt Aktiv sind
   Cd	D ausserdem   und  A
   CA
   CdW
   CdW Knotenformat PznnnT
   CdW   
   CdW   Zustand des Threads
  CdD   A 
 Active
 BW

CA

C

C   D 
 Done
   C   J 
 Joined
   C   W 
 Waiting
   C  
   C  Nummer des den Knoten
   C  ausfuehrenden Threads
   C  oder  fuer noch
  C  nicht bearbeitete
 BdD

CdD

CdD

CdD  Knoten
   CdD 
   CdD Zustand des Knotens
   CdD  d 
 done
   CdD   
 unbearbeitet
   CdD 
   CdD Prozedur des Knotens hier
  CdD B oder C
 BdD

CdD

CdD

CdD
   CdD
   CdD
   CdD
   CdD 



 Beispiel  Dieser Unterbaum wurde von Thread 
   CdD bearbeitet alle Knoten sind done
   CdD der Thread selbst ist ebenfalls im
  CdD Zustand Done
 BA

CA

CA

C
   C
   C
   C 



 Beispiel  Dieser Unterbaum wird gerade von
   C Thread  bearbeitet der Active
   C ist Untere Knoten der Prozedur C
   C sind noch unbearbeitet
  C
 BA

C

C

C
   C
   C
   C
   C
   C
   C
  C
 BdW

CdW

CdW

CdW
  CdW
  CdW
  CdW
  CdW
  CdW
  CdW
 CdW
BW

CA

CA

CdA
 CdA
 CdA
 CdA
 CdA
 CA
 C
C
Abbildung 	 BeispielAusgabe eines Zwischenzustands der Simulation der Strategie Keep
 auf  Prozessoren im Rekursionsbaum von Barnes Hut manuell annotiert	

 Wahl von sequentiellen Rekursionshierarchien
Die NoparallelAnnotation ernet wie in Abschnitt 	 beschrieben die Mglichkeit un
ntig feingranulare Hierarchien von rekursiven Prozeduren sequentiell abzuarbeiten und da
mit die Granularitt der darberliegenden Rekursionshierarchie zu erhhen	 Ruft etwa die
Prozedur a sich selbst und b auf und b ruft nur sich selbst auf dann kann es sinnvoll sein b
gar nicht zu parallelisieren sondern nur die Parallelitt von a zu nutzen	 Um die Leistung
nicht zu mindern darf aber der grte Teilbaum von b nicht so gro werden da er die
Ausfhrung des Gesamtprogramms zu sehr sequentialisiert	
Das REAPAR Hilfsprogramm hierarchieschecksimulation gibt fr gegebenen
Rekursionsbaum und CPUZahl dem Benutzer Hinweise welche Prozeduren von einer
NoparallelAnnotation protieren knnten	 Dazu analysiert es die Prolausgabe erkennt die
Aufrufhierarchie und fhrt daraufhin Simulationen im Rekursionsbaum des Programms mit
der AlwaysStrategie durch	 Diese Simulationen zeigen das Parallelittspotential auf	 Sie
werden zunchst mit simulierter Parallelisierung aller Hierarchieebenen durchgefhrt und
dann mit immer einer Ebene weniger bis nur noch die oberste Hierarchieebene parallelisiert
wird	
Wenn die Auswahlheuristiken aus Abschnitt 			 eine hinreichende Parallelisierung
vorhersagen wird empfohlen die als nicht parallel simulierten Prozeduren mit der Noparallel
Annotation zu versehen	 Abbildung 	 zeigt die Ausgabe des Programms fr zwei Bench
marks	 Die Empfehlungen resultieren in der Realitt tatschlich in einem deutlichem Lei
stungsgewinn wie spter in Abschnitt 		 deutlich wird	
 Voraussetzungen und Einschrnkungen
Ein Programm das vom System parallelisiert werden soll mu eine Reihe von Vorausset
zungen erfllen

 Es mu in ANSI C geschrieben sein besonders in Hinsicht auf Funktionskpfe	 Funk
tionstyp name und die nende Klammer der Parameterliste mssen in der selben
Programmzeile stehen	 Die weiteren Parameter knnen mehrere Zeilen berspannen	
Es wird nur syntaktisch korrekter Quellcode verarbeitet	
Diese Anforderungen stellen sicher da Funktionen und ihre Parameter durch Mu
stervergleiche im Quellcode gefunden werden knnen wobei die verwendeten regulren
Ausdrcke unempndlich gegenber Formatierungsdetails wie z	B	 der Zahl von Leer
zeichen oder Tabulatoren sind	 Sie ist in blichen Programmen bereits erfllt	

 Zu parallelisierende Prozeduren mssen den Rckgabetyp void haben	
Dies erleichtert die Umstrukturierung des Programmcodes  anderenfalls wren re
kursive Aufrufe der Art e  fx 
 fy mglich die fr den Aufruf als Thread das
automatische Einfhren von temporren Variablen und weitere Kunstgrie erfordern
wrden	
Die Rckgabe von Ergebnissen aus rekursiven Prozeduren ist aber alternativ ber die
Verwendung von Zeigerparametern mglich	

 Rekursive Prozeduren drfen keine Datenabhngigkeiten zwischen den rekursiven Auf
rufen enthalten wenn sie parallelisiert werden sollen	 Prozeduren mit sequentialisie
renden Datenabhngigkeiten sind als Noparallel zu annotieren	

Analyzing recursion tree recordedbarnes on  CPUs
for potential nonparallelization of recursion hierarchies
Recursion tree starts with procedure computesubtree B
computesubtree calls walksub C
Simulating with all  procedures parallel BC
 Simulation predicts enough parallelism if all procedures are parallelized
largest sequential chunk  ! of all nodes and  ! of all leafs
Simulating with first procedure parallel B
 Simulation predicts enough parallelism if the procedure
walksub is executed sequentially
largest sequential chunk  ! of all nodes and  ! of all leafs
 Recommend  NOPARALLEL  annotation for walksub
Analyzing recursion tree recordedpower on  CPUs
for potential nonparallelization of recursion hierarchies
Recursion tree starts with procedure ComputeFeeder A
ComputeFeeder calls ComputeLateral B
ComputeLateral calls ComputeBranch C
Simulating with all  procedures parallel ABC
 Simulation predicts enough parallelism if all procedures are parallelized
largest sequential chunk  ! of all nodes and  ! of all leafs
Simulating with first  procedures parallel AB
 Simulation predicts enough parallelism if the procedure
ComputeBranch is executed sequentially
largest sequential chunk  ! of all nodes and  ! of all leafs
 Recommend  NOPARALLEL  annotation for ComputeBranch
Simulating with first procedure parallel A
 Simulation predicts enough parallelism if the procedures
ComputeLateral and ComputeBranch are executed sequentially
largest sequential chunk  ! of all nodes and  ! of all leafs
 Recommend  NOPARALLEL  annotation for ComputeLateral and ComputeBranch
Abbildung 	 BeispielsEmpfehlungen von REAPAR fr die Verwendung der Noparallel
Annotation fr die Benchmarks Barnes Hut und Power leicht gekrzt	

In manchem Fllen lassen sich Datenabhngigkeiten durch die Einfhrung neuer lokaler
Variablen beheben die erst nach Abschlu der rekursiven Berechnungen nach einer
NeedresultsAnnotation verwendet werden	
Auerdem gibt es noch einige Anforderungen an die Klammerung im Programm die in
blichen Programmen erfllt sind und die der technische Bericht  genauer erlutert	
Zudem mu der relevante Quellcode d	h	 die rekursiven Prozeduren und die Stellen ihrer
Verwendung in einer einzigen Datei vorliegen	

Kapitel 
Ergebnisse
Die Leistung des in den vorigen Kapiteln beschriebenen Systems wurde mit verschiedenen
BenchmarkProgrammen getestet um die Thesen der Arbeit zu validieren	 Dieses Kapitel
beschreibt die Benchmarks ihre speziellen Herausforderungen und Charakteristika die er
reichten Beschleunigungen und die Qualitt der automatischen Strategiewahl	 Auerdem
wird eine Fallstudie vorgestellt die die Ergebnisse des Systems mit manuell parallelisierten
Programmen und dem dazu notwendigen Aufwand vergleicht	
 BenchmarkSuite
Dieser Abschnitt beschreibt die verwendeten Benchmarks und ihre Kenngren	
Als Benchmarks herangezogen wurden Programme die mglichst gut das erwartete An
wendungsspektrum abdecken  die Bereiche Mathematik naturwissenschaftliche und wirt
schaftliche Simulation und Grak sind vertreten	 Es wurden explizit keine der blichen
kleinen Beispiele wie FFT oder Matrixmultiplikation verwendt da diese sehr regulr sind
nur als Unterprobleme in greren Algorithmen auftreten und in der Praxis sowieso mit
speziellen hochoptimierten Bibliotheken realisiert werden	
Im folgenden werden die fr die Konstruktion des Systems betrachteten Benchmarks
vorgestellt und charakterisiert	 Zustzlich wird jeweils ein beispielhafter Rekursionsbaum
abgebildet der aus realen Programmlufen automatisch gewonnen wurde	 Die Benchmarks
der Validierungsmenge die nicht zum Systementwurf dienten nden sich im nchsten Ka
pitel	
 Barnes Hut
Anwendung Simulation  Fr die Simulation des Verhaltens von Galaxien werden die
wirkenden Anziehungskrfte berechnet indem die Krper zunchst in einen Baum ein
geordnet werden	 Die Traversion des Baums zur Berechnung der Kraft auf jeden Krper
hat dann nur noch einen Aufwand von O n logn statt O n

 im naiven Algorithmus
wie die Arbeit von J	Barnes zeigt 	
Algorithmus Die Simulation ndet in mehreren Zeitschritten statt	 Pro Zeitschritt wird
ein achtfach verzweigter Baum octtree aufgebaut in den die Krper aufgrund ihrer
Lage im Raum eingeordnet werden	 Jeder Knoten im Baum enthlt dabei Information
ber das Massezentrum der in seinen Unterbumen enthaltenen Krper	

In der Berechnungsphase die den weitaus grten Teil der Arbeit ausmacht wird fr
jeden Krper die auf ihn wirkende Kraft aller anderen Krper durch einen Baumdurch
lauf errechnet Die Bltter des Baums enthalten die Krper	 Fr nahe Krper wird der
Baum bis zu den Blttern durchlaufen und deren Kraft auf den gerade betrachteten
Krper berechnet	 Rumlich weiter entfernte Gruppen von Krpern also Unterbume
werden hingegen durch ihr Massezentrum approximiert d	h	 fr entfernte Krper wird
nur ihr bergeordneter Knoten im Baum besucht und nicht alle Einzelbltter	 Da
durch wird der Baum pro Krper nicht n mal sondern nur etwa logn mal durchlaufen	
Abbildung 	 visualisiert dieses Vorgehen fr den dimensionalen Fall also mit nur
vierfacher Verzweigung quadtree	
Nach der Bestimmung der Krfte werden die neuen Positionen der Krper errechnet
und die nchste Iteration beginnt	
Rekursive Unterteilung
des Raumes (2D)
Approximation mehrerer ferner Körper
durch ihr Massezentrum
Abbildung 	 Barnes Hut  Einordnung der Krper in den Baum und dessen Verwendung	
Die Punkte stehen fr die Krper$ die rekursive Unterteilung des Raums endet wenn sich
nur noch ein Krper im Quadranten bendet	
Parallelitt Die Berechnungsphase wird parallelisiert durch gleichzeitige Berechnung von
Unterbumen bei der Kraftberechnung feingranular und durch gleichzeitige Berech
nung mehrerer Krper grobgranular	
Irregularitt Irregulr da die Krper ungleichmig verteilt sind und der resultierende
Baum irregulr ist	
Der Wurzelknoten ist typischerweise  unbalanciert also sehr ungleichmig	 Der
Gesamtbaum ist $  & $  & $ balanciert	 Um mindestens
 der Knoten abzudecken ist eine Unbalanciertheit von 
 ntig	
Rekursion Zwei maximal fach rekursive Prozeduren Baumdurchlauf fr alle Krper und
Kraftberechnung fr Einzelkrper	
Rekursionsbaum Abbildung 	 zeigt einen beispielhaften Rekursionsbaum	
Gre ca	   LOC

Abbildung 	 Barnes Hut  Rekursionsbaum fr  Krper	 Die beiden Rekursionshier
archien sind durch verschiedene Grauwerte der Knoten gekennzeichnet	
Quelle Abgeleitet aus einem Benchmark von Olden  basierend auf dem Originalcode
von J	 Barnes 	
Eingabedaten Zufllig nach J	 Barnes generierte Galaxien mit n Krpern fester Startwert
des Zufallsgenerators zur Gewhrleistung der Vergleichbarkeit	
Besonderheiten Es gibt mehrere Iterationen der Berechnung Zeitschritte	 Der Algo
rithmus ist auf zwei Ebenen rekursiv was bei Parallelisierung beider Ebenen zu fein
krniger Parallelitt fhrt whrend die Parallelisierung nur der obersten Ebene eine
grbere Granularitt bewirkt	 Das macht den Benchmark zu einem guten Testfall fr
die automatische Entscheidung welche Rekursionsebenen parallelisiert werden sollen	
Die Berechnung der Krfte fr alle Krper erfolgte im OriginalCode in einer Schleife
da die Krper sowohl in den Baum einsortiert als auch in einem Feld gehalten sind	 Fr
die Versuche wurde die Schleife durch ein rekursives Durchlaufen des Baums ersetzt
 die Begrndung ist da der Baum im Programm bereits vorhanden ist und ein
Programmierer mit dem Wissen da das System Rekursionen parallelisiert genau
dieses Durchlaufen des Baums statt der Schleife whlen wrde	
 Eigenvalue
Anwendung Mathematik  Eigenwerte von symmetrischen tridiagonalen Matrizen wer
den durch rekursive Intervallteilung berechnet	
Algorithmus Durch ein mathematisches Verfahren lt sich fr diese Art von Matrizen
recht einfach die Zahl der Eigenwerte ermitteln die in einem gegebenen Intervall liegen	
Daraus leitet sich direkt ein TeileundHerrsche Algorithmus ab Halbiere das Intervall
solange bis sich die Zahl der enthaltenen Eigenwerte ndert und behandle die sich
ergebenden Intervallhlften rekursiv weiter	 Abbruchbedingung ist das Unterschrei
ten einer Mindestgre des Intervalls womit der enthaltene Eigenwert bestimmt ist	
Aufgrund der Rechengenauigkeit double kann es vorkommen da dicht beieinander
liegende Eigenwerte nicht weiter aufgelst werden knnen	
Abbildung 	 visualisiert den Ablauf	
Parallelitt Das Programm ist durch jeweils gleichzeitige Ausfhrung der beiden Rekur
sionsste sehr gut parallelisierbar	 Es gibt keine Datenabhngigkeiten zwischen den
#sten	
Irregularitt Irregulr da Eigenwerte je nach Matrix sehr verschieden im Intervall verteilt
sein knnen und die Einengung des Intervalls verschieden lange dauern kann	


Eigenwert Untersuchte Intervalle
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Abbildung 	 Eigenvalue  Rekursive Intervallteilung irregulre Struktur durch unregel
mige Verteilung der Eigenwerte	
Der Wurzelknoten ist bei uniformer Eigenwertverteilung typischerweise perfekt 
balanciert der Gesamtbaum ist $  & $  & $ unbalanciert	
Eine geometrische Verteilung ergibt eine unbalancierte Wurzel  also extreme
Ungleichverteilung auf oberster Ebene  und einen $ & $ & 
$
balancierten Baum	 Um mindestens  der Knoten abzudecken ist eine Unbalan
ciertheit von  ntig	
Rekursion Eine fach rekursive Prozedur	
Rekursionsbaum Abbildung 	 zeigt zwei beispielhafte Rekursionsbume fr verschie
dene EigenwertVerteilungen	 Man sieht da die Eingabedaten einen groen Unter
schied der Baumform bewirken  die uniforme Verteilung erzeugt einen perfekten
Binrbaum whrend eine geometrische Verteilung einen sehr unbalancierten Baum
bedingt	
Uniforme Eigenwertverteilung Geometrische Eigenwertverteilung
Abbildung 	 Eigenvalue  Rekursionsbume fr uniforme und geometrische Eigenwert
verteilung bei  Eigenwerten Auflsung der geometrischen Verteilung begrenzt durch
Rechengenauigkeit	
Gre ca	  LOC
Quelle Abgeleitet aus einem Benchmark von 	

Eingabedaten Knstliche Grenzflle der Eigenwertverteilung nach S	 Chakrabarti fr
n  n Matrizen Uniforme Gleichvereitung der Eigenwerte auf dem Zahlenstrahl und
geometrische konzentrierte Verteilung	 Eine Zufallsverteilung kommt der uniformen
Verteilung sehr nahe	
Besonderheiten Eigenvalue ist ein relativ grobgranularer Benchmark der wie bereits dar
gestellt je nach Eingabeverteilung ein breites Spektrum von Balanciertheit seiner Re
kursionsbume aufspannt	
Bei der Parallelisierung wurde hier aufgrund des festen Verzweigungsgrades von Zwei
immer nur fr den linken Teilbaum ein neuer Thread verwendet whrend der ur
sprngliche Thread mit der Berechnung des rechten Teilbaums fortfhrt Nothread
Annotation siehe Abschnitt 		
 Fractal
Anwendung Computergrak  Berechnung der bildlichen Darstellung eines Ausschnitts
der MandelbrotMenge  mittels rekursiver Heuristik	
Algorithmus Anstatt jeden einzelnen Bildpunkt zu errechnen kann folgende Heuristik
verwendet werden Wenn der Rand eines Rechtecks im Bild die selbe Farbe hat wird
das ganze Rechteck mit dieser Farbe ausgefllt	 Damit ergibt sich ein rekursives Ver
fahren das die Bild"che solange in Quadranten unterteilt bis diese ausgefllt werden
knnen oder nur noch einen Bildpunkt enthalten	
Dieses Vorgehen senkt die Zahl der berechneten Bildpunkte des UrApfelmnnchen
ausschnitts $  	 	 	 $  bei einer Auflsung von    von   
auf  	 Dieser Eekt verstrkt sich bei greren Auflsungen	 Da es vorkommen
kann da feine Linien in ein BildRechteck vordringen aber kein Bildpunkt auf dem
Rand des Rechtecks einen Punkt dieser Linie erfat ist das Verfahren nicht genau	
Bei erwhnter Auflsung wird aber lediglich ein einziger Bildpunkt im Vergleich zum
exakten Verfahren anders gefrbt	
Ein Beispiel des Ablaufs einer rekursiven Unterteilung eines kleinen Bildausschnitts
zeigt Abbildung 		
BerechnetZu berechnen Ausfüllbar(Heurisitk)
Abbildung 	 Fractal  Ablauf der rekursiven Unterteilung und Berechnung eines Bild
ausschnitts
Parallelitt Die Parallelisierung geschieht durch gleichzeitige Berechnung der Quadranten
bei der Rekursion	 Es gibt keine Schreibkon"ikte	

Irregularitt Abhngig vom Bildausschnitt werden sehr verschiedene Iterationstiefen bei
der Bildpunktberechnung an unterschiedlichen Stellen des Bilds erreicht	 Auerdem
sind die Rechtecke an denen die Heuristik aktiv wird nicht vorhersagbar und ber
das ganze Bild verteilt so da)s der Rekursionsbaum irregulr wird	
Der Wurzelknoten ist typischerweise moderat unbalanciert der Gesamtbaum ist
$  & $  & $ unbalanciert also bis in unterste Ebenen un
balanciert	 Um mindestens  der Knoten abzudecken reicht eine Unbalanciertheit
von  aus	
Rekursion Eine fach rekursive Prozedur fr die Berechnung eines Quadranten	
Rekursionsbaum Abbildung 	 zeigt einen beispielhaften Rekursionsbaum	
Abbildung 	 Fractal  Rekursionsbaum fr den UrBildausschnitt der Mandelbrotmenge
bei Auflsung 	
Gre ca	  LOC
Quelle Eigener Code basierend auf einer Idee aus einem FractalProgramm fr den Atari
ST von K	 Schneider	
Eingabedaten Fnf verschiedene Ausschnitte des Apfelmnnchens mit nn Pixeln siehe
Anhang A		
Besonderheiten Entgegen dem ersten Eindruck handelt es sich um kein Spielzeugbeispiel
da fr Fraktale auch in der Realitt viele CPUStunden aufgewandt werden	 Die rekur
sive Heuristik spart auch bereits sequentiell Rechenzeit und ermglicht eine elegante
Parallelisierung	
Dasselbe Prinzip ist auch fr andere Gebiete anwendbar in denen ein Ausschnitt ab
hngig von einer Bedingung oder Heuristik dynamisch verfeinert wird	
Bei der Parallelisierung der Berechnung der Quadranten werden durch Verwendung der
NothreadAnnotation nur drei Threads erzeugt der vierte rechnet den verbleibenden
Quadranten aus	
Dieser Benchmark zeigt auf anschauliche Weise die Korrespondenz zwischen Arbeit
d	h	 Bildausschnitt und Rekursionsbaum wie der Anhang grasch ausfhrt	

 Power
Anwendung Simulation  Strompreise werden in einem baumfrmigen Verteilernetz
durch Rekursion entlang des Baums berechnet	 Das Kraftwerk bendet sich an der
Wurzel und die Kunden an Blttern	

Algorithmus Die Preisberechnung erfolgt durch Propagieren einer Kosteninformation von
der Wurzel zu den Blttern lokale Optimierungen in den Blttern und Zurckpropa
gieren der entstehenden Nachfrage zur Wurzel	 Diese Berechnung wird wiederholt bis
eine Konvergenz eintritt	 Es werden verschiedene Faktoren wie z	B	 die Stromleitungs
verluste auf den verschiedenen Ebenen des Baums bercksichtigt	
Die zentrale Datenstruktur ist ein Baum mit verschiedenen Ebenen von Knotentypen
Ausgehend von der Wurzel root die das Kraftwerk darstellt folgt die Ebene der
Zuleiter feeders die sich in Seitenste laterals aufspalten an denen weitere Ver
zweigungen branches erfolgen welche schlielich zu den Blttern leafs des Baums
fhren den simulierten Endkunden	
Den Knotentypen entspricht jeweils eine rekursive Prozedur die diese Art von Knoten
behandelt und Aufrufe an Knoten Prozeduren tiefer in der Hierarchie enthlt	 Dabei
"iet auch Information des Nachbarknotens in der Hierarchie ein wie der nchste
Absatz erlutert und Abbildung 	 verbildlicht	
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Abbildung 	 Power  Hierarchie der Knotentypen in den Baumebenen Propagation
von Preis und Verbrauch	 Die Pfeile stellen Verzeigerungen der Datenstruktur dar die
gleichzeitig den algorithmischen Abhngigkeiten entsprechen	
Parallelitt Parallelisierung durch berlappung der Berechnungen fr einen Knoten mit
denen der Unterbume Art feeder x  feeder x    my lateral  wobei
feeder x  und my lateral  parallel laufen knnen  siehe Algorithmus	
Irregularitt Irregulr da Baum irregulr s	u		
Der Wurzelknoten ist typischerweise unbalanciert also unausgewogen	 Der Ge
samtbaum ist $  & $  & $ unbalanciert	 Um mindestens  
der Knoten abzudecken reicht eine Unbalanciertheit von  aus	
Rekursion Drei rekursive Prozeduren fr die drei Typen von Knoten hierarchisch zuerst
Rekursion  dann  dann  dann Bltter	 Jeweils nur ein rekursiver Aufruf an die
aktuelle Prozedur selbst da Nachfolgeknoten pro Baumebene in Listen vorliegen und
ein Aufruf an die Prozedur der nchsten Hierarchiestufe	
Rekursionsbaum Abbildung 	 zeigt einen beispielhaften Rekursionsbaum	
Gre ca	   LOC
Quelle Abgeleitet aus einem Benchmark von Olden  seinerseits abgeleitet aus 	

Abbildung 	 Power  Rekursionsbaum fr Eingabegre 	 Die verschiedenen re
kursiven Prozeduren sind durch verschiedene Graustufen der Knoten gekennzeichnet die
Ebene der Bltter ist nicht rekursiv und daher nicht abgebildet	
Eingabedaten Verschieden groe Bume mit zufllig variiertem Verzweigungsgrad fester
Startwert des Zufallsgenerators zur Vergleichbarkeit	
Besonderheiten Es gibt mehrere Iterationen der Berechnung bis die Konvergenz eintritt	
Der Algorithmus weist drei Hierarchiestufen in der Rekursion auf die jeweils eigene
Funktionen beinhalten	 Er ist daher ein guter Testfall fr die automatische Auswahl
von zu parallelisierenden Hierarchieebenen	
Im ursprnglichen Quellcode waren einige Prozeduren rekursiv geschrieben andere
nicht	 Fr die Versuche wurden alle Prozeduren die auf dem Baum arbeiten konse
quent rekursiv formuliert	 Auerdem war der BeispielBaum vllig regulr was kaum
einem realen Stromnetz entspricht	 Daher wurden zufllige Schwankungen von  
im Verzweigungsgrad eingebaut was in irregulren realistischeren Bumen resultiert	
Fr die Messungen wurde der Zufallsgenerator mit einem festen Startwert eingesetzt	
 Queens
Anwendung Kombinatorik  Alle Lsungen des nDamenProblems
 
auf einem n  n
Schachbrett werden berechnet	
Algorithmus Gradliniges Vorgehen ohne Optimierungen Rekursiv wird die 	 bis n	
Spalte des Schachbretts untersucht	 Dabei wird fr jede mgliche Position einer Dame
in dieser Spalte geprft ob sie mit der Plazierung von Damen in den bisherigen Spalten
kollidiert	 Ist dies nicht der Fall so werden fr diese Plazierung rekursiv die nchsten
Spalten berprft	 Alle dermaen erhaltenen Lsungen werden in einer Baumstruktur
fr die sptere Ausgabe aufgezeichnet	
Abbildung 	
 zeigt diesen Ablauf exemplarisch fr einen Teilbaum der Berechnung
eines  Schachbretts	
Parallelitt Parallelisierung durch gleichzeitiges rekursives Prfen aller n Mglichkeiten
die jeweils nchste Dame zu setzen	
 
Plazierung aller n Damen so da sie sich nicht gegenseitig schlagen knnen also paarweise weder in der
selben Spalte noch Zeile noch Diagonale stehen

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Abbildung 	
 Queens  Ablauf der rekursiven Berechnung fr ein  Schachbrett rest
liche oberste Verzweigungen der bersichtlichkeit wegen ausgeblendet
Irregularitt Irregulr da der entstehende Rekursionsbaum aufgrund der Plazierungsre
geln irregulr ist	
Der Wurzelknoten ist typischerweise unbalanciert der Gesamtbaum ist $
 & $  & $ unbalanciert und damit ber weite Bereiche hinweg un
balanciert was dem ausgefransten Aussehen des Rekursionsbaums Rechnung trgt	
Um mindestens  der Knoten abzudecken mu eine Unbalanciertheit von  in
Kauf genommen werden
Rekursion Eine nfach rekursive Prozedur	
Rekursionsbaum Abbildung 	 zeigt einen beispielhaften Rekursionsbaum	
Abbildung 	 Queens  Rekursionsbaum fr n  
	
Gre ca	  LOC
Quelle Abgeleitet aus einem Benchmark von Cilk 
	
Eingabedaten Implizites nDamenproblem fr ein n n Schachbrett	

Besonderheiten Am feinsten granularer Benchmark der Suite verdeutlicht den Mehrauf
wand bei der Threaderzeugung	
Die ursprngliche Form des Benchmarks berechnete nur eine einzige Lsung des Pro
blems und brach dann ab was im Parallelen einen indeterministischen Ablauf ergab	
Fr REAPAR wurde das Programm so umgeschrieben da deterministisch alle Lsun
gen ermittelt und aufgezeichnet werden	
 Beschreibung der Kenngren
Folgende Kenngren wurden herangezogen um einen Benchmark und sein Ablaufverhalten
zu charakterisieren  der Begri Kenngre ist hier global gemeint und entspricht nicht
wrtlich den in Kapitel  eingefhrten Gren
Benchmark Name des Benchmarks
Eingabegre Gre der Eingabedaten in Einheiten des Programms z	B	 Dimension der
Matrix bei Eigenvalue Verzweigungsgrade verschiedener Hierarchiestufen bei Power
oder Zahl der Krper bei Barnes Hut	
Eingabeart Weitere Dierenzierung der Eingabe z	B	 Art der EigenwerteVerteilung uni
form geometrisch bei Eigenvalues Bildausschnitt bei Fractal	
Sequentielle Laufzeit Laufzeit des instrumentierten Programms ohne jegliche Thread
Konstrukte Strategie Neverever	
Bltter Gesamtzahl der Bltter in allen Rekursionsbumen direkt aus dem Laufzeitpro
l abgelesen Verzweigungsgrad 	 Wenn es mehrere Rekursionshierarchien fr die
Parallelisierung gibt sind die Blattzahlen aller Hierarchien aufgefhrt	
Knoten Zahl der Knoten im Rekursionsbaum ohne Bltter ditto mit Grad  	
Millisekunden pro Blatt Ungefhre Dauer der Berechnung fr ein Blatt Lauf
zeitBlattzahl als Ma fr die Granularitt des Benchmarks wiederum nach even
tuellen Hierarchien unterschieden	
Rekursionstiefe Tiefe des Rekursionsbaums bzw	 einzelner Hierarchiestufen gemessen ab
dem Wurzelknoten Tiefe  jeweils maximale und am hugsten vertretene	
Verzweigungsgrad Entsprechende Werte fr den Verzweigungsgrad	
Speicher Maximaler Speicherverbrauch des Problems in Megabytes    bytes	
 Tabelle der Kenngren
Auf einem einzelnen Prozessor einer Sun SPARCstation  mit MHz HyperSPARC Pro
zessor ergaben sich fr die sequentiellen Lufe der Benchmarks die in Tabelle 	 aufgefhr
ten Werte Median von je drei Messungen	 Der Rechner verfgte ber MB realen und
MB virtuellen Speicher die Prozessoren hatten jeweils kB Cache	 Als Betriebssystem
diente SunOS 		 Solaris 	 mit den zugehrigen Threadbibliotheken bersetzer war
gcc Version 				
Bei der Betrachtung der Tabelle fallen einige Punkte auf

Tabelle 	 Kenngren der Benchmarks fr verschiedene Eingaben auf MHz Hyper
SPARC CPU	
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G
r

	
e
A
r
t
L
a
u
f
z
e
i
t
s
e
q


s

B
l

t
t
e
r
K
n
o
t
e
n
m
s
!
B
l
a
t
t
R
e
k

t
i
e
f
e
m
a
x
!
f
r
e
q
V

g
r
a
d
m
a
x
!
f
r
e
q
S
p
e
i
c
h
e
r

M
B

Barnes   
a
     ! ! 
Hut      ! !
        ! ! 
       ! !
          ! ! 
       ! !
Eigenvalue   u
b
      ! ! 
  g 
c
   ! ! 
  u        ! ! 
  g       ! ! 
  u         ! ! 
  g         ! ! 
Fractal  
d
      ! ! 
         ! ! 
         ! ! 
    
e
       ! !  
Power   
f
   ! ! 
      ! !
     ! !
       ! ! 
      ! !
     ! !
        ! ! 
       ! !
     ! !
Queens        ! ! 
        ! ! 
        ! ! 
          ! ! 
a
Erste Zahl sind die Bltter der  Computesubtree Hierarchie zweite die der  Walksub
b
uuniforme Eigenwertverteilung ggeometrische Verteilung
c
DoubleGenauigkeit begrenzt Blattzahl bei geometrischer Datenverteilung  sollte rein mathematisch
auch gleich N sein
d
Die Bildausschnitte  sind in Abschnitt A grasch dargestellt
e
Fast nur Swapping gemessen mehr Speicher verwendet als physikalisch vorhanden   User sec aber
 Wallclock time
f
Verschieden lange Iterationen Erster Wert sind die Bltter auf der  Feeder Ebene zweiter die der
 Lateral Ebene dritter die Gesamtbltter jeweils ber alle Iterationen gemessen


 Die Laufzeit der Benchmarks deckt ein breites Spektrum ab	 Wie sich spter zeigt
werden sogar Programme mit Laufzeiten im Sekundenbereich ezient parallelisiert	

 Barnes Hut und Queens haben um zwei Grenordnungen umfangreichere Rekursions
bume als die anderen Benchmarks sind also als sehr feingranular zu bezeichnen	 Bei
Barnes Hut lt sich durch Ausblenden der unteren Rekursionshierarchie walksub
die Granularitt auf normalere Werte erhhen	

 Die Blattlaufzeiten von Fractal sind ebenfalls konsistent gering  ms und zwar fast
unabhngig von der Problemgre	

 Eigenvalue ist der grobgranularste Benchmark	 Nur Power mit Ausblenden aller Re
kursionsebenen bis auf die oberste ist vergleichbar grobgranular mit Blattlaufzeiten
im Sekundenbereich	

 Die Rechenzeit pro Blatt schwankt bis auf Queens und Fractal erheblich mit der Pro
blemgre	

 Bei Eigenvalue hngt die Rekursionstiefe sehr stark mit der Art des Problems zusam
men	 Bei geometrischer Eigenwertverteilung wird sie hauptschlich von der Rechenge
nauigkeit bei der Einengung des Intervalls begrenzt	
Besonders die Granularitt wirkt sich auf den Erfolg der verschiedenen Parallelisierungsstra
tegien aus wie die Ergebnisse der nchsten Seiten zeigen	
 Thesen Experimente und Resultate
Vor diesem Hintergrund greifen die folgenden Abschnitte jeweils eine UnterThese der
Arbeit auf beschreiben den Aufbau des Experiments und erlutern die Ergebnisse	 Um die
Vergleichbarkeit zu garantieren beziehen sich alle Laufzeiten auf den erwhnten Rechner mit
MHz HyperSPARCProzessoren auch fr sequentielle Vorgnge wie die Instrumentierung
und die Strategiewahl	
Es werden die folgenden Fragen untersucht

 Welche Beschleunigungen werden durch die Parallelisierungsstrategien erreicht%

 Wie sind diese Ergebnisse im Vergleich mit verwandten Systemen einzuordnen%

 Was ist die Qualitt der Strategiewahl durch Tiefenheuristik bzw	 durch Simulation
wie schneiden die gewhlten Strategien in der Realitt ab%

 Gibt es eine universelle Strategie die fr alle Probleme gute Ergebnisse erzielt%

 Wie abhngig von den Eingabedaten ist eine gewhlte Strategie d	h	 bringt eine Stra
tegie auch fr andere Eingaben eine gute Leistung%

 Wie wirkt sich die Parallelisierung tieferer Hierarchieebenen im Vergleich zu ihrer se
quentiellen Ausfhrung aus%

 Welchen Ein"u auf die Leistung hat die NothreadAnnotation%

 Wie hoch ist der Laufzeitzuwachs durch die Datensammlung%

 Wie lange dauert die Quellcodetransformation im Vergleich zum eigentlichen Program
mablauf%

 Ist die Laufzeit der Strategiewahl im Vergleich zur Programmlaufzeit klein genug%

 Welche Ergebnisse bringt die Kombination von Strategien%

Auerdem stellen weitere Abschnitte die Ergebnisse von Benchmarklufen auf Maschinen
mit bis zu  Prozessoren dar und prsentieren eine Fallstudie zum Vergleich von REAPAR
mit einer Handparallelisierung	
 Eziente Beschleunigung irregulrer rekursiver Programme
Die Grundthese dieser Arbeit ist da sich irregulre rekursive Programme mit geeigneten
Parallelisierungsstrategien ezient auf Parallelrechnern ausfhren lassen d	h	 eine gute Be
schleunigung erzielen	
 Versuchsaufbau und Messungen
Um dies zu belegen und gleichzeitig den Raum der Mglichkeiten fr die automatische
Strategiewahl abzustecken wurden die Laufzeiten der Benchmarks fr alle mglicherweise
sinnvollen Strategien gemessen	 Dazu wurden eventuell ntige Annotationen Needresults
Nothread oder Noparallel in die Programme eingefgt und der Quellcode durch das System
automatisch parallelisiert	 Die resultierenden threadparallelen Programme wurden fr die
Strategien Neverever Never Always First * Keep * Active * und Depth * mit
verschiedenen Eingabedaten in jeweils drei Lufen gemessen	
Im Detail gemessen wurden

 Laufzeit des Gesamtprogramms in Sekunden wallclock time zur Feststellung der Be
schleunigung  Basis ist die Laufzeit mit der Strategie Neverever	 Eine Laufzeit von
Null steht dabei fr einen abgebrochenen Programmlauf z	B	 weil die Zahl der erzeug
ten Threads die Betriebssystemgrenzen berstieg	

 Summe der auf allen Prozessoren verbrauchten Rechenzeit in Sekunden user time
und

 verbrauchte Systemzeit auf allen Prozessoren in Sekunden system time als Ma
fr den Mehraufwand der Parallelisierung mit kritischen Abschnitten Sperren und
Threadbehandlung	

 Zahl der whrend des Programmlaufs erzeugten Threads wird fr abgebrochene Lufe
nicht auf Null gesetzt um die Entwicklung beurteilen zu knnen	

 Auslastung der Maschine in Prozent als Summe der einzelnen Prozessorauslastungen	
Yustzlich wurde das Laufzeitprol aufgezeichnet da es praktisch keine Auswirkungen auf
die Beschleunigung hat und weitergehende Daten liefert	
 Erklrung der Megraphen
Im folgenden werden hug die Ergebnisse von Laufzeitmessungen als Graken dargestellt	
Diese Graphen zeigen auf der xAchse die verschiedenen Strategien ggf	 mit Parametern
und auf der yAchse die gemessene Gre	 Da aufgrund der Datenmenge die Beschriftung
nicht immer angemessen gro sein kann aber der Aufbau der Graphen immer gleich ist
und sich leicht ein visueller Gesamteindruck ergibt zeigt Abbildung 	 einen typischen
Graphen mit Erluterung seiner Elemente	
Die anderen GraphTypen sehen entsprechend aus	 Die yAchsen sind bei der Beschleu
nigung und Last fest um eine sofortige Einschtzung der Leistung zu geben y      n 

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Abbildung 	 Elemente eines Megraphen	
bei n Prozessoren bei der Beschleunigung bzw	    n bei der Last hngen bei Thread
zahl und Zeitmessung aber von den beobachteten Mewerten ab	 Der ZeitmessungsGraph
zeigt sowohl die produktive Benutzerzeit als Rauten als auch die Mehraufwand bedeutende
Systemzeit als Kreuze	 Bei Beschleunigung und Last sind horizontale Linien bei n bzw	
n durchgezogen um die Orientierung auch bei kleiner Schriftgre zu erleichtern	
 Diskussion einer Mereihe
Die Graphen der Megren geben Einblicke in die Zusammenhnge zwischen Problem Stra
tegie und erreichter Beschleunigung	 Anhand von Abbildung 	 diskutieren wir beispielhaft
die Ergebnisse der Mereihe fr den Barnes Hut Benchmark mit Eingabegre   auf
vier Prozessoren

 Die Auslastung des Rechners erreicht fr viele Strategien Werte bis zu   d	h	
die Parallelisierung nutzt die Ressourcen aus	 Strategien die zuwenig Parallelismus
erzeugen sind die FirstStrategien und Keep sowie Depth mit zu kleinem Strategiepa
rameter	 Die ActiveStrategie erzeugt bereits mit Parameter  eine hohe Zahl paralleler
Aktivitten	 Never und Neverever benutzen denitionsgem nur einen Prozessor	

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Abbildung 	 Megraphen fr Barnes Hut Eingabegre   Werte von jeweils drei
Messungen	 Die Zusammenhnge werden im Text diskutiert wichtig ist hier der grasche
Eindruck der bereinanderstehenden Kurven und nicht die Lesbarkeit der Einzelwerte	


 Einige Strategien zeigen eine Last und Beschleunigung von Null	 Dies tritt auf wenn
der Programmlauf aufgrund eines Fehlers abgebrochen wurde  wie erwhnt kann
Solaris nur etwa   auf ein join wartende Threads verwalten und bricht bei hheren
Zahlen ab was bei Always und bei der Tiefenstrategie mit zu hohen Parametern der
Fall ist	 Keep und Active erzeugen viele Threads aber sammeln sie auch schnell genug
wieder ein	

 Ein Blick auf die Beschleunigungen erinnert daran da eine gute Auslastung nicht
automatisch eine gute Beschleunigung bedeutet	 Die Tiefenstrategie mit Parameter
 und  schneidet geringfgig besser ab als Keep  und Keep  wobei der Para
meterbereich fr gute Beschleunigungen bei Depth wesentlich enger ist als bei Keep	
ActiveStrategien erreichen hingegen nicht einmal eine Beschleunigung von  und fallen
schnell auf Werte um  herum ab	

 Erklrungen fr dieses Verhalten gibt der Graph der erreichten Threadzahlen und der
eng damit zusammenhngende Graph der verbrauchten Benutzerzeit Rauten und
Systemzeit Kreuze
 Ein Grund fr schlechte Beschleunigung ist eine zu geringe Zahl von Threads die
die Maschine nicht auslasten	 Beispiele sind First und Depth  mit erwhnt
kleiner Last	
 Die Beschleunigung leidet aber auch unter zu hohen Threadzahlen wie besonders
Active deutlich zeigt	 Es werden um eine Grenordnung mehr Threads erzeugt
als bei den anderen Strategien was zu einem bermigen Ansteigen der Thread
verwaltung fhrt	 Dies spiegelt sich in der hohen Systemzeit wieder die die
Benutzerzeit weit bersteigt	
 Das Ansteigen der Benutzerzeit selbst erklrt sich mit dem Rechenaufwand fr
die ThreadHllprozeduren und ihre Aufrufe die bei Verwendung von weniger
Threads kaum zum Tragen kommen	 Bei Barnes Hut als feingranularem Bench
mark ist dieses Verhalten besonders deutlich	

 Das schlechte Abschneiden von Depth  die bei einem Verzweigungsgrad von bis zu 
eigentlich gengend Parallelitt liefern sollte lt sich durch Betrachten des Rekursi
onsbaums verstehen Abbildung 	 Auf oberster Ebene gibt es nur zwei #ste von
denen einer nur einen sehr kleinen Unterbaum hat whrend alle restlichen Knoten im
Unterbaum des anderen Asts liegen	 Eine Parallelisierung auf dieser Ebene fhrt also
zu einer extremen Ungleichverteilung der Arbeit mit entsprechenden Auswirkungen
auf die Beschleunigung	
Wie man sieht bietet die Kombination der Megraphen eine Erklrung fr die beobachteten
Eekte wobei zustzliches Wissen wie das Aussehen des Rekursionsbaums weitere Einblicke
liefert	
Im folgenden werden hauptschlich die BeschleunigungsGraphen gezeigt da sie fr den
Endbenutzer am relevantesten sind	
 Erreichte Beschleunigungen
Tabelle 	 zeigt fr alle Benchmarks die drei besten erreichten Beschleunigungen und die
entsprechenden Parallelisierungsstrategien	 Wenn mehrere Strategien gleichgut abschnitten
wurden die Strategien mit den kleineren Parametern bevorzugt abgedruckt	

Auerdem ist angegeben wieviel Prozent der ca	  Strategien eine Beschleunigung von
mindestens  der besten erzielten Beschleunigung erreichen	 Ein hoher Wert bedeutet
da der Benchmark weniger kritisch gegenber der Strategiewahl ist ein kleiner Wert lt
der Strategiewahl nur einen geringen Spielraum	 Es stellt sich heraus da typischerweise
 der Strategien eine Beschleunigung in diesem Bereich liefern wobei das grobgranulare
Eigenvalue bei uniformen Eingaben besonders unkritisch bezglich der Strategiewahl ist und
der feingranulare QueensBenchmark nur fr sehr wenige Strategien gute Ergebnisse bringt
da hier nur die ersten drei Tiefenstrategien berhaupt gut abschneiden	
Tabelle 	 Beste drei Beschleunigungen und entsprechende Strategien fr alle Benchmarks
auf vier Prozessoren Beschleunigungen ber vier sind aufgrund der Megenauigkeit von
einer Sekunde bei kurzen Problemen mglich	 Die letzte Spalte gibt an wieviel Prozent der
Strategien mindestens  der optimalen Beschleunigung erreichen	
Benchmark Problem Platz Platz Platz   
name gr	e Bes Strategie Bes Strategie Bes Strategie
Barnes Hut    Keep   Depth   Keep  
   Depth   Depth   Keep  
   Keep   Keep   Keep  
Eigenvalue
a
u   Active   Keep   Active  
g   Active   Active   Active  
u   Active   Active   Active  
g   Active   Keep   Keep  
u   Depth   Keep   Keep  
g   Active   Keep   Active  
Fractal
b
     Active   Depth   Active  
     Depth   Depth   Active  
     Depth   Keep   Depth  
     Depth   Depth   Depth  
     Depth   Keep   Depth  
     Depth   Depth   Depth  
     Depth   Active   Keep  
     Depth   Depth   Depth  
     Keep   Depth   Keep  
     Depth   Depth   Depth  
Power
c
o   Active   Keep   Active  
o   Keep   Keep   Keep  
b   Depth   Depth   Depth  
b   Depth   Depth   Keep  
Queens   Depth   Depth   Depth  
  Depth   Depth   Depth  
  Depth   Depth   Depth  
a
Jeweils geometrische und uniforme Eigenwertverteilung
b
Fnf verschiedene Bildausschnitte Ausschnitt  ist das UrApfelmnnchen  im Anhang sind die Aus
schnitte genau angegeben und mit ihren Rekursionsbumen zusammen abgebildet
c
	o
  Ergebnisse mit Parallelisierung nur der obersten Hierarchieebene 	b
  mit beiden obersten
Ebenen  siehe auch Absatz 

 Vergleich mit der Literatur
Einige der Beschleunigungen lassen sich direkt mit Werten aus der Literatur vergleichen
 Tabelle 	 zeigt die Ergebnisse von Olden  und Cilk 
 gegenber den Resultaten
der vorliegenden Arbeit	 Fr die Benchmarks Eigenvalue Fractal und Magic liegen keine
Vergleichswerte vor	 Mit ! markierte Eintrge sind Bestandteil der Validierungsmenge	
Tabelle 	 Vergleich der mit REAPAR erzielten Beschleunigungen mit den verentlichten
Werten fr dieselben Benchmarks unter Olden und Cilk auf  Prozessoren	
Benchmark Beschleunigung
name Olden Cilk REAPAR
Barnes Hut   
Bitonic Sort ! 
  
Heat !  
 
Knapsack !  	 
Power   
Queens  	 

Da die entsprechenden Benchmarks des REAPARSystems aus den OldenBenchmarks
angepat wurden ist ein direkter Vergleich zulssig	 Die Messungen von Olden fanden auf
einer Connection Machine CM statt und beinhalten die Migration von Prozessen whrend
REAPAR auf einer SparcStation mit gemeinsamem Speicher ablief	 Beim Bitonischen Sor
tieren gibt Olden nur die Laufzeit des Programmkerns an$ die REAPAR Beschleunigung
bezieht sich auf das gesamte Programm fr dieses Programm greifen wir ebenso wie fr
Heat und Knapsack den Ergebnissen der Validierung in Kapitel  vor da diese Benchmarks
zur Kontrollmenge des REAPAR Systems gehren	
Die Beschleunigungen von REAPAR liegen deutlich ber denen von Olden bis auf den
 schlechteren Power Benchmark	 Die Verbesserung von  beim Bitonic Sort Benchmark
kann durch die ntigen Datenbewegungen auf der CM erklrt werden die bei gemeinsamem
Speicher wegfallen	
Cilk berichtet von Messungen von einer Sun Enterprise  SMP Maschine acht Ultra
SPARC Prozessoren mit gemeinsamem Speicher und Threads also direkt vergleichbar mit
der REAPAR Umgebung	 Die BenchmarkSuite umfat ebenfalls eine Barnes Hut Implemen
tation die  schlechter abschneidet als die Parallelisierung durch REAPAR	 Der Queens
Benchmarks von REAPAR ist zwar aus Cilk abgeleitet berechnet aber alle Lsungen im
Gegensatz zur CilkVariante die nach Aufnden der ersten Lsung abbricht	 Ein direkter
Vergleich ist also nicht mglich aber die Beschleunigungen beider Systeme liegen nahe dem
Optimum	 Fr Heat erreicht REAPAR bessere Werte die berlineare Beschleunigung ist
vermutlich auf Cacheeekte zurckzufhren lediglich beim extrem feinkrnigen Knapsack
Benchmark schneidet Cilk  besser ab	
Der Konferenzbeitrag  aus dem der EigenvalueBenchmark abgeleitet ist zeigt nur
Beschleunigungskurven auf einer Connection Machine CM aber keine exakten Werte	 Die
Kurven liegen nahe dem linearen Speedup von  auf  Prozessoren was REAPAR ebenfalls
erreicht	
Zu beachten ist da alle erwhnten Systeme im Gegensatz zu REAPAR nicht automa
tisch parallelisieren sondern Sprachkonstrukte und zustzliche Datentypen bentigen die

der Programmierer explizit setzen mu	 Es ist anzunehmen da die Programmierer dieser
Benchmarks ihr jeweiliges System dabei optimal ausnutzen	 Da REAPAR dennoch so gut
abschneidet unterstreicht nochmals die Qualitt der REAPARErgebnisse	
 Qualitt der Tiefenheuristik
Fr die verwendeten MHz HyperSPARC Prozessoren wurde die Grenze zwischen grob
granularen und feingranularen Problemen bei einer durchschnittlichen Blattlaufzeit von ms
gezogen	 Dieser Wert wurde wie in Abschnitt 		 erlutert empirisch bestimmt	 Grob
granular sind ihm zufolge Barnes Hut mit Parallelisierung nur der obersten Rekursionshier
archie Eigenvalue und Power	 Als feingranular klassiziert werden Fractal und Queens	
Fr die letzteren beiden whlt die Tiefenheuristik die in Tabelle 	 aufgelisteten Stra
tegien deren reales Abschneiden ebenfalls aus der Tabelle ersichtlich ist	 Verwendet wurde
dabei die ASHeuristik	 Die LPSHeuristik liefert besonders fr Queens zu pessimistische
Tiefenwerte die in der Realitt unntig viele Threads erzeugen	 Wenn mehrere reale Stra
tegien gleich gut abschneiden ist die entsprechende Tiefenstrategie aufgefhrt	
Tabelle 	 Durch die APTiefenheuristik gewhlte Strategien fr die feingranularen Bench
marks und ihr reales Abschneiden verglichen mit der optimalen Strategie  + best
mgliche Leistung	
Benchmark Problem Beste reale Gewhlte Erreichte
gre Strategie Strategie Leistung
Fractal   

Depth  Depth   
  

Depth  Depth  
 
  

Depth  Depth   
  

Depth  Depth   
  

Depth  Depth   
  

Depth  Depth   
  

Depth  Depth   
  

Depth  Depth   
  

Depth  Depth  
 
  

Depth  Depth   
Queens  Depth  Depth   
 Depth  Depth   
 Depth  Depth   
Fr Fractal mit den verwendeten Problemgren whlt die Heuristik immer die Tiefe 
was fr viele Probleme die optimale Leistung erzielt und maximal  Verlust gegenber
der perfekten Strategiewahl bringt	 Die Strategiewahl fr Queens ist durchgehend perfekt	
 Realittsnhe der Simulation
Die als grobgranular klassizierten Benchmarks sind Barnes Hut Eigenvalue und Power	 Fr
sie wurden die Rekursionsbume aufgezeichnet und der Threadablauf wie in Abschnitt 		
beschrieben simuliert	 Die Suche nach guten Strategien in jeder der drei Strategieklassen

wurde jeweils abgebrochen sobald die Simulation zum erstenmal eine erfolgversprechende
Strategie identiziert hatte	
Die Ergebnisse der Simulation zeigt Tabelle 	 in der die fr jede Strategieklasse gewhl
te Strategie die Reihenfolge der drei Klassen und die Leistung verglichen mit dem realen
Abschneiden der gewhlten Strategien aufgefhrt sind	 Die Reihenfolgesortierung der Klas
sen fand anhand der Zahl der Simulationsschritte statt d	h	 die Strategie mit den wenigsten
Schritten wird als global beste 	 Klasse beurteilt die mit den zweitwenigsten Schrit
ten als 	 etc	 Fr manche Probleme gibt es Strategieklassen bei denen keine Simulation
die von den Auswahlheuristiken gestellten Anforderungen erfllt	 Sie sind in der Tabelle
entsprechend markiert	
Bei den Simulationen wurden die Gegebenheiten der Benchmarks bercksichtigt z	B	 die
NothreadAnnotation bei Eigenvalue und die Parallelisierung nur der obersten Rekursions
hierarchie bei Barnes Hut und Power	
Tabelle 	 Durch die Threadablaufsimulation gewhlte Strategien fr die grobgranularen
Benchmarks und ihr Abschneiden verglichen mit der optimalen Strategie  + bestmgli
che Leistung	 Bei mit  gekennzeichneten Eintrgen erfllte keine Strategie dieser Klasse
die Auswahlheuristiken	
Benchmark Problem Beste reale Gewhlte Strategie
gre Strategie 	 Klasse 	 Klasse 	 Klasse
Barnes Hut   Keep  Keep 
 
Depth 
 
Active 
 
  Depth  Depth 
 
Keep 
 
Active 
 
  Keep  Keep 
 
Depth 

 
Active 
 
Eigenvalue u  Active  Depth 
 
Active 
 
Keep 
 
g  Active  Active 
 
Keep  Depth 
u
  Active  Depth 


 
Active 
 
Keep 


 
g
  Active  Active 

 
Keep  Depth 
u  Keep  Depth 

 
Active 


 
Keep 
 
g  Active  Active 

 
Keep  Depth 
Power     Active  Keep 
 
Active 
 
Depth 

 
    Keep  Keep 
 
Active 
 
Depth 
 
Das perfekte Abschneiden der Strategiewahl bei Barnes Hut und Eigenvalue spricht fr
die Qualitt der Simulation  bei der geometrischen Eigenwertverteilung wird vllig korrekt

die ActiveStrategie bevorzugt whrend Keep und Depth fr alle Simulationen im Parame
terbereich      von der Auswahlheuristik abgelehnt werden	 Einzig bei Power mit hoher
Problemgre verliert die Simulation  an Leistung	
Ebenfalls bemerkenswert ist da die Zahl der Simulationsschritte die jeweils fr die
Reihenfolge der Strategieklassen zugrundegelegt wurde oenbar ein sehr gutes Kriterium
fr die Qualitt einer Strategie ist da die erstplazierte Strategie bis auf Barnes Hut  
immer besser abschneidet als die zweite und dritte Klasse	

 Nichtexistenz einer universellen Strategie
Die automatische Strategiewahl wre nicht ntig wenn es eine einzige Strategie gbe die
ber alle Probleme hinweg gute Beschleunigungen liefert	 Dem ist aber nicht so wie der
Vergleich zwischen Fractal Eigenvalue und Queens zeigt
Beim sehr feingranularen Queens scheitern alle Strategien die sich auf die aktuelle
Threadzahl beziehen weil bei ihnen der Mehraufwand fr den ntigen kritischen Abschnitt
im Verhltnis zur eigentlichen Rechenzeit eines Teilproblems zu gro ist	 Bei Fractal gibt
es sowohl fr die allgemeinen als auch fr die Tiefenstrategie Parameter die zu guten Be
schleunigungen fhren	 Auch bei Eigenvalue mit geometrischer Verteilung ist dies der Fall
aber die optimalen Parameterwerte sind ganz andere als bei Fractal	
Die Graphen in Abbildung 	 stellen die entsprechenden Beschleunigungen gegenber
wobei die Lesbarkeit der genauen Werte weniger wichtig ist als der grasche Gesamteindruck	
 Gltigkeit der Strategiewahl fr andere Eingaben
Die Strategiewahl bezieht sich immer nur auf das aktuell betrachtete Problem	 Damit stellt
sich die Frage wie gut eine Strategie die fr das aktuelle Problem die beste Beschleunigung
erzielt fr andere Probleme desselben Benchmarks abschneidet	 Ist z	B	 die Strategie die
fr Eigenvalue mit   uniform verteilten Eingaben eine optimale Beschleunigung bringt
auch fr   geometrisch verteilte Eingabewerte empfehlenswert%
Wenn diese Frage bejaht werden kann dann ist die Strategiewahl nicht so stark von
den genauen Eingabewerten abhngig und kann damit fr eine ganze Reihe von Problemen
verwendet werden	 Eine #nderung in den Eingaben wirkt sich also nicht zu negativ auf die
Beschleunigung mit der bereits gewhlten Strategie aus	
Um die Frage zu beantworten wurden die Strategien aller Probleme eines Benchmarks
nach absteigender Beschleunigung sortiert und mit Rngen versehen	 Gleichgute Strategien
erhalten denselben Rang	 Auerdem wurde fr jede Strategie jedes Problems berechnet
wieviel Prozent der Beschleunigung der optimalen Strategie sie erreicht	 Anhand dieser
Daten wurde fr die jeweils besten drei Strategien eines Problems festgestellt wie gut diese
Strategien fr die anderen Probleme des Benchmarks abschneiden	
Die Tabellen 	 bis 	 zeigen das Ergebnis der Vergleiche	 In der Zelle  x y einer
Tabelle steht wie gut die Strategie des Problems y fr das Problem x abschneidet Ihr
Rang unter den Strategien von x wird angegeben und grasch wird dargestellt welchen
Prozentsatz der besten Beschleunigung von x die Strategie erreicht	 Ein voll ausgefllter
Balken steht dabei fr  	 Besonderheiten der Benchmarks und zustzliche Erklrungen
nden sich in der berschrift der jeweiligen Tabellen	
Es stellt sich heraus da fr fast alle Benchmarks die guten Strategien eines Problems
auch fr die anderen Probleme hohe Leistungen erzielen typischerweise   des Op
timums	 Damit ist gezeigt da eine Strategiewahl auch ber das konkrete Problem hinaus

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Abbildung 	 Gegenberstellung der Beschleunigungen von drei Benchmarks Keine Stra
tegie erreicht auch nur annhernd eine gleichermaen gute Beschleunigung fr alle drei Pro
bleme	

Tabelle 	 Vergleich der Strategien fr Barnes Hut	 Die fr   guten Strategien schnei
den bei den beiden anderen Eingabegren schlechter ab whrend die Tiefenstrategien von
  fr alle Probleme gute Ergebnisse erzielen	
Problem Beste Strategien      
  Platz  keep    
  Platz  active    
  Platz  active    
  Platz  depth    
  Platz  depth    
  Platz  keep    
  Platz  keep    
  Platz  keep    
  Platz  keep    
Tabelle 	 Vergleich der Strategien fr Eigenvalue	 Die besten Strategien aller Probleme
erreichen auch fr die anderen Probleme gute oder optimale Beschleunigungen	 Dieser grob
granulare Benchmark erzielt fr gengend hohe Strategieparameter mit allen Strategien sehr
gute Beschleunigungen	 Kritisch sind Tiefenstrategien und First die bei uniformer Eigen
wertverteilung sehr gut abschneiden aber bei geometrischer Verteilung hohe Parameterwerte
erfordern die hier nicht gegeben sind	 Dementsprechend schlecht sind ihre Ergebnisse bei
den geometrischen Problemen was aber weniger kritisch ist weil sie sowieso nie auf dem
ersten Platz sind	
Problem Beste Strategien g  g  g  u  u 
g  Platz  active      
g  Platz  active      
g  Platz  keep      
g  Platz  active      
g  Platz  active      
g  Platz  active      
g  Platz  active      
g  Platz  keep      
g  Platz  active      
u  Platz  active      
u  Platz  rst      
u  Platz  rst      
u  Platz  active      
u  Platz  active      
u  Platz  depth      


Tabelle 	 Vergleich der Strategien fr Fractal hier aus bersichtlichkeitsgrnden nur
mit den Bildausschnitten  und  jeweils mit   und   Bildpunkten	
Das Problem  hat den unregelmigsten Rekursionsbaum und ist daher hinsichtlich der
Strategiewahl am kritischsten whrend die besser balancierten Bume der Probleme  und
 fr mehr Strategien sehr gute Beschleunigungen liefern	
Problem Beste Strategien "

"	

"

"	

"

"	

"

Platz  active       
"

Platz  keep       
"

Platz  rst       
"	

Platz  depth       
"	

Platz  active       
"	

Platz  keep       
"

Platz  depth       
"

Platz  active       
"

Platz  keep       
"	

Platz  depth       
"	

Platz  keep       
"	

Platz  keep       
"

Platz  depth       
"

Platz  active       
"

Platz  depth       
"	

Platz  depth       
"	

Platz  depth       
"	

Platz  depth       
Tabelle 	
 Vergleich der Strategien fr Power	 a bezeichnet die Version des Programms
mit Parallelisierung nur der oberen Ebene s	u	 b die auf zwei Ebenen parallele Version	
Letztere ist wie in Abschnitt 		 erlutert wesentlich kritischer in der Hierarchiewahl und
liefert daher oft nur   des Optimums fr die gegebenen Strategien	
Problem Beste Strategien a  a  b  b 
a  Platz  active     
a  Platz  depth     
a  Platz  depth     
a  Platz  keep     
a  Platz  keep     
a  Platz  active     
b  Platz  depth     
b  Platz  depth     
b  Platz  depth     
b  Platz  depth     
b  Platz  depth     
b  Platz  keep     


Tabelle 	 Vergleich der Strategien fr Queens	 Nur wenige Strategien schneiden bei
diesem Benchmark berhaupt gut ab was sich in den schlechten Werten der zweit und
drittbesten Strategien wiederspiegelt	 Depth  das fr die Problemgre  gute Leistung
bietet erreicht bei Gre  nur einen kleinen Bruchteil der mglichen Beschleunigung	
Die beste Strategie fr jedes Problem ist Depth  die dementsprechend berall optimal
abschneidet	
Problem Beste Strategien   
 Platz  depth    
 Platz  depth    
 Platz  never    
 Platz  depth    
 Platz  depth    
 Platz  keep    
 Platz  depth    
 Platz  depth    
 Platz  depth    
Gltigkeit hat	 Auf eine mglichst hohe #hnlichkeit der Eingabedaten mu bei den parallelen
Lufen also nicht allzu sehr geachtet werden	
 Ezienz durch geeignete Auswahl der Hierarchieebenen
Einige Benchmarks wie Power und Barnes haben verschiedene Hierarchieebenen der Rekur
sion wie bei der Beschreibung der Benchmarks erlutert wurde	 Fr die eziente Par
allelisierung ist entscheidend da nur rekursive Prozeduren der oberen Hierarchieebenen
parallelisiert werden damit die Granularitt der Teilprobleme nicht zu fein wird  bei Bar
nes Hut mit   Krpern ist z	B	 die Berechnungszeit fr ein Blatt der oberen rekursiven
Prozedur computesubtree 
 ms whrend die darunterliegende Prozedur walksub nur
 ms dauert also zwei Grenordnungen feingranularer ist	
Abbildung 	 stellt die Beschleunigungen des Power Benchmarks bei identischer Pro
blemgre gegenber Im ersten Fall wurde nur die oberste Prozedur feeder parallelisiert
was eine sehr gute Beschleunigung von  ergibt bei der viele Strategien optimale Ergeb
nisse bringen	 Im zweiten Fall wurde zustzlich die lateral Ebene parallelisiert was die
Granularitt stark verfeinert	 Dementsprechend sinkt die Beschleunigung auf maximal 
und die genaue Strategiewahl wird viel kritischer was die Auswirkung einer nicht perfekten
Strategiewahl negativ verstrkt	 Wie in Tabelle 	 gezeigt sinkt dabei der Prozentsatz der
Strategien die mindestens  der bereits schlechteren Beschleunigung erreichen von  
auf  bzw	  	
Um diesen Leistungszuwachs auszunutzen gibt das in Abschnitt 			 beschriebene
REAPAR Werkzeug hierarchieschecksimulation dem Benutzer Hinweise welche Pro
zeduren von einer NoparallelAnnotation protieren knnten	 Wie dort gezeigt empehlt
dieses Hilfsprogramm fr Barnes Hut und Power genau die Annotationen die in der Realitt
zum Erfolg fhren	
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Abbildung 	 Beschleunigungen von Power     in Abhngigkeit von den paralle
lisierten Hierarchieebenen Gute Ergebnisse mit sehr unkritischer Strategiewahl sogar das
triviale Always liefert optimale Beschleunigungen bzw	 schlechtere Beschleunigungen mit
nur wenigen guten Strategien	
 Ezienzgewinn durch NothreadAnnotation
In Abschnitt 	 wurde erwhnt da die Nothread Annotation die Leistung von Program
men mit festem Rekursionsgrad steigern kann indem die Threaderzeugung fr den letzten
rekursiven Aufruf eingespart wird	
Der Vergleich der Beschleunigungen des EigenvalueBenchmarks fr geometrische Eigen
wertverteilung in Abbildung 	 belegt diese Aussage Mit NothreadAnnotation wird eine
Beschleunigung von  erreicht ohne die Annotation sinkt die maximale Beschleunigung
auf  ab	 Bei einer uniformen Eigenwertverteilung hat die Annotation hingegen keine Aus
wirkung auf die Hchstbeschleunigung aber die Beschleunigung von einzelnen Strategien
geht zurck Always nur  statt 
 und die maximalen Threadzahlen verdoppeln sich	
Beim FractalBenchmark ergeben sich ebenfalls keine Einbuen der Maximalbeschleuni
gung aber die Zahl von Strategien fr die sie erreicht wird nimmt ab und die Gesamt
threadzahlen steigen an was die Strategiewahl kritischer macht	
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Abbildung 	 Beschleunigungen von Eigenvalue mit und ohne Verwendung der Nothread
Annotation bei geometrischer Eigenwertverteilung	
 Kosten der Datensammlung
Eine Hauptforderung an die Datensammlungskomponente des Systems war da sie selbst den
Programmablauf nur unwesentlich verzgern soll um die Meergebnisse nicht zu verflschen	
Zum Nachweis da diese Forderung erfllt ist wurde die sequentielle Laufzeit der Bench
marks in ihrer Urform verglichen mit der Laufzeit der automatisch instrumentierten Bench
marks	 Letztere beinhaltet auch die Ausgabe des Laufzeitprols	 Auerdem wurde auch
der Laufzeitmehraufwand fr die optionale vollstndige Aufzeichnung des Rekursionsbaums
gemessen	 Tabelle 	 zeigt die Ergebnisse basierend auf BenchmarkLaufzeiten von ca	
einer Minute	
Erwartungsgem fllt die Instrumentierung bei feinkrnigeren Benchmarks wie Barnes
Hut strker ins Gewicht	 Sie verursacht aber hchstens  mehr Rechenzeit typischerweise
 	 Diese Zahlen sind nicht prohibitiv zumal sie sich bei der parallelen Ausfhrung
auf die einzelnen Prozessoren aufteilen	 Die Speicherkosten liegen bei vernachlssigbaren
kBytes pro rekursiver Prozedur unter Verwendung der Vorgabewerte Rekursionstiefe+

Verzweigungsgrad+	
Die Kosten der Baumaufzeichnung schwanken stark mit der Zahl der Knoten im Rekursi


Tabelle 	 Prozentualer Laufzeitmehraufwand durch die Instrumentierung bezogen auf
die sequentielle uninstrumentierte Laufzeit fr alle Benchmarks	 Beim mit ! markierten
Lauf wurde die Statistiksammlung fr die untere Rekursionshierarchie per Annotation ab
geschaltet	
Benchmark Eingabe Laufzeitzuwachs Laufzeitzuwachs mit
gre instrumentiert Baumaufzeichnung
Barnes Hut     
  !
Eigenvalue u   
 
Fractal      
 
Power       
Queens    
onsbaum	 Barnes Hut und Queens deren Bume laut Tabelle 	 um zwei Grenordnungen
umfangreicher sind als die der anderen Benchmarks werden deutlich langsamer	 Bei diesen
beiden Programmen wird auch der Speicherbedarf fr den Rekursionsbaum deutlich hher
z	B	 MB bei Barnes Hut	 Die anderen Benchmarks erleiden generell mit  nur
geringe Leistungseinbuen	
Abhilfe lt sich in vielen Fllen durch die Verwendung der NostatsAnnotation schaf
fen die die Datensammlung fr eine Prozedur gezielt abschaltet oder mit der Option
autonostats der Parallelisierung die dann nur Daten fr parallelisierte Prozeduren sam
melt	 Ein Abschalten der Datensammlung ist sinnvoll z	B	 bei uninteressanten rekursiven
Hilfsprozeduren oder fr mehrstuge Rekursionshierarchien wie bei Barnes wo nur die ober
ste Ebene wichtig ist	 Dementsprechend schrumpft der oben erwhnte Rekursionsbaum bei
Barnes Hut von MB auf handhabbare MB die auch kein Problem mehr fr die automa
tische Strategiewahl darstellen	 Dabei sinken auch die Laufzeitkosten dramatisch von ber
 auf unter  ab	
Die ProlInstrumentierung bedeutet also solch einen geringen Mehraufwand da sie
auch fr parallele Programmlufe ohne merkliche Verlangsamung aktiviert sein kann	 Bei
der Baumaufzeichnung mu die zu erwartende Zahl von Knoten im Rekursionsbaum be
rcksichtigt werden um die Datenmenge und die Laufzeitverschlechterung in akzeptablen
Grenzen zu halten	 In der Praxis sind feingranulare Benchmarks mit Bumen ber  
Blttern schlecht fr die Aufzeichnung geeignet	
 Aufwand der Quellcodetransformationen
Fr den praktischen Einsatz des Systems mu sich der Zeitaufwand fr Instrumentierung und
Parallelisierung in fr den Anwender akzeptablen Grenzen halten  eine Parallelisierung die
eine Stunde dauert wird bei einer Laufzeit des fertigen Programms von zehn Minuten nicht
die Gunst der Anwender nden auch wenn sich die einmalige Parallelisierung bei mehreren
Programmlufen schnell amortisiert	
Daher zeigt Tabelle 	 die Laufzeiten der Instrumentierung und Parallelisierung fr
die verwendeten Benchmarks	 Zugrundegelegt wurde die verbrauchte Benutzerzeit da der
Zugri auf die Festplatten mit Programmen und Quellcode ber Ethernet erfolgte die


WallclockLaufzeiten liegen ca	  ber den Benutzerzeiten	 Mit aufgefhrt ist die Gre
des Benchmarks in LOC sowie die Zahl der Prozeduren und der rekursiven Prozeduren die
die Quellcodetransformation entscheidend beein"ut	
Tabelle 	 Dauer der Instrumentierung und Parallelisierung fr die einzelnen Benchmarks	
Benchmark LOC Proze Rekur Instrumen Paralleli
duren sionen tierung s sierung s
Barnes Hut      
Eigenvalue     

Fractal     
Power     
 
Queens     
Man sieht da selbst die lngste Parallelisierung deutlich unter zwei Minuten dauert	
Die typischen Laufzeiten liegen im Sekundenbereich und stellen damit keinerlei Akzeptanz
problem dar	
 Aufwand der Strategiewahl
Eine Anforderung an die Strategiewahl war da sie selbst deutlich weniger Rechenzeit in
Anspruch nehmen mu als der eigentliche Ablauf einer Berechnung	 Anderenfalls knnte
man auch alle sinnvoll erscheinenden Parallelisierungen einfach ausprobieren und die real
beste verwenden	
	 TiefenwahlHeuristik
Tabelle 	 fhrt die Laufzeiten des evaluateprofile Werkzeugs auf das fr freingranu
lare Probleme die Tiefenstrategie whlt	 Gemessen wurde die Wahl durch die APHeuristik
die LPSHeuristik dauert genau so lange	 Die aufgefhrten Werte sind BenutzerSekunden
die die Zeit fr die Ein&Ausgabe ber NFS vernachlssigen	 Die WallclockLaufzeiten liegen
maximal  darber	
Oensichtlich ist die Heuristik so schnell da sich ihre Laufzeit am Rande der Mege
nauigkeit von &s bewegt	 Dieses Ergebnis war zu erwarten da die Tiefenstrategiewahl
lediglich Additionen und Durchschnittsbildungen auf der Tabelle des Laufzeitprols durch
fhrt und die Erfllung der Heuristikbedingungen mit wenigen Maschinenbefehlen geprft
werden kann	
	 Simulation
Die Simulation ist naturgem aufwendiger als die Tiefenheuristik da sie mehr Rechenauf
wand fr den virtuellen Threadablauf bentigt und die Datenmengen weitaus hher sind 
ein Rekursionsbaum nur der obersten Hierarchieebene von Barnes Hut ist bei Eingabegre
von   ber 
kB gro im Gegensatz zu kB fr das Laufzeitprol	 In Tabelle 	
ist die Dauer der Strategiewahl in Benutzersekunden fr die grobgranularen Benchmarks an
gegeben	 Die WallclockLaufzeit ist wegen des hohen Datenaufkommens und des langsamen


Tabelle 	 Laufzeiten der APTiefenheuristik fr die feingranularen Benchmarks	
Benchmark Problem Laufzeit der
gre Strategiewahl s
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
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 
NFSZugris wieder etwas hher	 Fr jede Strategieklasse wurden die Zeiten der Simula
tionen bis einschlielich der Simulation addiert die die Auswahlheuristik als Empfehlung
ausgibt	 Die Zahl dieser Simulationslufe ist in der Tabelle in Klammern angegeben und
entspricht dem gewhlten Strategieparameter in Tabelle 		 Lufe bei denen keine erfolg
versprechende Strategie gefunden wurde sind mit ! markiert und zeigen die Summe der
Gesamtzeit fr die erfolglosen Simulationen	 Es wurden Strategieparameterwerte von  bis
 verwendet	
Mit dem Parameter der endgltig gewhlten Strategie also der Zahl der Simulationslufe
erhht sich die Laufzeit der Strategiewahl	 Maximal ist sie bei Strategieklassen die fr
das gegebene Problem keine erfolgversprechende Simulation bieten	 Dies ist besonders bei
Eigenvalue mit geometrischer Verteilung der Fall	 Auerdem wchst der Simulationsaufwand
mit der Gre des Rekursionsbaums wie der Vergleich zwischen Eigenvalue u  und u

  bei fast identischer Strategiewahl zeigt	
Die Gesamtlaufzeit der Strategiewahl d	h	 die Summe ber alle Strategieklassen liegt
bei fast allen Benchmarks zwischen  und  Sekunden also deutlich unter der eigentlichen
Laufzeit eines Benchmarks	 Bei den greren Barnes Hut Problemen dauert die Strategie
wahl ber zwei Minuten aber die Laufzeit des Problems selbst liegt nochmal um den Faktor
 darber	 Zudem kann nach Abschnitt 		 die einmal gewhlte Strategie fr eine Vielzahl
von Problemen verwendet werden	
 Kombination von Strategien
In Abschnitt 			 wurde die Mglichkeit erwhnt die allgemeinen Strategien mit den
Tiefenstrategien zu verbinden z	B	 also die Strategie Erzeuge Threads bis zur Tiefe t aber
nur wenn aktuell weniger als n Threads aktiv sind 	
Diese kombinierten Strategien wurden im Vorfeld der Arbeit mit Handparallelisierung
eingehend untersucht	 Bei keinem der Benchmarks ergab sich durch die Strategiekombi


Tabelle 	 Laufzeiten der Simulationen fr die grobgranularen Benchmarks und Gesamt
laufzeit fr alle Strategieklassen Zahl der Simulationslufe bis zur Wahl der Strategie in
Klammern	
Benchmark Problem Simulationslaufzeit s
gre Keep Active Depth Summe
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nation eine zustzliche Beschleunigung$ es wurde lediglich der Parameterbereich fr gute
Beschleunigungen vergrert	 Auerdem schneiden feingranulare Benchmarks schlechter ab
da in jedem Fall die Threadzahl unter Verwendung von kritischen Abschnitten mitgefhrt
werden mu	
Da ohne Leistungsvorteile die zustzliche Komplexitt und die Vergrerung des Para
meterraums nicht lohnend erschienen wurde die Kombination von Strategien nicht weiter
verfolgt	
 Benchmarklufe mit mehr Prozessoren
Kurz vor Abschlu der Arbeit bot sich die Gelegenheit einige der Benchmarks auf Rechnern
mit mehr als vier Prozessoren durchzumessen	 Von der Firma Sun Microsystems Deutschland
wurden dazu freundlicherweise zwei Sun Enterprise Server zur Verfgung gestellt

eine Sun
E mit GB Hauptspeicher  UltraSPARCII MHz Prozessoren mit je MB Cache
sowie eine Sun E mit GB und  MHz UltraSPARCII Prozessoren mit je MB
Cache beide unter Solaris 			
Es wurden alle Probleme durchgemessen die auf den ursprnglichen MHz Hyper
SPARC Prozessoren eine Laufzeit von mindestens  Sekunden hatten	 Leider sind die
Ergebnisse teilweise nicht reprsentativ da die sequentiellen Laufzeiten vieler Benchmarks
durch die strkeren Prozessoren und den greren Cache der Testmaschinen auf  Sekun
den gedrckt wurden	 Bei einer Megenauigkeit der Auswertung von einer Sekunde sind die
entsprechenden Beschleunigungsaussagen bedeutungslos	 Dennoch ergaben sich wertvolle
Informationen ber die Skalierbarkeit die unten diskutiert werden	

An dieser Stelle mchte ich ganz herzlich Peter Hausdorf und Ulrich Graef vom Benchmark Center
Germany sowie Peter Mller und Franz Haberhauer von Sun fr die Bereitstellung der Rechner und die
Durchfhrung der Versuche und bei Heinz Herrmann fr sein erfolgreiches Lobbying bei Sun bedanken


 Beschleunigungen
Tabelle 	 fat die Ergebnisse der lngeren Testlufe zusammen	 Um die Rechenzeit nicht
bermig zu verlngern wurden nur zwei statt drei Lufe pro Strategie durchgefhrt und
nur Strategieparameter von Keep und Active nur von  bis  statt von  bis  gemessen	
Auerdem wurden nur FractalAusschnitt  und  betrachtet	
Tabelle 	 Beste erreichte Beschleunigung und entsprechende Strategie fr alle Bench
marks auf   und  Prozessoren	 Die mit * markierten Messungen konnten aus Zeit
grnden nicht durchgefhrt werden	
Benchmark Problem  CPUs  CPUs  CPUs
name gr	e Bes Strategie Bes Strategie Bes Strategie
Barnes Hut    Depth   Depth   Depth 
Eigenvalue u   Active   Keep   Active 
g   Active   Active   Active 
u      Active   Active 
g      Active   Active 
Fractal      Depth   Depth   Depth 
     Depth   Depth   Depth 
Power   Active   Keep   Active 
Queens   Depth   Depth   Depth 
Zur genaueren Betrachtung der einzelnen Benchmarks und ihres Abschneidens
Barnes Hut skaliert nicht linear aber erreicht mit zunehmender Prozessorzahl auch zu
nehmende Beschleunigung	 Dieses Verhalten liegt vermutlich an der komplexen In
teraktion der simulierten Partikel mit vielen parallelen Lesezugrien auf gemeinsame
Informationen	 Cilk berichtet fr diesen Benchmark auf  Prozessoren auch nur eine
Beschleunigung von 
	 Olden erreicht hingegen mit dem handoptimierten Bench
mark fr diese Prozessorzahl 
 also  mehr auf  CPUs  und auf  CPUs
 skaliert auf  CPUs  d	h	  besser als REAPAR	
Eigenvalue zeigt auch bei  Prozessoren noch eine perfekte Beschleunigung sowohl fr
uniforme als auch fr die irregulre geometrische Eigenwertverteilung	 Begrndet ist
das in der hohen Datenlokalitt des Programms dessen Teilprobleme vllig unabhngig
voneinander auf eigenen Daten rechnen und in der groben Granularitt des Problems	
Die berlinearen Beschleunigungen lassen sich durch Lokalitt und Cache erklren	
Fractal erreicht abhngig vom Bildausschnitt sehr gute Beschleunigungen  Ausschnitt 
bietet berall etwa gleich viel Arbeit	 Da die Beschleunigungen nicht linear sind liegt
auch an der Lnge eines einzelnen Laufs von nur  Sekunden bei Ausschnitt 	
Power bietet bei  Prozessoren noch eine hervorragende Beschleunigung	 Das schechte Ab
schneiden bei hherer Prozessorzahl liegt daran da nur die oberste Rekursionshier
archie parallelisiert wurde die im untersuchten Problem lediglich  Knoten enthlt
also nicht gengend Parallelittspotential fr mehr Prozessoren bietet	 Die aggressive
re Handparallelisierung von Olden erreicht auf  Prozessoren nur eine Beschleunigung
von 
 auf  Prozessoren hingegen schon  und auf  CPUs beachtliche 	


Queens enttuscht mit einer zunehmend schlechten Beschleunigung bei wachsender Prozes
sorzahl	 Vermutlich luft die produktive Berechnung in diesem feingranularen Bench
mark auf den modernen Prozessoren so schnell ab da ein Groteil der Laufzeit fr
die Threadbehandlung verwendet wird	 Dies wird durch das Verhltnis von  Be
nutzerSystemzeit bei selbst den schnellsten Strategien besttigt	 Auerdem ist die
sequentielle Laufzeit von Queens  hier nur  Sekunden	 Ein direkter Vergleich mit
den CilkErgebnissen ist nicht mglich da die CilkVersion indeterministisch ist aber
Cilk ist von seinem Nanoscheduling her fr solch feingranulare Probleme wohl besser
vorbereitet	
Zusammenfassend lt sich sagen da die Parallelisierung durch REAPAR fr grobgranulare
Probleme auch fr hohe Prozessorzahlen perfekte Ergebnisse zeigt	 Bei sehr feingranularen
Problemen und solchen die nicht gengend Parallelittspotential bieten sind die Beschleuni
gungen weniger zufriedenstellend aber in jedem Fall wird eine reale Beschleunigung erreicht	
Fr die ursprngliche Zielarchitektur von REAPAR d	h	 dem Desktoprechner mit 
CPUs auf dem ein unerfahrener Benutzer eine substantielle Beschleunigung ohne eigenes
Zutun erzielen mchte sind die Ergebnisse mehr als zufriedenstellend	
 Strategiewahl
Um die Skalierung der Strategiewahlkomponente zu testen wurden fr die   und 
CPUs sie entsprechenden Simulationen bzw	 Heuristiken zur Strategiewahl durchgefhrt	
Die Ergebnisse der Simulationen fr die grobgranularen Benchmarks nden sich in Tabelle
	 die der Heuristiken fr die feingranularen Programme in Tabelle 		
Diese Abschnitte gehren konzeptionell bereits zur Validierung da die Versuche nach
Abschlu aller Arbeiten am System durchgefhrt wurden	 Sie sind dennoch in diesem Kapitel
aufgefhrt weil sie thematisch zu den Experimenten mit hherer Prozessorzahl passen	
 Heuristik
Tabelle 	 Durch die APTiefenheuristik gewhlte Strategien fr die feingranularen Bench
marks und ihr reales Abschneiden	
CPU Benchmark Problem Beste reale Gewhlte Erreichte
Zahl gre Strategie Strategie Leistung
 
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Die APTiefenheuristik whlt fr einen Groteil der Probleme auf  bis  CPUs eine
gute Tiefe oft sogar das Optimum	 Das schlechte Abschneiden bei Queens liegt mit daran
da dieser Benchmark wie oben beschrieben mit zunehmender Prozessorzahl schlechtere
Leistungen erbringt	 Die Tiefe skaliert mit der Zahl der Prozessoren da diese direkt in die
Heuristik eingeht	
 Simulation
Tabelle 	 Von der Simulation gewhlte Strategien fr   und  Prozessoren und ihr
reales Abschneiden fr die grobgranularen Benchmarks	 Bei mit  markierten Eintrgen
empfahl das System keine Strategie	
CPU Benchmark Problem Beste reale Gewhlte Strategie
Zahl gr	e Strategie  Klasse  Klasse  Klasse
 
Barnes Hut   Depth  Depth 

Keep 

Active 

Eigenvalue u  Active  Depth 

Active 

Keep 

g  Active  Active 

Keep  Depth 
Power  Active  Keep  Depth  Active 

Barnes Hut   Depth  Depth 

Active 

Keep 
Eigenvalue u  Keep  Active 

Depth 

Keep 
g  Active  Active 

Keep  Depth 
u  Active  Active 

Depth 

Keep 
g  Active  Active 

Keep  Depth 
Power  Keep  Keep  Depth  Active 

Barnes Hut   Depth  Active 

Depth 

Keep 
Eigenvalue u  Active  Active 

Depth 

Keep 
g  Active  Active  Keep  Depth 
u  Active  Active 

Depth 

Keep 
g  Active  Active  Keep  Depth 
Power  Active  Keep  Depth  Active 
Bei den Simulationen fllt auf da die Qualitt der Strategiewahl durchgehend sehr gut
ist und maximal  vom Optimum entfernt liegt vom Ausreier bei Barnes Hut auf 
CPUs abgesehen	

Fr Power wird gar keine Strategie empfohlen da die Simulationen nur eine geringe Aus
lastung der Maschine und ein kleines Parallelittspotential vorhersagen  und tatschlich
nutzt Power in der Praxis den Rechner nicht aus und skaliert schlecht in der Leistung	 Bei 
CPUs wird auch fr die geometrische Eigenwertverteilung keine Strategie mehr empfohlen
weil die FilterHeuristik aktiv wird die das Verhltnis von Knoten im grten Unterbaum zu
Knoten im Gesamtbaum auf maximal &Zahl der CPUs begrenzt	 Ohne dieses Filter wrde
Active  empfohlen was  bzw	  der optimalen Leistung auf  bzw	  CPUs bringt	
Die Simulation spiegelt also auch bei hheren Prozessorzahlen das Verhalten einer Paral
lelisierungsstrategie gut wieder wobei fr Prozessorzahlen ab  oenbar eine weniger strikte
Filterheuristik die Zahl der berhaupt empfohlenen Strategieklassen sinnvoll erhhen wrde	
Zusammenfassend lt sich sagen da sowohl die erzielten Beschleunigungen als auch
die Strategiewahl im Bereich von  bis  Prozessoren gut skalieren obwohl das System nur
auf  Prozessoren entwickelt und getestet wurde	 Damit ist auch der Beweis erbracht da
keine Optimierung gezielt auf  Prozessoren stattfand sondern allgemeingltige Methoden
und Heuristiken entwickelt wurden	
	 Fallstudie
Zur weiteren Untermauerung der Arbeit wurde im Sommersemester 

 im Praktikum
Speichergekoppelte Multiprozessoren eine Fallstudie durchgefhrt die die Leistung des
Systems mit den Ergebnissen einer Handparallelisierung vergleicht	

Die Praktikumsteilnehmer hatten zum Zeitpunkt des Experiments bereits Erfahrungen
mit der Programmierung von Mehrprozessorrechnern mit gemeinsamem Speicher gesam
melt	 Als Ausgangspunkt wurde der rekursive Algorithmus des FractalBenchmarks vorge
stellt und seine Arbeitsweise zum besseren Verstndnis unter X grasch visualisiert 
die gute Visualisierbarkeit des Benchmarks sowie die nicht perfekte Beschleunigung durch
das REAPAR System gaben den Ausschlag zu dieser Wahl	 Grundlegende Mglichkeiten
der Parallelisierung wurden aufgezeigt wobei die Teilnehmer angehalten waren auch eigene
Ideen einzubringen	 Der gut kommentierte sequentielle Quellcode des Benchmarks diente als
Ausgangspunkt der Parallelisierung	
Whrend der nchsten zwei Praktikumswochen parallelisierten die Teilnehmer das Pro
gramm nach ihren eigenen Vorstellungen	 Dabei hielt die Infrastruktur die erfolgten
bersetzer und Programmlufe fest	 Als Abschlu des Versuchs wurden die erzielten Be
schleunigungen fr verschiedene Problemgren gemessen	 In einem Fragebogen wurden die
Teilnehmer ber ihren ProgrammierHintergrund und ihre subjektive Einschtzung des Zeit
aufwands befragt	 Auerdem wurden die protokollierten Entwicklungszeiten ausgewertet die
Zahl der hinzugefgten Programmzeilen gemessen und die erstellten Programme analysiert	
Als Rechner diente wie bei den Prozessor Ergebnissen dieses Kapitels auch eine SPARC
Station  mit  MHz HyperSPARCProzessoren d	h	 die Testumgebung ist identisch	
Tabelle 	 gibt einen berblick der Ergebnisse	
Es fllt auf da alle Teilnehmer ein Warteschlangenkonzept fr die Abarbeitung der an
fallenden Bildausschnitte whlten  vermutlich weil im Praktikum die bisherigen Aufgaben
mit einer festen Gruppe von Threads und entsprechenden Warteschlangen fr Arbeitsauf
trge gelst wurden	 Einige Teilnehmer fhren Optimierungen hinsichtlich der kleinsten

An dieser Stelle mchte ich dem Institut fr Rechnerentwurf und Fehlertoleranz und insbesondere Win
fried Grnewald danken der durch die Bereitstellung von Praktikumszeit und seine generelle Untersttzung
das Experiment ermglichte

Tabelle 	 Ergebnisse der Fallstudie mit Praktikumsteilnehmern Beschleunigungen fr
das UrFraktal mit  Bildpunkten	
Teilnehmer  Teilnehmer  Teilnehmer  Teilnehmer 
a
Paralleli
sierungs
strategie
Globale Arbeits
Warteschlange
doppelt geschach
telte Threader
zeugung feste
maximale Thread
zahl Threads
arbeiten Schlange
ab und erzeu
gen dabei neue
Eintrge Min
destgr	e des
Bildausschnitts
fr Threaderzeu
gung
Globale Arbeits
Warteschlange
zwei Client !
ServerProzedu
ren a b die
die Schlange
abarbeiten und
teilweise neue
Arbeit einreihen
Hauptprogramm
startet Mischung
aus a und b feste
Threadzahl
b
Globale Arbeits
Warteschlange je
nach Gr	e des
Bildausschnitts
werden dynamisch
 Arbeitsein
heiten erzeugt
Hauptprogramm
startet feste An
zahl von Threads
die Schlange
abarbeiten
Globale Arbeits
Warteschlange
Bildausschnitte
werden nur bis zu
beim Program
start bestimm
barer Tiefe und
Gr	e in Schlange
eingereiht Wie
derverwendung
von Threads
Beschleuni
gung
   
Hinzugefgte
Zeilen!kB
 ! kB  ! kB  ! kb
c
 ! kB
d
Entwick
lungszeit
h h h h
ProgErfah
rung
 Jahre  Jahre  Jahre  Jahre
Semester    
a
Tutor auer Konkurrenz da weitgehendes Vorwissen und Verwendung von C Threadklassen
b
Vermutlich werden durch Programmierfehler Bereiche mehrfach berechnet was die schlechte Beschleu
nigung erklrt
c
Verwendet zustzlich vom Praktikum her bereits vorhandene Datenstrukturen
d
Alles in C umformuliert und dann erweitert
einzureihenden Arbeitseinheit oder der Rekursionstiefe ein	 Die ntige Arbeit zur Paralleli
sierung und Fehlersuche nahm einige Stunden bis mehrere Arbeitstage in Anspruch	
Zum Vergleich Wie vorher in diesem Kapitel aufgefhrt parallelisiert REAPAR den
gegebenen Quellcode automatisch in  Sekunden	 Der sequentielle Beispielslauf mit Pro
laufzeichnung dauert  Sekunden die Strategiewahl durch die ASHeuristik weniger als
eine Sekunde	 Damit liefert das System in weniger als einer Minute eine Parallelisierung
die eine Beschleunigung von  auf den Testdaten erreicht also nur 
 schlechter ist
als die beste Handparallelisierung durch den erfahrenen Tutor und das ohne jegliche Vor
kenntnisse des Benutzers	 Bis die schnellste Handparallelisierung abgeschlossen ist kann der
REAPARBenutzer bereits Hunderte von parallelen Programmlufen durchfhren

Kapitel 	
Validierung
Das vorangehende ErgebnisKapitel hat gezeigt da das System fr die untersuchten Bench
marks die in Kapitel  gestellten Anforderungen erfllt	
Um dem Anspruch auf allgemeine Gltigkeit fr irregulre rekursive Programme zu ge
ngen mu aber noch nachgewiesen werden da das System nicht gezielt auf die verwendeten
Benchmarks hin optimiert wurde und nicht nur fr diese anwendbar ist	 Dieser Nachweis
wird durch Untersuchung einer Kontrollmenge von Benchmarks gefhrt die whrend der
Systementwicklung und der Leistungsmessungen vllig unbercksichtigt blieben und sogar
erst nach Abschlu der Arbeiten am System implementiert bzw	 portiert wurden	 Erreicht
das System auch fr diese neuen Benchmarks gute Ergebnisse kann eine allgemeine Ver
wendbarkeit unterstellt werden	
Dieses Kapitel beschreibt die zur Validierung verwendeten Benchmarks der Kontrollmen
ge diskutiert ihre Besonderheiten und zeigt die vom System erzielten Ergebnisse	
 Bemerkungen
 Skalierbarkeit
Die Skalierbarkeit von Parallelisierungsstrategien und Methoden der Strategiewahl wurde
bereits im vorigen Kapitel in Abschnitt 	 fr Maschinen mit  bis  Prozessoren nachge
wiesen	 Fr weitere Benchmarklufe bestand keine Mglichkeit mehr so da die Ergebnisse
der ValidierungsBenchmarks nur von  Prozessoren berichten knnen	 Abgesehen von Lei
stungseinbuen bei extrem feingranularen Problemen bei hohen Prozessorzahlen sind aber
keine Probleme mit der Skalierbarkeit zu erwarten  die erwhnten Lufe auf den greren
Maschinen fanden lange nach Abschlu der Systemarbeiten statt knnen also bereits selbst
zur Validierung gezhlt werden	
 Anpassung fr REAPAR
Der Zeitaufwand zur Anpassung der Programme an REAPAR war gering	 Hauptschlich
muten Konstrukte und Funktionen entfernt werden die von Systemen der Benchmarkquel
len Cilk und Olden stammten	 Auerdem wurden wenn ntig Programmannotationen
fr REAPAR eingefgt und zu parallelisierende Prozeduren mit Rckgabewert umgeschrie
ben in void Prozeduren mit einem zustzlichen Referenzparameter	 Die Umsetzung des
HeatBenchmarks dauerte z	B	 nur  Minuten einschlielich Fehlersuche und Test	 Fr
den realen Einsatz von REAPAR fllt die Aufrumphase der Reduktion auf sequentielles

ANSIC ganz weg da ja keine fremden Parallelittskonstrukte zu entfernen sind$ lediglich die
Annotation und die Einfhrung von Referenzparametern sind in diesem Falle ntig wobei
die automatische Identikation rekursiver Prozeduren und die Ausgabe der Aufrufrelation
durch REAPAR eine zustzliche Hilfe sind	
 Bitonic Sort
Das Bitonische Sortieren 
 wurde 
 als optimaler paralleler Sortieralgorithmus fr
Maschinen mit gemeinsamem Speicher vorgeschlagen	 Es hat Eingang gefunden in die
BenchmarkSuites mehrerer Systeme z	B	 Olden	
 Beschreibung
Analog zur Beschreibung der Benchmarks im vorigen Kapitel folgt hier die Einordnung
Anwendung Datenverarbeitung  Sortieren von Zahlen	
Algorithmus Eine Folge von Zahlen ist bitonisch wenn sie aus einer aufsteigenden Folge
gefolgt von einer absteigenden Folge besteht oder zyklisch rotiert werden kann so
da diese Eigenschaft zutrit	 Der Sortieralgorithmus von Batcher  erzeugt rekursiv
bitonische Teilfolgen sort und fgt diese dann rekursiv zum sortierten Endergebnis
zusammen merge	 Dieses Vorgehen ist Basis vieler paralleler Implementierungen
z	B	 von Nicolau 
	
Parallelitt Parallelisierung durch gleichzeitiges Behandeln des linken und rechten Teil
baums sowohl in sort als auch in merge	
Irregularitt Irregulr da die Sortierbume und damit die Ablufe irregulr sind die
Rekursionsbume haben fr eine feste Problemgre unabhngig von den Daten eine
feste Form die aber irregulr ist	
Der Wurzelknoten ist typischerweise unbalanciert d	h	 recht unausgewogen	 Der
Gesamtbaum ist 
$  & 
$  & $ balanciert also sind alle Un
terbume maximal um den Faktor drei verschieden	 Um mindestens  der Knoten
abzudecken reicht eine Unbalanciertheit von  aus	
Rekursion Zwei fach rekursive Prozeduren sort und merge wobei sort nicht nur sich
selbst sondern auch merge aufruft	
Rekursionsbaum In Abbildung 	 ndet sich ein beispielhafter Rekursionsbaum	
Abbildung 	 Bitonic Sort  Rekursionsbaum fr  Zahlen	 Die weien Knoten gehren
zur sortProzedur die grauen zu merge	
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Quelle Abgeleitet aus einem Benchmark von Olden  basierend auf dem parallelen
Algorithmus von Nicolau 
 und dem UrAlgorithmus von Batcher 	
Eingabedaten Zufllige Zahlenfolgen der Lnge n fester Startwert des Zufallsgenerators
zur Vergleichbarkeit	
Umsetzung Aus dem OldenQuellcode wurden alle Oldenspezischen Datentypen und
Funktionen entfernt	 Der resultierende sequentielle Quellcode wurde mit Annotationen
versehen um die Berechnung von Ergebnissen vor ihrer Verwendung sicherzustellen
Needresults und die Threaderzeugung fr den jeweils linken Teilbaum zu unterbinden
Nothread	 Die Parallelisierung erfolgte automatisch durch das REAPAR System	
Kenngren Auf einem MHz HyperSPARC Prozessor ergeben sich folgende Werte
Eingabe Lauf Bltter Knoten ms& Rek	Tiefe Verz	Grad
gre zeit s Blatt max&freq max&freq
    
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Besonderheiten Sehr feingranularer Benchmark der daher erwartungsgem nur fr die
Tiefenstrategien gute Beschleunigungen liefert	
Whrend des Programmablaufs wird zuerst aufsteigend und dann absteigend sortiert
um eine eventuelle Teilsortierung der zu sortierenden Zufallszahlen auszugleichen	
Im Gegensatz zu z	B	 Barnes Hut bei dem die Konstruktion der Datenstruktur nur
einen minimalen Teil der Laufzeit bentigt und daher als Noparallel annotiert wurde
lohnt sich die Parallelisierung des Baumaufbaus bei Bitonic Sort	 Der zugrundeliegende
OldenQuellcode bot bereits eine fr die Parallelisierung geeignete Formulierung des
Baumaufbaus die fr REAPAR beibehalten wurde und ohne #nderungen im Parallelen
funktioniert	
 Beschleunigungen
Abbildung 	 zeigt die fr alle Parallelisierungsstrategien erreichten Beschleunigungen Sy
stemauslastungen Threadzahlen und System&Benutzerzeiten bei Eingabegre  	 Die
Messungen fr   sehen sehr hnlich aus und werden daher nicht gesondert aufgefhrt
die Messungen fr   sind aufgrund der geringen sequentiellen Laufzeit von s nicht fein
genug auflsbar	
Wie beim ebenfalls sehr feinkrnigen QueensBenchmark der BenchmarkSuite schneiden
alle Strategien sehr schlecht ab die Zhler und damit kritische Abschnitte verwenden	 Die
Tiefenstrategie erreicht hingegen eine sehr gute Beschleunigung	
In Abschnitt 			 wurde bereits festgestellt da die Beschleunigungen durch REAPAR
um  besser als die von Olden angegebenen Werte sind	
Die folgende Tabelle fhrt die besten drei Strategien und die damit erreichten Beschleu
nigungen auf  Prozessoren sowie die Prozentzahl der Strategien die mindestens  der
optimalen Beschleunigung erzielen auf

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Abbildung 	 Bitonic Sort  Erreichte Beschleunigungen und Systemkennwerte fr alle
Parallelisierungsstrategien Eingabegre   vier Prozessoren	
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Problem Platz Platz Platz   
gr	e Bes Strategie Bes Strategie Bes Strategie
   depth   depth   depth  
   depth   depth   depth  
   depth   depth   depth  
 Strategiewahl
Die APTiefenheuristik whlt die folgenden Strategieparameter aus
Problem Beste reale Gewhlte Erreichte
gre Strategie Strategie Leistung
  Depth  Depth   
  Depth  Depth  
 
  Depth  Depth  
 
Die gewhlten Strategien schneiden maximal  schlechter als die bestmgliche Strategie
ab d	h	 die Strategiewahl wird dem Problem gerecht	
 Knapsack
 Beschreibung
Anwendung Kombinatorische Optimierung   Rucksackproblem wertoptimales
Fllen eines Rucksacks begrenzter Kapazitt mit Gegenstnden die ein vorgegebenes
Gewicht und Wert haben	
Algorithmus Rekursiver VerzweigeundBegrenze branchandbound Algorithmus	 Fr
jeden Gegenstand in absteigender Reihenfolge seines WertGewicht Verhltnisses wird
geprft ob die Lsung bei der er in den Rucksack aufgenommen wird besser ist als
die Lsung ohne ihn	 Beschrnkung der Auswahl durch eine globale oberste Schranke
mit der bisher besten gefundenen Lsung	
Parallelitt Parallelitt durch gleichzeitiges Berechnen der Lsung mit dem aktuellen Ge
genstand und der Lsung ohne ihn	
Irregularitt Irregulrer Rekursionsbaum durch die Beschneidungsgrenze	
Der Wurzelknoten ist typischerweise unbalanciert der Gesamtbaum ist beim
knap Problem $  & $  & $ unbalanciert	 Um mindestens
 der Knoten abzudecken mu eine Unbalanciertheit von  in Kauf genommen
werden	
Rekursion Eine zweifach rekursive Prozedur	
Rekursionsbaum Abbildung 	 vergleicht zwei beispielhafte Rekursionsbume fr jeweils
 Gegenstnde Bei einem sehr hnlichen Verhltnis zwischen Gewicht und Wert der
Gegenstnde kommt die Beschneidung des Baums kaum zum Zuge whrend sie bei
sehr unterschiedlichen Verhltnissen den Baum klein hlt	
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Ähnliches Verhältnis
von Gewicht zu Wert
Sehr unterschiedliche
Verhältnisse
Abbildung 	 Knapsack  Rekursionsbaum fr  Gegenstnde einmal mit hnlichem
Verhltnis GewichtWert und entsprechend weit gefchertem Rekursionsbaum einmal mit
sehr unterschiedlichem Verhltnis und stark beschnittenem Baum	
Quelle Abgeleitet aus einem Benchmark von Cilk 
	
Eingabedaten BeispielsDatenstze von Cilk s	o	
Umsetzung Aus dem CilkQuellcode wurden alle Cilkspezischen Datentypen und Funk
tionen entfernt	 Die zu parallelisierende Funktion wurde so umgeschrieben da sie
keinen Rckgabewert sondern einen Referenzparameter verwendet	 Eine Needresults
Annotation vor dem Vergleich der Ergebnisse der Teilberechnungen stellt sicher da
diese bereits vorliegen	 Zur Erhhung der Ezienz wurde der zweite rekursive Aufruf
mit Nothread annotiert	 Die Parallelisierung selbst erfolgte automatisch durch das
REAPAR System	
Kenngren Auf einem MHz HyperSPARC Prozessor ergeben sich fr die von Cilk
vorgegebenen Eingabedaten mit  Gegenstnden folgende Werte
Eingabe Lauf Bltter Knoten ms! RekTiefe VerzGrad Speicher
gr	e zeit s Blatt max!freq max!freq kb
knap         ! ! 
knap         ! ! 
Wie der CilkReport anmerkt hngt die Parallelisierbarkeit des Problems stark von
den Eingabedaten ab wie schon Abbildung 	 deutlich machte	 Das Problem knap
entspricht dem eher sequentiellen knapsack	input Datensatz von Cilk knap dem
gut parallelisierbaren knapsackrun	input 	
Besonderheiten Benchmark mit mittlerer Laufzeit aber uerst feiner Granularitt die
noch eine Grenordnung unter der von Queens und Bitonic Sort liegt	 Starke Ab
hngigkeit des Rekursionsbaums von den Eingabedaten	
Nur weiter aufgefcherte Rekursionsbume wie knap bringen gute Beschleunigun
gen was sich mit der Beschreibung des CilkGegenstcks deckt	 Bume in denen
viel beschnitten werden kann sind weitgehend linear und die Feingranularitt des
Benchmarks verhindert im Gegensatz zum Eigenvalue Benchmark mit geometrischer
Verteilung da Keep und ActiveStrategien erfolgreich eingesetzt werden knnen	
Die globale Schranke mit der der Baum beschnitten wird stellt prinzipiell eine unzu
lssige globale Variable dar die die automatische Parallelisierung verhindert	 Formal
korrekt wre nur eine Realisierung mit einem kritischen Abschnitt um die Verwendung
der Schranke herum der durch das REAPAR System nicht automatisch erkannt und

eingefgt werden kann	 Solch ein Abschnitt wrde auerdem bei der feinen Granula
ritt die Leistung des Programms wesentlich verschlechtern	
In der Realitt wird aber die Schranke fast nur gelesen und kaum beschrieben und
das Schreiben eines Langworts geschieht atomar	 Daher kann die globale Variable
fr die Parallelisierung ignoriert werden	 Die Ergebnisse der parallelen Lufe sind
tatschlich identisch mit denen der sequentiellen Lufe	 REAPAR eignet sich also
zumindest teilweise auch zur Parallelisierung von Programmen die formal nicht in den
Anwendungsbereich des Systems passen	
Da die Ablaufreihenfolge der Threads bei der Parallelisierung nur bezglich der Vater
KindBeziehungen aber nicht zwischen Kindern der gleichen Ebene oder Knoten in
anderen Unterbumen festgelegt ist kann der Ablauf des Suchalgorithmus eine ber
lineare Beschleunigung erfahren	 Dies tritt immer dann auf wenn eine gute Lsung
durch die andere Reihenfolge der Suche frher gefunden wird als im sequentiellen Fall
und damit die restliche Suche durch eine bessere Schranke beschleunigt	 Bei den Mes
sungen lie sich ein solches Verhalten allerdings nicht beobachten	
 Beschleunigungen
Abbildung 	 fhrt die fr alle Parallelisierungsstrategien erreichten Beschleunigungen Sy
stemauslastungen Threadzahlen und System&Benutzerzeiten bei den Eingabedaten knap
auf	 Die ActiveStrategien sind nur bis Parameter  aufgefhrt da die Laufzeit dann bereits
bei ber h liegt und damit eine Beschleunigung von  liefert	 	 	
Wie bei der extrem feinen Granularitt des Benchmarks zu erwarten schneidet nur die
Tiefenstrategie mit geeignetem Parameter mit einer Beschleunigung von mehr als Eins ab	
Sogar die NeverStrategie ist bereits deutlich langsamer als das sequentielle Neverever da
sie den Mehraufwand zum Testen der Strategiebedingung enthlt	
Die folgende Tabelle zeigt die besten drei Strategien und die damit erreichten Beschleu
nigungen auf  Prozessoren sowie die Prozentzahl der Strategien die mindestens  der
optimalen Beschleunigung erzielen
Problem Platz Platz Platz   
gr	e Bes Strategie Bes Strategie Bes Strategie
knap  depth   depth   depth  
knap  depth   depth   depth  
Cilk erreicht fr das knap Problem eine Beschleunigung von  auf  Prozessoren	 Dieses
um  bessere Abschneiden erklrt sich vermutlich durch das aufwendige Laufzeitsystem
von Cilk das auf unterster Maschinenebene Nanoschedulung betreibt und damit fr solch
uerst feinkrnige Probleme ezienter arbeitet als REAPAR das auf der Threadebene des
Betriebssystems aufsetzt	 Von den Beschleunigungen von knap berichtet Cilk nur da
sie sehr schecht sind	
 Strategiewahl
Die APTiefenheuristik whlt die folgenden Strategieparameter aus
Problem Beste reale Gewhlte Erreichte
gre Strategie Strategie Leistung
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Abbildung 	 Knapsack  Erreichte Beschleunigungen und Systemkennwerte fr alle Par
allelisierungsstrategien auf vier Prozessoren fr das Problem knap 	

Dieser Benchmark ist der einzige bei dem die APTiefenheuristik bei einem Problem mehr
als  Leistung gegenber dem Optimum verliert	 Fr knap wre die LPSHeuristik
angemessener die eine Tiefe von  empehlt was immerhin  des Optimums entspricht	
Eine Diskussion der Heuristiken ndet sich im Ausblick	
	 Magic

 Beschreibung
Anwendung Kombinatorik  Finden aller mglichen n  n magischen Quadrate d	h	
Matrizen deren horizontale vertikale und diagonale Summe ihrer Elemente dieselbe
ist	
Algorithmus Abarbeiten einer indeterministischen virtuellen Maschine die mgliche
Lsungen rt ihre Linearkombinationen betrachet und wirkliche Lsungen veriziert	
Die Bedingungen an die Matrix werden als lineares System umgeformt dessen freie Va
riablen besetzt werden mssen wobei die Minimierung der Kosten Tiefe der Suche
angestrebt wird	
Parallelitt Parallelitt durch gleichzeitiges Ausprobieren der verschiedenen Mglichkei
ten einen Platz zu besetzen	
Irregularitt Der implizit aufgespannte Suchbaum und damit der rekursive Ablauf ist
irregulr	
Der Wurzelknoten ist typischerweise unbalanciert der Gesamtbaum ist $ 
& $  & $ unbalanciert	 Um mindestens  der Knoten abzudecken
reicht eine Unbalanciertheit von  aus	
Rekursion Zwei rekursive Prozeduren eine zur Minimierung der Kosten und eine die die
virtuelle Maschine realisiert	
Rekursionsbaum Abbildung 	 zeigt einen beispielhaften Rekursionsbaum  der Baum
fr den   Aufruf sieht noch nicht irregulr aus aber der Baum des   Ablaufs
hat bereits   Bltter und ist zur Darstellung vllig ungeeignet	
Abbildung 	 Magic  Rekursionsbaum fr   Puzzle siehe Anmerkung im Text	
Gre ca	 
 LOC
Quelle Abgeleitet aus einem Benchmark von Cilk 
	
Eingabedaten Implizites Problem der Gre n n	

Umsetzung Aus dem CilkQuellcode wurden alle Cilkspezischen Datentypen und Funk
tionen entfernt	 Die zu parallelisierende execute Funktion die die virtuelle Maschi
ne rekursiv realisiert wurde so umgeschrieben da sie keinen Rckgabewert son
dern einen Referenzparameter verwendet	 Auerdem wurden temporre Felder fr
die Zwischenspeicherung von Ergebnissen rekursiver Aufrufe eingefhrt	 Needresults
Annotationen stellen sicher da die Ergebnisse vor ihrer Verwendung vorliegen	 Die
zweite rekursive Prozedur zur Minimierung wurde nicht fr die Parallelisierung vorbe
reitet da ihr Laufzeitein"u gering ist	 Die Parallelisierung selbst erfolgte automatisch
durch das REAPAR System	
Fr diesen Benchmark mute als einziger der von REAPAR vorgegebene maximale
Verzweigungsgrad von  auf  erhht werden da bei Eingabegre  Verzweigungen
von Grad  auftreten	
Kenngren Auf einem MHz HyperSPARC Prozessor ergeben sich folgende Werte
wobei die Megenauigkeit fr exaktere Aussagen ber die Laufzeit bei Gre  nicht
ausreichte  Eingabegre  fhrt bereits zu Laufzeiten im Stundenbereich und wurde
daher nicht untersucht
Eingabe Lauf Bltter Knoten ms& Rek	Tiefe Verz	Grad Speicher
gre zeit s Blatt max&freq max&freq kb
     & & 
       & & 
Besonderheiten Hochdynamischer und feingranularer Benchmark dessen Parallelisierung
die oben erwhnte Einfhrung von temporren Feldern notwendig machte  im Origi
nalcode wurde stattdessen das Ergebnis des rekursiven Aufrufs zu einem Zhler addiert
whrend das REAPAR System in seiner jetzigen Implementierung nur Prozeduren oh
ne Rckgabewert parallelisieren kann	 Die Anpassung des Benchmarks nahm dennoch
weniger als eine Stunde in Anspruch	

 Beschleunigungen
Abbildung 	 gibt die fr alle Parallelisierungsstrategien erreichten Beschleunigungen Sy
stemauslastungen Threadzahlen und System&Benutzerzeiten bei Eingabegre  an	 Die
Messungen fr  sind bei einer sequentiellen Laufzeit von einer Sekunde uninteressant und
die Laufzeiten fr  berstiegen die fr die Versuche verfgbare Rechenzeit bei weitem	
Auch hier bietet sich das von feingranularen Benchmarks inzwischen bekannte Bild Keep
und Active erzeugen zuviele Aktivitten und haben durch die geschtzte ThreadzahlVariable
einen zu hohen Mehraufwand so da nur die Tiefenstrategie gute Beschleunigungen erreicht	
Die folgende Tabelle zeigt die besten drei Strategien und die damit erreichten Beschleu
nigungen auf  Prozessoren sowie die Prozentzahl der Strategien die mindestens  der
optimalen Beschleunigung erzielen
Problem Platz Platz Platz   
gr	e Bes Strategie Bes Strategie Bes Strategie
  depth   depth   depth  
Cilk gibt zwar den Benchmark an berichtet aber von keinen Beschleunigungen	 REAPARs
Wert von  auf  Prozessoren fr diesen feingranularen Benchmark ist aber in jedem Falle
ein gutes Ergebnis	

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Abbildung 	 Magic  Erreichte Beschleunigungen und Systemkennwerte fr alle Paral
lelisierungsstrategien Eingabegre  vier Prozessoren	


 Strategiewahl
Die APTiefenheuristik whlt fr das betrachtete Problem den perfekten Strategieparameter
aus wie folgende Tabelle deutlich macht
Problem Beste reale Gewhlte Erreichte
gre Strategie Strategie Leistung
 Depth  Depth   
Da nur  der Strategien eine Beschleunigung von mindestens  des Optimums erreichen
und insgesamt sogar nur  der Strategien berhaupt eine Beschleunigung bewirken die
grer als Eins ist ist die Strategiewahl hier besonders kritisch	
 Heat
 Beschreibung
Anwendung Simulation  Verlauf der Temperaturverteilung eines Objekts durch Hitze
diusion	
Algorithmus Die Diusion wird simuliert durch Iterationen ber eine partielle Dieren
zengleichung der Hitzewert jedes Elements der Matrix berechnet sich in jedem Schritt
durch Abgleich mit den Nachbarelementen	 Eingabegren sind die Abmessungen der
Matrix die Koezienten fr die Ausbreitungsrichtungen und die Zahl der Schritte	
Die Berechnung ndet mit einer TeileundHerrscheMethode statt bei der die Ma
trix rekursiv in Teilbereiche zerlegt wird	 Die Endgre der Teilbereiche ist ebenfalls
Programmparameter Partitionsgr,e 	
Parallelitt Parallelitt durch gleichzeitige Berechnung der beiden Teilbereiche in einem
Zerteilungsschritt	
Irregularitt Der Rekursionsbaum ist im Gegensatz zu den anderen untersuchten Bench
marks ein regulrer Binrbaum und zwar unabhngig von den Eingabedaten	
Der Wurzelknoten ist stets unbalanciert der Gesamtbaum ist $  & $
 & $ unbalanciert	 Bereits bei einer Balanciertheit werden mindestens
 der Knoten abgedeckt	 Der Rekursionsbaum ist also ein perfekter Binrbaum
wie der Algorithmus impliziert	
Rekursion Eine zweifach rekursive TeileundHerrscheProzedur	
Rekursionsbaum Abbildung 	 zeigt einen beispielhaften Rekursionsbaum	
Abbildung 	 Heat  Rekursionsbaum fr Heat  und Eingabesatz -heatparams-	

Gre ca	  LOC
Quelle Abgeleitet aus einem Benchmark von Cilk 
	
Eingabedaten BeispielsDaten von Cilk s	o	
Umsetzung Aus dem CilkQuellcode wurden alle Cilkspezischen Datentypen und Funk
tionen entfernt	 Die zu parallelisierende Funktion wurde so umgeschrieben da sie
keinen Rckgabewert sondern einen Referenzparameter verwendet	 Eine Needresults
Annotation vor dem Vergleich der Ergebnisse der Teilberechnungen stellt sicher da
diese bereits vorliegen	 Zur Erhhung der Ezienz wurde der zweite rekursive Aufruf
mit Nothread annotiert	 Die Parallelisierung selbst erfolgte automatisch durch das
REAPAR System	
Kenngren Auf einem MHz HyperSPARC Prozessor ergeben sich folgende Werte fr
den festen Eingabedatensatz heatparams  der auch von den CilkMessungen verwen
det wird
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Besonderheiten Dieser Benchmark ist in mehrerlei Hinsicht interessant Zum einen ist er
als prefekt regulres Programm ein Test des REAPARSystems mit solchen Problemen
umzugehen	 Auerdem durchluft er wie Barnes Hut und Power mehrere Iterationen	
Zum anderen fllt er als einziger Benchmark je nach Partitionsgre in die feingranulare
oder grobgranulare Kategorie ist also auch hierbei ein guter Test fr das System	 Wie
sich weiter unten herausstellt erreicht die Strategiewahl von REAPAR fr beide Flle

 des Optimums	
 Beschleunigungen
Abbildung 	 stellt die fr alle Parallelisierungsstrategien erreichten Beschleunigungen Sy
stemauslastungen Threadzahlen und System&Benutzerzeiten bei Partitionsgre  dar	
Die Kurven aller Strategien hneln sich stark  fr kleine Parameterwerte wird eine
perfekte Beschleunigung erreicht aufgrund der Megenauigkeit sogar ber  bei  Prozes
soren whrend groe Werte den Mehraufwand erhhen und die Beschleunigung gegen Eins
drcken	 Da bei grerer Tiefe keine zustzlichen Threads erzeugt werden liegt daran da
der Rekursionsbaum nur bis Tiefe  geht	
Die folgende Tabelle gibt die besten drei Strategien und die damit erreichten Beschleu
nigungen auf  Prozessoren sowie die Prozentzahl der Strategien die mindestens  der
optimalen Beschleunigung erzielen an
Partitions Platz Platz Platz   
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Abbildung 	 Heat  Erreichte Beschleunigungen und Systemkennwerte fr alle Paralle
lisierungsstrategien Partitionsgre  vier Prozessoren	

Wie bereits im Ergebniskapitel erwhnt bertreen die Ergebnisse von REAPAR die Werte
von Cilk fr diesen Benchmark fr die Partitionsgre 	 Die feinergranularen Lufe schnei
den fr NichtTiefenstrategien erwartungsgem schlechter ab und der sehr grobgranulare
er Lauf mit nur  Blttern ist fr fast jede Parallelisierungsstrategie gut wie die 
 
erfolgreicher Strategien zeigen	 Er schneidet etwas schlechter ab als der er Lauf weil die
wenigen Threads die Parallelitt nicht perfekt ausntzen knnen	
 Strategiewahl
Die Strategie fr das feingranulare Heat mit Partitionsgre  wurde durch die AP
Tiefenheuristik ermittelt die fr den perfekten Binrbaum des Problems dasselbe Ergebnis
wie die LPSHeuristik liefert	 Die Probleme der anderen beiden Gren werden simuliert
was insgesamt zu folgender Strategiewahl fhrte
Partitions Beste reale Gewhlte Erreichte
gre Strategie Strategie Leistung
 Depth  Depth  
 
 Active   Depth  
 
 Active  
 
 Keep  
 
 Depth   Depth  x 
 
 Keep   
 Active  x 
 
Die mit x gekennzeichneten Strategien bei Partitionsgre  werden von der Auswahl
heuristik nicht empfohlen weil fr sie die Zahl der Knoten im Unterbaum eines Threads
nicht kleiner als &Zahl der Prozessoren wird  der Rekursionsbaum bei dieser Gre hat
nur eine Tiefe von  und damit  Bltter und  Knoten	
 Fazit
Die Anwendung des fertigen Systems auf bisher nicht betrachtete Benchmarks erzielt sehr
gute Ergebnisse bei der Beschleunigung die den Vergleichswerten aus der Literatur nahe
kommen oder sie sogar bertreen	 Auch die Strategiewahl whlt solche Parameter die dem
Optimum sehr nahekommen oder es erreichen von Einbuen bei Magic abgesehen	
Die Validierungsmenge schneidet dabei nicht schlechter ab als die fr den Systemaufbau
verwendeten ursprnglichen fnf Benchmarks so da von keiner Optimierung des Systems
auf die UrBenchmarks hin die Rede sein kann	
Damit ist der Beweis erbracht da das System nicht nur auf den zur Konstruktion
verwendeten Benchmarks funktioniert sondern auch fr vllig neue Programme sehr gute
Leistungen zeigt	

Kapitel 

Zusammenfassung und Ausblick
Dieses Kapitel fat die Kernpunkte und Ergebnisse der Arbeit zusammen und gibt einen
Ausblick auf weitere Forschung im Umfeld der Parallelisierung irregulrer rekursiver Pro
gramme	
 Ergebnisse der vorliegenden Arbeit
Im Rahmen der Arbeit habe ich die anfangs in Kapitel  aufgestellten Thesen bewiesen

 Ich habe eziente Parallelisierungsstrategien speziell fr irregulre rekursive Program
me aufgestellt die in der Praxis bei bis zu acht Prozessoren gute bis maximale Be
schleunigungen erreichen	

 Das im Rahmen der Arbeit entwickelte REAPARSystem parallelisiert Programme
automatisch durch Quellcodetransformation fr diese Strategien	

 Relevante Laufzeitdaten des Programms werden durch eine automatische Instrumen
tierung des Quellcodes aufgezeichnet	

 Das REAPARSystem analysiert automatisch die aufgezeichneten Daten und whlt
daraufhin eine fr das Problem geeignete Parallelisierungsstrategie durch eine Kombi
nation von ThreadablaufSimulation und Heuristiken	

 Die Strategiewahl selektiert fast immer die Strategie die in der Realitt am besten
abschneidet oder liegt sehr nahe am Optimum	

 Durch eine Kontrollmenge von vier zustzlichen Benchmarks wurde die Leistung des
Systems fr bisher unbekannte Programme nachgewiesen	

 Eine Beschleunigung von bis zu  sic auf  Prozessoren eines Testrechners belegt
die Skalierbarkeit der Verfahren fr hinreichend grobgranulare Programme	

 Im Literaturvergleich erreicht das REAPARSystem die Leistung vergleichbarer Syste
me die auf manuellen Parallelisierungen basieren oder bertrit sie	

 Im Gegensatz zu einer Handparallelisierung bentigt das System fr die automatische
Parallelisierung und Strategiewahl nur einen Bruchteil der Zeit erzielt hnliche Ergeb
nisse und setzt keine weitergehenden Kenntnisse der Parallelrechnerprogrammierung
voraus	

 Weitere Richtungen der Forschung
Wie im Entwurfskapitel erwhnt konzentriert sich REAPAR auf die automatische Paralleli
sierung und fhrt selbst z	B	 keine Datenabhngigkeitsanalysen durch	 Die Schnittstelle
zu Systemen die solche Analysen vornehmen knnen wird in Form von Annotationen des
Quellcodes angeboten	 Durch den Einsatz solcher Systeme knnte die Arbeit des Benutzers
noch weiter reduziert werden indem etwa automatisch Prozeduren mit sequentialisierenden
Datenabhngigkeiten von der Parallelisierung ausgeschlossen werden oder das System Stel
len zur vorzeitigen Zusammenfhrung der erzeugten Threads automatisch erkennt und fr
REAPAR annotiert	
Die Methoden der vorliegenden Arbeit knnen ohne #nderungen auch fr andere im
perative Programmiersprachen verwendet werden	 Objektorientierte Sprachen stellen
hingegen eine gewisse Herausforderung dar weil statisch nicht bekannt ist welche Metho
de welchen Objekts wo aufgerufen wird	 Aus genau diesem Grunde verbietet REAPAR
Funktionszeiger	 Allerdings greifen meine Verfahren zur Instrumentierung von Programmen
genauso im OOFall z	B	 knnen Methoden um einen Tiefenparameter ergnzt werden und
Aufrufstatistiken sind ebenfalls mglich	 Dadurch lt sich zur Laufzeit ein OOAnalogon
des Rekursionsbaums aufbauen das wie dieser ber Informationen der Aufrufe und Abfolgen
verfgt	 In diesem OORekursionsbaum knnen dann genau wie in dieser Arbeit beschrieben
ThreadablaufSimulationen durchgefhrt werden die Hinweise auf geeignete Parallelisierun
gen geben knnen	 Die Parallelisierungsstrategien gelten fr Methodenaufrufe genauso wie
fr Prozeduraufrufe so da eine Anpassung von REAPAR fr OOSprachen mglich er
scheint	
Eine Erweiterung des REAPARAnsatzes wre eine dynamische Anpassung der Par
allelisierungsstrategie zur Laufzeit	 Das parallele Programm knnte periodisch die E
zienz der aktuellen Parallelisierungsstrategie messen und den Strategieparameter oder sogar
die Strategie selbst wechseln wenn die Leistung der Maschine nicht voll ausgentzt wird	
Wie bereits in Abschnitt 			 beschrieben erfordert ein solches Vorgehen einen groen
Aufwand bei der Infrastruktur so da ich in der vorliegenden Arbeit davon Abstand nahm	
Die mit statischer Strategiewahl erzielten Beschleunigungen geben dem recht aber einige von
ihnen lieen sich vielleicht mit dynamischer Strategiewahl weiter verbessern	 Eine Strategie
wahl zur Laufzeit knnte zudem die initialen Programmlufe zur Datensammlung ber"ssig
machen wodurch das System sofort produktiv einsetzbar wre und nicht erst nach einem
Testlauf	 Auerdem knnte Programmen besser Rechnung getragen werden deren Rekur
sionsbaum sich ber mehrere Iterationen hinweg verndert und eventuell anfangs andere
Strategien bevorzugt als gegen Ende der Berechnung	
Falls der Programmierer ein tiefgehendes Verstndnis seines Codes hat wobei erfahrungs
gem die Intuition ber das Programmverhalten keine groe Korrelation mit der Realitt
haben mu sind auch weitergehende Annotationen denkbar Genaue Informationen
ber die zu erwartende Gre des UnterRekursionsbaums einer Prozedur in Abhngigkeit
von Laufzeitwerten wre evtl	 ebenso wertvoll fr Optimierungen wie eine Formel fr den
Berechnungsaufwand des Gesamtproblems als Funktion der Problemgre oder eine a priori
Einstufung des Problems als grob oder feingranular	 Mit solchen Informationen knnte auch
die erwhnte dynamische Strategiewahl zustzlich verbessert werden	
Programme mit zerfaserten Rekursionsbumen wie der KnapsackBenchmark wrden
bei der Strategiewahl durch die LPSHeuristik besser abschneiden als mit der optimistische
ren ASHeuristik	 Wenn REAPAR durch Analyse des Laufzeitprols auf die Baumform hin
entscheiden knnte welche Heuristik angemessener einzusetzen ist liee sich die Leistung


des Systems fr solche Programme weiter steigern	
Fr extrem feingranulare Programme erzielt REAPAR auf Rechnern mit mehr als
 Prozessoren oenbar keine guten Leistungen mehr weil selbst bei der Tiefenstrategie der
Mehraufwand durch Instrumentierung und Abfrage des ThreaderzeugungsPrdikats zu gro
wird und die Laufzeit eines Einzelthreads zu gering ist	 Systeme wie Cilk verwenden weit
gehende Eingrie in das Betriebssystem Nanoscheduling um auch fr solche Flle eine
gute Parallelisierung zu erzielen	 Von solchen Techniken knnte auch REAPAR protieren
allerdings auf Kosten des portablen minimalistischen Ansatzes und mit hohem Realisie
rungsaufwand fr den Nanoscheduler	
Rechner mit verteiltem Speicher stellen eine zustzliche Herausforderung dar da hier
eine gute Verteilung von parallelen Aktivitten und die Lokalitt der bentigten Daten un
bedingte Voraussetzungen fr eine eziente Parallelisierung sind	 REAPAR mu in seiner
jetzigen Form diese Aspekte gar nicht bercksichtigen da sie durch Maschinen mit gemein
samem Speicher und ihre Betriebssysteme bereits behandelt werden	 Sowohl Lastverteilung
als auch Datenlokalitt sind Gegenstand vieler anderer Arbeiten	 Interessant wre die Inte
gration von REAPAR mit einem System das diese Aspekte bercksichtigt	
Zusammenfassend lt sich sagen da sich einige interessante Richtungen fr weitere
Forschung und Ergnzungen des REAPARSystems anbieten	 Dennoch bertrit das System
bereits in seiner jetzigen Form die Entwurfsanforderungen was die Qualitt des gewhlten
Ansatzes unterstreicht	

Anhang A
A Hilfsprogramme und Werkzeuge
Im Rahmen der Arbeit wurde eine Vielzahl von Zusatzprogrammen entwickelt die bei der
Durchfhrung und Auswertung von Mereihen der Visualisierung und weiteren Aufgaben
eine groe Erleichterung waren	 Dieser Abschnitt fhrt ohne Anspruch auf Vollstndigkeit
einige von ihnen auf um einen Eindruck des Gesamtsystems zu vermitteln	
komplettemessreihe P C S Instrumentiert und parallelisiert das Programm P und fhrt
es auf C CPUs mit der Eingabegre S fr alle mglichen Parallelisierungsstrategien
aus	 Aus den Ergebnissen werden die Zahl der erzeugten Threads die Laufzeit die Sy
stemzeiten und die Maschinenauslastung herausgeltert und in eine Auswertungsdatei
geschrieben	
doplots A
 
   A
n
 Wertet die gegebenen Auswertungsdateien aus und erzeugt mit dem
Hilfsskript makeplotfrommessreiheawk eine Datei aus der per gnuplot automa
tisch die Graphen der Auslastung Beschleunigung Systemzeiten und Threadzahlen
erzeugt werden wie sie in Kapitel  zu sehen sind	
toptotex A
 
   A
n
 Sucht aus den gegebenen Auswertungsdateien die jeweils besten
drei Parallelisierungsstrategien mit ihren Beschleunigungen heraus bevorzugt dabei
bei Gleichstand solche Strategien die einen kleinen Wert fr den Strategieparameter
haben	 Die Ergebnisse nden sich z	B	 in Tabelle 		
makerankeddatalist Sortiert die Ergebnisse einer Mereihe nach erreichter Beschleu
nigung und ordnet sie in Pltze ein	 Strategien mit gleicher Beschleunigung erhalten
den selben Platz d	h	 es kann mehrere erste Pltze geben	 Auerdem fr jede Strate
gie berechnet wieviel Prozent der optimalen Beschleunigung sie erreicht so da sich
danach z	B	 fr die Bewertung der automatischen Strategiewahl das reale Abschneiden
einer Strategie sehr schnell beurteilen lt	
percentagegreaterx M P  Stellt anhand der sortierten Mereihe M fest wieviel Pro
zent der Strategien mindestens P der optimalen Beschleunigung erreichten	
comparetopstrategies M
 n
 Ermittelt in allen gegebenen sortierten Mereihen ver
schiedener Probleme d	h	 Lufe eines Benchmarks mit verschiedenen Eingabedaten
wie gut die fr ein bestimmtes Problem beste Strategie fr alle anderen Probleme
abschneidet	 Dadurch lt sich feststellen wie empndlich eine einmal gewhlte Stra
tegie gegenber #nderungen des Problems ist	 Die Ergebnisse nden sich in den vom
Werkzeug automatisch erzeugten Tabellen 	 bis 		

comparerealthreadswithsimulation E Vergleicht aufgrund der Eingabedenitions
datei E statistische Kenngren der Threadzahlen die in Versuchen erzielt wurden mit
denen der simulierten Threadzahlen und fhrt dazu eine Simulation der entsprechenden
Programme basierend auf ihrem Rekursionsbaum durch	 Dieses Skript wurde verwen
det um die Realittsnhe der Simulation bezglich der Threadzahl zu beurteilen zu
sammen mit collectthreadinfofrommeasurementrawdatahistogram das die
Zahl der real erzeugten Threads grasch in Histogrammen aufbereitet  eine Diskus
sion ndet sich in Abschnitt A		
treegraphoutput Erzeugt aus dem gegebenen textuellen Rekursionsbaum eines Pro
gramms wie er in Abschnitt 		 gezeigt wurde eine grasche Darstellung des Baums	
Dieses CProgramm wurde bereits im erwhnten Abschnitt beschrieben	
treefromprofile Errechnet aus dem Laufzeitprol eines Programms den zugehrigen
abgeleiteten Rekursionsbaum WCT wie er z	B	 in Abbildung 	 dargestellt ist	
analyzebalance B CProgramm das den Rekursionsbaum aufgrund der Balanciertheits
kriterien aus Abschnitt 	 analysiert und die Balanciertheit des Wurzelknotens und
die xBBalanciertheit des Baums ausgibt	 Basis fr die Balanciertheitsaussagen der
Benchmarkbeschreibungen	
A Versuche zum Maschinenlernen
Wie in Abschnitt 			 besprochen bietet sich das Maschinenlernen als Methode zur Stra
tegiewahl an weil sich automatisch groe Datenmengen als Grundlage des Lernens gewinnen
lassen	 Idealerweise wrde das System mit Beispielsprogrammen und ihren Beschleunigungen
fr alle mglichen Strategien angelernt und knnte dann als black box die Beschleunigungen
neuer Programme vorhersagen	 Damit wre eine Wahl der als schnellsten vorhergesagten
Strategie mglich	
Vor diesem Hintergrund wurden in den Anfngen der Realisierung von REAPAR Ma
schinenlernverfahren untersucht  eine Einfhrung in neuere Maschinenlerntechniken bietet
der Report von D	Michie et al	 	 Zum Einsatz kam bei den REAPAR Experimenten das
System MARS  in der Version von Delve 	 MARS Multivariate Adaptive Regression
Splines versucht mehrdimensionale Punktemengen durch Splines bei minimalem Fehler zu
approximieren d	h	 das Lernergebnis ist eine SplineFunktion in den Eingabeparametern
die den Ausgabeparameter annhert	
Eingabe des Systems waren die Mewerte aller fnf ursprnglichen Benchmarks wie sie
in der Datensatzdenition A	 abgebildet sind	 Wie man sieht wurden hier auch die spter
verworfenen kombinierten Strategien getestet	 Diese Rohdaten sollten zur Klassizierung
des Problems und zur Vorhersage seiner Beschleunigung dienen	
Die aus den fnf ursprnglichen handparallelisierten Benchmarks gewonnenen Mewer
te fr   und  CPUs wurden zufllig in eine Lern und eine Kontrollmenge aufgeteilt	
Pro Benchmark wurden die Ergebnisse von   bis   Messungen betrachtet insgesamt

  Datenstze	 Als Variante wurden die Datenstze nach CPUZahl und nach Strategie
klasse Tiefen Allgemein Kombiniert getrennt	
Danach wurde MARS auf der Lernmenge gestartet um eine Annherung der Daten zur
Vorhersage der Beschleunigungen zu bilden	 Die Qualitt der Vorhersage wurde dann durch
statistische Analyse der Abweichungen zur Kontrollmenge beurteilt	

Title	 Recursive Irregular
Origin	 natural
Usage	 assessment
Order	 uninformative
Attributes	
 BENCHMARK c BARNES EIGENVALUE FRACTAL POWER QUEENS  For information only
 STRATEGYNAME c ALWAYS NEVER KEEPN FIRSTN DEPTHONLY COMBINED  Name of the
 strategy generaldepthboth

 USEGENERAL c    Use general strategy
 USEDEPTH c    Use depth strategy
 GENERALPARAM c Inf  Parameter N for Strategy
 DEPTHPARAM c Inf  Maximum thread generation depth
 NUMCPU c Inf  Number of CPUs used
 INPUTSIZE c Inf  Size of input
 DEPTHREACHED u Inf  Recursion depth reached
 LEAFS u Inf  Number of Leafs in recurs tree
 WALLCLOCK u Inf  Program runtime seconds
 LEAFTIME u Inf  Time for one leaf

 SPEEDUP u Inf  Speedup obtained
 THREADS u Inf  Number of threads created
 USERSEC u Inf  Seconds spent in user mode
 SYSSEC u Inf  Seconds spent in system mode
 PERCUSAGE u Inf  Percentage of machine usage
 SEQTIME u Inf  Sequential runtime
Abbildung A	 Denition der Eingabedaten fr MARS
Auerdem wurde die relative Reihenfolge der geschtzten Beschleunigungen mit ihrer
tatschlichen Reihenfolge verglichen  zur Wahl einer guten Strategie reicht ja die relative
Einordnung der mglichen Strategien vllig aus auch wenn die absolut geschtzte Beschleu
nigung nicht perfekt genau ist	 Eine Alternative wre gewesen keine Beschleunigungen
vorherzusagen sondern nur das paarweise relative Abschneiden der Strategieen	
Die Auswertung der vorhergesagten Reihenfolgen ergab aber da z	B	 fr die kombi
nierten Strategien die Reihenfolge der besten realen Strategien genau umgekehrt zu den
besten geschtzten Strategien ist und die Breite der Schtzungen fr einzelne Benchmarks
viel enger als die reale Schwankung der Beschleunigungen ausfllt	 Auerdem besteht die
Vermutung da fr manche Benchmarks die sich durch besondere Eingabegren aus den
Daten hervorheben die Beschleunigungen einfach auswendig gelernt wurden	 Fr Eingabe
gren ungleich der LernEingabegren waren die Schtzungen sehr inkonsistent	 Auch die
absoluten Beschleunigungsschtzungen lieferten keine berzeugenden Ergebnisse	
Das ursprngliche Vorhaben das Maschinenlernen als black box zur Strategiewahl ver
wenden war also nicht erfolgreich	 Fr einen realen Einsatz htte man zudem noch Ver
fahren entwickeln mssen die nur aufgrund der Kenngren eines Programms bereits seine
Beschleunigung vorhersagen knnen da in der Praxis nicht die Ergebnisse smtlicher Stra
tegien bekannt sind	 Dazu wren weitergehende Daten ntig gewesen da z	B	 die Gre der
Eingabe eines Programms extrem problemspezische Bedeutung hat  Zahlen zu sortie
ren ist ein anderer Aufwand als  Sterne einer Galaxie zu simulieren	 Eine Mglichkeit

wre etwa das binre Kriterium Granularitt aus der BlattLaufzeit abzuleiten und da
nach vorzuklassizieren	 Ntig wren vermutlich weitergehende bereits aufbereitete Daten
gewesen die z	B	 die Form des Rekursionsbaums zusammenfassen	 Die Erfahrungen mit der
letztendlich realisierten Strategiewahl legen nahe da die Baumform und die Granularitt
einen entscheidenden Ein"u auf die gute Strategiewahl haben	 Dementsprechend wren
auch Statistiken des Rekursionsprols wie Schwankungen der Blattzahl das Verhltnis von
Blttern zu Knoten oder Rekursionstiefen die  bzw	 
 der Bltter bzw	 Knoten eines
Baums abdecken als Kennzahlen verwendbar	
Bei geeigneter Wahl solcher zustzlichen Datenquellen die sich frs Lernen auf Skalare
abbilden lassen wre das Maschinenlernen evtl	 eine interessante Alternative da die dazu
ntigen Datenmengen automatisch zur Verfgung gestellt werden knnten	 Die folgende
Entwicklung von REAPAR in Richtung der kombinierten Simulation und Heuristiken erwies
sich aber als so erfolgreich da der Maschinenlernansatz nicht weiter verfolgt wurde	
A Versuche zur ThreadzahlVorhersage
In einer frhen Phase der Arbeit wurde untersucht wieviele Threads von welcher Paralleli
sierungsstrategie an welchen Stellen des Rekursionsbaums erzeugt werden um ein besseres
Verstndnis der Threaderzeugung zu erhalten	 Viele Aspekte der Threaderzeugung sind in
deterministisch Bei der Tiefenstrategie ist zwar die Zahl der Threads durch Rekursionsbaum
und Maximaltiefe festgelegt aber die Reihenfolge ihrer Erzeugung hngt auf mehreren Pro
zessoren vom Scheduler des Betriebssystems ab	 Bei allgemeinen Strategien von den trivalen
Never und Always abgesehen ist zustzlich unbekannt an welcher Stelle des Programmab
laufs Threads ihre Arbeit beenden und dadurch das Threaderzeugungsprdikat fr einen
rekursiven Aufruf an anderer Stelle aktiv werden lassen	
Zur Bestimmung der Threaderzeugung bei den allgemeinen Strategien wurden daher zu
stzliche Felder im Programm eingefhrt die bei Erzeugung und Beendigung eines Threads
seine anfngliche Rekursionstiefe seine maximale erreichte Tiefe die Zahl der von ihm be
arbeiteten Knoten und implizit die Reihenfolge seiner Erzeugung aufzeichneten	 Da die
erreichten Threadzahlen bei lngeren Benchmarklufen zum Teil stark schwanken wurden
auch pro Eingabegre Benchmark und Strategie je  Lufe durchgefhrt um die Vertei
lung der Threadzahlen zu erfassen	 Zwei typische Histogramme solcher Verteilungen die die
Schwankungsbandbreite der Threadzahlen verdeutlichen nden sich in Abbildung A		 Man
sieht da im gleichmigen uniformen Rekursionsbaum weniger Threads erzeugt werden da
im Gegensatz zum unbalancierten geometrischen Baum die einzelnen Threads lnger laufen
knnen bis ihre Unterbaum abgearbeitet ist	
Auerdem wurde mittels der in Abschnitt A	 erwhnten Werkzeuge weitgehende Statisti
ken der Rekursionsbume und zugehrigen Threadverteilungen erstellt	 Vor diesem Hinter
grund wurde dann versucht die Zahl der in der Simulation erzeugten Threads in Relation
zu den gemessenen Threadzahlen zu setzen	 Besonders fr groe Benchmarklufe wurden
aber zuwenige Threads simuliert	
Weitere berlegungen ergaben jedoch da es weniger wichtig ist die genaue Threadzahl
zu simulieren  entscheidend ist vielmehr die relative Reihenfolge der Laufzeiten in der
Simulation mglichst realittsnahe zu beschreiben	 Dieser Ansatz brachte dann auch den
gewnschten Erfolg wie die vorliegende Arbeit zeigt	

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Abbildung A	 Verteilung der erreichten Threadzahlen bei Eigenvalue uniform und geome
trisch ber  Lufe jeweils mit der Strategie Active 	
A	 Korrespondenz von Rekursionsbaum und Bildaus
schnitt bei Fractal
Der FractalBenchmark zeigt auf einzigartige Art und Weise den Zusammenhang von Re
kursionsbaum und Problem auf Das Ergebnis des Programmlaufs ist ein Bild dem man die
Rekursionstiefe der zugehrigen Berechnung leicht ansehen kann	 Bereiche die gro"chig
dieselbe Farbe&Graustufe haben werden durch die Heuristik schnell ausgefllt und bedeuten
geringe Rekursionstiefen	 Bereiche mit vielen Farbnderungen verlangen nach hheren Re
kursionstiefen	 Abbildungen A	 stellt die fnf fr die Benchmarklufe verwendeten Bildaus
schnitte den zugehrigen Rekursionsbumen gegebber Bildau"sung  Au"sung
der Rekursionsbume  	 Alle Rekursionsbume sind mastblich d	h	 der Baum von
Problem  enthlt tatschlich nur etwa die Hlfte der Arbeit von Problem 	

Bildausschnitt  UrFraktal symmetrisch Unvollstndigkeit der Rekursionsteilbume auf dem
gesamten Bild etwa gleichm	ig verteilt Startkoordinaten    Ausschnittgr	e 
Bildausschnitt  Ungleichm	ig verteilte Arbeit einige Rekursionsteilbume sind vollstndiger
als andere Startkoordinaten    Ausschnittgr	e 
Bildausschnitt  Nur Arbeit in unterer rechter Ecke dh vollstndiger Rekursionsunterbaum
fr den entsprechenden Quadranten und extrem sprliche Unterbume fr den Rest des Bildes
Startkoordinaten    Ausschnittgr	e 
Bildausschnitt  Asymmetrisch aber berall viel Arbeit dementsprechend vollstndige Rekur
sionsunterbume berall Startkoordinaten    Ausschnittgr	e 
Bildausschnitt  Wenig Arbeit in unterer rechter Ecke mit entsprechender Unterbeledung des
rechten Teilbaums Startkoordinaten    Ausschnittgr	e 
Abbildung A	 Gegenberstellung von Bildausschnitten und entsprechenden Rekursions
bumen fr die fnf FractalProbleme	 Die rechte untere Ecke entspricht dem rechten Viertel
des Rekursionsbaums alle Bume sind im selben Mastab abgebildet	

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