We study the asymptotic behaviour of the solutions of the generic (D (1) 6 -type) third Painlevé equation in the space of initial values as the independent variable approaches infinity (or zero) and show that the limit set of each solution is compact and connected. Moreover, we prove that any solution with essential singularity at infinity has an infinite number of poles and zeroes, and similarly at the origin.
), we describe and prove global properties of such solutions by studying their asymptotic behaviours in the limit x → ∞ (equivalently x → 0) in the initial value space. In this paper, we find complete information about the limit sets of transcendental solutions. Unlike previous studies, we do not impose any reality constraints on the solutions, nor assume special conditions on the parameters; y is a function of the complex variable x and α, β, γ, δ are given complex constants with γδ = 0. Our main results are obtained after regularization and compactification of the space of initial values of P III first described by Okamoto [Oka1979] . A detailed description of this space is given in Section 2.3 below. The space needs to be regularized by using resolution (or blow-ups) due to problematic points, called base points, where the Painlevé vector field becomes undefined (for example, it approaches 0/0). We carry out resolutions for x → ∞ and use asymptotic estimates to deduce previously unknown properties of solutions in the limit.
Successive resolutions of the vector field at base points terminates after nine blow ups of CP 2 in the cases of the first, second, and fourth Painlevé equations [DJ2011, HJ2014, JR2016] , while for the fifth and third Painlevé equations the construction consists of eleven blow ups and two blow downs [JR2017] . The initial value space in each case is then obtained by removing the infinity set, denoted I, which are blow-ups of points not reached by any solution.
The generic case of P III , which we study in this paper, is a degenerate case of the fifth Painlevé equation P V . The generic case of P V was analysed recently in [JR2017] in its initial value space. Although no further advances are required to tackle the special case of P III when γ = 0 or δ = 0, the construction becomes more technical because base points merge in the construction of the initial value space, and we do not include this case in the present paper.
Our main results fall into three parts:
Existence of a repeller set: Theorem 4.10 in Section 4 shows that I is a repeller for the flow. The theorem also provides the range of the independent variable for which a solution may remain in the vicinity of I. Numbers of poles and zeroes: In Corollary 4.11, we prove that each solution that is sufficiently close to I has a pole in a neighbourhood of the corresponding value of the independent variable. Moreover, Theorem 5.5 shows that each solution with essential singularity at x = ∞ has infinitely many poles and infinitely many zeroes in each neighbourhood of that point. The complex limit set: We prove in Theorem 5.2 that the limit set for each solution is non-empty, compact, connected, and invariant under the flow of the autonomous equation obtained as x → ∞.
This paper is organised as follows. In Section 2, we construct and describe the space of the initial values for equation P III , with complete details of all the necessary calculations provided in Appendix A. We also relate the trajectories crossing exceptional lines to movable singularities of solutions (both poles and zeroes) and discuss the autonomous system and its Hamiltonian. In Section 3, we consider the special solutions of P III and relate them to the fixed points of the Hamiltonian. Section 4 contains the analysis of the behaviours of solutions near the infinity set in the space of initial values. A summary of the notation used in this paper is given in Appendix B.
Space of initial values of P III
Since the third Painlevé equation is a second-order ordinary differential equation, solutions are locally defined by two initial values. Therefore, the space of initial values is two complex-dimensional. However, standard existence and uniqueness theorems only cover initial values of y that are not arbitrarily small or large (where the second derivative given by P III becomes ill-defined). In this section, we explain how to construct a regularized, compactified space of all possible initial values that includes such values and overcomes these issues.
We start by formulating P III as an equivalent system of first-order equations in Section 2.1 and describing its autonomous limiting form obtained as x → ∞ in Section 2.2. The mathematical construction of the space of initial values is then given in Section 2.3. Where y is arbitrarily close to the singular values 0 or ∞, the solutions have singular power series expansions, which become regularized Taylor expansions in corresponding domains of the initial value space. These regular expansions are provided in Section 2.4.
2.1. A system equivalent to P III . The third Painlevé equation is equivalent to the following system:
(2.1) with δ 1 = i √ δ, β 1 = β − 2δ 1 , where y is a solution of the third Painlevé equation (P III ) and z = 2 y 2 y ′ − δ 1 + y x .
For comparison, Okamoto represented the third Painlevé equation, in [Oka1979] , as the following system:
. Here, y(x) is again a solution of (P III ), while z o is given by
The auxilliary function z o is related to z in equations (2.1) by the equation:
.
Autonomous equation.
In the limit x → ∞, P III becomes:
which is equivalent to the system:
with the Hamiltonian given by
5)
Equivalently, the autonomous equation (2.3) is equivalent to the following family of first order equations:
Note that the flow (2.4) has four fixed points:
(2.6)
If δ 1 = 0, then, in addition, all points of the line y = 0 are fixed.
2.3. Resolution of singularities. In this section, we explain how to construct the space of initial values for the system (2.1). The notion of initial value spaces in Definition 2.2 is based on foliation theory, and we start by first motivating the reason for this construction. We then explain how to construct such a space by carrying out resolutions or blow-ups, based on the process described in Definition 2.3. The system (2.1) is a system of two first-order ordinary differential equations for (y(x), z(x)). Given initial values (y 0 , z 0 ) at x 0 , local existence and uniqueness theorems provide a solution that is defined on a local polydisk
Our interest lies in global extensions of these local solutions.
However, the occurence of movable poles in the Painlevé transcendents acts as a barrier to the extension of U × V to the whole domain of (2.1). The first step to overcome this obstruction is to compactify the space C 2 , in order to include the poles. We carry this out by embedding C 2 into CP 2 and explicitly representing the system (2.1) in the three affine coordinate charts of CP 2 , which are given in Section A.1. The second step in this process results from the occurence of singularities in V in the Painlevé vector field (2.1).
By the term singularity we mean points where (dy/dx, dz/dx) becomes either unbounded or undefined because at least one component approaches the undefined limit 0/0. We are led therefore to construct a space in which the points where the singularities are regularised. The process of regularisation is called "blowing up" or resolving a singularity.
In CP 2 , these singularities occur in the (y 02 , z 02 ) and (y 03 , z 03 ) charts. The appearence of these singularities is related to the irreducibility of the solutions of Painlevé equations as indicated by the following theorem, due to Painlevé.
Theorem 2.1 ( [Pai1897] ). If the space of initial values for a differential equation is a compact rational variety, then the equation can be reduced either to a linear differential equation of higher order or to an equation for elliptic functions.
It is well known that the solutions of Painlevé equations are irreducible (in the sense of the theorem). Since CP 2 is a compact rational variety, the theorem implies CP 2 cannot be the space of initial values for (2.1).
We are now in a position to define the notion of initial value space. Gér1983,Oka1979] ). Let (E, π, B) be a complex analytic fibration, Φ its foliation, and ∆ a holomorphic differential system on E, such that:
• the leaves of Φ correspond to the solutions of ∆;
• the leaves of Φ are transversal to the fibres of E;
• for each path p in the base B and each point X ∈ E, such that π(X) ∈ p, the path p can be lifted into the leaf of Φ containing point X. Then each fibre of the fibration is called a space of initial values for the system ∆.
The properties listed in Definition 2.2 imply that each leaf of the foliation is isomorphic to the base B. Since the transcendental solutions of the third Painlevé equation can be globally extended as meromorphic functions on C \ {0} [JK1994, HL2001], we search for the fibration with the base equal to C \ {0}.
In order to construct the fibration, we apply the blow-up procedure, defined below [Har1977, GH1978, Dui2010] to the singularities of the system (2.1) that occur where at least one component becomes undefined of the form 0/0. Okamoto [Oka1979] showed that such singular points are contained in the closure of infinitely many leaves. Moreover, these leaves are holomorphically extended at such a point.
Definition 2.3. The blow-up of the plane C 2 at point (0, 0) is the closed subset X of C 2 × CP 1 defined by the equation u 1 t 2 = u 2 t 1 , where (u 1 , u 2 ) ∈ C 2 and [t 1 : t 2 ] ∈ CP 1 , see Figure 1 . There is a natural morphism ϕ : X → C 2 , which is the restriction of the projection from C 2 × CP 1 to the first factor. ϕ −1 (0, 0) is the projective line {(0, 0)} × CP 1 , called the exceptional line. Remark 2.4. Notice that the points of the exceptional line ϕ −1 (0, 0) are in bijective correspondence with the lines containing (0, 0). On the other hand, ϕ is an isomorphism between X \ ϕ −1 (0, 0) and C 2 \ {(0, 0)}. More generally, any complex two-dimensional surface can be blown up at a point [Har1977, GH1978, Dui2010] . In a local chart around that point, the construction will look the same as described for the case of the plane.
Notice that the blow-up construction separates the lines containing the point (0, 0) in Definition 2.3, as shown in Figure 1 . In this way, the solutions of (2.1) containing the same point can be separated. Additional blow-ups may be required if the solutions have a commont tangent line or a tangency of higher order at such a point. The explicit resolution of the vector field (2.1) is carried out in Appendix A. We show that the process requires 11 resolutions of singularities, or, blow-ups.
The resulting surface D(x) is shown in Figure 2 . In Figure 2 , L * ∞ and L * 0 are the proper preimages of the line at the infinity and the line y = 0, while L * 1 , L * 2 , L * 3 , L * 4 , L * 5 , L * 8 , L * 9 are the proper preimages of the exceptional lines obtained by blow ups at points b 1 , b 2 , b 3 , b 4 , b 5 , b 8 , b 9 respectively, and L 6 (x), L 7 (x), L 10 (x), L 11 (x) are exceptional lines obtained by blowing up points b 5 , b 6 , b 10 , b 11 respectively. The self-intersection number of each line, after all blow-ups are completed, is indicated in the figure.
Okamoto described so called singular points of the first class that are not contained in the closure of any leaf of the foliation given by the system of differential equations. At such points, the corresponding vector field is infinite. For example, in the first affine chart (y, z), such singular points are given by y = 0. In the surface D(x), all remaining singular points are of the first class, and the fibre of the initial value space is obtained by removing them:
In D(x), each line with self-intersection number −1 can be blown down again. Blowing down L * ∞ and L * 0 , we get the surface F (x), which is shown in Figure 3 . The projection of each remaining line from D(x) is denoted by the same index but now with superscript p. Notice that the self-intersection numbers of L p 1 , L p 2 , L p 5 are no longer the same as of the corresponding pre-images L * 1 , L * 2 , L * 5 . In this space, we denote by I the set of all singular points of the first class in F (x):
The fibre E(x) of the initial value space can be identified with F (x) \ I. If S is a surface obtained from the projective plane by a several successive blowups of points, then the group of all automorphisms of the Picard group Pic(S) preserving the canonical divisor K is generated by the reflections X → X +(X.ω)ω, with ω ∈ Pic(S), K.ω = 0, ω.ω = −2. That group is an affine Weyl group and the lines of self-intersection −2 are its simple roots. Representing each such line by a node and connecting a pair of nodes by a line only if they intersect in the fibre, we obtain the Dynkin diagram shown in Figure 4 , which is of type D (1) (1) 6 .
In the limit x → ∞, the resulting Okamoto space is compactified by the fibre F (∞), corresponding to the autonomous system (2.4), see Figure 5 . We observe that the resolution process will be different for the autonomous system (2.4). The reason is that the affine part of the line u = 0 consists only of regular points of the system (2.4) and the point b 11 does not appear as a base point there. Thus, the resolution of singularities of (2.4) is achieved after ten blow-ups. Blowing down L * ∞ in F (∞), we get another representation of the fiber F (∞), which is shown in Figure 6 .
2.4. Movable singularities. Here, we consider neighbourhoods of exceptional lines where the Painlevé vector field (2.1) becomes unbounded. The construction given in Appendix A shows that these are given by the lines L 6 , L 7 , L 10 and L 11 .
Movable poles of y. The line L 6 is obtained after three consecutive blow ups, at b 1 , b 3 , and b 6 . The flow of (2.1) passes through b 1 at a given point x 0 if y has a pole at x 0 and z is either regular at x 0 or has a pole of smaller order than y. Next, the flow passes through b 3 if z(x 0 ) = √ 4γ. From the first equation of (2.1), we get then that y has a simple pole at x 0 . Corresponding Laurent expansions of y and z around x 0 can be calculated from Equations (2.1):
where B is an arbitrary constant. Each value of B corresponds to exactly one point of L 6 \ I. The alternative sign of the square root of γ leads to another set of simple movable poles of y, with z(x 0 ) = − √ 4γ:
Values of the arbitrary constant B now correspond to points of the line L 7 \ I.
Movable poles of z. The line L 10 is obtained after five consecutive blow ups, at b 2 , b 5 , b 8 , b 9 , and b 10 . The flow of (2.1) passes through b 2 at a given point x 0 if z has a pole at x 0 and y is either regular at x 0 or has a pole of smaller order than z. Next, the flow passes through b 5 if y(x 0 ) = 0. Denote by N the order of the zero of y at x 0 and by P the order of the pole of z at x 0 . The flow passes through b 8 if yz has a pole at x 0 , that is, P > N . The flow passes through b 9 if y 2 z is equal to −4δ 1 at x 0 , thus 2N = P . On the other hand, from the second equation of (2.1), we get P + 1 = 2P − N , that is P = N + 1, which means N = 1 and P = 2.
So, we concluded that z has a double pole and y a simple zero at x 0 . The coefficients in the Laurent expansions of y and z around x 0 can be calculated from (2.1):
Values of the arbitrary constant B correspond to the points of the line L 10 \ I. The line L 11 is obtained after three consecutive blow ups, at b 2 , b 5 , and b 11 . We have already concluded that the flow passes through b 5 if z has a pole and y has a zero. The flow passes through b 11 if yz has neither pole nor zero at the given point x 0 , thus the order of pole of z equals to the order of zero of y. From the first equation of (2.1), we conclude that z has a simple pole and y a simple zero. Their Laurent expansions are:
Values of the arbitrary constant B now correspond to the points of the line L 11 \ I.
Special solutions of P III
In this section, we recall some facts about rational solutions of P III and relate them to equilibrium points of the total energy E, defined by Equation (2.5). Notice that although E was defined for the autonomous system, we can extend it to solutions y(x), z(x) of the P III system (2.1). Doing so gives
The pencil of elliptic curves arising from E is given by:
where c is an arbitrary constant parameter. For general values of c, the curves are non-singular and the corresponding curves will be smooth. To investigate possible singularities of curves, consider the conditions: ∂h ∂y = 0, ∂h ∂z = 0, which give:
Notice that these lead to fixed points of the autonomous flow (2.4), given by Equation (2.6). The first two points in Equation (2.6) belong to the curve corresponding to c 1 = −2δ 1 √ γ, while the last two lie on curves given by c 2 = 2δ 1 √ γ:
It turns out that these fixed points correspond exactly to special solutions of P III .
3.1. Special rational solutions of P III . It is well known that P III has special rational solutions corresponding to special values of parameters [OLBC2010, §32.8(iii)]. All such can be generated by applying Bäcklund transformations to a group of seed solutions given by
Notice that the constant solutions (3.3) correspond to the fixed points of the autonomous system.
Behaviour near the infinity set
In this section, we study the behaviour of the solutions of the system (2.1) near the set I, where the vector field is infinite. We prove that I is a repeller for the solutions and that each solution which comes sufficiently close to I at a certain point x will have a pole in a neighbourhood of x. The results of this section are summarised at the end in Corollary 4.11, while estimates for behaviour near I are given in Theorem 4.10.
Lemma 4.1. For every ǫ > 0, there exists a neighbourhood U of L p 2 such that
Proof. In the charts (y 21 , z 21 ) and (y 22 , z 22 ), we have:
Since L p 2 in these charts is given by z 21 = 0 and y 22 = 0, the statement follows.
, there exists a neighbourhood V of K and a constant C > 0 such that
Proof. Near L p 1 , in the coordinate charts (y 11 , z 11 ) and (y 12 , z 12 ), we have:
Since L p 3 , L p 4 are given by y 11 = ±1/ √ 4γ and z 12 = ± √ 4γ, the expression is bounded for a compact subset K of L p 1 \ (L p 3 ∪ L p 4 ). Near L p 8 , in the coordinate charts (y 81 , z 81 ) and (y 82 , z 82 ), we have:
In the (y 81 , z 81 ) chart, the line L p 5 is not visible, and furthermore, the line L p 9 is projected onto point (− 1 4δ1 , 0). In the (y 82 , z 82 ) chart, the lines L p 5 iand L p 9 are projected onto points (0, 0) and (0, −4δ 1 ). Thus the expression x E ′ /E will be limited for compact subsets K as desired.
Lemma 4.3. There exists a continuous complex valued function d on a neighbourhood of the infinity set I in the Okamoto space, such that:
Proof. As 1/E is well defined in a neighbourhood of I \ (L p 3 ∪ L p 4 ∪ L p 5 ∪ L p 9 ), we take the first statement as a definition of d there. The set L p 3 \ L p 1 is defined by y 61 = 0 in the chart (y 61 , z 61 ), see Section A.7. As we approach L p 3 , we have:
The set L p 5 \ L p 8 is defined by Y 111 = 0 in the chart (Y 111 , Z 111 ), which is obtained after blowing down the preimage of L 0 in (y 111 , z 111 ), see Section A.13. As we approach L p 5 , we have:
The set L p 9 \ L p 8 is defined by z 102 = 0 in the chart (y 102 , z 102 ), see Section A.11. As we approach L p 9 , we have:
These estimates lead us to the desired results.
Lemma 4.4 (Behaviour near L p 3 \ L p 1 ). If a solution at the complex time x is sufficiently close to L p 3 \ L p 1 , there there exists a unique ξ ∈ C such that: (1) z 61 (ξ) = 0, i.e., (y 61 (ξ), z 61 (ξ)) ∈ L 6 (ξ) p ; and (2) |x − ξ| = O(|d(x)||z 61 (x)|) for small d(x) and bounded |z 61 (x)|.
In other words, the solution has a pole at x = ξ.
For large R 3 > 0, consider the set {x ∈ C | |z 61 (x)| ≤ R 3 }. Then, its connected component containing ξ is an approximate disk D 3 with centre ξ and radius |d(ξ)|R 3 , and x → z 61 (x) is a complex analytic diffeomorphism from that approximate disk onto {y ∈ C | |y| ≤ R 3 }.
Proof. For the study of solutions near L p 3 \ L p 1 , we use the coordinates (y 61 , z 61 ). In this chart, the line L p 3 \ L p 1 is given by the equation y 61 = 0 and parametrized by z 61 ∈ C, while line L p 6 is given by z 61 = 0 and parametrized by y 61 , see Section A.7. Note that we also have y = 1/(y 61 z 61 ).
Asymptotically, for y 61 → 0 and bounded z 61 , 1/x, we have:
Integrating (4.1c) from ξ to x, we get:
with K = −z 61 (ξ)/2, andξ on the integration path. Because of (4.1b), y 61 is approximately equal to a small constant, and from (4.1a) it follows that
Thus, if x runs over an approximate disk D centered at ξ with radius |γ −1/2 y 61 |R, then z 61 fills an approximate disk centered at z 61 (ξ) with radius R. Therefore, if |y 61 (ξ)| ≪ |ξ|, the solution has the following properties for x ∈ D:
and z 61 is a complex analytic diffeomorphism from D onto an approximate disk with centre z 61 (ξ) and radius R. If R is sufficiently large, we will have 0 ∈ z 61 (D); i.e., the solution y of the Painlevé equation will have a pole at a unique point in D. Now, it is possible to take ξ to be the pole point. For |x − ξ| ≪ |ξ|, we have
and we get
Let R 3 be a large positive real number. Then the equation |z 61 (x)| = R 3 corresponds to |x − ξ| ∼ |d(ξ)|R 3 , which is still small compared to |ξ| if |d(ξ)| is sufficiently small. Denote by D 3 the connected component of the set of all x ∈ C such that {x | |z 61 (x)| ≤ R 3 } is an approximate disk with centre ξ and radius |d(ξ)|R 3 . More precisely, z 61 is a complex analytic diffeomorphism from D 3 onto {y ∈ C | |y| ≤ R 3 }, and
It follows from Equation (4.1d) that the function E(x) has a simple pole at x = ξ. But we can estimate the size of the domain where it becomes bounded and approximately constant. From Equation (4.1d), we have
that is, when |x − ξ| ≫ |d(ξ)| |ξ| . Since R 3 ≫ 1/|ξ|, the approximate radius of D 3 is given by
Then this set is the complement of D 3 in and approximate disc D 1 with centre at ξ and radius ∼ |d(ξ)/(2γ)|R 1 of an approximate disk with centre at the origin and small radius ∼ 4|
Proof. The set L p 1 \ L p 2 is visible in the chart (y 31 , z 31 ), where it is given by the equation y 31 = 0 and parametrized by z 31 , see Section A.4. In that chart, the line L p 3 is given by z 31 = 0. The projection of line L p 4 is the point (y 31 , z 31 ) = (0, −4 √ γ). For y 31 → 0, bounded 1/x, and z 31 bounded and bounded away from −4 √ γ, we have
From (4.2e) and (4.2a), we get:
and then integrating from x 0 to x 1 :
withx being on the integration path. Therefore E(x 1 )/E(x 0 ) ∼ 1 if for all x on the segment from x 0 to x 1 we have |x−x 0 | ≪ |x 0 |, |y 31 (x)| ≪ |x 0 |, and 1/(4 √ γ+z 31 (x)) is bounded. We choose x 0 on the boundary of D 3 from Lemma 4.4. Then we have:
which implies that
Furthermore, Equations (4.2c) and (4.2d) imply that
which is small when |d(ξ)| is sufficiently small, therefore
Since D 3 is an approximate disk with centre ξ and small radius approximately equal to d(ξ)R 3 , and R 3 ≫ |ξ| −1 , we have that |z 61 (
Then equations (4.2c), (4.2d), and E ∼ d(ξ) −1 yield
, which in combination with (4.2b) leads to
Integrating we get
and therefore
For large finite R 1 > 0, the equation |z 31 | = R 1 corresponds to |x − x 0 | ∼ |d(ξ)/(2γ)|R 1 , which is still small compared to |x 0 | ∼ |ξ|, and therefore |x − ξ| ≤ |x − x 0 | + |x 0 − ξ| ≪ |ξ|. This proves the statement of the lemma. In other words, the solution has a pole at x = ξ.
For large R 9 > 0, consider the set {x ∈ C | |y 102 | ≤ R 9 }. Then, its connected component containing ξ is an approximate disk D 9 with centre ξ and radius |d(ξ)|R 9 , and x → y 102 (x) is a complex analytic diffeomorphism from that approximate disk onto {y ∈ C | |y| ≤ R 9 }.
Proof. For the study of solutions near L p 9 \ L p 8 , we use the coordinates (y 102 , z 102 ). In this chart, the line L p 9 \ L p 8 is given by the equation z 102 = 0 and parametrized by y 102 ∈ C, while line L p 10 is given by y 102 = 0 and paremetrised by z 102 , see Section A.11.
Asymptotically, for z 102 → 0 and bounded y 102 , 1/x, we have:
(4.3d)
Integrating (4.3c) from ξ to x, we get:
(1 + o(1)).
Because of Equation (4.3b), z 102 is approximately equal to a small constant, and from (4.3a) it follows that
Thus, if x runs over an approximate disk D centered at ξ with radius |z 102 |R/|δ 1 |, then y 102 fills an approximate disk centered at y 102 (ξ) with radius R. Therefore, if |z 102 (ξ)| ≪ |ξ|, the solution has the following properties for x ∈ D:
and y 102 is a complex analytic diffeomorphism from D onto an approximate disk with centre y 102 (ξ) and radius R. If R is sufficiently large, we will have 0 ∈ y 102 (D); i.e., the solution of the Painlevé equation will have a pole at a unique point in D. Now, it is possible to take ξ to be the pole point. For |x − ξ| ≪ |ξ|, we have
Let R 9 be a large positive real number. Then the equation |y 102 (x)| = R 9 corresponds to |x − ξ| ∼ 32|δ 2 1 d(ξ)|R 9 , which is still small compared to |ξ| if |d(ξ)| is sufficiently small. Denote by D 9 the connected component of the set of all x ∈ C such that {x | |y 102 (x)| ≤ R 9 } is an approximate disk with centre ξ and radius 32|δ 2 1 d(ξ)|R 9 . More precisely, y 102 is a complex analytic diffeomorphism from D 9 onto {y ∈ C | |y| ≤ R 9 }, and
The function E(x) has a simple pole at x = ξ. From (4.3d), we have
that is, when |x − ξ| ≫ |d(ξ)| |ξ| . Since R 9 ≫ 1/|ξ|, the approximate radius of D 9 is given by
is a disk centered at ξ with small radius compared to the radius of D 9 .
Lemma 4.7 (Behaviour near L p 8 \ (L p 2 ∪ L p 5 )). For large finite R 8 > 0, consider the set of all x ∈ C such that the solution at complex time x is close to L p 8 \ L p 2 , with |y 92 (x)| ≤ R 8 , but not close to L p 9 . Then that set is the complement of D 9 in an approximate disk D 8 with centre at ξ and radius ∼ 4 |δ 1 d(ξ)|R 8 . More precisely, x → y 92 (x) defines a 2-fold covering from the annular domain D 8 \ D 9 onto the complement in {x ∈ C | |x| ≤ R 8 } of an approximate disk with centre at the origin and small radius ∼ 16|δ 1 d(ξ)|R 2 9 , where y 92 (x) ∼ (x − ξ) 2 / (16δ 1 d(ξ) ). Proof. The line L p 8 \ L p 5 is visible in the coordinate system (y 92 , z 92 ), where it is given by z 92 = 0 and parametrized by y 92 , see Section A.10. In that chart, the line L p 9 is given by the equation y 92 = 0 and parametrized by z 92 . On the other hand, the line L p 2 is given by y 92 = 1/(4δ 1 ). For z 92 → 0, y 92 bounded and bounded away from 1/(4δ 1 ), and bounded 1/x, we have:
(4.4e)
From (4.4e) and (4.4b) we get:
Integrating from x 0 to x 1 , we obtain:
We choose x 0 on the boundary of D 9 from Lemma 4.6. Then we have
Since z 92 = 1 y 91 = 1 y 102 − (β 1 + 4δ 1 )/(8xδ 3 1 )
, we are led to conclude that
Furthermore, equations (4.4c) and (4.4d) imply that:
which is small when |d(ξ)| is sufficiently small. Since D 9 is an approximate disk with centre ξ and small radius ∼ |d(ξ)|R 9 , and R 9 ≫ |ξ| −1 , we have that |y 102 (x)| ≥ R 9 ≫ 1. It follows that
Then equation (4.4c) and the result J 92 ∼ δ 1 d(ξ) (from Equation (4.4c)) yield
, which in combination with (4.4a) leads to
In other words, we have Finally, we conclude that
For large finite R 8 , the equation |y 92 | = R 8 corresponds to |x− x 0 | ∼ 4 |δ 1 d(ξ)|R 8 , which is still small compared to |x 0 | ∼ |ξ|, and therefore |x−ξ| ≤ |x−x 0 |+|x 0 −ξ| ≪ |ξ|. This proves the lemma. In other words, the solution has a pole at x = ξ.
For large R 5 > 0, consider the set {x ∈ C | |Z 111 | ≤ R 5 }. Then, its connected component containing ξ is an approximate disk D 5 with centre ξ and radius |d(ξ)|R 5 , and x → Z 111 (x) is a complex analytic diffeomorphism from that approximate disk onto {z ∈ C | |z| ≤ R 5 }.
Proof. For the study of solutions near L p 5 \ L p 8 , we use the coordinates (Y 111 , Z 111 ). In this chart, the line L p 5 \ L p 8 is given by the equation Y 111 = 0 and parametrized by Z 111 ∈ C, while line L p 11 is given by Z 111 = 0 and parametrized by Y 111 , see Section A.13.
Asymptotically, for Y 111 → 0 and bounded Z 111 , 1/x, we have:
Integrating Equation (4.5c) from ξ to x, we get:
, with K = Z 111 (ξ)/2, whereξ lies on the integration path. Because of Equation (4.5b), Y 111 is approximately equal to a small constant, and from (4.5a) follows that
Thus, if x runs over an approximate disk D centered at ξ with radius |Y 111 |R/δ 1 , then Z 111 fills an approximate disk centered at Z 111 (ξ) with radius R. Therefore, if |Y 111 | ≪ 1/|ξ|, for x ∈ D, the solution satisfies
and Z 111 (x) is a complex analytic diffeomorphism from D onto an approximate disk with centre Z 111 (ξ) and radius R. If R is sufficiently large, we will have 0 ∈ Z 111 (D); i.e., the solution of the Painlevé equation will have a pole at a point in D. Now, it is possible to take ξ to be the pole point. For |x − ξ| ≪ |ξ|, we have
Let R 5 be a large positive number. Then the equation |Z 111 | = R 5 corresponds to |x − ξ| ∼ |d(ξ)|R 5 , which is still small compared to ξ if d(ξ) is sufficiently small. Denote by D 5 the connected component of the set of all x ∈ C such that {x | |Z 111 | ≤ R 5 } is an approximate disk with centre ξ and radius d(ξ)R 5 . More precisely, Z 111 is a complex analytic diffeomorphism from D 5 onto {Z ∈ C | |Z| ≤ R 5 }, and
Because of the expression for E(x) in terms of Y 111 , Z 111 , it has a simple pole at x = ξ. From (4.5d), we have
that is, when
Thus E(x)J 111 (x) ∼ δ 1 for the annular disk x ∈ D 4 \D ′ 4 , where D ′ 4 is a disk centered at ξ with small radius compared to the radius of D 4 . Lemma 4.9 (Behaviour near L p 8 \ (L p 2 ∪ L p 9 )). For large finite R 8 > 0, consider the set of all x ∈ C such that the solution at complex time x is close to L p 8 \ L p 2 , with |y 92 (x)| ≤ R 8 , but not close to L p 5 . Then that set is the complement of D 5 in an approximate disk D 8 with centre at ξ and radius ∼ 4 |δ 1 d(ξ)|R 8 . More precisely, x → y 92 (x) defines a 2-fold covering from the annular domain D 8 \ D 5 onto the complement in {x ∈ C | |x| ≤ R 8 } of an approximate disk with centre at the origin and small radius ∼ 16|δ 1 d(ξ)|R 2 5 , where y 92 (x) ∼ (x − ξ) 2 / (16δ 1 d(ξ) ). Proof. We consider the coordinate system (y 92 , z 92 ), as in the proof of Lemma 4.7. For z 92 → 0, y 92 bounded and bounded away from 1/(4δ 1 ) and 0, and bounded 1/x, the estimates (4.4a-4.4e) hold.
We choose x 0 on the boundary of D 5 from Lemma 4.8. Then we have
From the results of Sections A.13, A.12, A.6, A.9, we have
which implies that |z 92 |R 5 is bounded and limited away from 0. In particular, we have |z 92 | ≪ 1. Following the same steps and calculations as in Lemma 4.7, we get the desired conclusion.
Theorem 4.10. Let ǫ 1 , ǫ 2 , ǫ 3 be given such that ǫ 1 > 0, 0 < ǫ 2 < 2, 0 < ǫ 3 < 1. Then there exists η > 0 such that if |x 0 | > ǫ 1 and |d(x 0 )| < η, then ρ = sup{r > |x 0 | such that |d(x)| < η whenever |x 0 | ≤ |x| ≤ r}, satisfies:
Proof. Suppose a solution of the system (2.1) is close to L p 2 at times x 0 and x 1 . It follows from Lemmas 4.4-4.7 that for every solution close to I, the set of complex times x such that the solution is not close to L p 2 is the union of approximate disks of radii ∼ |d|. Hence if the solution is near I for all complex times x such that |x 0 | ≤ |x| ≤ |x 1 |, then there exists a path Γ from x 0 to x 1 such that the solution is close to L p 2 for all x ∈ Γ and Γ is C 1 -close to the path: t → x t 1 z 1−t 0 , t ∈ [0, 1]. Then Lemma 4.1 implies (after integration) that (1 + o(1)).
(4.6) Therefore, from Lemmas 4.4-4.7 then we have that, as long as the solution is close to I, as it moves into a neighbourhood of L p 1 \ (L p 3 ∪ L p 4 ) and L p 8 \ (L p 5 ∪ L p 9 ), the ratio of d remains close to 1.
For the first statement of the theorem, we have:
The second statement follows from (4.6), while the third one follows by the assumption on x.
In the following corollary, we summarise the results obtained in this section.
Corollary 4.11. No solution of (2.1) that starts in the space of initial values intersects I. A solution that approaches I will stay in its vicinity only for a limited range of the independent variable x. Moreover, if a solution is sufficiently close to I at a point x, then it will have a pole in a neighbourhood of x.
Proof. The first two statements follow from Theorem 4.10, and the last one from Lemmas 4.1-4.9.
The limit set
In this section, we define the complex limit set of the solutions, when x → ∞, and consider its properties. These properties enable to prove that each non-rational solution of the system (2.1) has an infinite number of poles and zeroes.
Our definition of the limit set extends the standard concept of limit sets in dynamical systems to complex-valued solutions.
Definition 5.1. Let (y(x), z(x)) be a solution of (2.1). The limit set Ω (y,z) of (y(x), z(x)) is the set of all s ∈ F ∞ \ I ∞ such that there exists a sequence x n ∈ C satisfying: lim n→∞ |x n | = ∞ and lim n→∞ (y(x n ), z(x n )) = s.
Theorem 5.2. There exists a compact set K ⊂ F (∞) \ I(∞) such that the limit set Ω (y,z) of any solution (y, z) of (2.1) is contained in K. Moreover, Ω (y,z) is a nonempty, compact, and connected set, which is invariant under the flow of the autonomous system (2.4).
Proof. For any positive numbers η, r, let K η,r denote the set of all s ∈ F (x) such that |x| ≥ r and |d(s)| ≥ η. Since F (x) is a complex analytic family over P 1 \ {0} of compact surfaces F (x), K η,r is also compact. Furthermore, K η,r is disjoint from the infinity sets I(x), x ∈ P 1 \ {0}, and therefore K η,r is a compact subset of the Okamoto's space O \ F (∞). When r grows to infinity, the sets K η,r shrink to the compact set
It follows from Theorem 4.10 that there exists η > 0 such that for every solution (y, z) there exists r 0 > 0 with the following property:
for every x such that |x| ≥ r 0 .
Hereafter, we take r ≥ r 0 , when it follows that (y(x), z(x)) ∈ K η,r whenever |x| ≥ r. Let X r = {x ∈ C | |x| ≥ r}, and let Ω (y,z),r denote the closure of the image set y(X r ), z(X r ) in O. Since X r is connected and (y, z) is continuous, Ω (y,z),r is also connected. Since y(X r ), z(X r ) is contained in the compact set K η,r , its closure Ω (y,z),r is also contained in K η,r , and therefore Ω (y,z),r is a nonempty compact and connected subset of O \ F (∞).
The intersection of a decreasing sequence of nonempty, compact, and connected sets is a nonempty, compact, and connected. Therefore, as Ω (y,z),r decreases to Ω (y,z) as r grows to infinity, it follows that Ω (y,z) is a nonempty, compact and connected subset of O. Since Ω (y,z),r ⊂ K η,r , for all r ≥ r 0 , and the sets K η,r shrink to the compact subset K η,∞ of F (∞) \ I(∞) as r grows to infinity, it follows that Ω (y,z) ⊂ K η,∞ . This proves the first statement of the theorem with K = K η,∞ .
Since Ω (y,z) is the intersection of the decreasing family of compact sets Ω (y,z),r , there exists for every neighbourhood A of Ω (y,z) in O, an r > 0 such that Ω (y,z),r ⊂ A. Hence (u(x), v(x)) ∈ A for every x ∈ C such that |x| ≥ r. If {x j } is any sequence in C \ {0} such that |x j | → ∞, then the compactness of K η,r , in combination with y(X r ), z(X r ) ⊂ K η,r , implies that there is a subsequence j = j(k) → ∞ as k → ∞ and an s ∈ K η,r , such that:
It follows, therefore, that s ∈ Ω (y,z) .
Next, we prove that Ω (y,z) is invariant under the flow Φ t of the autonomous Hamiltonian system. Let s ∈ Ω (y,z) and x j be a sequence in C \ {0} such that x j → ∞ and (y(x j ), z(x j )) → s. Since the x-dependent vector field of the Painlevé system converges in C 1 to the vector field of the autonomous Hamiltonian system as x → ∞, it follows from the continuous dependence on initial data and parameters, that the distance between (y(x j +t), z(x j +t)) and Φ t (y(x j ), z(x j )) converges to zero as j → ∞. Since Φ t (y(x j ), z(x j )) → Φ t (s) and x j → ∞ as j → ∞, it follows that (y(x j + t), z(x j + t)) → Φ t (s) and x j + t → ∞ as j → ∞, hence Φ t (s) ∈ Ω (y,z) .
Proposition 5.3. Every non-rational solution (y(x), z(x)) intersects each of the pole lines L 6 , L 7 , L 10 infinitely many times.
Proof. First, suppose that a solution (y(x), z(x)) intersects the union L 6 ∪ L 7 ∪ L 10 only finitely many times.
According to Theorem 5.2, the limit set Ω (y,z) is a compact set in F (∞) \ I(∞). If Ω (y,z) intersects one the three pole lines L 6 , L 7 , L 10 at a point p, then there exists arbitrarily large x such that (y(x), z(x)) is arbitrarily close to p, when the transversality of the vector field to the pole line implies that (y(ξ), z(ξ)) ∈ L 6 ∪ L 7 ∪ L 10 for a unique ξ near x. As this would imply that (y(x), z(x)) intersects L 6 ∪ L 7 ∪ L 10 infinitely many times, it follows that Ω (y,z) is a compact subset of F (∞) \ (I(∞) ∪ L 6 (∞) ∪ L 7 (∞) ∪ L 10 (∞)).
However, L 6 (∞)∪L 7 (∞)∪L 10 (∞) is equal to the set of all points in F (∞)\I(∞) which project to the line L ∞ , and therefore F (∞) \ (I(∞) ∪ L 6 (∞) ∪ L 7 (∞) ∪ L 10 (∞)) is the affine (y, z) coordinate chart, of which Ω (y,z) is a compact subset, which implies that y(x) and z(x) remain bounded for large |x|. It follows from the boundedness of y and z that y(x) and z(x) are equal to holomorphic functions of 1/x in a neighbourhood of x = ∞, which implies that there are complex numbers y(∞), z(∞) which are the limit points of y(x) and z(x) as |x| → ∞. In other words, Ω (y,z) = {(y(∞), z(∞))} contains only one point. That means that that the solution is analytic at infinity, i.e., it is analytic on the whole of CP 1 , thus it must be rational. Now consider non-rational solutions. Since the limit set Ω (y,z) is invariant under the autonomous flow, it means that it will contain the whole quartic curve y 2 z 2 4 + δ 1 z − γy 2 = c, for some constant c. Such a curve contains both the base points b 3 , b 4 on the line L 1 , as well as the base point b 5 on the line L 2 , which are projections of the pole lines L 6 (∞), L 7 (∞), L 10 (∞) respectively. Thus, a non-rational solution will intersect each of these lines infinitely many times.
Remark 5.4. The limit set Ω (y,z) is invariant under the autonomous Hamiltonian system. If it contains only one point, as we obtained in the proof of Theorem 5.3, that point must be an equilibrium point of the autonomous Hamiltonian system (2.4).
Theorem 5.5. Every non-rational solution of the third Painlevé equation has infinitely many poles and infinitely many zeros.
Proof. It is enough to prove that a non-rational solution y of (2.1) has infinitely many poles and zeroes. Notice that at the intersection points with L 6 and L 7 , y has a pole and z a zero; at the intersection with L 10 , y has a zero and z a pole. Since it is shown in Propostion 5.3 that (y, z) intersects each of the lines L 6 , L 7 , L 10 infinitely many times, the statement is proved.
Appendix A. Resolution of the Painlevé vector field
In this section, we give an explicit construction of the space of initial values for the system (2.1). This constructions consists of eleven successive blow-ups of points in CP 2 . We use the following notation. The coordinates in three affine charts of CP 2 are denoted by (y 01 , z 01 ), (y 02 , z 02 ), and (y 03 , z 03 ). The exceptional line obtained in the n-th blow-up is covered by two coordinate charts, denoted by (y n1 , z n1 ) and (y n2 , z n2 ).
In each of these charts, we write the system (2.1) in the corresponding coordinates and look for base points -the points contained by infinitely many solutions. We calculate the coordinates of the base points in local coordinates in the following way. In each chart (y nj , z nj ), the system can be written in the form:
for some polynomial expressions P , Q, R, S. The uniqueness of solutions for a given initial value breaks down whenever P = Q = 0 or R = S = 0. So, solving these equations yields to base points. We note that, after blowing up, any new base point can appear only on the exceptional line. We remark that a base point in algebraic geometry is a joint point contained in all curves from a given pencil. The solutions of the autonomous system (2.4) are algebraic curves from the pencil (3.2), hence the notion of base points of a system of differential equations and base point of a pencil of curves coincide in the autonomous case.
A.1. Affine charts. In the first affine chart, the system has no base points. The line L 0 (y = 0) concides with the set of unachievable points of the system (2.1) in this chart.
In the second affine chart, we have the following coordinates:
The line at the infinity is L ∞ : y 02 = 0. The line L 0 is not visible in this chart. The Painlevé vector field is: It follows from the first equation that there is a base point at b 1 : y 02 = 0, z 02 = 0.
The flow of (2.1) passes through b 1 at point x if and only if y has a pole at x and z either is regular at x or has a pole of smaller order than y at x.
In the third affine chart, the coordinates are:
The line at the infinity is L ∞ : y 03 = 0. The line L 0 is given by z 03 = 0 in this chart. The vector field is: Base point: b 2 : y 03 = 0, z 03 = 0.
We note that b 2 is the intersection point of L 0 and L ∞ . The flow of (2.1) passes through b 2 at point x if and only if z has a pole at x and y either is regular at x or has a pole of smaller order than z at x.
A.2. Resolution at b 1 . First chart:
The exceptional line is L 1 : z 11 = 0. The preimage of L ∞ is y 11 = 0, while L 0 is not visible in this chart. The Jacobian is:
J 11 = ∂y 11 ∂y · ∂z 11 ∂z − ∂z 11 ∂y · ∂y 11 ∂z = −y 3 11 z 2 11 , J ′ 11 = 2y 3 11 z 2 11 β 1 y 3 11 z 2 11 + αy 11 − 1 x + 1 2 y 11 z 11 4δ 1 y 3 11 z 2 11 + 4γy 2 11 + 1 .
The vector field is:
− δ 1 y 11 z 2 11 + z 11 (1 + 2αy 11 + 2β 1 y 3 11 z 2 11 ) x .
Base points: x .
Base points visible in this chart are again:
b 3 (y 12 = 0, z 12 = 4γ), b 4 (y 12 = 0, z 12 = − 4γ). The exceptional line is L 2 : z 21 = 0. The preimage of L 0 is not visible in this chart, while the preimage of L ∞ is given by y 03 = 0. The Jacobian: The exceptional line is L 2 : y 22 = 0. The preimage of L 0 is given by z 22 = 0, while L ∞ is not visible in this chart. The Jacobian: .
Base point: .
A.4. Resolution at b 3 . First chart:
The exceptional line is L 3 : z 31 = 0. The preimage of L 1 is y 31 = 0. The Jacobian: The vector field is:
Base point:
The energy:
Second chart:
The exceptional line is L 3 : y 32 = 0. L 1 is not visible in this chart. The Jacobian:
The vector field is: The exceptional line is L 5 : z 51 = 0. In this chart, line L 2 is y 51 = 0, while L 0 is not visible. The vector field is:
Base points: b 8 : y 51 = 0, z 51 = 0, The exceptional line is L 5 : y 52 = 0. The line L 2 is not visible in this chart, while the preimage of L 0 is z 52 = 0. The Jacobian: The base point is again b 11 y 52 = 0, z 52 = − 2β 1 xδ 1 . As x grows, the point b 11 approaches the intersection point of L 5 and the preimage of L 0 . However, the limit point (y 52 = 0, z 52 = 0) is not a base point of the limit system (2.4). First chart:
The exceptional line is L 6 : z 61 = 0. The preimage of L 3 is y 61 = 0. The Jacobian:
No base points. The energy: A.8. Resolution at b 7 . This resolution is equivalent to the one at b 6 , after replacing √ γ by − √ γ. We denote by L 7 the exceptional line obtained by blowing up b 7 .
No new base points occur after this resolution.
A.9. Resolution at b 8 . First chart:
The exceptional line is L 8 : z 81 = 0. The preimage of L 2 is y 81 = 0, while L 5 is not visible in this chart.
Base point: x + 2β
x .
The only base point in this chart is again b 9 (y 82 = 0, z 82 = −4δ 1 ). .
The exceptional line is L 9 : y 92 = 0. The preimage of line L 8 is z 92 = 0, and the preimage of L 2 is y 92 = 1 4δ1 . .
The base point is again b 10 y 92 = 0, z 92 = − 8xδ 3 1 β 1 + 4δ 1 . .
The exceptional line is L 10 : z 101 = 0. The line L 9 is not visible in this chart.
No base points.
A.13. Blowing down the preimage of L 0 .
The projection of L 11 is Z 111 = 0 and of L 5 : Y 111 = 0. The Jacobian and energy:
The vector field:
In this appendix, we collect the notation for base points, provide the charts in which they are defined and their coordinates in these charts, and give the relationships between constants used in the paper. Note that the constants used throughout the paper are related as follows.
