In this paper, we study the existence and stability of pulse solutions in a system with interacting instability mechanisms, which is described by a Ginzburg-Landau equation for an A-mode, coupled to a diffusion equation for a B-mode. Our main question is whether this coupling may stabilize solutions of the Ginzburg-Landau equation that are unstable when the interactions with the neutrally stable B-mode are not included in the model. The spatially homogeneous B-mode is supposed to be neutrally stable. This implies that the pulse solutions cannot decay exponentially, but must decay with an algebraic rate as x → ±∞. As a consequence, the methods that exist in the literature by which the stability of pulses in singularly perturbed reaction-diffusion systems can be studied need to be extended. This results in an 'algebraic NLEP approach', which is expected to be relevant beyond the setting of this paper. As in the case of a (weakly) stable B-mode (Doelman et al 2004 J. Nonlin. Sci. 14 237-78) we establish by the application of this approach that the B-mode indeed introduces a mechanism that may stabilize pulses that are unstable when the interactions with the B-mode are not taken into account.
Introduction
The leading order behaviour of small perturbations in 'marginally unstable' systems of nonlinear partial differential equations defined on unbounded domains is generically determined by the complex Ginzburg-Landau equation (see [16] and the references therein). If the destabilization is caused by two competing instability mechanisms, the evolution of small solutions is determined by a system of coupled equations. Such a situation is a priori of co-dimension 2, but occurs very naturally in systems that have a spatially homogeneous neutrally stable mode. This mode appears in the linear stability analysis on which the derivation of the Ginzburg-Landau equations is based as a neither growing nor decaying structure that has k c = 0 as the critical wave number. The homogeneous mode is diffusive, i.e. its evolution is governed by a real diffusion equation. In general, the coupled system that describes the interacting of a Ginzburg-Landau instability with a diffusive mode is given by xx that is in general nonlinear. Coupled equations of the type (1.1) appear in binary fluid convection [18, 19] , biological/chemical systems [4] , nematic liquid crystals [9] , granular media [27] , geophysical morphodynamics [14, 28] , systems with symmetries or conserved quantities [3, 15, 17, 29] , etc. We refer to [20] for a survey of the appearance and the relevance of systems of the form (1.1) and to [7] for more background on derivation of (1.1).
The precise structure of the function G varies from case to case. In this paper, we focus on systems that are reversible in x, which implies that we assume that G does not depend on B x or |A| 2 x . Moreover, we also assume that G does not depend on |A| 2 xx (these terms appear at leading order in systems with a conserved quantity [15, 29] ) and that it has the simple form
G(B, |A|
2 ) = Bg 1 (B) + |A| 2 g 2 (B), (1.2) with g 1 (0) = α and g 2 (0) = ν (see remark 1.2) . Note that Gs of this form appear frequently in the literature. The stability of the diffusive, neutrally stable mode, sometimes called the Goldstone mode, is determined by α. If α = 0, the B-mode is truly neutral, and it does not grow or decay in the linear analysis. In [7] , we have considered the situation in which α is small and negative, but non-zero, so that the B-mode is 'weakly stable' and not 'fully neutral'. This enabled us to study the existence and stability of localized solutions to (a simplified, real version of) (1.1) by applying methods that have been developed in the context of reaction-diffusion equations. Note that also systems of the form (1.1) with α = 0 appear quite naturally in the literature. In this paper, we consider the case of a completely neutral mode, i.e. we assume that g 1 (0) = 0 in (1.2) . This means for the Taylor expansion of g 1 (B) that its first term is linear in B. This is also completely natural from the point of view of the derivation of (1.1) [7] . As a consequence, G(B, |A| 2 ) varies quadratically in B for small B and |A| 2 = 0. This quadratic structure generates the algebraic, i.e. non-exponential, decay in the pulse solutions of (1.1).
The forthcoming analysis has two main themes. The first theme concerns the issue of the impact of the neutral B-mode on the dynamics of the complex Ginzburg-Landau equation (i.e. the first equation in (1.1) with B ≡ b 0 , a constant). This is especially relevant from the observations in [18, 19] and the references therein that indicate that unstable solutions of the Ginzburg-Landau equation can be stabilized by the interaction with a diffusive B-mode. It has been shown in [7] that the coupling of a 'weakly stable, almost neutral' B-mode to the Ginzburg-Landau equation for A may indeed stabilize localized solutions of the Ginzburg-Landau equation that are unstable without this coupling.
In this paper we study this stabilization mechanism, now in the context of a GinzburgLandau equation coupled to a neutrally stable diffusive mode. As in [7] , we consider a simplified version of (1.1), Thus, we have assumed that the coefficients α i , i = 1, 2, 3 are real and reduce the threecomponent model (1.1)-recall that A(x, t) ∈ C-to a two-component model by restricting to the case A(x, t) ∈ R (see remark 1.3) . Furthermore, we follow [18, 19] and focus on the situation in which the Ginzburg-Landau equation describes a subcritical bifurcation. We have also introduced the 'artificial' small parameter 0 < ε 1 in the B-equation. As a consequence, B xx = O(ε 2 ) and thus small. Since it is natural to assume that B must be bounded, it (roughly) follows that B = b 0 , a constant, at leading order in ε (on long but bounded spatial intervals). Thus, by introducing ε, we may indeed interpret (1.3) as a 'small perturbation' of its limit problem
a subcritical scalar Ginzburg-Landau equation. Note that this equation has an unstable standing pulse solution (if µb 0 < 1, sections 2 and 3). Furthermore, we have set g 1 (B) = −ε 2 ηB and g 2 (B) = ν + βB (1.2). We refer to remark 1.1 for some further background on the model and its parameters. Notice that there are two differences between the central equation studied in [7] and (1.3). The main difference is the fact that the 'stable' linear term '−ε 2 αB' of [7] is replaced by the 'neutral' quadratic term '−ε 2 ηB 2 '. The second difference is that there is no 'σ B x ' term in (1.3)-see remark 1.2.
As in [7] , we will study the persistence and stability of the (unstable) homoclinic pulse solution of the (uncoupled, real) Ginzburg-Landau equation (1.4) as the solution of the full system (1.3). The persistence problem corresponds to the search for standing waves in system (1.3), (remark 1.2), i.e. to constructing heteroclinic or homoclinic orbits in the four-dimensional singularly perturbed ODE, 5) where the represents differentiation with respect to x. A physically relevant pulse solution satisfies lim x→±∞ |A(x, t)| = lim x→±∞ |B(x, t)| = 0. Therefore, we look for homoclinic solutions γ h (x) to (1.5) and corresponding pulse solutions (A h (x), B h (x)), of (1.3), that satisfy lim x→±∞ γ h (x) = (0, 0, 0, 0). Due to the absence of the linear term in the B-equation, this critical point is non-hyperbolic/degenerate. Nevertheless, the methods of geometric singular perturbation theory can be applied, and the persistence issue can be settled in a relatively straightforward fashion (theorem 2.1, remark 1.3). However, the pulse (A h (x), B h (x)) decays algebraically slow to (0, 0) as |x| → ∞. This fact has a significant impact on the stability analysis, which brings us to the second main theme of this paper. The linear stability analysis of localized solutions that do not decay exponentially fast to their 'background states' is the second main theme of this paper. This issue goes beyond the setting of the explicit model problems (1.1) and (1.3). Recently, there has been growing interest in the stability analysis of localized solutions with algebraic decay. This issue appears naturally in various settings, such as the stability analysis of contact defects [22] , absolute instabilities of pulses [23] and curvature effects on the spectra of spiral waves [24] . The present study can be seen as an extension of the general methods developed in [5, 6] to the case of pulses with algebraic decay. The approach developed here can be applied to more general (singularly perturbed) systems.
In [5, 6] , a method has been developed to decompose the Evans function D(λ) associated with the stability of (A h (x), B h (x)) into a product of two transmission functions (in the context of singularly perturbed reaction-diffusion equations). The zeros of D (λ) , that correspond to the eigenvalues of the stability problem [1, 25] , are shown to be determined by the zeros of the second 'slow' transmission function t 2 (λ). Moreover, a method, called the NLEP method, is presented by which the t 2 (λ) can be computed explicitly. This (NLEP) approach has also been used in [7] to show that the 'weakly stable' B-mode can indeed stabilize unstable pulses in the Ginzburg-Landau equation. The fact that the pulses considered in [5] [6] [7] decay exponentially is essential for the NLEP approach (both for the decomposition of D(λ) and for the computation of t 2 (λ)). More specifically, in [5] [6] [7] , the 4 × 4 matrix A(x; λ) that governs the stability of the pulse (see (3. 3) and (3.4)) decays exponentially fast to a constant coefficient matrix A ∞ (λ). This matrix, the solutions to the associated constant coefficient problem and the fact that A(x; λ) − A ∞ (λ) decays exponentially fast as |x| → ∞ are fundamental ingredients of the NLEP approach. In this paper we extend the NLEP approach by introducing an 'intermediate' matrix A alg (x; λ) in such a way that A(x; λ) − A alg (x; λ) decays exponentially fast, while A alg (x; λ) only decays algebraically slow to A ∞ (λ). The role of the fundamental solutions of the constant coefficient problem associated with A ∞ (λ) is now played by the (four, independent) solutions of the linear system associated with A alg (x; λ). These solutions can be determined/approximated explicitly by applying the WKBJ method and solving a Whittaker equation (see also [24] ).
These solutions also form the backbone of the extension of the NLEP approach to pulses that decay algebraically. The Evans function can again be shown to be decomposable, and its zeros are all determined by the zeros of an explicitly computable 'slow' transmission function t b (λ). However, both the analysis and its outcome are more involved than in the standard, exponential case. Moreover, it is found that the algebraic decay causes the Evans function to have a pole of order 2 at λ = 0, the tip of the essential spectrum. Note that this behaviour is not atypical for Evans functions associated with pulses that decay algebraically (see [22] [23] [24] and section 3.5).
It should be noted that the extension of the NLEP approach developed here can also be expected to be relevant beyond the setting of pulses that decay algebraically. The methods developed in [5, 6] are based on the decomposition of the stability problem into a fast system and a 'trivial' slow system (of constant coefficient type, associated with A ∞ (λ)). In the class of systems considered in [5, 6] (and in [7] ) this slow system is indeed 'trivial', but it is not in the context of algebraically decaying pulses, and the slow limit system also is not trivial in the stability analysis of fronts (with exponential decay!) in the class of systems considered in [8] . The analysis of [8] implies that the slow limit system associated with the stability problem of a pulse is in general not trivial, i.e. not of constant coefficients type. This feature appears to be generic within a large class of reaction-diffusion problems. The methods developed here are expected to be applicable too in this context.
In the final section of this paper, we return to its first main theme and apply the 'algebraic NLEP approach' to the stability problem of the pulse (A h (x), B h (x)). As in [7] , we first consider the simplest case in which the function G does not have mixed higher order terms (in B and |A| 2 ), i.e. we set g 2 (B) = ν in (1.2) or β = 0 in (1.3). It is shown that the neutral mode does have an O(1) effect on the eigenvalues of the associated limit problem-the unstable pulse solution of (1.4). Nevertheless, the pulse (A h (x), B h (x)) remains unstable (theorem 4.3). When we introduce higher order terms in the B-equation, we need to distinguish between the six different cases that appear from the existence theory (lemma 2.3). In the first four cases, (A h (x), B h (x)) is unstable (theorem 4.8); however, it is shown that the neutral B mode can indeed stabilize an unstable pulse (by a Hopf bifurcation) and that (A h (x), B h (x)) may become stable in the final two cases (theorems 4.11 and 4.12).
Although the analysis of the transmission function t b (λ) is more involved, and in fact more complete, than that in [7] , it is somewhat surprising to notice that, in the end, the stabilization mechanism in the case with a neutrally stable B-mode acts in a way that is remarkably similar to that of [7] in which the B-mode was weakly stable. This particularly holds for the nature of the stabilization-a Hopf bifurcation-and the fact that (A h (x), B h (x)) can only be stabilized in the presence of higher order nonlinear terms in G(B, |A| 2 ). The structure of this paper is as follows. In section 2 we consider the existence, or persistence, problem. The (linear) stability analysis, including the definition and decomposition of the Evans function associated with the stability of pulses that decay algebraically, is developed in section 3. We return to the explicit stabilization problem for the homoclinic patterns in section 4. Remark 1.1. We assume that τ > 0 and that (1.3) is fully coupled, i.e. that µ = 0. We also assume that η = 0, since the presence of the B 2 -term in (1.3) is crucial to the analysis (although a similar analysis can be performed with a cubic, or higher order, nonlinearity). By the symmetry {(B, µ, η, ν) → (−B, −µ, −η, −ν)} of (1.3), we can thus restrict our attention to the case η > 0. The motivation to assume that both the B t -and the B 2 -terms in (1.3) are of O(ε 2 ) is mostly mathematical. For instance, the transitions from instability to stability occur for these scalings of β 0 (1.1) and g 1 (B) (1.2). Remark 1.2. As opposed to [7] , where a symmetry-breaking term σ B x was introduced in the B-equation, system (1.3) is symmetric under {x → −x}. This symmetry is inherited by (1.5),
(1.6)
Due to the reversibility symmetry, one typically expects to find standing wave solutions in (1.3). Thus, we focus on the most simple persistence/existence problem and reduce (1.3) to (1.5) in section 2. As in [7] , our methods can also be applied to the setting of (slowly) travelling waves. In fact, our methods can be applied to systems (1.1) in which the function G is less simple than in (1.2) or (1.3). Finally, we note that (1.3) is also symmetric under {A → −A}.
The pulse solutions (A h (x), B h (x)) studied in this paper have A h (x) > 0 for all x ∈ R. By the symmetry, our results also hold for the negative pulses (−A h (x), B h (x)).
Remark 1.3.
The most restrictive simplification in the reduction of (1.1) to (1.3) is the assumption that A(x, t) ∈ R, instead of A(x, t) ∈ C. In [11] , the persistence issue is considered for the complex case. Unlike in the reduction to A(x, t) ∈ R [7, section 2], the existence/persistence issue becomes a challenging problem. Nevertheless, the persistence of pulse solutions to the complex Ginzburg-Landau equation under coupling with slow diffusion can be established. Whether these pulses can be stable is a subject of further analysis.
Persistence
In this section, we study the existence of stationary pulse solutions to (1.3). The fourdimensional 'fast' system (1.5) can alternatively be written as the slow system
(2.1) Here the dot denotes the derivative with respect to the slow variable ξ = εx. In the forthcoming stability analysis it will be useful to explicitly separate the x-regions in which the (spatial) dynamics are slow or fast. Therefore, we introduce the fast spatial region
The boundary of I f is clearly in the transition zone between the slow ξ -and the fast x-scale, i.e. |ξ | 1 and |x| 1 at ∂I f . This condition does not define I f uniquely; nevertheless, (2.2) is also used as the standard choice for I f in [5, 7, 8] .
The reduced fast and slow systems
Putting ε = 0 in (1.5), we obtain the associated fast reduced system,
Hence, solutions of (2.
3) is a two-parameter family of planar, integrable systems (figure 1). We assume throughout this paper that
so that (2.3) has a family of (positive) homoclinic solutions
2). These orbits correspond to pulse solutions A(x, t) = a 0 (x; b 0 ) in the uncoupled Ginzburg-Landau equation (1.4) . These pulses may persist in various forms as a solution to the full equation, such as wave trains of multi-pulse patterns ( [5] and the references therein). Here, as in [7] , we restrict our attention to the most simple setting and only consider solutions of (1.3) that satisfy lim x→±∞ |A(x, t)| = lim x→±∞ |B(x, t)| = 0. In other words, we look for homoclinic solutions γ h (x) to (1.5) that satisfy lim x→±∞ γ h (x) = S, where we define S as the degenerate fixed point (0, 0, 0, 0) of (1.5). System (2.3) possesses three two-dimensional invariant manifolds {a 0 = 0, v 0 = 0} and filled with hyperbolic equilibria and is thus a normally hyperbolic invariant manifold [10, 13] 6) has one critical point, (b, d) = (0, 0), that corresponds to S in the four-dimensional system (1.5). Due to the fact that there is no linear B term in (1.3), (0, 0) is degenerate, the flow generated by (2.6) on M ε has a cusp at (0, 0). Nevertheless, S has stable and unstable manifolds and their restrictions to M ε together form the cusp (see also figure 2 ). However, due to this degeneracy, the solutions on W s (S), respectively, W u (S), do not converge exponentially to S as x → ∞, respectively, x → −∞. The slow flow (2.6) can be integrated to obtain formulae for the corresponding orbits in M ε , the integral being
The stable and unstable manifolds of S (restricted to M ε ) correspond to K = 0, and are given by
Note that the curves w u and w s are O(ε) apart by the scaling of the B 2 -term in (1.3). As in [7] , this is necessary for establishing the existence of the pulse solution of our interest. The curves w u,s can be parametrized by the slowly varying algebraically decaying exact solutions
of (2.6), where b alg (x) is parametrized either by its value b(0) at x = 0 or by its blow-up point x = −X * /ε 2 , which are related by
Note that b alg (x) varies as a function of the super-slow spatial variable X = ε 2 x and thus does not change (at leading order) on spatial intervals of length
2). Note also that our choice η > 0 forces b(0) > 0 (remark 1.1) and that w s , respectively, w u , is described by b alg (x) for x > −X * /ε 2 , respectively, by b alg (−x) for x < X * /ε 2 (1.6). We can now formulate our main existence (or persistence) result. In all the cases,
uniformly for
9). The orbits γ h (x) correspond to standing pulse solutions
In [7] , similar results have been proved for a coupled Ginzburg-Landau diffusion equation with linear decay in the B-equation. The situation there is standard, since the flow on M ε is non-degenerate and linear. Nevertheless, apart from the algebraic decay of the B-component, the persistence results for (1.3) are qualitatively remarkably similar to those in [7] : if β = 0, i.e. if there are no higher order terms in the B-equation, then there is a uniquely determined homoclinic solution γ h (x) to (0, 0, 0, 0) in (1.5). This uniqueness is lost, and homoclinic saddle-node bifurcation occur if β = 0. Quantitatively, there are of course differences. We refer to lemma 2.3 for a more detailed description of the open regions in the (µ, ν, η, β)-space mentioned in theorem 2.1 (ii). We will consider each of the six cases discussed in this lemma in detail in the stability analysis (section 4.2).
The proof of theorem 2.1
The fact that the critical point S ⊂ M ε is degenerate does not at all affect the normal hyperbolicity of the slow manifold M 0 (=M ε ) of the fast reduced limit system (as invariant manifold in (2.3)). This direct observation is crucial in the proof of theorem 2.1, since it allows us to apply the standard machinery of geometric singular perturbation theory. 
(2.14)
is an even function of x; thus, since µ = 0, these intersections must have d 0 = 0 (the integral can also be explicitly computed [7] ). A priori this is only a leading order result; however, it follows by the reversibility symmetry (1.6) and the
This determines a one-parameter family of orbits biasymptotic to M ε . For any such orbit γ (x; x 0 ), i.e. with initial condition 
during half a circuit through the fast field (using (1.5), (2.3), (2.5))-see [5, 7] . Since the degeneracy of S does not appear at leading order in the fast field, the calculations are identical to those in [7] and result in 
The relative positions of T o and w u are sketched in figures 3 for each of the six cases. Note that we have for simplicity decided not to consider the transitional cases such as ν = 0, β−2µν = 0, etc in the statement of this lemma. The following lemma gives a more quantitative description of the non-transversal intersection that occurs at a saddle-node bifurcation (see also section 3.5). [5, 7] we refrain from giving more details.
Lemma 2.4. The intersections T o ∩ w u and T d ∩ w s are non-transversal for parameter combinations at which both (2.12) and
The approximations (2.11) and (2.13) of the components
) in theorem 2.1 both follow immediately from the asymptotic construction of γ h (x); (2.11) is based on the standard-see [5, 7] -approximations in the fast field I f , i.e. the part of γ h (x) that is not exponentially close to the slow manifold M ε .
A direct application of Fenichel theory yields that all orbits in W u (M ε ) ∩ W s (M ε ) are exponentially close to M ε outside I f . This is quantitatively described by the estimates on a h (x) and v h (x) in (2.13). The take-off point associated with γ h (x) is, by construction, on w 
Linear stability analysis
The linearized stability of the homoclinic pulse solutions (A h (x), B h (x)) of (1.3) can be determined by an Evans function method. However, since the pulse (A h (x), B h (x)) does not converge exponentially to (0, 0) as x → ±∞, we need to adapt the standard approach. Nevertheless, we can use the fact that the constructed single pulse solutions consist of a fast part, that decays on an exponential scale, and two slow parts close to the slow manifold for which the decay is only algebraic, to establish a decomposition of the Evans function D(λ) into a product of two explicitly computable transmission functions t a (λ) and t b (λ). The fact that B h (x) does not decay exponentially is particularly encoded in t b (λ) that will have a much more complex structure than in the standard exponential case [5, 7] . Moreover, we will find that D(λ) has a pole of order 2 at λ = 0, while it is smooth (and non-zero) near λ = 0 in the exponential case.
Preliminaries
We linearize around (A h (x), B h (x) ) and, with a small abuse of notation, re-introduce a(x) and b(x) by
where (A(x, t), B(x, t)) is a solution of (1.3) and λ ∈ C. The linearized stability of the homoclinic pulse solution is thus determined by the following four-dimensional eigenvalue problem:
This equation can be written as a system of first order ODEs by introducing the vector
, with a x = v and b x = εd:
where
Taking the limit |x| → ∞ in A(x; λ, ε) yields the constant coefficient matrix
The eigenvalues and eigenvectors of A ∞ (λ, ε) are given by
Although the decay of A(x; λ) to A ∞ (λ) is only algebraic in x, the essential spectrum σ e of the linear eigenvalue problem (3.2), or (3.3), is still determined by values of λ for which either one of the eigenvalues j (λ) of A ∞ (λ) is purely imaginary [12] , i.e.
(recall that τ > 0). Note that although λ = 0 ∈ σ e , it can still be interpreted as an eigenvalue, since it corresponds naturally to the (algebraically decaying) eigenfunction of (3.3) given by the derivative of the wave, i.e. (
. The region C c is defined as the complement of σ e , C c := C \ σ e = {λ ∈ C : |λ| > 0, arg λ ∈ (−π, π)}.
(3.8)
For λ ∈ C c , the eigenvalues j (λ) of A(λ) can be ordered as follows:
Note that the essential spectrum σ e coincides with the absolute spectrum σ a of (3.3), or (3.2), since Re 2 (λ) = Re 3 (λ) for λ ∈ σ e -see [25] for the definition of σ a . This is natural, since (3.3) admits the reversibility symmetry x → −x. However, this also implies, in combination with the fact that A(x; λ) does not converge exponentially, that the Evans function D(λ) associated with (3.3) cannot be expected to be smooth near σ e ( [22] and section 3.5). Also note that the point λ = 0 is a part of the essential/absolute spectrum σ e , since there is no linear damping in the B-equation in (1.3) . This property of σ e makes it far from trivial to conclude nonlinear stability from linearized stability. We do not consider the issue of the nonlinear stability of the pulse (A h (x) , B h (x)) here. In this paper, we focus completely on the spectral stability of (A h (x), B h (x) ), where we define (A h (x) , B h (x)) to be spectrally stable if the part of the discrete spectrum σ d of (3.3) outside λ = 0 is in the stable half-plane, i.e. if
The matrix A alg (x; λ) and its solutions
In the classical construction of an Evans function D(λ) it is assumed (and used) that the matrix A(x; λ) of an eigenvalue problem of the type (3.3) converges exponentially to its limit A ∞ (λ) as x → ±∞. The four fundamental solutions φ i (x; λ) of (3.3) by which D(λ) is defined are described by their limit behaviour (for x → ±∞) in terms of the exponential solutions of the constant coefficient problem associated with A ∞ (λ) [1, 25] . Such a construction is not immediately possible for this problem, since A(x; λ) − A ∞ (λ) only decays algebraically as x → ±∞. However, the matrix A(x; λ) does decay exponentially fast (for x → ±∞) to the matrix A alg (x; λ), which is defined by
with b alg (x) as in (2.9). In fact, it follows from theorem 2.1 and particularly (2.13) that there are positive constants C and K such that
uniformly in λ ∈ C, i.e. A(x; λ) decays exponentially fast to A alg (x; λ) on the fast spatial scale. The approximation A alg (x; λ) of A(x; λ) is only relevant outside the fast region I f (2.2). We will thus only consider it for |x| 1/ √ ε. Note that A(x; λ) − A alg (x; λ) is exponentially accurate, in ε as well as in x, outside I f .
In the construction of the Evans function associated with (3.3), we now let the matrix A alg (x; λ) and its solutions play the role that A ∞ (λ) and its exponential solutions play in the standard exponential setting. This choice is motivated by both the exponential convergence of A(x; λ) to A alg (x; λ) and the fact that we can explicitly construct all solutions of
i.e. we can explicitly determine the counterparts of the exponential solutions in the standard exponential case. We can use these functions to prescribe the behaviour of the solutions of (3.3) with exponential accuracy (outside the fast region I f ) and define an Evans function based on the limit behaviour of the solutions of (3.11). The matrix A alg (x; λ) has a block-diagonal structure, and (3.11) is equivalent to two uncoupled second order equations,
and
Note that both equations have inherited the reversibility symmetry of (1.1), so we may restrict our attention to the case x 1/ √ ε > 0. Since b alg (x) only varies on a slow spatial scale outside I f (2.9), (3.12) can be solved by a WKBJ approach for λ ∈ C c (3.8).
Lemma 3.1. Let λ ∈ C c and define for x > 0
with X * as in (2.10) . The solutions of (3.12) are spanned by a ± (x; λ), with
Moreover, there is a C > 0 independent of ε such that
This lemma is proved by direct substitution. Note that there are no turning points, i.e. H (X) = 0, since λ + 1 − µb alg (x) > λ + 1 − µb 0 > 0 for λ ∈ R \ σ e (2.9), (2.4). Note also that the solutions a ± (x) decay/grow exponentially on the fast spatial scale and that
with
Hence, the decay/growth rates of a ± (x) relax algebraically on the slow spatial X = ε 2 xscale to the decay/growth rates associated with the O(1) eigenvalues 1,4 (λ) of the matrix A ∞ (λ) (3.6).
For λ = 0, equation (3.13) defines a Whittaker equation for (ζ ),
as solutions [2, 26] -recall that m = (ζ ) correspond to two independent solutions W ± (z) of (3.16) through
with z = 2iζ , so that (z). 
By the reversibility symmetry, the solutions of (3.11) are for x < 0 spanned by ψ
Note that ψ 
The Evans function D(λ) and its decomposition
For λ ∈ C c , (3.3) has a two-dimensional space of solutions that approach (0, 0, 0, 0) as x → −∞, denoted by − (x; λ), and a two-dimensional space of solutions that approach (0, 0, 0, 0) as x → +∞, + (x; λ). Since A alg (x; λ) is an exponentially accurate approximation of A(x; λ) (3.10), we may conclude, using standard methods for linear ODEs, that − (x; λ), respectively, + (x; λ), is approximated by the span of ψ 
with C ∞ as in (3.15) .
The solution φ for some s ∈ R and some 'special' φ − +,b (x; λ). As in the standard exponential case [5, 7] , the choice of φ Proof. Due to the exponential convergence of A alg (x; λ) to A(x; λ) we can apply the arguments of [1, 5, 6] .
The growth for x 1/ √ ε of the solutions of (3.3) is determined by the fastest growing solution of (3.11), i.e. by ψ The transmission functions t b,c (λ) are by construction analytic for those λ ∈ C c for which they are defined. However, they may have poles at the zeros of t a (λ) [5] , and they are thus meromorphic as a function of λ.
For λ ∈ C c and ε small enough, we can now define the (standard [1, 5] Following [5] , we can now consider the limit x → ∞ in (3.23), (3.24) by lemmas 3.4 and 3.5 (and (3.6), (3.14), (3.18)-note that all four exponential terms cancel). Thus, the zeros of D(λ) are determined by the zeros of t a (λ) and t b (λ). As in the standard, exponential, case [5, 7] we will find that t b (λ) may have a pole at a zero of t a (λ), thus D(λ) can be non-zero if t a (λ) = 0. The transmission function t a (λ) is completely associated with the fast dynamics of (3.3), i.e. the a-equation in (3.2). In fact, its zeros are at leading order given by the eigenvalues of the Sturm-Liouville problem 
The transmission function t a (λ) has not been defined for λ = 0 / ∈ C c (lemma 3.5); therefore, it cannot be claimed that t a (0) = 0, as is expected from the stability analysis in the fast singular limit (see also [5, 6] ). Nevertheless, it follows from the existence oft a (λ) that t a (λ) → 0 as λ → 0 (linearly in λ).
Proof. The relation between the first/fast transmission function, here t a (λ), and the stability problem that arises in a (fast) singular limit, and particularly the fact that all eigenvalues λ j f associated with the fast reduced limit problem persist as zeros of this transmission function, has been established in a more general setting in [5] . Since t a (λ) is a measure for the fast dynamics in (3.3), φ In the next section it will be shown that t b (λ) must have a pole at λ a (ε) (see lemma 3.6), i.e. that λ a (ε) is not a zero of D(λ).
Corollary 3.7. Let λ ∈ C c and let ε > 0 be small enough. The zeros of the Evans function D(λ, ε), i.e. the eigenvalues associated with (3.3), are determined by the zeros of the transmission function t b (λ, ε).

The NLEP approach for algebraically decaying pulses
Although we had to adapt the procedure by which we constructed the Evans functions, i.e. we had to introduce the matrix A alg (x; λ), the main outcome of our approach, corollary 3.7 and particularly decomposition (3.24) , is completely similar to that of the standard case with exponentially decaying pulses [5, 7] . In this section, we will see that the NLEP method, by which t b (λ) will be computed, can also be extended to the case of algebraically decaying pulses. However, the analysis and the resulting expression for t b (λ) are much more involved than in the exponential case (see remark 3.11). Moreover, we will find that D(λ) has a pole of order 2 at λ = 0, while its counterpart in the exponential case is well defined at λ = 0. Therefore, the structure of D(λ) near λ = 0, and its relation to saddle-node bifurcations (lemma 2.4), will be studied in more detail in section 3.5.
To 
(3.31) (3.25) . This is the same inhomogeneous limit problem as was encountered in [7] , up to the constant b − +,b (0) in the inhomogeneous part. Note that this is not surprising, since the fast reduced limit problem of the 'system with exponential decay' in [7] is identical to the 'system with algebraic decay' considered here. In [7] the b-component of the solution of (3.2) was scaled to 1 in I f ; here we considered b = b − +,b (0) in I f -see also section 3.5. Equation (3.31) can be solved explicitly [7] . To see this, we introduce 
For allλ = 0, 3, the eigenvalues of L 0 [7, section 3.3] , there is a uniquely determined solution w in (χ ;λ) of (3.33) that decays for χ → ±∞.
33) can also be solved atλ = 0 (this (non-unique) solution can be determined explicitly [7] ). The operator L 0 −λ is not invertible atλ = 3; w in (χ;λ) has a (simple) pole atλ = 3 ( [5, 7] ). By (3.32) we conclude that the solution a in (x; λ) of (3.31) exists for all λ = λ 0 f (lemma 3.6) and that a in (x; λ) has a simple pole at λ 0 f . By the same approximations that yielded (3.31), we now find 
Note that the computation of fast b x is identical to that in [7] . Before we explicitly determine the leading order expression for t b (λ) by setting slow b x = fast b x , we observe that the appearance of a in (x; λ) in (3.35) implies that t b (λ) must have a simple pole near λ 0 f . Since D(λ) is analytic near λ 0 f , it follows from the decomposition (3.24) that this pole lies exactly at λ a (ε), the zero of t a (λ) (lemma 3.6).
We now define
so that, by (3.32), (2.5) and (3.35), It can be checked that the two polynomials in the definitions of P(λ) and Q(λ) both have their zeros for in the negative complex half-plane; thus neither P(λ) nor Q(λ) has zeros or poles for λ ∈ C c (see remark 3.8).
Lemma 3.9. Let λ ∈ C c and let ε be small enough. The transmission t b (λ) as defined in lemma 3.5 is given by (3.27) , (3.37) , (3.39) , (3.40) .
Proof. Expression (3.41) is obtained by equating slow b x (3.30) to fast b x (3.38). The leading order result follows directly from the above calculations. Uniform estimates on the leading order corrections can be obtained in a straightforward fashion (as in [5, 6, 8] ).
Our stability analysis can now be summarized as follows (see corollary 3.7).
Corollary 3.10. Let λ ∈ C c and let ε be small enough. The zeros of the Evans function D(λ)
are at leading order determined by
Remark 3.11. In the exponential case, i.e. in the study of pulses in a GinzburgLandau/diffusion system as (1.3) with '−ε 2 ηB 2 ' replaced by '−ε 2 αB', it was found in [7] for t 2 (λ), the equivalent of t b (λ), that
with J (λ) as in (3.37). Thus, although the Evans function and the NLEP approach have been successfully extended to the case of pulses with algebraic decay, the endproduct, (3.41), is a more complex expression than its exponential counterpart, with singularity of higher order at λ = 0-see also remark 3.13 and section 3.5.
Note that the only non-trivial component in expression (3.41) for t b (λ) is the function R(λ). This function can be determined explicitly by using the transformations
to rewrite (3.33) as an inhomogeneous hypergeometric differential equation,
, which can be solved explicitly. Hence, w in (χ ), the bounded solution of (3.33), can be determined, and R(λ) (3.36) can be computed explicitly-see [7] for the details. Thus, the function R(λ) can be considered as a known expression.
In the following sections it will be often convenient to consider R, t b , T , etc as a function of P instead of λ orλ (with P as in (3.43)). These expressions will be denoted by R(P ), t b (P ), T (P ), etc. Moreover, we will use the following properties of R(P ), which have been obtained in [7] (see particularly lemma 4.1 in [7] ). Lemma 3.12. Let λ ∈ C c and R(P ) as defined in (3.36) with P = P (λ) by (3.43), (3.32) , then
is monotonically increasing for P > 1 and P = 2, (vi) R(P ) > 0 for P ∈ (1, 2) and R(P ) < 0 for P > 2.
Note that P = 1 corresponds to λ =λ = 0 and that P = 2 to λ = λ This is completely similar to the case of exponential decay, as considered in [7] . Nevertheless, in the algebraic decay case considered here, there can be odd 'resonant eigenfunctions', which are related to the 'resonance poles' of D(λ) [25] . The Evans function D(λ) is a complex-valued function that has a two-sheeted Riemann surface as its domain of definition (see also [6, 25, 22] ). The essential spectrum σ e (3.7) determines a cut in the complex plane, and thus the sheet C c = C \ σ e (3.8), on which D(λ) is uniquely determined. The eigenvalues of (3. 
The Evans function near λ = 0
The Evans function D(λ) as defined in section 3.3 has a pole of order 2 as λ approaches 0. Corollary 3.14. Let λ ∈ C c be such that |λ| is small, then
wheret a (0) has been defined in lemma 3.6.
Proof. The approximation follows immediately from the substitution of the results of lemmas 3.6, 3.9 and 3.12 into the decomposition (3.24).
the above developed methods can be used to construct the second independent eigenfunction associated with λ = 0 at the saddle-node bifurcation. Due to the appearance ofb − (x; 0) (3.45) in the b-component, this eigenfunction will not decay exponentially, but algebraically (like the other eigenfunction, the derivative of (A h (x), B h (x))). At one side of the bifurcation point, and O(δ) close to it for some 0 < ε δ 1, two almost identical homoclinic pulse solutions, (A 
Stability of the homoclinic patterns
In this section we employ the Evans function machinery developed in section 3 to study the stability of the pulse (A h (x), B h (x) ). We know through corollaries 3.7 and 3.10 that the eigenvalues of (3.2) correspond to zeros of t b (P (λ)) or even T (P (λ)) (except for the trivial eigenvalue λ 1 ≡ 0 that is associated with the derivative of the pulse). As in theorem 2.1, we distinguish between the cases β = 0 and β = 0 (see also lemmas 2.2 and 2.3)
Stability analysis for β = 0
We first establish that for β = 0, the eigenvalues cannot enter into λ = 0 and that there is always a unique real unstable eigenvalue for µ small. Proof. By corollary 3.10, we only need to consider T (P ) = 0. For β = 0, T (P ) can be written as
Since R(P ) has a singularity at P = 2 (lemma 3.12), T (P ) must change sign near P = 2, i.e. λ = 3 or λ = 3(1 − µb 0 ). Thus, D(λ) must have a zero near λ = 3(1 − µb 0 ) (for |µ| small). We refer to the proof of lemma 4.3 in [7] for more details.
The combination of these two results yields that there must always be at least one unstable eigenvalue in the case β = 0. (A h (x), B h (x) ) is spectrally unstable.
Proof. The proof of this statement is identical to that of the proof of theorem 4.4 in [7] . The main idea of the proof is that we can use the explicit expression (3.42) and the fact that eigenvalues cannot enter into, or appear from, λ = 0 to show that the number of zeros of D(λ) in the unstable half-plane must always be odd.
Using lemma 3.12 (iii), it can be deduced directly from (3.42) that eigenvalues cannot appear from/disappear to ∞ (see [7] for more details on this calculation). It follows from lemma 4.1 that eigenvalues cannot enter, or depart from, the unstable half-plane through the tip of the essential spectrum λ = 0. Thus, it is readily established that eigenvalues can only move into/out of the stable half-plane as pairs of complex eigenvalues, so that the parity of the total number of unstable eigenvalues cannot be changed.
It is shown in lemma 4.2 that there is exactly one unstable eigenvalue for µ small enough. This implies that the total number of eigenvalues in the unstable half-plane must always be odd, i.e. the pulse cannot be stabilized and thus is unstable.
Note that it is a priori not excluded that eigenvalues may appear from the essential spectrum σ e . In fact, we will see in our analysis of cases (v) and (vi) of lemma 2.3 that pairs of complex conjugate eigenvalues may indeed merge into and/or appear from σ e . Nevertheless, these new eigenvalues also may only enter the unstable half-plane in pairs by crossing the imaginary axis.
For β = 0, most pulse solutions can be regarded as continuations of pulses with β = 0. These pulses will have an unstable eigenvalue related to λ f 0 from the fast reduced limit problem (by varying parameters, as in the proof of lemma 4.2). However, an additional new real eigenvalue may introduce a mechanism by which all eigenvalues can be brought to the stable half-plane (the total number of unstable eigenvalues can become even).
The saddle-node bifurcation (corollary 3.15) indeed introduces a 'new' zero of T (λ) that a priori may become an extra unstable eigenvalue and thus make the number of unstable eigenvalues even (see section 3.5). Such pulses may be stabilized by a Hopf bifurcation.
Apart from pulse solutions that merge in the limit β → 0 with a pulse solution for β = 0, a pulse (A h (x) , B h (x)) can also diverge as β ↓ 0. Such pulse solutions can have an essentially different spectrum. In this scenario it is also possible to have an even number of unstable eigenvalues, and thus the pulse may be stabilized via a Hopf bifurcation. The analysis below shows that there are indeed pulse solutions which stabilize via this Hopf scenario.
In this section, we study each of the cases distinguished in lemma 2.3, starting with all situations where µ > 0. For µ > 0, it can easily be seen that there is at least one real unstable eigenvalue, so that the corresponding pulse solution is spectrally unstable. This occurs in case (iii) and part of case (ii) of lemma 2.3. Proof. Let P > 2. Using lemma 3.12, it can be directly checked that for P close to 2
at leading order. It follows that t b (P ) < 0 for P sufficiently close to 2 (R 2 < 0, lemma 3.12).
Moreover, a similar analysis yields that t b (P ) ↓ 0 as P → ∞ (P ∈ R) so that t b (P ) > 0 for P large. Since t b (P ) is smooth for P > 2, it follows that t b (P ) has at least one zero for P > 2. Recall that case (i) of lemma 2.3 refers to parameter combinations for which no pulse solutions exist. Apart from µ > 0 we have to consider pulse solutions of case (ii) with µ < 0. We can determine the eigenvalues of the associated stability problem explicitly in the limit η ↓ 0 and in the limit η 0. 
) it follows that Q(P ) = 1/ at leading order (3.40), so that
for P not close to 1 or 2 (3.42). Since β < 0, T (P ) cannot have a zero for P not close to 1 or 2. For P close to 2, we consider the next order approximation of (4.2),
This expression can be zero if R(P ) = O(1/ √ η). By lemma 3.12 (ii) and (iv) we know that P = 2 + p √ η is the only possibility (with p < 0 if µ < 0). The result that λ u (η) = 3(1 + µν/β) + O( √ η) follows immediately after substitution. If P is close to 1, we introduce γ > 0 by
However, it can be checked that J (P ) = O(1) for these values of η and P , so that we may conclude that the only zero of It can be checked that the right-hand side is a monotonically increasing function of P , for P > 1, and that 1
2 ) (4.10)
is also monotonically increasing and R(P ) < 0 for P > 2 (lemma 3.12), (4.9) can only have zeros for P ∈ (1, 2). Moreover,
2 ) (4.11) (lemma 3.12). Thus,
and lim
((4.8), lemma 3.12), and it follows from (4.10) and (4.11) that (4.7) has a degenerate (nontransversal) solution P + = P − O(δ) close to P = 1 for τ/β 2 = S as in (4.5). Moreover, (4.7) must have two real solutions P ± ∈ (1, 2) for τ/β 2 > S that merge in a pair of complex conjugate solutions when τ/β 2 decreases through S . The result for case (v) (β − 2µν > 0) runs along the same lines; the main difference is that now
where δ > 0 is now defined by η = η (1 + δ). As a consequence,
so that (4.7) must have one unique solution P ∈ (1, 2) for all τ/β 2 > 0.
Lemmas 4.9 and 4.10 give control over the (unique) case (vi)-pulse solution of lemma 2.3 near the boundaries 0 and η of its domain of existence. For the case (v)-pulses, the situation is less simple. Therefore, we first consider the stability of the pulses described by case (vi).
First, we note that S > S ± (4.3), (4.5), which can be checked by direct calculations (or by evaluating R(P ) [7] ). Thus, we may distinguish a number of different cases, see figure 4 . In figure 4(a) , it is assumed that 0 < τ/β 2 < S − , and thus there are two real eigenvalues λ ± > λ 0 f , i.e. P ± > 2, for η small and no real eigenvalues near η . We conclude that the eigenvalues λ ± must merge and form a pair of complex conjugate eigenvalues. For simplicity, at which λ ± cross the imaginary axis so that (A h (x), B h (x) ) is stabilized by a Hopf bifurcation, η e > η Hopf at which the eigenvalues disappear into the essential spectrum and η > η Hopf at which the pulse 'disappears to ∞. ' we neglect the narrow band S − < τ/β 2 < S + and consider S + < τ/β 2 < S in figure 4(b). Except for the fact that P ± ∈ (1, 2) (λ ± ∈ (0, λ 0 f )) for η small the behaviour must be similar to that of figure 4(a). In figure 4(c), where τ/β 2 > S , there are two eigenvalues P ± ∈ (1, 2), both for η small and for η near η . Now, as η increases, these eigenvalues may either persist or merge into a complex pair and later merge again to reappear as real zeros.
Whenever the eigenvalues form a complex pair, the possibility arises that this pair crosses the imaginary axis and thus stabilizes the pulse (A h (x) , B h (x)) via a Hopf bifurcation. Using Mathematica, we can evaluate R(P ), and thus T (P ), explicitly and can thus determine the eigenvalues of (3.3) for each given set of parameters. By tracing the eigenvalues as a function of η in the case depicted in figure 4(c) , we observe that the real eigenvalues may persist and that they may also temporarily form a complex pair, as sketched in figure 4(c). For parameter combinations as in figures 4(a) and 4(b), we indeed observe the formation of a complex pair of eigenvalues. Moreover, we find an open region in the (τ, µ, ν, β)-space in which the complex conjugate pair λ ± crosses the imaginary axis and the pulse becomes (spectrally) stable. In figure 5 an explicit example is considered. Note that there is an additional critical value η e of η, η e ∈ (η Hopf , η l ), that is not relevant to the stability of the pulse. At η = η l , the two complex conjugate eigenvalues associated with the stability (A h (x), B h (x) ) merge into the essential spectrum σ e -see particularly figure 5(b). There are no eigenvalues for η ∈ (η e , η l ).
Finally, we consider case (v) of lemma 2.3, in which there are two pulse solutions, h (x)) must also have at least one other real eigenvalue for η near η sn (since the total number of eigenvalues is even). These two eigenvalues may merge into a complex pair for decreasing η. However, according to lemma 4.9 there must also be a pair of unstable real eigenvalues as η approaches 0. Thus, the situation is similar to that sketched in figure 4(c) . Nevertheless, it is in principle possible that there is a region (η Hopf,1 , η Hopf,2 ) ⊂ (0, η sn ) in which the imaginary parts of all eigenvalues are negative, i.e. the pulse stabilizes by a Hopf bifurcation, but later destabilizes again by another Hopf bifurcation. We have evaluated T (P ) for many case (v) parameter combinations, but did not find such a subregion of stability. In figure 6 (c) the graphs of the (real values of the) eigenvalues are plotted as a function of η for a typical situation. Note that the stability problem associated with (A − h (x), B − h (x)) has one real eigenvalue for all η ∈ (η l , η sn ).
In the other case, the two real unstable eigenvalues associated with (A − h (x), B − h (x)) that must exist for η near 0 (lemma 4.9) may also merge into a pair of complex conjugate eigenvalues as η increases-see figure 6(a). As in case (vi), it is found that this pair may move into the stable half-plane, i.e. that there is a critical value η Hopf of η such that (A (x) ) must have at least three eigenvalues for η near η sn , a pair of complex conjugate eigenvalues near λ ± sn , and the eigenvalue near 0. As η decreases, the complex conjugate pair merges into the essential spectrum at a certain critical η e ∈ (η l , η sn )-see figure 6(a), (b) . The other branch persists, so that there is one (real, unstable) eigenvalue for η ∈ (η l , η e ). 
