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ABSTRACT. – The proposed problem is to determining functions which are the scalar curvature of some
complete metric g′ conformal to an initial metric g. This problem is equivalent to proving the existence of
a function u which is a solution of the equation:
4(n− 1)
n− 2 1u+Ru= f u
(n+2)/(n−2), u > 0,
such that the metric g′ = u4/(n−2)g is complete.
We study the case of negative scalar curvature. We intend to find sufficient conditions in order that the
proposed problem have a solution. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction
Let (Vn, g) be a C∞ complete Riemannian manifold of dimension n > 3. We denote by R,
its scalar curvature. We intend to find functions f ∈C∞(Vn) which are the scalar curvature of a
metric g′ conformal to the initial metric g (g′ ∈ [g] the conformal class of g).
We set g′ = u4/(n−2)g with u > 0, u ∈C∞(Vn). If u verifies the equation
4(n− 1)
n− 2 1u+Ru= f u
(n+2)/(n−2)(1)
then the scalar curvature, R′, associated to (Vn, g′), is equal to f . (Here, 1=−gij∇i∇j .)
Therefore, the proposed problem is equivalent to proving the existence of a function u > 0,
u ∈C∞(Vn), solution of equation (1). We study the case of the negative scalar curvature.
First, we have to define what a complete Riemannian manifold with a negative scalar
curvature is.
DEFINITION 1.1. – The negative case is such that the function −1 is scalar curvature of a
complete Riemannian manifold.
Some authors [6,8,10–12] have studied the proposed problem.
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We think that their methods to solve the equation (1), are not an optimal way to proceed. We
are going to split the problem in two parts: first, we will take hypotheses to be in the negative
case and second, we will solve the problem with R =−1.
2. Previous results
We mention two results of Aviles and McOwen [5]:
THEOREM 2.1. – If (Vn, g) is a complete Riemannian manifold with nonpositive scalar
curvature R satisfying
R(x)6−ε < 0(2)
for x ∈ Vn \ K , where K is a compact set, then there is a complete conformal metric g˜ with
scalar curvature R˜ =−1.
THEOREM 2.2. – Let (Vn, g) be a complete Riemannian manifold. If there exists a function
ϕ ∈D(Vn) such that ∫ (4(n− 1)
n− 2 |∇ϕ|
2 +Rϕ2
)
dV < 0(3)
then there is a conformal metric g˜ with R˜ ≡ −1. Moreover, g˜ is complete if R(x) 6 −ε < 0
holds for x ∈M \M0 where M0 is a compact set, or if R(x) 6−C1(r(x))−l for x ∈M \M0,
with 0< l < 2 and r(x), the geodesic distance to a fixed point x0 in the interior of the compact
setM0, and Ric(ν, ν)>−C2(r(x))−2α for x ∈M where ν = ∂/∂r at x (whenever defined), hold
with 06 α < 1 and 2α 6 l < 1+ α.
The proof is based on the sub- and super-solutions. The existence of a super-solution is easy
to prove as soon as R is bounded. To have a sub-solution, we must take some assumptions: (2)
or (3) involves the existence of a sub-solution.
If f 6 −η < 0 everywhere, the proofs of Aviles and McOwen [5] can be applied and there
exists a solution to our problem.
We are going to treat successively the case f 6 0, and the case where f changes sign.
3. New results
By the previous result, we consider, after having done a first change of conformal metric, that
we are on a complete Riemannian manifold with scalar curvature R equal to −1.
Moreover, we suppose that the Ricci curvature is bounded from below. This hypothesis
implies, in geodesic coordinates,
−∂r log
√|g|> C
(see, for instance, Aubin [1, p. 21]). Furthermore, the Sobolev imbedding theorem holds.
Consider K = {x ∈ Vn/f (x)> 0}, we suppose that K is compact. For any set θ we define:
λ(θ)= inf
∫
θ |∇u|2 dV∫ |u|2 dV for all u ∈D( ˚θ);
if ˚θ = ∅, λ(θ)=+∞.
When f < 0 everywhere, K = ∅, λ = +∞. Condition (4) is verified, there is no contradiction
with Theorem 3.1.
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3.1. The case f 6 0
THEOREM 3.1. – On (Vn, g) a C∞ complete Riemannian manifold of dimension n > 3 and
Ricci curvature bounded from below, let f 6 0 be a bounded Cα function (α ∈]0,1[) that
satisfies at infinity (r = d(P,Q), r→∞) f <−kr−β with β > 0.
We set λ= λ(K). If
− n− 2
4(n− 1)R < λ(4)
then f is scalar curvature of a complete metric conformal to the initial metric g.
First, let us prove that:
PROPOSITION 3.1. – Condition (4) is a necessary condition so that equation (1) have a
solution.
Proof. – (a) If K is a compact manifold with smooth boundary:
Suppose that u verify equation (1). Let ϕ > 0 be an eigenfunction associated to λ: 1ϕ = λϕ
with ϕ|∂K = 0. We multiply (1) by ϕ and we integrate. After integrating by parts, we obtain(
λ+ n− 2
4(n− 1)R
)∫
ϕudV =− n− 2
4(n− 1)R
∫
∂K
u∂νϕ dσ > 0,
where ∂ν is the exterior normal derivative. So λ+ n−24(n−1)R > 0.(b) If K is a compact which is not a manifold with boundary:
We suppose that u is solution of (1) and ϕ the eigenfunction of the Laplacian for the Dirichlet
problem on a manifold with boundaryW ⊂K , i.e. 1ϕ = λ˜ϕ and ϕ|∂W = 0, such that u− ϕ > 0
everywhere and u = ϕ at least somewhere. We do a proof by contradiction: we suppose that
λ˜ 6 − n−24(n−1)R. We have 1(u − ϕ) = − n−24(n−1)Ru − λ˜ϕ + n−24(n−1)f u(n+2)/(n−2) > 0. By the
maximum principle we obtain u≡ ϕ, a contradiction. 2
Proof of Theorem 3.1. – We can consider a sequence Wk ⊂ Vn of compact manifold with C∞
boundary such that Wk ⊂
◦
Wk+1⊂Wk+1 and such that ⋃∞k=1Wk = Vn.
We endow each Wk with the metric g|Wk . We suppose that K bW1.
We set:
A(ϕ)=1ϕ+ n− 2
4(n− 1)Rϕ =1ϕ + R˜ϕ
and we want to solve on Wk the equation:
A(ϕ)= f ϕ(n+2)/(n−2), ϕ − 1 ∈ ˚H1(Wk).(Ek)
LEMMA 3.1. – There exist a sub-solution u− > 0 of (Ek), with u− < 1, and a super-solution
of (Ek), u+ > 1.
Proof. – We set u− = β where β is a constant small enough. u− is a sub-solution of (Ek)
as soon as β 6 [ R˜inff ](n−2)/4. Indeed, 1β + R˜β 6 fβ(n+2)/(n−2), if R˜β 6 fβ(n+2)/(n−2), i.e.
β 6 [ R˜inff ](n−2)/4 since f is negative somewhere. We can choose β < 1 so u− < 1 onWk . β does
not depend on k since f is bounded. 2
As we suppose, of course, that −R˜ < λ, there exists an open neighborhood of K , W˜ which is
a manifold with boundary whose the first eigenvalue, λ˜= λ
W˜
, satisfies −R˜ < λ˜ < λ.
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AsK is a compact set, W˜ may be chosen with a finite numberm of connected componentsΩi
(16 i 6m). On each Ωi , let ϕi > 0 be an eigenvalue satisfying 1ϕi = λiϕi on Ωi with λi > λ˜,
λ˜ being the first eigenvalue of the Laplacian on Ωi and ϕi |∂Ωi = 0.
Consider ϕ a positive C∞ function which is equal to ϕi on a neighborhood θi of K ∩Ωi with
θi ⊂Ωi ; ϕ has to verify at infinity, ϕ > rα with α > 0, if we denote r = d(P,Q) with P fixed
in K . According to the hypothesis on the Ricci curvature, ϕ can be chosen so that 1ϕ >−C˜rα
(C˜ a constant).
For C1 large enough, we verify that u+ = C1ϕ > 1 is a super-solution of (Ek).
On θi , we have:
1u+ + R˜u+ = (λi + R˜)u+ > f (u+)N−1.
On Wk \⋃ji=1 θi , we get
1u+R˜u+ > f
(
u+
)N−1
if C1 is chosen such that
C
4(n−2)
1 > sup
Wk\⋃ji=1 θi
1ϕ+ R˜ϕ
f ϕ(n+2)/(n−2)
.
At infinity, on Vn \Wk (k large), we will have
C1(1ϕ + R˜ϕ)>−C1(C˜ − R˜)rα >−C2r−βC(n+2)/(n−2)1
(
rα
)(n+2)/(n−2)
> fC(n+2)/(n−2)1 ϕ
(n+2)/(n−2)
if
C
4/(n−2)
1 r
α4/(n−2)−β > C˜ − R˜
C2
.
This inequality is satisfied if β 6 α 4
n−2 and C1 is large enough.
Therefore u+ is a super-solution of (Ek) so that
u− < 1< u+.
Consider the sequence of functions {ϕi} defined by induction: ϕ0 = β and for i > 0
1ϕi+1 + γ ϕi+1 = γ ϕi − R˜ϕi + fϕ(n+2)/(n−2)i with ϕi+1 − 1 ∈ ˚H1(Wk)
with γ > 0 arbitrary chosen.
We will choose γ large enough so that the sequence {ϕi} increases. So, ϕi > 0. If ϕi ∈ Cα , the
right-hand side is Cα , therefore we know that this equation has a unique solution ϕi+1 and ϕi+1
is C2,α . So by induction the functions ϕi are C2,α .
We have 1ϕ1 + γ ϕ1 = γ ϕ0 − R˜ϕ0 + f ϕN−10 with N = 2nn−2 . So:
1(ϕ1 − ϕ0)+ γ (ϕ1 − ϕ0)= R˜ϕ0 + fϕN−10 > 0,
and ϕ0 − ϕ1 6 1 on ∂Wk .
By the maximum principle we obtain β − ϕ1 < 0.
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LEMMA 3.2. –
ϕ1 < u
+.
Proof. –
1
(
u+ − ϕ1
)+ γ (u+ − ϕ1)> (−R˜+ γ )(u+ − β)+ f ((u+)N−1 − βN−1).
By the mean value theorem, there exists θ(x) ∈ [β, supu+] such that(
u+
)N−1 − βN−1 = (N − 1)θN−2(x)(u+ − β).
Thus, if −R˜ + γ + (N − 1)f (supu+)N−2 > 0 everywhere, we will have on Wk
−1(ϕ1 − u+)− γ (ϕ1 − u+)> 0
and ϕ1 − u+ < 0 on ∂Wk .
This implies ϕ1 < u+. As the Wk are compact sets, f > −ν, so it is sufficient to choose
γ > (N − 1)ν(supu+)N−2 > 0 that is what we do. 2
Now, we suppose to have shown ϕ0 < ϕ1 < · · ·< ϕi < u+ and we prove the following:
LEMMA 3.3. –
ϕi < ϕi+1 < u+.
Proof. – The proof is the same as previously.
1(ϕi+1 − ϕi)+ γ (ϕi+1 − ϕi)= (γ − R˜)(ϕi − ϕi−1)+ f
(
ϕN−1i − ϕN−1i−1
)
.
1(ϕi+1 − ϕi)+ γ (ϕi+1 − ϕi)>
[−|R˜| + γ − (N − 1)ν(supu+)N−2](ϕi − ϕi−1) > 0.
The maximum principle implies that ϕi < ϕi+1. Likewise we show that ϕi+1 < u+.
The sequence {ϕi} is increasing, it converges to a function φk verifying β < φk < u+. In fact,
we can show that ϕi→ φk converges uniformly. We have, by the definition of ϕi , |1ϕi|6 C a
constant, since |ϕj |6 supu+ for all j .
By using the Green function of the Laplacian, |1ϕi | 6 C implies that the sequence {ϕi} is
bounded in C1 and also in C1,β . By Ascoli’s theorem, we obtain the result.
φk ∈ C1,β(Wk) satisfies Ek weakly in H1. By the standard regularity theorems, φk ∈
C2,α(Wk).
End of the proof of Theorem 3.1. On Wk0 we have a sequence ϕk (k > k0) of solution of (1).
These functions ϕk verify β < ϕk 6 u+. Thus they are uniformly locally bounded in Cr for
any r according to [3]. Using the diagonal method, we find a subsequence ϕl which converges
uniformly in Cr0 on any Wk for l > k. This ends up the proof of Theorem 3.1.
3.2. The case where f changes sign
DEFINITION 3.2. – Let K be compact set such that λ= λ(K) verify:
λ >m=− n− 2
4(n− 1)R.(5)
Consider an open set with C∞ boundary, θ ⊃K such that λ(θ) close to (λ+m)/2, and an open
set with C∞ boundary,Ω ⊃ θ , with λ(Ω) close to (λ+ 3m)/4.
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Remarks. – In this part, we denote by C or Ci (i ∈N ) constants depending of (Vn, g).
When the constants depend also on K , we denote them by C(K) or Ci(K) (i ∈N).
We will take α ∈]0,1[ away from 1 in order that the constant do not depend on α.
Notations. – Let f be a C∞ function such that K = {x ∈ Vn/f (x) > 0}, we set µ =
infVn\θ (−f ) and h(x)= inf(f (x),0) so f = f+ + h.
THEOREM 3.2. – Let (Vn, g) be a C∞ complete Riemannian manifold of dimension n > 3,
with scalar curvature R =−1 and consider K ⊂ Vn satisfying the condition:
λ(K) >m=− n− 2
(4n− 1)R.(6)
Consider FK , the set of the α-Hölderian functions (0 < α < 1) on Vn, such that K = {x ∈
Vn/f (x)> 0} when f ∈FK .
Then there exists a constant C(K) > 0, depending only on the manifold and on K , such that
each function f ∈FK verifying
supf 6 C(K) inf
Vn\θ
(−f (x))(7)
is the scalar curvature of a C2,α (respectively C∞ if f ∈C∞) complete metric conformal to the
initial metric g.
When (Vn, g) is compact, this result is proved in [2]. We will adapt the proof to the complete
noncompact case.
Proof. – If (1) has a solution, (1) has a solution with f/µ in the right-hand side. Therefore,
without loss of generality, we can suppose that µ= 1. So f (x)6−1 for x ∈ Vn \ θ .
Instead of solving problem (1) with this function f , we will solve (1) with sup(f (x),−1). We
can extend Theorem 2 in [4] to the complete manifolds, therefore, if (1) has a solution with this
new function, (1) will have a solution with f because f (x)6 sup(f (x),−1).
We will still denote by f this function. So, inff =−1 on Vn \ θ .
Let h(x) = inf(f (x),0). We consider the complete conformal metric g˜ = φ4/(n−2)g, with
φ > 0 the solution of the equation (Theorem 3.1)
a1φ +Rφ = hφ(n+2)/(n−2)
with a = 4(n−1)
n−2 and consider the following map:{
C2,α ∩ H˜2, v >−1
}×Cα ∩L2 Γ−→Cα ∩L2
(v, f˜ ) −→ a1˜v + h(1+ v)− (h+ f˜ )(1+ v)(n+2)/(n−2)
with H˜2 = {ϕ ∈H 21 /1ϕ ∈L2} (see Aubin [2]).
Γ (0,0) = 0 and DvΓ (0,0) = a1˜ − 4n−2h ∈ L(C2,α ∩ H˜2,Cα ∩ L2) is invertible. Indeed
if 1˜w − 4
n−2hw = 0, multiplying by w and integrating yield, we obtain w = 0. So the map
DvΓ (0,0) is one-to-one. Then we prove that DvΓ (0,0)= a1˜− 4n−2h is onto by the variational
method. As 1˜ is related to the metric g˜ = φ4/(n−2)g which depends on h, we have to estimate
‖φ‖C2,α . 2
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PROPOSITION 3.3. – The solution φ > 0 of the equation
a1φ +Rφ = hφ(n+2)/(n−2)(8)
verifies:
(a) |R|(n−2)/4 6 φ 6 C1(K) and
(b) ‖φ‖C2,α 6 C2(K).
Proof. – We have proved the existence of φ in finding a super-solution bounded by C1(K)
and a sub-solution equal to |R|(n−2)/4, so we have (a). Concerning (b), we apply Schauder
estimates [7]. 2
Solution of the equation
1u+ h˜u= ξ,(E)
where ξ ∈ L2 ∩ Cα on Vn and h˜ > 0 is a Cα-function which is bounded on Vn and verifies
h˜> ε > 0 on Vn \Wk0 .
THEOREM 3.3. – Equation (E) has a unique solution in H1(Vn). This solution is in H˜2∩C2,α
on Vn. Moreover,
‖v‖C2,α + ‖v‖H˜2 6C
(‖ξ‖2 + ‖ξ‖Cα ).
Proof. – As h˜ > 0 somewhere, the uniqueness is obvious.
(E) is Euler’s equation associated to the following variational problem:
inf I (u)=
∫
Vn
|∇u|2 dV +
∫
Vn
h˜u2 dV
on
A= {u ∈H1/K(u)= 1} with K(u)= ∫
Vn
ξudV.
We could study this functional directly but it seems to be difficult. That’s the reason why we
consider a family of approached equations (Eη) with 0< η < 1,
1u+ (h˜+ η)u= η, u ∈H1.(Eη)
Let be ηi → 0, the sequence of solution wi of (Eηi ) will be a minimizing sequence of the
variational problem that we have considered above. We will be able to make a subsequence
{wj } ⊂ {wi} converge.
We set
Iη(u)=
∫
Vn
|∇u|2 dV +
∫
Vn
(
h˜+ η)u2 dV.
Let λη = infu∈A Iη(u). A minimizing sequence {ui} (ui ∈ A, Iη(ui)→ λη) is bounded in
H1, so by Banach’s theorem, there exists a subsequence {uj } ⊂ {ui} and wη ∈ H1 such that
uj → wη weakly in H1. Therefore wη ∈A and as Iη(wη) 6 limj→∞ Iη(uj )= λη, this implies
that Iη(wη)= λη and uj →wη strongly in H1; wη satisfies weakly in H1 Euler’s equation
1wη +
(
h˜+ η)wη = ληξ.
948 S. BISMUTH / J. Math. Pures Appl. 79 (2000) 941–951
By the theorems of regularity, wη ∈ C2,αloc . Moreover,wη ∈ H˜2.
η→ λη is a decreasing function which tends to λ = infu∈A I (u) when η→ 0. We have
λ 6 λ˜ = limη→0 λη obviously, and by contradiction, we show that we cannot have λ < λ˜. If
not, there would exist v ∈ A such that I (v) < λ˜, then for η small enough, we would have
Iη(v) < λ˜6 λη which is a contradiction.
Now we give some uniform estimates on wη: First, as h˜> ε on Vn \Wk0
ε
∫
Vn\Wk0
w2η dV 6 λη.(?)
If we set wη = ληvη , we obtain
ε
∫
Vn\Wk0
v2η dV 6
1
λη
.
By Ladyzenskaya’s theorem [3] and Theorem 8.17 of [7], this involves, for k1 > k0
sup
Vn\Wk1
|vη|6 C
(
1+ 1√
ελη
)
.
Then, using Theorem 8.16 of [7], we have:
sup
Wk1
|vη|6 sup
∂Wk1
|vη| +C 6 C
(
1+ 1√
ελη
)
.
We also have supWk1 |wη|6Cλη(1+
1√
ελη
).
Thus a sequence {wi} is bounded in H1. According to the Banach Theorem, a subsequence
{wj } converges weakly in H1 to a function w ∈H1. Thus I (w)6 λ. But the weak convergence
implies w ∈A. Hence I (w)= λ and w satisfies E weakly in H1. The regularity theorems show
that w ∈C2,α .
This implies λ > 0, since as w ∈A, w 6≡ 0. From the inequalities above, it follows [7] that
‖vη‖C2,α 6 C
(
sup
Vn
|vη| + ‖ξ‖Cα
)
6 C
(
1+ 1√
ελ
+ ‖ξ‖Cα
)
.
Thus if ηi→ 0, a subsequence {vj } of {vi} converges in C2loc to v =w/λ ∈ C2,α .
Let µ> 0 be the inf‖u‖−22 I (u) for all u ∈H1. We have
I (w)
(
∫
wξ)2
= λ> µ‖ξ‖22
.
Hence v satisfies
‖v‖C2,α 6 C
(
1+ ‖ξ‖2 +‖ξ‖Cα
)
.
Moreover,
16
√
ν2‖w‖22 +
1
ν2
‖ξ‖22 < ν‖w‖2 +
1
ν
‖ξ‖2
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for all ν. It follows for all ν that
‖v‖C2,α 6 C
(
νλ‖v‖2 + C˜‖ξ‖2 + ‖ξ‖Cα
)
.
We also have
‖v‖2 6C
(
1+ 1√
ελ
)
6 C
(
1+ ‖ξ‖2
)
,
because v is bounded on Wk0 .
We can write 16 λν‖v‖2 + 1ν ‖ξ‖2. Choosing ν so that Cλν = 1/2, we find
‖v‖2 6 C‖ξ‖2.
Recall that v satisfies
1v = ξ − h˜v.
We multiply the equation from above by v and we integrate, we obtain
‖∇v‖22 6
∫
ξv 6 ‖ξ‖2‖v‖2 6 C‖ξ‖22.
Moreover
‖1v‖2 =
∥∥ξ − h˜v∥∥2 6 ‖ξ‖2 + sup h˜‖v‖2 6 C‖ξ‖2.
Therefore, ‖v‖H˜2 6 C‖ξ‖2 and
‖v‖C2,α + ‖v‖H˜2 6 C
(
νλ‖v‖2 + ‖ξ‖2 +‖ξ‖Cα
)
.
By the choice of ν, it follows
‖v‖C2,α + ‖v‖H˜2 6C
(‖ξ‖2 + ‖ξ‖Cα ).
This ends the proof of the Theorem 3.3. 2
End of the proof of Theorem 3.2. We set
g(v,f )= v − [DvΓ (0,0)]−1Γ (v,f ).(9)
So
Γ (v,f )= 0⇔ g(v,f )= v.(10)
Consider B ⊂ C2,α a ball of center 0 and radius γ < 1/2 and B˜ ⊂ Cα ∩L2 a ball of center 0
and radius β small enough.
We will prove that we can choose γ and β small enough such that if f ∈ B˜ , the map
v→ g(v,f ) is 12 -Lipschitzian in B .
If we consider the sequence {vi}, defined by induction by v0 = 0, vi+1 = g(vi , f ), this
sequence will be included in B and will converge in C2 to a function v solution of (10).
LEMMA 3.4. – g is 12 -Lipschitzian in B if γ and β are small enough.
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Proof. – We take f ∈ B˜ , v1 and v2 in B , we estimate ‖g(v1, f )− g(v2, f )‖C2,α .
g(v1, f )− g(v2, f )
= [DvΓ (0,0)]−1[DvΓ (0,O)(v1 − v2)− Γ (v1, f )+ Γ (v2, f )]
= [DvΓ (0,0)]−1[−n+ 2
n− 2h(v1 − v2)+ (h+ f˜ )
(
u
(n+2)/(n−2)
1 − u(n+2)/(n−2)2 )
]
.
Therefore
‖g(v1, f )− g(v2, f )‖C2,α
6
∥∥DvΓ (0,0)−1∥∥[∥∥∥∥h(u(n+2)/(n−2)1 − u(n+2)/(n−2)2 − n+ 2n− 2 (v1 − v2)
)∥∥∥∥
Cα
+∥∥f˜ (u(n+2)/(n−2)1 − u(n+2)/(n−2)2 )∥∥Cα].
Recall that f = f˜ + h. we apply the mean-value theorem, we obtain:∥∥g(v1, f )− g(v2, f )∥∥C2,α 6 C1∥∥DvΓ (0,0)−1∥∥(γ ‖h‖Cα + ‖f˜ ‖Cα)‖v1 − v2‖Cα .
So, in order that g satisfy Lemma 3.4, it is sufficient that γ verify
γ ‖h‖Cα +‖f˜ ‖Cα 6 12C1‖DvΓ (0,0)−1‖ .(11)
We also want that the sequence {vi} remains in B . As v0 = 0, v1 = v0 +DvΓ (0,0)−1f˜ , we will
take
‖f˜ ‖Cα 6 γ2‖DvΓ (0,0)−1‖ .(12)
The best γ is the one for which (11) and (12) are the same. We set k = ‖DvΓ (0,0)−1‖ and
C2 = 1/C1,
β = γ
2k
= C2
2k
− γ ‖h‖Cα .
Therefore, γ = C2/(1+ 2k‖h‖Cα) and
β = C2
2k(1+ 2k‖h‖Cα) .
What we want is an estimate of γ , so we have to estimate ‖DvΓ (0,0)−1‖. By definition
∥∥DvΓ (0,0)−1∥∥= sup
ϕ∈Cα
‖DvΓ (0,0)−1ϕ‖C2,α∩H˜2
‖ϕ‖C2,α∩L2
.
As this operator is invertible, we can write
k = ∥∥DvΓ (0,0)−1∥∥= sup
φ∈C2,α
‖φ‖C2,α∩H˜2
a‖1φ + h˜φ‖Cα∩L2
,(13)
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where h˜=−h/(n− 1). We end by using the same method as in [4] but we replace Proposition 2
of [4] by the following equivalent proposition:
PROPOSITION 3.4. – Let be ϕ ∈ Cβ0 , with 0< β0 < 1. Then limα→0 ‖ϕ‖Cα 6 2‖ϕ‖C0 .
Proof. – We suppose that ϕ is not constant and let be 0< α < β0. ϕ ∈ Cβ0 implies that ϕ ∈Cα .
Let (Pi,Qi ) be a sequence such that:
|ϕ(Pi)− ϕ(Qi)|
[d(Pi,Qi)]α → supVn×Vn
|ϕ(M)− ϕ(T )|
[d(M,T )]α =Aα.
Either Aα 6 2‖ϕ‖C0 , and there is nothing to prove.
Or Aα > 2‖ϕ‖C0 , for α close to zero, then there exists (P,Q) such that
2‖ϕ‖C0 <
|ϕ(P )− ϕ(Q)|
[d(P,Q)]α 6 ‖ϕ‖Cβ
[
d(P,Q)
]β−α
.
So
|ϕ(P )− ϕ(Q)|
[d(P,Q)]
α
6 2‖ϕ‖C0
[
d(P,Q)
]−α 6 [ ‖ϕ‖Cβ
2‖ϕ‖C0
] α
β−α
2‖ϕ‖C0 .
So when α→ 0 for all (P,Q), we obtain
|ϕ(P )− ϕ(Q)|
[d(P,Q)]α 6 2‖ϕ‖C0,
which contradicts our assumption. 2
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