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Almost strictly sign regular rectangular
matrices
QR factorization
a b s t r a c t
Almost strictly sign regular matrices are sign regular matrices with a special zero pattern
and whose nontrivial minors are nonzero. In this paper we provide several properties
of almost strictly sign regular rectangular matrices of maximal rank and analyze their
QR factorization.
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1. Introduction
Given a matrix A, the variation diminishing property guarantees that the number of variations of sign in the consecutive
components of the image vector Ax is bounded above by the number of variations of sign in the consecutive components
of x. This property characterizes sign regular matrices among matrices of maximal rank (see Corollary 5.4 of [1]) and has
many important applications in several fields such as Statistics, Approximation Theory, Mechanics, Economy or Computer
Aided Geometric Design. An important subclass of sign regular matrices is the class of almost strictly sign regular matrices,
which present a special zero pattern and whose nontrivial minors are nonzero. Some properties of square almost strictly
sign regular matrices have been studied (see, for instance, [2–5]).
In this paper we extend the concept of almost strictly sign regular matrices to the rectangular case of maximal rank
and we analyze several properties. A motivation for this study comes from the fact that least squares problems lead to
coefficient m × n matrices of overdetermined systems (m ≥ n). If those coefficient matrices have maximal rank, then
the QR factorization is a key tool to solve these problems. So, in this work, we shall consider the case where m × n with
m ≥ n. In this paper we provide several characterizations of almost strictly sign regular matrices and analyze their QR
factorization.
We now present the layout of the paper. Section 2 includes some basic notations and some definitions involving the
zero pattern of a matrix. Section 3 introduces the main classes of matrices considered in this paper and presents several
characterizations of almost strictly sign regular matrices with maximal rank. Finally, the analysis of the QR factorization
of almost strictly sign regular matrices of maximal rank is performed in Section 4.
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First, we will introduce some concepts and notations that will be used throughout the document.
For k, n ∈ N, with 1 ≤ k ≤ n, Qk,n denotes the set of all increasing sequences of k natural numbers not greater than n.
So, given m, n, k ∈ N fulfilling that k ≤ min{m, n}, the elements α = (α1, . . . , αk) ∈ Qk,m and β = (β1, . . . , βk) ∈ Qk,n, if A
is a real m×n matrix, we denote by A[α|β] the k×k submatrix of A containing rows α1, . . . , αk and columns β1, . . . , βk of
A. If α = β , we denote by A[α] := A[α|α] the corresponding principal submatrix. Besides, Q 0k,n denotes the set of increasing
sequences of k consecutive natural numbers less than or equal to n.




(αi+1 − αi − 1) = αk − α1 − (k − 1)
ith the convention d(α) = 0 if k = 1. Note that if d(α) = 0 then α ∈ Q 0k,n.
Now, type-I (type-II) staircase matrices and some results related to them are presented.




1≤i≤m,1≤j≤n be an m× n real matrix. A is called type-I staircase if it simultaneously satisfies the
ollowing conditions:
if i = j ⇒ aii ̸= 0, (1)
if i > j and aij = 0 ⇒ akl = 0, if k ≥ i, l ≤ j, (2)
if i < j and aij = 0 ⇒ akl = 0, if k ≤ i, l ≥ j. (3)
Now, the concept of backward identity matrix is introduced.
Definition 2. An r × r matrix Pr = (pij)1≤i,j≤r is called a backward identity matrix if the element (i, j) of the matrix Pr is
defined in the form
pij =
{





0 0 · · · 0 1






0 1 · · · 0 0
1 0 · · · 0 0
⎞⎟⎟⎟⎟⎠ .
Remark 1. Note that the left product by the matrix Pm produces a permutation in the rows of the matrix A, so, the row
k of PmA is the row m − k + 1 of matrix A, with k = 1, . . . ,m.




1≤i≤m,1≤j≤n is called type-II staircase if it satisfies that PmA is a type-I staircase matrix.
Remark 2. Note that this is a generalization of the type-I and type-II staircase matrices of a square matrix [4,5].
In order to describe the zero pattern of a nonsingular type-I staircase (or type-II staircase) matrix A, it is adequate to
introduce the following sets of indices that were presented for n × n matrices by M. Gasca and J. M. Peña in [6].




1≤i≤m,1≤j≤n be a type-I staircase matrix and r = min{m, n}. We denote
i0 = 1, j0 = 1, (4)
and for k = 1, . . . , l, where l will be the first integer such that jl ≥ r + 1, we define
ik = max
{
i / aijk−1 ̸= 0
}
+ 1, (5)
if ik < r + 1 then
jk = max
{
j ≤ ik / aikj = 0
}
+ 1, (6)Please cite this article as: P. Alonso, J.M. Peña and M.L. Serrano, Almost strictly sign regular rectangular matrices, Journal of Computational and Applied
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if ik = r + 1 then jk = n + 1.





By applying the same process to AT the indices ik and jk are obtained. Denoting by îk = jk and ĵk = ik we have the
index sets
I = {i0, i1, . . . , il} , J = {j0, j1, . . . , jl} ,
Î =
{̂




j0 ,̂ j1, . . . ,̂ js
}
.
hat describe the zero–nonzero pattern of the matrix A.
xample 1. The zero–nonzero pattern of the matrix
A =
⎛⎜⎜⎜⎜⎜⎜⎝
1 1 0 0 0
1 2 0 0 0
0 1 1 1 0
0 0 0 1 1
0 0 0 2 3
0 0 0 4 5
0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎠
s given by the index sets I = {1, 3, 4, 7}, J = {1, 2, 4, 6}. By applying the process for the matrix
AT =
⎛⎜⎜⎜⎝
1 1 0 0 0 0 0
1 2 1 0 0 0 0
0 0 1 0 0 0 0
0 0 1 1 2 4 0
0 0 0 1 3 5 0
⎞⎟⎟⎟⎠
we have I = {1, 3, 5, 6}, J = {1, 3, 4, 8}, so that Î = {1, 3, 4, 8} and Ĵ = {1, 3, 5, 6}.
emark 3. Note that in the case where m = n this definition of zero pattern coincides with that defined in [6].
In addition, for subsequent results, it is also necessary to introduce the indices jt and ît (see Theorem 2.4 of [6]).




1≤i≤m,1≤j≤n be a real m × n matrix, type-I staircase, with zero pattern I , J , Î and Ĵ .
If j ≤ i we define
jt = max {js / 0 ≤ s ≤ k − 1, j − js ≤ i − is} , (7)
with k being the only index satisfying that jk−1 ≤ j < jk. We will denote by it the tth element of I , where t is the index
of jt .
If j > i we define
ît = max
{̂
is / 0 ≤ s ≤ k′ − 1 , i − îs ≤ j − ĵs
}
, (8)
with k′ being the only index satisfying that îk′−1 ≤ i < îk′ . We will denote by ĵt the tth element of Ĵ , where t is the index
of ît .
Next, the concept of a nontrivial submatrix is introduced, which is necessary in order to subsequently define the almost
strictly sign regular matrices.




1≤i≤m,1≤j≤n be a real m×n type-I staircase matrix and k ≤ min{m, n}. A submatrix A[α|β], with
α ∈ Qk,m and β ∈ Qk,n is nontrivial if all i ∈ {1, 2, . . . , k} fulfills that aαi,βi ̸= 0. Otherwise we will say that A[α|β] is a
trivial submatrix.




1≤i≤m,1≤j≤n be a real m × n type-II staircase matrix and k ≤ min{m, n}. A submatrix A[α|β],
with α ∈ Qk,m and β ∈ Qk,n is nontrivial if A[α|β]T is a nontrivial submatrix of AT .
The minor associated with a nontrivial submatrix (A[α|β]) is called a nontrivial minor (det A[α|β]).
In [6] the authors define the concept of column boundary minor, characterizing in Theorem 2.4 the almost strictly
positive matrices n × n from the sign of these minors, which significantly reduces the number of minors to study. Next,
we will proceed to the generalization of this concept when an m × n real matrix is considered.




1≤i≤m,1≤j≤n, let B := A[α|β] be a submatrix of A with
α ∈ Q 0k,m, β ∈ Q
0
k,n, k ∈ {1, . . . , min{m, n}} and aα1,β1 ̸= 0, aα2,β2 ̸= 0, . . . , aαk,βk ̸= 0. Then B is a column boundary
submatrix if either β1 = 1 or β1 > 1 and A[α|β1 − 1] = 0.Please cite this article as: P. Alonso, J.M. Peña and M.L. Serrano, Almost strictly sign regular rectangular matrices, Journal of Computational and Applied
Mathematics (2020) 113121, https://doi.org/10.1016/j.cam.2020.113121.
Analogously, B is a row boundary submatrix if either α1 = 1 or α1 > 1 and A[α1 − 1|β] = 0.














If A is a type-II staircase matrix, then B = A[α|β] is a column boundary submatrix of A if PkB is a column boundary
ubmatrix of PmA.
Minors corresponding to column or row boundary submatrices are called, respectively, column or row boundary
inors.
The boundary submatrices (minors) that verify that α1 = 1 or β1 = 1 are called initial boundary submatrices (minors)
of A.
The zero pattern of a type-I staircase matrix defines the rows and columns involved in the boundary minors of a matrix,
as we indicate in the following note.
Remark 4. Let A be an m × n type-I staircase matrix with zero pattern defined by I , J , Î , Ĵ and let B := A[α|β] be a
submatrix of A with α ∈ Q 0k,m, β ∈ Q
0
k,n, k ∈ {1, . . . ,min{m, n}} and aα1,β1 ̸= 0, aα2,β2 ̸= 0, . . . , aαk,βk ̸= 0. Then B is
a column boundary submatrix if there exists k ≥ 1 such that β1 = jk and α1 ≥ ik. Analogously, B is a row boundary
submatrix if there exists k ≥ 1 such that α1 = îk and β1 ≥ ĵk.
Next, the concept of column generalized boundary submatrix is defined.




1≤i≤m,1≤j≤n, let B := A[α|β] a submatrix of A with α ∈ Q
0
k,m, β ∈ Q
0
k,n,
k ∈ {1, . . . , min{m, n}} and aα1,β1 ̸= 0. Then B is a column generalized boundary submatrix if either β1 = 1 or β1 > 1
and A[α|β1 − 1] = 0.
Analogously, B is a row generalized boundary submatrix if either α1 = 1 or α1 > 1 and A[α1 − 1|β] = 0.
Minors corresponding to column (row) generalized boundary submatrices are called column (row) generalized
boundary minors.
3. Almost strictly sign regular rectangular matrices
Almost strictly sign regular square matrices have been studied in recent years by different authors (see, for instance
[2,4,5]). Next we are going to perform a study of a generalization of this concept to rectangular matrices. For this purpose,
some previous concepts necessary for the following results are presented below.
Definition 10. Given a vector ε = (ε1, ε2, . . . , εn) ∈ Rn, we say that ε is a signature sequence, or simply, is a signature,
if εi = ±1 for all i ≤ n.
Next, the regular sign matrices (SR), the totally positive matrices (TP) and the almost strictly regular matrices (ASSR)
will be defined.
Definition 11. Let A be anm×nmatrix with rank(A) = r = min{m, n}. A is said to be SR with signature ε = (ε1, ε2, . . . , εr )
if it is type-I or type-II staircase and all its minors satisfy that
εk det A [α|β] ≥ 0, α ∈ Qk,m, β ∈ Qk,n, k ≤ r. (9)
efinition 12. Let A be an m×n matrix with rank(A) = r = min{m, n}. A is said to be TP if it is SR with ε = (1, 1, . . . , 1).
efinition 13. Let A be an m × n matrix with rank(A) = r = min{m, n}. A is said to be ASSR with signature
= (ε1, ε2, . . . , εr ) if it is either type-I or type-II staircase and all its nontrivial minors det A[α|β] satisfy that
εk det A [α|β] > 0, α ∈ Qk,m, β ∈ Qk,n, k ≤ r. (10)
Starting from the definition of ASSR matrices, it is possible to prove the following results:
roposition 1. Let A be an m× n matrix with rank(A) = r = min{m, n}. If A is an ASSR and type-I staircase matrix, then any
ontrivial square submatrix of A is an ASSR matrix.
roof. Let B = A [α|β] be a nontrivial submatrix of A. Being a nontrivial submatrix it holds that aαi,βi ̸= 0 for all i. Let us
uppose that aαi,βj = 0, then, by Definition 1
• If αi > βj, then akl = 0 ∀k ≥ αi, l ≤ βj and so aαk,βl = 0 for each βl ≤ βj, αi ≤ αk.
• If αi < βj, akl = 0∀k ≤ αi, l ≥ βj then aαk,βl = 0 for each βl ≥ βj, αi ≥ αk.
hus, B is a type-I staircase submatrix of A. Therefore, any nontrivial submatrix of B is a nontrivial submatrix of A and by
efinition 13 it satisfies that the nontrivial minors of order s of B are the same sign as εs, and so A is an ASSR matrix. □
orollary 1. Let A be an m × n matrix with rank(A) = r = min{m, n}. If A is an ASSR and type-II staircase matrix, then any
ontrivial square submatrix of A is an ASSR matrix.Please cite this article as: P. Alonso, J.M. Peña and M.L. Serrano, Almost strictly sign regular rectangular matrices, Journal of Computational and Applied
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Proof. The proof follows from taking PmA, which is type-I, and by applying the above result. □
Proposition 2. Let A be an m × n matrix with rank(A) = r = min{m, n}. Then A is ASSR with signature ε = (ε1, . . . , εr ) if
nd only if any nontrivial submatrix of order k of A, with k ≤ r, is an ASSR matrix with signature ε = (ε1, . . . , εk).
roof. By Proposition 1 and Corollary 1 if A is an ASSR matrix, then its nontrivial square submatrices are also ASSR
atrices. Since each nontrivial minor of those submatrices is a nontrivial minor of A, the sign must necessarily be that of
he corresponding signature of A, so the direct implication is proved.
Let us suppose now that it is satisfied that each nontrivial submatrix of order k of A, with k ≤ r , is an ASSR matrix
ith signature ε = (ε1, . . . , εk). Then, if A [α|β] is a nontrivial submatrix of A, applying the hypothesis, εk det A [α|β] > 0,
herefore it is true that A is ASSR with signature ε = (ε1, . . . , εr ), and the theorem has been proved. □
By generalizing Theorem 10 of [5] we can reduce the number of minors that characterize this type of matrices. For
his we will need to prove the following lemma:
emma 1. Let A be an m × n type-I staircase matrix, rank(A) = r = min{m, n}, ε = (ε1, ε2, . . . , εr ) a signature sequence
nd let us denote by h the value defined as
h = min
{
|i − j| / aij = 0, i ∈ {1, 2, . . . ,m}, j ∈ {1, 2, . . . , n}
}
.
f all the nontrivial minors of A verify that
εk det A [α|β] > 0, α ∈ Q 0k,m, β ∈ Q
0




1, ε3 = ε
3
1, . . . , εr−h+1 = ε
r−h+1
1 .
roof. Since A is a type-I staircase matrix, then aii ̸= 0 for all i ∈ {1, 2, . . . , min{m, n}}, and h > 0. Without loss of
enerality, suppose that ats = 0, with t < s is such that h = s − t . Now, we prove by induction on k that εk = εk1.
For k = 1 the result is trivial. Let us suppose that the result is true for k less than k − 1 and we will prove that it is
rue for k. Since A is type-I staircase and ats = 0 with t < s, then aij = 0 for i ≤ t, s ≤ j (shadow up from of aii, down it
annot be because aii ̸= 0). Then, as h is minimum
a1h, a2,h+1, . . . , ak,h+k−1 ̸= 0,
n this way, A [1, . . . , k|h, . . . , h + k − 1] is a nontrivial submatrix. Besides, the submatrix A[1, . . . , k|h, . . . , h+ k−1] has
he form[
A [1, . . . , t|h, . . . , s − 1] 0




det A [1, . . . , k|h, . . . , h + k − 1] =
= det A [1, . . . , t|h, . . . , s − 1] det A [t + 1, . . . , h + k − 1|s, . . . , h + k − 1] .
he minors on the right side of the equality are non-trivial and of order less than k, and by applying induction hypothesis,
e obtain that









nd the result is proved. □
heorem 1. Let A be an m × n (m ≥ n), rank(A) = r = min{m, n} and ε = (ε1, . . . , εr ) a signature sequence. Then, A is an
SSR matrix with signature ε if and only if A is type-I or type-II staircase, and satisfies
εk det A [α|β] > 0, α ∈ Q 0k,m, β ∈ Q
0
k,n, k ≤ n. (11)
roof. Let us suppose that A is an ASSR matrix with signature ε = (ε1, . . . , εr ). Since Q 0k,n ⊆ Qk,n and Q
0
k,m ⊆ Qk,m, it is
vident that, by Definition 13, (11) also holds.
For the reciprocal, suppose that A is type-I or type-II staircase and that (11) holds and we will prove that A is an ASSR
atrix with signature ε. Let A [α|β] be a nontrivial submatrix of A with α ∈ Qk,m and β ∈ Qk,n.
Now, we will prove the result by induction on k, the order of the minor.
If k = 1, since Q1,m = Q 01,m, the result is trivial.
Suppose the result is true for k−1, i.e., εk−1 det A [α|β] > 0 for any minor such that α ∈ Qk−1,m, β ∈ Qk−1,n, and we will
rove that the property is true for k. First, we suppose that α ∈ Q 0 . Let β ∈ Q be and ℓ = d(β)(= β − β − (k − 1)).Please cite this article as: P. Alonso, J.M. Peña and M.L. Serrano, Almost strictly sign regular rectangular matrices, Journal of Computational and Applied
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k,m k,n k 1





Next, we will prove (11) by induction on ℓ. If ℓ = 0 then β ∈ Q 0k,m and the result is fulfilled.
Suppose that A [α|β] is a nontrivial submatrix and d(θ ) ≤ ℓ − 1, with α ∈ Q 0k,m and θ ∈ Qk,n. In this case, the result is
atisfied.
Let β = (β1, β2, . . . , βk) ∈ Qk,n be with d(β) = ℓ ≥ 1, such that A [α|β] is a nontrivial submatrix. Let us take
= (β2, . . . , βk−1), as d(β) = ℓ ≥ 1, then, there exists p /∈ τ such that β1 < p < βk.
By using the equality 1.39 of [1] we have
det A [w|τ ∪ {p}] det A [α|τ ∪ {β1, βk}] = (12)
= det A [w|τ ∪ {βk}] det A [α|τ ∪ {β1, p}] + det A [w|τ ∪ {β1}] det A [α|τ ∪ {p, βk}]
nd this is true for all w ∈ Qk−1,m, with w ⊂ α.
If A is type-I staircase, we are going to distinguish two cases:
ase (1) Suppose that aαt ,βt+1 ̸= 0, ∀t = 1, 2, . . . , k − 1.
Since d(β) = ℓ ≥ 1 then we can guarantee that there exists 1 ≤ i ≤ k− 1 such that βi < p < βi+1, and therefore in
this case
d(τ ∪ {β1, p}) ≤ ℓ − 1, d(τ ∪ {p, βk}) ≤ ℓ − 1
by the induction hypothesis we can write
εk det A [α|τ ∪ {β1, p}] ≥ 0.
Given that A [α|β] is a nontrivial submatrix of A, we can conclude that aαi,βi ̸= 0. Since are we assuming aαi,βi+1 ̸= 0
then aαi,p ̸= 0.
In this way we have
aα1,β2 ̸= 0, . . . , aαi−1βi ̸= 0, aαi,p ̸= 0, aαi+1βi+1 ̸= 0, . . . , aαk,βk ̸= 0.
These elements make up the main diagonal of the submatrix A [α|τ ∪ {p, βk}], which suggests that this submatrix
is nontrivial. By the induction hypothesis, we can conclude that
εk det A [α|τ ∪ {p, βk}] > 0.
In addition,{
aα1,β2 ̸= 0, . . . , aαi−1βi ̸= 0, aαi,p ̸= 0, aαi+1βi+1 ̸= 0, . . . , aαk−1,βk−1 ̸= 0,
aα1,β1 ̸= 0, . . . , aαi−1βi−1 ̸= 0, aαi,βi ̸= 0, aαi+1βi+1 ̸= 0, . . . , aαk−1,βk−1 ̸= 0.
Denoting as w = (α1, . . . , αk−1), we have that the submatrices A [w|τ ∪ {p}] and A [w|τ ∪ {β1}] are nontrivial
submatrices. By the induction hypothesis on k, we obtain
εk−1 det A [w|τ ∪ {p}] > 0, εk−1 det A [w|τ ∪ {β1}] > 0.
As for A [w|τ ∪ {βk}], we cannot affirm that it is nontrivial. Considering that A is type-I staircase and that the
submatrix is of order k − 1, we can deduce that
εk−1 det A [w|τ ∪ {βk}] ≥ 0.
By (12), we can write
εk−1εk det A [w|τ ∪ {p}] det A [α|τ ∪ {β1, βk}] =
= εk−1 det A [w|τ ∪ {p}]  
>0
εk det A [α|τ ∪ {β1, βk}] =
=εk−1εk det A [w|τ ∪ {βk}] det A [α|τ ∪ {β1, p}]+
+ εk−1εk det A [w|τ ∪ {β1}] det A [α|τ ∪ {p, βk}] =
= εk−1 det A [w|τ ∪ {βk}]  
≥0
εk det A [α|τ ∪ {β1, p}]  
>0
+
+ εk−1 det A [w|τ ∪ {β1}]  
>0




εk det A [α|τ ∪ {β1, βk}] > 0
and the result holds.Please cite this article as: P. Alonso, J.M. Peña and M.L. Serrano, Almost strictly sign regular rectangular matrices, Journal of Computational and Applied
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P. Alonso, J.M. Peña and M.L. Serrano / Journal of Computational and Applied Mathematics xxx (xxxx) xxx 7Case(2) Now, let us suppose that aαs,βs+1 = 0 for some 1 ≤ i ≤ k − 1. Taking into account that A is a type-I staircase
matrix and A [α|β] is a nontrivial submatrix, it holds that aαs,βs+1 generates a shadow of zeros upwards, therefore
A [α|β] =
(
A [α1, . . . , αs|β1, . . . , βs] 0
∗ A [αs+1, . . . , αk|βs+1, . . . , βk]
)
.
Thus, the nontrivial minor det A [α|β] can be written as
det A [α|β] = det A [α1, . . . , αs|β1, . . . , βs] det A [αs+1, . . . , αk|βs+1, . . . , βk] ,
where each of the minors on the right side of the equality is nontrivial, since its diagonal is part of that of A [α|β].
Besides, as aαs,βs+1 = 0 then
h = min
{
|i − j| / aij = 0, i ∈ {1, 2, . . . ,m}, j ∈ {1, 2, . . . , n}
}
> 0
and it is possible to apply Lemma 1, and if ∀1 ≤ k ≤ rank(A) − h + 1 we can conclude that εk = εk1. Note that
k ≤ αs + n − βs+1 + 1, so, as the condition (10) is satisfied for k − 1, we have that
εk det A[α|β] = εk1 det A[α|β] =
= εs1 det A[α1, . . . , αs|β1, . . . , βs]ε
k−s
1 det A[α1, . . . , αs|β1, . . . , βs] > 0.
Therefore the condition (10) has been proved when it is satisfied that α ∈ Qk,m with d(α) = 0 (that is, α ∈ Q 0k,m).
By applying a similar reasoning by rows, (10) is satisfied in general. Then the matrix A is ASSR with signature ε.
If the matrix A is type-II staircase, it would suffice to apply Theorem 1 to the matrix B = PmA. □
The following result considers the transposition of ASSR matrices.
Proposition 3. Let A be an m × n (m ≥ n) with rank(A) = r = min{m, n}. Then, A is an ASSR matrix with signature
ε = (ε1, . . . , εr ) if and only if AT is also an ASSR matrix with the same signature.
Proof. Let us suppose that A is a type-I staircase matrix. Note that for any nontrivial submatrix of A (A[α|β], with
1 ≤ s ≤ r , α ∈ Qs,m, β ∈ Qs,n), its diagonal entries are nonzero, and such entries are the same for the submatrix
(A[β|α])T . This submatrix is a submatrix of AT obtained as AT [β|α]. In addition, the nontrivial submatrices of AT have
associated nontrivial submatrices in A. Thus, since det A[α|β] = det AT [β|α], the two matrices are ASSR and have the
same signatures.
In the case that A is a type-II staircase matrix, it is sufficient to note that PmA is type-I staircase to obtain the result. □
4. QR factorization of ASSR matrices
In this section we are going to study the QR factorization of a rectangular matrix with linearly independent columns
(see [7]).




1≤i≤m,1≤j≤n be an m × n real matrix with m ≥ n and rank(A) = n. A QR factorization of A is a
decomposition of the form A = QR, where Q is an m×n real matrix verifying Q TQ = In and R is an n×n upper triangular
matrix.
This type of factorization for matrices with linearly independent columns is always possible, as can be seen in the
following result that appears in various Linear Algebra texts (see, for instance [8]).
Theorem 2. Let A be an m × n matrix with linearly independent columns. Then A can be factored as A = QR, where Q is an
m× n matrix with orthonormal columns and R is an n× n invertible upper triangular matrix with positive diagonal entries. If
m = n then Q and R are square matrices and Q is an orthogonal matrix.
The following result gives us important information about the upper triangular matrix R of the factorization QR of a
SR matrix with maximum rank.
Theorem 3. Let A be an m × n real matrix with m ≥ n, rank(A) = n and SR with signature ε. Then A can be factored as
A = QR where Q is an m × n matrix verifying that Q TQ = In and R an n × n nonsingular upper triangular TP matrix.
Proof. Since A is such that rank(A) = n, Theorem 2 allows us to ensure that the factorization A = QR exists in the terms
established in Definition 14.
In addition, ATA = RTQ TQR = RTR, and since A is an SR matrix with signature ε and so is its transpose (AT ) and,
consequently, with the same signature, and by Theorem 3.1 of [1] we can assure that ATA is also SR with signature
2 TPlease cite this article as: P. Alonso, J.M. Peña and M.L. Serrano, Almost strictly sign regular rectangular matrices, Journal of Computational and Applied
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εε = ε = (1, 1, . . . , 1). Thus, R R is an SR matrix with signature ε = (1, 1, . . . , 1) and therefore TP.




















On the other hand, since R = (rij)1≤i,j≤n is an upper triangular matrix with positive diagonal elements (rii > 0, for all
i), this matrix can be factored as R = DU , with D = (dij)1≤i,j≤n a diagonal matrix with positive diagonal elements, and
= (uij)1≤i,j≤n an upper triangular with uii = 1 for 1 ≤ i ≤ n, and thus RTR = UTDTDU = LD̄U .
Now, considering that RTR is TP, it is possible to apply the Theorem 5.4 of [9], so that it can be decomposed in the
form LD̄U with L = UT and D̄ = DTD, being this the unique factorization LDU of the nonsingular matrix RTR. Besides, D̄
is a diagonal matrix with positive diagonal elements, L is a lower triangular TP with unit diagonal elements and U is an
pper triangular TP with uii = 1 for 1 ≤ i ≤ n. Thus, we can conclude that R = DU is TP. □
xample 2. Let A be the following 4 × 3 matrix with rank(A) = 3 and SR with signature ε = (−1, 1, −1)
A =




sing the following function of MatLAb
unction [Q,R] = mgs(A)
% Modified Gram-Schmidt. [Q,R] = mgs(A);




for k = 1:n
Q(:,k) = A(:,k);
for i = 1:k-1
R(i,k) = Q(:,i)’*Q(:,k);






he following results have been obtained
Q =









hich allows us to verify that Q is a matrix 4 × 3 that fulfills Q TQ = I3 and R is a nonsingular upper triangular matrix
× 3 TP.
emark 5. Note, that modified Gram–Schmidt algorithm (mgs) is not just a simple modification of classical Gram–Schmidt
lgorithm (see [10]). The idea is to orthogonalize against the emerging set of vectors instead of against the original set.
Let us now see that the rows and columns involved in the column boundary minors of a type-I staircase matrix A
orrespond to column generalized boundary minors in Q .




1≤i≤m,1≤j≤n be an m×n real matrix with m ≥ n and rank(A) = n. Let A = QR be a QR factorization
f A, such that the main diagonal of R is strictly positive. Then, for k ≤ n, if det A[α|β] with α ∈ Q 0k,m and β ∈ Q
0
k,n is a column
oundary minor of A, then detQ [α|β] is a column generalized boundary minor of Q .
roof. Since A verifies the conditions of Theorem 2, we can assure that there is a factorization QR. Besides, if we
erform the factorization using the Gram–Schmidt method, it is ensured that the entries of the main diagonal of R
re strictly positive. By applying this method, for each A[1, 2, . . . ,m|j], jth column of the matrix A, the unique values
1, x2, . . . , xj−1 ∈ R are calculated with
H[1, . . . ,m|j] = A[1, . . . ,m|j] − x1A[1, . . . ,m|1] − x2A[1, . . . ,m|2] − · · ·
− x A[1, . . . ,m|j − 1] (13)Please cite this article as: P. Alonso, J.M. Peña and M.L. Serrano, Almost strictly sign regular rectangular matrices, Journal of Computational and Applied
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such that H[1, 2, . . . ,m|j]TA[1, 2, . . . ,m|k] = 0, ∀k ∈ {1, . . . , j− 1}. As is known, if A has rank n, the n columns of A form
a free system, and since the column j of H is a linear combination of the first j columns of A with the coefficient of the
olumn j being nonzero, then H[1, . . . ,m|j] ̸= 0, and as a result ∥H[1, . . . ,m|j]∥ ̸= 0. Thus, normalizing H[1, . . . ,m|j],
e construct Q [1, . . . ,m|j] =
H[1, . . . ,m|j]
∥H[1, . . . ,m|j]∥
, so the zero–nonzero entries of column j of H match those in the j column
of Q .
Since A is a type-I staircase matrix, if aij = 0 with i > j, then ai,j−1 = 0, ai,j−2 = 0, . . . , ai,1 = 0. For this reason and by
(13) we have that
hij = aij − x1ai1 − x2ai2 − · · · − xj−1ai,j−1 = 0 ⇒ qij = 0. (14)
Suppose now that ai,j−1 = 0, ai,j−2 = 0, . . . , ai1 = 0 and aij ̸= 0, then
hij = aij − x1ai1 − x2ai2 − · · · − xj−1ai,j−1 = aij ⇒ qij ̸= 0. (15)
So, it is evident that if det A[α|β] is a column boundary minor of A we have either β1 = 1, and so detQ [α|β] is a
column generalized boundary minor of Q , or, since the matrix is type-I staircase, A[α|β1 − 1] = 0, which would imply
Q [α|β1 − 1] = 0 and, at least aα1,β1 ̸= 0, so that qα1,β1 ̸= 0. □
Example 3. Let A be the following ASSR matrix with signature ε = (−1, 1, −1, 1, −1), which allows for a QR factorization
A =
⎛⎜⎜⎜⎜⎜⎝
−1 −4 0 0 0
−2 −10 −10 −16 −2
0 −6 −33 −60 −21
0 −8 −46 −92 −70
0 0 −9 −60 −242





−0.4472 0.0797 −0.0481 0.0987 −0.7699
−0.8944 −0.0398 0.0240 −0.0493 0.3849
0 −0.5976 0.0852 −0.0887 0.3285
0 −0.7968 −0.0699 0.0789 −0.3426
0 0 −0.8258 0.5313 0.1684




2.2361 10.7331 8.9443 14.3108 1.7889
0 10.0399 56.7734 109.8017 68.4069
0 0 10.8989 83.5122 446.7713
0 0 0 16.8671 236.2195
0 0 0 0 8.4289
⎞⎟⎟⎟⎠ .
Note that the column boundary minor of A corresponds to the column generalized boundary minor of Q . The same
does not occur with the row boundary minor, since, for example, det A[2, 3|3, 4] is a row boundary minor of A, because
A[1|3, 4] = [0, 0], but Q [1|3, 4] = [−0.0481, 0.0987] ̸= [0, 0].
The following result analyzes the QR factorization of ASSR matrices.
Theorem 4. Let A be an m × n real matrix with m ≥ n and rank(A) = n. Let A be a type-I staircase, ASSR with signature
ε = (ε1, ε2, . . . , εn), and A = QR a QR factorization of A with R an upper triangular matrix with its main diagonal strictly
positive. Then, R is a TP matrix and, furthermore, if det A[α|β] is a column boundary minor of A, then detQ [α|β] is a column
generalized boundary minor of Q and εk detQ [α|β] > 0.
Proof. First, it should be noted that if A is an ASSR matrix, then it is SR and therefore it satisfies the conditions of
Theorem 3. So, we can affirm that R is a nonsingular TP matrix.
On the other hand, if det A[α|β] is a column boundary minor of A, the elements of its diagonal are nonzero (by
Definition 8), and therefore the minor is nontrivial. In addition, as A is ASSR, the minor is nonzero.




detQ [α|ω] det R[ω|β]. (16)
If β1 = 1 then β = (1, 2, . . . , k), and since R is an upper triangular matrix, det R[ω|β] = 0 if ω ̸= β so that
det A[α|β]   = detQ [α|β] det R[β|β]   ⇒ detQ [α|β] ̸= 0
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Let us suppose now that β1 > 1. Then, by (16) and considering that R is an upper triangular matrix we have that
det R[ω|β] = 0 if any ωi > βi.
Suppose that ω1 < β1 ≤ α1. Since det A[α|β] is a column boundary minor of A with β1 > 1 then it holds that
A[α|β1 −1] = 0. By Proposition 4 detQ [α|β] is a column generalized boundary minor of Q , and so Q [α|β1 −1] = 0. Then,
given that aα1,β1−1 = 0 and A is type-I staircase, we have that aαi,ω1 = 0, for all i, hence qαi,ω1 = 0 and detQ [α|ω] = 0,
therefore the only nonzero term of (16) corresponds to ω with ω1 = β1.
Next, we suppose that ω2 < β2 ≤ α2. By Definition 8 it is fulfilled that α ∈ Q 0k,m and β ∈ Q
0
k,n, from which αi = α1+i−1
y βi = β1 + i − 1 and thus ω2 < β2 = β1 + 1 ≤ α2 = α1 + 1. So, ω2 − 1 < β1 − 1, and since A[α|β1 − 1] = 0, we have
aα2,ω2−1 = 0. In addition, since A is a type-I staircase matrix, we obtain that ai,ω2−1 = 0 by each i ≥ α2, and by (14) it is
fulfilled that qi,ω2−1 = 0, so, detQ [α2, . . . , αk|ω2, . . . , ωk] = 0. Then
detQ [α|ω] = qα1,ω1 detQ [α2, . . . , αk|ω2, . . . , ωk] = 0.
Hence the only nonzero term of (16) is that associated with ω = (β1, β2, ω3, . . . ωk).
By reasoning in the same way with the remaining elements of ω we have that the only nonzero term in the
auchy–Binet formula is the one that corresponds to ω = β , so
det A[α|β]  
̸=0
= detQ [α|β] det R[β|β]  
̸=0
⇒ detQ [α|β] ̸= 0.
Besides, since A is an ASSR matrix with signature ε = (ε1, ε2, . . . , εn), by Definition (10) we have that
0 < εk det A[α|β] = εk detQ [α|β] det R[α|α]  
>0
.
o, if det A[α|β] is a column boundary minor of A, then detQ [α|β] is a generalized column boundary minor of Q of order
k, and εk detQ [α|β] > 0. □
Example 4. The condition given in the previous result on Q does not ensure the sign regularity of Q . Considering the
atrices of Example 3 again, we see that the elements of Q do not have the same sign, and so the minors of order 1 do
ot verify the condition.
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