Abstract: In this paper, the use of an absorbing boundary condition (ABC) is investigated for the numerical simulation of free surface water waves. An enhanced type of an ABC based on the rstand second-order Higdon boundary conditions [1] is presented. The numerical implementation of the ABC using a staggered grid arrangement is explained in detail. Numerical examples are provided to demonstrate the performance of the proposed boundary conditions.
Introduction
Since the 19th century when rst wave theories were proposed, understanding the motion and behavior of the waves in nature has been a very popular subject among researchers from various elds of science. Nevertheless, even today when we have highly capable numerical methods and computational power at our disposal, particular aspects of numerical modeling of water wave propagation remain a formidable challenge. Typically the phenomena of interest are local but embedded in a vast spatial domain; for example, the interaction between free surface waves and numerous kinds of man-made structures in the ocean. For ecient computational modeling, this vast spatial domain around the region of interest is truncated via articial boundaries, which suggests that a compact computational domain around the structure and a residual innite domain are introduced. At this point, one of the most elusive and dicult topics surfaces when we try to answer this question: What is the boundary condition to be imposed on these articial boundaries in such a way that the solution in the compact domain coincides with the solution in the original domain?
In the literature the boundary conditions applied on the articial boundaries are called by various names, such as non-reecting, absorbing, open, transparent and radiating boundary conditions. Throughout the rest of this thesis we will use the term Absorbing Boundary Condition (ABC). Several types can be listed under the wide variety of ABCs: Nonlocal, semi-local or local operators, numerical dissipation zones and Dirichletto-Neumann (DtN) map based conditions. Each type of ABC has signicant amount of work behind it since a large number of researchers from dierent elds extended earlier works in various directions over the last few decades. This has resulted in 1 a substantially broad literature. Fortunately, there are a number of good reviews. For a review regarding only high-order local ABCs, see [2] . [3] and [4] present lengthy overviews of local and non-local ABCs along with other articial boundary conditions. Also, [5] oers a survey of exact ABCs. [6] discusses the use of ABCs and numerical dissipation zones suitable especially for compressible turbulent shear ows. For a review of ABCs and perfectly matched layers (PML) for wave propagation problems, the reader is referred to [7] . Several techniques to absorb free surface waves are briey discussed by [8] .
In order to state our motivation for the work presented in this paper, we will rst lay out some requirements which are relevant for free surface water wave simulations, coastal and oshore applications. We will walk in the footsteps of [9] , and present the criteria which a new ABC is expected to fulll. We will give our comments together with his remarks written in italic form. In the mean time we will keep in mind the work by [8] and [10] which discuss properties of dierent types of ABCs with respect to a number of criteria.
1. Well-posedness: The problem in the domain including the implementation of the ABC on the articial boundary is well-posed. Well-posedness of an initial-boundary value problem (IBVP) needs to be addressed before discretization, and a number of classical references are available in that regard, e.g., [11] , [12] and [13] . The starting point of our work will be the Higdon ABC given in Eq. (13) , and the well-posedness of the IBVP with the Higdon ABC was studied by several researchers, e.g., [1, 8, 14] .
2. Accuracy on the continuous level: The amount of spurious reection due to the ABC is small. Theoretically speaking it is possible to reduce the amount of reection by setting the order of an ABC as high as possible. But is that really necessary? In numerical simulations of relevant practical situations around ve percent reection is generally acceptable since this amount is also encountered in experimental basins and umes. Therefore it may not be necessary to apply a high-order ABC for the sake of very small amount of reection. Hence the 1st and 2nd-order Higdon ABCs will be the starting point in our derivation.
3. Scheme compatibility: The ABC on the boundary is compatible with the numerical scheme used in the domain. Overall scheme compatibility can be a strict limitation for an ABC. For example, some ABCs [9] discusses this and reports that, for example, the Perfectly Matched Layer (PML) by [18] suers from such an issue. In Section 4 we will present results from numerical tests, and show that the error produced by the use of the discrete ABC is at an acceptable level.
6. Eciency: The application of the ABC on the boundary does not increase computational cost signicantly. This is where the decision of using a local ABC rather than any other type of ABC becomes more clear. With local ABCs it is possible to locate the articial boundary close to the area of interest, and hence reduce the amount of computational work to obtain a solution. This is not the case for some of the other ABCs, for example, with the damping layer where large zones of one or more wavelengths are usually added to the domain [19] . Such implementation requires considerable computational eort especially in 3D, which renders the method inecient. The ABC we will present does not require a large computational eort. This will be shown in Section 3.5. This property also holds when the ABC is applied in 3D. The cost of using the ABC on the boundary is proportionate to the cost of solving the governing equations within the interior of the domain.
Ease of implementation:
The ABC is easy to apply, and resulting numerical code is maintainable.
Implementation of an ABC is generally not rudimentary. When several properties in this list are set out to be satised, the resulting ABC gradually becomes more complicated. Nevertheless we will demonstrate later in this chapter that considering the overall properties of the presented ABC, the diculty of its numerical implementation is only commensurate.
8. Generality: The ABC performs well in a wide variety of applications. The ABC designed here is not a general ABC which is suitable for a large class of problems. The main focus in this work is to account for dispersive and directional eects of free surface waves in an arbitrary water depth in a 3D domain.
Another goal is to design an open boundary condition which allows waves to travel in and out of the domain over the same boundary. This is especially needed when there is a structure in the domain. At the moment, it is not clear how to deliver this property with other type of ABCs due to the fact that an in-depth discussion on this topic has been made only by a small number of researchers. Observing the work performed with local ABCs we realized that these boundary conditions are more suitable in developing an open boundary condition. See [17] for further discussion on this matter.
The rst four criteria in the list are somewhat associated with convergence of a numerical scheme. Naturally this can be demonstrated more readily once the ABC is applied. [9] states that most of the work in this eld has focused on the combination of properties 5 and 6. Designing an ABC which satises all the criteria above remains a formidable challenge. Therefore, as many researchers, we made some compromises when it comes to some properties, and tried to deliver an ABC which accomplishes the most needed goals in an ecient manner. This will be demonstrated throughout several sections in the rest of this paper.
The absorbing boundary conditions presented in this paper have been incorporated into a numerical method called ComFLOW. ComFLOW was initially developed to simulate one-phase ow. Later, implementation of the method was extended to a wider class of problems after improving the method to model two-phase ows [20] and [21] . Simulation of sloshing on board spacecraft [22] , [23] , [24] ; medical science [25] , [26] ; µ-gravity biology applications [27] ; engineering problems in maritime and oshore industry [28] , [29] , [30] , [31] , [32] , and [33] are among those where ComFLOW has been generally used. The reader is referred to [34, 35] and the ComFLOW website (www.math.rug.nl/∼veldman/comow/comow.html) for an overview of the current status of the method.
The rest of the paper is organized as follows. Section 2 presents an introduction to the topic of local absorbing boundary conditions. Design of the ABC is explained in a comprehensive manner in Section 3. After establishing the statement of the problem rst, this section continues with discussions on the dispersion relation, theoretical reection coecient, and numerical discretization of the ABC. In Section 4 results of numerical experiments are presented in order to fully demonstrate the performance of the ABC.
Absorbing boundary conditions
For convenience we will present a short introduction to the rst hierarchy of local absorbing boundary conditions developed by [36] . This work can be considered as one of the cornerstones in the eld of absorbing boundary conditions, and is essentially related to the ABC that we will design later in this chapter. We start the discussion by considering the two dimensional wave equation
where c is the propagation or phase speed. Solutions of this equation are plane waves which have the following form φ (x, y, t) = e i(kxx+kyy−ωt)
where ω is the frequency and (k x , k y ) are the components of the wave number vector in the x and y-directions, respectively, k = (k x , k y ). Substitution of Eq. (2) in Eq. (1) results in the following expression
which is called the dispersion relation. Now assume that we have an articial numerical boundary at a location along the x direction and waves are propagating eastward. Correspondingly we solve Eq. (3) for k x ,
Because of the square root on the right-hand side, Eq. (4) will yield a pseudo-dierential equation rather than a partial dierential equation when transformed back into the physical domain. Unfortunately the pseudodierential equation is nonlocal both in time and space. This suggests that the entire temporal history of the solution needs to be stored over the whole boundary where the ABC is applied, thus it is considerably nonviable to implement in practice. Therefore the square root on the right-hand side is replaced by a Taylor series representation in order to obtain a partial dierential equation which can be locally discretized in the physical domain. Considering only the rst few terms of its Taylor series representation we can approximate the square root as follows
where s = (k y c/ω) 2 (see [37] for a discussion on various expansion techniques). If we take only the rst term in this representation and ignore the rest, hence √ 1 − s 1, and transform the resulting dispersion relation back into the physical domain, we obtain
Eq. (6) is the 1st-order Engquist-Majda boundary condition [36] , or alternatively the Sommerfeld condition [38] . Similarly if we consider the rst two terms in the Taylor series representation and redo the process, we reach
which is the 2nd-order Engquist-Majda boundary condition. If we make use of the wave equation given in Eq.
(1), we can reformulate Eq. (7) in the equivalent form:
In order to assess the benet of using Eq. (8) as opposed to Eq. (6), we need to take a look at the amount of spurious reection generated by each scheme as a function of the angle of incidence. For this purpose we utilize the idea that at the articial boundary, we can express the solution as the sum of outgoing and reected waves, that is φ (x, y, t) = e i(kxx+kyy−ωt) + Re i(−kxx+kyy−ωt) ,
where the rst term represents the wave with amplitude equal to unity impinging on the boundary, and the second term represents the spuriously reected wave with amplitude R. To evaluate R, we substitute Eq. (9) into the 1st and 2nd-order Engquist-Majda boundary conditions, and arrive at the following relations
Here R E&M −1 and R E&M −2 denote the amount of spurious reection corresponding to the 1st and 2nd-order Engquist-Majda boundary conditions, respectively, and θ is the angle of incidence measured in the clockwise or counter-clockwise direction from the positive x-direction, |θ| < π/2. Observing Eqs. (10) it can be readily seen that both boundary conditions are nonreecting when the waves are approaching in the normal direction to the boundary, θ = 0. If the waves approach the boundary at nonnormal angles of incidence, then |R E&M −2 | < |R E&M −1 | holds for |θ| < π/2. When |θ| = π/2, both boundary conditions provide full reection. This result is of no consequence since it corresponds to the case where waves propagate parallel to the boundary, which is redundant with our discussion. [1, 39] later showed that it is possible to modify the 1st-order Engquist-Majda boundary condition, and developed the following condition
with the corresponding reection coecient
It can be readily seen that the 1st-order Higdon condition is more exible than the 1st-order Enguist-Majda condition concerning the angle of incidence. As opposed to providing full absorption only at the normal incidence, Eq. (11) is nonreecting for waves impinging on the boundary with an angle ±α. Higdon also presented the higher-order version of this boundary condition
which has the following reection coecient
It is easy to observe that his generalized scheme is perfectly absorbing for waves traveling towards the boundary at angles of incidence ±α 1 , ..., ±α P with the phase speed c. This rather intuitive approach allows us to adapt the choice of α to any situation at hand. It is also possible to see the connection between Eqs. The reection coecient as a function of the angle of incidence for the 1st and 2nd-order Enguist-Majda and Higdon ABCs is illustrated in Fig. 1 . Clearly the 2nd-order methods are superior to 1st-order ones. Among the four methods the 2nd-order Higdon is the most eective. The choice of α 1 = 0
• , α 2 = 45
• appears to give the best overall performance for waves striking the boundary under the range of angles between θ = 0 • and θ = 50
• . Similar eorts have been made by other researchers to design high-order local absorbing boundary conditions. For example, [40] developed a high-order local boundary condition in spherical coordinates. On a spherical articial boundary of radius R their condition takes the following form
Theoretically all the families of conditions presented above have an arbitrary accuracy which increases as the order of the conditions increases. However these high-order boundary conditions include high-order spatial and temporal derivatives, which eventually compromises the locality of these conditions. Furthermore numerical implementation starts to become a serious bottleneck since discretizing an arbitrary P th-order dierential operator is unpractical. Indeed [41] notes that only up to 2nd-order conditions are most commonly used in practice. Nevertheless the above boundary conditions have been used in practical applications and satisfactory results have been achieved in many cases [9] .
In order to circumvent the diculty of having high-order derivatives associated with a high-order boundary condition, [42] introduced the use of auxiliary variables. His boundary condition of order P takes the following form
where p = 1, ..., P on the articial boundary and
Here ψ p are the auxiliary variables imposed on the articial boundary. In total, for the P th-order Collino boundary condition, P + 1 coupled equations are solved on the boundary for the P + 1 functions φ, ψ 1 , ..., ψ P .
It is important to note that this boundary does not involve any high derivatives beyond 2nd-order. Additionally derivatives of the auxiliary variables ψ p are taken only along the boundary (y-derivative) and in time. [9] states that this feature is fundamental as the auxiliary variables are dened only along the articial boundary. Many high-order local absorbing boundary conditions today utilize the idea of auxiliary variables as the basis in their design, e.g., [43] , [44] and [45] . Thus [2] claims that [42] can be regarded as the pioneer of the practically high-order local absorbing boundary conditions. In addition to directional eects of the waves, dispersion has also been the focus of many researchers. Considering the highly nonlinear governing equations which are employed in many complex modeling applications, it is unlikely to have a priori knowledge regarding the phase speed c. As a result c is generally computed during the course of the numerical simulation. [46] suggested the following idea to compute c c = − ∂φ/∂t ∂φ/∂x .
Clearly this expression is found from the boundary conditions (6) itself, and makes sense only in the discrete form. To discretize the right-hand side, he suggested using the information near the boundary at the previous time step via suitable nite dierence approximations. An obvious problem is that we may encounter unphysical values from this computation. When the angle of incidence increases, i.e., the waves are rather oblique, the normal derivative approaches zero, which results in an innitely large value for c. Furthermore if c < 0 is obtained, then this implies that information propagates back into the domain instead of outside. If these unphysical values are in turn used with the boundary condition, numerical instability will occur. Therefore, in practice, a restriction on c is imposed for stable solutions, for example when explicit leapfrog time dierencing and upstream space dierencing are used in discretizing the boundary condition, then c is bounded to satisfy the CFL condition, 0 ≤ c ≤ ∆t/∆x. [47] investigated the use of Orlanski's scheme in numerical simulations of shallow water waves, for which c has the well-dened value of √ gh. They report that the scheme rarely yields a meaningful value for c because computed values of c often fall outside the stability limit, and have to be reset to either zero or ∆t/∆x. In the spirit of Orlanski's work various schemes have been developed to approximate c in a more accurate and stable fashion. For a survey of those schemes the reader is referred to the work of [48] and [49] .
Other attempts have also been made to incorporate the dispersive nature of the free surface waves into the construction of absorbing boundary conditions. The main trend among researchers seems to be using highorder local ABCs, e.g., [50] and [51] where auxiliary variables are utilised to eliminate high-order derivatives in the high-order ABCs, see [52] for a comparison between the two works for a dispersive one-dimensional medium.
3 Design of the ABC
Statement of the problem
If we consider water as a homogeneous, incompressible, viscous uid, we can describe uid motion in an arbitrary domain by the continuity equation and the Navier-Stokes equations written in a conservative form as the following,
In Eqns. (19) and (20), Ω denotes a volume with boundary Γ (see Fig. 2 ) and normal vector n, u = (u, v, w)
T is the ow velocity, ρ is the uid density, p is the pressure, µ is the dynamic viscosity, ∇ is the gradient operator and F = (F x , F y , F z ) T represents external body forces acting on the uid such as gravity, centrifugal, Coriolis and electromagnetic forces. In-depth analysis of how these equations are implemented is beyond the scope of this paper, and the reader is referred to the following works for that purpose, e.g., [53] and [32] . However, we will briey explain the adopted solution technique since some intermediate expressions in this process will often be referred to later in the paper. In order to do so, we write the equations of motion in a schematic form div u n+1 = 0,
where n and n + 1 indicate the old and new time level, respectively, ∆t is the time step, and R contains all convective, diusive and body forces
in which ν is the kinematic viscosity. Discretizing the continuity equation (21) at the new time level ensures a divergence-free velocity eld at this time level. Rearranging the terms in Eq. (22) yields
The termũ n is often referred to as an auxiliary velocity, and calculated rst in the solution process. After substituting (24) into (21), we have
Equation (26) is the Poisson equation for the pressure. Typically, this equation is solved using the SOR (Successive Over Relaxation) method such as developed by [54] . Once the pressure eld is obtained, the velocity eld at the new time level is calculated via Eq. (24). In ComFLOW, the equations of motion (19) and (20) are solved in a computational domain Ω via imposing various types of boundary conditions such as free surface, wall, inow and absorbing boundary conditions. Typically on the west and south boundaries Γ W and Γ S the incoming wave is prescribed. At every time level starting from t = 0, free surface elevations, values of the velocity components and pressure corresponding to the considered wave model are provided on Γ W and Γ S . At the bottom Γ B we specify a no-slip no-penetration condition which is simply the Dirichlet condition. At the free surface Γ F S continuity of normal and tangential stresses results in expressions for the velocity components and pressure. We now introduce two articial boundaries Γ N and Γ E , see Fig. 2 . To complete the statement of the problem, we will implement an ABC on these articial boundaries.
ABC-1 (Dispersive ABC)
Consider the following boundary operator on Γ E :
[39] showed that (27) is perfectly absorbing if α is equal to the angle of incidence θ (see Fig. 2 ) for a wave described by the wave or velocity potential φ and traveling with phase speed c.
If we replace c in (27) by the dispersion relation, namely,
we can rewrite (27) as
The boundary condition (29) is perfectly absorbing for this single component, but recall that a wave is sometimes formed by superposition of a number of components. Each individual component of this wave has its own frequency, amplitude, wave number and phase. Therefore, the boundary condition (29) cannot annihilate all these wave components simply because it is evidently designed for only one of them. At this point a question crosses one's mind: Is it possible to develop a boundary condition which has the feature of allowing reection only to an acceptable threshold for all the components which all together form an irregular wave? One can deduce from the way this question is asked that we expect some amount of reection for such a boundary condition but it will be restricted within certain limits. Now we introduce the following rational expression which approximates the dispersion relation (28),
where a proper choice of coecients a 0 , a 1 and b 1 leads to a close approximation for the largest possible range of kh values, see Fig. 3 . The dierence between the two curves gives an indication for the amount of reection caused by the rational approximation. Although the accuracy of the approximation decreases for high wave numbers, eventual reections at these wave numbers will be damped by other physical mechanisms. Now a further improvement is introduced into the design of the boundary condition: by exploiting the approximately exponential behavior of the wave potential in the z-direction, the wave number k is computed locally from the potential itself. After straightforward algebraic manipulations, we can obtain the following relation
By employing (31) there is no need to choose a value for k before the numerical simulation since it is calculated during the course of the simulation. Finally we substitute (31) and (30) in (27) to reach the nal form of the absorbing boundary condition to be applied on
Following the same method it is easy to write the ABC on Γ N .
ABC-2 (Dispersive Directional ABC)
Now, a further modication of the dispersive ABC will be discussed to account for both dispersive and directional eects of the waves. As it was already illustrated in Fig. 1 , the 2nd-order Higdon ABC has superior performance over the 1st-order one in terms of directional eects. Therefore, we will incorporate the improvements that we made in the previous section concerning dispersive eects into the 2nd-order Higdon ABC. We can write this ABC for Γ E as the following:
where |α i | < π/2 for all i. The condition (33) is satised exactly by any plane wave φ traveling out of the domain at angles of incidence α 1 and α 2 with the phase speed c. If we expand Eq. (33), we will have
Considering the relations (30), (31) and (34), we realize that only one of the operators can include the approximation for the dispersion relation. Otherwise, the product of two approximations would yield a fourth-order derivative in the z-direction which will cause diculties when discretized at the boundaries. Therefore, we substitute the relations (30) and (31) in one of the operators. The resulting expression for the ABC-2 is the following
Analogous with the discussion for the ABC-1, this expression can also be easily written for the boundary operator to be applied on Γ N . In what follows, we will demonstrate the eectiveness of the four boundary conditions, Eqs. (27) , (32) , (33) and (35), by displaying the amount of reection as a function of both the angle of incidence θ and the dimensionless wave number kh.
Reection coecients of the absorbing boundary conditions
Substituting the potential function (9) into the four boundary conditions, namely Eqs. (27) , (32), (33) and (35) , yields the following expressions for the reection coecient
R ABC−2 = − c out cos α 1 − c cos θ
Here c out denotes the phase speed of the outgoing wave, whereas c, which approximates c out , is a parameter in the operators. If c and c out are equal to each other, then the reection coecient will depend only on wave direction. In this case if the wave direction θ is equal to the angle parameter in the operators α, then all the operators will be perfectly absorbing. This suggests that since both the eects of wave direction and phase speed contribute to the amount of reection, we need to possess information a priori about both parameters for small reection. In many practical situations, however, we unfortunately have information on neither of them at outow boundaries.
(a) First-order Higdon in Eq. (27) . Corresponding reection coecient is Eq. (36). Figure 4 demonstrates the amount of reection as a function of the angle of incidence θ and the dimensionless wave number kh to compare the eectiveness of the four boundary conditions; the rst-order and second-order Higdon operators, ABC-1 and ABC-2. For the coecients in (30) we take a 0 = 1.04, a 1 = 0.106 and b 1 = 0.289 while respecting the stability limits concerning these coecients and providing a good approximation for the kh values from 0 to 20. We also take c = 0.316 √ gh in the boundary conditions in which this parameter appears. This choice corresponds to the kh value of 10 which is exactly in the middle of the considered kh range between 0 and 20. All the angle parameters in the boundary conditions are set to be zero as an arbitrary initial choice.
In Fig. 4 , light-colored areas between isolines illustrate small reection zones while as the color gets darker the amount of reection increases since grazing incidence is approached where waves propagate parallel to the outow boundary. More particularly, white-colored zones demonstrate the ranges where the reection coecient is below ve percent which is an acceptable threshold in practical wave simulations. Close examination of the results clearly shows the relative merits of the ABC-1 and ABC-2 over the rst-order and second-order Higdon operators. The rst-order Higdon operator generates reection below ve percent between kh values of 8 to 12 approximately, which is expected since the prespecied c value corresponds to the kh value of 10. However, this range is between 0 to 8 with the ABC-1. The reason for this behavior lies in the way the dispersion relation is approximated. The area between the two curves in Fig. 3 gives an indication of the amount of reection caused by the approximation. From this plot, we clearly see that the dispersion relation is approximated well in the range kh ∈ (0, 8]. From 8 to 20, the reection increases as the approximation becomes gradually poor, which is shown in Fig. 4(b) . In terms of directional eects, the performance of the ABC-1 is somewhat better than that of the rst-order Higdon operator.
The second-order Higdon operator improves both the dispersive and directional behavior of the rst-order operator. This is a result of the fact that the reection coecient of the second-order Higdon operator (37) is a product of two factors. Since each of these factors is smaller than 1, the product of them becomes even smaller, and areas indicating small reections increase, see Fig. 4(c) . However, between kh values of 0 to 4, the second-order Higdon operator has a poor performance. This is where the approximation for the dispersion relation once again plays a role, and the ABC-2 consequently eliminates this poor performance.
The distinguishing characteristic of generating small reection for a range of both kh values and angles of incidence reveals the reason of applying the approximation for the dispersion relation into the second-order Higdon operator: we have improved the dispersive behavior of the operator through the approximation for the dispersion relation while the operator itself has already favourable behavior in terms of directional eects. Thus, the ABC-2 becomes a versatile and accurate boundary condition for various sea states which possess both dispersive and directional features.
Numerical discretisation of the ABC-1 and ABC-2
Since the governing equations inside the computational domain are written in terms of the velocity components and pressure, the ABCs (32) and (35) must be interpreted in terms of the same variables. As we have a staggered grid arrangement for the ow variables inside grid cells (see Fig. 5 ), the location of the outow boundary must also be specied appropriately. All ow variables that we need here can be calculated by taking derivatives of the wave potential. Exploiting the potential theory and linearized Bernoulli equation, it is possible to obtain the following expressions for the derivatives of the wave potential with respect to time and space
In Eqs. (40) and (41), the subscript b indicates that the quantity is dened at the boundary, the subscript p indicates that the quantity is evaluated at the elevation of the pressure point, and for simplicity the uid density is taken to be one. We see that both the velocity and pressure are dened at the same position in space in order to avoid any phase shift errors between ow variables. By the same logic, these variables are also dened at the same instant in time, which is the new time level t n+1 . The outow boundary is situated at the same position as u I along the x-direction, therefore we can impose
for k = 1, ..., K. In order to obtain p b , however, we employ linear interpolation and introduce mirror cells adjacent to the outow boundary (see Fig. 6 ), i.e.,
for k = 1, ..., K. The shaded areas around the computational domain illustrated in Fig. 6 contain the mirror cells. In order to plug the ABC-1 into the pressure Poisson equation (26) which is solved inside the computational domain for the pressure at the new time step p n+1 , the velocity component at the new time step u n+1 should be eliminated. Utilizing the discrete form of the x-momentum equation (24), we have
u n+1 is written in terms of the pressure p n+1 and the auxiliary velocityũ n (25). As a result, the ABC-1 will have the same temporal character as the pressure Poisson equation. Consequently, we obtain the discrete form of the ABC-1 to be prescribed on Γ E as follows
for k = 1, ..., K where ∆x p I+1 = x p I+1 − x p I . Equation (45) does not contain any ow variables from the neighboring cells along the y-direction. Therefore, for simplicity, we ignored the subscript j for the ow variables here and elsewhere. For the approximation of the second-order derivative in the z-direction, the following relation designed for a stretched grid is employed,
where ∆z p k+1 = z p k+1 − z p k , and ∆z p k is calculated similarly. [55] shows that the approximation (46) is second-order accurate on smoothly stretched grids.
Following the same steps, we can easily derive the ABC-1 on Γ N . The discrete ABC-1 on Γ E and Γ N is a set of equation for the pressure values in the mirror cells adjacent to the computational domain, see Fig. 6 . The addition of these mirror cells to the domain actually represents the cost of implementing the ABC-1. In fact, the ABC-1 is solved for pressure values in a total number of (I + J) × K cells. The stencil for p n+1 I+1,k is plotted by a red dashed line in Fig. 6(a) . Observing Figs. 6(a) and 6(b) we realize that a typical stencil for a pressure point encompasses 9 ow variables, 6 of which reside in the computational domain whereas 3 can be associated with the treatment of the boundary condition.
Analogous with the discretisation for the ABC-1, we follow the same steps to obtain the discrete form of the ABC-2. The derivatives of the pressure with respect to time and space are taken as
Using the linear interpolation of the pressure values on either side of the boundary, we can have
Substituting (49) into (47) results in the following expression for the nal form of (47)
Similarly, the derivatives of the velocity component with respect to time and space are obtained by
where ∆x u I = x u I − x u I−1 . The form of the pressure Poisson equation (26) allows only the pressure to be at the new time level. Therefore, the velocity values at the new time level in Eqs. (51) and (52) need to be eliminated. For this purpose, we resort to the discrete momentum equation
(a) Stencil of the ABC-2 in the x-z domain.
(b) Stencil of the ABC-2 in the x-y domain (top view). 
Results and discussions
In this section we present results of two numerical experiments where the ABCs are applied at the outow boundaries of the computational domain. We will rst investigate the capability of the ABCs in a test where a short-crested wave is generated in the computational domain. In the second test, circular concentric waves are generated as a result of an oscillating solid sphere impacting on water surface in a tank.
The results of the numerical simulations will be analyzed through error norms. For that purpose, we introduce three error measures,
e Ω = 1 I
where η is the free surface elevation. Here the subscript s indicates the solution in the domain of interest or 'small domain' and the subscript r indicates the reference solution. In the numerical experiments considered here, the reference solution is obtained by solving the problem in a much larger domain with the same discretization in space and time. More information on the setup of the tests is given below. The pointwise error e (i, j) provides information at particular time instances throughout the simulation. In addition, it demonstrates the exact location of the error in the computational domain which is not the case for the other error measures. The common property of the global norm e Ω (also used by [50] ) and the innity norm e ∞ is that they display a complete picture of the error behavior in a single plot. More particularly, we can examine the normalized length of the error vector using e Ω , whereas e ∞ captures the maximum value in the error vector which is useful especially to check if a certain limit for the error is breached.
Short-crested wave test
In this numerical experiment, the ABCs are applied in a computational domain where a directional irregular wave is generated. The reference solution used in the error measures is computed by solving the problem in a vast domain Ω L which is larger than the small domain Ω S only on the x-y plane, see Fig. 8 for the illustration of the problem. The size of Ω L is dened in such a way that the reected waves from the outow boundaries, which are located at x = 250m and y = 250m, do not reach Ω S during the simulation. This procedure guarantees that in Ω L , the solution in the part which has the size of Ω S will not be perturbed by the reected waves, and hence it can be used as a reference solution. This test combines the two eects, directional and dispersive eects, since the wave is composed of a large number of components each with its own frequency and propagation direction. Since the phase speed and the angle of incidence of the wave which is impinging on the outow boundaries are not known beforehand, the parameters in the ABCs are chosen in such a way that the reection coecient is minimum for the ranges of kh and θ of the components. The free surface of the short-crested wave at t = 0s is shown in Fig. 9(a) . This JONSWAP spectrum wave is composed of 537 Fourier components with T p = 9s and H s = 0.1m, and Fig. 9(b) illustrates how the energy of this wave spreads along frequency and direction. Frequencies are dened between 0.5 and 1.4 Hz, and directions are dened between 10 and 100 degrees.
Numerical simulation is carried out by performing 4000 time-steps at ∆t = 0.009s. The lengths of Ω S in the x-and y-directions are the same, l x = l y = 50m, and the water depth is h = 2.875m. By running the simulations for t max = 36.0s and taking into account the phase speed of the fastest propagating wave component √ gh, we calculate the lengths of Ω L in the x-and y-directions as L x = L y = 250m. Two uniform grid resolutions are considered: 0.5m and 0.25m. Figure 10 shows the innity norm e ∞ and the global norm e Ω on two grid resolutions for the two ABCs. The largest value of e ∞ for the ABC-1 is nearly 21.0% whereas it is only 11.0% with the ABC-2. e ∞ demonstrates a highly erratic behavior with ABC-1, it reaches the value of 11.0% at t = 12.0s, changes to 21.0% at t = 23.0s, and decreases back to 9.0% at t = 30.0s. When it comes to ABC-2, however, it oscillates within a much more limited band of 7.0% to 11.0% during the entire simulation. Figure 11 demonstrates the pointwise error e (i, j) (57), normalized with H s and averaged over time, on the ne grid. Analogous to the previous numerical tests, the reected waves propagate back into the computational domain and spoil the solution. As the short-crested wave striking the outow boundaries is composed of many components propagating in their own directions, the reected wave is so as well. It is obvious that the second-order ABC-2 is signicantly better than its rst-order counterpart ABC-1 (note the dierence in color scale). Since large errors occupy only small parts of the domain, e Ω has much smaller values than e ∞ ; for example, the largest value of e Ω is about 1.6% with ABC-2 on the ne grid whereas the maximum of e ∞ is 11.0%.
Circular concentric waves radiating from a localized source
In the second test an oscillating solid sphere with a prescribed motion is impacting on water surface in a tank. The sphere with a radius of 4m is initially located 4m above the free surface, see Fig. 12(a) for the initial condition of the problem. The sphere is allowed to make only vertical motion along the z-direction. Sinusoidal motion of the sphere is prescribed by z s (t) = 2 + 2 cos (2.4t). After the impact of the sphere on the water surface initially at rest, a series of circular concentric waves is produced radiating outward from the center in all directions. To absorb these waves ABC-1 and ABC-2 are used at the outow boundaries and their performance is compared. Similar to the previous test reference solution is obtained by repeating the simulation in a large domain, see Fig. 12(b) for the setup of the two domains. The length and the width of Ω S is the same, Lx Ω S = Ly Ω S = 50m, and its depth is Lz Ω S = 10m. Ω L has the same depth but dierent length and width, Lx Ω L = Ly Ω L = 400m. The size of Ω L is arranged in such a way that radiating circular waves do not reach the outow boundaries of Ω L throughout the simulation.
Two uniform grid resolutions of 0.25m and 0.5m are considered. Simulations are performed for 30s. A large number of probes are placed in the domain to compare the free surface elevation records at various locations. Due to the symmetry of the problem we show results only from six probes, see Fig. 13 for the locations of the probes. Because of the prescribed motion of the sphere the generated circular wave is regular, and both the ABC-1 and ABC-2 are tuned to absorb this regular wave. However, since the wave is circular, it impinges on the outow boundaries at dierent angles at dierent positions. To account for this directional eect, the angle coecients in both boundary conditions are set to 45
• . Figures 14 and 15 show the free surface elevation history from the six probes on two grid resolutions. As the circular concentric wave travels out from the center, the amplitude of the wave decreases. This is due to the fact that the energy of the wave is spread over a larger area as the wave radiates from the center, which suggests that each particle of the wave gets less energy. This causes a decrease in the wave amplitude. Results demonstrate the superiority of the ABC-2 over ABC-1 clearly. Apart from the wave probe p#4, the other ve probes show a signicant dierence between the performance of the ABC-1 and ABC-2. The probe p#4 is very close the center of the domain, and therefore, it takes more time for the reected waves to reach this probe. After t = 25s this probe also starts to show some dierence. Fig. 16 illustrates snapshots of the simulations at t = 30s when ABC-1 and ABC-2 are used on the ne grid. With ABC-1 dierent amounts of reection at dierent locations result in a chaotic free surface. With ABC-2, however, the free surface is considerably less disturbed.
Concluding remarks
This paper presents the design and performance of two absorbing boundary conditions. These boundary conditions are based on the rst-and second-order Higdon operators [39] . The numerical implementation of the rst-and second-order variant, ABC-1 and ABC-2 respectively, using a staggered grid arrangement is explained in detail. Two numerical examples are provided to demonstrate the performance of the ABC-1 and ABC-2. The reection character is observed, and the results of the computations are discussed and compared. The numerical simulations showed that the second-order variant ABC-2 clearly outperforms the rst-order variant ABC-1 in terms of both dispersive and directional eects of waves. Moreover, the increase in performance does not come at the expense of additional computational cost. It was shown that the ABC-2 is solved in the same total number of cells as ABC-1. Compared to that for the ABC-1, the stencil for the ABC-2 is larger and extends in the direction normal to the outow boundary. Nonetheless, a Krylov subspace solver, BiCGSTAB, with ILU(p) factorization as preconditioner (which was chosen more accurate near the boundaries) was capable enough to solve the linear system within similar amounts of time with ABC-1 and ABC-2.
