Boosting is a classification method which has been proven useful in non-satellite image processing while it is still new to satellite remote sensing. It is a meta-algorithm, which builds a strong classifier from many weak ones in iterative way. We adapt the AdaBoost.M1 boosting algorithm in a new land cover classification scenario based on utilization of very simple threshold classifiers employing spectral and contextual information. Thresholds for the classifiers are automatically calculated adaptively to data statistics.
INTRODUCTION
Contemporary commonly used methods of satellite image supervised classification are usually based on neural networks, decision trees or support vector machine (SVM) (Brito and Quintanilha 2012) . The need for high accuracy of results leads to search for new approaches. One of them is boosting (Quinlan 1996) , which has been proven useful in other applications, especially in biometrics. It is a technique which builds a strong classifier from many weak ones and is an example of ensemble classification.
Boosting was employed in a wide range of applications in computer vision for non-satellite imaging. For example, it was successfully applied in face detection (Viola and Jones 2004) , license plate localization (Dlagnekov 2004) , and biomedical datasets classification (Cerquides et al. 2006) .
The technique has been already partially exploited in satellite image classification for the pixel-oriented approach. As for weak classifiers can be chosen any of contemporary classification methods (e.g., thresholding spectral values, nearest-neighbourhood, neural network, decision trees, support vector machine, Bayesian methods, etc.), the vast majority of satellite image studies employ boosting with decision trees methods (Schneider et al. 2010 , Chan and Paelinckx, 2008 , Lawrence et al. 2004 , Friedl et al. 1999 McIver and Friedl 2001) . They are mostly based on C4.5/C5.0 algorithms and tools implemented in C/C++ (or J4.8 -their Java version) developed by Quinlan (1996) . Only few studies are related to utilization of boosting with weak classifiers other than decision trees. Briem et al. (2002) and then Benediktsson et al. (2007) compared performance of different classification methods including simple one-feature algorithm 1R (Holte 1993) , decision table and decision tree to their ensemble versions, where these methods were used as weak classifiers. They used three ensemble methods: boosting, bagging, and consensus theory. In the comparison, authors also included other popular classifiers like minimum Euclidean distance, Gaussian maximum likelihood, and neural network. Performance results on two multisource remote sensing and geographic datasets indicate that boosting classifiers outperforms other ones: for the first datasets the highest overall and average test accuracies were obtained for boosting with simple one-feature 1R classifiers while for the second dataset boosting with decision trees was the best.
In this paper we investigate a novel scenario for land cover classification for pixel-oriented approach, where as weak classifiers for boosting we use simple threshold classifiers based not only on spectral values of the pixel, but also on statistical and contextual information. The weak classifiers are defined adaptively to training data. The method can be applied for any land cover binary classification problem, but in order to prove its high performance we tested the method on non-trivial exemplary classification problem.
As the example we selected artificial area identification on IKONOS multispectral data.
BOOSTING IDEA
The idea of creating a strong classifier from many weak ones has been investigated since the mid-1980s (Valiant 1984 , Kearns 1988 . The first algorithm of boosting classification, which became popular because of its reliability, was developed by Y. Freund and R. Schapire in 1995 and called AdaBoost (Freund and Shapire 1996) . Since then, some variants of that method have been introduced as well as many other boosting algorithms have been proposed (Matas and Sochman 2001) .
Boosting is a supervised method and it assumes availability of a set of training samples. It has two phases of processing: training and testing. During training procedure, a strong classifier is built based on training data. Testing serves for classification of all image pixels using obtained strong classifier.
The common approach to the training stage of boosting methods is to build a strong classifier from iteratively selected weak classifiers. In each iteration, every weak classifier is evaluated on weighted training data and a classification error is provided. The weak classifier which produces the smallest error is added to the resulting strong classifier with computed weight. In the same iteration, weight of every training sample which has been wrongly classified by the selected weak classifier is increased, while the weights of other samples are decreased. This operation allows to concentrate the algorithm on problematic samples in next iteration. The response of the resulting strong classifier K is a weighted linear combination of responses of selected weak classifiers k i , i = 1, ..., N:
where Z I R: (0,1] denotes weights. This strong classifier is directly used in the testing stage. Adaptation of the boosting algorithm to a classification problem requires: (i) selection of a feature space, (ii) construction of a set of weak classifiers, (iii) definition of a classification error measure, and (iv) selection of training samples.
FEATURE SPACE
Spectral information is the most frequently selected feature for pixeloriented classification in decision trees with boosting solutions (Schneider et al. 2010 , Chan and Paelinckx 2008 , Lawrence et al. 2004 ) and other approaches (Brito and Quintanilha 2012) . Other features like textural, geomet- tric or topologic information are used rarely. They are applied mainly in object-oriented classification (Brito and Quintanilha 2012) .
In our method devoted to land cover classification we propose to utilize all available spectral bands and create one additional band containing mean value of all image band values. Current trends show that besides spectral values of the pixel, spatial information could help in classification (Benediktsson et al. 2007) . Therefore, we include a few basic statistics in the neighbouring window of each considered pixel for each spectral band: mean value, variance, maximal spectral difference (the difference between maximum and minimum). The shape of the neighbouring window is designed to meet the opposite criteria: minimal size and simplicity (to limit computing time), and maximum information about the neighbourhood (to maximize accuracy). In order to fulfil these, we resigned from using classical square window and left only these neighbouring pixels from it which contained information in four main directions, obtaining the cross-shaped window (Fig. 1a) . All the resulting statistic values are scaled linearly to the same discrete range as spectral values to unify the codomain and to reduce computation cost. The size of the window has been set to 11 pixels in horizontal and vertical directions. For dealing with the edge pixels we chose mirroring approach, however other methods could also be applied.
The total number of features amounts to 4 * (N b + 1), where N b denotes the number of bands in an imagery.
WEAK CLASSIFIERS
For each selected feature we consider a set of all possible threshold classifiers. For a single feature with N possible discrete values there exist N -1 possible values for the threshold, and therefore N -1 different threshold classifiers can be defined. Considering all of the features leads to very large total number of weak classifiers. For example, for IKONOS 4-band 8-bit imagery we get 20 features and therefore obtain 20 × 255 = 5100 possible thresholds assuming that every non-spectral feature has a range of 8 bits.
Each threshold is a base to define two classifiers: one determining whether a particular class has values equal or less than the threshold, the second determining whether this class has values above it. Therefore, the number of weak classifiers is equal to double the number of thresholds. For considered example, we achieved over 10 4 weak classifiers. However, it is probable that real data does not contain all of the theoretically possible values. Therefore, in order to reduce the total number of weak classifiers, only the thresholds necessary in the analysed case are considered (Fig. 1b) . For every feature, the algorithm builds a binary histogram which has a positive value for those theoretical feature values which exist in data, and a zero value in opposite case. Subsequently, the thresholds are defined as mean values of two neighbouring non-zero values in the histogram.
A set of all found classifiers based on feature of one kind (among spectral values, mean values in window, variances in window or maximal difference in window) is hereinafter called a family of weak classifiers. Defined families of weak classifiers are used by boosting algorithm in order to build one strong classifier.
CLASSIFICATION METHOD
The method assumes availability of a training set of pixels classified into two classes. During the whole process, manual work is needed only for the creation of the training set. Training and testing phases are fully automatic.
Training
In the first step, for each training point, the features described in Section 3 are computed and the set of necessary thresholds for each feature is calculated according to Section 4. The list of determined thresholds is an input to the second step which applies the boosting algorithm. We chose AdaBoost.M1 algorithm due to its simplicity and reliability (Freund and Schapire 1996) . Among few possible implementations we choose the classical one of Viola and Jones (2001) . It assumes that positive training samples are classified as 1 while the negative training samples as 0. The algorithm starts with the initialization of sample weights according to their positive or negative type (w p,i or w n,j ):
where N p and N n denote the number of positive and negative samples, respectively. Next, the main boosting loop begins. In each iteration a number of steps are executed and sample weights are normalized by division by the sum of all weights (including weights of positive and negative samples). After this operation all the weights sum up to 1 and can be interpreted as probability distribution. Subsequently, all weak classifiers (defined using input thresholds) in all families are consecutively tested on weighted training data. For each feature and each of its thresholds
notes the number of thresholds for feature f, F denotes number of features) two classification errors, e 0 (k, f) and e 1 (k, f), are computed. The first one is devoted for the weak classifier where the first class is considered to be below the threshold, the latter one being dedicated for the opposite case. They are calculated as a sum of weights of misclassified training samples w i :
where f k N denotes the number of misclassified pixels using the weak classifier of feature f and threshold k and the first class is considered to have values below the threshold.
As we need to select the best weak classifier, minimal error e min is found in a set of values e k0 and e k1 for all thresholds for all features:
During consecutive evaluations we preserve only the value of the smallest error already computed, related feature number, threshold value and binary information whether this is e k0 or e k1 .
Next, we update the weights of training samples which were correctly classified by the corresponding classifier: 
We do not modify the weights of wrongly classified samples directly, but in fact they are increased in the next loop because of the normalization step. In the last step of the loop, the found best weak classifier k j is added to the resultant strong classifier with the calculated weight Ȧ j : Fig. 2 . Pseudocode of the proposed classification method. 
The loop of the algorithm is continued and in each iteration the best weak classifier is selected. The process stops if the classification error e min is less than a set value or the number of iteration exceeds assumed level. The resultant strong classifier is a weighted sum of all the selected weak classifiers according to Eq. 1. The last step is a normalization of weak classifiers' weights:
The rate of the convergence in iterations of the method to minimal classification error strongly depends on data and employed types of weak classifiers and is difficult to predict. In general, the rate should increase with dimensionality of the feature space and with the use of more accurate weak classifiers. On the other hand, our experiments have shown that in some cases, after the algorithm converged to the minimum classification error, the error could start to slowly increase in next iterations. Therefore, if the method stopped because the number of iteration exceeded the assumed level, the strong classifier is shortened according to theloop for which the minimal error was achieved.
The training phase of the method is summarized in pseudocode in Fig. 2 .
Testing
Assuming that a weak classifier denotes pixel belonging to the first class as 1, and the rest of pixels as 0, pixel's class is based on determination if the response of the strong classifier is below or above the half of the sum of all weights of the weak classifier. The sum of all weights is equal to 1 because of normalization step (Eq. 9). According to Eq. 1, a pixel p can be classified as belonging to the first class if the following condition is true:
Elsewhere, the pixel p is considered to be a member of the second class. The testing phase of the method is summarized in pseudocode in Fig. 2 .
IMPLEMENTATION
Implementations of basic boosting algorithms could be found in some statistical tools or programming libraries. However, in order to have an operational implementation allowing full insight into the process with a possibility to modify it and to access partial results, we implemented the method in C++. All the processing steps of the method are done automatically for both training and testing phases. We employed GDAL library (http://www.gdal. org) for handling the input and output. It allows us to work with many different image file formats.
EXPERIMENTS

Classification problem
In order to show that the introduced method can be successfully used for satellite data classification it is tested for a problem of artificial area identification on multispectral IKONOS imagery. For such data, precise classification of artificial areas is a challenge due to spectral diversity of the class. Target areas include roads, pavements, buildings, car parks, etc. They could be in size of few or even sub-pixel. In order to achieve high level of information about details and to not omit any target areas we focus on one pixel accuracy of classification. In the case of larger minimal mapping unit, it is possible to use existing methods of aggregation in postprocessing of the results obtained with the method described here.
Test data
We defined a fragment of 8-bit multispectral IKONOS imagery with spatial resolution of 4 m, sized 1100 × 600 pixels, as an experimental area which depicts southern part of the City of Warsaw (Fig. 3a) . It includes a variety of types of artificial areas: sparse and dense, high-rises and low-rises with big and small roof areas, regular and irregular shapes and different roof cover, different kinds of roads, car parks, pavements, construction sites, cemeteries, etc. On the other hand, the test image contains examples of various types of other classes: water, forests, bushes, grasslands, meadows, green parks, bare soil, etc. By visual inspection we prepared 1643 training pixels selected as single ones or in polygons of which 767 pixels belong to the artificial area class (positive samples) and 876 pixels to the non-artificial area class (negative samples). 
Classification results
For the training phase an important issue is the speed of convergency of the method to the minimum classification error. Figure 4 shows how the classification error decreases in consecutive iterations of a boosting loop for the training data. As we defined that this error cannot exceed 0.003, the boosting method stopped because of the second stop criterion -the maximal number of iterations (set to 200). This number should not be too high in comparison to number of training pixels in order to avoid overfitting. The whole training process on middle class PC (Intel Core2Quad CPU Q9300, 2.5GHz, 4MB) took 6 s.
Results of the testing phase (classification of the whole test area) are presented in Fig. 3b (computational time was about 1 min). The method shortened a strong classifier to 197 weak classifiers, for which the classification error on the training data achieved the smallest value of 0.0067. Generally, the achieved results should be marked as very good considering that the image was classified into only two heterogenic classes. Visual analysis highlighted two main misclassification problems. Firstly, borders of some wetland were detected as artificial areas. Secondly, few bare soil areas were detected also as artificial, which is probably connected to the fact that some examples of construction sites included in artificial areas training set were during ground works.
In order to obtain authoritative assessment of the classification results, the validation procedure was applied. We used a set of 2000 validation pixels, different from the training ones, selected by visual inspection including analysis of data from other imageries. Their localization was chosen randomly using standard uniform distribution over the whole test data. As we aimed at pixel level accuracy, we were confronted with the problem of classification of pixels which are not unimodal (contain both classes) or pixel repre- senting undetermined land cover. Therefore, we defined 3 classes that a pixel could represent: 1 -pure artificial area, 2 -non-classified or mixed, 3 -pure non-artificial area. Statistics of the validation set are presented in Table 1 . The overall accuracy achieved 94.4%. Such high accuracy is due to spatial dominancy of non-artificial areas in the image. Nevertheless, producer and user accuracies for artificial area class are still high (see details in Table 2 ). Using the same training and validation data and the same features we computed classification accuracies for two other ensemble methods: AdaBoost.M1 with decision trees as weak classifiers and Breiman's Random Forest' algorithm (we used implementation of the methods from Statistics Toolbox in Matlab R2012a). For both methods we prepared classification for different numbers of weak classifiers. The obtained overall accuracies in comparison to results of the proposed method are presented in Fig. 5 . Computations for the proposed method stopped for the number of 354 weak classifiers when the training error achieved 0 value. Therefore setting up more steps resulted in the same accuracy, which was the best one. Other two methods achieved slightly worse maximums of accuracies equal to 94.0% (AdaBoost with trees) and 93.8% (Random Forest). On the other hand, differences in computational efforts are very significant. Considering only the testing phase of the classification, when the minimisation of the efforts is critical due to the necessity of processing all pixels in an imagery, the proposed method needs only one threshold comparison for each weak classifier. AdaBoost.M1 employing trees and Random Forest need as much threshold comparisons as the number of internal nodes is in each decision tree. For the results presented in Fig. 5 , the AdaBoost employing trees produced trees with mean number of internal nodes equal to 57, while for Random Forest this number is 63. Thus, the difference in needed comparisons is several dozen. Moreover, storing, managing and even interpretation of strong classifier is much easier in the proposed method, because the structure of proposed strong classifier is less complex.
Final threshold manipulations
In the boosting method the final classification decision is done using a threshold 0.5 (Eq. 10). In theory, this coefficient is utilized in order to minimize the error (e.g., misclassification rate). However, the coefficient can also be seen as a parameter which can be changed in order to manipulate classification accuracies. According to Eq. 10:
In Figure 6 we present the results of such a manipulation for the considered problem after validation. Although we expected to achieve the highest overall accuracy for T 1 = 0.50, it was obtained for T 2 | 0.51 (Fig. 6a) . This difference, almost negligible, improves the overall accuracy by only about 0.3% to 94.7%. Nevertheless, the manipulation of T can be useful to change the compromise between user and producer accuracies for a certain class (Fig. 6b-c) . Depending on an application of the classification it is sometimes desired to prefer one kind of these accuracies over another. For the classification error computation employed here (sum of weights of misclassified training samples) it is clear that user and producer accuracy for both artificial and nonartificial surfaces are equal when the maximum of overall accuracy is achieved at T 2 . At that time, the accuracy for artificial surfaces amounted to 84.5% while for non-artificial ones it was 96.8%.
DISCUSSION AND CONCLUSIONS
We introduced a novel satellite image classification method which is based on the boosting classification. Simple threshold classifiers are used as weak ones instead of popular decision trees. We chose all possible threshold classifiers based on spectral values of pixels and basic statistics of pixel cross-shaped neighbourhood. The numbers of threshold classifiers are minimized based on data histograms.
The method is a supervised technique and requires a training set. However, training and testing are fully automatic, once the two parameters for stop criteria are defined. It could also be used in a semi-automatic way for the case when user is not interested in maximizing the overall, but only user or producer accuracy. In that case, the final threshold of the method could be manipulated in order to meet user's needs.
The method was implemented as stand-alone independent software and obtained computational time was short for both training and testing.
The performance was tested on a difficult problem of artificial area identification on IKONOS multispectral imagery. The obtained classification accuracy is 94.4%, which is slightly better than accuracies obtained by using other two state-of-the-art ensemble methods: AdaBoost.M1 with decision trees and Random Forest. Achieved results together with evaluations introduced with Briem et al. (2002) and then Benediktsson et al. (2007) prove the thesis that there is no need to use advanced weak classifiers to obtain high accuracy of classification results.
As the boosting scenario which is based on advanced weak classifiers has already been partially exploited in satellite image analysis, the scenario with very simple classifiers is a novel one and need further investigations, in particular in the area of performance with other types of features and classifiers, and in adaptation to other practical classification problems.
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