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Abstract
We construct a family of essential representations of an arbitrary product system by generalizing some
techniques introduced by M. Skeide and W. Arveson. We then classify the resulting E0-semigroups up to
conjugacy, by identifying their tail flows as periodic W∗-dynamical systems acting on factors of type I∞.
The conjugacy classes of these E0-semigroups correspond to the orbits of the action of the automorphism
group of the product system on unital vectors. In the sequel, this classification shows explicitly that any
E0-semigroup admits uncountably many non-conjugate cocycle perturbations.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The study of product systems and E0-semigroups occupies a central place in the theory of
noncommutative dynamics [6]. One of the most important problems in this subject is arguably
to provide explicit constructions of essential representations of arbitrary product systems, and to
classify the resulting E0-semigroups.
The class of essential representations constitutes the link that connects these two apparently
unrelated mathematical objects: product systems and E0-semigroups [2]. Even since the begin-
ning of the theory of product systems [2], the problem of constructing essential representations
has emerged as a central issue. The first explicit construction of an essential representation of
a product system was obtained by W. Arveson [2] in the case of spatial product systems. In
Arveson’s construction, the Hilbert space on which the spatial product system acts is realized as
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the essential representation is given by the left regular representation. Although this construction
depends apparently on the chosen unit section, the resulting E0-semigroups, obtained by using
different unit sections, are conjugate for large classes of product systems [1].
Subsequently, Arveson has shown in a series of papers [3–5] that every product system admits
an essential representation, proving in this way the equivalence between the concept of product
system and that of E0-semigroup. Arveson’s construction of essential representations of arbitrary
product systems relies on a complicated and elaborate machinery. Arveson has firstly shown that
the class of essential representations of an arbitrary product system corresponds biunivocally
to the class of essential positive linear functionals of a certain C∗-algebra associated with the
product system, called the spectral C∗-algebra, then proved the existence of such functionals.
An apparently different approach to this problem has been taken by V. Liebscher in [9].
Liebscher constructed an essential representation of an arbitrary product system [9, Theorem 8]
by using representations of a certain C∗-algebra, different from Arveson’s spectral C∗-algebra,
a C∗-algebra which is realized as an infinite tensor product of factors of type I∞.
Both Arveson’s and Liebscher’s examples of essential representations of product systems
therefore depend upon a C∗-representation theory, and are consequently constrained by the de-
gree of difficulty of such C∗-representations. To overcome these difficulties, M. Skeide found a
direct and elegant method for constructing an essential representation of an arbitrary product sys-
tem [11]. Although Skeide’s method has some of its conceptual roots in Arveson’s construction
of essential representations of spatial product systems, as well as in Liebscher’s construction, it
does not require appeal to a C∗-representation theory. More precisely, starting with a product sys-
tem E = {E(t) | t > 0} and a unital vector u ∈ E(1), Skeide constructed in a direct way, by using
a discretization procedure, an essential representation (more precisely, a left dilation in Skeide’s
terminology) of E on the Hilbert space K = L2((0,1];E) ⊗ lim−→E(n), where the Hilbert space
inductive limit lim−→E(n) is realized with respect to the vector u. Shortly thereafter, using the same
data, i.e., an arbitrary product system E = {E(t) | t > 0} and a unital vector u ∈ E(1), Arveson
produced another direct construction of an essential representation of E with respect to the unital
vector u [7], a construction which turned out to be equivalent to Skeide’s construction [12].
Our purpose in this paper is twofold. First of all, we construct a class of essential represen-
tations (more precisely, of unitary resolutions) of an arbitrary product system E with respect to
unital vectors positioned at different levels E(s) of the product system E = {E(t) | t > 0}. Our
construction, which generalizes Skeide’s construction [11], is mainly based on the manipulation
of both the discrete unitary resolution associated with a discrete product subsystem of E, and
the multiplication unitary operators of the product system, all of them being considered with re-
spect to a semi-flow of translations. We then study the independence of this construction of the
semi-flow of translations.
Secondly, we study the independence, up to equivalence, of these representations of the unital
vectors used in this construction, i.e., we classify the resulting E0-semigroup up to conjugacy.
For this purpose, we identify and describe concretely, for the first time in the non-trivial case,
their associated tail flows.
This paper is organized as follows. Section 2 contains some preliminaries on product sys-
tems and E0-semigroups, and one key lemma which explains the relationship between conjugate
E0-semigroups and equivalent unitary resolutions. In Section 3, we construct essential repre-
sentations (more precisely, unitary resolutions) of an arbitrary product system E with respect
to an arbitrary unital vector u ∈ E(s), and a semi-flow of translations of the interval (0, s], and
show that this construction is independent of the semi-flow, up to equivalence (see Theorem 3.2).
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olutions constructed in Section 3. For this purpose, we show that the contractions of these
E0-semigroups to certain type I∞ factors are periodic semigroups of ∗-automorphisms, and that
the resulting W ∗-dynamical systems are conjugate to the tail flows of these E0-semigroups (The-
orem 4.4). The structure of periodic type I∞ W ∗-dynamical system is well known thanks to
the classical Wigner–Stone theorem. In Section 5, we obtain the complete classification, up to
equivalence, of the unitary resolutions constructed in Section 3. More precisely, we prove in
Theorem 5.1 that two unitary resolutions of a product system E = {E(t) | t > 0}, constructed
with respect to two unital vectors u ∈ E(s), respectively v ∈ E(p), are equivalent if and only if
s = p, and u and v are orbit equivalent with respect to an automorphism of E. We exemplify this
theorem in the case of exponential product systems.
2. Preliminaries on E0-semigroups and product systems
Our main purpose in this section is to collect some definitions, notations and facts about E0-
semigroups and product systems that are relevant to our work. For a detailed treatment of this
subject, we refer the reader to [6] and [2]. Our standard reference for direct integrals of Hilbert
spaces is [8].
Introduced by R.T. Powers [10], E0-semigroups are weakly continuous semigroups ρ =
{ρt | t  0} of unit-preserving ∗-endomorphisms of the von Neumann algebra B(H) of all
bounded linear operators on a separable Hilbert space H . Two E0-semigroups ρ = {ρt | t  0}
and σ = {σt | t  0} acting on B(H), respectively B(K), are said to be conjugate if there is a∗
-isomorphism θ : B(H) → B(K) such that θ ◦ ρt = σt ◦ θ , t  0. They are said to be cocy-
cle conjugate if σ is conjugate to a cocycle perturbation of ρ, i.e., to an E0-semigroup of the
form {Ad[Ct ]ρt | t  0}, where {Ct }t0 ⊂ B(H) is a unitary ρ-cocycle, i.e., a strongly continu-
ous family of unitary operators Ct satisfying the cocycle relation Ct+s = Ctρt (Cs), t, s  0. As
usual, Ad[C]X = CXC∗ denotes the inner perturbation of an operator X by the operator C.
The theory of E0-semigroups is equivalent to the theory of product systems, as shown by
W. Arveson. A continuous tensor product system of Hilbert spaces, henceforth referred to as a
product system, is a standard Borel bundle E = {E(t) | t > 0} of infinite-dimensional separable
Hilbert spaces (E(t), 〈·,·〉E(t)), endowed with a measurable family {Us,t | s, t > 0} of unitary
operators
E(s)⊗E(t)  x ⊗ y −→ Us,t (x ⊗ y) =: x · y ∈ E(t + s), s, t > 0,
called multiplication operators, which obey the following axiom of associativity:
Ut1,t2+t3(1E(t1) ⊗Ut2,t3) = Ut1+t2,t3(Ut1,t2 ⊗ 1E(t3)), (2.1)
for every t1, t2, t3 > 0. Moreover, we require that E satisfies a triviality axiom, in the sense
that there should be a separable infinite-dimensional Hilbert space HE in such a way that E is
isomorphic as a measurable family of Hilbert spaces to the trivial family (0,∞)×HE .
A product system represented on a separable Hilbert space is said to be a concrete product
system.
We now describe the relation between E0-semigroups and product systems. Any E0-
semigroup ρ = {ρt | t  0} acting on B(H) produces naturally a product system Eρ =
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fibers of Eρ are the intertwining spaces
Eρ(t) =
{
A ∈ B(H) ∣∣ ρt (X)A = AX, for all X ∈ B(H)}
with inner product defined by 〈A,B〉Eρ(t) · 1H = B∗A, A,B ∈ Eρ(t), and the unitary operators
Us,t : Eρ(s)⊗Eρ(t) → Eρ(t+s) are given by operator multiplication Us,t (A⊗B) = AB . A main
feature of this construction is that the isomorphism class of a concrete product system is a com-
plete cocycle conjugacy invariant, i.e., two E0-semigroups ρ and σ are cocycle conjugate iff Eρ
and Eσ are isomorphic as product systems.
Conversely, any product systems E = {E(t) | t > 0} gives rise, via a representation the-
ory, to E0-semigroups ρ = {ρt | t  0} whose associated concrete product systems Eρ are all
isomorphic to E. More precisely, if π is a representation of E on a Hilbert space H , i.e.,
a measurable operator-valued function π : E → B(H) satisfying the conditions π(y)∗π(x) =
〈x, y〉E(t) · 1E(t), (x, y ∈ E(t), t > 0), and π(x · y) = π(x)π(y) (x ∈ E(s), y ∈ E(t), s, t > 0),
then {π(E(t)) | t > 0} is a concrete product system isomorphic to E, and ρ = {ρt | t  0}, where
ρt (X) =
∞∑
n=1
π
(
en(t)
)
Xπ
(
en(t)
)∗
, t > 0, X ∈ B(H), (2.2)
and ρ0 := IdB(H), is a semigroup of (not necessarily unit-preserving) ∗-endomorphisms of B(H)
with intertwining spaces Eρ(t) = π(E(t)), t > 0. Here {en(t)}n is a measurable orthonormal
basis for E(t), t > 0. The endomorphisms ρt are unital iff
spanπ
(
E(t)
)
H = H, t > 0, (2.3)
in which case we say that the representation π is essential.
Essential representations of product systems can be better understood from an operator theo-
retical point a view in terms of an associated measurable field of unitary operators. Let π be an
essential representation of a product system E = {E(t) | t > 0} on a Hilbert space H . Then for
every t > 0, there exists a unique unitary operator Wt : E(t)⊗H → H such that
Wt(v ⊗ ξ) = π(v)ξ, v ∈ E(t), ξ ∈ H. (2.4)
The field {Wt | t > 0} is measurable, and obeys the axiom of associativity
Wt1+t2(Ut1,t2 ⊗ 1H ) = Wt1(1E(t1) ⊗Wt2), (2.5)
for every t1, t2 > 0. Moreover, if we define
ρt (X) = Wt(1E(t) ⊗X)W ∗t , (2.6)
for every t > 0, and X ∈ B(H), then {ρt | t  0}, where ρ0 = IdB(H), is an E0-semigroup acting
on B(H) whose concrete product system Eρ is isomorphic to E.
Conversely, any measurable field {Wt | t > 0} of unitary operators Wt : E(t)⊗H → H , t > 0,
which obey the axiom of associativity (2.5), gives rise to an essential representation π of E on H
that satisfies (2.4), and the associated E0-semigroup is given by (2.6).
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instead of essential representations, and distinguish them up to an equivalence relation.
Definition 2.1. A measurable field {Wt | t > 0} of unitary operators Wt : E(t)⊗H → H , t > 0,
which satisfies the axiom of associativity (2.5) is called a unitary resolution of the product sys-
tem E on the Hilbert space H . We say that two unitary resolutions {Wt | t > 0}, respectively
{Zt | t > 0}, of the same product system E on the Hilbert spaces H , respectively K , are equiv-
alent, if there exists a unitary operator Γ : H → K , and an automorphism θ = {θ(t) | t > 0} of
the product system E such that
ΓWt = Zt
(
θ(t)⊗ Γ ), t > 0. (2.7)
One should note that the concept of unitary resolution is called left dilation in [11]. We use
the name “unitary resolution” in order to avoid confusion with the well-established concept of
dilation of an E0-semigroup.
We end this section by noticing that the equivalence of two unitary resolutions corresponds to
the conjugacy of the associated E0-semigroups.
Lemma 2.2. Let {Wt | t > 0}, respectively {Zt | t > 0}, be unitary resolutions of a product sys-
tem E on the Hilbert spaces H , respectively K . Then {Wt | t > 0} and {Zt | t > 0} are equivalent
if and only if the associated E0-semigroups are conjugate.
Proof. If the equivalence between {Wt | t > 0} and {Zt | t > 0} is implemented, as before, by a
unitary operator Γ and an automorphism θ of E, then one can easily see that the ∗-isomorphism
Ad[Γ ] implements the conjugacy between the associated E0-semigroups.
Conversely, suppose that the associated E0-semigroups are conjugate, the conjugacy between
them being implemented by a unitary operator Γ : H → K . Then Ad[Γ ] preserves their concrete
product systems, i.e., Ad[Γ ](πW (E(t)) = πZ(E(t)), for every t > 0, where πW , respectively πZ ,
are the essential representations defined by the unitary resolutions {Wt | t > 0} and {Zt | t > 0}.
It then follows that θ = {θ(t) | t > 0}, where
θ(t) = π−1Z Ad[Γ ]πW E(t), t > 0, (2.8)
is an automorphism of E which, together with the unitary Γ , satisfy (2.7). Thus the unitary
resolutions {Wt | t > 0} and {Zt | t > 0} are equivalent. 
3. Unitary resolutions associated with unital vectors
In this section, we construct unitary resolutions of a product system with respect to arbitrary
unital vectors, positioned at different levels of the product system. For this purpose, we exploit
and generalize Skeide’s technique, developed in [11].
The basic idea of this construction is to build a discrete unitary resolution out of a given uni-
tal vector, similar to Arveson’s construction of unitary resolutions of a spatial product system
[2, Appendix], and to reproduce it continuously with respect to an associated semi-flow of trans-
lations. The construction involves several steps, which will be described in the sequel.
We start with a product system E = {E(t) | t > 0}, a strictly positive real number s, and a
unital vector u = us ∈ E(s) (‖u‖ = 1), fixed throughout this section.
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We firstly consider the discrete product system {E(ks) | k ∈ N}. We make the sequence of
Hilbert spaces {E(ks)}k∈N into an inductive system by embedding isometrically the Hilbert space
E(ks) into E((k + 1)s) as follows:
E(ks)  y −→ y · u ∈ E((k + 1)s). (3.1)
This family of maps is coherent, and we obtain a Hilbert space
K˜u = lim−→
k
E(ks) (3.2)
by completing the inductive limit of inner product spaces in the usual manner. We shall denote
by [y] the representative of a vector y ∈ E(ns) in K˜u, n ∈ N. The inner product in K˜u is then
computed as follows: if x ∈ E(ms) and y ∈ E(ns), m,n ∈ N, m n, then〈[x], [y]〉
K˜u
= 〈x, y · um−n〉
E(ms)
, (3.3)
where, in general, by uk we mean the operation u · u · · · · · u (k-times).
The Hilbert space K˜u comes equipped with a sequence {W˜u,k}k∈N of unitary operators W˜u,k :
E(ks)⊗ K˜u → K˜u, defined by left multiplication, i.e.,
W˜u,k
(
v ⊗ [y])= [v · y], (3.4)
for every v ∈ E(ks), and y ∈ E(ns), n ∈ N. It follows that {W˜u,k}k∈N is a unitary resolution of
the discrete product system {E(ks) | k ∈ N} on the Hilbert space K˜u [2]. Consequently, each
Hilbert space E(ks) gives rise to a unital ∗-endomorphism ρ˜ k(u) acting on B(K˜u) as follows:
ρ˜ k(u)(Y ) = W˜u,k(1E(ks) ⊗ Y)W˜ ∗u,k, Y ∈ B(K˜u). (3.5)
The discrete E0-semigroup {ρ˜ k(u) | k ∈ N} is pure, having the vector state ω[u] as an absorb-
ing state [6]. Since two such discrete E0-semigroups are always conjugate [1,10], the unitary
resolution {W˜u,k | k ∈ N} is independent of the parameter s, as well as of the vector u, up to
equivalence. More precisely, suppose that s,p > 0, and let us ∈ E(s), vp ∈ E(p) be unital vec-
tors. Let θ : E(s) → E(p) be a unitary operator such that θus = vp . The sequence {θ⊗k | k ∈ N}
of unitary operators θ⊗k := θ ⊗ · · · ⊗ θ (k-times) is coherent with respect to the isometric em-
beddings (3.1), and thus induces inductively a unitary operator θ˜ : K˜us → K˜vp such that
θ˜E(ks) = θ⊗k, k ∈ N. (3.6)
One can easily see that θ˜ induces the equivalence between the discrete unitary resolutions
{W˜us,k | k ∈ N} and {W˜vp,k | k ∈ N} with respect to the isomorphism of discrete product sys-
tems {θ⊗k | k ∈ N}, i.e.,
θ˜ W˜us ,k = W˜vp,k
(
θ⊗k ⊗ θ˜ ), k ∈ N. (3.7)
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Let s > 0 and u = us ∈ E(s) be fixed as before. First of all, we consider the semi-flow {ηl |
l  0} of automorphisms ηl of the measure space (0, s], endowed with Borel sets and Lebesgue
measure dt , defined by translations:
ηl(λ) = λ+ l (mod s), l  0, λ ∈ (0, s]. (3.8)
Here, the notation λ+ l (mod s) means λ+ l − ks, where k =  l+λ
s
 is the largest integer that is
strictly less than l+λ
s
. The semi-flow {ηl | l  0} is periodic of period s, and can be identified, up
to conjugacy, to the semi-flow of rotations through angles 2πl/s, l  0, on the unit circle T with
Borel sets and Haar measure.
For every l  0, we also consider the direct integral
L2l
(
(0, s];E) := ∫
(0,s]
⊕
E
(
ηl(λ)
)
dλ (3.9)
of the measurable field of Hilbert space {E(ηl(λ)) | λ ∈ (0, s]}, as well as the Hilbert space
Ku,l = L2l
(
(0, s];E)⊗ K˜u, (3.10)
where K˜u is as in (3.2). By regarding K˜u as a constant field of Hilbert spaces over (0, s], we shall
often use the natural identification of Hilbert spaces
Ku,l = L2l
(
(0, s];E ⊗ K˜u
) := ∫
(0,s]
⊕
E
(
ηl(λ)
)⊗ K˜u dλ.
One should also note that Ku,0 = L2((0, s];E) ⊗ K˜u =: Ku, and Ku,l+s = Ku,l , for every l ∈
[0, s).
The semi-flow {ηl | l  0} induces a family {Tl2,l1 | l2  l1  0} of unitary operators Tl2,l1 :
L2l2((0, s];E) → L2l1((0, s];E), henceforth called transfer operators, acting as
(Tl2,l1f )(λ) = f
(
η−1l2−l1(λ)
)
, (3.11)
for every f ∈ L2l2((0, s];E), λ ∈ (0, s], and l2  l1 > 0.
To lighten our notation, we shall often use the same letter Tl2,l1 to denote the operator Tl2,l1 ⊗
1K˜u , under the identification of Hilbert spaces Ku,l = L2l ((0, s];E ⊗ K˜u).
We note that the transfer operators act associatively, i.e.,
Tl2,l1Tl3,l2 = Tl3,l1 , l3  l2  l1  0. (3.12)
The following main property of the transfer operators will be used implicitly throughout the
paper.
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Tl2,l1 =
∫ ⊕
(0,s] Tl2,l1(λ) dλ for a measurable field {Tl2,l1(λ) | λ ∈ (0, s]} of unitary operators
Tl2,l1(λ) : E(ηl2(λ)) → E(ηl1(λ)).
Proof. For every l > 0 and χ ∈ L2(0, s], we shall denote by Mχ ∈ B(L2l ((0, s];E)) the scalar
diagonal operator
(Mχf )(λ) = χ(λ)f (λ), f ∈ L2l
(
(0, s];E), λ ∈ (0, s]. (3.13)
Let now s  l2  l1 > 0 be fixed. It is straightforward to show that for any χ ∈ L2(0, s], one
has
Tl2,l1Mχ◦ηl2 = Mχ◦ηl1 Tl2,l1 . (3.14)
To prove that Tl2,l1 is decomposable, we use the triviality axiom of the product system E. For
this purpose, let HE be a separable Hilbert space in such a way that E is isomorphic to (0,∞)×
HE as a measurable family of Hilbert spaces. Therefore there exists a Borel isomorphism V :
E → (0,∞) × HE that restricts to a unitary operator Vt from E(t) to HE , more precisely to
{t} ×HE , for every t > 0.
Next we consider the unitary operator
V (t) = St
∫
(0,s]
⊕
Vηt (λ) dλ, t > 0,
from L2t ((0, s];E) onto the Hilbert space L2HE(0, s] of all HE-valued square integrable functions
on the interval (0, s], where St is the transfer operator from the direct integral of the constant field
of Hilbert space {{ηt (λ)} ×HE | λ ∈ (0, s]} onto L2HE(0, s], i.e.,
(Stf )(λ) = f
(
η−1t (λ)
)
,
for every f ∈ ∫ ⊕
(0,s]{ηt (λ)} ×HE dλ and λ ∈ (0, s]. We show that
V (t)Mχ◦ηt V (t)∗ = Mχ, χ ∈ L2(0, s], (3.15)
where the later operator Mχ is the diagonal operator on L2HE(0, s]. Indeed, for every f ∈
L2t ((0, s]; E) and λ ∈ (0, s], one has
(
V (t)Mχ◦ηt f
)
(λ) =
(( ∫
(0,s]
⊕
Vηt (λ) dλ
)
Mχ◦ηt f
)(
η−1t (λ)
)
= χ(λ)Vλf
(
η−1t (λ)
)
= (MχV (t)f )(λ).
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diagonal operators Mχ of L2HE(0, s]. Thus the operator V (l1)Tl2,l1V (l2)∗, in particular Tl2,l1 , is
decomposable. 
3.3. Unitary resolutions
We now construct the family {Wu,t,l | t > 0}l∈[0,s) of unitary resolutions {Wu,t,l | t > 0} of the
product system E on the Hilbert spaces Ku,l . For this purpose, let t > 0, l  0, and λ ∈ (0, s].
First of all, we consider the unitary operator
Wu,t,l(λ) : E(t)⊗E
(
ηl(λ)
)⊗ K˜u −→ E(ηt+l(λ))⊗ K˜u, (3.16)
constructed with respect to the discrete unitary resolution {W˜u,k}k∈N, and the semi-flow of trans-
lations {ηl | l  0}, as follows:
Wu,t,l(λ) =
{
Ut,ηl(λ) ⊗ 1K˜u , t + ηl(λ) s,
(1E(ηt+l (λ)) ⊗ W˜u,k)(U∗ηt+l (λ),ksUt,ηl(λ) ⊗ 1K˜u), t + ηl(λ) > s.
Here k =  t+ηl(λ)
s
. One can easily see that for two different values s > l2  l1  0 of the param-
eter l, the operators Wu,t,l(λ) are related via the identity
Wu,t,l2(λ) = Wu,t,l1
(
ηl2−l1(λ)
)
, λ ∈ (0, s]. (3.17)
The field of operators {Wu,t,l(λ) | λ ∈ (0, s]} is measurable, for every t > 0 and l ∈ [0, s). It
then gives rise, by integration, to the unitary operator∫
(0,s]
⊕
Wu,t,l(λ) dλ : E(t)⊗Ku,l −→ Ku,t+l .
We pull back this operator to the Hilbert space Ku,l via the transfer operator Tt+l,l , obtaining in
this way the unitary operator Wu,t,l : E(t)⊗Ku,l → Ku,l ,
Wu,t,l = Tt+l,l
∫
(0,s]
⊕
Wu,l,t (λ) dλ, t > 0, l ∈ [0, s). (3.18)
Theorem 3.2. Assume that E = {E(t) | t > 0} is a product system, s > 0, and u ∈ E(s) is a
unital vector. Then for every l ∈ [0, s), the field of unitary operators {Wu,t,l | t > 0} is a unitary
resolution of the product system E on the Hilbert space Ku,l . The unitary resolutions {Wu,t,l |
t > 0}, l ∈ (0, s], are all equivalent.
Proof. It is enough to show that {Wu,t,l | t > 0} is a unitary resolution for l = 0, and that the
fields {Wu,t,l | t > 0} and {Wu,t,0 | t > 0} are equivalent, for every l ∈ (0, s).
First of all, we show that the measurable field {Wu,t,0 | t > 0} is a unitary resolution of E
of Ku, i.e., it satisfies
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for every t1, t2 > 0. This was essentially shown by M. Skeide (see [11, Theorem 3.2]). We present
here a slightly different proof, for the sake of completeness and consistency.
For this purpose, we show that the diagram
E(t1)⊗E(t2)⊗E(λ)⊗ K˜u
1E(t1)⊗Wu,t2,0(λ)
Ut1,t2⊗1
E(t1 + t2)⊗E(λ)⊗ K˜u
Wu,t1+t2,0(λ)
E(t1)⊗E(ηt2(λ))⊗ K˜u
Wu,t1,t2 (λ)
E(ηt1+t2(λ))⊗ K˜u
commutes, for every λ ∈ (0, s] (see [11, Proposition 3.1]). Indeed let k1 =  t1+ηt2 (λ)s  and k2 =
 t2+λ
s
. Then k1 + k2 =  t1+t2+λs , and we have
Wu,t1,t2(λ)
(
1E(t1) ⊗Wu,t2,0(λ)
)
= (1E(ηt1+t2 (λ)) ⊗ W˜u,k1)
(
U∗ηt1+t2 (λ),k1sUt1,ηt2 (λ) ⊗ 1K˜u
)
× (1E(t1) ⊗ 1E(ηt2 (λ)) ⊗ W˜u,k2)
(
1E(t1) ⊗U∗ηt2 (λ),k2sUt2,λ ⊗ 1K˜u
)
= (1E(ηt1+t2 (λ)) ⊗ W˜u,k1)(1E(t1+ηt2 (λ)) ⊗ W˜u,k2)
× (U∗ηt1+t2 (λ),k1sUt1,ηt2 (λ) ⊗ 1E(k2s) ⊗ 1K˜u)(1E(t1) ⊗U∗ηt2 (λ),k2sUt2,λ ⊗ 1K˜u)
= (1E(ηt1+t2 (λ)) ⊗ W˜u,k1(1E(k1s) ⊗ W˜u,k2))
× ((U∗ηt1+t2 (λ),k1sUt1,ηt2 (λ) ⊗ 1E(k2s))(1E(t1) ⊗U∗ηt2 (λ),k2sUt2,λ)⊗ 1K˜u).
By (2.5), W˜u,k1(1E(k1s) ⊗ W˜u,k2) = W˜u,k1+k2(Uk1s,k2s ⊗ 1K˜u). Moreover, by using repeatedly(2.1), one has(
U∗ηt1+t2 (λ),k1sUt1,ηt2 (λ) ⊗ 1E(k2s)
)(
1E(t1) ⊗U∗ηt2 (λ),k2sUt2,λ
)
= (U∗ηt1+t2 (λ),k1s ⊗ 1E(k2s))U∗t1+ηt2 (λ),k2sUt1,t2+λ(1E(t1) ⊗Ut2,λ)
= (1E(ηt1+t2 (λ)) ⊗U∗k1s,k2s)U∗ηt1+t2 (λ),(k1+k2)sUt1+t2,λ(Ut1,t2 ⊗ 1E(λ)).
Therefore(
1E(ηt1+t2 (λ)) ⊗ W˜u,k1(1E(k1s) ⊗ W˜u,k2)
)
× ((U∗ηt1+t2 (λ),k1sUt1,ηt2 (λ) ⊗ 1E(k2s))(1E(t1) ⊗U∗ηt2 (λ),k2sUt2,λ)⊗ 1K˜u)
= (1E(ηt1+t2 (λ)) ⊗ W˜u,k1+k2)(1E(ηt1+t2 (λ)) ⊗Uk1s,k2s ⊗ 1K˜u)
× (1E(ηt1+t2 (λ)) ⊗U∗k1s,k2s ⊗ 1K˜u)(U∗ηt1+t2 (λ),(k1+k2)sUt1+t2,λ(Ut1,t2 ⊗ 1E(λ))⊗ 1K˜u)
= Wu,t +t ,0(λ)(Ut ,t ⊗ 1E(λ) ⊗ 1˜ ),1 2 1 2 Ku
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By taking now the direct integral over (0, s] of these fields of unitary operators, we obtain∫
(0,s]
⊕
Wu,t1+t2,0(λ) dλ(Ut1,t2 ⊗ 1L2l2 ((0,s];E)⊗K˜u)
=
∫
(0,s]
⊕
Wu,t1,t2(λ) dλ
(
1E(t1) ⊗
∫
(0,s]
⊕
Wu,t2,0(λ) dλ
)
. (3.20)
Next, we show that the following diagram commutes:
E(t1)⊗Ku,t2
1E(t1)⊗Tt2,0
∫ ⊕
(0,s] Wu,t1,t2 (λ) dλ
Ku,t1+t2
Tt1+t2,t1
E(t1)⊗Ku
∫ ⊕
(0,s] Wu,t1,0(λ) dλ
Ku,t1
(3.21)
Indeed, for every x ∈ E(t1), f ∈ Ku,t2 and ν ∈ (0, s], one has(
Tt1+t2,t1
∫
(0,s]
⊕
Wu,t1,t2(λ) dλ(x ⊗ f )
)
(ν)
=
( ∫
(0,s]
⊕
Wu,t1,t2(λ) dλ(x ⊗ f )
)(
η−1t2 (ν)
)
(3.17)=
( ∫
(0,s]
⊕
Wu,t1,0
(
ηt2(λ)
)
dλ(x ⊗ f )
)(
η−1t2 (ν)
)
= Wu,t1,0(ν)
(
x ⊗ f (η−1t2 (ν)))
=
( ∫
(0,s]
⊕
Wu,t1,0(λ) dλ(1E(t1) ⊗ Tt2,0)(x ⊗ f )
)
(ν).
By putting together (3.20) and (3.21), and using (3.12), we then deduce that the field {Wu,t,0 |
t > 0} satisfies (3.19).
Finally, we show that the fields of unitary operators {Wu,t,l | t > 0} and {Wu,t,0 | t > 0} are
equivalent (l ∈ (0, s)), the equivalence being implemented by the transfer operator Tl,0, and by
the identity automorphism of the product system E, i.e., the diagram
E(t)⊗Ku,l
1E(t)⊗Tl,0
Wu,t,l
Ku,l
Tl,0
E(t)⊗Ku
Wu,t,0
Ku
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(0,s]
⊕
Wu,t,0(λ) dλ
)
(1E(t) ⊗ Tl,0) = Tt+l,t
( ∫
(0,s]
⊕
Wu,t,l(λ) dλ
)
.
Let then f ∈ Ku,l , x ∈ E(t) and λ ∈ (0, s] be fixed. One has(
Tt+l,t
( ∫
(0,s]
⊕
Wu,t,l(λ) dλ
)
(x ⊗ f )
)
(λ)
=
(( ∫
(0,s]
⊕
Wu,t,l(λ) dλ
)
(x ⊗ f )
)(
η−1l (λ)
)
= Wu,t,l
(
η−1l (λ)
)(
x ⊗ f (η−1l (λ)))
(3.17)= Wu,t,0(λ)
(
x ⊗ f (η−1l (λ)))
=
(( ∫
(0,s]
⊕
Wu,t,0(λ) dλ
)
(1E(t) ⊗ Tl,0)(x ⊗ f )
)
(λ).
The theorem is proved. 
Observation 3.3. One can construct essential representations of a product system E with respect
to a measurable unital section {ut | t > 0} of E by using a similar method. The explicit description
of the asymptotic properties of the resulting E0-semigroups as well as their classification up to
conjugacy involve however different techniques, which we aim to discuss in a different paper.
4. Tail flows
Any E0-semigroup ρ = {ρt | t  0} acting on B(H) gives rise to the decreasing family of
type I∞ factors {ρt (B(H)) | t  0}, whose intersection
A =
⋂
t0
ρt
(
B(H)
)
is a von Neumann algebra, called the tail algebra of the E0-semigroup ρ. The restriction of ρ to
A is a weakly-continuous semigroup of ∗-automorphisms of A, which can be made into a group
of automorphisms, denoted by the same letter, by defining ρ−tA = ρ−1t A, t > 0. The resulting
W ∗-dynamical system (A, ρA), called the tail flow of ρ, is obviously a conjugacy invariant,
i.e., two conjugate E0-semigroups have conjugate tail flows.
Although E0-semigroups with trivial tail algebras, called pure E0-semigroups, have been ex-
tensively studied before (see e.g., [6]), the study of E0-semigroups with non-trivial tail flows has
received little attention, due in part to the difficulty of describing the tail algebra.
Our main purpose in this section is to identify in concrete terms the tail flows of the E0-
semigroups associated with the unitary resolutions constructed in the previous section.
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We consider the unitary resolution {Wu,t,0 | t > 0} of the product system E on the Hilbert space
Ku,0. In order to lighten the notation, we shall drop the subscript “0” when the reference to l = 0
is irrelevant, and work with Ku = Ku,0, Wu,t = Wu,t,0, Tl = Tl,0, etc.
We also consider the E0-semigroup ρ(u) = {ρ(u)t | t  0} associated with the unitary resolution
{Wu,t }t>0, i.e.,
ρ
(u)
t (X) = Wu,t (1E(t) ⊗X)W ∗u,t , X ∈ B(Ku), t > 0, (4.1)
and denote by Au the associated tail algebra
⋂
t>0 ρ
(u)
t (B(Ku)).
We firstly note that for any t  0, the Hilbert space L2t ((0, s];E) can be embedded into Ku,t
with respect to the isometric operator
L2t
(
(0, s];E)  x −→ x ⊗ [u] ∈ Ku,t . (4.2)
Let Qt = 1L2t ((0,s];E) ⊗ PrC[u] be the orthogonal projection of Ku,t on L2t ((0, s];E). For t = 0,
we shall simply use the notation Q = Q0. From now on, we shall freely use the identification
of von Neumann algebras QtB(Ku,t )Qt = B(QtKu,t ) = B(L2t ((0, s];E)), as well as the vec-
tor identification x = x ⊗ [u], for every vector x ∈ L2t ((0, s];E), when regarded as a subspace
of Ku,t .
The main properties of the projection Q are discussed below.
Lemma 4.1. For every t > 0, one has QWu,t+s = QWu,t (L∗t ⊗1Ku), where Lt : E(t) → E(t+s)
is the isometric operator Lt(x) = u · x, for every x ∈ E(t).
Proof. Let t > 0 be fixed. By passing to the corresponding fibers, it is enough to show that the
diagram
E(ηt (λ))⊗ K˜u
1E(ηt (λ))⊗PrC[u]
E(t)⊗E(λ)⊗ K˜u
Wu,t (λ)
E(ηt (λ))⊗ K˜u
1E(ηt (λ))⊗PrC[u]
E(ηt (λ))⊗ K˜u E(t + s)⊗E(λ)⊗ K˜u
Wu,t+s (λ)
L∗t ⊗1E(λ)⊗PrC[u]
commutes for every 0 < λ s, under the assumption k :=  t+λ
s
 > 0. First of all, we claim that
(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
U∗ηt (λ),ksL
∗
t+λ ⊗ 1K˜u
)
= (1E(ηt (λ)) ⊗ PrC[u] W˜u,k(1E(ks) ⊗ W˜u,1))
× ((U∗ ⊗ 1E(s))U∗ ⊗ 1˜ ). (4.3)ηt (λ),ks t+λ,s Ku
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without loss of generality that U∗ηt (λ),ks(xt ·xλ) =
∑
i αiwi ⊗zi, where wi ∈ E(ηt (λ)), zi ∈ E(ks)
and αi ∈ C, for every i. We then have
(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
U∗ηt (λ),ksL
∗
t+λ ⊗ 1K˜u
)(
xt · xλ · xs ⊗ [y]
)
=
∑
i
αi〈xs, u〉E(s)(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
wi ⊗ zi ⊗ [y]
)
=
∑
i
αi〈xs, u〉E(s)
〈[zi · y], [u]〉K˜uwi ⊗ [u]
=
∑
i
αi〈xs, u〉E(s)
〈
zi, u
k
〉
E(ks)
〈[y], [u]〉
K˜u
wi ⊗ [u].
On the other hand,(
1E(ηt (λ)) ⊗ PrC[u] W˜u,k(1E(ks) ⊗ W˜u,1)
)
× ((U∗ηt (λ),ks ⊗ 1E(s))U∗t+λ,s ⊗ 1K˜u)(xt · xλ · xs ⊗ [y])
=
∑
i
αi
(
1E(ηt (λ)) ⊗ PrC[u] W˜u,k(1E(ks) ⊗ W˜u,1)
)(
wi ⊗ zi ⊗ xs ⊗ [y]
)
=
∑
i
αi(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
wi ⊗ zi ⊗ [xs · y]
)
=
∑
i
αi
〈[zi · xs · y], [u]〉K˜uwi ⊗ [u]
=
∑
i
αi〈xs, u〉E(s)
〈
zi, u
k
〉
E(ks)
〈[y], [u]〉
K˜u
wi ⊗ [u].
Therefore (4.3) holds. Next, by writing the axioms of associativity (2.5) and (2.1) in the form
W˜u,k(1E(ks) ⊗ W˜u,1) = W˜u,k+1(Uks,s ⊗ 1K˜u) and U∗ηt (λ),(k+1)s = (1E(ηt (λ)) ⊗ Uks,s)(U∗ηt (λ),ks ⊗
1E(s))U∗t+λ,s , the identity (4.3) becomes
(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
U∗ηt (λ),ksL
∗
t+λ ⊗ 1K˜u
)
= (1E(ηt (λ)) ⊗ PrC[u] W˜u,k+1(Uks,s ⊗ 1K˜u))
× ((U∗ηt (λ),ks ⊗ 1E(s))U∗t+λ,s ⊗ 1K˜u)
= (1E(ηt (λ)) ⊗ PrC[u] W˜u,k+1)
(
U∗ηt (λ),(k+1)s ⊗ 1K˜u
)
. (4.4)
Moreover, one can easily check that L∗t+λ = Ut,λ(L∗t ⊗1E(λ))U∗t+s,λ. By using this identity, (4.4)
becomes
(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
U∗ηt (λ),ksUt,λ
(
L∗t ⊗ 1E(λ)
)⊗ 1K˜u)
= (1E(ηt (λ)) ⊗ PrC[u] W˜u,k+1)
(
U∗ηt (λ),(k+1)sUt+s,λ ⊗ 1K˜u
)
= (1E(ηt (λ)) ⊗ PrC[u])Wu,t+s(λ). (4.5)
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(1E(ηt (λ)) ⊗ PrC[u])Wu,t (λ)
(
L∗t ⊗ 1E(λ) ⊗ 1K˜u
)
= (1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
U∗ηt (λ),ksUt,λ
(
L∗t ⊗ 1E(λ)
)⊗ 1K˜u)
(4.5)= (1E(ηt (λ)) ⊗ PrC[u])Wu,t+s(λ).
This concludes the proof of Lemma 4.1. 
Proposition 4.2. The projection Q is increasing with respect to the E0-semigroup ρ(u), i.e.,
ρ
(u)
t (Q)Q, for every t  0. Moreover, limt→∞ ρ(u)t (Q) = 1Ku in the strong operator topology.
Proof. We firstly show that Q is increasing or, equivalently, that Q satisfies
QWu,t (1E(t) ⊗Q) = QWu,t , t > 0. (4.6)
Let t > 0 be fixed. Since the projections Q and Qt satisfy the relation TtQt = Q(Tt ⊗ 1K˜u),
where Tt = Tt,0 is the transfer operator (3.11), it suffices, by passing to the corresponding fibers,
to show that the following diagram
E(ηt (λ))⊗ K˜u
1E(ηt (λ))⊗PrC[u]
E(t)⊗E(λ)⊗ K˜u
Wu,t (λ)
E(ηt (λ))⊗ K˜u
1E(ηt (λ))⊗PrC[u]
E(ηt (λ))⊗ K˜u E(t)⊗E(λ)⊗ K˜u
Wu,t (λ)
1E(t)⊗1E(λ)⊗PrC[u]
commutes for every 0 < λ s.
Let then λ ∈ (0, s] be fixed. If t +λ s, then the proof is immediate, so we assume t +λ > s.
We show the above diagram is commutative by checking the action of the operators on simple
tensors. For this purpose, let xt ∈ E(t), xλ ∈ E(λ) and [y] ∈ K˜u be fixed. As in the previous
lemma, we may assume that U∗ηt (λ),ks(xt ·xλ) =
∑
i αiwi ⊗zi, where wi ∈ E(ηt (λ)), zi ∈ E(ks),
αi ∈ C, for every i. Here k =  t+λs . We then have
(1E(ηt (λ)) ⊗ PrC[u])Wu,t (λ)(1E(t)⊗E(λ) ⊗ PrC[u])
(
xt ⊗ xλ ⊗ [y]
)
= 〈[y],[u]〉
K˜u
(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
U∗ηt (λ),ks(xt · xλ)⊗ [u]
)
=
∑
i
αi
〈[zi · u], [u]〉K˜u 〈[y],[u]〉K˜uwi ⊗ [u]
=
∑
i
αi
〈
zi, u
k
〉
E(ks)
〈[y],[u]〉
K˜u
wi ⊗ [u]
=
∑
αi
〈[zi · y] , [u]〉K˜uwi ⊗ [u]i
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∑
i
αi(1E(ηt (λ)) ⊗ PrC[u] W˜u,k)
(
wi ⊗ zi ⊗ [y]
)
= (1E(ηt (λ)) ⊗ PrC[u])Wu,t (λ)
(
xt ⊗ xλ ⊗ [y]
)
.
Therefore the above diagram is commutative, and (4.6) holds.
To prove the second statement of the proposition, we firstly show that the discrete compression
of the semigroup ρ(u) to B(K˜u) is given by the semigroup {ρ˜ k(u) | k ∈ N} defined in (3.5), i.e.,
ρ
(u)
ks (1L2((0,s];E) ⊗ Y) = 1L2((0,s];E) ⊗ ρ˜ k(u)(Y ), (4.7)
for every Y ∈ B(K˜u), and k ∈ N.
In order to prove this identity, we note that the unitary operators Wu,ks(λ), λ ∈ (0, s], act from
the Hilbert space E(ks)⊗E(λ)⊗ K˜u onto the Hilbert space E(λ)⊗ K˜u. By passing then to the
corresponding fibers, one has
Wu,ks(λ)(1E(ks) ⊗ 1E(λ) ⊗ Y)Wu,ks(λ)∗
= Ad[(1E(λ) ⊗ W˜u,k)(U∗λ,ksUks,λ ⊗ 1K˜u)](1E(ks) ⊗ 1E(λ) ⊗ Y)
= 1E(λ) ⊗
(
W˜u,k(1E(ks) ⊗ Y)W˜ ∗u,k
)
,
for every λ ∈ (0, s], which proves (4.7).
Since the discrete E0-semigroup {ρ˜ k(u)}k∈N is pure, it follows that ρ˜ k(u)(PrC[u]) converges
strongly to 1K˜u as k → ∞. We then conclude from (4.7) that limt→∞ ρ(u)t (Qu) = 1Ku in the
strong operator topology. 
Observation 4.3. Regarding the identity (4.7) one should note that, in general, under the
identification of von Neumann algebras B(Ku) = B(L2((0, s];E)) ⊗ B(K˜u), any operator
ρ
(u)
t (1L2((0,s];E) ⊗ Y) is of the form
ρ
(u)
t (1L2((0,s];E) ⊗ Y) = 1L2((0,s];E) ⊗Z, (4.8)
for every Y ∈ B(K˜u), where Z ∈ B(K˜u). Indeed, if t ∈ (ks, (k+1)s], k ∈ N, and λ ∈ (0, s], then
one has as before
Ad
[
Wu,t (λ)
]
(1E(t) ⊗ 1E(λ) ⊗ Y) =
{
1E(ηt (λ)) ⊗ ρ˜ k(u)(Y ), λ ∈ (0, (k + 1)s − t],
1E(ηt (λ)) ⊗ ρ˜ k+1(u) (Y ), λ ∈ ((k + 1)s − t, s].
We then deduce that
ρ
(u)
t (1L2((0,s];E) ⊗ Y)
(
f ⊗ [y])(λ)
= f (λ)⊗ (χ(0,t−ks](λ)ρ˜ k+1(u) (Y )[y] + χ(t−ks,s](λ)ρ˜ k(u)(Y )[y]),
for every f ∈ L2((0, s];E), [y] ∈ K˜u, λ ∈ (0, s], t ∈ (ks, (k + 1)s] and k ∈ N, where χA denotes
the characteristic function of an interval A.
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press ρ(u) to the von Neumann algebra B(L2((0, s];E)) = QB(Ku)Q, obtaining in this way a
weakly-continuous semigroup P (u) = {P (u)t | t  0} of normal, unit-preserving completely posi-
tive maps P (u)t acting on B(L2((0, s];E)), defined as
P
(u)
t (X) = Qρ(u)t (QXQ)Q, (4.9)
for every X ∈ B(L2((0, s];E)) and t  0.
The main result of this section concludes that (P (u),B(L2((0, s];E))) is, in fact, a W ∗-
dynamical system, conjugate to the tail flow of the E0-semigroup ρ(u).
Theorem 4.4. The semigroup P (u) = {P (u)t | t  0} is a semigroup of ∗-automorphisms
of B(L2((0, s];E)) of minimal period s. Moreover, if ρ(u) = {ρ(u)t | t  0} denotes the
semigroup of ∗-automorphisms ρ(u)Au , then the W ∗-dynamical systems (Au, ρ(u)) and
(B(L2((0, s];E)),P (u)) are conjugate.
Proof. First of all, we note that the semigroup P (u) = {P (u)t | t  0} is periodic of period s,
a statement which follows from Lemma 4.1. Indeed, for every X ∈ B(L2((0, s];E)) and t > 0,
one has
P
(u)
t+s(X) = Ad[QWu,t+s](1E(t+s) ⊗X ⊗ 1K˜u)
= Ad[QWu,t(L∗t ⊗ 1Ku)](1E(t+s) ⊗X ⊗ 1K˜u)
= Ad[QWu,t ]
(
L∗t Lt ⊗X ⊗ 1K˜u
)= P (u)t (X).
Now, since P (u) is a weakly-continuous periodic semigroup, and P (u)0 = IdB(L2((0,s];E)), we
deduce that P (u)s = IdB(L2((0,s];E)). In particular, each P (u)t is a bijective map, t  0.
Next we show that the tail algebra Au and B(L2((0, s];E)) are isomorphic as von Neumann
algebras. For this purpose, we consider the compression map Θ : B(Ku) → B(L2((0, s];E))
defined by
Θ(X) = QXQ, X ∈ B(Ku).
We claim that the restriction of Θ to the tail algebra Au is injective. Indeed, let X be an el-
ement of Au satisfying QXQ = 0, and let {Xt }t>0 be a family of operators in B(Ku) such
that X = ρ(u)t (Xt ), for every t > 0. We note that the operators Xt are related via the identity
Xt1 = ρ(u)t2 (Xt1+t2), for every t1, t2 > 0. By using now the periodicity of the semigroup P (u), we
have
QXnsQ = Qρ(u)t (Xt+ns)Q = P (u)t (QXt+nsQ)
= P (u)t+ns(QXt+nsQ) = Qρ(u)t+ns(Xt+ns)Q = QXQ
= 0, for every n ∈ N and t > 0.
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strongly to 1Ku as n → ∞, hence X = 0. Therefore Θ is injective when restricted to Au.
On the other hand, since the maps P (u)t are bijective, Θ maps Au onto B(L2((0, s];E)), and
we can easily see that Θ is a ∗-homomorphism. Consequently, Θ is a ∗-isomorphism of von
Neumann algebras. Moreover, since for any t > 0, P (u)t ◦ Θ = Θ ◦ ρ(u)t when restricted to Au,
we obtain that P (u) is conjugate to ρ(u).
Finally, we show that the minimal period of the semigroup P (u) is s. For this purpose, let
Mχ ∈ B(L2((0, s];E)) be an arbitrary scalar diagonal operator, where χ ∈ L∞(0, s]. By using
the facts that all operators involved in this construction are decomposable, and that TtMχ =
M
χ◦η−1t Tt (t > 0), one can easily see that P
(u)
t (Mχ) = Mχ◦η−1t , for every t > 0.
Suppose now that 0 < q  s is another period of the semigroup P (u). Then P (u)q =
IdB(L2((0,s];E)). Therefore Mχ = Mχ◦ηq for every χ ∈ L∞(0, s], from which we deduce s = q .
The theorem is proved. 
The following corollary is straightforward.
Corollary 4.5. Under the identification of von Neumann algebras Au = QB(Ku)Q =
B(L2((0, s];E)) = B(L2((0, s];E))⊗ 1K˜u , the identities
ρ
(u)
t (X ⊗ 1K˜u) = ρ(u)t (X)⊗ 1K˜u = P (u)t (X)⊗ 1K˜u ,
hold for every X ∈ B(L2((0, s];E)) and t  0. In particular, by using (4.7), we deduce that for
every k ∈ N, one has
ρ
(u)
ks = IdB(L2((0,s];E)) ⊗ρ˜ k(u). (4.10)
Corollary 4.6. Under the above identification of von Neumann algebras, one has
πu(u) = 1L2((0,s];E) ⊗ π˜u(u),
where πu is the essential representation of E associated with the unitary resolution {Wu,t }t>0,
and π˜u(u) is the essential representation of the discrete product {E(ks) | k ∈ N} associated with
the discrete unitary resolution {W˜u,k | k ∈ N}.
Proof. Since the endomorphisms ρ(u)s and IdB(L2((0,s];E)) ⊗ ρ˜(u) coincide, by passing to their
representations one can construct a unitary operator U : E(s) → E(s) such that
1L2((0,s];E) ⊗ π˜u
(
U(x)
)= πu(x), x ∈ E(s). (4.11)
The unitary operator U is defined in a classical manner via the natural identifications of Hilbert
spaces C ⊗ E(s) = E(s), and of von Neumann algebras B(Ku) = B(L2((0, s];E)) ⊗ B(K˜u).
More precisely, U = (Id ⊗ π˜u)−1πu, where Id is the trivial representation of C on L2((0, s];E).
U is well defined by (4.10), and is a unitary operator. We claim that U(u) = u. For this purpose
let ζ = 〈U(u),u〉E(s). Then
ζ · 1Ku =
〈
πu(u),1L2((0,s];E) ⊗ π˜u(u)
〉 = (1L2((0,s];E) ⊗ π˜u(u)∗)πu(u).πu(E(s))
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ζ
(
u⊗ [u])= ((1L2((0,s];E) ⊗ π˜u(u)∗)πu(u))(f ⊗ [u])(s)
= ((1L2((0,s];E) ⊗ π˜u(u)∗)Wu,s(u⊗ f ⊗ [u]))(s)
= (1E(s) ⊗ π˜u(u)∗)(1E(s) ⊗ W˜u,1)(U∗s,sUs,s ⊗ 1K˜u)(u⊗ u⊗ [u])
= u⊗ [u].
Therefore ζ = 1, so U(u) = u. 
Observation 4.7. We also deduce from Theorem 4.4 that any E0-semigroup is cocycle conjugate
to an E0-semigroup whose tail algebra is a factor of type I∞. We have some limited evidence
that this result might hold in a more general setting, i.e., any E0-semigroup is cocycle conjugate
to an E0-semigroup whose tail algebra is isomorphic to a given infinite hyperfinite factor. We
therefore conjecture that this last statement is true.
5. Equivalence of unitary resolutions
The main purpose of this section is to study the dependence of our construction on the cho-
sen unital vectors. We show that the equivalence classes of the unitary resolutions of a product
system E, constructed with respect to the chosen unital vectors, correspond to the orbits of the
action of the group of automorphisms Aut(E) of the product system E on these unital vectors.
More precisely, we have the following general result.
Theorem 5.1. Let E = {E(t) | t > 0} be a product system, and u ∈ E(s), respectively v ∈ E(p),
s,p > 0, be two unital vectors. Then the unitary resolutions {Wu,t | t > 0} and {Wv,t | t > 0} are
equivalent if and only if s = p and there exists an automorphism θ = {θt | t > 0} of the product
system E such that θsu = v.
Proof. (⇒) Suppose that the unitary resolutions {Wu,t | t > 0} and {Wv,t | t > 0} are equivalent.
Let ρ(u) = {ρ(u)t | t  0}, respectively ρ(v) = {ρ(v)t | t  0}, be the associated E0-semigroups, and
Au, respectively Av , be their tail algebras. By Lemma 2.2, ρ(u) and ρ(v) are conjugate, and we
deduce from Theorem 4.4 that s = p.
Next we construct an automorphism θ = {θt | t > 0} of E in such a way that θsu = v. For this
purpose, let Γ : Ku → Kv be a unitary operator such that Ad[Γ ]ρ(u)t = ρ(v)t Ad[Γ ], t  0. Since
both von Neumann algebras Au and Av are isomorphic to B(L2((0, s];E)), there exists a unitary
operator U ∈ B(L2((0, s];E)) such that UQuXQuU∗ = QvΓXΓ ∗Qv, for every X ∈ Au. Here
Qu and Qv are the orthogonal projections of Ku, respectively of Kv , on L2((0, s];E). Moreover,
the automorphism Ad[U ] implements the conjugacy between the semigroups P (u) and P (v).
Let now θ be a unitary operator in B(E(s)) such that θu = v, and let θ˜ : K˜u → K˜v be the
corresponding unitary operator which satisfies (3.6). We claim that the ∗-isomorphism Ad[U ⊗ θ˜]
from B(Ku) onto B(Kv) implements the conjugacy between the E0-semigroups ρ(u) and ρ(v).
We note for this purpose, by passing as before to the corresponding fibers, that for any Y ∈
B(K˜u) and t  0, one has
Ad
[
1L2((0,s];E) ⊗ θ˜]ρ(u)t (1 ⊗ Y) = ρ(v)t (1 ⊗ θ˜Y θ˜∗). (5.1)
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Ad[U ⊗ θ˜ ]ρ(u)t (X ⊗ Y)
= Ad[(1L2((0,s];E) ⊗ θ˜ )(U ⊗ 1K˜u)](ρ(u)t (1L2((0,s];E) ⊗ Y)ρ(u)t (X ⊗ 1K˜u))
= Ad[1L2((0,s];E) ⊗ θ˜ ]
(
ρ
(u)
t (1L2((0,s];E) ⊗ Y)Ad[U ⊗ 1K˜u ]
(
ρ
(u)
t (X ⊗ 1K˜u)
))
= Ad[1L2((0,s];E) ⊗ θ˜ ]
(
ρ
(u)
t (1L2((0,s];E) ⊗ Y)
(
P
(v)
t (UXU
∗)⊗ 1K˜u
))
= Ad[1L2((0,s];E) ⊗ θ˜ ]
(
ρ
(u)
t (1L2((0,s];E) ⊗ Y)
)
ρ
(v)
t (UXU
∗ ⊗ 1K˜v )
= ρ(v)t (1L2((0,s];E) ⊗ θ˜Y θ˜∗)ρ(v)t (UXU∗ ⊗ 1K˜v )
= ρ(v)t
(
Ad[U ⊗ θ˜](X ⊗ Y)),
for every X ∈ B(L2((0, s];E)), Y ∈ B(K˜u). Therefore Ad[U ⊗ θ˜ ] implements the conjugacy
between the E0-semigroups ρ(u) and ρ(v).
Let now θ = {θt | t > 0} be the automorphism of E constructed with respect to the isomor-
phism Ad[U ⊗ θ˜ ] as in (2.8), i.e.,
θt = π−1v Ad(U ⊗ θ˜ )πuE(t), t > 0, (5.2)
where πu, respectively πv , are the essential representations associated with the unitary resolu-
tions {Wu,t | t > 0}, respectively {Wv,t | t > 0}, as in (2.4). We deduce from Corollary 4.6 that
θsu = π−1v
(
(U ⊗ θ˜ )(1L2((0,s];E) ⊗ π˜u(u))(U ⊗ θ˜ )∗)
= π−1v
(
1L2((0,s];E) ⊗ π˜v
(
θ(u)
))= v.
Therefore the automorphism θ satisfies the required condition.
(⇐) Suppose that s = p, and let θ = {θt | t > 0} ∈ Aut(E) be such that θsu = v. We show
that the unitary resolutions {Wu,t | t > 0} and {Wv,t | t > 0} are equivalent. For this purpose, we
consider the unitary operator Γ = ∫ ⊕
(0,s] θλ dλ ⊗ θ˜ , where θ˜ : K˜u → K˜v is the unitary operator
induced by θs . We claim that Γ induces the equivalence between the unitary resolutions {Wu,t |
t > 0} and {Wv,t | t > 0} with respect to the automorphism θ . To prove this, we firstly note that
for every λ ∈ (0, s] and t > 0, one has
(θηt (λ) ⊗ θ˜ )Wu,t (λ) = Wv,t (λ)(θt ⊗ θλ ⊗ θ˜ ). (5.3)
Indeed, if k =  t+λ
s
, then we have
Wv,t (λ)(θt ⊗ θλ ⊗ θ˜ )
= (1E(ηt (λ)) ⊗ W˜v,k)
(
U∗ηt (λ),ksUt,λ ⊗ 1K˜v
)
(θt ⊗ θλ ⊗ θ˜ )
= (1E(ηt (λ)) ⊗ W˜v,k)
(
U∗ηt (λ),ksθt+λUt,λ ⊗ θ˜
)
= (1E(ηt (λ)) ⊗ W˜v,k)(θηt (λ) ⊗ θks ⊗ θ˜ )
(
U∗ Ut,λ ⊗ 1˜ )ηt (λ),ks Ku
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(
U∗ηt (λ),ksUt,λ ⊗ 1K˜u
)
= (θηt (λ) ⊗ θ˜ )Wu,t (λ).
Therefore identity (5.3) holds. We can also easily see that for every t > 0, one has
Tt
( ∫
(0,s]
⊕
θηt (λ) dλ
)
=
( ∫
(0,s]
⊕
θλ dλ
)
Tt , (5.4)
and we deduce from (5.3) and (5.4) that ΓWu,t = Wv,t (θt ⊗ Γ ), t > 0. The theorem is
proved. 
Corollary 5.2. Any E0-semigroup admits uncountably many non-conjugate cocycle perturba-
tions.
Note that this result can also be deduced (non-constructively), at least in the case of spatial
E0-semigroups, from the general properties of the spectral C∗-algebra of a product system (see
[6]).
We end this section with a few observations on the conjugacy of the E0-semigroups con-
structed with respect to unital vectors belonging to the same fiber of a given product system.
Observation 5.3.
(i) Let E = {E(t) | t > 0} be a product system and s > 0. If u,v ∈ E(s), s > 0 are two unital,
linearly dependent vectors, then the E0-semigroups ρ(u) and ρ(v) are conjugate. Indeed, if ρ
is the argument of the complex number 〈u,v〉E(s), then the gauge automorphism group θ =
{θt | t > 0} of E, i.e., θt = e itρs 1E(t), t > 0, satisfies the condition θsu = v of Theorem 5.1.
(ii) Let E = {E(t) | t > 0} be a spatial product system, and U(E) be the set of normalized
unit sections u = {ut }t>0 of E (recall that a measurable section u = {ut }t>0 of E is a
unit if ut+s = ut · us , s, t > 0). Then Aut(E) leaves U(E) invariant. Therefore for every
s > 0, we obtain non-conjugate E0-semigroups ρ(u) and ρ(v) by choosing the unital vec-
tors u, v ∈ E(s) in such a way that u = us , where u = {ut }t>0 ∈ U(E), and v = vs for any
v = {vt }t>0 ∈ U(E). Moreover, if Aut(E) acts transitively on U(E), then the E0-semigroups
ρ(u) and ρ(v) are automatically conjugate, for any two unital vectors us, vs ∈ E(s) belonging
to two normalized units. Of course, this last property fails to be true in the case of a product
system whose automorphism group does not act transitively on the set of units (see [13] for
such an example).
The last observation becomes more transparent in the case of the exponential product systems.
Note that the automorphism group of an exponential product system acts transitively on the set
of units [2].
Example 5.4. Let K be a complex Hilbert space. We consider the exponential product sys-
tem EK = {Γ (L2K(0, t]) | t > 0} of index k = dim(K), where Γ (L2K(0, t]) ⊂ Γ (L2K(R+)) is
the symmetric Fock space over the Hilbert space L2 (0, t] of all K-valued square integrableK
2088 R. Floricel / Journal of Functional Analysis 255 (2008) 2067–2089functions on the interval (0, t]. Here Γ denotes as usual the second quantization functor. Let
exp : L2K(R+) → Γ (L2K(R+)) be the exponential map,
exp(f ) =
∑
n0
⊕ 1√
n!f
⊗n, f ∈ L2K(R+).
W. Arveson [2, Section 8] has identified the automorphism group of EK as the Heisenberg
motion group GK = R×K × U(K), where U(K) is the unitary group of K . More precisely, for
any triple (a, ξ,U) ∈ GK , the family θ(a,ξ,U) = {θt (a, ξ,U)}t>0 of unitary operators θt (a, ξ,U)
on Γ (L2K(0, t]), given by
θt (a, ξ,U) = eiatW(χ(0,t]ξ)Γ (χ(0,t]U),
is an automorphism of EK , and any automorphism of EK arises in this way. Here W(f ), where
f ∈ L2K(R+), is the Weyl operator on Γ (L2K(R+)), i.e.,
W(f ) exp(g) = e−‖f ‖2 −〈g,f 〉 exp(f + g), g ∈ L2K(R+).
Any unit u = {ut }t0 of the concrete product system EK is of the form ut = eat exp(χ(0,t]ξ),
for some (a, ξ) ∈ C × K [2, Theorem 4.7]. In particular, for any given s > 0, and any non-
constant function f ∈ L2K(0, s], the unital vector vs = e−
‖f ‖2
2 exp(f ) ∈ EK(s) has the property
that no triple (a, ξ,U) exists in GK such that θs(a, ξ,U)vs = us , for any normalized unit {ut }t>0
of EK . Thus the E0-semigroups ρ(us) and ρ(vs) are non-conjugate.
More generally, for any non-constant function f ∈ L2K(0, s], and any two disjoint, measurable
sets A,B ⊂ (0, s] of positive measure, the E0-semigroups ρ(uA) and ρ(vA) are non-conjugate,
where uA = e−
‖f A‖2
2 exp(χAf ) and uB = e−
‖f B ‖2
2 exp(χBf ).
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