We show that Oeckl's boundary formalism incorporates quantum statistical mechanics naturally, and we formulate general-covariant quantum statistical mechanics in this language. We illustrate the formalism by showing how it accounts for the Unruh effect. We observe that the distinction between pure and mixed states weakens in the general covariant context, and surmise that local gravitational processes are indivisibly statistical with no possible quantal versus probabilistic distinction.
I. INTRODUCTION
Quantum field theory and quantum statistical mechanics provide a framework within which most of current fundamental physics can be understood. In their usual formulation, however, they are not at ease in dealing with gravitational physics. The difficulty stems from general covariance and the peculiar way in which general relativistic theories deal with time evolution. A quantum statistical theory including gravity requires a generalized formulation of quantum and statistical mechanics.
A key tool in this direction which has proved effective in quantum gravity, is Oeckl's idea [1, 2] of using a boundary formalism, reviewed below. This formalism combines the advantages of an S-matrix transition-amplitude language with the possibility of defining the theory without referring to asymptotic regions. It is a language adapted to general covariant theories, where "bulk" observables are notoriously tricky, because it can treat dependent and independent variables on the same footing. This formalism allows a general covariant definition of transition amplitudes, n-point functions and in particular the graviton propagator [3, 4] . These are defined on compact spacetime regions-the dependence on the boundary metric data makes general covariance explicit and circumvents the difficulties (e.g. [5] ) usually associated to the definition of these quantities in a general covariant theory.
In the boundary formalism, the focus is moved from "states", which describe a system at some given time, to "processes", which describe what happens to a local system during a finite time-span. For a conventional nonrelativistic system, the quantum space of the processes, B (for "boundary"), is simply the tensor product of the initial and final Hilbert state spaces. Tensor states in B represent processes with given initial and final states.
What about the vectors in B that are not of the tensor form? Remarkably, it turns out that mixed statistical quantum states are naturally represented by these non-tensor states [6] . Here we formalize this observation, showing how statistical expectation values are expressed in this language. This opens the way to a systematic treatment of general-covariant quantum statistical mechanics, a problem still wide open.
The structure of this paper is as follows: In Section II, we start from conventional non-relativistic mechanics and move "upward" towards more covariance: we construct the formal structures that define the boundary formalism, characterize physical states and operators, define the dynamics through amplitudes, and show how statistical states and equilibrium states can be treated. In Section III, we adapt the boundary formalism to a general covariant language by including the independent evolution parameter (the "time" partial observable) into the configuration space. This is the step that permits the generalization to general covariant systems. Once these structures are clear, in Section IV we take them as fundamental, and show that they retain their meaning also in the more general cases where the system is genuinely general relativistic. In Section V we apply the formalism to the Unruh effect and in Section VI we draw some tentative conclusions regarding quantum gravity.
These point towards the idea that any local gravitational process is statistical.
II. NON-RELATIVISTIC FORMALISM

A. Mechanics
Consider a Hamiltonian system with configuration space C. Call x ∈ C a generic point in C. The corresponding quantum system is defined by a Hilbert space H and a Hamiltonian operator H. We indicate by A, B, ... ∈ A the self-adjoint operators representing observables. In the Schrödinger representation, which diagonalizes configuration variables, a state ψ is represented by the functions ψ(x) = x|ψ , where |x is a (possibly generalized) eigenvector of a family of observables that coordinatizes C (we use the Dirac notation also for generalized states, as Dirac did). States evolve in time by ψ t = e −iHt ψ o . For convenience we call H t the Hilbert space isomorphic to H, thought of as the space of states at time t.
Fix a time t and consider the non-relativistic boundary space
where the star indicates the dual space. This space can be interpreted as the space of all (kinematical) processes. The state Ψ = ψ ⊗ φ * ∈ B t represents the process that takes the initial state ψ into the final state φ in a time t. For instance, if ψ and φ are eigenstates of operators corresponding to given eigenvalues, then Ψ represents a process where these eigenvalues have been measured at initial and final time.
In the Schrödinger representation, vectors in B t have the form ψ(x, x ) = x, x |ψ . The state |x, x ≡ |x ⊗ x | represents the process that takes the system from x to x in a time t. The interpretation of the states in B t which are not of the tensor form is our main concern in this paper and is discussed below.
There are two notable structures on the space B t .
(a) A linear function W t on B t , which completely codes the dynamics. This is defined by its action
on tensor states, and extended by linearity to the entire space. This function codes the dynamics because its value on any tensor state ψ ⊗ φ * gives the probability amplitude of the corresponding process that transforms the state ψ into the state φ. Notice that the expression of W t in the Schrödinger basis reads
which is precisely the Schrödinger-equation propagator, and can be represented formally as a Feynman path integral from x to x in a time t, and, of course, it codes the dynamics of the theory.
(b) There is a nonlinear map σ that sends H into B t , given by
Boundary states in the image of σ represent processes that have probability amplitude equal to one, as can be easily verified using (2) and (4). The process σ(ψ) is the one induced by the initial state ψ.
In general, we shall call any vector Ψ ∈ B t that satisfies
a "physical boundary state."
These are the basic structures of the boundary formalism in the case of a non-relativistic system.
B. Statistical mechanics
The last equation of the previous section is linear, hence a linear combination of solutions is also a solution. But linear combinations of tensor states are not tensor states. What do the solutions of (5) which are not of the tensor form represent?
Consider a statistical state ρ. By this we mean here a trace class operator in H that can be mixed or pure. An operator in H is naturally identified with a vector in H ⊗ H * , of course. In particular, let |n be an orthogonal basis that diagonalizes ρ, then ρ = n c n |n n|.
The corresponding element in B 0 is
and we will from now on identify the two quantities. That is, below we often write states in H ⊗ H * , as operators in H. The numbers c n in (6) are the statistical weights. They satisfy n c n = 1 (8) because of the trace condition on ρ, which expresses the fact that probabilities add up to one. Thus the state ρ can be seen as an element of B 0 . Consider the corresponding element of B t , defined by
It is immediate to see that
Therefore we have found the physical meaning of the other (normalized) solutions of (5). They represent statistical states. Notice that these are expressed as vectors in the boundary Hilbert space B t . (See also [7] .) The expectation value of the observable A in the statistical state ρ is
the correlation between two observables is
and the time dependent correlation is
of which the two previous expressions are special cases. These quantities can be expressed in the simple form
because
here the placement of ρ t within the trace reflects the fact that its left factor is in the initial space and its right factor is in the final space (and A does not need a dagger because it is self-adjoint). Therefore the boundary formalism permits a direct reformulation of quantum statistical mechanics in terms of general boundary states, boundary operators and the W t amplitude. Consider states of Gibbs's form ρ = N e −βH . The corresponding state in B t is
where |n is the energy eigenbasis and N = N (β), determined by the normalization, is the inverse of the partition function. A straightforward calculation shows that for these states the correlations (14) satisfy the KMS condition
which is the mark of an equilibrium state. Thus Gibbs states are the equilibrium states.
C. L1 and L2 norms: physical states and pure states
The two classes of solutions illustrated in the previous two subsections (pure states and statistical states) exhaust all solutions of the physical boundary state condition when B t decomposes as a tensor product of two Hilbert spaces:
This can be shown as follows. Consider an orthonormal basis |n in H 0 . Due to the unitarity of the time evolution, the vectors (e −iHt |n ) * form a basis of H * t . Therefore any state in B t can be written in the form
The physical states satisfy
therefore they correspond precisely to the operators
in H 0 , satisfying the condition
which is to say: they are the statistical states. In particular, they are pure states if they are projection operators,
Observe that in general a statistical state in B t is not a normalized state in this space. Rather, its L 2 norm satisfies
where the equality holds only if the state is pure. This is easy to see in a basis that diagonalizes ρ, because the trace condition implies that all eigenvalues are equal or smaller than 1 and sum to 1. Thus there is a simple characterization of physical states and pure states: the first have the "L 1 " norm (19) equal to unity. The second have also the "L 2 " norm |Ψ| 2 equal to unity.
III. RELATIVISTIC FORMALISM A. Relativistic mechanics
Let us now take a step towards the relativistic formalism where the time variable is treated on the same footing as the configuration variables.
With this aim, consider again the same system as before and define the extended configuration space E = C × R. Call (x, t) ∈ E a generic point in E. Let Γ ex = T * E be the corresponding extended phase space and C = p t + H the Hamiltonian constraint, where p t is the momentum conjugate to t. The corresponding quantum system is characterized by the extended Hilbert space K and a Wheeler-deWitt operator C [8] .
Indicate by A, B, ... ∈ A the self-adjoint operators representing partial observables [9] defined in K. In the Schrödinger representation that diagonalizes extended configuration variables, states are given by functions ψ(x, t) = x, t|ψ . The physical states are the solutions of the Wheeler-deWitt equation Cψ = 0, which here is just the Schrödinger equation. Physical states are the (generalized) vectors ψ(x, t) in K that are solutions of the Schrödinger equation.
The space H formed by the physical states that are solutions of the Schrödinger equation is clearly in oneto-one correspondence with the space H 0 of the states at time t = 0. Therefore there is a linear map that sends H 0 into (a suitable completion of) K, simply defined by sending the state ψ(x) into the solution ψ(x, t) of the Schrödinger equation such that ψ(x, 0) = ψ(x). Vice versa, there is a (generalized) projection P from (a dense subspace of) K to H, that sends a state ψ(x, t) to a solution of the Schrödinger equation. This can be formally obtained from the spectral decomposition of C, or, more simply, by
Now, without fixing a time, the relativistic boundary state space is defined by
Notice the absence of the t-label subscript. In the Schrödinger representation, vectors in B have the form ψ(x, t, x , t ) = x, t, x , t |ψ . This space can again be interpreted as the space of all (kinematical) processes, where now the boundary measurement of the clock time t is treated on the same footing as the other partial observables. Thus for instance |x, t, x , t ≡ |x, t ⊗ x , t | represents the process that takes the system from the configuration x at time t to the configuration x at time t . The two structures considered above simplify on the space B.
(a) The dynamics is completely coded by a linear function W (no t label!) on B. This is defined extending by linearity
Its expression in the Schrödinger basis reads
which is once again nothing but the Schrödinger-equation propagator, now seen as a function of initial and final extended configuration variables. The variable t is not treated as an independent evolution parameter, but rather is treated on equal footing with the other partial observables. The operator P can still be represented as a suitable Feynman path integral in the extended configuration space, from the point (x, t) to the point (x , t ).
(b) Second, there is again a nonlinear map σ that sends K into B, now simply given by
States in the image of this map are "physical", namely represent processes that have probability amplitude equal to one, only if ψ satisfies the Schrödinger equation. In this case, a straightforward calculation verifies that
As before, we call "physical" any state in B solving this equation.
B. Relativistic statistical mechanics
As before, linear combinations of physical states represent statistical states. A general relativistic statistical state is a statistical superposition of solutions of the equations of motion [10] .
1 Consider again the state (6) in this 1 A concrete example is illustrated in [11] .
language: if ψ n is the full time-dependent solution of the Schrödinger equation corresponding to the initial state |n , we can now represente the state (6) in B simply by
Explicitly, in the Schrödinger basis ρ(x, t, x , t ) = n c n ψ n (x, t) ψ n (x , t ).
The equilibrium statistical state at inverse temperature β is given by ρ(x, t, x , t ) = N n e iEn(t−t +iβ) ψ n (x) ψ n (x ).
= N e iH(t−t +iβ) .
where ψ n (x) are the energy eigenfunctions. The correlation functions between partial observables are now given simply by
Notice the complete absence of the time label t in the formalism. Any temporal dependence is folded into the boundary data. (However, see the next section for a generalization of the KMS property and equilibrium.) This completes the construction of the boundary formalism for a relativistic system. We now have at our disposal the full language and we can "throw away the ladder," keep only the structure constructed, and extend it to far more arbitrary systems, including relativistic gravity.
IV. GENERAL BOUNDARY
We now generalize the boundary formalism to genuinely (general) relativistic systems that do not have a non-relativistic formulation.
A quantum system is defined by the triple (B, A, W ). The Hilbert space B is interpreted as the boundary state space, not necessarily of the tensor form. A is an algebra of self-adjoint operators on B. The elements A, B, ... ∈ A represent partial observables, namely quantities to which we can imagine associating measurement apparatuses, but whose outcome is not necessarily predictable (think for instance of a clock). The linear map W on B defines the dynamics.
Vectors Ψ ∈ B represent processes. If Ψ is an eigenstate of the operator A ∈ A with eigenvalue a, it represents a process where the corresponding boundary observable has value a. The quantity
is the amplitude of the process. Its modulus square (suitably normalized) determines the relative probability of distinct processes [8] . A physical process is a vector in B that has amplitude equal to one, namely satisfies
The expectation value of an operator A ∈ A on a physical process Ψ is
If a tensor structure in B is not given, then there is no a priori distinction between pure and mixed states. The distinction between quantum incertitude and statistical incertitude acquires meaning only if we can distinguish past and future parts of the boundary [12, 13] .
So far, there is no notion of time flow in the theory. The theory predicts correlations between boundary observables. However, as pointed out in [14] , a generic state Ψ on the algebra of local observables of a region defines a flow α τ on the observable algebra by the Tomita theorem [14] , and the state Ψ satisfies the KMS condition for this flow
where A(τ ) = α τ (A). It will be interesting to compare the flow generated in this manner with the flow generated by a statistical state within the boundary Hilbert space. If a flow is given a priori, the KMS states for this flow are equilibrium states for this flow.
In a general relativistic theory including gravity, no flow is given a priori, but we can still distinguish physical equilibrium states as follows: an equilibrium state is a state that defines a mean geometry and whose Tomita flow is given by a timelike Killing vector of this geometry: see [15] .
V. UNRUH EFFECT
As an example application of the formalism, we describe the Unruh effect [16] in this language. Other treatments with a focus on the general boundary formalism are [17, 18] . Consider a partition of Minkowski space into two regions M andM separated by the two surfaces
The region M is a wedge of angular opening η andM is its complement (Figure 1 ). Consider a Lorentz invariant quantum field theory on Minkowski space, say satisfying the Wigtmam axioms [19] : in particular, energy is positive-definite and there is a single Poincaré-invariant state, the vacuum |0 . How is the vacuum described in the boundary language? In general, a boundary state and Σ η respectively. The conventional Hilbert space H associated to the t = 0 surface is the tensor product of two Hilbert spaces H = H L ⊗ H R that describe the degrees of freedom to the left or right of the origin. We can identify H R and H 0 since they carry the same observables: the field operators on Σ 0 . Because the theory is Lorentz-invariant, H carries a representation of the Lorentz group. The self-adjoint boost generator K in the t, x plane does not mix the two factors H L and H R . If we call k its eigenvalues and |k, α L,R , its eigenstates in the two factors with α labeling the distinct degenerate levels of k, then it is a well known result [20] 
which we can write in the form
Tracing over H L gives the density matrix in
which determines the result of any vacuum measurement, and therefore any measurment [21] , performed on Σ 0 . The evolution operator W η in the angle η, associated to the wedge, sends Σ 0 to Σ η and is
These two quantities give immediately the boundary expression of the vacuum on Σ:
This is the vacuum in the boundary formalism. It is a KMS state at temperature 1/2π with respect to the flow generated by K in η. For an observer moving with constant proper acceleration a along the hyperboloid of points with constant distance from the origin, this flow is proportional to proper time s
And therefore the vacuum is a KMS state, namely a thermal state, at the Unruh temperature (restoring )
This is the manner in which the Unruh effect is naturally described in the boundary language. Notice that no reference to accelerated observers or special basis in Hilbert space is needed to identify the thermal character of the vacuum on the η-wedge. An interesting remark is that the expectation values of operators on Σ can be equally computed using the regioñ M which is complementary to the wedge M . Let us first do this for η = 0. In this case, the insertion of the empty region M cannot alter the value of the observables, and therefore it is reasonable to take the boundary state we associate to it to be the unit operator.
And thereforeρ
For consistency, we have then that the evolution operator associated toM must bẽ
Therefore the evolution operator and the boundary state simply swap their roles when going from a region to its complement. 2 Notice that there exists a geometrical transformation that rotates Σ 0 into Σ η , obtained by rotating it clockwise, rather than anti clockwise. This rotation is not implemented by a proper Lorentz transformation, because the Lorentz group rotates Σ 0 at most only up to the light cone t = −x. But it can nevertheless be realized by extending a Lorentz transformation
to a complex parameter iη
For a small η = , this transformation rotates the positive x axis infinitesimally into the complex t plane. The Lorentz group acts on the expectation values of the theory, and in particular on the expectation values of products of its local observables. Since the n-point functions 2 This can be intuitively understood in terms of path integrals: the evolution operator is the path integral on the interior of a spacetime region, at fixed boundary values; the boundary state can be viewed as the path integral on the exterior of the region. In the case under consideration, the vacuum is singled out by the boundary values of the field at infinity. For a detailed discussion, see [22] .
of a quantum field theory where the energy is positive can be continued analytically for complex times (Theorem 3.5, pg. 114 in [19] ), this action is well defined on expectation values. In particular, we can rotate (t, x) infinitesimally into the complex t plane, and then rotate around the real t, x plane, passing below the light cone x = ±t in complex space. In other words, by adding a small complex rotation into imaginary time, we can rotate a space-like half-line into a timelike one [23, 24] . A full rotation is implemented by U (2πi), giving (47). Finally, observe that the vacuum is the unique Poincaré invariant state in the theory. This implies that if a state is Poincaré invariant then it is thermal at the Unruh temperature on the boundary of the wedge. This is clearly a reflection of correlations with physics beyond the edge of the wedge.
Since vacuum expectation values determine all local measurable quantum-field-theory observables, this implies that the boundary state is unavoidably mixed. In essence the available field operators are insufficient to purify the state. This can be seen physically as follows: in principle, we can project the state onto a pure state on Σ 0 , breaking Poincaré invariance by singling out the origin, but to do so we need a complete measurement of field values for x > 0 and therefore an infinite number of measurements, which would move the state out of its folium [25] . We continue these considerations in the next section.
VI. RELATION WITH GRAVITY AND THERMALITY OF GRAVITATIONAL STATES
So far, gravity has played no direct role in our considerations. The construction above, however, is motivated by general relativity, because the boundary formalism is not needed as long as we deal with a quantum field theory on a fixed geometry, but becomes crucial in quantum gravity, where it allows us to circumvent the difficulties raised by diffeomorphism invariance in the quantum context.
In quantum gravity we can study probability amplitudes for local processes by associating boundary states to a finite portion of spacetime, and including the quantum dynamics of spacetime itself in the process. Therefore the boundary state includes the information about the geometry of the region itself.
The general structure of statistical mechanics of relativistic quantum geometry has been explored in [15] , where equilibrium states are characterized as those whose Tomita flow is a Killing vector of the mean geometry. Up until now it hasn't been possible to identify the statistical states in the general boundary formalism and so this strategy hasn't been available in this more covariant context. With a boundary notion of statistical states this becomes possible. It becomes possible, in particular, to check if given boundary data allow for a mean geometry that interpolates them. In quantum gravity we are interested in spacelike boundary states where initial and final data can be given, therefore a typical spacetime region will have the lens shape depicted in Figure 2 . Past and future components of the boundary will meet on wedge-like two-dimensional "corner" regions. Now, say we assume that a quantum version of the equivalence principle holds, for which the local physics at the corner is locally Lorentz invariant. Then the result of the previous section indicates that the boundary state of the lens region will be mixed. Any such boundary state in quantum gravity is a mixed state. (Other arguments for the thermality of local spacetime processes are in [26] .) The dynamics at the corner is governed by the corner terms of the action [27, 28] , which can indeed be seen as responsible for the thermalization [29, 30] .
Up to this point we have emphasized the mixed state character of the boundary states in order to make a clear connection with the standard quantum formalism. However, note that from the perspective of the fully covariant general boundary formalism (see section IV) there is always a single boundary Hilbert space B that can be made bipartite in many different manners. From this point of view it is more natural to call these boundary states nonseparable. Then, local gravitational states are entangled states. This was first appreciated in the context of the examples treated in [22] , which was an inspiration for the present work.
Recently Bianchi and Myers have conjectured that in a theory of quantum gravity, for any sufficiently large region corresponding to a smooth background spacetime, the entanglement entropy between the degrees of freedom describing the given region with those describing its complement are given by the Bekenstein-Hawking entropy [31] . The Bianchi-Myers conjecture and the considerations above result in a compelling picture supporting a quantum version of the equivalence principle.
Both the mixing of the state near a corner and the Bianchi-Myers conjecture can be seen as manifestations of the fact that by restricting the region of interest to a finite spatial region we are tracing over the correlations between this region and the exterior, and therefore we are necessarily dealing with a state which is not pure. If, as we expect, the boundary formalism is crucial for extracting physical amplitudes from quantum gravity, all this appears to imply that the notion of pure state is irrelevant in local quantum gravitational physics and therefore statistical fluctuations cannot be disentangled from quantum fluctuations in quantum gravity [12, 13] . 
