Symmetric Groups and Quotient Complexity of Boolean Operations by Bell, Jason et al.
ar
X
iv
:1
31
0.
18
41
v1
  [
cs
.FL
]  
7 O
ct 
20
13
Symmetric Groups and Quotient Complexity of
Boolean Operations⋆
Jason Bell1, Janusz Brzozowski2, Nelma Moreira3, and Roge´rio Reis3
1 Department of Pure Mathematics, University of Waterloo,
Waterloo, ON, Canada N2L 3G1
{jpbell@uwaterloo.ca}
2 David R. Cheriton School of Computer Science, University of Waterloo,
Waterloo, ON, Canada N2L 3G1
{brzozo@uwaterloo.ca}
3 CMUP & DCC, Faculdade de Cieˆncias da Universidade do Porto,
Rua do Campo Alegre, 4169–007 Porto Portugal
{{nam,rvr}@dcc.fc.up.pt}
Abstract. The quotient complexity of a regular language L is the num-
ber of left quotients of L, which is the same as the state complexity
of L. Suppose that L and L′ are binary regular languages with quotient
complexities m and n, and that the transition semigroups of the minimal
deterministic automata accepting L and L′ are the symmetric groups Sm
and Sn of degrees m and n, respectively. Denote by ◦ any binary boolean
operation that is not a constant and not a function of one argument only.
For m,n ≥ 2 with (m,n) 6∈ {(2, 2), (3, 4), (4, 3), (4, 4)} we prove that the
quotient complexity of L ◦ L′ is mn if and only either (a) m 6= n or (b)
m = n and the bases (ordered pairs of generators) of Sm and Sn are
not conjugate. For (m,n) ∈ {(2, 2), (3, 4), (4, 3), (4, 4)} we give examples
to show that this need not hold. In proving these results we generalize
the notion of uniform minimality to direct products of automata. We
also establish a non-trivial connection between complexity of boolean
operations and group theory.
Keywords: boolean operation, quotient complexity, regular language,
state complexity, symmetric group, transition semigroup
1 Motivation
The left quotient, or simply quotient, of a regular language L over an alphabet
Σ by a word w ∈ Σ∗ is the regular language w−1L = {x ∈ Σ∗ : wx ∈ L}. It
is well known that a language is regular if and only if it has a finite number of
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Development Fund through the programme COMPETE, and by the Portuguese Gov-
ernment through the FCT under projects PEst-C/MAT/UI0144/2011 and CANTE-
PTDC/EIA-CCO/101904/2008.
quotients. Consequently, the number of quotients of a regular language, its quo-
tient complexity, is a natural measure of complexity of the language. Quotient
complexity is also known as state complexity, which is the number of states in
the complete minimal deterministic finite automaton (DFA) recognizing the lan-
guage. We prefer quotient complexity because it is a language-theoretic concept,
whereas state complexity involves a completely different object, the DFA. State
complexity was first studied by Maslov [9] in 1970, but it only attracted much
interest after 1994 as a result of the paper by Yu, Zhuang and K. Salomaa [20].
For more details about state complexity see the survey by Yu [19]. The quotient
point of view was introduced in 2010 by Brzozowski [1]. In this paper we usually
refer to quotient/state complexity simply as complexity.
The problem of determining the (quotient) complexity of an operation [1, 9,
19, 20] on regular languages has received much attention. It is defined as the
maximal complexity of the language resulting from the operation, taken as a
function of the complexities of the operands. Languages that meet the upper
bound on the complexity of an operation are witnesses for this operation. Al-
though witnesses for common operations on regular languages are well known,
there are occasions when one has to look for new witnesses:
1. One may be interested in a class of languages that have the same complexity
with respect to a given operation. For example, let Σ = {a, b} and let |w|a
be the number of times the letter a appears in the word w ∈ Σ∗. Then
the intersection of the languages L = {w ∈ Σ∗ : |w|a ≡ m− 1 mod m} and
L′ = {w ∈ Σ∗ : |w|b ≡ n−1 mod n} has complexitymn. The languagesK =
(b∗a)m−1Σ∗ and K ′ = (a∗b)n−1Σ∗ also meet this bound [4]; hence (L,L′)
and (K,K ′) are in the same complexity class with respect to intersection.
2. Whenever one studies complexity within a proper subclass of regular lan-
guages, one usually needs to find new witnesses. For example, in the class of
regular right ideals—languages L ⊆ Σ∗ satisfying L = LΣ∗—languages K
and K ′ are appropriate, but L and L′ are not.
3. When one studies combined operations — operations that involve more than
one basic operation, for example, the intersection of reversed languages —
once again need new witnesses [8].
Before stating our result, we provide some additional background information.
The Myhill congruence ↔L of L is defined as follows [12]: For all x, y ∈ Σ∗,
x ↔L y if and only if uxv ∈ L⇔ uyv ∈ L for all u, v ∈ Σ
∗.
The set Σ+/↔L of equivalence classes of the relation ↔L is a semigroup with
concatenation as the operation; it is called the syntactic semigroup of L, which
we denote by SL. It is well known that the syntactic semigroup is isomorphic to
the semigroup SD of transformations performed by non-empty words on the set
of states in the minimal DFA D recognizing L; this semigroup is known as the
transition semigroup of D. If D has n states, the cardinality of the transition
semigroup is bounded from above by nn, and this bound is reachable.
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The atoms [6, 7] of a regular language are non-empty intersections of left
quotients of the language, some or all of which may be complemented. A regular
language has at most 2n atoms, and their quotient complexities are known [7].
The reverse of a word is defined inductively: the reverse of the empty word
ε is εR = ε, and the reverse of wa with w ∈ Σ∗ and a ∈ Σ is (wa)R = awR. The
reverse of a language L is LR = {wR : w ∈ L}. The maximal complexity of LR
for L with complexity n is 2n, and this bound is reachable [11].
Whenever new witnesses are used, it is necessary to prove that these witnesses
meet the required bound. It would be very useful to have results stating that if
the languages in question have some property P , then they meet the upper bound
for a given operation. Some results of this type are now now briefly discussed.
Let MSC denote the class of languages with maximal syntactic complexity
(languages with largest syntactic semigroups), let STT denote the class of lan-
guages whose minimal DFAs have set-transitive transition semigroups (for any
two sets of states of the same cardinality there is a transformation that maps
one set to the other), let MAL denote the class of maximally atomic languages
(languages that have all 2n atoms, all of which have maximal possible quotient
complexity), let MNA denote the class of languages with the maximal number
(2n) of atoms, and let MCR denote the class of languages with a maximally
complex reverse (reverse of complexity 2n). The following relations hold [3]:
MSC ⊂ STT = MAL ⊂ MNA = MCR.
The fact that MSC ⊂ MCR is a result of A. Salomaa, Wood, and Yu [16], and
the observation that MNA = MCR was made by Brzozowski and Tamm [6].
Our main theorem is a similar result for binary boolean operations on regular
languages. We say that such a boolean operation is proper if ◦ is not a constant
and not a function of one variable only.
Let Sn denote the symmetric group of degree n. A basis [13] of Sn is an
ordered pair (s, t) of distinct transformations ofQn = {0, . . . , n−1} that generate
Sn. Two bases (s, t) and (s
′, t′) of Sn are conjugate if there exists a transformation
r ∈ Sn such that rsr−1 = s′, and rtr−1 = t′.
We are interested in DFAs whose transition semigroups are symmetric groups.
Assume that a DFA D (respectively, D′) has state set Qm (Qn), and transition
semigroup Sm (Sn). Let L (L
′) be the language accepted by D (D′). Our main
result is the following:
Theorem 1. Let D and D′ be binary DFAs with m and n states respectively,
where m,n ≥ 2 and (m,n) 6∈ {(2, 2), (3, 4), (4, 3), (4, 4)}. If the transition semi-
groups of D and D′ are Sm and Sn respectively, and ◦ is a proper binary boolean
operation, then the quotient complexity of L ◦ L′ is mn, unless m = n and the
bases of the transition semigroups of D and D′ are conjugate, in which case the
quotient complexity of L ◦ L′ is m = n.
This theorem is a generalization of some results of Brzozowski and Liu [2, 5]
which will be stated in the next section.
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The proof that the quotient complexity of a binary boolean operation on
two languages is maximal involves two steps. First, one proves that the direct
product of the minimal DFAs of the languages is connected, meaning that all of
its states are reachable from the initial state. Second, one verifies that every two
states in the direct product are distinguishable by some word, that is, that they
are not equivalent.
The remainder of the paper is structured as follows: Section 2 defines our
terminology and notation. Section 3 deals with the conditions under which the
direct product of two automata is connected. Section 4 studies uniformly minimal
semiautomata, that is, semiautomata which become minimal DFAs if one adds
an arbitrary set of final states, other than the empty set and the set of all states.
Section 5 contains our main result relating symmetric groups to the complexity
of boolean operations, for all except a few cases which are dealt with in Section 6.
Section 8 concludes the paper.
2 Preliminaries
2.1 Groups
Many results in this paper rely heavily on the theory of finite groups. Here we
provide only some basic definitions, and refer the reader to texts on group theory,
for example [15, 17], for additional information.
A semigroup (S, ·) is a set S with an associative binary operation ·, which
we call multiplication and often omit. A monoid (S, ·,1) is a semigroup with an
identity 1, which is an element of S satisfying 1 · s = s · 1 = s for all s ∈ S.
A group is a monoid (G, ·,1), such that every element g ∈ G has an inverse
g−1 ∈ G that satisfies g · g−1 = g−1 · g = 1. The order of a group G is the
number of elements in G. If g, h ∈ G, then hgh−1 is a conjugate of g (by h).
Let (G, ·,1G) and (H, ∗,1H) be groups. A homomorphism φ : G → H is a
mapping satisfying φ(g · g′) = φ(g) ∗ φ(g′). If φ : G → H is a homomorphism,
the set {h ∈ H : h = φ(g) for some g ∈ G} is the image of φ, and the set
{g ∈ G : φ(g) = 1H} is the kernel of φ.
A non-empty subset H of a group G is a subgroup of G, if H is a group under
the operation of G. If H is a subset of a group G, then the smallest subgroup of
G containing H is the subgroup of G generated by H .
For non-empty subsets H , K of a group G, define HK to be HK = {hk : h ∈
H and k ∈ K}. If K = {k} we write Hk for H{k}. Let H be a subgroup of a
group G, and let g ∈ G; then Hg (gH) is a right coset (left coset) of H in G,
and g is a representative of Hg and gH . If H is a subgroup of G, the number
of right cosets of H is the same as the number of left cosets of H . The index of
H in G is the number of right (or left) cosets of H in G. A subgroup H of G is
normal if gHg−1 is a subset of H for all g ∈ G.
2.2 Transformations
A transformation of a set Q is a mapping of Q into itself. We consider only
transformations of finite non-empty sets and, without loss of generality, assume
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that Q = Qn = {0, 1, . . . , n− 1}. If t is a transformation of Qn and i ∈ Qn, then
t(i) is the image of i under t. An arbitrary transformation is written in the form
t =
(
0 1 . . . n− 2 n− 1
i0 i1 . . . in−2 in−1
)
,
where ik = t(k), 0 ≤ k ≤ n−1, and ik ∈ Qn. The composition of two transforma-
tions t1 and t2 of Qn is a transformation t1 ◦ t2 such that (t1 ◦ t2)(i) = t1(t2(i))
for all i ∈ Qn. We usually omit the composition operator and write t1t2. The
set of all transformations of Qn is a monoid with the identity transformation as
the unit and composition as the operation. A permutation of Qn is a mapping
of Qn onto itself. In this paper we are concerned only with permutations. The
identity transformation is denoted by 1.
A permutation t is a cycle of of length k or a k-cycle , where k ≥ 2, if there
exist pairwise different elements i1, . . . , ik such that t(i1) = i2, t(i2) = i3, . . . ,
t(ik−1) = ik, and t(ik) = i1, and t does not affect any other elements. A cycle
is denoted by (i1, i2, . . . , ik). A transposition is a 2-cycle. Every permutation
is a product (composition) of transpositions, and the parity of the number of
transpositions in the factorization is an invariant. A permutation is odd (even)
if its factorization has an odd (even) number of factors.
The symmetric group Sn of degree n is the set of all permutations of Qn,
with composition as the group operation, and the identity transformation as 1.
The alternating group An is the set of all even permutations of Sn.
Given a subgroup H of Sn, we say that H acts transitively on Qn if for each
i, j ∈ Qn there is some t ∈ H such that t(i) = j. We say that H acts doubly
transitively on Qn if whenever i, j, k, ℓ ∈ Qn with i 6= j and k 6= ℓ there is some
t ∈ H such that t(i) = k, t(j) = ℓ.
2.3 Semiautomata and Automata
A deterministic finite semiautomaton (DFS) is a quadruple A = (Q,Σ, δ, q0),
where Q is the set of states, Σ is a finite non-empty alphabet, δ : Q× Σ → Q is
the transition function, and q0 is the initial state. We extend δ to Q×Σ∗ in the
usual way. A state q is reachable from the initial state if there is a word w such
that q = δ(q0, w). A DFS is connected if every state q ∈ Q is reachable.
For a DFS A = (Q,Σ, δ, q0) and a word w ∈ Σ∗, the transition function
δ(·, w) is a transformation of Q, the transformation induced by w. The set of all
transformations induced by non-empty words is the transition semigroup SA of
A. For w ∈ Σ+, we denote by w : t the transformation t of Qn induced by w.
Given semiautomata A = (Q,Σ, δ, q0) and A′ = (Q′, Σ, δ′, q′0), we define
their direct product to be the DFS A×A′ = (Q×Q′, Σ, (δ, δ′), (q0, q′0)).
A deterministic finite automaton (DFA) is a quintuple D = (Q,Σ, δ, q0, F ),
where (Q,Σ, δ, q0) is a DFS and F ⊆ Q is the set of final states. The DFA D
accepts a word w ∈ Σ∗ if δ(q0, w) ∈ F . The set of all words accepted by D is
the language L(D) of D. The language accepted from a state q of a DFA is the
language Lq(D) accepted by the DFA (Q,Σ, δ, q, F ). Two states of a DFA are
5
distinguishable if there exists a word w which is accepted from one of the states
and rejected from the other. Otherwise, the two states are equivalent. A DFA is
minimal if all of its states are reachable from the initial state and no two states
are equivalent. Note that if |Q| ≥ 2 and D is minimal, then ∅ ( F ( Q.
2.4 An Earlier Result
Let Σ = {a, b} and D = (Qm, Σ, δ, 0, {m − 1}), where a : (0, . . . ,m − 1) and
b : (0, 1), and let L be the language of D. Similarly, let D′ = (Qn, Σ, δ′, 0, {n−1}),
where a : (0, . . . , n− 1) and b : (0, 1), and let L′ be the language of D′. Also, let
D′′ = (Qn, Σ, δ
′′, 0, {n− 1}), where b : (0, . . . , n− 1) and a : (0, 1), and let L′′ be
the language of D′′.
Let ◦ denote union, intersection, difference, or symmetric difference. The
following results were proved in [2, 5]:
Proposition 1. For L, L′ and L′′ as above and m,n ≥ 3, (a) the complexity of
L ◦ L′′ is mn, and (b) if m 6= n, the complexity of L ◦ L′ is mn.
Our main theorem is a generalization of this result.
3 Connectedness
From now on we are interested in semiautomata A and A′ whose transition
semigroups are symmetric groups generated by two-element bases. We assume
that permutations s and s′ are induced by a in A and A′, and permutations t
and t′, by b, that is, a : s, b : t in A, and a : s′, b : t′ in A′.
Example 1. Let Σ = {a, b}, A = (Q3, Σ, δ, 0), and A′ = (Q3, Σ, δ′, 0), where
a : s = (0, 1, 2), b : t = (0, 1) in A, and a : s′ = (0, 1, 2), b : t′ = (1, 2) in A′. Then
(s, t) and (s′, t′) are conjugate, since rsr−1 = s′ and rtr−1 = t′ for r = (0, 1, 2).
On the other hand, if s′′ = (0, 1) and t′′ = (0, 1, 2), then (s, t) and (s′′, t′′) are
not conjugate.
The transition semigroups of A, A′ and A′′ all have 6 elements. Those of
A and A′, when viewed as semigroups generated by a and b, are identical, but
those of A and A′′ are not: for example, a3 = 1 in SA, but a2 = 1 in SA′′ . 
Theorem 2. Let Σ = {a, b}, let A = (Qm, Σ, δ, 0) and A′ = (Qn, Σ, δ′, 0) be
semiautomata with transition semigroups that are symmetric groups of degrees
m and n respectively, and let the corresponding bases be B and B′. For m,n ≥ 1,
the direct product A × A′ is connected if and only if either (1) m 6= n or (2)
m = n and B and B′ are not conjugate.
Proof. Without loss of generality, assume that m ≤ n. Let H denote the tran-
sition semigroup of A × A′; then H is a subgroup of Sm × Sn. Define homo-
morphisms π1 : H → Sm and π2 : H → Sn by π1((s, t)) = s and π2((s, t)) = t.
Observe that π1 and π2 are surjective, since the transition semigroups of A and
A′ are Sm and Sn respectively. We let H0 denote the subgroup of H consisting
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of all elements that map the set {0} ×Qn to itself. Then H0 has index m in H
and thus π2(H0) has index at most m in π2(H) = Sn. Thus the order of π2(H0)
is at least n!/m ≥ (n− 1)!.
Since a subgroup of Sn that does not act transitively on Qn is necessarily iso-
morphic to a subgroup of Si×Sn−i for some i ∈ {1, . . . , n−1} [18, Section 2.5.1],
a subgroup of Sn whose order is strictly greater than (n−1)! acts transitively on
Qn. Moreover, a subgroup of order (n− 1)! that does not act transitively on Qn
is isomorphic to S1 × Sn−1; that is, it is the stabilizer of a point. Thus π2(H0)
fails to act transitively on Qn if and only if m = n and π2(H0) is the stabilizer
of a point.
Suppose that m < n or m = n and π2(H0) is not the stabilizer of a point,
which is equivalent to assuming that π2(H0) acts transitively on Qn. We claim
that the direct product A×A′ is connected. To see this, notice that given (i, j)
and (i′, j′) in Qm × Qn, we can find t (respectively t′) in H that sends (i, j)
to (0, k) (respectively (i′, j′) to (0, k′)) for some k (respectively k′) in Qn, since
π1(H) = Sm acts transitively on Qm. Since we have assumed that π2(H0) acts
transitively on Qn, we can find t
′′ ∈ H such that π2(t′′) ∈ π2(H0) sends (0, k)
to (0, k′). Hence (t′)−1t′′t sends (i, j) to (i′, j′), and so A×A′ is connected.
Suppose next that m = n and π2(H0) is the stabilizer of a point. By rela-
belling if necessary, we may assume that π2(H0) stabilizes 0. Then H cannot
send (0, 0) to (0, i) for i 6= 0 and so A×A′ is not connected. We claim that the
bases B and B′ are conjugate.
To prove this claim, note that H has the property that if (s, t) ∈ H ⊆ Sn×Sn
and s(0) = 0, then t(0) = 0. We claim there is a permutation u ∈ Sn with
u(0) = 0 such that if (s, t) ∈ H sends (0, 0) to (j, k), then k = u(j). First
suppose that k1, k2 ∈ Qn have the property that there is some j ∈ Qn such that
(j, k1) and (j, k2) are in the orbit of (0, 0) under the action of H . Then we can
pick h in H such that π1(h)(j) = 0. Then (0, π2(h)(k1)) and (0, π2(h)(k2)) are
both in the orbit of (0, 0), which means that π2(h)(k1) = π2(h)(k2) = 0, giving
k1 = k2. It follows that there is a map u : Qn → Qn with u(0) = 0 such that, if
(s, t) ∈ H sends (0, 0) to (j, k), then k = u(j). Since π2(H) acts transitively on
Qn, the map u must be surjective and hence is a permutation, as claimed.
Let s1, s2 ∈ Sn denote the elements in the transition semigroup corresponding
to a ∈ Σ, and let t1, t2 ∈ Sn correspond to b ∈ Σ. Let H ′ be the group generated
by (s1, u
−1t1u), (s2, u
−1t2u). Then H
′ is conjugate to H (we conjugate H by
(1, u) to obtain H ′); furthermore, H ′ has the property that if (s, t) ∈ H ′ sends
(0, 0) to (i, j), then i = j. Thus H ′ acts transitively on the diagonal of Qn×Qn;
if (s, t) ∈ H ′ then s(i) = t(i) for all i ∈ Qn, which gives that s = t. Hence, if
(s, t′) ∈ H , then u−1t′u = s and so the bases B and B′ are conjugate. Thus if
A×A′ is not connected, then m = n and the bases B and B′ are conjugate.
Now we show the converse: If m = n and the bases B = (s, t) and B′ =
(s′, t′) are conjugate, then A ×A′ is not connected. If rsr−1 = s′, and rtr−1 =
t′, let ψr : {s, t}+ → {s′, t′}+ be the mapping that assigns to x ∈ {s, t}+ the
element rxr−1 ∈ {s′, t′}+. For any x, y ∈ {s, t}+, if xy = z, then ψr(x)ψr(y) =
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(rxr−1)(ryr−1) = r(xy)r−1 = ψr(z). Hence the transition semigroups of A and
A′ are isomorphic.
The direct product A×A′ is defined by (Qn×Qn, {a, b}, (δ, δ
′), (0, 0)), where
(δ, δ′)((i, j), a) = (s(i), rsr−1(j)) and (δ, δ′)((i, j), b) = (t(i), rtr−1(j)) for any
i, j ∈ Qn. If A×A′ is connected, then for all (i, j) ∈ Qn ×Qn there must exist
a word w ∈ Σ+ such that (δ, δ′)((0, 0), w) = (i, j) or, equivalently, there exists a
permutation p such that p(0) = i and rpr−1(0) = j. There are now two cases:
1. If r−1(0) 6= 0, we prove that state (i, r(i)) is unreachable for all i ∈ Qn. If
(i, r(i)) is reachable, then there exists a permutation p such that p(0) = i
and rpr−1(0) = r(i). But then r−1rpr−1(0) = pr−1(0) = i = p(0), and so
p−1pr−1(0) = r−1(0) = 0, which is a contradiction.
2. If r−1(0) = 0, we prove that state (i, i) is unreachable for some i ∈ Qn. Since
r cannot be the identity, there must exist an i such that r(i) 6= i. Suppose
(i, i) is reachable for that i. Then there exists a permutation p such that
p(0) = i and rpr−1(0) = i. Thus i = rpr−1(0) = rp(0) = p(0) and r(i) = i,
which is a contradiction.
In either case A×A′ is not connected. ⊓⊔
Remark 1. If A×A′ is connected, then it is strongly connected, since the tran-
sition semigroup of A×A′ is a group.
4 Uniformly Minimal Semiautomata
Semiautomata that result in minimal DFAs under any non-trivial assignment of
final states were studied by Restivo and Vaglica [14]. We modify their definitions
slightly to suit our purposes. A strongly connected DFS A = (Q,Σ, δ, q0) with
|Q| ≥ 2 is uniformly minimal if the DFA D = (Q,Σ, δ, q0, F ) is minimal for each
set F of final states, where ∅ ( F ( Q.
Given a DFS A = (Q,Σ, δ, q0), we define the pair graph of A to be the
directed graph GA = (VA, EA), where the set VA of vertices is the set of all
two-element subsets {p, q} of Q, and the set EA of edges consists of unordered
pairs ({p, q}, {p′, q′}) such that {δ(p, a), δ(q, a)} = {p′, q′}. The following result
was proved in [14]:
Proposition 2 (Restivo and Vaglica). Let A = (Q,Σ, δ, q0) be a strongly
connected DFS with at least two states. If the pair graph (VD, ED) is strongly
connected, then A is uniformly minimal.
We prove a similar result for semiautomata with transition semigroups that
are the symmetric groups.
Proposition 3. Suppose that A = (Qn, Σ, δ, q0) is a DFS and the transition
semigroup SA of A is the symmetric group Sn. Then A is strongly connected
and uniformly minimal.
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Proof. If SA = Sn, then SA contains all permutations of Qn, in particular, the
cycle (0, . . . , n−1); hence A is strongly connected. For any (i, j), (k, ℓ) ∈ Qn×Qn
with i 6= j, k 6= ℓ, and {i, j} 6= {k, ℓ}, any permutation that maps i to k and
j to ℓ connects {i, j} to {k, ℓ} in the pair graph of A. Hence the pair graph is
strongly connected, and A is uniformly minimal by Proposition 2. ⊓⊔
Let the truth values of propositions be 1 (true) and 0 (false). Let ◦ : {0, 1}×
{0, 1} → {0, 1} be a binary boolean function. Extend ◦ to a function ◦ : 2Σ
∗
×
2Σ
∗
→ 2Σ
∗
: If w ∈ Σ∗ and L,L′ ⊆ Σ∗, then
w ∈ (L ◦ L′)⇔ (w ∈ L) ◦ (w ∈ L′).
Also, extend ◦ to a function ◦ : 2Qm × 2Qn → 2Qm×Qn : If q ∈ Qm, q′ ∈ Qn,
F ⊆ Qm, and F ′ ⊆ Qn, then
(q, q′) ∈ (F ◦ F ′)⇔ (q ∈ F ) ◦ (q′ ∈ F ′).
Suppose that A = (Q,Σ, δ, 0) and A′ = (Q′, Σ, δ′, 0) with |Q| = m and
|Q′| = n are uniformly minimal DFSs, and ◦ is any proper boolean function.
The pair (A,A′) is uniformly minimal for ◦ if the direct product P = (Q ×
Q′, Σ, (δ, δ′), (0, 0), F ◦ F ′) is minimal for all valid assignments of F and F ′ of
sets of final states to A and A′, that is, sets F and F ′ such that ∅ ( F ( Q and
∅ ( F ′ ( Q′.
If n = 1, then A×A′ is isomorphic to A and no boolean function ◦ is proper.
Hence this case, and also the case with m = 1, is of no interest. Henceforth we
assume that m,n ≥ 2.
We now consider pair graphs of DFSs with symmetric groups as their tran-
sition semigroups.
Example 2. Suppose now that m = n = 2, and A and A′ both have S2 as
their transition semigroup. There are two permutations in S2: (0, 1) and 1, and
there are three bases: B1 = (a : (0, 1), b : (0, 1)), B2 = (a : (0, 1), b : 1), and B3 =
(a : 1, b : (0, 1)). Note that no two of these bases are conjugate.
For each basis, there are two possible final states, 0 or 1, and hence two
DFAs; thus there are six different DFAs. There are then twelve direct products
Dij ×D
k
ℓ with non-conjugate bases, where D
i
j (D
k
ℓ ) uses basis Bi (Bk) and has j
(ℓ) as final state, for i, k = 1, 2, 3 and j, ℓ = 1, 2.
For each pair of DFAs accepting languages L and L′ respectively, we tested
the complexity of five boolean functions: L ∪ L′, L ∩ L′, L ⊕ L′ , L \ L′ and
L′ \ L. Note that the complexity of each remaining proper boolean function is
the same as that of one of these five functions. For all twelve direct products of
DFAs with non-conjugate bases, all proper boolean functions reach the maximal
complexity 4, except for the functions L⊕L′ and L⊕ L′, which fail in all twelve
cases. Thus any two DFAs D = (Q2, Σ, δi, 0, F ) and D′ = (Q2, Σ, δk, 0, F ′),
where Q2 = {0, 1}, Σ = {a, b}, δi (δk) is defined by basis Bi (Bk), F = {j} and
F ′ = {ℓ}, are uniformly minimal for all proper boolean functions, except ⊕ and
its complement. So our main result applies only in some cases if m = n = 2. 
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Proposition 4. Let A = (Qm, Σ, δ, 0) and A′ = (Qn, Σ, δ′, 0), with m,n ≥ 2
and max(m,n) ≥ 3, be DFSs with transition semigroups that are symmetric
groups, and let P be their direct product. Then the following hold:
1. The pair graph of P consists of strongly connected components—which we
will call simply components—of one of the following three types:
– T1 ⊆ C1 = {{(i, j), (k, ℓ)} : i 6= k, j 6= ℓ},
– T2 ⊆ C2 = {{(i, j), (i, ℓ)} : j 6= ℓ},
– T3 ⊆ C3 = {{(i, j), (k, j)} : i 6= k}.
2. Every state (i, j) of the direct product P appears in at least one pair in each
component.
3. Each component has at least mn/2 ≥ 3 pairs.
Proof. The first claim follows since the transition semigroup of P is a group.
The second claim holds because the direct product is strongly connected, by
Remark 1. For the third claim, note that there are mn states in P , but they can
appear in pairs; hence the bound mn/2. Since we are assuming that mn ≥ 6,
the last claim follows. ⊓⊔
Now consider DFAs D = (Qm, Σ, δ, 0, F ) and D
′ = (Qn, Σ, δ
′, 0, F ′), where
∅ ( F ( Qm and ∅ ( F ′ ( Qn. A state {(i, j), (k, ℓ)} of the pair graph of the
direct product P of D and D′ is distinguishing if and only if (i, j) is final and
(k, ℓ) is not, or vice versa.
Example 3. Suppose m = 2 and n = 3, D and D′ are as above, δ is defined by
the the basis (a : 1, b : (0, 1)) of S2, and δ
′ by the basis (a : (0, 1, 2), b : (0, 1)) of
S3. The direct product of D and D′ is connected as guaranteed by Theorem 2,
and has six states. The components in the pair graph are:
– C1,1 = {{(0,0), (1,1)}, {(0, 1), (1, 2)}, {(0, 2), (1, 0)}},
– C1,2 = {{(0, 0), (1, 2)}, {(0,1), (1,0)}, {(0, 2), (1, 1)}},
– C2 = {{(0, 0), (0, 1)}, {(0,1), (0,2)}, {(0,0), (0,2)}, {(1, 0), (1, 1)},
{(1,0), (1,2)}, {(1,1), (1,2)}},
– C3 = {{(0,0), (1,0)}, {(0,1), (1,1)}, {(0,2), (1,2)}}.
One verifies that if F = {0}, F ′ = {0, 1} and the boolean function is symmetric
difference, the distinguishing pairs are in boldface. We return to this case in
Section 6. 
Example 4. If m = 3 and n = 4, δ is defined by the basis (a : (0, 1), b : (0, 1, 2))
of S3, δ
′ by the basis (a : (0, 1), b : (1, 3, 2)) of S4. One verifies that these bases
are not conjugate. The direct product P is connected and has twelve states.
If F = {2}, F ′ = {0, 1} and intersection is the boolean function, the compo-
nent of the pair graph containing {(0, 0), (0, 3)} is:
T = {{(0, 0), (0, 3)}, {(0, 1), (0, 2)}, {(1, 0), (1, 2)},
{(1, 1), (1, 3)}, (2, 0), (2, 1)}, {(2, 2), (2, 3)}},
and there are no distinguishing pairs. Hence states (0, 0) and (0, 3) are equivalent
in P , as are also any two states appearing in the same pair of T . Indeed, the
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minimal version of P has exactly six states. For symmetric difference, there are
only four states, but there are twelve states for union. Here our theorem applies
only in some cases if m = 3 and n = 4. 
Example 5. Suppose m = n = 4, δ is defined by the basis (a : (0, 1, 2), b : (2, 3)),
and δ′ by the basis (a : (1, 3, 2), b : (0, 2, 1, 3)). If F = {0, 1} and F ′ = {0, 1}, then
the complexity of L ⊕ L′ is 4, but all the other complexities are 12. The same
holds if F = {0, 3} and F ′ = {1, 2}. Again, our theorem applies only in some
cases if m = n = 4. 
Lemma 1. Let D = (Q,Σ, δ, 0, F ) and D′ = (Q′, Σ, δ′, 0, F ′), with |Q|, |Q′| ≥
2, be DFAs with transition semigroups that are groups, and let P = (Q ×
Q′, Σ, (δ, δ′), (0, 0), F ◦ F ′) be their direct product. Then P is minimal if and
only if every component of the pair graph GP of P has a distinguishing pair.
Proof. Let H be the transition group of the direct product P = D×D′. Suppose
s ∈ H corresponds to the transformation of Q × Q′ induced by some word
w ∈ Σ+; then for (i, j) ∈ Q×Q′, define s · (i, j) to be (δ(i, w), δ′(j, w)).
Suppose first that every component of GP has a distinguishing pair, but P is
not minimal. Then there must be two distinct states (i, j), (k, ℓ) ∈ Q ×Q′ such
that, for s ∈ H , s · (i, j) is a final state if and only if s · (k, ℓ) is also final. By
assumption, there is a distinguishing pair {(i′, j′), (k′, ℓ′)} in the component of
GP that contains {(i, j), (k, ℓ)}. By interchanging (i′, j′) and (k′, ℓ′) if necessary,
we may assume that there is some s ∈ H such that s · (i, j) = (i′, j′) and
s · (k, ℓ) = (k′, ℓ′). But this is a contradiction.
Conversely, suppose there is a component C without a distinguishing pair.
Then, if (i, j) and (k, ℓ) appear in the same pair, they must be equivalent since
they can only reach states that are both final or both non-final. ⊓⊔
5 Symmetric Groups and Complexity of Boolean
Operations
We begin with a well-known but apparently unpublished result.
Lemma 2. Let n be a positive integer, let G be either Sn or An, and let H be
a subgroup of G of index m ≤ n. Then the following hold:
(i) if n 6= 4 and m < n, then H is either An or Sn;
(ii) if m = n and n 6= 6, then there is some i ∈ Qn such that H is the set of
permutations in G that fix i.
(iii) if m = n = 6, then there is an automorphism φ of S6 such that φ(H) is the
set of elements that fix 0.
Proof. For n ≤ 3, both (i) and (ii) are clear. Thus assume that n ≥ 4. Let
X = {H = x0H, . . . , xm−1H} be the set of left cosets ofH in G. Note that G acts
on X via left multiplication; more explicitly, for g ∈ G, there is a permutation
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s ∈ Sm such that gxiH = xs(i)H for all i ∈ {0, . . . ,m − 1}. The map g 7→ s
gives a non-trivial homomorphism φ from G into Sm. Furthermore, the kernel
of φ is necessarily contained in H , since the kernel of φ is {g ∈ G : gxiH =
xiH for all i = 0, . . . ,m− 1} and this is contained in {g ∈ G : gH = H} = H .
If m < n, then |G| > |Sm| and hence φ must have a non-trivial kernel, which
is a normal subgroup of G. For n ≥ 5, the only normal subgroups of G are either
An or Sn. Since the kernel of φ is a normal subgroup contained in H , H must
be either An or Sn, if n ≥ 5. This establishes (i).
On the other hand, if m = n and n 6∈ {4, 6}, we have a non-trivial homo-
morphism φ : G→ Sn. If the kernel is non-trivial, then again H must be An or
Sn, which contradicts the fact that H has index n. If the kernel is trivial, then
φ gives an embedding of G into Sn. If G = Sn then φ is an automorphism. If
G = An then the image of φ is an index-two subgroup of Sn and hence nec-
essarily An. Thus φ gives an automorphism of G in either case. For n 6= 6, all
automorphisms of Sn or An are given by conjugation by an element of Sn (see
[17, Chapter 3.2]). Since h ∈ H stabilizes the coset H = x0H , the definition of
the map φ now gives φ(h)(0) = 0, and so φ(H) stabilizes 0. Since φ is given by
conjugation by an element of Sn, we see that H consists of all elements of G that
stabilize some i ∈ Qn. Thus we have proved that (ii) holds except when n = 4.
This argument also gives (iii) immediately.
Ifm = n = 4, as before we have a non-trivial homomorphism φ : G→ S4 and
the kernel must be one of S4, A4, K4 (the Klein 4-group), or the trivial group.
Since the kernel of φ is contained in H and H has order 3 or 6, the kernel is in
fact trivial and φ is an embedding. The argument used above now proves (ii) in
this case. ⊓⊔
The following lemma, like Theorem 2, deals with reachability. The conditions
in the lemma, however, are useful for determining reachability in the pair graph
of A×A′, rather than in A×A′ itself.
Lemma 3. Let Σ = {a, b}, let A = (Qm, Σ, δ, 0) and A
′ = (Qn, Σ, δ
′, 0) be
semiautomata with transition semigroups that are symmetric groups of degrees
m and n respectively with m ≤ n, n 6= 4 and (m,n) 6= (6, 6). Let H be the
transition semigroup of A × A′, and let π1 and π2 be the natural projections
from H onto Sm and Sn respectively. If H0 = {h ∈ H : π1(h)(0) = 0}, then
1. π2(H0) is either Sn or An, or is the stabilizer of a point in Qn.
2. π2(H0) is the stabilizer of a point if and only if m = n, and in this case the
direct product A×A′ is not connected.
Proof. For Part 1, since π1(H) = Sm, for each i ∈ {0, . . . ,m− 1} there is some
hi ∈ H such that π1(hi) takes 0 to i. For a given h ∈ H , π1(h) takes 0 to j for
some j ∈ {0, 1, . . . ,m − 1}, and thus h−1j h ∈ H0 and so h ∈ hjH0. However,
since π1(h) takes 0 to j, we have h
−1
i h 6∈ H0 and thus h 6∈ hiH0 for i 6= j. Thus
the cosets h0H, . . . , hm−1H are distinct, and H0 has index m in H . Since
π2(H) ⊆
m−1⋃
i=0
π2(hi)π2(H0),
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π2(H0) has index at most m in π2(H) = Sn. If n 6= 4 and m < n then π2(H0) is
either An or Sn by Lemma 2. If m = n and n 6= 6, then π2(H0) has index n in
Sn and hence must be the stabilizer of a some i ∈ Qn by Lemma 2.
For Part 2, suppose that m = n and π2(H0) is the stabilizer of a point in
Qn. By relabelling if necessary, we may assume that π2(H0) stabilizes 0. Hence,
if h ∈ H sends (0, 0) to (0, j) then j = 0. In particular, there is no h ∈ H that
sends (0, 0) to (0, 1) or that sends (0, 1) to (0, 0) and so A×A′ is necessarily not
connected. ⊓⊔
Lemma 4. Let A = (Qm, Σ, δ, 0) and A′ = (Qn, Σ, δ′, 0) be semiautomata with
transition semigroups that are the symmetric groups of degrees m and n, re-
spectively with m ≤ n, m ≥ 2, n ≥ 5, and (m,n) 6= (6, 6). If A × A′ is
connected then the pair graph of A × A′ has exactly three connected compo-
nents: C1 = {{(i, j), (k, ℓ)} : i 6= k, j 6= ℓ}, C2 = {{(i, j), (i, ℓ)} : j 6= ℓ}, and
C3 = {{(i, j), (k, j)} : i 6= k}.
Proof. We let H denote the transition semigroup of A × A′. In addition to
this, we let C1 = {{(i, j), (k, ℓ)} : i 6= k, j 6= ℓ}, C2 = {{(i, j), (i, ℓ)} : j 6= ℓ},
and C3 = {{(i, j), (k, j)} : i 6= k}. We show that each of C1, C2, C3 is strongly
connected. Note that each of C1, C2, C3 is necessarily a union of connected
components.
We show that C1 is strongly connected. Suppose we have pairs {(i, j), (k, ℓ)}
and {(i′, j′), (k′, ℓ′)} with i, k distinct, i′, k′ distinct, j, ℓ distinct, and j′, ℓ′ dis-
tinct. Since Sm acts doubly transitively on Qm when m ≥ 2, there is some s ∈ H
that sends (i, j) to (i′, j′′) and (k, ℓ) to (k′, ℓ′′) for some j′′, ℓ′′ ∈ Qn.
Thus we may assume without loss of generality that i′ = i and k′ = k. Let
H0 be the subgroup of Sm×Sn consisting of all x ∈ H such that π1(x) fixes i. By
Lemma 3, since we assume that A×A′ is connected, π2(H0) is not a stabilizer of
a point in Qn. Hence π2(H0) is either Sn or An. Let H1 denote the subgroup of
Sm × Sn consisting of all x ∈ H such that π1(x) fixes i and k. By the argument
used in Lemma 3 to show that {h ∈ H : π1(h)(0) = 0} has index m in H , we see
that π2(H1) has index at most m − 1 in π2(H0). Thus π2(H1) is a subgroup of
An or Sn of index at most n− 1, and hence must again be An or Sn by Lemma
2. Since An and Sn both act doubly transitively on Qn, there is some h ∈ H
that sends (i, j) to (i, j′) and (k, ℓ) to (k, ℓ′) whenever ℓ and ℓ′ are distinct. This
proves that C1 is indeed a strongly connected component.
Next, consider pairs {(i, j), (i, k)} with j, k distinct. For given {(i′, j′), (i′, k′)}
with j′, k′ distinct, there is some element s ∈ H such that π1(s)(i) = i′ and thus
s sends (i, j) to (i′, j′′) and (i, k) to (i′, k′′) for some j′′, k′′ ∈ Qn with j′′ 6= k′′.
Now note that π2({x ∈ H : π1(x)(i′) = i′}) is either Sn or An by Lemma 3, and
thus acts doubly transitively on Qn. It follows that there is some s
′ ∈ H such
that s′ sends (i′, j′′) to (i′, j′) and (i′, k′′) to (i′, k′). Then s′s sends {(i, j), (i, k)}
to {(i′, j′), (i′, k′)} and thus C2 is strongly connected.
Finally, consider pairs {(i, j), (k, j)} and {(i′, j′), (k′, j′)} with i, k distinct
and i′, k′ distinct. From the argument used in proving C1 is strongly connected,
we see that we can find s ∈ H that sends {(i, j), (k, j)} to {(i′, j′′), (k′, j′′)} for
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some j′′. As in the proof that C1 is strongly connected, we see that the image
of the set of h ∈ H for which π1(h) stabilizes both i′ and k′ under π2 acts
transitively on Qn; hence we can find s
′ ∈ H that sends {(i′, j′′), (k′, j′′)} to
{(i′, j′), (k′, j′)}. Thus C3 is strongly connected. ⊓⊔
We are now in a position to prove our main result in all except a few cases
which are dealt with in Section 6.
Corollary 1. Let m and n be positive integers with n ≥ m ≥ 2, n ≥ 5, and
(m,n) 6= (6, 6), and let A = (Qm, Σ, δ, 0) and A
′ = (Qn, Σ, δ
′, 0) be semiau-
tomata with transition semigroups that are the symmetric groups of degrees m
and n. Suppose that the direct product A ×A′ is connected and assume further
that sets of final states are added to A and A′ and that ◦ is a proper binary
boolean function that defines the set of final states of the direct product P. Then
P is minimal for any such ◦.
Proof. By Lemma 4, the pair graph of A × A′ has three strongly connected
components: C1 = {{(i, j), (k, ℓ)} : i 6= k, j 6= ℓ}, C2 = {{(i, j), (i, ℓ)} : j 6= ℓ},
and C3 = {{(i, j), (k, j)} : i 6= k}.
For (i, j) ∈ Qm × Qn, define f((i, j)) to be 1 if (i, j) is a final state, and 0,
otherwise. We first claim that C1 has a distinguishing pair, that is, there are pairs
(i, j) and (k, ℓ) in Qm ×Qn with i 6= k and j 6= ℓ such that f((i, j)) 6= f((k, ℓ)).
Suppose no distinguishing pair exists in C1. Assume without loss of generality
that f((0, 0)) = 0. then f((i, j)) = 0 whenever i 6= 0 and j 6= 0. Given k ∈ Qn,
we pick ℓ ∈ Qn \ {0, k}; this is always possible since n ≥ 3. Since {(0, k), (1, ℓ)}
is in C1 and we have assumed that C1 has no distinguishing pairs, we must have
f((0, k)) = f((1, ℓ)). But f(1, ℓ) must be 0, for otherwise we would have the
distinguishing pair {(0, 0), (1, ℓ)}. Hence f((0, k)) = f((1, ℓ)) = 0. Thus we have
f((i, j)) = 0 for every i ∈ Qm and every j ∈ Qn \ {0}. Similarly, we must have
f((i, 0)) = f((0, 1)) = 0 for i ∈ Qm \ {0}, and hence f is the zero function, a
contradiction.
The fact that C2 and C3 both have distinguishing pairs follows from the fact
that ◦ is a proper boolean function. By Lemma 1, we conclude that A × A′ is
uniformly minimal. ⊓⊔
6 Results for Small Values of m and n
We have proved our main result in the case that m ≤ n and n ≥ 5 if (m,n) 6=
(6, 6). By symmetry we may always assume thatm ≤ n. The case (m,n) = (2, 2)
was handled in Example 2, that of (m,n) = (3, 4), in Example 4, and that of
(m,n) = (4, 4), in Example 5. Therefore the only cases that we need to consider
are those with (m,n) ∈ {(2, 3), (2, 4), (3, 3), (6, 6)}.
In this section we prove the following result:
Theorem 3. Let A = (Qm, Σ, δ, 0) and A′ = (Qn, Σ, δ′, 0) be semiautomata
with transition semigroups that are Sm and Sn respectively. Suppose that the
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direct product A × A′ is connected, sets of final states are added to A and A′,
and ◦ is a proper binary boolean function that defines the set of final states of
the direct product P. If (m,n) ∈ {(2, 3), (2, 4), (3, 3), (6, 6)}, then P is minimal
for any such ◦.
The theorem is proved in four parts, since each case requires a different argument.
The following remark, however, is common to all parts.
Remark 2. If there is a proper boolean function ◦ for which P is not minimal,
then there must be two distinct states (i, j), (i′, j′) ∈ Qm×Qn such that s · (i, j)
is final if and only if s · (i′, j′) is final for any s in the transition semigroup of P .
Define an equivalence relation on Qm ×Qn by declaring that (i, j) ∼ (i′, j′)
precisely when s ·(i, j) is final if and only if s ·(i′, j′) is final for all s. This equiva-
lence relation partitions Qm×Qn into disjoint parts. Moreover, each equivalence
class must have the same size, since P is connected; in particular, each equiv-
alence class has size equal to a divisor of mn. If each part in the partition has
size 1, then P is minimal and there is nothing to prove. If there is exactly one
part in the partition, then either all states of P are final or all non-final; in either
case ◦ is not proper, a contradiction.
6.1 (m,n) = (6, 6)
Lemma 5. Let φ : S6 → S6 be an outer automorphism.
(1) Let T be a subgroup of S6 of order 120. If T has a fixed point, then φ(T )
does not, and if φ(T ) has a fixed point, then T does not.
(2) If T is as in (1), then either T or φ(T ) has a fixed point.
(3) If N is a subgroup of index 2 in the stabilizer subgroup of some i ∈ Q6, then
φ(N) acts doubly transitively on Q6.
Proof. We first show (1). If T stabilizes some point, then T contains a trans-
position since it has order 120. Since φ is outer, it sends any transposition to a
product of three disjoint transpositions [10]. Since the product of three disjoint
transpositions has no fixed points, φ(T ) cannot have a fixed point. Similarly, if
φ(T ) has a fixed point then φ2(T ) cannot have a fixed point. Since φ2 is inner [15,
p. 133], φ2(T ) is conjugate to T and hence T cannot have a fixed point.
For (2), we must show that at least one of T and φ(T ) fixes some point.
Suppose that T does not have a fixed point. Then S6 acts on the left cosets
of T by left multiplication, and this gives a map ψ : S6 → S6 (we think of the
copy of S6 on the right-hand side as acting on cosets of T ). Note that the kernel
of ψ is contained in T , and since A6 and S6 are the only non-trivial normal
subgroups of S6, the kernel of ψ is trivial and so ψ is an automorphism. Note
that ψ(T ) stabilizes the coset T by definition of our map and hence ψ(T ) has
a fixed point in S6. Since T does not have a fixed point, ψ cannot be an inner
automorphism. Since the inner automorphism group of S6 has index 2 in the full
automorphism group [15, p. 133], φ can be obtained by composing ψ with an
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inner automorphism and so φ(T ) has a fixed point. Thus we have shown that if
T has no fixed point, then φ(T ) does. It follows that exactly one of T and φ(T )
has a fixed point.
We now prove (3). We first show that φ(N) acts transitively on Q6. If it
did not, then φ(N) would be contained in a conjugate of a subgroup of S6 of
the form Si × S6−i for some i ∈ {1, 2, 3}. Since |φ(N)| = 60 ≥ i!(6 − i)! for
i = 2, 3, we see that φ(N) would necessarily fix some j ∈ Q6. By replacing φ by
φ composed with some appropriate inner automorphism, we may assume that
our outer automorphism φ has the property that both φ(N) and N fix i ∈ Q6.
This means that φ(N) and N are both contained in the stabilizer subgroup, H ,
of i ∈ Q6, which is a group of order 120. We claim that φ(H) = H . If not,
then φ(N) is normal of index 2 in both H and φ(H), and so by the second
isomorphism theorem [15, p. 26], Hφ(H) generates a group of order 240 in S6.
But this is impossible by Lemma 2, since this group would have index 3 in S6.
It follows that H = φ(H), which contradicts (1), since both H and φ(H) fix i.
Thus φ(N) acts transitively on Q6.
To show that φ(N) acts doubly transitively, it suffices to prove that the set
of elements of Q6 that stabilize i ∈ Q6 acts transitively on Q6 \ {i}. The orbit of
i under the action of φ(N) has size 6; hence the stabilizer is an index-6 subgroup
of φ(N) and thus has size 10. Since it has size 10, it must contain a 5-cycle s on
the elements Q6 \ {i}, and for given j, k ∈ Q6 \ {i}, we have that sm · j = k for
some m ≥ 0. It follows that φ(N) acts doubly transitively on Q6. ⊓⊔
Proposition 5. Theorem 3 holds for (m,n) = (6, 6).
Proof. Let H denote the transition semigroup of P . Then H is a subgroup of
S6 × S6. We let π1 and π2 denote the two natural surjections from H onto
S6. For i ∈ Q6, let Hi denote the subgroup of S6 obtained by applying π2 to
the collection of x ∈ H such that π1(x) fixes i. Then Hi has index at most
6 in S6 and hence must be one of A6, S6, or a group of order 120. If each
Hi is either A6 or S6, then we may follow the argument of Lemma 4 to show
that the pair graph of A×A′ has exactly three connected components; namely,
C1 = {{(i, j), (k, ℓ)} : i 6= k, j 6= ℓ}, C2 = {{(i, j), (i, ℓ)} : j 6= ℓ}, and C3 =
{{(i, j), (k, j)} : i 6= k}. Then the argument from Corollary 1 shows that P is
minimal whenever ◦ is a proper binary boolean function.
After relabelling if necessary, it is sufficient to consider the case that H0
is a group of order 120. Let N = {s ∈ S6 : (1, s) ∈ H}. Then N is a normal
subgroup of S6 and hence must be one of A6, S6, or the trivial subgroup. Since
N ⊆ H0, N must be trivial. If we define φ to be φ = π2 ◦ π
−1
1 : S6 → S6, then
φ is an automorphism, and so H = {(s, φ(s)) : s ∈ S6}. Since P is connected, φ
cannot be an inner automorphism by Theorem 2. We claim that in this case, P
is necessarily minimal for any proper boolean function.
Suppose there is a proper boolean function ◦ for which P is not minimal.
Define the equivalence ∼ as in Remark 2; then each equivalence class has size
equal to a divisor of 36, and we can ignore the cases where that size is 1 or 36.
Let E = {(t, φ(t)) : t stabilizes 5}. Then E has size 120 and π2(E) acts tran-
sitively on Q6, since φ is outer. Let F = {x ∈ E : π2(x) stabilizes 5}; then F has
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size 20. Since F has size 20, it contains an element of the form (t, φ(t)) where
both t and φ(t) are 5-cycles that permute {0, 1, 2, 3, 4}. It follows that π1(F ) and
π2(F ) both act transitively on {0, 1, 2, 3, 4}.
Now let X ⊆ Q6 ×Q6 denote the equivalence class of (5, 5); then X has size
at least 6. Since |X | divides 36, we see that |X | ∈ {6, 9, 12, 18, 36}, but, as noted
before, 36 can be ignored.
We now do a case-by-case analysis.
Case 1: |X | = 18. In this case the orbit of X under H has size 2. Let N denote
the set of elements of H that stabilize X . Then N has index 2 in H , and hence
must be equal to {(s, φ(s)) : s ∈ A6}.
We now claim that if (i, j) and (i, j′) are in X for some i and distinct j, j′,
then (i, k) is in X for all k. To see this, observe that the set of s in N for which
π1(s) · i = i has index 6 in N , and so it is a subgroup of order 60. Thus it is of
the form (N1, φ(N1)) where N1 is the copy of A5 inside the set of elements of
π1(H) that stabilize i, which is isomorphic to S5. Notice that φ(N1) acts doubly
transitively on Q6 by Lemma 5, since φ is an outer automorphism of S6, and so
we get the result. A similar result holds for (Q6 × Q6) \X , which means that,
for a fixed i, the set of k for which (i, k) is in X is either Q5 or empty, and so
our boolean function is a function of the first variable, a contradiction.
Case 2. |X | ∈ {9, 12}. In this case, the orbit of X under H has size either 3 or 4
and thus the stabilizer of X has index 3 or 4 in H . But H is isomorphic to S6
and hence has no subgroups of index 3 or 4 by Lemma 2 (i).
Case 3. |X | = 6. By the remarks above, we have
X = {(5, 5), (0, τ(0)), . . . , (4, τ(4))}
for some permutation τ of {0, 1, 2, 3, 4}.
The orbit of X under H has size 36/|X | = 6, and so the stabilizer, N , of X
in H has size 120. This means that N = (T, φ(T )) where T is a subgroup of S6 of
order 120. Either T or φ(T ) must have a fixed point by Lemma 5. Without loss of
generality, T has a fixed point and φ(T ) does not. We extend τ to a permutation
of Q6 by declaring that τ(5) = 5. If T fixes i, we have N · (i, τ(i)) = (i, τ(i)),
and so φ(T ) fixes τ(i), a contradiction. The result follows. ⊓⊔
6.2 (m,n) = (3, 3)
Lemma 6. Suppose that H is a 2-generated subgroup of S3×S3 with the property
that the two natural projections into S3 are surjective. Then either H = S3×S3
or there is some permutation t ∈ S3 such that H = {(s, t−1st) : s ∈ S3}.
Proof. Let N = {s : (1, s) ∈ H}. Then N is a normal subgroup of S3 and hence
must be one of A3, S3, or the trivial subgroup. If N is trivial then the first
projection is an isomorphism and hence H is isomorphic to S3. Thus π2 ◦ π
−1
1 :
S3 → S3 is an automorphism of S3. Since all automorphisms of S3 are inner,
there exists some t ∈ S3 such that H = {(s, tst−1) : s ∈ S3}.
If N = A3, then we also know that N
′ = {s : (s,1) ∈ H} is A3. Thus if
(s, t) ∈ H , s and t are either both even permutations or both odd permutations.
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Every generating set for S3 must contain a transposition and thus one generator
of H must be of the form (s, t) with s and t transpositions. By conjugating by a
permutation in the second coordinate, we may assume that our first generator
is (s, s) for some transposition s. Let (t, u) be the second generator for H . Then
either t and u are both 3-cycles or they are both transpositions not equal to s.
In both cases, either u = t or u = sts. By conjugating by either (1,1) or (1, s),
we see that it is no loss of generality to assume that H is generated by (s, s) and
(t, t) for two elements of S3. But this contradicts the fact that N = A3.
If N = S3, then H has size 36 and hence must be S3 × S3. ⊓⊔
Proposition 6. Theorem 3 holds for (m,n) = (3, 3).
Proof. Let H denote the transition semigroup of P . Since A×A′ is connected,
H = S3 × S3 by Lemma 6.
Suppose there is a proper boolean function ◦ for which P is not minimal.
Each equivalence class of Remark 2 has size equal to a divisor of 9, and we can
ignore the cases where that size is 1 or 9; hence the size must be 3.
Let X ⊆ Q3 × Q3 be the part in the partition of Q3 × Q3 that contains
(0, 0) and let (i, j) 6= (0, 0) be another element of X . Since |X | = 3, there exists
(k, ℓ) ∈ {1, 2}×{1, 2} that is not in X . If i 6= 0 and j 6= 0, then H = S3×S3 acts
doubly transitively on Q3 ×Q3. Hence there exists s ∈ H such that s · (0, 0) =
(0, 0) and s · (i, j) = (k, ℓ), which is a contradiction since either s · X = X or
(s ·X) ∩X is empty. We conclude that if (i, j) ∈ X , then either i = 0 or j = 0.
Next suppose that X contains an element of the form (0, j) with j 6= 0 and an
element of the form (i, 0) with i 6= 0. Then X = {(0, 0), (0, j), (i, 0)}. If we let
(s, t) ∈ H be the pair in which s is the identity and t is a 3-cycle that sends 0
to j, then ((s, t) ·X) ∩ X has size 1, a contradiction, since it is either all of X
or empty. We conclude that X is either {0} × Q3 or Q3 × {0}. But then ◦ is a
constant function and hence not proper. The result follows. ⊓⊔
6.3 (m,n) = (2, 3)
Proposition 7. Theorem 3 holds for (m,n) = (2, 3).
Proof. Let H denote the transition semigroup of P . Then the natural projections
from H to S2 and S3 are both surjective. In particular, H has size either 6 or
12, and it can be verified that it contains all elements of the form (s, t) in which
s and t are either both even or both odd.
Suppose there is a proper boolean function ◦ for which P is not minimal.
Each equivalence class of Remark 2 has size equal to a divisor of 6, and we can
ignore the cases where that size is 1 or 6; hence the size must be 2 or 3.
Let X ⊆ Q2×Q3 be a part in our partition. If there exist i ∈ Q2 and distinct
j, k ∈ Q3 such that (i, j), (i, k) ∈ X , then by relabelling we may assume that
i = 0 and j = 0, k = 1. Since u = (1, (0, 1, 2)) ∈ H , and u · (0, 0) = (0, 1),
we see that u · X = X and so X ⊇ {0} × Q3. Since |X | ≤ 3, the partition
consists of the two parts {0} × Q3 and {1} × Q3, contradicting the fact that
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◦ is proper. It follows that |X | = 2 and each part of our partition consists
of an element of the form (0, i) and an element of the form (1, j) for some
i, j ∈ Q3. We cannot have i = j, since then ◦ would be a constant function. By
relabelling if necessary, we may assume that X0 = {(0, 0), (1, 1)} is one part of
our partition. Letting u = (1, (0, 1, 2)) act on X , we see that X1 = {(0, 1), (1, 2)}
and X2 = {(0, 2), (1, 0)} are the remaining parts that make up our partition of
Q2 × Q3. It is no loss of generality to assume that exactly two elements of Q3
are final states. Let i, j be these two final states of Q3. Since (0, i) and (0, j) are
either both final or both non-final, either all states in Xi ∪Xj are final or none
of them are. It is no loss of generality to assume that all states of Xi ∪Xj are
final. But (1, i+ 1) and (1, j +1) are both final, where i+ 1 and j +1 are taken
modulo 3. Then also (1, i) and (1, j) are either both final or both non-final. Since,
modulo 3, {i, j}∩{i+1, j+1} is non-empty and {i, j, i+1, j+1} = {0, 1, 2}, all
states of the form {1}×Q3 are final, and thus all states are final, contradicting
that ◦ is proper. The result follows. ⊓⊔
7 (m,n) = (2, 4)
Proposition 8. Theorem 3 holds for (m,n) = (2, 4).
Proof. Let H denote the transition semigroup of P . Then the natural projections
from H to S2 and S4 are both surjective and so H has size either 24 or 48, and
contains all elements of the form (s, t) in which s and t are either both even or
both odd.
Suppose there is a proper boolean function ◦ for which P is not minimal.
Each equivalence class of Remark 2 has size equal to a divisor of 8, and we can
ignore the cases where that size is 1 or 8; hence the size must be 2 or 4.
Let X ⊆ Q2×Q4 be a part in our partition. If there exist i ∈ Q2 and distinct
j, k ∈ Q4 such that (i, j), (i, k) ∈ X , then by relabelling we may assume that
i = 0 and j = 0, k = 1. Since u = (1, (0, 1, 2)) ∈ H , and u · (0, 0) = (0, 1), we see
that u ·X = X and so X ⊇ {0} × {0, 1, 2}. Similarly, v = (1, (0, 1, 3)) ∈ H , and
v ·(0, 0) = (0, 1); hence v ·X = X and so X ⊇ {0}×{0, 1, 3}. Thus X ⊇ {0}×Q4.
Since |X | ≤ 4, our partition must consist of the two parts {0}×Q4 and {1}×Q4,
which contradicts the fact that ◦ is proper.
Thus |X | = 2 and each part of our partition consists of an element of the
form (0, i) and an element of the form (1, j) for some i, j ∈ Q4. We cannot
have i = j, since then ◦ would be a constant function. Thus, by relabelling if
necessary, we may assume that X = {(0, 0), (1, 1)} is one part of our partition.
But u = ((0, 1), (0, 1, 2, 3)) ∈ H , and since u·(0, 0) = (1, 1), we see that u·X = X .
However u · (1, 1) = (0, 2) 6∈ X , a contradiction. The result follows. ⊓⊔
8 Conclusions
We have shown that if the inputs of two DFAs induce transformations that con-
stitute non-conjugate bases of symmetric groups, then the quotient complexity
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of all non-trivial boolean operations on the languages accepted by the DFAs is
maximal, except for a few special cases when the sizes of the DFAs are small.
We believe that other similar results are possible and deserve further study.
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