We introduce, and provide arguments for the correctness of, a suitable notion of quantum coherent state to describe the electrostatic field due to a static external macroscopic charge distribution, thereby furnishing a theoretical foundation for formulae, published by the author in 1998, for the inner product of a pair of such states. (We also correct an incorrect factor of 4π in some of the 1998 formulae.) Contrary to what one might expect, this inner product is non-zero whenever the total charges of the two charge distributions are equal, even if the charge distributions themselves are different. We then address the problem of furnishing QED with a product structure -i.e. a formulation in which there is a total Hamiltonian, arising as a sum of a free electromagnetic Hamiltonian, a free charged-matter Hamiltonian and an interaction term, acting on a total Hilbert space which is the tensor product of an electromagnetic-field Hilbert space and a charged-matter Hilbert space. (The traditional Coulomb-gauge formulation of QED doesn't have a product structure in this sense because, in it, the longitudinal part of the electric field is a function of the charged matter operators.) Motivated by our coherent-state construction, and both for a charged Dirac field and also for a system of non-relativistic charged balls, we transform the Coulomb-gauge formulation of QED into an equivalent formulation which we call the product picture. This involves a full Hilbert space which is the tensor product of a Hilbert space of transverse and longitudinal photons with a Hilbert space for charged matter and inside of this full space sits a physical subspace (in all states of which [including the vacuum] the charged matter is entangled with longitudinal photons) on which Gauss's law holds strongly, together with a total Hamiltonian which has a product structure, albeit the electric field operator (and therefore also the full Hamiltonian) while self-adjoint on the physical subspace, fails to be self-adjoint on the full Hilbert space. The product-picture Hamiltonian resembles the temporal gauge Hamiltonian, but the product picture seems to be free from some of the difficulties inherent in pre-existing approaches to temporal-gauge quantization. The counterparts to these developments for linearized quantum gravity will be discussed elsewhere.
INTRODUCTION

A. Background
Imagine two static electric fields, which, in a classical description, have values E 1 (x) and E 2 (x), which result from two distinct classically described static charge distributions, ρ 1 (x) and ρ 2 (x). The relevant Maxwell equations are Gauss's law,
(where ǫ 0 is the permittivity of vacuum -see Endnote [1] ) and, assuming the absence of any time-dependent magnetic fields, ∇ × E = 0. The latter equation is solved, as usual, by the introduction of an electrical potential, φ such that
Combining (1) and (2), we have
with solution φ(x) = ρ(y) 4πǫ 0 |x − y| d 3 y.
E 1 and E 2 are then given by (2) for φ 1 , φ 2 given by (4) with ρ = ρ 1 , ρ 2 respectively. To give an example, our charge distributions, ρ 1 and ρ 2 might be two different possible charge distributions within a macroscopic glass ball or, indeed (see below), two states involving a single such glass ball, with a single such charge distribution (perhaps uniform), centred at two different locations. Even though they are macroscopic and thus, for many purposes, treatable as classical, like everything in nature, our charge distributions and their electric fields must surely each ultimately be describable in quantum theory. We shall first be interested in the question of what is the best description of their electric fields, E 1 and E 2 , in terms of quantum state vectors, say Ψ 1 and Ψ 2 , in an appropriate Hilbert space when we continue to model our charge distributions, ρ 1 and ρ 2 , as classical (i.e. as c numbers [multiplied by the identity]). In Section II, we shall clarify the status of, and argue for the consistency of, a certain extension of the standard theory of the free electromagnetic field which was first proposed in [2] and which provides such a description in terms of a notion, also introduced in [2], of (what we shall call here) electrostatic coherent state -a notion which involves (non-dynamical) longitudinal photons.
[2] also gave an answer to the question: What is the transition amplitude Ψ 1 |Ψ 2 betwen two such electrostatic coherent states?
One might think that this is the sort of question on which our existing understanding of quantum electrodynamics (QED ) will easily give an uncontroversial answer. However, this seems not to be the case. If ρ 1 and ρ 2 are different, φ 1 and φ 2 will be different and so will E 1 and E 2 . Therefore we expect that Ψ 1 = Ψ 2 and thus the inner-product Ψ 1 |Ψ 2 cannot be 1.
The following orthogonality theorem might suggest that unless the charge distributions, ρ 1 and ρ 2 , are identical, Ψ 1 |Ψ 2 will be zero.
Orthogonality Theorem: In a quantum description of it, let the electric field be represented mathematically by a self-adjoint operator-valued function on R 3 with values in a Hilbert space, H QED , and assume that Gauss's law holds in the strong sense that (∇ · E)(x)Ψ 1 = ρ 1 (x)Ψ 1 and (∇ · E)(x)Ψ 2 = ρ 2 (x)Ψ 2 . Then, unless ρ 1 (x) = ρ 2 (x) ∀x ∈ R 3 , Ψ 1 |Ψ 2 = 0.
(The proof follows immediately from the elementary calculation: ρ 2 (x) Ψ 1 |Ψ 2 = Ψ 1 |(∇ · E)(x)Ψ 2 = (∇ · E)(x)Ψ 1 |Ψ 2 = ρ 1 (x) Ψ 1 |Ψ 2 .) However, the results we reported on in [2], for which we will supply a suitable theoretical foundation in Section II -which, as we shall see, sidesteps the above theorem -gave a value which is non-zero provided only the total charges Q 1 = ρ 1 (x) d 3 x and Q 2 = ρ 1 (x) d 3 x are equal. In particular we performed a calculation in [2] that entails, for example, that, defining the decoherence exponent D 1 by | Ψ 1 |Ψ 2 | = exp(−D 1 ), (5) if Ψ 1 and Ψ 2 are the electrostatic coherent states of a single ball of radius R with a uniform charge distribution with total charge Q, when it is centered at two different static locations, a distance a apart, then, D 1 is given by
where β = a/R. Note that this is smaller by a factor of 4π than the result stated in [2] which, unfortunately, appears to have been in error. Let us note here that, for a ≪ R, D 1 is well-approximated by
Q 2 e 2 a 2 R 2 (7) where α denotes the fine-structure constant (e 2 /4πǫ 0 c ≈ 1/137) and e denotes the charge on the electron. (6) tells us that, if our ball has a surplus of N electrons (or has N holes) uniformly distributed at fixed locations throughout the ball, then, for a ≪ R, and assuming, as seems reasonable, that, for suitably large N , we may, to a good approximation, treat this system as a uniform charge-density ball,
So, for example, if N = 10 5 (so the magnitude of the charge on the ball is approximately 1.6 × 10 −14 coulombs) our formula predicts that, when a/R is around 1/200, | Ψ 1 |Ψ 2 | will be around 0.11; | Ψ 1 |Ψ 2 | will be smaller than that for larger values of a/R and, in order for | Ψ 1 |Ψ 2 | to be within one percent of 1, a/R would need to be around 3 × 10 −5 or smaller than that. (This is hoped to serve to replace one of the examples on page L94 of [2] which was incorrect because of the wrong factor of 4π mentioned above.) For very large a/R, on the other hand, we have (correcting the formula in [2]) the asymptotic formula D 1 ≈ 1 π α Q 2 e 2 (ln(a/R) + 0(1)).
or, in units where = c = ǫ 0 = 1, D 1 ≈ Q 2 4π 2 (ln(a/R) + 0(1)).
So, in particular, for a single proton, D 1 ≈ 1 137π ln(a/R p ) where R p is the radius of the proton (which we could reasonably take to be its Compton wavelength ≈ 10 −15 m.). Thus for example for a equal to 1 metre, e −D1 is around 0.92 -significantly smaller than 1. (This corrects the error, due to the above-mentioned missing factor of 1/4π, in another of the examples in [2] .) We observe that it is the ratio a/R which is relevant in all this and the absolute size of the ball is irrelevant.
Let us also remark in passing that we expect the same asymptotic formula to be valid, not just for a uniform charge-density ball, but also for charged bodies with a wide range of other shapes and charge distributions -each such shape and charge distribution having its own value of 'effective radius' R. See Endnote [3] here and also (for a different but also relevant consideration [written with the linearized gravity case in mind but equally relevant for quantum electrostatics]) the paper [4] . ( We should note here that, while it doesn't affect the usefulness of that paper for the purpose for which we have cited it here, as we remark in Endnote [5] , [4] has inherited a factor of 6 from [2] which seems to be in error.)
It would seem to be an interesting question whether such predictions are experimentally testable -at least in principle.
B. A brief recapitulation of the motivation behind the work in [2] and the relation with the present work
Aside from the interest in experimentally testing them, the formulae (5), (6), (7) , (8) , (9) are of interest in connection with the author's matter-gravity entanglement hypothesis (see [2, 6, 7] and also [8, 9] and references therein). According to this hypothesis, in order to understand the properties of closed systems, it is essential to treat them as quantum gravitational systems and the gravitational degrees of freedom of any closed physical system should then always be traced over. Also, to treat open systems, the gravitational degrees of freedom should always be regarded as belonging to the environment side of any system-environment split and should therefore still always be traced over (together with other environment degrees of freedom). The resulting gravitational-induced decoherence -i.e. of matter -then becomes, on that hypothesis, a real physical effect.
This hypothesis is predicated on there being a total Hilbert space for quantum gravity (or at least for some suitable low energy approximate version of quantum gravity) which arises as a tensor product of a gravity Hilbert space and a matter Hilbert space. In other words, it is predicated on the provision of a product structure for quantum gravity (at least in some suitable approximate theory for energies below the Planck energy). One of the main results of the present paper is that it is possible to provide a product structure for quantum electrodynamics and this will serve as a guiding analogy for the gravitational case, which we plan to discuss in the forthcoming paper [18] . We shall introduce in more detail the issue of the provision of a product structure for QED in Section I D.
The work in [2] took the matter-gravity entanglement hypothesis as its starting point and, amongst other things, computed, in a Newtonian (i.e. linearized and low-velocity) approximation to quantum gravity, the trace over the Newtonian gravitational field for a Schrödinger-Cat-like superposition involving two total static states, each consisting of the matter state of a single macroscopic massive (but say electrically neutral) ball tensor producted with its accompanying static gravitational field, when those ball-states are centered at two different locations. It also computed an electromagnetic analogue (which was called there electromagnetic pseudo-decoherence) in which one traces over the electromagnetic field a similar superposition, this time involving two total static states, each consisting of the charged matter state of a single electrically charged ball tensor producted with its accompanying electrostatic field, when those charged ball states are centered at two different locations.
Quantitative results were found in [2] for the extent of the resulting gravitational decoherence in terms of inner products of form Ψ 1 |Ψ 2 between gravitostatic coherent states, Ψ 1 and Ψ 2 , which, as was argued in [2] , are suitable to describe at a quantum level the Newtonian gravitational field of a static mass distribution. In this way, in the gravitational case, an example was given of the predicted real physical effect mentioned above. Similar results were obtained for electromagnetic pseudodecoherence, and it is the results found for the computations of the inner products Ψ 1 |Ψ 2 in the latter case (where Ψ 1 and Ψ 2 are now electrostatic coherent states) which we outlined in the previous section and whose theoretical justification we shall present in Section II of the present paper. (We refer again to Endnote [5] regarding some numerical errors in those results in [2] .)
For the Schrödinger-Cat-like superposition of two static states of an electrically charged ball, such as a uniformly charged ball of total charge Q and radius R considered in Section I B when the two ball-centers are a distance a apart, it was found in [2] that the degree of electromagnetic pseudo-decoherence of the state of the charged ball will be large when Ψ 1 |Ψ 2 (described by the formulae (5), (6), (7) , (8) (9)) is close to zero and small when it is close to 1. And a similar statement was found, in [2], to hold for Schrödinger-Cat-like superpositions of two static states of a massive (electrically neutral) ball for their gravitational decoherence.
These results may be regarded as a first step towards assigning a product structure to quantum gravity (and to QED) in that a formalism was proposed which involved a notion of gravitostatic coherent states (and their electrostatic counterparts) in which these were viewed as elements of a gravity (/electromagnetic) Hilbert space. This already involved a departure from standard ideas according to which, say in Coulomb gauge, the electrostatic field of a static charge distribution is a function of operators which act on the Hilbert space for the charged matter and not an element of the Hilbert space for the electromagnetic field. (We similarly regarded the gravitostatic field of a static mass distribution as belonging to the gravity Hilbert space.)
Gauss's law
Let us remark here that it is usually thought that that standard viewpoint is forced upon us by Gauss's law if we want that law to hold strongly at a quantum level. (And a similar viewpoint is taken about the gravitational constraint equations.) One of the achievements of our product picture -related to the fact that the physical states in that picture (including the vacuum state when there is one) are entangled between longitudinal photons and charged matter -is to reconcile Gauss's law with our new viewpoint (in [2] and here) that the entire electromagnetic field, including the longitudinal modes (and, in the approximation in which the charged matter is regarded as classical, including our electrostatic coherent states) belongs to the electromagnetic Hilbert space. As we shall discuss further in Section I C, Section II will be devoted to the elucidation and justification of that departure from standard ideas in the case of our electrostatic coherent states. Then, as we shall discuss further in Section I D, the existence of our full product picture for full quantum electrodynamics will be treated in Section III (in the case of Dirac charged matter) and in Section IV (in the case of Schrödinger charged matter). To understand how Gauss's law can be reconciled with our product picture, the reader should follow the thread through these sections that links Equations (44), (64) and (75) and also read the statement and discussion of the 'Contradictory Commutator Theorem' in Section III, the remarks at the end of Section IV A and Section V.
A final remark
Let us finally mention that we argued in [7] that, while it is a real physical effect, in the Newtonian limit, the gravitational decoherence of [2] will not be experimentally detectable by any experiment such as the experiment [10] proposed by Penrose, although one does expect detectable effects in the relativistic regime. This appears to be a separate question from the question we asked at the end of Section I B as to whether the magnitudes of the transition amplitudes (such as | Ψ 1 |Ψ 2 |) for the electromagnetic fields which play a rôle in the calculations of pseudodecoherence (or their gravitational counterparts) are themselves measurable or not.
C. More details on the purpose of Section II
Our first main purpose here is, in Section II, to fill a gap left in [2] by providing the notion of electrostatic coherent state adopted in [2] with a clearer theoretical underpinning. (Along the way, we also correct a numerical error, as we have already mentioned.)
[2] anticipated the form of the electrostatic (and also gravitostatic) coherent states by pursuing an analogy with a corresponding notion of coherent state describing a static state of a scalar field, ϕ, in interaction with an external classical static scalar source, with scalar charge density σ, according to the equation
However, the arguments given there were based on assumed similarities between such static scalar field configurations and static configurations of an electric field. But as well as similarities, there are also important differences due to the fact that the static field equation ∇ 2 ϕ = σ is a special case of the dynamical equation (10) (resulting whenφ happens to vanish) while the counterpart equation (3) for electrostatics is an expression of a constraint (i.e. Gauss's law).
In particular [2] did not explain how the notion of electrostatic coherent state circumvents the above Orthogonality Theorem. So there may have seemed to be reasons to doubt whether the notion of electrostatic coherent state discussed there was valid -i.e. reasons to doubt whether it was consistent with the established formalism and results of QED.
In Section II here, we clarify all these matters, explain both the similarities and differences between the static scalar and electrostatic situations and show that our notion of electrostatic coherent state is consistent with the established formalism and results of QED and in particular, we will see how it circumvents the above Orthogonality Theorem. The development that helps us to do all this is based on a new formulation of the free electromagnetic field -equivalent to, but distinct from, the usual Coulomb-gauge formulation -in which the usual Fock space of transverse photons is tensor-producted with a vacuum state for longitudinal photons and regarded as a subspace of an augmented Fock space which includes states of longitudinal as well as transverse photons. In this formalism, the electromagnetic field momentum (identified with minus the electric field) is represented as the sum of the usual transverse field momentum operator -which, as usual, arises as a sum (actually, with our conventions, difference) of annihilation and creation operators -with a longitudinal field-momentum operator which (and this is the key, and seemingly necessary, innovation) may be obtained from the difference of annihilation and creation operators one might expect by deleting the creation operator while doubling the annihilation operator. The electrostatic coherent state describing the electric field due to an external classical charge distribution is then understood as belonging to the augmented Fock space. Interestingly, in this state, the charged matter and longitudinal photons are entangled with one another.
D. The purpose of Sections III and IV
As we briefly anticipated in Section I C, the second issue that we shall address concerns full QED where the charged matter is also treated quantum mechanically and interacts dynamically with the electromagnetic field. In the traditional canonical formulation, based on Coulomb gauge, ∇ · A = 0, and from now on adopting units in which = 1 = c and also taking ǫ 0 = 1 (see Endnote [1]), the Hamiltonian takes the form (see e.g. [11] )
where
and H 0 charged matter denotes the Hamiltonian for the charged matter -be it described in terms of fields or particles -excluding its electromagnetic interactions. We shall treat, in Section III the Dirac field and also, in Section IV, a model with a collection of non-relativistic charged particles -modeled as balls, not point particles for reasons which we will explain. (In the latter case and also e.g. in the case of the charged scalar field, further terms, which depend quadratically on A, of course arise.) J denotes the electric current and ρ the charge density for whichever model is under consideration, and ∇ × A denotes the magnetic field expressed in terms of the Coulomb gauge vector potential, A. (Note that given that ∇ · A = 0, the term 1 2 (∇ × A) 2 is of course the same thing (up to a total divergence) as
The electromagnetic field momentum operator, π ⊥ satisfies ∇·π ⊥ = 0. The specification of the quantum theory is completed with the commutation relations [11] [
together with the appropriate anticommutation (or commutation) relations for the charged matter. The physical electric field, E, is given, in this traditional formulation of the theory, by
where φ is related to the charge density operator, ρ of the charged matter by (3) ∇ 2 φ = −ρ. This ensures that E satisfies Gauss's Law (1). (We remark in passing that, with (4), we may express V Coulomb alternatively, as 1 2 φρ d 3 x and also as 1 2 (∇φ)·(∇φ) d 3 x.) What we wish to draw attention to, and discuss, is the fact that (14) expresses E as a sum of two terms, one of which (−π ⊥ ) is an operator on the Hilbert space on which the relations (13) are represented, and one of which (−∇φ) is an operator on the Hilbert space on which H 0 charged matter acts. Now a great many simple model quantum theories, involving two interacting systems, have the following basic product structure: One has a system, a, described by a free Hamiltonian, H a , acting on a Hilbert space, H a , and a system, b, described by a free Hamiltonian, H b , acting on a Hilbert space, H b and the full dynamics of the total system is described by a total Hamiltonian, H total , which can be written
and acts on the tensor-product Hilbert space
Moreover many general notions and results regarding pairs of systems which interact with one another presuppose that they have such a product structure. For example, once we have such a product structure, and on the further assumption that H interaction is suitably small, we may immediately conclude that the possible energy levels of the total system arise approximately as sums of energy levels of system a and system b and the associated energy eigenstates arise approximately as products of a-eigenfunctions and b-eigenfunctions. This statement about energy levels is, in turn, a prerequisite for both traditional (see e.g. [12] ) and modern (see e.g. [13] [14] [15] [16] ) explanations (now taking a to stand for the subsystem and b for its environment) of why small subsystems of total systems with approximately fixed total energy will be found to be in approximate Gibbs states -a result which stands [12] at the threshold of statistical mechanics. Furthermore, once we have such a product structure, it becomes possible, and meaningful, to ask, for any given total state, about the extent to which to which a pair of systems is entangled. But, in view of the above fact, it might seem that QED doesn't have such a product structure, at least not if we want to identify (say) system a with the full electromagnetic field and system b with the charged matter.
(It might be objected that Coulomb gauge does provide a product picture provided we identify (say) a with the transverse part of the electromagnetic field -i.e. with the magnetic field together with the transverse part of the electric field -and identify b with the charged matter -regarding V Coulomb as part of our b Hamiltonian. And/but we then need to regard the longitudinal part of the electromagnetic field as belonging to the charged matter side of the product. And this is not what we want. Besides, with this point of view, the division of the degrees of freedom into a and b degrees of freedom is unsatisfactorily Lorentz-frame dependent.)
However, in Sections III and IV, we shall show, by building on the lessons learned in Section II for the case of an external classical charge distribution, that a new alternative picture is possible for QED which is physically fully equivalent to the above traditional Coulomb-gauge formulation as far as all traditional calculations are concerned, but which does have a product structure in the sense that the Hilbert space involved in this product structure is the tensor product of the augmented Fock space for the free electromagnetic field mentioned above with the usual Hilbert space for our charged matter and the Hamiltonian arises in the form (15) . However, the physical states form a proper subspace of that full Hilbert space which has the interesting property that all its states (including the ground state when there is one as in the case of the Dirac field which we consider in Section III) are entangled between the charged matter and (non-propagating) longitudinal photons. Moreover Gauss's law will be satisfied in the strong sense that ∇ · EΨ = ρΨ for all Ψ belonging to that proper subspace.
We feel that this result is of considerable interest in its own right as an (as far as we are aware) new formulation of QED which seems to be more simple than the traditional Coulomb-gauge formulation. As we shall discuss, it resembles previous proposals (see e.g. [17] and references therein) for quantizing QED in the temporal gauge. But (see the discussion around our 'Contradictory Commutator Theorem' in section III below) it seems to be different from those proposals and free from some of their well-known difficulties. Our own motivation for studying this issue arose, though, as we have already indicated above, from quantum gravity where a similar issue arises, and, in particular, we were motivated by the question: Is it meaningful to talk about matter-gravity entanglement? Our results in Section II on our electrostatic coherent states (or rather the corresponding results within linearized gravity for Newtonian gravity coherent states which will be discussed in our companion paper [18] ) already justify optimism that it is meaningful, but those results related to a model involving macroscopic charges (or masses) which can be treated as classical and which are either static or slowly moving. (See [2] and Section IV here which rederives in a new way and more systematic way some of the results which were obtained there for the case of many slowly moving particles.) We are optimistic that the results of Sections III and IV for full QED will help to guide us towards a satisfactory answer to this question also in the case of a fully quantum fully dynamical version of quantum gravity.
It would also be of interest to explore to what extent our result can be generalized to non-abelian gauge theories.
We have attempted to be mathematically careful at the level e.g. of the early chapters of the textbook [11] of Weinberg. With one important exception (see Endnote ( [19] )), we stop short, however, of discussing issues related to renormalization or to the sort of mathematical issues exemplified by the textbook [20] of Haag.
II. COHERENT STATES OF LONGITUDINAL PHOTONS IN QUANTUM ELECTROSTATICS
We now turn to study the theory of the quantum electromagnetic field coupled only to a classical external static charge distribution, ρ.
Its quantum Hamiltonian may be taken to be the same as the Hamiltonian
for the free electromagnetic field i.e. just the first two terms of the Hamiltonian (11) and then the only difference from the case of zero external charge is that the electric field, E, is identified with −π ⊥ − ∇φ, rather than just −π ⊥ , where φ is given by (3), now thought of as a c-number equation. One might add the term, V Coulomb , of (68) to the right hand side of (16) but since this is, of course, now a c-number it can't affect any commutation relations. The question we wish to address is: How can the quantum state of the electromagnetic field in the presence of ρ be represented as a vector in a suitable Hilbert space? In the traditional representation of E, A and H EM 0 on the usual 'transverse' Fock space (see below) and with or without the V Coulomb term, the only candidate might seem to be the transverse Fock vacuum vector, Ω. But this would immediately lead to the difficulty that a family of physically distinct electromagnetic fields would then all be represented mathematically by the same state vector.
A. A scalar field analogy
To motivate our proposed resolution to this difficulty, we first digress to consider how one might answer the analogous question for a real (say massless) quantum scalar field, ϕ, coupled to a classical external static scalar source with scalar charge density σ. Now the free Hamiltonian takes the familiar form
whilst the Hamiltonian in the presence of the source takes the different form
In this case (cf.
[2]) we claim that the state vector which describes the state of the ϕ field in the presence of the source is
where Ω is the usual vacuum vector in the usual Fock space for the free scalar field and π(φ sc ) denotes the quantum field-momentum π smeared with the classical solution,
to
(There is a mathematical complication here that we deal with in Endnote [19] .) By expressing the Fourier transforms (see Endnote [21] ), φ(k) and π(k), of the quantum fields φ(x) and π(x) in the usual way as
(actually we shall only need the second of these expressions below) where a(k) and a + (k ′ ) are the momentum space creation and annihilation operators, satisfying
we may see that the exponent, −iπ(φ sc ), in (19) can be rewritten as a + (χ) − a(χ) where
(where φ sc (k) denotes the Fourier transform (see Endnote [21] ) of φ sc (x)) and, as we shall presently demonstrate, it follows from this that (19) can alternatively be written (cf.
[2])
where a(χ) and a + (χ) denote a(k)χ(k) d 3 k and a + (k)χ(k) d 3 k respectively and where for general functions, χ 1 and
To demonstrate (24), let us first note that by (22)
The absolute value (see again Endnote [22] for more details) of the inner product, | Ψ 1 |Ψ 2 |, between two such coherent states, Ψ 1 = e − χ1|χ1 /2 e a + (χ1) Ω, Ψ 2 = e − χ2|χ2 /2 e a + (χ2) Ω, for two different scalar charge densities, say σ 1 and σ 2 , is then easily seen to equal exp(−D 0 ) where the decoherence exponent
As we shall discuss further in Section II C and as was already said in [2], if we identify the scalar charge σ with the electrostatic charge, ρ, then D 0 is numerically equal to the D 1 discussed in Section I. So, in the case of two spheres of radius R with uniform scalar charge density which are spatial translates of one-another, it is given again by the formula (6) .
Our claim in the sentence containing Equation (19) is justified by the fact that the Ψ of (19) has the properties
which may be thought of as the self-energy of the external classical source due to its interaction with the scalar field.
(27) tells us that the expectation value of the quantum scalar field, ϕ, in the state Ψ is the classical field φ sc and that Ψ is also an eigenstate of H σ with energy V σ .
These properties (27) immediately follow once one notes, as may easily be shown, that the unitary operator,
on the scalar field Fock space, where φ sc (x) is as in (20), satisfies
and hence also
In view of the properties (27), the state Ψ of equation (24) deserves to be considered a type of coherent state, albeit it is a coherent state corresponding to a static, non-propagating, classical field configuration -namely that due to our external source. (The coherent states which are usually considered, e.g. in quantum optics, correspond to classical states of radiation -see e.g. [23] .) B. Two equivalent formulations of the free electromagnetic field Inspired by this scalar-field analogy, we seek a solution to our electromagnetic problem with a suitable analogue of the coherent-state vector Ψ. As we shall see, the construction that we arrive at has some interesting similarities to, but also some important differences from, the scalar case.
First we remark that the traditional Hilbert space on which the operators A, π ⊥ and H EM 0 act is the transverse Fock space. We pause to recall what is usually meant by this. One may start with the one-particle Hilbert space, H one , equal to the direct sum of 3 copies of the usual one-particle Hilbert space for a scalar field, which may be taken to be 3 copies of the space of square-integrable complex-valued functions, L 2 (R 3 ), on momentum space on which act the usual annihilation and creation operators, a i (k) and
One may then define the transverse one-particle Hilbert space, H trans one to be the subspace of H one consisting of elements, χ i (k), of H one which satisfy the transversality condition k i k χ i (k) = 0. The transverse Fock space is then simply the Fock space, F (H trans one ), over (see e.g. [24] ) H trans one and the operators, π ⊥ and A are then represented on this Fock space by the usual expressions
is defined by substituting these expressions into (16) and the usual normal ordering procedure.
Secondly, we notice that a slightly different definition of the same Hilbert space is possible based on the fact that an arbitrary element, χ i (k), of H one may be uniquely written as the sum,
of a transverse and a longitudinal piece, and, accordingly, H one arises as the direct sum of our subspace H trans one and a longitudinal subspace, H long one :
We then introduce what we shall call the augmented Fock space F (H one ), over H one or, in view of (31), what amounts to the same thing:
and take, as our alternative, slightly different, definition for the Hilbert space for the free electromagnetic field, the subspace ⊗ Ω long and it is obvious that this action is equivalent to the action of this same set of operators on the traditional Hilbert space, F (H trans one ) we mentioned at the start. The non-vacuum elements of F (H long one ) correspond to states of longitudinal photons and play no role in the quantization of the free theory with no external charges, but they will play a role, as we will see, in the presence of external charges and/or (as we discuss in Section III) when the electromagnetic field is coupled to another (charged) dynamical field or system of (charged) particles.
C. Electrostatic coherent states
We will indeed next show that a suitable notion of quantum coherent state, describing the static electric field due to a classical static external charge distribution, is provided by a certain element (see however Endnote [19] ) of our augmented Fock space, F (H one ) = F (H trans one ) ⊗ F (H long one ), which does not, however, belong to the subspace F (H trans one ) ⊗ Ω long . To achieve this, we introduce the new operatorsπ andH EM 0 on our augmented Fock space F (H one ), definingπ i (k) byπ
and definingH EM
π,H EM 0 and A obviously have the same commutation relations amongst themselves as do π ⊥ , H EM 0 and A amongst themselves, and, in fact, the right hand side of the quantum Hamilton equations,
for A andπ will be identical with the right hand side of the usual Hamilton equations for A and π ⊥ . So, i.a., we will haveπ =π ⊥ . Also, and crucially (see our answers to the two likely-to-be-asked questions below)π,H EM 0 and A all map the subspace F (H trans one ) ⊗ Ω long of our augmented Fock space F (H one ) to itself and the theory in which the free electromagnetic Hamiltonian, the vector potential and the electric field, E, are identified with the H EM 0 of (16), the A of (30), and (minus) the π ⊥ of (30) -all acting on the transverse Fock space, F (H trans one ) -is fully equivalent to the theory in which they are identified with theH EM 0 of (36), the A of (30), and (minus) theπ of (34) -all acting on the subspace, F (H trans one ) ⊗ Ω long of our augmented Fock space F (H one ) (defined as in (32)). After all, on every element, Ψ, in this subspace, we haveH EM 0 Ψ = H EM 0 Ψ andπΨ = π ⊥ Ψ! Finally, in the latter theory, we identify the electric field, E, with −π. Next we introduce the (non-transverse) operatorÂ on our augmented Fock space, given simply bŷ
As one may easily check, this will have the commutation relation
withπ.
We now notice that the unitary operator (see the previous Endnote [19] ),
satisfies (cf. Equations (28), (29))
and, bearing in mind that V Coulomb = 1 2 ∇φ·∇φ d 3 x,
whereupon the vector,
obtained by acting with U on the vacuum vector, Ω (33), in our augmented Fock space will satisfy Ψ|πΨ = ∇φ (i.e. with our identification of E as −π, Ψ|EΨ = −∇φ)
and, in addition, and importantly, it easily follows from operating on both sides of Equation (40) with ∇· and recalling that ∇ 2 φ = −ρ, that Gauss's law holds at the quantum level in the strong sense that
-without the need to take the expectation value. We propose that this vector, Ψ, in our augmented Fock space, should be regarded as the correct description of the quantum state of the electric field due to an external, classically describable, static charge distribution ρ. It obviously has many similarities with the coherent state, (19) , which we constructed above for our scalar analogue situation. In particular, Equations (43) clearly resemble Equations (27).
It is easy to see (cf. before Equation (23)) from (37) that the exponent,
where for a given charge distribution with potential φ, χ is now the element χ 1 ⊕ χ 2 ⊕ χ 3 in the one-particle Hilbert space H one (which we recall consists of the direct sum of 3 copies of the scalar field one-particle Hilbert space [L 2 (R 3 )]) with components χ i , i = 1, 2, 3, given by
And (cf. (24) and see Endnote [22] for details on the derivation) one then easily has (cf. (24))
where the inner-product χ|χ is taken in H one . (So it equals χ i |χ i [summed from i = 1 to 3] where the inner product is taken in L 2 (R 2 ).) Moreover, the absolute value (cf. (26) and see again Endnote [22] for details) of the inner product, | Ψ 1 |Ψ 2 |, of two such vectors, Ψ 1 and Ψ 2 -for two electrostatic potentials, φ 1 and φ 2 for two charge distributions ρ 1 and ρ 2 -will equal exp(−D 1 ) where the electrostatic (or 'spin-1') decoherence exponent, D 1 , is given by the formula
It is then easy to see, by comparing (47) with (26), that, as observed in [2] and mentioned in Section II A, the electrostatic (or 'spin-1') decoherence exponent, D 1 , is equal to the scalar or 'spin-0' decoherence exponent, D 0 , when the classical static scalar charge densities σ 1 and σ 2 , are equated with ρ 1 and ρ 2 . We can also now easily obtain (by correcting what is done in [2] in the light of Endnote [5] here) the formula (6) from (47).
Aside from those similarities, however, let us remind ourselves there are also notable differences between the scalar and electrostatic cases. In particular, we recall the contrast between the identity of usual Coulomb-gauge quantum Hamiltonian in the presence of a charge with that in the absence of a charge which we mentioned in the introductory paragraph to this section on the one hand and the difference in the scalar case between the Hamiltonians (17) and (18) in the presence and absence respectively of a scalar charge density on the other hand. Also the need to introduce an augmented Fock space and the two new operatorsπ andH EM 0 in Equations (34) and (36) has no counterpart in the scalar case. Nor does the Gauss's law Equation (44). Another notable difference, related to the above points, is that the scalar case Ψ of Equation (19) can be arbitrarily well approximated by acting on the vacuum vector with (suitably smeared) creation operators, while the electrostatic case Ψ of (42) cannot be reached by acting on the vacuum vector of our augmented Fock space with (suitably smeared) creation operators a + trans .
Next we wish to anticipate, and answer, three likely-to-be-asked questions about the above: First, why do we need to extend to our augmented Fock space and add an extra longitudinal piece such asπ long to π ⊥ at all; why can't we find a unitary, U , on F (H trans one ) such that
The answer is that this simply can't be done; any such unitary conjugation would map π ⊥ to something transverse, while ∇φ is longitudinal. Indeed the obvious candidate for such a unitary, i.e. exp(i A i (x)∂ i φ(x) d 3 x), is in fact just the identity operator, since, in virtue of the Coulomb gauge condition, ∇ · A = 0 (and integrating by parts) A i (x)∂ i φ(x) d 3 x = 0! Secondly, why have we introducedπ (as we explained above, to be identified with −E on our augmented Fock space) as in (34) withπ long defined in terms only of longitudinal photon annihilation operators as in (35) together withH EM 0 defined as in (36) rather than introducing, say, aπ defined as inπ but with aπ long , in place ofπ long , defined byπ
with the more familiar-looking difference of an annihilation and a creation operator, together with, say,Ĥ EM 0 defined as in (36) but withπ replaced byπ (andπ long replaced byπ long )? Our answer is that, although the commutation relations amongst the set of operators,π,Ĥ EM 0 and A will be the same as those amongstπ,H EM 0 and A, and although the commutation relations betweenπ andÂ would be the same as those (38) betweenπ andÂ,π would (obviously) not map the subspace F (H trans one ) ⊗ Ω long to itself. This is, perhaps, not so important for justifying our claim that the Ψ of (42) deserves to be regarded as the correct mathematical object to identify with the quantum state of the electric field due to our external static charge distribution. We could, after all, have replacedπ byπ in Equations (40) and (41) and we would still have obtained Ψ|πΨ = ∇φ (i.e. Ψ|EΨ = −∇φ) and
It is true that, since the expectation value this time is in both equations, this is a less sharp statement than (43) or (27). Nevertheless, it might, arguably, have still served to justify our claim. But the fact that the subspace F (H trans one ) ⊗ Ω long is mapped to itself byπ will be crucial for the equivalence of the product description of full QED with standard full QED (in Coulomb gauge), which we will derive in the next section.
Thirdly, one might ask whether it is not a problem thatπ andH EM 0 fail to be self-adjoint on our full augmented Fock space F (H one ). Our answer is that it isn't actually a problem, either for what we do above or for what we will do in Section III, because we will only ever assign physical relevance to the restrictions ofπ andH EM 0 to a subspace -namely the subspace F (H trans one ) ⊗ Ω long of F (H one ) -which is mapped to itself by both of these operators and on which both operators are self-adjoint, or to the restrictions of UπU −1 and UH EM 0 U −1 to U times that subspace, on which the latter operators must, consequently, also be self-adjoint.
The coherent state vectors, Ψ, defined as in (42), are to be identified with the electrostatic coherent states, some of whose properties were derived in [2], as was briefly discussed in our Introduction. It is interesting to note here that this construction (42) sidesteps the Orthogonality Theorem of the Introduction by virtue of the fact thatπ (identified as explained above with minus the electric field) fails to be self-adjoint on the full Hilbert space. (Were we to replacẽ π byπ as discussed in our answer to our first likely-to-be-asked question above, then the Orthogonality Theorem of the Introduction would still be sidestepped since, even thoughπ [which is what would be identified with minus the electric field after making this replacement] is now self-adjoint, Ψ, in (49), is not an eigenvector ofπ.)
For what more is known about the properties of these coherent states, we refer to [2] . Let us also mention here that the paper [7] took some of the results of [2] as its starting point and we reiterate that the results above (or rather their expected generalization to linearized gravity which it is planned to discuss further in [18] ) should serve as a starting point towards putting both of those papers, [2] and [7] , on a firmer foundation. In particular, we will explain, in Section IV here, how some of the results of [2] (which are used in [7] ) which were obtained there in a partly heuristic way can be put on a proper foundation -see the paragraph after equation (78) below.
III. TRANSFORMATION OF COULOMB GAUGE MAXWELL-DIRAC QED TO A PRODUCT PICTURE
When one adopts the Coulomb gauge, ∇ · A = 0, the usual full Hamiltonian for the quantum electromagnetic field in interaction with a Dirac field, ψ, may be written
where V Dirac Coulomb is given by (68) in the case
We recall here that −e is the charge on the electron, also γ a , a = 0 . . . 3 are a suitable choice of Dirac matrices, satisfying {γ a , γ b } = 2η ab where η ab = diag(1, −1, −1, −1), for example the standard Dirac choice, and ψ * denotes the adjoint of ψ. H Dirac QED takes the form of (11) if we identify H 0 charged matter with ψ * γ 0 γ·(−i∇ψ) + mψ * γ 0 ψ d 3 x and J with eψ * γ 0 γψ.
The specification of the theory is completed by supplementing the commutation relations (13) with the anticommutation relations for the ψ field:
(together, of course, with the assumption that the commutators of ψ and ψ * with A and π all vanish).
H Dirac QED will act on the tensor product of the usual transverse Fock space, F (H trans one ), for the electromagnetic field with the usual Hilbert space, H Dirac , on which the Dirac field, ψ acts. The developments in Section II suggest that we identify F (H trans one ) with the subspace, F (H trans one ) ⊗ Ω long , of our augmented Fock space F (H one ) and then replace
Actually, with an eye on Equation (41), we shall find it convenient to add the term π · ∇φ d 3 x, thus arriving at what we shall callȞ Dirac QED defined by
The addition of the term π · ∇φ d 3 x will do no harm since it anyway vanishes on the physically relevant subspace F (H trans one ) ⊗ Ω long ⊗ H Dirac . Next we notice (cf. the 'remark in passing' after the equation (14)) that
and hence (cf. (41))
and thus (54) may be writteň
Motivated by the developments in Section II, we wish to compute UȞ Dirac QED U −1 where (cf. (39))
where, now, in view of (52),
To do this, we first notice that conjugating A with U (i.e. taking U AU −1 ) leaves A unchanged, and the same is true for φ and hence, by (55) for V Dirac Coulomb . On the other hand, using (57), we see (cf. (40)) that
and thus, when conjugated with U , the term 1 2 (π + ∇φ) 2 in (56), becomes simply 1 2π 2 . Also, on noting that, in view of (52) and the equation ∇ 2 φ = −ρ, and integrating by parts, U can alternatively be written
with (by (52)) ρ(x) = eψ * (x)ψ(x) (and where ∂ i ∇ 2Âi (x) means the inverse Fourier transform of −ik i /k 2Â i (k)) we easily find that
and similarly U ψ * (x)U −1 =ψ * (x). We then have
Also, recalling the definition (see (60)) ofψ, we have
But, further, notice (see (30)) that A =Â trans , while ∇ ∂i ∇ 2Â i =Â long and thus, by (37), the term in square brackets in (61) is simplyÂ! Moreover, clearly, for any matrix M acting on the Dirac field, ψ, we haveψ * Mψ = ψ * M ψ and we also note that ∇×A is equal to ∇×Â . Thus we conclude that (and therefore also the dynamical unitary group exp(−iH PP,Dirac QED t)) will leave the subspace U F (H trans one ) ⊗ Ω long ⊗ H Dirac invariant. We remark also that, under this equivalence, the usual vacuum state Ω trans ⊗ Ω Dirac gets replaced by the vector U Ω trans ⊗ Ω long ⊗ Ω Dirac in which the Dirac field is entangled with longitudinal photons.
Furthermore, we easily have that (just as in the proof of (44)) by rewriting (58) as U −1π U =π + ∇φ, and acting on both sides with ∇· and recalling that ∇ 2 φ = −ρ, Gauss's law holds on the product picture physical subspace in the (strong) sense that
where ρ = eψ * ψ.
Let us also remark that, since U acts nontrivially only on F (H long one ) ⊗ H Dirac we shall sometimes regard it as an operator only on the latter space, whereupon we shall write e.g.
It is remarkable that H PP,Dirac QED takes the same form as H Dirac QED except that (i) the term V Dirac Coulomb is absent, (ii) π ⊥ is replaced byπ, (iii) A is replaced byÂ, and, (iv) in place of the commutation relations (13), (53) we have the commutation relations (38), (53). Arguably, H PP,Dirac QED , and the latter commutation relations are simpler. H PP,Dirac QED on the full Hilbert space F (H one )⊗H Dirac also possesses the desired product-structure as discussed in the introduction -albeit, as we have seen (and as was also mentioned in the introduction) the physically relevant states belong to the proper subspace U F (H trans one ) ⊗ Ω long ⊗ H Dirac . It may also be noted that the latter commutation relations are well-known as the commutation relations of the temporal gauge (see e.g. [17] and references therein) while the Hamiltonian, H PP,Dirac QED is, with one change, the temporalgauge Hamiltonian -the change being that we identify (minus) the longitudinal part of the electric field withπ longdefined as in (35) to be (twice) a (non-self-adjoint) annihilation operator on the full Hilbert space, F (H one ) ⊗ H Dirac , rather than identifying it withπ long -as defined in (48). As discussed and analyzed in detail in [17] , in those earlier approaches, temporal gauge quantization suffers from a number of difficulties which are only resolved (in [17] ) with some (as the authors of [17] themselves describe them) 'peculiar' mathematical realisations of the heuristic formalism. We content ourselves here with characterising at least a part of what is peculiar by isolating here what we shall call the Contradictory Commutator Theorem: There can be no pair of 3-vector operators A and π on a Hilbert space H such that (a) A and π satisfy the commutation relations
(i.e. the same commutation relations as satisfied byÂ,π in (38) and byÂ,π; (b) A and π are each self-adjoint; (c) Gauss's law holds where the electric field E is identified with −π, in the strong sense that, for some vector Ψ ∈ H,
(The content of this theorem -in the case of free QED -plays a rôle in [17] as just one ingredient [the second part of the proof of part (1 i)] of one of its propositions, namely Proposition 3.2.) This is easily proved by observing that (a) easily implies that the quantity Ψ|[A i (x), ∇ · π(y)]Ψ is equal to −i(∇ j δ (3) )(x − y), while (b) and (c) imply that the same quantity is zero -a contradiction! Ourπ sidesteps this theorem by failing to satisfy the self-adjointness condition (b) on the full Hilbert space although we emphasize again that this is of no physical consequence since it is self-adjoint on the physical subspace. (Let us mention in this parenthesis thatπ sidesteps the theorem too -by not satisfying (c). But this of course means that an approach to temporal gauge quantization based onπ would not be equivalent to standard QED.) As far as we can tell, all the 'peculiar' features of the mathematical interpretations of earlier temporal gauge quantizations set out in [17] are avoided with our product picture thanks to the crucial role played by the non-self-adjointness on the full Hilbert space ofπ in sidestepping the above theorem.
Finally, it may easily be seen that the appropriate state to take as the vacuum for H PP,Dirac QED is the result of acting with U on Ω long ⊗ the usual (Coulomb-gauge) QED vacuum state. Moreover (regarded as a vector in the augmented Fock space as explained in Section II) this state is entangled. Indeed it takes the form of a tensor product of Ω trans with a certain entangled state in F (H long one ) ⊗ H Dirac . We say that, in the product-picture vacuum state (just as in all other vectors in the product picture physical subspace) longitudinal photons are entangled with states of the Dirac field. Again, as far as we are aware, this does not seem to correspond to what has previously been considered to be the vacuum state in earlier discussions of temporal gauge quantization.
IV. TRANSFORMATION OF MAXWELL-SCHRÖDINGER QED TO A PRODUCT PICTURE
We now consider the Maxwell-Schrödinger version of QED where we have a system of N non-relativistic charged particles with positions, x I , and momenta, p I , satisfying the commutation relations [x iI , x jJ ] = 0, [p iI , p jJ ] = 0, [x iI , p jJ ] = iδ ij δ IJ (and commuting with the electromagnetic operators π and A) and interacting with the quantum electromagnetic field. Starting from the standard Coulomb gauge formulation of this system, we wish to establish an alternative product picture much as we did for the Maxwell-Dirac system in Section III. In so doing, we will arrive at a systematic derivation of a result, (78) here, which we first derived in [2] in a partly heuristic way. We shall then illustrate the product picture by discussing the bound states of the nonrelativistic (spinless) Hydrogen atom from a product picture point of view. We shall also (re-)derive the formula, Equation (86)/(87) below, for the partial trace over the longitudinal part of the electromagnetic field of the density matrix which replaces the usual density matrix Ψ Schr (x 1 , . . . , x N )Ψ * Schr (x ′ 1 , . . . , x ′ N ) where Ψ Schr (x 1 , . . . , x N ) is a Schrödinger wave function for N charged particles when one goes over to the product picture representation. This formula (or rather its linearized gravity counterpartsee also Endnote [5] ) was previously arrived at in [2] (as Equation (16) there) on the basis of partly heuristic arguments based on (the gravitational counterparts of) formulae obtained (such as Equation (5) here) for the inner products between quantum states of the electric field for given classical charge distributions.
If we were to model our particles as pointlike, then, in place of the Dirac Hamiltonian, H Dirac (51), of the previous section, we would have the familiar many-body Schrödinger Hamiltonian
where (in place of the V Dirac Coulomb of Section III) we now have the familiar Coulomb potential
where (see Endnote [19] ) one omits equal I and J values from the sum.
Here, M I and q I , I : 1 . . . N , are the masses and charges of the particles respectively. The x I , p I and H Schr will all act (as unbounded operators) on the Hilbert space H Schr which (with the usual Schrödinger representation) we may take to be L 2 (R 3N ) -or the appropriately symmetrized and/or antisymmetrized subspace of this according to which (if any) of the particles are identical bosons or identical fermions.
As will become clear below and as we discuss further in Endnote [19] , it would seem to be difficult to obtain an alternative product picture along the lines of that obtained for a Dirac field in the previous section starting from such a point-particle model but the difficulty is overcome by modeling each of the particles as a ball with spherically symmetric mass and charge distributions, which, for the Ith particle, integrate to m I and q I respectively and which we shall take to be rigid in the sense that, relative to each ball center, they are undistorted by acceleration. We shall then interpret x I and p I as the position and canonical momentum of the center of mass of the Ith ball. Letting ρ I (y) denote the charge density of the Ith ball relative to its center, we thus replace H Schr pointlike by
where now the sum is over all I and J whether or not they are equal to one another. (See Endnote [19] .) The full QED Hamiltonian will then be
on the Hilbert space F (H trans one ) ⊗ H Schr which, similarly to the Dirac case, will be equivalent toH Schr QED = H Schr QED + 1 2 (π long ) 2 d 3 x and then toȞ
on the product picture physical subspace F (H trans one ) ⊗ Ω long ⊗ H Schr of the augmented Fock space F (H one ) ⊗ H Schr . As in the case ofȞ Dirac QED , we now wish to compute UȞ Schr QED U −1 where U is as in (57) and φ is now given by
-which is to be thought of as a multiplication operator on H Schr . To do this, we again note first that conjugating A with U , i.e. taking U AU −1 , leaves it unchanged and the same is true for φ and for V Schr Coulomb . Also, we notice that (just as in the Dirac case in Section III) the terms 1 2π 2 +π · ∇φ d 3 x + V Schr Coulomb become simply 1 2π 2 d 3 x. To see this, we note (again cf. the 'remark in passing' after Equation (14) and cf. also (55)) that V Schr
Above, ρ is given by
Using (59) with ρ as in (72) we easily have
and thus conjugating H Schr with U has the effect of replacing A(x)ρ I (x − x I ) d 3 x in (67) by Cf. (61) and subsequent paragraph).
(Note that this step also works for a point-particle model; one simply replaces ρ I (x − x I ) by q i δ (3) (x − x I ) and one finds that conjugating with U has the effect of replacing A byÂ in (65).)
We conclude that
So, similarly to in the Dirac case, the Coulomb-gauge Hamiltonian for QED with many extended Schrödinger charged balls admits an equivalent description in terms of the above product picture and similar statements will hold for that to those stated after Equation (63) for the Dirac case. In particular, the physical Hilbert space in this product picture will be the proper subspace U F (H trans one ) ⊗ Ω long ⊗ H Schr of F (H one ) ⊗ H Schr , this will be an invariant subspace for H PP Schr QED , and the term V Schr Coulomb -present in the H Schr in the H Schr QED of (69) -is absent from the H PP Schr QED of (74). Moreover (by a similar argument to our argument for (64)) Gauss's law will hold in the (strong) sense that
where ρ is now as in (72). One difference with the Dirac case is that there is of course now no vacuum state. But similarly to in the Dirac case, in all the vectors in the physical Hilbert space, the charged balls will be entangled with the longitudinal photons.
In fact given a (say unentangled) state of the total system in the traditional Coulomb-gauge picture consisting of the tensor product of a state of the transverse part of the electromagnetic field together with a many-body Schrödinger wave function
(a more general state would be a linear combination of such states) the description of the same physical state in our product picture will be given by
To gain more of a feeling for how things look in the product picture, in a simple setting, let us assume now that we have such an unentangled state in the Coulomb-gauge picture and that Ψ trans is actually the vacuum vector Ω trans for the transverse modes of the electromagnetic field. We might for example consider a time-evolving many body wavefunction, Ψ Schr (t), which satisfies the time-dependent Schrödinger equation for the Hamiltonian H Schr of (67) (i.e. for the 'charged matter part' of (69)).
If such a time-evolving wave function Ψ Schr (t) corresponds, in a rough classical description, to a system of charged balls which (due to their initial positions and momenta and their mutual attractions and repulsions) are only accelerating slowly during some time period, then we would expect that the electromagnetic radiation it emits could be neglected to some approximation and then Ω trans ⊗ Ψ Schr (t) would approximate a solution of the time-dependent Schrödinger equation for the full QED Hamiltonian H Schr QED of (69). So (with Ψ trans EM = Ω trans ) the Ψ QED Coulomb of (76) could be thought of as a snapshot of such a state, Ω trans ⊗ Ψ Schr (t), at a particular moment of time. Alternatively if Ψ Schr is an (approximate) solution to the time-independent Schrödinger equation for H Schr such as e.g. (in the case N = 2) for the non-relativistic (spinless) Hydrogen atom (see Section IV A below) then we would expect Ω trans ⊗ Ψ Schr to be an approximate solution to the time-independent Schrödinger equation for H Schr QED . In either case -slowly time-evolving wavefunction or eigenstate -we expect the the Ψ PP QED of Equation (77) (for Ψ trans EM = Ω trans ) will then of course give the description of the same physical state in the product picture. But we would like to have a more explicit way of presenting that description. We may drop the Ω trans ⊗ (which is a constant feature) and focus on gaining an explicit presentation of U Ω long ⊗ Ψ Schr . To do this, it helps to think of the tensor product of the Hilbert-space H Schr = L 2 (R 3N ) (suitably symmetrized and/or antisymmetrized), for the Schrödinger wave function with the Hilbert space, F (H one ) of the electromagnetic field as L 2 of R 3N with values in F (H one ) (again suitably symmetrized and/or antisymmetrized). It is then straightforward to see that, regarded as an element of that space, U Ω long ⊗ Ψ Schr (where we recall (57) that U is given by the formula,
interpreted as an operator on H Schr ) is equal to the F (H one )-valued L 2 function on R N :
where |Ψ(x 1 , . . . , x N ) denotes the electrostatic coherent state defined as in the U Ω of (42) in Section II C with U now given by (39) for φ as in (71), but with φ now interpreted as a c-number -namely as the electrostatic potential for our charged balls when their centers of mass are located at the fixed positions (x 1 , . . . x N ). Equation (78) is the quantum electrostatic counterpart of the (unnumbered) displayed formula immediately prior to [2, Equation (15)] which we arrived at in that paper by a partly intuitive physical argument. By rederiving that formula in the way we have done above, we have completed the fulfilment of our promise made in Section I of furnishing the work in [2] (in the Maxwell-Schrödinger QED case) with a proper theoretical foundation.
To end this section, and also the paper, we aim to indicate how our new product picture reduces under appropriate approximations to a new alternative picture of standard nonrelativistic many-body Schrödinger quantum mechanics. We then (for completeness) (re-)derive the quantum electrodynamics counterpart to the (quantum gravitational) formula [2, Equation (16)] for the reduced density matrix of a system of Schrödinger charged balls when one traces over the electromagnetic field.
A. The product-picture description of the Hydrogen atom So far we have looked at the full exact transformation between the description of a state of Maxwell-Schrödinger QED in Coulomb gauge and the description of the same state in our product picture. In this subsection, we look at what this transformation reduces to when we neglect radiative corrections. In this way we aim to gain a new perspective on the nonrelativistic quantum mechanics of a system of many charged particles (which, as always, we shall need to model as extended charged balls). For simplicity we invite the reader to have in mind a particular bound state of a two-body system consisting of one positively and one negatively charged particle and, indeed, for the sake of familiarity, to think of this as the usual model of a nonrelativistic Hydrogen atom (where one neglects spin) -i.e. to think of M 1 and M 2 in Equation (79) below as the mass of the proton and of the electron, respectively and q 1 and q 2 in (68) in the case N = 2 to be their charges -i.e. e and −e. But what we do will clearly generalize to general nonrelativistic many-body Schrödinger theory.
Before we can discuss what our new product picture description reduces to for such a Hydrogen-atom bound state, we need to take into consideration that the usual description of such a bound state in non-relativistic quantum mechanics is only an approximation for two reasons. First, we need to neglect the radiative corrections we mentioned above. This amounts to ignoring, in the full Coulomb gauge Hamiltonian (69), the terms q I p·A/M I and q I q J A(x I )·A(x J )/4M I M J which arise when one expands the squared bracket in (65), or rather the more complicated corresponding terms in (67). These terms are of course responsible for radiative transitions between excited states (so in our approximation all bound states will be stable) and for radiative corrections to energy levels (which go like the fine structure constant -this may be traced to the fact that, when we restore and c [see Endnote [1] ) and see (30) and (37)] then A, when expressed in terms of creation and annihilation operators, goes like 1/ √ c). Second, writing the Schrödinger two-ball wave function Ψ(x 1 , x 2 ) in terms of relative and center of mass coordinates and separating variables in the usual way so that (with an obvious notation) Ψ(x rel , x cm ) = ψ rel (x rel )ψ cm (x cm ), then while ψ rel (x rel ) may be an eigenstate (for the one-body Schrödinger equation with the usual reduced mass) for some energy, say E, ψ cm (x cm ) will necessarily be in a wave-packet state and hence Ψ(x 1 , x 2 ) will not be an exact eigenstate of the time-independent two-body Schrödinger equation. However we can, say, take ψ cm (x cm ) to be approximately constant in a large region and then to slowly vanish towards infinity and then Ψ(x 1 , x 2 ) will be an approximate eigenstate with the same energy, E. That is we will have
where we take N in (68) to be 2. At the level of full Coulomb-gauge Maxwell Schrödinger QED, Ω trans ⊗ Ψ ∈ F (H trans one ) ⊗ H Schr will be an approximate eigenstate with the same energy, E, of the H Schr QED of (69) where we neglect the terms mentioned above and where we normal order the electrodynamic piece. I.e. we will have
The same state in the product picture is modelled as Ω trans ⊗ U Ω long ⊗ Ψ Schr ∈ F (H one ) ⊗ H Schr = F (H trans one ) ⊗ F (H long one ) ⊗ H Schr where U Ω long ⊗ Ψ Schr is now an entangled state of the form of (78) for N = 2. In view of our proof of the equivalence of the exact product picture with the exact Coulomb picture, it must be that this is also an approximate eigenstate of the appropriately defined approximate product-picture Hamiltonian
with the same approximate eigenvalue E. However, it is instructive to (re-)derive this latter fact directly which we now do with the following succession of equalities and approximate equalities. Their validity is evident once one recalls that U commutes with φ, that 1 2 ∇φ·∇φ d 3 x = V Schr Coulomb , and thatπ long commutes with φ and annihilates Ω long , while U also commutes with p 1 and p 2 up to terms which we neglect. We have
Note that, in Coulomb gauge, for the sake of doing the transformation to our product picture, we have taken V Schr Coulomb to be given by (68) in the case N = 2. But, aside from the fact that we treat the charged particles as extended balls, this includes the self-energies of the balls which is not what one normally does in the standard discussion of the Hydrogen atom. However, one could of course subtract the self-energy terms from V Schr Coulomb provided only one also subtracts these same terms from the energy, E, in which case what remains is just the familiar Hydrogen atom Hamiltonian with the familiar Coulomb potential term q 1 q 2 /4π|x 1 − x 2 | (modified slightly to take into account that the particles are treated as extended charged balls).
Note also that, in the product picture, there is no potential term in the Hamiltonian at all; in this picture, the electrostatic attraction between the electron and the proton is instead seen to arise from the fact that they are entangled with longitudinal photons and that the energy of those longitudinal photons depends on the electron and proton locations.
Note also that our entangled state, Ω trans ⊗ U Ω long ⊗ Ψ involves longitudinal photons which are non-dynamical since U (= exp(i Â i (x)∂ i φ(x) d 3 x) is determined by the electrical potential operator, φ(x) on the Hilbert space, H Schr ), for the charged balls and that operator is a slave to the positions of those balls in the sense that it is related to the position operators, x 1 , . . . , x N , through Equation (71). (Similar remarks apply, with suitable modifications, to the unapproximated Maxwell-Schrödinger QED model of this section and to the Maxwell-Dirac QED of Section III.)
Let us also remark that further insight into how the version of Gauss's law (75) of this section holds in our product picture (for the Hydrogen atom or more generally) may be had by noting that alternative derivation of it is to act on each side of (78) with ∇· and then to apply the coherent state version, (44), of Gauss's law of Section II in the case that Ψ is equal to the Ψ Schr (x 1 , . . . , x N ).
B. The reduced density operator of charged Schrödinger matter
As we discussed in Section I D, once we have a product picture, it becomes meaningful, say for a given vector state, Ψ ∈ F (H one )⊗H Schr = F (H trans one )⊗F (H long one )⊗H Schr , to ask about e.g. the reduced density operator of charged matter for that state -i.e. the partial trace of |Ψ Ψ| over F (H one ). We shall confine our attention here to cases where Ψ arises (say, approximately as discussed above) as Ω trans ⊗ U Ω long ⊗ Ψ Schr whereupon its reduced density operator will be the tensor product of |Ω trans Ω trans | with the partial trace -let us call it ρ ch mat , of |U Ω long ⊗Ψ Schr U Ω long ⊗Ψ Schr | over F (H long one ). As already discussed in [2] (in the linearized gravity case) one easily sees, from (78), that we will have
For completeness we conclude by finding an asymptotic formula ((86/(87) below) for the inner-product in the above expression -and thereby for ρ ch mat itself. The counterpart to this formula in the linearized gravity case (up to a numerical error -see Endnote [5] ) was already obtained -as [2, Equation (16)]). We shall go into a little more detail than was provided in [2]. By a straightforward generalization of (47), Ψ(x 1 , . . . , x N )|Ψ(x ′ 1 , . . . , x ′ N ) will equal exp(−D 1 ) where now (47) where, for any y, φ I (y) is the Coulomb potential of the Ith ball when its center is located at y. We may rewrite this as
and then write (twice) this as a sum of N inner products of form (
In view of (9) (in the case our charged balls have uniform density) and the subsequent 'note in passing' and Endnote [3] (in the case of other charge distributions) the former inner products (divided by 2) will have the asymptotic form,
where q I is the total charge and R I the (effective) radius of the charge distribution of the Ith ball. We remark here, in preparation for our calculation of the latter inner products (i.e. those where I = J) that an alternative way of writing the left hand side of (82) (and, by the way, a useful first step in deriving the above asymptotic form) is (see Endnotes [22] and [3]) as
The latter inner products (divided by 2) can similarly be written
To evaluate/estimate this, note first that, by a small extension of the derivation of the asymptotic form for (83) (see Endnote [? ]) we may show that
for some constant, R IJ , with dimensions of length (and order of magnitude around/between the sizes of balls I and J). Using this, we then easily have that
where we notice that the quantity R IJ no longer appears. We conclude that our inner product has the asymptotic form
where the first product is over K from 1 to N , and the second over I and J from 1 to N for which I = J. This can be rewritten as the unrestricted product
provided it is understood that the terms in the denominator for which I = J are replaced by R I . This formula is asymptotic in the sense that it is expected to be a good approximation as long as
are such that whenever I = J, all of the quantities |x J − x I |, |x ′ J − x ′ I |, |x J − x ′ I | and |x ′ J − x I | are much bigger than either of the radii of either of the Ith and Jth balls.
As we mentioned above, the gravitational counterpart of (86)/(87) was previously obtained in [2] (up to a now uncertain numerical factor -see Endnote [5] ) on the basis of partly heuristic arguments.
V. A FINAL REMARK ON THE RELATION BETWEEN THE PRODUCT PICTURE AND THE COULOMB GAUGE PICTURE
While our product picture is, in view of (62) and (73), 'equivalent' to the Coulomb gauge picture, in some ways it might be said to be an extension of the latter. This is because new questions arise and can be answered in the product picture formulation of QED which did not arise in the Coulomb gauge picture such as, for example, the question of what is the reduced density operator when one traces over the electromagnetic field, which we discussed in Section IV B or, in the external source approximation dealt with in Section II, the question of calculating (and perhaps measuring) the inner product of two of the electrostatic coherent states of that section for different classical charge distributions. These new questions may be seen to arise from the fact that the full set of observables of the theory in the product picture is enlarged by the inclusion, amongst the observables, of an observable (namely −π long ) for the longitudinal component, E long , of the electric field. Indeed we also seemingly increase the number of questions we can ask, and answer, concerning the expectation values of field observables. Thus, for example, in the product picture, we obtain the result (Gauss's law in weak form) that the expectation value, in a given vector state, Ψ, in our physical Hilbert space U F (H trans one ) ⊗ Ω long ⊗ H chargedmatter , is equal to the expectation value, in the same state, of ρ where ρ is the charge density operator. This is obtained -as a trivial consequence of our strong form of Gauss's law (44) or (64) or (75) -by calculating the inner product Ψ|∇ · EΨ (= Ψ|∇ · E long Ψ ). In the Coulomb gauge picture, on the other hand, Gauss's law is imposed as a constraint at the classical level and then solved before quantizing. As far as the quantum theory is concerned, the question of the equality of ∇ · E and ρ, or, equivalently of E long with −∇φ where ∇ 2 φ = ρ does not arise; E long is simply identified with −∇φ.
It is hoped to address a number of other issues elsewhere, amongst which how the product picture transforms under Lorentz transformations.
It is obviously an interesting question how what is done in this paper can be generalized from QED to nonabelian gauge theories. Work is in progress [18] on the counterpart to what is done here when electromagnetism is replaced by linearized gravity. affects our unit of charge. We caution the reader that, in [2], ǫ0 was taken to be 1/4π. Let us also note that we may restore ǫ0, and c in all our equations by noting that π = −ǫ0E and by making the following insertions in our equations: (a) a factor of ǫ −1 0 in front of the term 1 2 π 2 and a factor of ǫ0c 2 (= 1/µ0) in front of the term 1 2 (∇ × A) 2 in the Hamiltonian ((11) and subsequent equations) for the free electromagnetic field; (b) a factor of c in front of each factor of k in Equation (21) which relates the φ and π of a scalar field to creation and annihilation operators and a factor of ǫ0c in front of each factor of k in all equations ((30), (37) etc.) which relate creation and annihilation operators to electromagnetic π and A etc.; (c) (in consequence of (b)) the χ(k) of Equation (23) becomes |ck| 1/2 φsc(k)/ √ 2, while the χi(k) of (45) becomes kiφ(k)/ √ 2ǫ0c|k| 1/2 ; (d) a factor of on the right hand side of all commutation and anticommutation relations; (e) a factor of 1/ in the (complex) exponents in all expressions (19) , (39), (57) etc. for the operator(s) we call U and other related exponentials as well as a factor of 1/ in the exponents in Equations (24), (25) etc. and in front of the D0 of (26) and similarly for Equation (46) etc. and in front of the D1 of (47), as well, of course, as in the exponent of any expression of form exp(−iHt) where H is a Hamiltonian; (f) a factor of in front of k · a in Equation (83) and subsequent related equations including in Endnote [22] ; (g) A factor of c in front of the free electromagnetic Hamiltonian when expressed in terms of creation and annihilation operators -i.e. in Equations (80) and (81).
Note that with these conventions, we have [a(x), a + (x ′ )] = δ (3) (x − x ′ ), [a(k), a + (k ′ )] = δ (3) (k + k ′ ) etc.
[2] B.S. Kay, Class. Quant. Grav. 15, L89 (1998) [arXiv:hep-th/9810077]
[3] One way to convince oneself that the asymptotic formula (9) , and also the formula (85) of Section IV B, should hold for charged bodies with a wide range of shapes and charge distributions -and also to check the correctness of the numerical factor 1/4π 2 in (9) and (85) -is as follows: First notice that the left hand side of (85) (of which (47) [re-expressed as in Equation (90) of Endnote [22] ] is the special case where q1 = q2) is, by (45), given by the momentum-space integral k 2φ
whereφi(k), i = 1, 2 denote the Fourier transforms (see [21] ) of φi(x), and φ1(x) and φ2(x) denote the electrical potentials of the charged objects when their centers are located (say) at the origin. (Here we just suppose we have defined some suitable notion of 'center' for each of the charged matter distributions involved in (85).) Then notice that, in the case of pointlike charges for which ρi(x) = qiδ (3) (x), i = 1, 2, by (3) (with ǫ0 = 1) and Fourier transformation, we havẽ φi(k) = qi/(2π) 3/2 k 2 . So, formally, (88) becomes
The integral in (89) is of course divergent. However, its formal derivative with respect to a, ∞ 0 sin(ka) − ka cos(ka) k 2 a 2 dk, is convergent and (in view of the fact that ∞ 0 sin κ−κ cos κ κ 2 dκ = [− sin κ/κ] ∞ 0 = 1) is equal to 1/a. Hence it is reasonable to assign the value ln(a/R) to the integral in (89), where R is an unfixable constant. This further strongly suggests that when one replaces point charges by our charge distributions, the same formula will hold asymptotically for large a but now that, for any given (pair of) charge distribution(s), R will be fixed.
in the fact that the factors of R cancel out in the remaining terms of that product. This infinity is of course related to the fact that the Coulomb potential of a pointlike charged particle due to itself (i.e. the 'self potential' of a point charge) is infinite. In Coulomb gauge, this doesn't prevent one from having a model with pointlike charged particles. One simply omits the self terms i.e. the terms with I = J in the formula (66) for V Coulomb . The problem is that, in order to transform a Coulomb gauge Hamiltonian to the product picture, we need the formula for V Coulomb to arise as 1 2 ∇φ·∇φ d 3 x for some potential function φ. But the point-particle V Coulomb of (66) where the terms with I = J are necessarily omitted from the sum (because they are infinite!) cannot be written in this way. (Instead, if φ denotes the sum N I=1 φI where φI is the potential of the Ith ball, then the latter point-particle V Coulomb arises as the limit as the charge densities approach delta functions of ∇φ·∇φ d 3 x − M I=1 ∇φI ·∇φI d 3 x.
