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Abstract
We develop a new approach to the representation theory of quantum algebras supporting a torus action
via methods from the theory of finite-state automata and algebraic combinatorics. We show that for a fixed
number m, the torus-invariant primitive ideals in m×n quantum matrices can be seen as a regular language
in a natural way. Using this description and a semigroup approach to the set of Cauchon diagrams, a combi-
natorial object that parameterizes the primes that are torus-invariant, we show that for m fixed, the number
P(m,n) of torus-invariant primitive ideals in m×n quantum matrices satisfies a linear recurrence in n over
the rational numbers. In the 3 × n case we give a concrete description of the torus-invariant primitive ideals
and use this description to give an explicit formula for the number P(3, n).
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For a given infinite-dimensional algebra, it is often a very difficult problem to classify its
irreducible representations. Because of this, Dixmier proposed classifying the primitive ideals of
this algebra as an intermediate step; once one has classified the primitive ideals, one can then for
each primitive ideal P try to find an irreducible representation whose annihilator is P .
In this paper, we study primitive ideals in the quantum world, and in particular primitive
ideals of the algebra Oq(Mm,n) of generic quantum matrices. This algebra is a noncommutative
deformation of the coordinate ring of the variety of matrices, and our aim is to understand the
(noncommutative) geometry of the “variety of quantum matrices.” In this spirit, the knowledge
of the primitive spectrum of the algebra of generic quantum matrices is of crucial importance;
by analogy with classical algebraic geometry, we think of the primitive ideals of Oq(Mm,n) as
corresponding to the points of the “variety of quantum matrices.”
Several results have already been obtained regarding the primitive ideals of Oq(Mm,n). In
particular, it is known from work of Goodearl and Letzter [12] that the Dixmier–Moeglin equiv-
alence holds for these algebras. Even better, this algebra supports a “nice” torus action and, it
follows from the work of Goodearl and Letzter that the number of prime ideals of Oq(Mm,n) in-
variant under the action of this torus H is finite. Because of this, the prime spectrum of Oq(Mm,n)
admits a stratification into finitely many H-strata. Each H-stratum is defined by a unique H-
invariant prime ideal—that is minimal in its H-stratum—and is homeomorphic to the scheme of
irreducible subvarieties of a torus. Moreover the primitive ideals correspond to those primes that
are maximal in their H-strata. Hence, it is very important to recognize those H-invariant prime
ideals that are primitive; they correspond to those H-strata that are homeomorphic to the scheme
of irreducible subvarieties of the base field. In other words, the number of H-invariant prime
ideals that are primitive gives the number of points that are invariant under the induced action of
H in the “variety of quantum matrices.”
In an earlier paper [2], a strategy was developed to recognize the primitive H-invariant prime
ideals. The basic idea behind this strategy was that for each H-invariant prime in Oq(Mm,n),
one can associate an m × n grid called a Cauchon diagram [5] (or Le-diagrams [18]) in which
squares are colored either black or white with certain restrictions that are described in Section 2.
To each diagram, we then associate a skew-adjacency matrix in a natural way. Primitivity is
equivalent to this matrix being invertible. In this paper, we extend this strategy by showing that if
the determinant is nonzero, it must in fact be a power of 4. This is very useful, because it means
invertibility can be deduced by looking at the determinant mod 3. Using this fact, and a new
approach of the algebra of quantum matrices via the theory of automata, we are able to prove the
following theorem.
Theorem 1.1. Let m be a natural number and let P(m,n) denote the number of m× n primitive
H-primes in Oq(Mm,n). Then the sequence {P(m,n)}∞n=1 satisfies a linear recurrence over Q;
that is, there exists a natural number d and rational constants c1, c2, . . . , cd such that P(m,n) =∑d
i=1 ciP (m,n− i) for all n d .
This theorem represents an important step in the understanding of the primitive H-primes,
and a first progress towards a resolution of a conjecture which says that not only should a linear
recurrence exist, but that it should have a very specific form [2, Conjecture 2.9].
In the case of m = 3 we are able to give an explicit recurrence and thus prove a conjecture
[2, Conjecture 2.8]. Again this is achieved thanks to an automaton theoretic approach.
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Oq(Mm,n) is given by
1
8
· (15 · 4n − 18 · 3n + 13 · 2n − 6 · (−1)n + 3 · (−2)n).
In order to obtain these results we introduce a semigroup structure on the set of diagrams—a
diagram is just an m× n grid with each square colored black or white—and show that the Cau-
chon diagrams form a regular subset (in an automaton-theoretic sense). Cauchon/Le-diagrams
have been extensively studied recently (see for instance [6,13,20]) because of their links with
other areas: total positivity (see [18,21]), quantum algebras (see [5]), and the partially asymmet-
ric exclusion process (see [7–9]). The results obtained here on Cauchon diagrams are of intrinsic
interests.
The paper is organized as follows. In Section 2, we give background on Cauchon diagrams and
their associated skew-adjacency matrices. In Section 3, we recall the basic facts about Pfaffians,
which we use to compute the determinants of skew-adjacency matrices; we also introduce the
notion of a decomposition of a diagram, and show how this simplifies many conjectures. In
Section 4, we show that the diagrams can be endowed with a semigroup structure and determine
the relation between this semigroup and primitivity. In Section 5, we use representation theory to
give isomorphisms, which we will later use in proving Theorem 1.2. In Section 6 we give some
background in finite-state automata and use this to prove Theorem 1.1. Finally, in Section 7, we
prove Theorem 1.2.
Throughout this paper, we use the following notation and conventions. Given a statement S
that is either true or false, we let
δ(S) =
{1 if S is true;
0 otherwise. (1.1)
We write Zm to denote the ring Z/mZ. We note that since (−1)k is constant on cosets of 2Z in Z,
we define (−1)a+2Z to be (−1)a . Similarly, for the sake of convenience we will sometimes write
a ≡ b (mod m) when one of a or b is an element of Zm; by this we just mean that any element
in the equivalence class of a is congruent to b mod m. We use bold font to represent vectors and
0 and 1 respectively denote the zero vector and the vector whose components are all 1.
2. Diagrams
In this section we give the basic background on diagrams and matchings, which are the key
component of the combinatorial criterion for an H-invariant prime ideal in Oq(Mm,n) to be
primitive. We begin with a definition.
Definition 1. We call an m × n grid consisting of mn squares in which each square is colored
either black or white an m × n diagram. We say that an m × n diagram with k white squares is
labeled with labels {i1, i2, . . . , ik} if each white square is assigned a number subject to the rules:
(1) The labels are strictly increasing along rows;
(2) If a white square is in a higher row than another then its label is the smaller of the two.
(See Fig. 1.)
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Fig. 2. A 4 × 5 Cauchon diagram.
We are interested in a special subcollection of diagrams which are known as Cauchon dia-
grams.
Definition 2. We say that an m×n diagram is a Cauchon diagram if whenever a square is colored
black, either every square in the same row that is to its left is also black or every square in the
same column that is above it is also black. We say that a Cauchon diagram is labeled if it is a
Cauchon diagram and a labeled diagram (see, for example, Fig. 2).
Cauchon diagrams are named for their discoverer, who showed that there is a natural bijection
between the collection of m × n Cauchon diagrams and the H-primes in Oq(Mm,n), the ring
of m × n quantum matrices [5]. Although we won’t work directly with the algebra of quantum
matrices and its H-primes, we briefly recall their definitions.
Let K be a field and q be a nonzero element of K that is not a root of unity. The algebra
Oq(Mm,n) of quantum matrices is the K-algebra generated by the m × n indeterminates Yi,α ,
1 i m and 1 α  n, subject to the following relations:
Yi,βYi,α = q−1Yi,αYi,β (α < β);
Yj,αYi,α = q−1Yi,αYj,α (i < j);
Yj,βYi,α = Yi,αYj,β (i < j, α > β);
Yj,βYi,α = Yi,αYj,β −
(
q − q−1)Yi,βYj,α (i < j, α < β).
It is well known that Oq(Mm,n) can be presented as an iterated Ore extension over K, with the
generators Yi,α adjoined in lexicographic order. Thus the ring Oq(Mm,n) is a noetherian domain.
Moreover, since q is not a root of unity, it follows from [11, Theorem 3.2] that all prime ideals
of R are completely prime.
It is easy to check that the group H := (K∗)m+n acts on Oq(Mm,n) by K-algebra automor-
phisms via:
(a1, . . . , am, b1, . . . , bn).Yi,α = aibαYi,α for all (i, α) ∈ 1,m × 1, n.
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⎛⎜⎜⎜⎝
0 0 1 0 0
0 0 0 1 0
−1 0 0 1 1
0 −1 −1 0 1
0 0 −1 −1 0
⎞⎟⎟⎟⎠
Fig. 3. A labeled diagram C and its corresponding skew-adjacency matrix M(C).
Among the prime ideals of Oq(Mm,n), those that are H-invariant are of particular interest. In-
deed it follows from work of Goodearl and Letzter that the prime spectrum of Oq(Mm,n) admits
a stratification, into so-called H-strata, that is indexed by the set of H-invariant prime ideals of
Oq(Mm,n). We denote by H-Spec(Oq(Mm,n)) the H-spectrum of Oq(Mm,n); that is, the set of
H-invariant prime ideals of Oq(Mm,n). We also call these ideals H-primes. It turns out that there
are only finitely many of them; as q is not a root of unity, a theorem of Goodearl and Letzter
[4, Theorem II.5.12] shows that the H-spectrum of Oq(Mm,n) is finite. Then, using the theory
of deleting-derivations, Cauchon has given a combinatorial description of H-Spec(Oq(Mm,n)).
Namely, he proved that H-Spec(Oq(Mm,n)) is in bijection with the set of m × n Cauchon dia-
grams. We refer the reader to Cauchon’s paper [5] for details about the explicit correspondence
between H-invariant prime ideals of Oq(Mm,n) and m× n Cauchon diagrams.
An important subcollection of the H-primes in Oq(Mm,n) is the collection of primitive H-
primes. The second named author and Lenagan [14] and also the first two named authors and
Nguyen [2, Theorem 2.1] showed that the primitivity of H-primes is equivalent to the cor-
responding Cauchon diagram having a special property which we now describe. To give this
description, we require a definition.
Definition 3. Let C be an m× n labeled diagram with k white squares and labels 1 < · · · < k .
We define the skew-adjacency matrix, M(C), of C to be the k × k matrix whose (i, j) entry is:
(1) 1 if the square labeled i is strictly to the left and in the same row as the square labeled j or
is strictly above and in the same column as the square labeled j ;
(2) −1 if the square labeled i is strictly to the right and in the same row as the square labeled
j or is strictly below and in the same column as the square labeled j ;
(3) 0 otherwise.
Observe that M(C) is independent of the set of labels which appear in C.
See, for example, Fig. 3.
The following theorem shows that primitivity is equivalent to invertibility of the skew-
adjacency matrix of the corresponding diagram.
Theorem 2.1. Let P be an H-invariant prime in Oq(Mm,n) and let C be its corresponding
Cauchon diagram. Then P is primitive if and only if det(M(C)) = 0.
Proof. [2, Theorem 2.1]. 
With this result in mind, we define primitive diagrams.
Definition 4. Let m and n be natural numbers. We say that an m × n diagram C is primitive if
det(M(C)) = 0.
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orem 2.1. In addition to this a conjecture was made that the determinant of a skew-adjacency
matrix corresponding to a Cauchon diagram is either 0 or a power of 4. In this paper we prove a
stronger version of this conjecture.
Theorem 2.2. Let m and n be natural numbers and let D be an m×n diagram. Then det(M(D))
is either 0 or a power of 4.
We prove this result in Section 3.
3. Pfaffians and decompositions of diagrams
In this section we give some basic facts about Pfaffians, which are the main tools we use
in evaluating the determinants of skew-symmetric matrices. We also introduce the notion of a
decomposition of a diagram, which we use to simplify the computation of the Pfaffian.
Definition 5. Given a labeled diagram C, we say that π = {{i1, j1}, . . . , {im, jm}} is a perfect
matching of C if:
(1) i1, j1, . . . , im, jm are distinct;
(2) {i1, . . . , im, j1, . . . , jm} is precisely the set of labels which appear in C;
(3) ik < jk for 1 k m;
(4) for each k the white square labeled ik is either in the same row or the same column as the
white square labeled jk .
We introduce the notation
PM(C) = {π | π is a perfect matching of C}. (3.2)
For example {{1,3}, {2,8}, {4,7}, {5,6}} is a perfect matching on the diagram in Fig. 1.
Definition 6. Given a perfect matching π = {{i1, j1}, . . . , {im, jm}} of C we call the sets {ik, jk}
for k = 1, . . . ,m the edges of π . We say that an edge {i, j} of π is vertical if the white squares
labeled i and j are in the same column; otherwise we say that the edge is horizontal.
Given a perfect matching π of C, we define
sgn(π) := sgn
(
1 2 3 4 · · · 2m− 1 2m
i1 j1 i2 j2 · · · im jm
)
. (3.3)
We note that this definition of sgn(π) is independent of the order of the edges (see Lovász [15,
p. 317]). It is vital, however, that ik < jk for 1 k m.
To compute the sign of a permutation, we use inversions.
Definition 7. Let x = (i1, i2, . . . , in) be a finite sequence of real numbers. We define inv(x) to
be #{(j, k) | j < k, ij > ik}. Given another finite real sequence y = (j1, . . . , jm), we define
inv(x|y) = #{(k, ) | jk < i}.
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In fact, since inv(x|y) is independent of the order of elements in x and y we will also use the
notation inv(X|Y) when talking about sets X and Y of real numbers.
The key fact we need is that if σ is a permutation in Sn, then
sgn(σ )= (−1)inv(σ (1),...,σ (n)). (3.4)
We then define
Pfaffian(C) :=
∑
π∈PM(C)
sgn(π). (3.5)
In particular, if C has no perfect matchings, then Pfaffian(C) = 0.
The significance of the Pfaffian comes from the following result (see for instance [15,
Lemma 8.2.2]).
Theorem 3.1. Let m,n be natural numbers and let C be an m× n labeled diagram. Then
Pfaffian(C)2 = det(M(C)).
Our goal is to reduce the evaluation of the Pfaffian of a skew-symmetric matrix to counting the
zeros of an associated quadratic form mod 2.
To do this we introduce the concept of a decomposition of an m× n diagram.
Definition 8. Let C be an m× n labeled diagram with labels {1,2, . . . , k}. We say that (V ,H) is
a decomposition of C if:
(1) V ∪H = {1,2, . . . , k} and V ∩H = ∅;
(2) For 1 j  n, #{i ∈ V | square i is in column j} is even.
We write
(V ,H)  C (3.6)
when (V ,H) is a decomposition of C.
See, for example, Fig. 4.
Definition 9. Let C be an m × n labeled diagram and let S be a subset of the labels. We define
the excess of S to be the vector
(s1 + 2Z, s2 + 2Z, . . . , sm + 2Z) ∈ Zm,2
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When (V ,H) is a decomposition of C, we call excess(V ) and excess(H) respectively the
vertical-excess and the horizontal-excess of (V ,H).
The Pfaffian of a skew-symmetric matrix of a diagram can be computed in terms of decom-
positions of the diagram. To do this we introduce the signature of the decomposition. Just as we
defined inversions for sequences, we introduce the notion of inversions on a subset of squares in
a labeled diagram.
Definition 10. Let C be an m× n labeled diagram and let S be a subset of the labels. We define
the inversions of S to be
inv(S) =
∑
i,j∈S
δ(i < j and square j is southwest of square i).
Definition 11. Let C be an m× n labeled diagram and let (V ,H) be a decomposition of C. We
define the signature of (V ,H) to be
sgn(V ,H) = (−1)inv(V ) · (−1)
∑
i<j δ(i∈H,j∈V ) = (−1)inv(V )+inv(V |H).
The Pfaffian of a diagram can be expressed as a sum over decompositions.
Proposition 3.2. Let C be an m× n labeled diagram. Then
Pfaffian(C) =
∑
sgn(V ,H),
where the sum is taken over all decompositions (V ,H) of C with excess(H) = (0,0, . . . ,0).
Proof. Recall that the Pfaffian of C is the sum of the signs of the perfect matchings of C. We
note that we can associate a decomposition (V ,H) with excess(H) = 0 to a perfect matching as
follows. If {{i1, j1}, {i2, j2}, . . . , {ik, jk}} is a perfect matching of C, let V =⋃{i, j}, where
the union is over all  such that i, j are in the same column. Similarly, H =⋃{i, j}, where
the union runs over all  such that i, j are in the same row.
We note that excess(H) = 0 since H is a union of pairs that are in the same row. Moreover,
given any decomposition (V ,H) of C with excess(H) = 0, we can construct a perfect matching
(and possibly many).
Given a perfect matching π ∈ PM(C), let (V (π),H(π)) be the corresponding decomposi-
tion. Then
Pfaffian(C) =
∑
π∈PM(C)
sgn(π)
=
∑
(V ,H)C
∑
{π |V (π)=V,H(π)=H }
sgn(π).excess(H)=0
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{π |V (π)=V,H(π)=H }
sgn(π) = sgn(V ,H),
when excess(H) = 0. Let Vj be the m × n labeled diagram in which all squares not in the j th
column are black, and the white squares in the j th column are precisely the white squares in the
j th column of V . We denote by #Vj the number of white squares in Vj .
Similarly let Hi be the m×n labeled diagram in which all squares not in the ith row are black
and the white squares in the ith row are precisely the white squares in the ith row of H . We
denote by #Hi the number of white squares in Hi .
We note that a perfect matching π of C whose corresponding decomposition is (V ,H) gives
rise to perfect matchings π1,π2, . . . , πn of V1,V2, . . . , Vn and perfect matchings π ′1,π ′2, . . . , π ′m
of H1,H2, . . . ,Hm, and vice versa. Moreover there are(
#Vj
2
)
! perfect matchings of Vj (3.7)
and (
#Hi
2
)
! perfect matchings of Hi. (3.8)
Hence there are
n∏
j=1
(
#Vj
2
)
!
m∏
i=1
(
#Hi
2
)
!
perfect matchings of C whose corresponding decomposition is (V ,H).
Let πj be a perfect matching of Vj for 1 j  n and let π ′i be a perfect matching of Hi for
1 i m and let π denote the corresponding perfect matching of C.
We must compute sgn(π). To do this, we list all pairs of edges in π1,π2, . . . , πn followed by
all pairs of edges of π ′1,π ′2, . . . , π ′m and count all the inversions. Recall that
sgn(π) = (−1)inv(π) = (−1)inv(π1,π2,...,πn,π ′1,π ′2,...,π ′m).
Note that
inv
(
π1,π2, . . . , πn,π
′
1,π
′
2, . . . , π
′
m
)= n∑
j=1
inv(πj )+
m∑
i=1
inv
(
π ′i
)+ ∑
1i<j<n
inv(πi |πj )
+
n∑
j=1
m∑
i=1
inv
(
πj
∣∣π ′i)+ ∑
1i<jm
inv
(
π ′i
∣∣π ′j ).
Note that all labels in π ′i are strictly less than those in π ′j for i < j since the labels of C are
strictly increasing from one row to the next. Hence
∑
inv(π ′|π ′ )= 0. Note that1i<jm i j
J. Bell et al. / Advances in Mathematics 223 (2010) 476–510 485n∑
j=1
m∑
i=1
inv
(
πj
∣∣π ′i )= inv
(
n⋃
j=1
πj
∣∣∣ m⋃
i=1
π ′i
)
= inv(V |H).
Finally,
∑
1i<jn inv(πi |πj ) = inv(V ). Thus,
inv(π) =
n∑
j=1
inv(πj )+
m∑
i=1
inv
(
π ′i
)+ inv(V )+ inv(V |H). (3.9)
Hence
sgn(π) = sgn(V ,H)
n∏
j=1
sgn(πj )
m∏
i=1
sgn
(
π ′i
)
. (3.10)
It follows that
∑
π∈PM(C)
V (π)=V, H(π)=H
sgn(π)
= sgn(V ,H)
∑
π1∈PM(V1)
· · ·
∑
πn∈PM(Vn)
∑
π ′1∈PM(H1)
· · ·
∑
π ′m∈PM(V ′m)
n∏
j=1
sgn(πj )
m∏
i=1
sgn
(
π ′i
)
= sgn(V ,H)
(
n∏
j=1
∑
πj∈PM(Vj )
sgn(πj )
)(
m∏
i=1
∑
π ′i∈PM(Hi)
sgn
(
π ′i
))
.
We note that ∑
πj∈PM(Vj )
sgn(πj ) =
∑
π ′i∈PM(Hi)
sgn
(
π ′i
)= 1
by an induction argument [2, Lemma 2.3]. The result follows. 
We use this result to show that Pfaffian(C) is either 0 or ±2k if C is a labeled diagram. To do
this we need a well-known result about the number of zeros of a quadratic form over a finite field
of characteristic 2.
Lemma 3.3. Let F(y1, . . . , yd) be a quadratic polynomial in Z[y1, . . . , yd ]. Then∑
(y1,...,yd )∈{0,1}d
(−1)F (y1,...,yk)
is either 0 or is ±2k .
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F(y1, . . . , yd) =G(y1, . . . , yd)+ a0 + a1y1 + · · · + adyd .
Note that for (y1, . . . , yd) ∈ {0,1}d ,
F(y1, . . . , yd) ≡G(y1, . . . , yd)+ a1y21 + · · · + ady2d + a0 (mod 2).
Let H denote the quadratic form
H(y1, . . . , yd) :=G(y1, . . . , yd)+ a1y21 + · · · + ady2d .
Then ∑
(y1,...,yd )∈{0,1}d
(−1)F (y1,...,yk) = (−1)a0
∑
(y1,...,yd )∈{0,1}d
(−1)H(y1,...,yk).
This sum is either 0 or plus or minus a power of 2 (see [3, Theorem 16.34]). 
Proposition 3.4. Let m and n be natural numbers and let C be an m × n diagram. Then
Pfaffian(C) is either 0 or ±2k for some nonnegative integer k.
Proof. Let N be the number of white squares of C. We make C into a labeled m × n diagram
with white squares labeled 1 through N . For each white square i, we create a variable xi which
takes on the values 0 and 1. For each decomposition of C, we let xi = 0 if square i is in the
vertical part of the matching and let xi = 1 if it is in the horizontal part. Then a decomposition
(V ,H) of C corresponds to a perfect matching if and only if it the number of squares in H that
are in row i is even for 1 i m and the number of squares in V that are in column j is even
for 1 j  n. That is
N∑
k=1
xkδ(square k is in row i) ≡ 0 (mod 2) for 1 i m (3.11)
and
N∑
k=1
(1 − xk)δ(square k is in column j) ≡ 0 (mod 2) for 1 j  n. (3.12)
We define
F(x1, . . . , xN) := 2−m−n
m∏
i=1
n∏
j=1
(
1 + (−1)
∑N
k=1 xkδ(square k is in row i)
)
× (1 + (−1)∑Nk=1(1−xk)δ(square k is in column j)).
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fect matching if and only if F(x1, . . . , xN) = 1; otherwise it is 0. Let Q(x1, . . . , xN , s1, . . . , sm,
t1, . . . , tm) denote the quadratic polynomial
N∑
k=1
m∑
i=1
xksiδ(square k is in row i)+
N∑
k=1
n∑
j=1
(1 − xk)tj δ(square k is in column j). (3.13)
Note that
m∏
i=1
n∏
j=1
(
1 + (−1)
∑N
k=1 xkδ(square k is in row i)
)(
1 + (−1)
∑N
k=1(1−xk)δ(square k is in column j))
=
∑
S⊆[1,m]
∑
T⊆[1,n]
[
(−1)
∑N
k=1 xkδ(square k is in a row indexed by S)
× (−1)
∑N
k=1(1−xk)δ(square k is in column indexed by T )]
=
∑
(s1,...,sm)∈{0,1}m
∑
(t1,...,tn)∈{0,1}n
[
(−1)
∑N
k=1
∑m
i=1 xksiδ(square k is in row i)
× (−1)
∑N
k=1
∑n
j=1(1−xk)tj δ(square k is in column j)]
=
∑
(s1,...,sm,t1,...,tn)∈{0,1}n+m
(−1)Q(x1,...,xN ,s1,...,sm,t1,...,tm).
Let (x1, . . . , xN) ∈ {0,1}N be a sequence which corresponds to a diagram corresponding to a
perfect matching of C. In order to compute the Pfaffian of C, we must compute the sign of the
decomposition corresponding to this sequence. Let
V = {i | xi = 0} and H = {i | xi = 1}. (3.14)
Then
(−1)inv(V ) = (−1)
∑
i>j (1−xi )(1−xj )δ(square i is southwest of square j),
since if xi or xj is in H then the terms do not contribute. Similarly,
(−1)inv(V |H) = (−1)
∑
i<j xi (1−xj ).
Since all possible decompositions of C are parameterized by elements of {0,1}N , we deduce
from Proposition 3.2 that
Pfaffian(C) =
∑
(V ,H)C
sgn(V ,H) =
∑
(V ,H)C
(−1)inv(V )+inv(V ,H)excess(H)=0 excess(H)=0
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∑
(x1,...,xN )∈{0,1}N
[
(−1)
∑
i>j (1−xi )(1−xj )δ(square i is southwest of square j)
× (−1)
∑
i<j xi (1−xj )F (x1, . . . , xN)
]
.
We note that∑
i>j
(1 − xi)(1 − xj )δ(square i is southwest of square j)+
∑
i<j
xi(1 − xj )
is a quadratic polynomial in x1, . . . , xN . We denote this polynomial by P(x1, . . . , xN). By our
earlier remarks,
2n+mF(x1, . . . , xN) =
∑
(s1,...,sm,t1,...,tn)∈{0,1}m+n
(−1)Q(x1,...,xN ,s1,...,sm,t1,...,tn),
for some quadratic polynomial Q in x1, . . . , xN , s1, . . . , sm, t1, . . . , tn. Thus
Pfaffian(C) = 2−n−m
∑
(x1,...,xN ,s1,...,sm,t1,...,tn)∈{0,1}N+n+m
(−1)P (x1,...,xN )+Q(x1,...,xN ,s1,...,sm,t1,...,tn).
(3.15)
Since P + Q is a quadratic polynomial in x1, . . . , xN , s1, . . . , sm, t1, . . . , tn and the Pfaffian of
C is an integer, we see that the Pfaffian of C is either 0 or ±2k for some natural number k by
Lemma 3.3. 
As an immediate corollary we obtain the proof of Theorem 2.2.
Proof of Theorem 2.2. Let C be a labeled diagram. Then by Proposition 3.4 the Pfaffian of
C is either 0 or ±2k . Since the determinant of M(C) is the square of the Pfaffian of C [15,
Lemma 8.2.2], we obtain the desired result. 
A simple but useful remark can be made about the fact that nonzero Pfaffians are of the
form ±2k .
Remark 1. Let C be a labeled diagram. Then
Pfaffian(C) = 0 if and only if Pfaffian(C) ≡ 0 (mod 3).
4. The diagram semigroup
Throughout this section we fix a natural number m and put a semigroup structure on the
collection of all diagrams with exactly m rows. This description is straightforward.
Definition 12. Let C1 and C2 be respectively m × n1 and m × n2 diagrams. We define C1  C2
to be the m× (n1 + n2) diagram obtained by placing C2 immediately after C1.
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C1 = and C2 = .
Then
C1  C2 = .
The empty diagram is the identity and it is clear that  is associative.
Notation. We let Dm denote the semigroup consisting of diagrams with exactly m rows. We let
Cm denote the subset of Dm consisting of Cauchon diagrams with exactly m rows.
Our goal is to determine which diagrams in Dm are primitive. To do this we introduce a related
object, which we call the Excess group.
Definition 13. Let m be a natural number. We define the mth excess group
Exm =
{
(v,h, ε) | v,h ∈ (Z/2Z)m, ε ∈ {±1}, v · 1 = 0}, (4.16)
with multiplication given by
(v,h, ε) · (v′,h′, ε′) = (v + v′,h + h′, ε′′) (4.17)
where ε′′ = εε′(−1)
∑
1i<jm vj (v
′
i+h′i )+
∑
1ijm v
′
j hi , v = (v1, . . . , vm), v′ = (v′1, . . . , v′m), h =
(h1, . . . , hm), and h′ = (h′1, . . . , h′m).
We note for further use that
(v,h, ε)4 = (0,0,+1) for all (v,h, ε) ∈ Exm. (4.18)
The name Excess group is motivated by associating an element of Exm to a decomposition
(V ,H) of a diagram C via the correspondence
(V ,H) → (excess(V ), excess(H), sgn(V ,H)). (4.19)
As a notational convenience, if (V ,H) is a decomposition of an m× n diagram, we let
f (V,H) = (excess(V ), excess(H), sgn(V ,H)) ∈ Exm. (4.20)
The multiplication rule for the excess group looks odd, but it is defined in this manner to make
semigroup multiplication in Dm compatible with multiplication in Exm. We make this statement
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and (V1,H1) is a decomposition of C1 and (V2,H2) is a decomposition of C2, we can form a
decomposition (V3,H3) = (V1,H1)  (V2,H2) of C1  C2 in a natural way, by labeling C1  C2
and then taking V3 to be the union of the squares corresponding to V1 and V2 and H3 to be the
union of the squares corresponding to H1 and H2.
For example, if we take the labeled diagrams
C1 = and C2 =
with respective decompositions
V1 = {1,3,5,8}, H1 = {2,4,6,7}
and
V2 = {1,3}, H2 = {2,4,5},
then
C1  C2 =
and (V1,H1)  (V2,H2) is the decomposition
V3 = {1,3,5,7,8,12}, H3 = {2,4,6,9,10,11,13}.
Note that {1,5,7,12} are the squares in C1 C2 corresponding to V1 and {3,8} are the squares
in C1 C2 corresponding to V2. Similarly {2,6,10,11} are the squares in C1 C2 corresponding
to H1 and {4,9,13} are the squares in C1  C2 corresponding to H2.
Theorem 4.1. Let (V ,H) and (V ′,H ′) respectively be decompositions of an m× n1 diagram C
and an m× n2 diagram C′. Let (V ′′,H ′′) = (V ,H)  (V ′,H ′). Then
f (V ′′,H ′′) = f (V,H) · f (V ′,H ′)
holds in the semigroup Exm.
Proof. Let N and N ′ denote respectively the number of white squares of C and C′. We may
assume C′′ has labels {1,2, . . . ,N +N ′}. We denote by V1 and V ′1 respectively, the labels in V ′′
coming respectively from V and V ′. Similarly, we denote by H1 and H ′1 respectively, the labels
in H ′′ coming respectively from H and H ′. So we have V ′′ = V1 ∪ V ′1, H ′′ =H1 ∪H ′1. Then
sgn(V ′′,H ′′) = (−1)inv(V ′′)(−1)
∑
i<j δ(i∈H ′′,j∈V ′′). (4.21)
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inv(V ′′) = inv(V1 ∪ V ′1)
= inv(V1)+ inv
(
V ′1
)+ inv(V1∣∣V ′1)
= inv(V )+ inv(V ′)+ inv(V1∣∣V ′1).
Also, ∑
i<j
δ(i ∈H ′′, j ∈ V ′′)=
∑
i<j
δ(i ∈H1, j ∈ V1)+
∑
i<j
δ
(
i ∈H1, j ∈ V ′1
)
+
∑
i<j
δ
(
i ∈ H ′1, j ∈ V1
)+∑
i<j
δ
(
i ∈ H ′1, j ∈ V ′1
)
=
∑
i<j
δ(i ∈H,j ∈ V )+
∑
i<j
δ
(
i ∈H1, j ∈ V ′1
)
+
∑
i<j
δ
(
i ∈ H ′1, j ∈ V1
)+∑
i<j
δ(i ∈ H ′, j ∈ V ′).
Hence
inv(V ′′)+
∑
i<j
δ(i ∈H ′′, j ∈ V ′′) = inv(V )+
∑
i<j
δ(i ∈ H,j ∈ V )+ inv(V ′)
+
∑
i<j
δ(i ∈ H ′, j ∈ V ′)+ g((V ,H), (V ′,H ′)),
where
g
(
(V ,H), (V ′,H ′)
)= inv(V1∣∣V ′1)+∑
i<j
δ
(
i ∈ H1, j ∈ V ′1
)
+
∑
i<j
δ
(
i ∈H ′1, j ∈ V1
)
. (4.22)
Consequently,
sgn(V ′′,H ′′) = sgn(V ,H) sgn(V ′,H ′)(−1)g((V,H),(V ′,H ′)). (4.23)
Let
v = (v1, . . . , vm) = excess(V ) = excess(V1),
v′ = (v′1, . . . , v′m)= excess(V ′) = excess(V ′1),
h = (h1, . . . , hm) = excess(H) = excess(H1),
h′ = (h′ , . . . , h′m)= excess(H ′) = excess(H ′).1 1
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g
(
(V ,H), (V ′,H ′)
)≡ ∑
1i<jm
vj
(
v′i + h′i
)+ ∑
1ijm
v′jhi (mod 2). (4.24)
Note that
inv
(
V1
∣∣V ′1)= ∑
1i<jN+N ′
δ
(
i ∈ V ′1, j ∈ V1
)
=
∑
1i<jm
#
{
k
∣∣ k is in row i of V ′1}#{k | k is in row j of V1}
≡
∑
1i<jm
vjv
′
i (mod 2).
Similarly, ∑
i<j
δ
(
i ∈H1, j ∈ V ′1
)≡ ∑
1ijm
vjh
′
i (mod 2) (4.25)
and ∑
i<j
δ
(
i ∈H ′1, j ∈ V1
)≡ ∑
1i<jm
vjh
′
i (mod 2). (4.26)
We note that the sum on the right-hand side of Eq. (4.25) runs over 1  i  j  m and not
1 i < j m because elements of V ′1 have greater labels than the elements of H1 that are in the
same row. Putting these results together gives the desired result. 
We now show the relationship between Dm and Exm. Before doing this, we define a useful
ideal of the ring Z3[Exm]. We let Jm denote the ideal of Z3[Exm] generated by the element
(0,0,+1)+ (0,0,−1). That is,
Jm =
(
(0,0,+1)+ (0,0,−1))⊆ Z3[Exm]. (4.27)
Proposition 4.2. There is a semigroup homomorphism
[·] :Dm → Z3[Exm]/Jm (4.28)
given by
[C] =
∑
(V ,H)C
f (V,H)+ Jm. (4.29)
Moreover if [C1] = [C2] then C1 is primitive if and only if C2 is primitive.
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of C1  C2 can be written as (V1,H1)  (V2,H2) for some decomposition (V1,H1) of C1 and
for some decomposition (V2,H2) of C2. Moreover, the correspondence ((V1,H1), (V2,H2)) →
(V1,H1)  (V2,H2) gives a bijection between decompositions of C1  C2. Hence
[C1  C2] =
∑
(V ,H)C1C2
f (V,H)+ Jm
=
∑
(V1,H1)C1
∑
(V2,H2)C2
f (V1,H1) · f (V2,H2)+ Jm
=
∑
(V1,H1)C1
f (V1,H1) ·
∑
(V2,H2)C2
f (V2,H2)+ Jm
= [C1] · [C2].
To show the second part of the claim, recall by Remark 1 that Pfaffian(C) = 0 if an only if
Pfaffian(C) ≡ 0 (mod 3). We can write
[C] =
∑
(v,h,ε)∈Exm
a(v,h,ε)(v,h, ε)+ Jm, (4.30)
with a(v,h,ε) ∈ Z3. Then the Pfaffian of C mod 3 is just∑
(V ,H)C
excess(H)=0
sgn(V ,H) ≡
∑
{(v,h,ε)∈Exm: h=0}
a(v,h,ε)ε (mod 3). (4.31)
Thus primitivity is completely determined by the image [C] of C in Z3[Exm] and is independent
of choice of representative of [C] mod Jm. 
We note that primitivity of C can be deduced purely by looking at [C] ∈ Z3[Exm]/Jm. The
significance of this is that Z3[Exm]/Jm is just a finite ring and so primitivity is reduced to a finite
problem. But we can say even more than this. The proof of Proposition 4.2 shows that
Pfaffian(C) ≡
∑
{(v,h,ε)∈Exm: h=0}
a(v,h,ε)ε (mod 3).
Let c = excess(C) ∈ Zm2 . If (V ,H) is a decomposition of C with excess(H) = 0 then
excess(V )= c. Hence we obtain the following remark.
Remark 2. Let C be an m× n labeled diagram and write
[C] =
∑
(v,h,ε)∈Exm
a(v,h,ε)(v,h, ε)+ Jm,
with a(v,h,ε) ∈ Z3. Then
Pfaffian(C) ≡ a(c,0,+1) − a(c,0,−1) (mod 3),
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row of C is even and is 1 + 2Z otherwise.
5. Representation theory of the excess groups
In this section we determine the degrees of the irreducible representations of Exm over a field
whose characteristic is not 2. We then explicitly describe these representations in the case that
m = 3 and we are working over a field of characteristic 3. Fields of characteristic 3 are especially
useful to us in this context, because of Remark 1.
Proposition 5.1. Let m be a positive integer. Then (Exm, ·) is a group of order 4m with identity
(0,0,+1). Furthermore Exm has the following properties:
(1) Z(Exm)= {(0,0,±1), (0,1,±1)};
(2) if m> 1, then the commutator subgroup Ex′m of Exm is {(0,0,±1)};
(3) Exm has 22m−1 + 2 conjugacy classes;
(4) if K is an algebraically closed field whose characteristic is not equal to 2, then K[Exm] ∼=
K2
2m−1 ×M2m−1(K)×M2m−1(K).
Proof. By definition of the multiplication, Exm is multiplicatively closed; moreover, (0,0,+1)
acts as an identity element. To check associativity is straightforward and all elements are invert-
ible by Eq. (4.18). Thus Exm is a group. By definition, |Exm| = 4m. To show (1), note that if
(v,h,+1) is in the center of Exm, then
(v,h,+1) · (0,h′,+1) · (v,h,+1)−1 · (0,h′,+1)−1 = (0,0, (−1)v·h′)= (0,0,+1).
In particular, if v · h′ = 0 for every h′, and so v = 0. Since
(0,h,+1) · (v′,h′,+1)(0,h,+1)−1(v′,h′,+1)−1 = (0,0, (−1)v′·h),
we see that h must be orthogonal to every vector v satisfying v · 1 = 0. Since (0,0,−1) is central
and the orthogonal complement of
{
v = (v1, . . . , vm) ∈ Zm2
∣∣ v1 + · · · + vm = 0}
is spanned by 1, we see that the center of Exm is {(0,0,±1), (0,1,±1)}, which establishes (1).
For (2), note we have a map φ : Exm → Z2m2 which sends (v,h,±1) to (v,h). The image
of this map is a subgroup of Z2m2 of index 2 and hence the kernel of this map has size 2. Thus
Ex′m ⊆ ker(φ) = {(0,0,±1)}. Since Exm is nonabelian for m> 1, we see that Ex′m = {(0,0,±1)}
for m> 1. This establishes (2).
Since Ex′m = {(0,0,±1)}, we see that if s ∈ Exm then the conjugacy class of s is either {s} or
{s · (0,0,±1)}; moreover, the first case occurs if and only if s ∈Z(Exm). Thus there are
∣∣Z(Exm)∣∣+ |Exm| − |Z(Exm)| = 4 + (4m − 4)/2 = 22m−1 + 22
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equal to 2, then K[Exm] is semisimple artinian and hence isomorphic to
K[Exm] ∼=
d∏
i=1
Mni (K),
where d = 22m−1 + 2 is the number of conjugacy classes of Exm [1, p. 138, Theorem 3]. The
number of i such that ni = 1 is the order of Exm/Ex′m [1, p. 156], which is 22m−1. Thus we may
assume that n1, n2 > 1 and ni = 1 for i > 2. Since
d∑
i=1
n2i = |Exm|
(see [1, p. 138, Corollary 2]) we have
n21 + n22 + 22m−1 = 4m.
That is, n21 + n22 = 22m−1. Moreover n1, n2 both divide 4m [1, p. 181, Proposition 5] and hence
they are powers of 2. It follows that n1 = n2 = 2m−1. This establishes (4). 
We show as an example an explicit isomorphism between the group algebra of Ex3 with
coefficients in Z3 and Z323 ×M4(Z3)2. This isomorphism will in fact be fundamental in proving
Theorem 1.2.
Ex3 is generated by the six elements:
(1) g1 = ((1,1,0), (0,0,0),+1);
(2) g2 = ((0,1,1), (0,0,0),+1);
(3) g3 = ((0,0,0), (1,1,1),+1);
(4) g4 = ((0,0,0), (1,1,0),+1);
(5) g5 = ((0,0,0), (0,1,1),+1);
(6) g6 = ((0,0,0), (0,0,0),−1).
We have the relations:
(1) g3 and g6 are central and have order two;
(2) g21 = g22 = g6 and g24 = g25 = 1;
(3) [g1, g2] = [g1, g5] = [g2, g4] = g6 and [g1, g4] = [g2, g5] = [g4, g5] = 1.
Using these generators and relations, we can give an explicit isomorphism φ :Z3[Ex3] →
(Z3)32 ×M4(Z3)2. To give this isomorphism, it is sufficient to give the thirty-two 1-dimensional
representations and the two 4-dimensional representations. The 1-dimensional representations
are fairly straightforward. For each vector w = (w1,w2, . . . ,w6) ∈ Z62, we construct a map
φw :Z3[Ex3] → Z3 (5.32)
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φw(v,h, ε) = (−1)w·(v,h) (mod 3), (5.33)
where (v,h) ∈ Z62 is the vector whose first three coordinates come from v and whose final three
coordinates come from h. The operation · is just the ordinary dot product. We note that although
there are 64 choices of w ∈ Z62, this gives only 32 distinct representations, since (1,1,1) · v = 0
for every (v,h, ε) ∈ Ex3 and hence the distinct 1-dimensional representations correspond to
cosets of Z62/〈(1,1,1,0,0,0)〉. The two irreducible 4-dimensional representations are a little
more complicated. In describing them, it should be understood that the entries of the matrices
are taken to be in Z3.
In both cases the elements g1 and g2 can be mapped as follows:
g1 →
⎛⎜⎝
0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
⎞⎟⎠ , g2 →
⎛⎜⎝
0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
⎞⎟⎠ . (5.34)
The only generator from the list above that distinguishes these two representations is g3, which
is sent to the identity in one representation and is sent to minus the identity in the other. That is,
g3 → ±
⎛⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎠ . (5.35)
The generators g4, g5, and g6 are mapped as follows:
g4 →
⎛⎜⎝
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
⎞⎟⎠ , g5 →
⎛⎜⎝
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
⎞⎟⎠ ,
g6 → −
⎛⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎠ . (5.36)
We will make use of these representations in Section 7. We note that the one-dimensional repre-
sentations are killed off when we mod out by the ideal J3; the reason for this is that (0,0,−1) is
in the commutator and hence sent to 1 in a 1-dimensional representation. But in J3 the element is
sent to −1. The four-dimensional representations, however, are unaffected modulo J3. We thus
obtain an isomorphism
Φ :Z3[Ex3]/J3 →M4(Z3)×M4(Z3). (5.37)
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In this section we give some basic background about finite-state automata and use these ideas
to prove Theorem 1.1. A finite-state automaton is a machine that accepts as input words on a
finite alphabet Σ and has a finite number of possible outputs. We give a more formal definition.
Definition 14. A finite-state automaton Γ is a 5-tuple (Q,Σ, δ, q0,F ), where:
(1) Q is a finite set of states;
(2) Σ is a finite alphabet;
(3) δ :Q×Σ →Q is a transition function;
(4) q0 ∈Q is the initial state;
(5) F ⊆Q is the set of accepting states.
We refer the reader to Sipser [19] for more background on automata. We note that we can
inductively extend the transition function δ to a function from Q×Σ∗ to Q, where Σ∗ denotes
the collection of finite words of Σ . We simply define δ(q, ε) = q if ε is the empty word and if
we have defined δ(q,w) and x ∈ Σ , we define δ(q,wx) := δ(δ(q,w), x).
Definition 15. Let Γ = (Q,Σ, δ, q0,F ) be a finite-state automaton. We say that a word w ∈Σ∗
is accepted by Γ if δ(q0,w) ∈ F ; otherwise, we say w is rejected by Γ .
Definition 16. A subset L ⊆ Σ∗ is called regular if there is a finite-state automaton Γ with the
property that w ∈ Σ∗ is accepted by Γ if and only if w ∈ L.
We take an automaton theoretic approach to the study of Cauchon diagrams. Let m be a fixed
positive integer. Given a subset S ⊆ {1, . . . ,m} we let C(S) denote the m × 1 column whose
white squares appear precisely in the rows indexed by S. Let
Σm =
{
C(S)
∣∣ S ⊆ {1, . . . ,m}}. (6.38)
Then Σm ⊆ Dm is all m×1 diagrams and Dm is the semigroup Σ∗m. We show that Cm is a regular
subset of Dm.
Theorem 6.1. Let m be a natural number. Then Cm is a regular subset of Σ∗m.
Proof. We construct a finite-state machine with input alphabet Σ that accepts precisely the ele-
ments in Cm. We note that Cm can be defined by the following rule:
For 2  i  m, a column with a white square in the ith row cannot appear to the left of a
column with a black square in the ith row unless the squares in this column that are in rows
1,2, . . . , i − 1 are also colored black.
With this in mind we create accepting states qS indexed by subsets S ⊆ {2, . . . ,m} and a single
rejecting state, which we denote by r . Our initial state is q∅. The idea behind these states is that
they keep track of the rows in which a white square has appeared as we move from left to right
along a diagram.
Let Q = {qS | S ⊆ {2, . . . ,m}} ∪ {r}. We define the transition δ :Q × Σ → Q as follows. If
T ⊆ {1, . . . ,m} and S ⊆ {2, . . . ,m}, then δ(qS,C(T )) = r if there is an i ∈ S such that i /∈ T
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and j ∈ T for some j < i. (Note that this is saying that a white square has occurred in row i
somewhere and there is a column to the right of this square which has a black square in the ith
row but a white square in the j th row for some j < i; i.e. the diagram is not Cauchon.) Otherwise,
δ(qS,C(T )) = qS∪T \{1}. Then a diagram C ∈ Σ∗m = Dm is Cauchon if and only if δ(q∅,C) ∈
{qS | S ⊆ {2, . . . ,m}}; i.e., if and only if C is accepted by Γ (see, for example, Fig. 5). 
The following theorem is well known, but we are unaware of a reference.
Lemma 6.2. Let Σ be a finite alphabet and let φ :Σ∗ → S be a semigroup morphism from Σ∗
to a finite semigroup S . Then φ−1(T ) ⊆Σ∗ is regular for all subsets T ⊆ S .
Proof. We let Q = {qs | s ∈ S} with q1 our initial state. Let F = {qt | t ∈ T }. Then we have a
transition function φ :Q × Σ → Q given by φ(qs, x) = qsφ(x) for s ∈ S , x ∈ Σ . We let Γ =
(Q,Σ,φ,q1,F ). Then w ∈ Σ∗ is accepted if and only if φ(w) ∈ T . Thus φ−1(T ) ⊆ Σ∗ is a
regular set. 
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Proof of Theorem 1.1. We have a map [·] :Dm → Z3[Exm]/Jm. Moreover, whether or not a
diagram C ∈ Dm is primitive is completely determined by its images in Z3[Exm]/Jm. Let T ⊆
Z3[Exm]/Jm consist of all elements of the form [C] with C ∈ Dm primitive. Then the primitive
diagrams in Dm are given by {C ∈ Dm | [C] ∈ T }. By Lemma 6.2 the collection of primitive
diagrams is a regular language in Dm.
Since the Cauchon diagrams are a regular sublanguage of Dm and an intersection of regular
languages is regular [16, Theorem 4.25], we see that the primitive Cauchon diagrams form a
regular language. We call this language Pm. Then P(m,n) is precisely the number of elements
of the language Pm of length n. It follows that {P(m,n)}∞n=1 satisfies a linear recurrence in n
[10, Theorem 5.1]. 
7. Enumeration of primitive H-primes in Oq(M3,n)
In this section we prove Theorem 1.2. To do this we rely upon techniques of representation
theory. We recall that in Section 5, we gave a description of the group algebra of the excess group
Ex3 with coefficients in Z3, giving an explicit isomorphism
Φ :Z3[Ex3]/J3 →M4(Z3)2. (7.39)
At this point we look at the map [·] :D3 → Z3[Ex3]/J3 and classify primitive elements of D3.
Let G3 ⊆ Z3[Ex3]/J3 be the image of D3 under [·].
Proposition 7.1. G3 is a group of order 384.
Proof. Since D3 is a semigroup and [·] :D3 → Z3[Ex3]/J3 is a semigroup homomorphism,
G3 is generated by the 8 columns {[C(S)] | S ⊆ {1,2,3}}. So it is sufficient to check that each
of these 8 elements has an inverse. Recall that for a subset S ⊆ {1,2,3}, we take C(S) to be the
3 × 1 column which has white squares precisely in the rows indexed by S; these 8 elements are
the eight columns
The first four of these labeled diagrams have only one decomposition; the next three have
exactly two; and the final diagram on the list has four decompositions
(V ,H) ∈ {(∅, {1,2,3}), ({1,2}, {3}), ({1,3}, {2}), ({2,3}, {1})}.
Thus the images of these eight columns under the map [·] are given (mod J3) by[
C(∅)]= (0,0,+1), [C({1})]= (0, (1,0,0),+1), [C({2})]= (0, (0,1,0),+1),[
C
({3})]= (0, (0,0,1),+1), [C({1,2})]= ((1,1,0),0,+1)+ (0, (1,1,0),+1),[
C
({1,3})]= ((1,0,1),0,+1)+ (0, (1,0,1),+1),
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C
({2,3})]= ((0,1,1),0,+1)+ (0, (0,1,1),+1),[
C
({1,2,3})]= ((1,1,0), (0,0,1),+1)+ ((1,0,1), (0,1,0),−1)
+ ((0,1,1), (1,0,0),+1)+ (0, (1,1,1),+1).
In terms of the generators for Ex3 given in Section 5, we see that (mod J3) we have[
C(∅)]= 1, [C({1})]= g3g5, [C({2})]= g3g4g5, (7.40)[
C
({3})]= g3g4, [C({1,2})]= g1 + g4, (7.41)[
C
({1,3})]= g1g2 + g4g5, [C({2,3})]= g2 + g5, (7.42)
and [
C
({1,2,3})]= g3(1 + g1g4 + g2g5 + g1g2g4g5). (7.43)
Applying the isomorphism Φ described in Section 5 to each of these elements and doing
computations in matrix rings, we see that
C(∅) →
⎛⎜⎝
⎛⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎠ ,
⎛⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎠
⎞⎟⎠ , (7.44)
C
({1}) →
⎛⎜⎝
⎛⎜⎝
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
⎞⎟⎠ ,
⎛⎜⎝
−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎠
⎞⎟⎠ , (7.45)
C
({2}) →
⎛⎜⎝
⎛⎜⎝
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
⎞⎟⎠ ,
⎛⎜⎝
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
⎞⎟⎠
⎞⎟⎠ , (7.46)
C
({3}) →
⎛⎜⎝
⎛⎜⎝
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
⎞⎟⎠ ,
⎛⎜⎝
−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
⎞⎟⎠
⎞⎟⎠ , (7.47)
C
({1,2}) →
⎛⎜⎝
⎛⎜⎝
1 0 1 0
0 −1 0 1
−1 0 1 0
0 −1 0 −1
⎞⎟⎠ ,
⎛⎜⎝
1 0 1 0
0 −1 0 1
−1 0 1 0
0 −1 0 −1
⎞⎟⎠
⎞⎟⎠ , (7.48)
C
({1,3}) →
⎛⎜⎝
⎛⎜⎝
1 0 0 −1
0 −1 1 0
0 −1 −1 0
1 0 0 1
⎞⎟⎠ ,
⎛⎜⎝
1 0 0 −1
0 −1 1 0
0 −1 −1 0
1 0 0 1
⎞⎟⎠
⎞⎟⎠ , (7.49)
C
({2,3}) →
⎛⎜⎝
⎛⎜⎝
1 1 0 0
−1 1 0 0
0 0 −1 −1
⎞⎟⎠ ,
⎛⎜⎝
1 1 0 0
−1 1 0 0
0 0 −1 −1
⎞⎟⎠
⎞⎟⎠ , (7.50)0 0 1 −1 0 0 1 −1
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({1,2,3}) →
⎛⎜⎝
⎛⎜⎝
1 1 1 1
−1 1 1 −1
−1 −1 1 1
−1 1 −1 1
⎞⎟⎠ ,
⎛⎜⎝
1 1 1 1
−1 1 1 −1
−1 −1 1 1
−1 1 −1 1
⎞⎟⎠
⎞⎟⎠ , (7.51)
where the entries of the matrices are in Z3. Since each of these matrices is invertible, G3 is
isomorphic to a subgroup of GL4(Z3)2. Using the computer algebra package SAGE, which can
compute orders of linear groups mod d , we find that the group G3 has order 384. 
Remark 3. We note that the image of elements of G3 in GL4(Z3)2 described in the proof of
Proposition 7.1 are always of the form (A,A) or (A,−A) for some invertible matrix A; more-
over, the elements of the form (A,A) are precisely those elements in G3 which correspond to
elements of D3 with an even number of white squares.
Proposition 7.2. Let C1 and C2 be two diagrams. Then the determinant of the skew-adjacency
matrix corresponding to C1  C2 is the same as the determinant of the skew-adjacency matrix
corresponding to C2  C1.
Proof. We note that we can assign labels {1,2, . . . ,N} to the white squares of a diagram C with
N white squares (in such a way that C is not necessarily what we call a labeled diagram) and
then create an N ×N skew-symmetric matrix whose (i, j) entry is:
(1) +1 if the square labeled i is either in the same row and strictly to the left of the square
labeled j , or is in the same column and strictly above the square labeled j ;
(2) −1 if the square labeled i is either in the same row and strictly to the right of the square
labeled j , or is in the same column and strictly below the square labeled j ;
(3) 0 otherwise.
If we do this, the resulting skew-symmetric matrix is similar to the skew-adjacency matrix of C
in which the matrix giving the similarity is a permutation matrix.
Suppose C1 and C2 have N1 and N2 white squares respectively. We assign the labels
{1,2, . . . ,N1} to C1 by declaring that a white square labeled i is in a column that is strictly
to the left of a white square labeled j , then i < j and if a white square labeled i is in the same
column and strictly above a square labeled j then i < j . In an analogous manner, we assign the
labels {1,2, . . . ,N2} to the white squares of C2; and the labels {1,2, . . . ,N1 +N2} to the white
squares of C1  C2 and C2  C1. Let M1 and M2 denote respectively the skew-symmetric matri-
ces described above corresponding to these labellings of C1 and C2. The skew-symmetric matrix
corresponding to C1  C2 with this labeling is equal to(
M1 B
−BT M2
)
.
Similarly, the skew-symmetric matrix corresponding to C2  C1 is given by(
M2 BT
−B M
)
.1
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two rows and then interchange the two columns, we obtain the new matrix(
M1 −B
BT M2
)
.
We again think of this matrix as being 2 × 2 block matrix, and now multiply the first column
by −1 and multiply the first row by −1. Doing this, we obtain the matrix corresponding to the
diagram C1  C2. The result now follows. Since the skew-adjacency matrices of C1  C2 and
C2  C1 are both similar to this matrix, we see they are either both invertible or they both fail to
be invertible. The result follows. 
As an immediate corollary, we obtain the following fact.
Corollary 7.3. The collection of elements in the group G3 corresponding to primitive 3 × n
diagrams is a union of conjugacy classes.
Proof. Let C be a primitive 3 × n diagram, and suppose that D is another 3 × n diagram. Then
there exists a 3 × n diagram D′ such that the image of D′ in G3 is the inverse of the image
of D. Then [D] · [C] · [D′] is conjugate to [C] in G3. Hence it is sufficient to show that the
diagram D  C  D′ is primitive. By Proposition 7.2, the determinant of the skew-adjacency
matrix corresponding to D  C  D′ is the same up to sign as the determinant of the skew-
adjacency matrix corresponding to D′  D  C. Since the image of D′  D in G3 is the identity
and the determinant of the skew-adjacency matrix corresponding to C is nonzero, we see that the
diagram D C D′ is also primitive. The result follows. 
We make a further simplification to reduce the size of G3. Let
N = {[D] ∣∣D ∈ D3 and [D] = ±(v,0, ε) for some v ∈ Z32, ε ∈ {±1}}. (7.52)
Clearly, N is a subgroup of G3 and |N |  8. A simple computation shows that g1g6 +
J3 = [C({1})][C({2})][C({1,2})]2, g2g6 + J3 = [C({2})][C({3})][C({2,3})]2, and g6 + J3 =
[C({1,2})]4. Hence g1 + J3, g2 + J3 and g6 + J3 belong to N , and we easily deduce from this
that N = {1, g6 + J3, g1 + J3, g1g6 + J3, g2 + J3, g2g6 + J3, g1g2 + J3, g1g2g6 + J3}. In partic-
ular, N is generated by g1 + J3, g2 + J3 and g6 + J3. Using this, it is easy to prove that N is a
normal subgroup of G3.
Proposition 7.4. If D1,D2 ∈ D3 and [D1]N = [D2]N then either D1,D2 are both primitive or
both fail to be primitive.
Proof. We put an equivalence relation ∼ on D3 by declaring D1 ∼ D2 if for each D ∈ D3,
D1  D is primitive if and only if D2  D is primitive. Let
N˜ = {[D] ∈ G3 ∣∣D ∼ C(∅)},
i.e., N˜ consists of all elements equivalent to the identity.
We claim N˜ is a normal subgroup of G3. To see this, note that if [D1], [D2] ∈ N˜ then D1 
D2  D is primitive if and only if D2  D is primitive since D1 ∼ C(∅). But D2  D is primitive
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group.
To see N˜ is normal, let [D0] ∈ N˜ and let [E] ∈ G3. Then there exists F ∈ D3 such that
[E][F ] = 1. It is sufficient to show [E][D0][F ] ∈ N˜ . Note that for D ∈ D3, E  D0  F  D is
primitive if and only if D0  F  D  E is primitive by Proposition 7.2. Since D0 ∈ N˜ , D0  F 
D  E is primitive if and only if F  D  E is primitive; but F  D  E is primitive if and only
if E  F D is primitive by Proposition 7.2. Since [E  F D] = [E][F ][D] = [D], we see this
occurs if and only if D is primitive; hence N˜ is normal.
We now show N ⊆ N˜ . Note that if [D] ∈ N , then [D] = (d,0, ε) + J3. Then if [C] =∑
a(v,h,ε)(h,0, ε)+ J3, it follows from Remark 2 that C is primitive if and only if
a(c,0,+1) − a(c,0,−1) ≡ 0 (mod 3),
where c = excess(C). Since (0,0,+1) ≡ −(0,0,−1) (mod J3), we can choose a representative
of [C] mod J3 of the form
[C] =
∑
bv,h(v,h,+1)+ J3
with bv,h ∈ Z3. Primitivity of C is then equivalent to bc,0 ≡ 0 (mod 3). But [D][C] is then∑
bv,h(v + d,h, εv,h)+ J3,
with εv,h ∈ {±1}. Thus we deduce from Remark 2 that DC is primitive if and only if εc,0bc,0 ≡
0 (mod 3). Since εc,0 is a unit mod 3, we see that D C is primitive if and only if C is primitive
and so [D] ∈ N˜ . The result follows. 
Thus we can look at the image of diagrams in G3/N instead of in G3 to determine whether
they are primitive or not. Since N has order 8 and G3 has order 384, we see that G3/N is a group
of order 48; in fact, we can describe this group very well.
Proposition 7.5. We have an isomorphism
ψ :G3/N → S4 × {±1}
given by
[
C
({1,2,3})] → ((124),−1), [C({1,2})] → ((1243),1),[
C
({1,3})] → ((1324),1), [C({2,3})] → ((1234),1),[
C
({1})] → ((13)(24),−1), [C({2})] → ((12)(34),−1),[
C
({3})] → ((14)(23),−1), [C(∅)] → (id,1).
Moreover, the elements of G3/N in the preimage ψ−1(S4 × {1}) are precisely the images of the
diagrams C ∈ D3 with an even number of white squares.
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Thus [·] induces a surjective semigroup homomorphism from D3 to G3. Doing straightforward
computations with the generators and relations for G3 given in Section 5, we find that the map ψ
defined in the statement of the proposition is indeed an isomorphism. One sees that the generators
of D3 that are sent to elements of the form (σ,1) are precisely those generators with an even
number of white squares (see also Remark 3). The result follows. 
Let
h :G3 → G3/N (7.53)
be the canonical surjection and let
H :D3 → S4 × {±1} (7.54)
be given by the composition
H =ψ ◦ h ◦ [·]. (7.55)
Proposition 7.6. The primitive diagrams in D3 are the preimage under H of the three conjugacy
classes with representatives (id,1), ((123),1), and ((1234),1).
Proof. By Theorem 4.2 and Proposition 7.4, primitivity of a diagram C ∈ D3 can be deduced by
looking at its image under H . Thus there is a subset S ⊆ S4 × {±1} such that the set of primitive
elements of D3 is precisely the preimage of S under H . That is,
{C ∈ D3 | C is primitive} =
⋃
s∈S
H−1
({s}). (7.56)
By Corollary 7.3 and Proposition 7.4, S is a union of conjugacy classes. Note that S4 ×{±1} has
10 conjugacy classes, and it is sufficient to pick a representative from each one and check the
primitivity of an element in D3 whose image under H is this representative. We note that any
conjugacy class containing (σ,−1) for some σ ∈ S4 has the property that ψ((σ,−1)) consists
entirely of diagrams with an odd number of white squares. Since an m × m skew-symmetric
matrix with m odd is not invertible, we see that none of these conjugacy classes correspond
to primitive diagrams. This leaves 5 conjugacy classes to check. Using the isomorphism given
above, we find
ψ
([
C(∅)])= (id,1), (7.57)
ψ
([
C
({1,2})])= ((1243),1), (7.58)
ψ
([
C
({1})  C({2})])= ((14)(23),1), (7.59)
ψ
([
C
({1,2,3})2])= ((124),1), (7.60)
ψ
([
C
({1,2,3})  C({2,3})  C({1,2,3})])= ((13),1). (7.61)
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We compute the corresponding skew-symmetric matrices for each of these five diagrams and find
the first, second, and fourth are primitive diagrams and the third and fifth are not. 
We now explain how we will use these techniques to enumerate the primitive 3 × n Cau-
chon diagrams. Note that the semigroup morphism H :D3 → S4 × {±1} extends to a map
Ĥ :C[D3][[t]] → C[S4 × {±1}][[t]]. The following proposition gives an expression for the
generating series of the Cauchon diagrams in C[D3][[t]] as a rational function. To give this
expression, we introduce the following functions. We let
F1(t) = 11 − (C(∅)+C({1}))t , (7.62)
F2(t) = F1(t) 
[
C
({2})+C({1,2})]t  1
1 − (C(∅)+C({2})+C({1,2}))t , (7.63)
F3(t) = F1(t) 
[
C
({3})+C({1,3})]t  1
1 − (C(∅)+C({3})+C({1,3}))t , (7.64)
and
F4(t) = 11 − (C(∅)+C({3})+C({2,3})+C({1,2,3}))t . (7.65)
Proposition 7.7. Let
C(t) =
∑
C∈C3
C · t#columns of C ∈ C[D3][[t]]
be the generating function for Cauchon diagrams. Then
C(t) = F1(t) 
[
1 + (C({2,3})+C({1,2,3}))t  F4(t)]
+ F2(t) 
[
1 + (C({3})+C({2,3})+C({1,2,3}))t  F4(t)]
+ F3(t) 
[
1 + (C({2,3})+C({1,2,3}))t  F4(t)].
Proof. Note that C3 consists of all elements in Σ∗ that are accepted by the automaton in Fig. 5.
To be accepted, a word must be sent to one of the states q∅, q{2}, q{3}, q{2,3}. The generating
function for words that are sent to q∅ is given by
∞∑[
C(∅)+C({1})]ntn = 1
1 − [C(∅)+C({1})]t ,
n=0
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1 − [C(∅)+C({1})]t 
[
C
({2})+C({1,2})]t  1
1 − [C(∅)+C({2})+C({1,2})]t ,
which is F2(t). Similarly the generating function for words that are sent to q{3} is given by
1
1 − [C(∅)+C({1})]t 
[
C
({3})+C({1,3})]t  1
1 − [C(∅)+C({3})+C({1,3})]t ,
which is F3(t). The most complicated component of the generating function to count is the words
in Σ∗ that are sent to q{2,3} since there are multiple paths in the automaton. This is given by
F1(t) 
[(
C
({2,3})+C({1,2,3}))t  F4(t)]
+ F2(t) 
[(
C
({3})+C({2,3})+C({1,2,3}))t  F4(t)]
+ F3(t) 
[(
C
({2,3})+C({1,2,3}))t  F4(t)].
Putting these results together, we obtain the desired result. 
This result, while complicated, gives a way of expressing the generating function for
{P(3, n)}, the number of primitive H-primes in Oq(M3,n), as a rational power series in t . We let
G1(t) = Ĥ
(
F1(t)
)= 1
1 − [(id,1)+ ((13)(24),−1)]t , (7.66)
G2(t) = Ĥ
(
F2(t)
)
, (7.67)
that is,
G2(t) =G1(t) ·
[(
(12)(34),−1)+ ((1243),1)]t · 1
1 − [(id,1)+ ((12)(34),−1)+ ((1243),1)]t .
We let
G3(t) = Ĥ
(
F3(t)
)
, (7.68)
that is
G3(t) =G1(t) ·
[(
(14)(23),−1)+ ((1324),1)]t · 1
1 − [(id,1)+ ((14)(23),−1)+ ((1324),1)]t ,
and
G4(t) = Ĥ
(
F4(t)
)= 1
1 − [(id,1)+ ((14)(23),−1)+ ((1234),1)+ ((124),−1)]t . (7.69)
Using these facts along with Proposition 7.7, we get the following result.
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χ1 1 1 1 1 1
χ2 1 −1 1 1 −1
χ3 2 0 2 −1 0
χ4 3 1 −1 0 −1
χ5 3 −1 −1 0 1
{+1} {−1}
Δ0 1 1
Δ1 1 −1
Fig. 6. The character tables of S4 and {±1}.
Remark 4. We have
Ĥ
(
C(t)
)=G1(t) · [1 + (((1234),1)+ ((124),−1))t ·G4(t)]
+G2(t) ·
[
1 + (((14)(23),−1)+ ((1234),1)+ ((124),−1))t ·G4(t)]
+G3(t) ·
[
1 + (((1234),1)+ ((124),−1))t ·G4(t)].
Using this result, we can enumerate the 3 × n primitive Cauchon diagrams.
Proof of Theorem 1.2. Let
P :S4 × {±1} → C
be the class function that sends the conjugacy classes containing
(id,+1), ((123),+1), ((1234),+1)
to 1 and all other conjugacy classes to 0. Then P is a linear combination of characters. Using the
orthogonality relations, we find
P = 15
48
(χ1 ⊗Δ0 + χ1 ⊗Δ1)+ 348 (χ2 ⊗Δ0 + χ2 ⊗Δ1)
− 6
48
(χ3 ⊗Δ0 + χ3 ⊗Δ1)− 348 (χ4 ⊗Δ0 + χ4 ⊗Δ1)+
9
48
(χ5 ⊗Δ0 + χ5 ⊗Δ1),
where the characters χ1, χ2, χ3, χ4, χ5 are the characters of S4 from the character table given in
Fig. 6; Δ0,Δ1 are the characters of {±1} given in Fig. 6; and χi ⊗Δj((σ, ε)) = χ(σ)Δ(ε).
Then the class functions
P, χ1 ⊗Δ0, . . . , χ5 ⊗Δ0, χ1 ⊗Δ1, . . . , χ5 ⊗Δ1
can each be extended to functions on C[S4 × {±1}][[t]]. Using the actual matrix representations
corresponding to these ten irreducible characters and then computing the traces, we find
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(
Ĥ
(
C(t)
))= 6
1 − 4t −
6
1 − 3t +
1
1 − 2t , (7.70)
χ1 ⊗Δ1
(
Ĥ
(
C(t)
))= 1, (7.71)
χ2 ⊗Δ0
(
Ĥ
(
C(t)
))= 1
1 − 2t , (7.72)
χ2 ⊗Δ1
(
Ĥ
(
C(t)
))= 6
1 + 2t + 1 −
6
1 + t , (7.73)
χ3 ⊗Δ0
(
Ĥ
(
C(t)
))= 3
1 − 3t −
1
1 − 2t , (7.74)
χ3 ⊗Δ1
(
Ĥ
(
C(t)
))= 3
1 + t − 1, (7.75)
χ4 ⊗Δ0
(
Ĥ
(
C(t)
))= −3
1 − t + 6, (7.76)
χ4 ⊗Δ1
(
Ĥ
(
C(t)
))= 3
1 − t , (7.77)
χ5 ⊗Δ0
(
Ĥ
(
C(t)
))= 3
1 − t , (7.78)
χ5 ⊗Δ1
(
Ĥ
(
C(t)
))= −3
1 − t +
6
1 − 2t . (7.79)
Using the expression for P as a linear combination of the irreducible characters, we find
P
(
Ĥ
(
C(t)
))
=
∑
C∈C3
C primitive
t#columns of C
= 1
8
· (15/(1 − 4t)− 18/(1 − 3t)+ 13/(1 − 2t)+ 1 − 6/(1 + t)+ 3/(1 + 2t)). (7.80)
The coefficient of tn of P(Ĥ (C(t))) is the number of 3 × n Cauchon diagrams that are primitive
by construction. On the other hand, the coefficient of tn for n 1 of the rational function
1
8
· (15/(1 − 4t)− 18/(1 − 3t)+ 13/(1 − 2t)+ 1 − 6/(1 + t)+ 3/(1 + 2t))
is given by
1
8
· (15 · 4n − 18 · 3n + 13 · 2n − 6 · (−1)n + 3 · (−2)n).
Using Eq. (7.80), we obtain the desired result. 
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In this section, we make some general remarks and pose some problems we are unable to
solve. We first remark that the techniques employed in [2] in order to enumerate the H-invariant
primitive ideals in Oq(M2,n) were more elementary than the techniques used here, and they do
not extend beyond the 2 × n case in any obvious way. By contrast, the techniques used here to
enumerate the primitive H-invariant primes in Oq(M3,n) could in principle be used to enumerate
the primitive H-invariant primes in Oq(Mm,n) for any fixed m. The problem with larger m is
that the computation time grows at least exponentially in m and even when m = 3 the problem is
nontrivial. We have some questions that arose during our investigations.
Question 1. Is the image of the semigroup Dm under the map
[·] :Dm → Z3[Ex3]/Jm
a group? If so what is its order?
For m = 1,2,3 this is the case and we get groups of orders 2, 16, and 384 respectively. Our
next question is motivated by our calculation of the Pfaffian. Note that if P is the primitive
H-invariant prime in Oq(Mm,n) associated to the Cauchon diagram C then Pfaffian(C) = ±2k .
Moreover, this fact comes from looking at the zeros of an associated quadratic form (mod 2).
Such a quantity, particularly the sign, is of great importance in knot theory—via the Arf invariant
[17, pp. 326–327]—and in coding theory with Reed–Muller codes [3]. It is therefore natural to
ask the following question.
Question 2. The sign of the Pfaffian partitions the H-invariant primitive ideals into two classes.
Is there any algebraic property that distinguishes between these two classes?
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