Summary. Dynamical rupture process on the fault is investigated in a quasithreedimensional faulting model with non-uniform distributions of static frictions or the fracture strength under a finite shearing pre-stress. The displacement and stress time functions on the fault are obtained by solving numerically the equations of motion with a finite stress-fracture criterion, using the finite difference method.
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well explained. In the above dislocation models, however, some simplified assumptions are made rather arbitrarily on the process of rupture propagation over the fault plane and the displacement time function, without physical considerations into stress conditions on and around the fault. For more comprehensive understanding of the dynamical process at the source and complex ground motions in the near-field, it will be essentially important to incorporate how the rupture initiates, spreads and stops on the fault and how dynamic slip motions are developed under shearing stresses.
Another approach along this line has been to deal with the faulting process as propagating shear cracks by taking into account the initial stress field, frictions and/or cohesive forces on the fault. The first study of this kind was made by Kostrov (1966) , who treated the case of unsteady propagation of longitudinal shear cracks in an infinite medium, by introducing a fracture criterion depending on the energy balance at the advancing crack tip. During the last decade since his study, dynamic crack problems have been solved analytically or numerically; in one-dimensional mass spring models (Burridge & Knopoff 1967; Dietreich 1972; Knopoff, Mouton & Burridge 1973; Ohnaka 1973) ; in twodimensional in-plane and antiplane shear cracks growing at a constant velocity or with self-similar propagation under different fracture criterions and boundary conditions (Burridge 1969; Burridge & Halliday 1971 ; Burridge 1973; Hanson, Sanford & Shaffer 1971 , 1974 Ida & Aki 1972; Ida 1973; Takeuchi & Kikuchi 1973; Fossum & Freund 1975; Husseini el al. 1975; Andrews 1975 Andrews , 1976 Madariaga 1976; Das 1976) . Some of these authors have calculated near and far-field displacements and their spectra of seismic waves radiated from finite cracks, but the twodimensional cracks still appear inadequate to compare the results with the observations. More realistic three-dimensional analysis has been made in finite-element models (Dietreich 1973) to get the relation between fault displacements, stress drops and rupture dimensions, and analytically for elliptical shear cracks growing steadily with subsonic speeds in an infinite pre-stressed medium (Richards 1976) . A recent work of Yamashita (1976) gave numerical solutions for the rupture propagation in a three-dimensional model with frictions, which is based on a mechanical model by Otsuka (1971) , being subjected to the inhomogeneous initial stress field. These three-dimensional studies, however, do not directly aim at the problem of generation of short-period waves from the fault.
In the present paper, we investigate the dynamical rupture process in a quasi-threedimensional, frictional fault, which is somewhat similar to Yamashita's but seems slightly more complete, with the distribution of static and dynamic frictions on the fault surface and the initial shear stress, and also seismic waves radiated from the fault. We are mainly concerned here with the case of non-uniform distribution of static frictions or the fracture strength, which would be a manifestation of the irregularities of elastic property and structure involved in pre-existing fault gouge or in newly-formed fault planes. It is expected that such distributions will cause non-uniform rupture propagation and stick-slip-like phenomena as in laboratory experiments (e.g. Brace & Byerlee 1966; Brace 1972; Byerlee 1970; Johnson, Wu & Sholz 1973) , which could radiate high-frequency seismic waves. For a number of possible cases, we calculate the mode of rupture propagation based on a fracture criterion, the time history of fault displacements, final slips and stress drops on each point of the fault plane, by the aid of the finite difference technique. Near-field displacements, synthetic seismograms and their frequency dependence of the amplitude spectra of the radiated seismic waves are also calculated for the various rupture processes.
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2 Quasi-three-dimensional, frictional faulting model We suppose that the actual rupture process on the fault may be that described below: the rupture nucleates and then initiates suddenly at a small region where gradually accumulated Rupture process on a three-dimensional fault 419 tectonic stresses first overcome the weakest fracture strength; this immediately yields stress concentration in the adjacent regions and produces successive slips when the concentrated stress exceeds the inherent strength there; the resulting rupture spreads rapidly over the fault and finally stops at the fault edges or in regions where the strength is higher than the stress. However, if the fracture strength and/or the initial shear stress are not homogeneously distributed, the rupture will not propagate uniformly both in space and time, and the slips might not take place over the entire fault.
The present problem may be formulated as follows. Now we consider an infinite, homogeneous elastic medium, and take the fault in the x-y plane of a Cartesian coordinate with its origin at the nucleation point of rupture. Suppose that the initial shear stress u0(u:,, u;,) is applied parallel to the fault plane, making an angle a to the x axis. The displacement components (u, u) and stress components ( where A and p are Lame's elastic constants and p is the density of the medium. When we consider two regions occupying z > 0 and z < 0, u and u are discontinuous and u,, is continuous across the plane z = 0, all of which should be odd functions of z . This implies that u and u tend to the half of the displacement discontinuities and u,, = 0 inside the ruptured area as z -, 0. It is therefore sufficient to treat the present problem in the half-space z > 0, because of symmetry. Now let us solve equation (1) by the finite difference technique under the fracture criterion and the boundary conditions described later. If we denote the displacement components by ( u~,~, vi,j) at the grid points (xi, yj) (i = 1 -n,, j = 1 -ny) on the fault plane, the second derivatives may be approximated by, A x , A y and Az are the grid spacing in the x , y and z directions respectively, and U and V are constant slip displacements of the upper fault surface relative to a fixed coordinate. From equation (3) we have
If we write the right-hand sides in equation (1) as F, and Fy, which are obtained from equations (2) and (4), these correspond to the force components per unit volume applied to a mass on (xi, yj), and can be rewritten
It would be interesting to mention here three-dimensional mechanical models which correspond to the present case. Otsuka (1971) introduced a mechanical model composed of helical and leaf springs as a static problem to simulate seismicity and its migration. His model is appropriate also in dynamic problems so long as we consider a single displacement component parallel to the applied stress as in Yamashita (1976) . Our present case given by equation (1) requires a more complex model such as schematically illustrated in Fig. 1 . In this model each mass is connected to four adjacent masses by springs with a given compressibility ( K ) and rigidity ( L ) , and to four masses by diagonal springs with different constants (K' and L ' ) , and also supported vertically by a string with an appropriate rigidity (M). The four diagonal springs yield additional forces, which are expressed by 16 terms including K', L', A u i ,~ and Aui,j, when compared with Otsuka's model. Rearranging these terms and using some geometrical relations between the displacements, the x and y components of the resultant body force applied on the ( i , j ) mass are written by, Comparing the above terms in equation (6) with those in equations (1) and ( 2 ) , it is found that the present mechanical model is equivalent to the elastic medium now considered, if we assign the following constants to each of the springs; Rupture process on a three-dimensional fault 42 1 crack problems: one is the conservation of a finite fracture energy at the crack tip (e.g. Kostrov 1966; Fossum & Freund 1975; Husseini et al. 1975) , and the other is a critical comparison of shear stress with a static friction level (Burridge & Halliday 1971; Burridge 1973 ; and many others). The former criterion produces a well-known stress singularity at the crack tip, whereas the finite stress criterion does not account for the energy balance. In real materials, however, there should be an upper bound of shear stress that the medium can support, and it would be possible to remove the apparent mathematical singularity of the stress by introducing cohesion and/or inelastic deformation or slip-weakening into the rupture front (Andrews 1976) , satisfying the finite fracture energy. It has also been shown (Das 1976 ) that the finite stress criterion used in numerical calculations is equivalent to a criterion based on the stress intensity factor related to energy. For these reasons, we use a finite stress criterion similar to Burridge (1973) and others. Static and dynamic frictional stresses and the corresponding forces on the fault are defined as 0 , = &a: , ,
where a,", is the initial normal stress, and ps and pd are the coefficients of static and dynamic frictions which are assumed to vary depending-on the location but independent of time, slip and slip velocity. The criteria we use are:
(1) If the resultant force F = d P X exceeds the static frictional force assigned to the location, i.e. F 2 F,, slip immediately begins. Each point on the fault is kept stuck at the initial stage and until this condition is satisfied.
(2) Once slip starts, each element on the fault is resisted by the dynamic frictional force during the motion, that is, the accelerating force in equation (5) A boundary condition is imposed that all displacement components ur,i and u i ,~ at the edge (i = 1 , n,, j = 1, n y ) of the prescribed fault plane equal zero.
The rupture starting from a nucleation point continues to propagate spontaneously so long as the condition (1) is satisfied, and stops at the fault edges or by the condition (3). Since the rupture front is specified at every !he step by the above conditions, its propagation velocity will be determined without any other assumptions. The stresses at every point on the fault are calculated from the right-hand side of equation (5) as a function of time. The time history of the displacements are derived successively by solving equation (5') through the finite difference scheme, and hence the rise time of the displacement function is directly estimated. The distribution of the final displacements and stresses and stress drops will be determined by this procedure. Thus, all rupture process on the present model will be completely specified by the distribution of static and dynamic frictional stresses us and ad and the initial stress a , used as an alternative indication for rupture initiation (Andrews 1976; Das 1976) . It is to be remarked here that the present model is quasi-threedimensional in the sense that the medium is bounded above by a faed boundary from which no energies are emitted outside. This implies that the absolute values of the calculated parameters will be somewhat different from those in a completely infinite medium. The present model could easily be extended to incorporate more layers above the fault plane, if we had sufficient computer storage.

Numerical calculations
Numerical calculations are made for the various cases described below, in which intrinsic length and time scales are used, instead of introducing scaling factors, to compare the results directly with observations. P and S wave velocities in the medium are taken to be Vp= 5.5 km/s and Vs = 3.2 km/s, respectively, and the density is taken as p = 2.75 g/cm3, which give h = 2.686 x 10" dyne/cm2 and p = 2.81 6 x 10" dyne/cm. These values are typical ones for granitic rocks in the upper crust.
In the finite difference equations, we have to choose appropriate values for the space dimension h(= Ax = Ay) and the time increment At so as to satisfy the stability condition At G h/V,, otherwise the solution will be insignificant due to some instability of shortperiod waves and dispersion. We have tested a number of cases but the following three cases are adopted;h=0.25km,X=2W= lOkmandAt=0.025s;h=0.5km,2L.=2W=20km and A t = 0.05 s; and h = 1 . O km, 2L = 2W = 40 km and At = 0.10 s. For all the cases, we have a 40 x 40 grid size and VpAt/h = 0.55.
In the present quasi-threedimensional model, we introduce Az into equations (3), (4) and (5) to approximate a%/az2 and a2u/azz, which may be regarded as the distance between the fault plane and a hypothetical faed coordinate taken upward in the z direction, as shown in Fig. 1 . To estimate a reasonable range of Az, we made preliminary calculations to get the displacements just above the fault plane in an infinite medium by applying the dynamic dislocation theory (Haskell 1969) . Fig. 2 shows the displacement component parallel to the dislocation of 1 m with a rise time of 3 s, which spreads radially with a constant velocity of 3.2 km/s, where I is the time elapsed after the rupture initiation and x and z are the distances of the observation points measured parallel and perpendicular to the fault. It is noticed that the calculated displacements at every time step decrease rapidly within distances of 1 .O-1.5 km. Some undulations in the curves around z = 1.5-2.5 km may be due to interferences of the waves emitted from the initiation point of rupture and from the fault portion just below the observation point. From this result, it may be reasonable to adopt Az = 1 .O-1.5 km to approximate the second derivatives of the displacements at z = 0, and we take the average of 1.2 km for its final value. We are particularly interested in the non-uniform distribution of the fracture strength on the fault. There is some evidence that the distribution of the strength of rock material is approximated by the Weibull's distribution with two specific coefficients, which is not far from a normal random distribution (Miyatake 1977) . For this reason, we assume here that static frictional stresses are distributed two-dimensionally in a normal random fashion around a certain average with some standard deviations. In most of the present calculations, the minimum value and the deviation are taken as 200 and 0-30 bar, respectively. In some special cases, however, extremely high frictions reaching 600 bar are assigned to several limited places or relatively wide regions, which may correspond to relatively large geological heterogeneities in the fault. These portions are made arbitrarily by raising up the distributed frictions that exceed a certain limit (C,) by a finite ratio (Cp), where 1 -C, is an indicator of the areal ratio of the high frictional inclusion.
Dynamic frictional stresses could also vary slightly from place to place, but are assumed here to be constant over the fault plane. Although there is some evidence from laboratory experiments (Byerlee 1970) indicating that /.td/&= 0.8 for granite, we tentatively assign 100 bar to o d in most cases, which corresponds to the ratio of 0.5. Under this assumption, the effective stress us -o d also varies depending on the location. F;, a renewed static frictional force after the fault slip has been assumed to be slightly above F d . In the present case, we assume that the initial shear stress is uniformly applied on the fault, although there could be a gradually varying distribution as has been treated in some cases (Yamashita 1976 ) and again tested in a separate paper (Miyatake 1977) or some concentrated distribution resulted from previous earthquakes (Andrews 1975 In the present model, a nuclear length or nuclear surface elements are required to start spontaneous propagation of rupture, although the propagation thereafter is prescribed by the fracture criterion. In most cases, we take N, = 1 or 2LJh = 2WJh = 1 and N , = 5 or 2LJh = 2Wc/h = 3 , but for the case of uniform distribution of static frictions we choose N, = 1 1 corresponding to 2LJh = 5 and 2Wc/h = 3. The implication of L, and W, in this case is somewhat different from the critical crack length in two-dimensional crack problems.
We have made a number of calculations with various combinations of the above parameters to see how sensitively the rupture process is affected, but we will discuss seven representative cases among them in the next section. The parameters specifying these cases are given in Table 1 . In these calculations, there is a problem of stress singularity including numerical accuracy of the calculated stress, as in two-dimensional shear cracks. In numerical calculations for the two-dimensional case, the stress singularity has been avoided by using Irwin's fracture criterion (Das 1976 ). It will be demonstrated in a separate paper (Miyatake 1977 ) that the criterion can also be applied to Otsuka's mechanical model, which is nearly equivalent to our three-dimensional fault model, and hence that the above problem may not be serious here. the same condition for the other parameters. The results show that the rupture pattern does not change if we choose the spacing in the range mentioned in the foregoing section. This may also be explained by the other results (Miyatake 1977) that the calculated stress intensity factor (Das 1976) was independent of the choice of the grid spacing.
Now we discuss the mode of rupture propagation in the cases of uniform and weakly irregular distribution of static frictional stresses on the fault. Fig. 3 shows the rupture front at every 0.5 s up to 2.5 s after its initiation in Case FO. It is immediately noticed that the velocities of the propagating rupture front along the longer and shorter axes are close to P wave velocity and slightly less than S wave velocity, respectively. Fig. 4 indicates how the rupture front extends when the initial shear stress is applied in different directions in Case A. The direction (a) indicated on the right top is measured counterclockwise from the x axis pointing downward in the figure. These four patterns clearly indicate that the direction of the longer axis tends to be parallel to that of the applied initial stress and that the propagation velocities are similar to the case in Fig. 3 . Thus, it may be well established from Figs 3 and 4 that the rupture propagates almost elliptically with a velocity close to that of P waves along the direction parallel to the initial shear stress and with a nearly S wave velocity in the direction perpendicular to it, when static frictions are uniformly distributed or weakly irregular on the fault surface. For two-dimensional self-similar in-plane shear cracks, it has been suggested analytically that the crack speed could reach P wave velocity for weak static friction level (Burridge 1973) , and also numerically shown that the velocity could change from sub-Rayleigh to super-shear and approach P wave velocity as functions of the initial crack length LJL as well as of the stress jump factor c)o (Andrews 1976; Das 1976) . Our findings from a three-dimensional model partially support their results and appear to add an important conclusion that the rupture spreads at different velocities in different directions with respect to the direction of the initial stress.
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The next two figures, Fig. S(a) and (b), show four examples of the mode of rupture propagation (right side) from different distributions of static frictions on the fault (left side). The direction of the initial stress has been fixed here (a=Oo). In Case A static frictions are not so heavily non-uniform, but Cases B1, B2 and C include a number of places with unusually high frictions within the encircled portions. We suppose that there could be this type of local geological irregularity on the fault. The rupture fronts are drawn here at every 2 s for Case C and at every 1 s for the other cases. It is clear that the shape of the rupture front becomes gradually deformed from an ellipse and its propagation velocity appreciably decreases as the high friction inclusion increases. Small shaded areas in these patterns remain unruptured up to the final stage, resisting stress concentration because of extremely high fracture strength. Ordinary normal-random distribution of static frictions Rupture process on a three-dimensional fault 429 with stronger deviations than in Case A cannot keep such unruptured regions. A most remarkable one is Case C, where we can see very unusual rupture propagation blocked by the existence of large unruptured bays with high strength. This type of irregular propagation often appears in a stochastic percolation model as discussed by Otsuka (1976) , but the present results suggest that this is one of the special cases that could arise in the actual rupture process on the fault. Although the rupture pattern as in Case C or Case F2 (not shown here) appears very interesting, we do not claim that this is always the case in the faulting process, since unusually high fracture strength has to be assumed. Fig. 6 illustrates the displacement-time functions at several selected points on the fault surface in Cases FO, F1 and F2, which have been calculated from equation (8). Case FO for completely uniform and Case A (not shown here) for weakly non-uniform static frictions show rather smooth curves similar to the ordinary ramp function. Minor fluctuations involved there may be due partly to numerical errors in the finite-difference technique and partly to wave reflections from the upper fmed boundary in the present model, which could be removed by introducing small viscous frictions (Miyatake 1977) . It is clearly noticed, however, in other cases that there are a few but remarkable displacement jumps after a flat portion. These step-like displacements suggest that the concerned portion on the fault sticks during a short time and then again slips, depending on the fracture conditions (1)- (3). It is clear that the high non-uniform static frictions on the fault have yielded the above stick- numerically simulated in a one-dimensional model (Ida 1975) . This jerky motion could be one source of the generation of high-frequency waves. The distribution of the rise times for attaining the final displacements is shown in the left-hand side of Fig. 7 , and the righthand side gives the distribution along the a-a' and b-b' axes. It is found that the rise time is longer at the centre of the fault, decreasing towards its edges, although there are considerable variations particularly in Case C. The rise time at the centre in Case C is seen to be longer than in Case A and this may be explained by the difference in the time required to complete the rupture of the fault with different fracture strengths.
Figs 8 and 9 indicate the distribution of the final displacements and stresses remaining after the completion of all rupture process. The right-hand side of the figures show their distribution along the a-a' and b-b' axes. The final displacements in Case A and also in Case FO (not shown here) are almost constant except towards the fault edges, where its decreasing trend appears steeper than in two-dimensional calculations. Case C with high frictions, on the other hand, indicates a rather rugged displacement distribution, in which there remain some large unruptured regions that did not slip. Another remarkable feature in this case is that the final slip vectors (not shown here) deviate from the direction of the initial stress to a maximum of 15-20° around the unruptured regions. In Cases FO and A, the initial stress drops to the level of dynamic frictional stress at the final stage, and hence the stress drop is almost constant inside the faulted area. It is to be noted, however, that the remnant stress in Case C indicates large variations as shown in Fig, 9 , and particularly that there are still high stress concentrations above the initial stress level in and around the unruptured regions. These regions might be regarded as the seismic gap termed 'antidislocation' (Andrews 1975) , which could produce succeeding earthquakes at a next stage when the stress level again recovers through various processes due to gradual accumulation of tectonic stresses and also by the creep mechanism due to viscoelasticity combined with timedependent frictions (Dietreich 1972) . A similar idea has been suggested by Otsuka (1976) as the source of aftershocks in his stochastic model. If this is indeed the case, the coming aftershocks would have high stress drops due to high stress concentration around the gap, and hence might be large enough to be regarded as independent earthquakes if they occur at sufficient time intervals. This idea may not be unreasonable if large-size geological heterogeneities with unusually high fracture strength are actually distributed on the fault plane. On the other hand, the case of weakly non-uniform strength distribution does not produce such unruptured areas. Rather small variations in the remnant stresses will soon be readjusted probably due to a creep-like recovery process, and hence only small aftershocks would be expected to take place in a relatively short period. This problem is left unanswered at this moment, but will be investigated in the near future.
5 Near-field seismic waves Now we attempt to estimate the ground displacements, synthetic seismograms and their spectra in the near-field, for seismic waves radiated from a variety of the rupture processes on the foregoing frictional fault. The near-field displacements should in principle be calculated by extending the present three-dimensional grid to include the field now in consideration, but it would be practically impossible because of the computer storage required. The alternative adopted here is to replace the calculated displacement-time function at each point on the fault by dynamic dislocations with specific geometry in an infinite medium, and then to calculate the ground displacements at observation sites from the formulations given by Maruyama (1963) and Haskell (1969) . This procedure may be allowed when we investigate general features of the waveforms and frequency dependence of the spectrum without detailed analysis into the absolute amplitudes. To attenuate high-frequency noise involved in the source-time function, a three-points moving average at every 0.5 s has been applied to Cases FO, F1 and F2 before doing the above calculations, but not to other cases. Synthetic seismograms are calculated by convolving the ground displacements with the impulse response of the strong-motion seismograph of the JMA type (free period 6 s, damping constant 0.6, magnification l), and the amplitude spectra are obtained by Fourieranalysis of the seismograms, correcting for the seismograph response. Some examples of the results are described below.
Suppose the case of a vertical fault with dimensions of 20 x 20 km or 40 x 40 km, its upper r i m lying just below the ground surface. The initial shear stress is assumed to work left-laterally parallel to the fault. Location of an observation point relative to the fault is specified here by the epicentral distance A from the centre of the fault trace and the azimuth @ measured clockwise from the direction of the fault trace. Fig. 10 shows the horizontal displacements parallel to the fault plane and the corresponding synthetic seismograms at A = 20 km and @ = 90". Cases FO, F1 and F2 for three different rupture processes give appreciable difference in the waveform, particularly of the relatively short-period components involved. This feature is also obvious in the frequency domain, as shown in the amplitude spectra of S waves in Fig. 11 , indicating that the high-frequency asymptote up to 2 c/s appears to be proportional to a-' in Case F2 in contrast to a-* in Case FO. Since the highest frequency mentioned here corresponds to an S wavelength of 1.6 km, which is greater than three times the grid spacing, we think that the spectra below this frequency may be significant. A similar situation is also clear in Fig. 12 (a) and (b) for the synthetic seismograms of the two displacement components parallel and perpendicular to the fault in Case C, which would be observed in several different azimuths at A = 40 km. All these seismograms involve much of the high frequencies which predominate between 0.5-1 .O c/s.
Frequencies higher than 2 c/s come from noise in the numerical calculations. The amplitude spectra of S waves in these cases are given in Fig. 13 , which indicates that the frequency dependence depends on the azimuth with respect to the fault direction. The generation of high-frequency waves with dependence coming from strongly non-uniform frictional faults can best be observed in the component perpendicular to the fault (the X component) Rupture process on a three-dimensional fault
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A at = 0-30" and 180", and in the component parallel to the fault (the Y component) at r #~ = 90", since S waves are most effectively radiated into these directions. It is also found that the corner frequencies show some difference depending on the azimuth, and cannot be clearly identified in some cases. This suggests that the frictional faults now in consideration could contaminate and make obscure the corner frequency usually observed. We next attempt to examine to what extent complex features with short-period waves in the actual records observed in the near-field can be explained by the frictional faulting process just discussed. The uppermost two traces in Fig. 14, given as an example, are the horizontal components of the strong-motion records obtained at the Gifu station (A= 5 1 km, $ = 217") at the time of the central Gifu earthquake in Japan of 1969 September 9. The records at three other stations involve short-period waves similar to the above records. The fault parameters estimated for this earthquake are: fault dimensions 18 x 10 km, seismic moment 3.5 x 102'dyne cm, average dislocation 64 cm, rise time 1 s and rupture velocity 2.0-2.5 km/s for Model A (Mikumo 1973) . The second traces (DSL) in Fig. 14 shows the synthetic seismograms computed from these parameters by the dynamic dislocation theory, which indicate a general agreement in long-period components with the records. The synthetic seismograms calculated from three different frictional faults (Cases A, B and C) with the given fault size and geometry are shown in the next three traces. We notice that Case A gives the waveforms similar to those from the dislocation model while Case C for heavily non-uniform frictions produces short-period components overlapped on relatively long-period waves. Although the direct comparison with the records in the time domain is not so significant because static frictions on the fault are widely distributed in a purely stochastic way, the last traces may well account for the complex features of the observed records. The frequency characteristics of the three different synthetic seismograms are also demonstrated in the amplitude spectra of S waves as given in Fig. 15 . It is again ascertained that their frequency dependence changes from a-* to over the high-frequency range as we go from Case A to Case C.
It has been recognized before (Haskell 1964 ) that the radiation of seismic waves from coherently-propagating dislocation sources over the full length of the fault does not generate total energy and energy spectral density large enough to explain short-period energies experienced in actual observations. To overcome this difficulty , Haskell (1966) introduced a sufficiently small correlation length and correlation time into his statistical model instead of the total fault length and characteristic time. By developing his model, Aki (1967) showed that an exponential decay of the temporal autocorrelation function of dislocation velocity and acceleration leads to the displacement spectral density proportional to u-2 and u-3 at high frequencies. It has also been shown (Savage 1972 ) that the conventional dislocation source gives three linear segments of the far-field displacement spectrum, i.e. a ' , 0 -l and for low, intermediate and high-frequency ranges. This is also the case in Brune's (1970) model. The a-1 dependence at intermediate frequencies appears only in a limited range for a narrow fault surface in the former model, but in the latter it results from partial release of the effective stress due to premature arrest of slip movements. It is obvious that the above two statistical models as well as narrow dislocation sources do not give full explanation to the observations. Brune's (1970) model assumes a stress applied in a reverse sense shortly after the initial shear stress, but this seems unusual and does not have to be assumed in our present model.
In two-dimensional , unilaterally-propagating antiplane and bilateral in-plane shear cracks over the fault, having a few obstacles with high fracture strength, Das (1976) found that the high-frequency decay of the far-field spectra for both P and S waves is nearly proportional to 0 -l to in most other cases. She also claimed that the frequency dependence is seriously affected by the arrest mechanism of rupture such as gradual or abrupt stopping. Her results may be compared with our findings in the near-field spectra. In our three-dimensional, frictional fault model, the rupture stops rather abruptly at the fault edges but the stopping effects should be commonly included in all the cases now considered and are not large enough to alter the amplitudefrequency relations.
The most effective factors to generate high-frequency waves are stick-slip faulting and irregular rupture propagation due to non-uniform distribution of static frictions or the fracture strength over the fault surface.
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in and near the direction of rupture propagation but
Conclusions
We have investigated numerically the dynamical rupture process on a three-dimensional frictional fault, where static frictions or the fracture strengths are non-uniformly distributed, being subjected to a finite shear stress. The near-field seismic waves radiated from the fault have also been calculated. The main conclusions obtained are as follows:
(1) If the distributions of the static frictions are completely uniform or weakly nonuniform, the rupture propagates almost elliptically with a nearly P wave velocity in the direction parallel to the initial stress, and with a nearly S wave velocity in the direction perpendicular to it. The rise time of the displacement function is longer at the centre of the fault than around the fault edges. The final displacements and the remnant stresses are smoothly distributed over the fault.
(2) If static frictions are strongly non-uniform, including the location with unusually high strength, the displacement-time function takes episodically rising forms, suggesting stickslip-like phenomena. The rupture front shows irregular shapes and its propagation velocity appreciably decreases. In some extreme cases, there remain unruptured areas where high stress concentration takes place. Around these areas, the final slip vectors deviate considerably from the direction of the initial shear stress. (3) The near-field seismic waves radiated from the frictional faults tend to show complicated waveforms including high frequencies as the heterogeneity of the fracture strength increases. These could give an explanation for high-frequency waves observed in actual strong-motion records near the epicentral region. The amplitude spectra tend to indicate 0 -l frequency dependence in the direction favourable for efficient radiation of S waves, in the case of heavily non-uniform distribution of static frictions. The corner frequency could sometimes be contaminated.
