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Multivariate Robust Vector-Valued Range Value-at-Risk
Lu Cao
In a multivariate setting, the dependence between random variables has to be accounted for
modeling purposes. Various of multivariate risk measures have been developed, including
bivariate lower and upper orthant Value-at-Risk (VaR) and Tail Value-at-Risk (TVaR). The
robustness of their estimators has to be discussed with the help of sensitivity functions, since
risk measures are estimated from data.
In this thesis, several univariate risk measures and their multivariate extensions are pre-
sented. In particular, we are interested in developing the bivariate version of a robust risk
measure called Range Value-at-Risk (RVaR). Examples with diﬀerent copulas, such as the
Archimedean copula, are provided. Also, properties such as translation invariance, positive
homogeneity and monotonicity are examined. Consistent empirical estimators are also pre-
sented along with the simulation. Moreover, the sensitivity functions of the bivariate VaR,
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1. INTRODUCTION
Volatility and risks of ﬁnancial markets have recently increased signiﬁcantly with the glob-
alization of economy and ﬁnancial innovation. For companies, risk management is crucial
to their success. Entities are interested in risk measures in order to allocate capital and
maintain solvency.
Diﬀerent univariate risk measures have been proposed in the literature. Consider a random
loss variable X on a probability space (Ω,F ,P) with its cumulative distribution function
(cdf) FX . The term Value-at-Risk (VaR) found its way through the G-30 report published
in July 1993 see [14] for details. It is the loss in market value that can only be exceeded
with a probability of at most 1−α where α often takes value 0.95 or 0.99. However, Artzner
et al. (1999) show that VaR is not a coherent risk measure and it does not provide any
information about the tail of the distribution, suggesting two speciﬁc risk measures called Tail
Conditional Expectation (TCE) and Worst Conditional Expectation (WCE). TCE evaluates
the average value of VaR over all conﬁdence levels greater than α while WCE is the expected
loss under the condition that the set of worst events occurs. An alternative risk measure
called Conditional Value-at-Risk (CVaR) is used to optimize portfolios by Rockafellar and
Uryasev (2000). Another remedy for the deﬁciencies of VaR is Expected Shortfall (ES)
proposed by Acerbi and Tasche (2002). WCE is closely related to TCE, but in general
does not coincide with it. For discrete random variables, the WCE could be greater than
the TCE. WCE is only useful in a theoretical setting since it requires the knowledge of
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the whole underlying probability space while TCE is easy to compute but not coherent for
discrete random variables. ES and CVaR are two diﬀerent interpretations of the weighted
average between the VaR and losses exceeding VaR. ES is more precise than CVaR and
easier to compute, since it considers the eﬀect of jump points. Specially, ES is continuous
and monotonic with respect to the signiﬁcant level α. Although all these measures have been
widely studied, univariate risk measures are not enough for current ﬁnancial markets since
ﬁnancial risks are strongly interconnected and cannot only be managed individually or by
aggregation.
In reality, companies have to consider the dependence between risks so that they can get
the accurate capital allocation, and systemic and global risk evaluation. Systemic risk refers
to the risks imposed by interdependencies in a system. Univariate risk measures are un-
able to be used for heterogeneous classes of homogeneous risks. Therefore, multivariate risk
measures have been developed in the last decade. An extension of the Worst Conditional
Expectation (WCE) in Artzner et al. (1999) is called the Multivariate Worst Conditional
Expectation (MWCE), which is proposed by Jouini et al. (2004). In the same framework,
Bentahar (2006) introduces a quantile-based risk measure called vector-valued Tail Con-
ditional Expectation (TCE). Furthermore, Tahar and Lépinette (2012, 2014) propose the
Generalized Worst Conditional Expectation (GWCE).
Embrechts and Puccetti (2006), Nappo and Spizzichino (2009) and Prékopa (2012) use the
notion of quantile curves to deﬁne a multivariate risk measure called upper and lower orthant
VaR. Based on the same idea, Cossette et al. (2013) redeﬁne the upper and lower orthant VaR
and propose the upper and lower orthant TVaR in Cossette et al. (2015). At the same time,
Cousin and Di Bernardino (2013) develop a vectorized version of the upper and lower orthant
VaR. Moreover, multivariate extensions of CTE and CoVaR are developed in Cousin and
Di Bernardino (2014, 2015). CoVaR represents VaR for a ﬁnancial institution, conditional
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on the boundary of the α-level set, and measures a ﬁnancial institution's contribution to the
system's risk. A drawback of multivariate VaR is that it represents the boundary of the α-
level set and no information above is provided, similarly to the univariate VaR. Furthermore,
relationships holding for univariate risk measures can be totally diﬀerent in a multivariate
setting. Thus, in this thesis, we will compare and summarize the relationships between these
multivariate risk measures.
Most risk measures are deﬁned as functions of the loss distribution which should be esti-
mated from data in applications. Cont et al. (2010) deﬁne risk measurement procedure
and analyze the robustness of diﬀerent risk measures. They point out the conﬂict between
the subadditivity and robustness and propose a robust risk measure called weighted VaR
(WVaR). Bignozzi and Tsanakas (2016) also suggest to use the truncated version of TVaR
(or Range-Value-at-Risk (RVaR)) which is same as WVaR when the mean of the loss distri-
bution is inﬁnite. We will develop the multivariate RVaR in this thesis, in order to provide
a new robust multivariate risk measure.
2. UNIVARIATE RISK MEASURES
2.1 Preliminaries
A risk measure ρ(X) for a univariate risk X corresponds to the required assets that have
to be maintained such that the ﬁnancial position ρ(X) − X is acceptable for regulators.
Since there are several ways to deﬁne risk measures, an appropriate choice becomes crucial
for both regulators and entrepreneurs. Properties of coherent risk measures proposed by
Artzner et al. (1999) can be signiﬁcant criteria.
Deﬁnition 2.1.1. For random variables X and Y , a risk measure ρ is a coherent risk
measure if it satisﬁes the following four axioms,
1. (Translation invariance) For all c ∈ R, ρ(X + c) = ρ(X) + c.
2. (Positive homogeneity) If c ≥ 0, then ρ(cX) = cρ(X).
3. (Monotonicity) For X ≤ Y , then ρ(X) ≤ ρ(Y ).
4. (Subadditivity) ρ(X + Y ) ≤ ρ(X) + ρ(Y ).
The interpretations of these axioms have been well documented in the literature (see, e.g.,
[2] for details). Translation invariance indicates that the addition of a certain amount of
losses increases the risk measure by the same amount. Positive homogeneity indicates that
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the risk measure is proportional to the size of risk. For example, if we measure the losses in
diﬀerent currency units, the results will follow the same scale. Monotonicity indicates that
the portfolio which always has higher losses should have a higher risk measure. Subadditivity
indicates that the risk can be diversiﬁed by combining portfolios. Risk measures satisfying
all these axioms are more reasonable and acceptable.
Moreover, since risk measures are estimated from historical data in practice, the robustness
of their estimators is a relevant question. Robust statistics can be deﬁned as statistics that
are not unduly aﬀected by outliers. To clarify this deﬁnition, consider a sample generated
from a log-normal distribution which is heavy-tailed. The occurrence of huge losses will
signiﬁcantly shift up the sample average. Using sample average as the estimator of mean
would lead to large mean squared error (MSE). Therefore, it is not a robust statistic.
Now, consider a continuous random variable X with cdf F ∈ D where D is the convex set
of cdfs. Notice that a risk measure is distribution-based if ρ(X1) = ρ(X2) when FX1 = FX2 .
Hence, we use ρ(F ) , ρ(X) to represent the distribution-based risk measures. To quantify
the sensitivity of a risk measure to the change in the distribution, the sensitivity function is
used in this thesis. This method is used in Cont et al. (2010) and can be explained as the
one-sided directional derivative of the eﬀective risk measure at F in the direction δz.
Deﬁnition 2.1.2. Consider ρ, a distribution-based risk measure of a continuous random
variable X with distribution function F ∈ D. For ε ∈ [0, 1), set Fε = εδz + (1 − ε)F such
that Fε ∈ D. δz ∈ D is the probability measure which gives mass 1 to {z}. The distribution
Fε is diﬀerentiable at any x 6= z and has a jump point at the point x = z. The sensitivity
function is deﬁned by





for any z ∈ R such that the limit exist.
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Furthermore, for a robust statistic, the value of sensitivity function will not go to inﬁnity
when z becomes arbitrarily large. In other word, the bounded sensitivity function makes
sure that the risk measure will not blow up when a small change happens.
2.2 Deﬁnitions and Properties
Value-at-Risk (VaR) introduced in the G-30 report published in July 1993 provides the lower
bound which covers the 100α% of the possible losses. In other words, it gives us the probable
maximum loss under a given signiﬁcance level.
Deﬁnition 2.2.1. For a random variable X with cumulative distribution function (cdf) FX ,
the Value-at-Risk at signiﬁcance level α ∈ (0, 1) is given by
V aRα(X) = inf {x ∈ R : FX(x) ≥ α}.
Note that for a continuous random variable X with strictly increasing cdf, V aRα(X) =
F−1X (α), is also called the α-quantile, where F
−1
X is the inverse function of cdf.
It is well known that VaR is not a coherent risk measure since it is not subadditive. More-
over, VaR fails to give any information beyond the level α. Therefore, risk measures which
quantify the magnitude of loss of the worst 100(1 − α)% cases are developed, such as the
Tail Conditional Expectation (TCE), the Worst Conditional Expectation (WCE), the Con-
ditional Value-at-Risk (CVaR) and the Expected Shortfall (ES).
Deﬁnition 2.2.2. For a random variable X on a probability space (Ω,F ,P) with cdf FX and
V aRα(X) deﬁned in Deﬁnition 2.2.1, the Tail Conditional Expectation at signiﬁcance level
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α ∈ [0, 1] is given by
TCEα(X) = E [X|X ≥ V aRα(X)] .
If X is a continuous random variable, TCEα(X) could be wrote into the following form,






TCE proposed by Artzner et al. (1999) measures the average loss given that the loss is no
less than the 100α% of all possible cases. However, like VaR, it is not coherent since the
subadditivity can only be satisﬁed when the random variable is continuous. To ﬁgure out
this problem, the Worst Conditional Expectation is proposed in the same article.
Deﬁnition 2.2.3. For a random variable X on a probability space (Ω,F ,P) with cdf FX ,
the Worst Conditional Expectation at signiﬁcance level α ∈ [0, 1] is deﬁned by
WCEα(X) = sup {E[X|A]|P (A) ≥ 1− α,A ∈ F}.
WCE is the maximum expected loss of at least 100(1 − α)% cases. Hence, it depends not
only on the distribution of X but also on the structure of the underlying probability space.
Thus, it seems hopeless to compute the value of it in practice, when the probability space
is inﬁnite. Therefore, to ﬁnd a coherent risk measure which is computable, Rockafellar and
Uryasev (2000) propose the CVaR.
Deﬁnition 2.2.4. For a random variable X on a probability space (Ω,F ,P) with cdf FX ,
the Conditional Value-at-Risk at signiﬁcance level α ∈ [0, 1) is deﬁned by




1− α : a ∈ R
}
.
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Note the number a is selected to minimize the value of CVaR. CVaR is deﬁned without VaR
and it is subadditive, which makes this measure used to optimize portfolios. In addition, ES
is proposed by Acerbi and Tasche (2002), making some modiﬁcations on the deﬁnition of
TCE such that ES is subadditive when the distribution is discrete.
Deﬁnition 2.2.5. For a random variable X on a probability space (Ω,F ,P) with cdf FX and






E[X1{X≥V aRα(X)}] + V aRα(X)[1− α− P (X ≥ V aRα(X))]
}
.
Acerbi and Tasche (2002) show that the ES is a coherent risk measure (see, e.g., [1] for
details) and discuss the relationships between the TCE, WCE, CVaR and ES, considering
that all of these risk measures are used to evaluate the same thing i.e. the expected losses
of the worst 100(1 − α)% cases. The diﬀerences in deﬁnitions lead to the diﬀerences in the
numerical results (see, section 2.4 for details) and properties.
Proposition 2.2.1. For a discrete random variable X, WCEα(X), TCEα(X), CV aRα(X)
and ESα(X) have the following relationships,
TCEα(X) ≤ WCEα(X) ≤ ESα(X) ≤ CV aRα(X).
Proposition 2.2.2. For a continuous random variable X,WCEα(X), TCEα(X), CV aRα(X)
and ESα(X) have the following relationships,
TCEα(X) = WCEα(X) = ESα(X) = CV aRα(X).
Note that Proposition 2.2.1 and Proposition 2.2.2 are proved by Acerbi and Tasche (2002)
(see, e.g., [1] for details).
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In next section, we will discuss the robustness of the risk measures presented so far.
2.3 Robustness
Proposition 2.3.1. For a continuous random variable X with cdf F , the sensitivity function





, z < V aRα(X)
α
f(V aRα(F ))
, z > V aRα(X)
0, z = V aRα(X)
which is a bounded function. Thus, VaR is a robust risk measure.
Note, V aRα(F ) , V aRα(X) since VaR is a distribution-based risk measure. The way to
prove the Proposition 2.3.1 is presented by Cont et al. (2010). The basic idea is to measure
the eﬀect of the small change at a point on the risk measures using the sensitivity function.
A bounded sensitivity function can be obtained for the robust risk measure.
Proof. Fix z ∈ R and set Fε = εδz + (1 − ε)F such that F0 ≡ F , where F ∈ D and
the direction of change δz ∈ D. The distribution Fε is diﬀerentiable at any x 6= z with
F
′
ε(x) = (1− ε)f(x) > 0 and has a jump (of size ε ∈ [0, 1)) at the point x = z. Hence,















, α ≥ (1− ε)F (z) + ε
z, otherwise.
Thus, the sensitivity function of V aRα(X) can be evaluated by
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S(z) = lim
ε→0+













, z < V aRα(X)
α
f(V aRα(F ))
, z > V aRα(X)
0, z = V aRα(X).
Note that the sensitivity function of V aRα(X) is bounded by two horizontal lines and has
a jump point at z = V aRα(X). Consider a dataset with V aRα(X). Then, adding a value
smaller than V aRα(X) would decrease V aRα(X) and vice versa.
Proposition 2.3.2. For a continuous random variable X, let ρ(X) = TCEα(X) = WCEα(X) =
CV aRα(X) = ESα(X). Then, the sensitivity function of ρ(X) is given by
S(z) =
 V aRα(X)− ρ(X), z < V aRα(X)z−αV aRα(X)
1−α − ρ(X), z ≥ V aRα(X).
Note, TCEα(X), WCEα(X), CV aRα(X) and ESα(X) have unbounded sensitivity func-
tions, which means they are not robust.
Proof. Let ρ(X) = TCEα(X) = WCEα(X) = ESα(X) = CV aRα(X), then the sensitivity
function of ρ(X) is given by















































































, F (z) ≥ α
=
 V aRα(X)− ρ(X), z < V aRα(X)z−αV aRα(X)
1−α − ρ(X), z ≥ V aRα(X).
Note that the sensitivity function of ρ(X) is a linear function of z. When the jump happens
on the right tail of the distribution, it goes to inﬁnity. Therefore, TCEα(X), WCEα(X),
ESα(X) and CV aRα(X) are not robust.
Since risk measures providing information on tails of distribution are not robust, Cont et al.
(2010) present the Range Value-at-Risk.
Deﬁnition 2.3.1. For a continuous random variable X with cdf FX , the univariate Range
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Value-at-Risk at level range [α1, α2] ⊆ [0, 1] is deﬁned by






Note that RV aRα1,α2(X) is not a coherent risk measure since it does not satisfy the subad-











V aRα2(X)du = V aRα2(X).
Moreover, the robustness of RVaR can be proved in the same way as the one we used before.
Proposition 2.3.3. For a continuous random variable X with cdf F , RVaR is not sensitive




(1−α1)V aRα1 (X)−(1−α2)V aRα2 (X)
α2−α1 −RV aRα1,α2(X), z < V aRα1(X)
z−α1V aRα1 (X)−(1−α2)V aRα2 (X)
α2−α1 −RV aRα1,α2(X), V aRα1(X) ≤ z ≤ V aRα2(X)
α2V aRα2 (X)−α1V aRα1 (X)
α2−α1 −RV aRα1,α2(X), z > V aRα2(X)
which means RVaR is a robust risk measure.
Proof. The sensitivity function of RV aRα1,α2(X) can be obtained as follows.





























































































du, F (z) > α2
=

(1−α1)V aRα1 (X)−(1−α2)V aRα2 (X)
α2−α1 −RV aRα1,α2(X), z < V aRα1(X)
z−α1V aRα1 (X)−(1−α2)V aRα2 (X)
α2−α1 −RV aRα1,α2(X), V aRα1(X) ≤ z ≤ V aRα2(X)
α2V aRα2 (X)−α1V aRα1 (X)
α2−α1 −RV aRα1,α2(X), z > V aRα2(X).
This result shows that the sensitivity function of RV aRα1,α2(X) is linear in z over the interval
[V aRα1(X), V aRα2(X)] and constant over other intervals. It is bounded, which means RVaR
is a robust risk measure.
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2.4 Numerical Examples
In this section, the examples for discrete and continuous random variables are presented,
respectively. The results illustrate relationships between the risk measures we discussed in
the previous sections.
Example 2.4.1. Let X, which is the loss of a policy, be a discrete random variable with the
probability distribution as list in the following Table.
Tab. 2.1: Probability distribution of the discrete variable X






P (X = xi) 20% 30% 10% 30% 10%





can make sure that 80% of losses can be covered. Then,
TCE0.8(X) = E[X|X ≥ V aR0.8] =
3
2






can be evaluated based on the value of V aR0.8(X).
WCE0.8(X) can be calculated by maximizing the expectation of the events set which happens
with probability larger than 0.2. Therefore, the events set A = {ω3, ω5} will be selected after
comparing the results of diﬀerent combinations. Then,
WCE0.8(X) =
1 ∗ 0.1 + 3 ∗ 0.1
0.1 + 0.1
= 2.
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1−α : a ∈ R
}



























∗ 0.3 + 3 ∗ 0.1 + 3
2
∗ (1− 0.8− 0.4)
}
= 2.25.
The results show that TCEα(X) ≤ WCEα(X) ≤ ESα(X) ≤ CV aRα(X), which coincides
with the Proposition 2.2.1.
Example 2.4.2. Consider a continuous random variable X with cdf F (x).







Furthermore, let A = {X ≥ V aRα(X)} such thatWCEα(X) can be maximized. Then,
WCEα(X) = sup {E[X|A]|P (A) ≥ 1− α,A ∈ F}
= E[X|X ≥ V aRα(X)] = TCEα(X).
Moreover, when a = V aRα(X),
CV aRα(X) = a+
E[X − a]+
1− α
= V aRα(X) +
E[X − V aRα(X)]+
1− α
= V aRα(X) +
∫∞
V aRα(X)







V aRu(X)du = TCEα(X).




















V aRu(X)du = TCEα(X).
In conclusion, for a continuous random variable, TCEα(X) = WCEα(X) = ESα(X) =
CV aRα(X). Let Y ∼ N(µ, σ2) such thatX = eY is a log-normal distributed random variable.
Then the cumulative distribution function of X is given by





⇒ V aRα(X) = eσΦ−1(α)+µ,
where Φ refers to the standard normal distribution.























σ − Φ−1(α))] .
The result is obtained by using a change of variable of the form a = Φ−1(u).
In the next example, simulation results are obtained to show the robustness of risk mea-
sures.
Example 2.4.3. To estimate risk measures mentioned in the Example 2.4.2, we generate
two data sets with sample size n = 100 from a log-normal distribution with the same mean
E(X) = 100 and coeﬃcients of variation CV (X) =
√
V ar(X)/E(X) taking values 1 and 2,
respectively. Then the parameters (µ, σ) for each groups are (4.2586, 0.8326) and (3.8005,
1.2686).
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Let X(1), X(2), ..., X([nα]), X([nα]+1), ..., X(n) denote the data in the sample arranged in increas-
ing order. Then, for n large enough, the empirical estimator of V aRα(X) will be the statis-
tics X([nα]+1). The empirical estimator of ρ(X) = TCEα(X) = WCEα(X) = ESα(X) =



























)− Φ (σ − Φ−1(α2))] ,
where Φ refers to the standard normal cumulative distribution function.
The empirical estimator of RV aRα1,α2(X) is deﬁned by
R̂V aRα1,α2(X) =
X([nα1]+1) + ...+X([nα2]+1)
[nα2]− [nα1] + 1 .
The simulation results are presented in the Table 2.2, with α2 = 0.99.
Tab. 2.2: R̂V aRα1,α2(X) and ρ̂(X)
RV aRα1,α2(X) R̂V aRα1,α2(X) ρ(X) ρ̂(X)
CV 1 2 1 2 1 2 1 2
α1 = 0.90 287.91 388.61 242.03 314.68 326.75 494.83 269.87 396.46
α1 = 0.95 351.77 520.70 301.45 498.97 416.66 706.73 331.65 592.96
The dependence of these risk measures on diﬀerent signiﬁcance levels is observed, risk mea-
sures are increasing with α1. Furthermore, Table 2.2 shows that RV aRα1,α2(X) is more
robust than TCEα(X), WCEα(X), ESα(X) and CV aRα(X) since large variance has a
smaller impact on this statistic.
3. MULTIVARIATE RISK MEASURES
We have reviewed several popular univariate risk measures and examined their properties
and robustness. Before discussing properties and robustness of some established multivariate
risk measures, we review copulas which are frequently used to model dependent random
variables.
3.1 Copulas
Deﬁnition 3.1.1. Let X = {X1, X2, . . . , Xd} be a random vector with cdf F . Set Ui =
Fi(xi) ∼ U [0, 1], i = 1, . . . , d. Then, the copula C : [0, 1]d → [0, 1] of F is given by
C(u1, . . . , ud) = P (U1 ≤ u1, . . . , Ud ≤ ud), ui ∈ [0, 1], i = 1, . . . , n.
This deﬁnition is proposed by Nelsen (1999). Moreover, for a random vector (U1, . . . , Ud)
with cdf C, P (a1 ≤ U1 ≤ b1, . . . , ad ≤ Ud ≤ bd) is non-negative. Furthermore, Sklar's theo-
rem (see Sklar (1959)) states that any multivariate cumulative distibution function can be
expressed in terms of its marginal distributions and a copula.
Theorem 3.1.1. (Sklar's Theorem) Let F be a d-dimensional distribution function with
marginal distributions F1, . . . , Fd, then there exists a copula C such that
F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)).
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Note, if F1, . . . , Fd are continuous, then C is unique.
In this thesis we mainly discuss bivariate risk measures. Consider X1 and X2 with marginal
cdf's F1 and F2, respectively. Then, we have
F (x1, x2) = C(F1(x1), F2(x2)).
For what follows, the survival copula is deﬁned by
C(u1, u2) = P (U1 > u1, U2 > u2)
= 1− P (U1 ≤ u1)− P (U2 ≤ u2) + P (U1 ≤ u1, U2 ≤ u2)
= 1− u1 − u2 + C(u1, u2), (u1, u2) ∈ [0, 1]2.
Finally, we will evaluate the empirical estimators of bivariate risk measures in Chapter 4








where Fn,i represents the empirical cdf of Xi = {X1i, . . . , Xni}, i = 1, 2. Well known copulas
and families of copulas are deﬁned as follow.
Fréchet Family
First, we consider a pair of independent random variables. If X1 is independent of X2,
then
F (x1, x2) = F1(x1)F2(x2), (x1, x2) ∈ R2,
or
Π(u1, u2) = u1u2, (u1, u2) ∈ [0, 1]2.
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Also, one has the upper and lower Fréchet-Hoeﬀding bounds proposed in Fréchet (1951) and
Hoeﬀding (1940), respectively
M(u1, u2) = min(u1, u2), W (u1, u2) = max(0, u1 + u2 − 1),
for (u1, u2) ∈ [0, 1]2.
Theorem 3.1.2. For an arbitrary bivariate copula C : [0, 1]2 → [0, 1] and any (u1, u2) ∈
[0, 1]2,
W (u1, u2) ≤ C(u1, u2) ≤M(u1, u2).
Note M(u1, u2) indicates that random variables are comonotonic (perfect positive depen-
dence) whereas W (u1, u2) indicates that random variables are countermonotonic (perfect
negative dependence).
Archimedean Family
The Archimedean Family introduced by Nelsen (2006) is of the form
C(u1, u2; θ) = ψ
−1(ψ(u1; θ) + ψ(u2; θ); θ), (u1, u2) ∈ [0, 1]2, θ ∈ Θ,
where ψ is the generator function and satisﬁes following properties,
(1) ψ(0) =∞ and ψ(1) = 0,
(2) ψ′(t) < 0,
(3) ψ′′(t) > 0.
Moreover, the parameter θ dictates the dependence between the random variables. Below
are presented some Archimedean copulas, most of which will be used throughout this the-
sis.
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(1) Gumbel Copula
For θ ∈ [1,∞), the Gumbel copula is given by
C(u1, u2; θ) = e
−{[− ln(u1)]θ+[− ln(u2)]θ} 1θ ,
with the generator ψ(t; θ) = (− ln (t))θ and the inverse generator ψ−1(t; θ) = e−t
1
θ . Specially,
for θ = 1, we have
C(u1, u2) = e
−{[− ln(u1)]+[− ln(u2)]} = u1u2 = Π(u1, u2),
is the independent copula.
(2) Frank Copula
For θ ∈ (−∞, 0) ∪ (0,∞), the Frank copula is deﬁned by
C(u1, u2; θ) = −1
θ
ln [1 +
(e−θu1 − 1)(e−θu2 − 1)
e−θ − 1 ],
with the generator ψ(t; θ) = − ln( e−θt−1
e−θ−1 ) and the inverse generator ψ
−1(t; θ) = −1
θ
ln [1 + e−t(e−θ − 1)].
(2) Clayton Copula
For θ ∈ [−1, 0) ∪ (0,∞), we have the Clayton copula deﬁned by







with the generator ψ(t; θ) = 1
θ
(t−θ − 1) and the inverse generator ψ−1(t; θ) = (1 + θt)− 1θ .
Note, Π(u1, u2) is obtained if θ = 0. Moreover, W (u1, u2) and M(u1, u2) are attained by
setting θ = −1 and θ →∞, respectively.
Figure 3.1 and Figure 3.2 show the dependence structure of variables with Gumbel, Frank
and Clayton copulas, respectively. Frank copula is relatively symmetric, whereas Gumbel
and Clayton copulas have stronger dependence in the right and left tails, respectively.
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Fig. 3.1: Gumbel and Frank Copulas with dependent parameters θ = 2 and θ = 5
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Fig. 3.2: Clayton Copula with dependent parameters θ = 2
3.2 Bivariate VaR and TVaR
First, let us introduce the bivariate orthant based VaR proposed by Embrechts and Puccetti
(2006).
Deﬁnition 3.2.1. Let X = (X1, X2) be a random vector with joint cdf FX and joint suvivial
function (sf) F¯X. At signiﬁcance level α ∈ [0, 1], the bivariate lower orthant VaR is deﬁned
by
V aRα(X) = ∂{x ∈ R2 : FX(x) ≥ α}, (eq. 3.1)
and bivariate upper orthant VaR is deﬁned by
V aRα(X) = ∂{x ∈ R2 : F¯X(x) ≤ 1− α}. (eq. 3.2)
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Note, in a bivariate setting, the relationship between the cumulative distribution function
and the survival function, namely F (x) = 1− F¯ (x), does not hold. For this reason, bivariate
VaR need to be deﬁned as the lower and upper orthant VaR separately using either the cdf
or sf. In addition, ∂ denotes the boundary of the set. To study the behavior of bivariate
orthant based VaR and get the bivariate extension of TVaR, Cossette et al. (2013, 2015)
rewrite Eq. 3.1 and Eq. 3.2.
Deﬁnition 3.2.2. Let X = (X1, X2) be a random vector with joint cdf FX and joint sf F¯X.
At signiﬁcance level α ∈ [0, 1], the bivariate lower orthant VaR is deﬁned by
V aRα(X) = {(x1, V aRα,x1(X)), x1 ≥ V aRα(X1)},
or
V aRα(X) = {(V aRα,x2(X), x2), x2 ≥ V aRα(X2)},
and the bivariate upper orthant VaR is deﬁned by
V aRα(X) = {(x1, V aRα,x1(X)), x1 ≤ V aRα(X1)},
or
V aRα(X) = {(V aRα,x2(X), x2), x2 ≤ V aRα(X2)}.
For i, j = 1, 2 (i 6= j),
V aRα,xi(X) = V aR αFXi (xi)
(Xj|Xi ≤ xi) , xi ≥ V aRα(Xi)
and
V aRα,xi(X) = V aRα−FXi (xi)
1−FXi (xi)
(Xj|Xi ≥ xi) , xi ≤ V aRα(Xi).
Example 3.2.1. Consider the random vector (X1, X2) with joint cdf is deﬁned with a Gumbel
copula with dependent parameter θ = 1.5 and marginals X1 ∼ Weibull (2, 50) and X2 ∼
3. Multivariate Risk Measures 25
Weibull (2, 150). Then, we get V aR0.95,x1(X) on Figure 3.3 and V aR0.99,x1(X) on Figure
3.4. Let ux1 (respectively ux2) and lx1 (respectively lx2) denote the essential upper and lower
support of X1 (respectively X2). Note,
V aR0.95,x1(X) ⊂ [V aR0.95(X1), ux1 ]× [V aR0.95(X2), ux2 ],
and
V aR0.99,x1(X) ⊂ [lx1 , V aR0.99(X1)]× [lx2 , V aR0.99(X2)].
Also, Figure 3.3 and Figure 3.4 show the convexity of the curve which has been studied in
Cossette et al. (2013).
Fig. 3.3: Lower orthant VaR at level 0.95
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Fig. 3.4: Upper orthant VaR at level 0.99
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Proposition 3.2.1. Let X = (X1, X2) be a continuous random vector. Let φ1 and φ2 be real
functions deﬁned on the supports of X1 and X2, respectively.
1. (Translation invariance) For all c = (c1, c2) ∈ R2 and i, j = 1, 2, i 6= j, then
V aRα,xj+cj(X+ c) = V aRα,xj(X) + ci,
V aRα,xj+cj(X+ c) = V aRα,xj(X) + ci.
2. (Positive homogeneity) For all c = (c1, c2) ∈ R2+ and i, j = 1, 2, i 6= j, then
V aRα,cjxj(cX) = ciV aRα,xj(X), V aRα,cjxj(cX) = ciV aRα,xj(X).
3. (Negative transformations) For all c = (c1, c2) ∈ R2− and i, j = 1, 2, i 6= j, then
V aRα,cjxj(cX) = ciV aR1−α,xj(X), V aRα,cjxj(cX) = ciV aR1−α,xj(X).
In general,
(1) For increasing functions φ1 and φ2, i, j = 1, 2, i 6= j,
V aRα,φj(xj)(φ(X)) = φi(V aRα,xj(X)),
V aRα,φj(xj)(φ(X)) = φi(V aRα,xj(X)).
(2) For decreasing functions φ1 and φ2, i, j = 1, 2, i 6= j,
V aRα,φj(xj)(φ(X)) = φi(V aR1−α,xj(X)),
V aRα,φj(xj)(φ(X)) = φi(V aR1−α,xj(X)).
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4. (Monotonicity) Let X = (X1, X2) and X
′ = (X ′1, X
′
2) be two pairs of risks with joint
cdf 's FX and FX′ respectively. X is said to be more concordant than X
′, denoted
X ≺co X′, if FX(x) ≤ FX′(x) for all x ∈ R2. Then,
V aRα(X
′) ≺ V aRα(X), V aRα(X) ≺ V aRα(X′).
Proof. The proof of Proposition 3.2.1 is presented in Cossette et al. (2013).
Deﬁnition 3.2.3. Let X = (X1, X2) be a random vector with joint cdf FX and joint suvivial






, xi ≥ V aRα(Xi), i = 1, 2
}
,
and bivariate upper orthant TVaR is given by




, xi ≤ V aRα(Xi), i = 1, 2}.
Note that for i, j = 1, 2 (i 6= j),















Example 3.2.2. Consider the same random vector deﬁned in Example 3.2.1 with signiﬁ-
cance level α = 0.99. TV aR0.99,x1(X) (respectively TV aR0.99,x1(X)) is obtained based on the
Deﬁnition 3.2.3. For comparison, we also plot V aR0.99,x1(X) (respectively V aR0.99,x1(X)) on
3. Multivariate Risk Measures 29
Figure 3.5 and Figure 3.6. Note that TV aR0.99,x1(X) (respectively TV aR0.99,x1(X)) goes to
TV aR0.99(X2) when X1 approaches to ux1 (respectively lx1). These results are obtained using
the numerical integration tools in Matlab.
Fig. 3.5: Lower orthant VaR and TVaR at level 0.99
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Fig. 3.6: Upper orthant VaR and TVaR at level 0.99
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Proposition 3.2.2. Let X = (X1, X2) be a continuous random vector.
1. (Translation invariance) For all c = (c1, c2) ∈ R2 and i, j = 1, 2, i 6= j, then
TV aRα,xj+cj(X+ c) = TV aRα,xj(X) + ci,
TV aRα,xj+cj(X+ c) = TV aRα,xj(X) + ci.
2. (Positive homogeneity) For all c = (c1, c2) ∈ R2+ and i, j = 1, 2, i 6= j, then
TV aRα,cjxj(cX) = ciTV aRα,xj(X), TV aRα,cjxj(cX) = ciTV aRα,xj(X).
3. (Monotonicity) Let X = (X1, X2) and X
′ = (X ′1, X
′
2) be two pairs of risks with joint
cdf FX and FX′ respectively. If X ≺co X′, then
TV aRα(X
′) ≺ TV aRα(X), TV aRα(X) ≺ TV aRα(X′).
Proof. The proof of Proposition 3.2.2 can be found in Cossette et al. (2015).
Jouini et al. (2004), Bentahar (2006) and Tahar and Lépinette (2012, 2014) extend the
multivariate WCE and TCE. Furthermore, Cousin and Di Bernardino (2013, 2014, 2015)
propose a series of multivariate risk measures developed from a diﬀerent aspect.
Deﬁnition 3.2.4. Let X = (X1, X2) denote a bivariate random vector on the probability




x ∈ R2 : E[x−X|A]  0, ∀A ∈ F such that P (A) ≥ 1− α} .
Deﬁnition 3.2.5. Let X = (X1, X2) denote a bivariate random vector on the probability
space (Ω,F ,P). For α ∈ [0, 1], the vector-valued Tail Conditional Expectation at level α is
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deﬁned by
TCEα(X) = {x ∈ R2 : E[x−X|X ∈ A]  0, ∀A ∈ Qα(X)},
where Qα(X) = {A ⊆ R2 : P (X ∈ A) ≥ 1− α}.
Note that the vector-valued WCEα(X) and TCEα(X) are the natural extension of their
real-valued versions. Therefore, they share similar properties.
Deﬁnition 3.2.6. Let X = (X1, X2) denote a bivariate random vector on the probability






where random variables X˜ on (Ω˜, F˜ , P˜) having the same distribution as X.
Proposition 3.2.3. Let X = (X1, X2) denote a bivariate random vector on the probability
space (Ω,F ,P) having a continuous probability density. Then
WCEα(X) = TCEα(X) = GWCEα(X).
The proof of this Proposition is presented in [4].
Deﬁnition 3.2.7. Let X = (X1, X2) denote a bivariate random vector on the probability
space (Ω,F ,P) with joint cdf FX and joint sf F¯X. The multivariate lower-orthant V aR∗ at
level α ∈ [0, 1] is deﬁned by
V aR∗α(X) = E[X|FX(X) = α],
and the multivariate upper-orthant V aR∗ is deﬁned by
V aR
∗
α(X) = E[X|F¯X(X) = 1− α].
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Deﬁnition 3.2.8. Let X = (X1, X2) denote a bivariate random vector on the probability
space (Ω,F ,P) with joint cdf FX and joint sf F¯X. The multivariate lower-orthant Conditional
Tail Expectation at level α ∈ [0, 1] is deﬁned by
CTEα(X) = E[X|FX(X) ≥ α],
and the multivariate upper-orthant Conditional Tail Expectation is deﬁned by
CTEα(X) = E[X|F¯X(X) ≤ 1− α].
Deﬁnition 3.2.9. Let X = (X1, X2) denote a bivariate random vector on the probability
space (Ω,F ,P) with joint cdf FX and joint sf F¯X. For a signiﬁcant level α ∈ [0, 1], the
multivariate lower-orthant CoVaR is deﬁned by
CoV aRα,ω(X) = V aRω(X|FX(X) = α),
and the multivariate upper-orthant CoVaR is deﬁned by
CoV aRα,ω(X) = V aRω(X|F¯X(X) = 1− α),
where ω = {ω1, ω2} is the signiﬁcance level vector of marginal risk with ωi ∈ [0, 1].
Note that similar properties mentioned in the Proposition 3.2.1 also hold for the multivariate
upper and lower orthant VaR, CTE and CoVaR (see, e.g., [9], [10], [11] for details).
3.3 Bivariate Lower Orthant RVaR
In the following part of this chapter, we will propose a new multivariate risk measure called
bivariate lower and upper orthant RVaR based on the results in Cossette et al. (2013, 2015).
Its properties, such as translation invariance, positive homogeneity and monotonicity, will
be discussed.
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Deﬁnition 3.3.1. Consider a continuous random vector X = (X1, X2) on the probability
space (Ω,F ,P). Bivariate lower orthant RVaR at level range [α1, α2] ⊆ [0, 1] is given by
RV aRα1,α2(X) = ((x1, RV aRα1,α2,x1(X)), (RV aRα1,α2,x2(X), x2)),
where
RV aRα1,α2,xi(X) = E[Xj|V aRα1,xi(X) ≤ Xj ≤ V aRα2(Xj), Xi ≤ xi],
for
V aRα1,V aRα2 (Xj)(X) ≤ xi ≤ V aRα2(Xi), i, j = 1, 2(i 6= j).
This deﬁnition is based on the univariate RVaR and bivariate lower orthant VaR. As we
can see, RV aRα1,α2(X) is the expectation of a random variable X given that it belongs to
the interval [V aRα1(X), V aRα2(X)]. Hence, we start from bounding the X in the rectangle
area
[V aRα1(Xi), V aRα2(Xi)]× [V aRα1(Xj), V aRα2(Xj)].
Considering the eﬀect of the random variable Xi on Xj, V aRα1,xi(X) and V aRα2,xi(X) are
applied. However, only V aRα1,xi(X) could lie in the above area, which has been shown in
Example 3.2.1. Therefore, we require V aRα1,xi(X) ≤ Xj ≤ V aRα2(Xj) to make sure that the
lower bound at level α1 can be achieved and the upper bound at level α2 will not be exceeded.
The next result shows that RV aRα1,α2,xi(X) has a similar expression as TV aRα,xi(X) which
can be expressed as the integration of V aRα,xi(X).
Proposition 3.3.1. For a continuous random vector X = (X1, X2) with joint cdf F (x1, x2)
and marginal cdf 's FX1(x1) and FX2(x2), RV aRα1,α2,xi(X) can be restated as
RV aRα1,α2,xi(X) =
1
F (xi, V aRα2(Xj))− α1
∫ F (xi,V aRα2 (Xj))
α1
V aRu,xi(X)du,
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for
V aRα1,V aRα2 (Xj)(X) ≤ xi ≤ V aRα2(Xi), i, j = 1, 2(i 6= j).
Proof.
RV aRα1,α2,xi(X) = E[Xj|V aRα1,xi(X) ≤ Xj ≤ V aRα2(Xj), Xi ≤ xi]
=










F (xi, V aRα2(Xj))− α1





V aRα,xi(X) = V aR αFXi (xi)
(Xj|Xi ≤ xi).
Then, using u = FXi(xj) = P (Xj ≤ xj|Xi ≤ xi),
RV aRα1,α2,xi(X) =
FXi(xi)
F (xi, V aRα2(Xj))− α1





F (xi, V aRα2(Xj))− α1








F (xi, V aRα2(Xj))− α1





F (xi, V aRα2(Xj))− α1
∫ F (xi,V aRα2 (Xj))
α1
V aRu,xi(X)du.
Example 3.3.1. Consider the random vector X = (X1, X2) deﬁned in Example 3.2.1. Let
the conﬁdence level range be α1 = 0.95 and α2 = 0.99. Then, we get bivariate lower orthant
RVaR in Figure 3.7 and Figure 3.8. For comparison, we plot V aR0.95,xi(X) on the same
graph.
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Fig. 3.7: Lower orthant VaR at level 0.95 and RVaR at level range [0.95, 0.99] for ﬁxed values of X1
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Fig. 3.8: Lower orthant VaR at level 0.95 and RVaR at level range [0.95, 0.99] for ﬁxed values of X2
The shape of the lower orthant RVaR curve is shown in Figure 3.7 and Figure 3.8. One
can observe that RV aRα1,α2,xi(X) converges to the univariate RVaR when xi (i = 1, 2)
approaches inﬁnity. Also, when xi gets close to V aRα1(Xi), RV aRα1,α2,xi(X) approaches
V aRα2(Xj).
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3.4 Bivariate Upper Orthant RVaR
Deﬁnition 3.4.1. Consider a continuous random vector X = (X1, X2) on the probability
space (Ω,F ,P). Bivariate upper orthant RVaR at level range [α1, α2] ⊆ [0, 1] is given by
RV aRα1,α2(X) = ((x1, RV aRα1,α2,x1(X)), (RV aRα1,α2,x2(X), x2)),
where
RV aRα1,α2,xi(X) = E[Xj|V aRα1(Xj) ≤ Xj ≤ V aRα2,xi(X), Xi ≥ xi],
for
V aRα1(Xi) ≤ xi ≤ V aRα2,V aRα1 (Xj)(X), i, j = 1, 2(i 6= j).
Similarly as for the lower orthant RVaR we can deﬁne the bivariate upper orthant RVaR.
We consider the impact of the random variable Xi on Xj and require that V aRα1(Xj) ≤
Xj ≤ V aRα2,xi(X) to make sure that the upper level α2 can be achieved and the lower level
α1 will not be exceeded. Note, here we only modify the upper bound of the interval since
only the curve V aRα2,xi(X) could lie in the bounded area
[V aRα1(Xi), V aRα2(Xi)]× [V aRα1(Xj), V aRα2(Xj)].
The following result provides the expression of RV aRα1,α2,xi(X) in the form of the integra-
tion of V aRα,xi(X).
Proposition 3.4.1. Consider X = (X1, X2) with joint sf F¯ (x1, x2) and marginal sf 's
F¯X2(x2) and F¯X2(x2), respectively. Then, RV aRα1,α2,xi(X) can be expressed by
RV aRα1,α2,xi(X) =
1
α2 − (1− F¯ (xi, V aRα1(Xj)))
∫ α2
1−F¯ (xi,V aRα1 (Xj))
V aRv,xi(X)dv,
for
V aRα1(Xi) ≤ xi ≤ V aRα2,V aRα1 (Xj)(X), i, j = 1, 2(i 6= j).
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Proof. We have that
RV aRα1,α2,xi(X) = E[Xj|V aRα1(Xj) ≤ Xj ≤ V aRα2,xi(X), Xi ≥ xi]
=
∫ V aRα2,xi (X)
V aRα1 (Xj)
xjdFX¯i(xj)






F¯ (xi, V aRα1(Xj))− 1 + α2




V aRα,xi(X) = V aRα−FXi (xi)
1−FXi (xi)
(Xj|Xi ≥ xi).
Then, using v = FX¯i(xj) = P (Xj ≤ xj|Xi ≥ xi),
RV aRα1,α2,xi(X) =
1− FXi(xi)
F¯ (xi, V aRα1(Xj))− 1 + α2
∫ α2−FXi (xi)
1−FXi (xi)







F¯ (xi, V aRα1(Xj))− 1 + α2
∫ α2









α2 − (1− F¯ (xi, V aRα1(Xj)))
∫ α2
1−F¯ (xi,V aRα1 (Xj))
V aRv,xi(X)dv.
Example 3.4.1. According Proposition 3.4.1, one gets the curve of RV aRα1,α2,x1(X) and
RV aRα1,α2,x2(X) in Figure 3.9 and Figure 3.10, respectively. For comparison, we plot the
curve of the upper orthant V aR in the same graph.
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Fig. 3.9: Upper orthant VaR at level 0.99 and RVaR at level range [0.95, 0.99] for ﬁxed values of X1
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Fig. 3.10: Upper orthant VaR at level 0.99 and RVaR at level range [0.95, 0.99] for ﬁxed values of
X2
Figure 3.9 and Figure 3.10 show the shape of the upper orthant RVaR curve. RV aRα1,α2,xi(X)
converges to RV aR0.95,0.99(Xj) when xi (i = 1, 2) gets close to lower support of Xi. Also,
when xi approaches V aRα2(Xi), RV aRα1,α2,xi(X) approaches V aRα1(Xj). As a result, the
curves of bivariate RVaR are bounded by the curves of univariate VaR, which is similar to
the univariate RVaR.
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3.5 Properties of Bivariate RVaR
Proposition 3.5.1. Let X = (X1, X2) be a continuous random vector.
1. (Translation invariance) For all c = (c1, c2) ∈ R2 and i, j = 1, 2, i 6= j, then
RV aRα1,α2,xj+cj(X+ c) = RV aRα1,α2,xj(X) + ci,
RV aRα1,α2,xj+cj(X+ c) = RV aRα1,α2,xj(X) + ci.
2. (Positive homogeneity) For all c = (c1, c2) ∈ R2+ and i, j = 1, 2, i 6= j, then
RV aRα1,α2,cjxj(cX) = ciRV aRα1,α2,xj(X),
RV aRα1,α2,cjxj(cX) = ciRV aRα1,α2,xj(X).
3. (Monotonicity) Let X = (X1, X2) and X
′ = (X ′1, X
′
2) be two pairs of risks with joint
cdf 's FX and FX′ respectively. If X ≺co X′, then
RV aRα1,α2(X
′) ≺ RV aRα1,α2(X),
RV aRα1,α2(X) ≺ RV aRα1,α2(X′).
Proof. Here we need to use the properties of bivariate VaR in Proposition 3.2.1 to proof the
above results.
For Translation invariance,
RV aRα1,α2,xj+cj(X+ c) =
∫ F (xj ,V aRα2 (Xi))
α1
V aRu,xj+cj(X+ c)du
F (xj, V aRα2(Xi))− α1
=
∫ F (xj ,V aRα2 (Xi))
α1
V aRu,xj(X) + cidu
F (xj, V aRα2(Xi))− α1
=
∫ F (xj ,V aRα2 (Xi))
α1
V aRu,xj(X)du
F (xj, V aRα2(Xi))− α1
+ ci
=RV aRα1,α2,xj(X) + ci.
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For Positive Homogeneity,
RV aRα1,α2,cjxj(cX) =
∫ F (xj ,V aRα2 (Xi))
α1
V aRu,cjxj(cX)du
F (xj, V aRα2(Xi))− α1
=
∫ F (xj ,V aRα2 (Xi))
α1
ciV aRu,xj(X)du
F (xj, V aRα2(Xi))− α1
=
ci
∫ F (xj ,V aRα2 (Xi))
α1
V aRu,xj(X)du
F (xj, V aRα2(Xi))− α1
=ciRV aRα1,α2,xj(X).
Using the same way, we could get similar results for upper orthant RVaR.
Moreover, if X ≺co X′, then V aRα,xi(X′) ≺ V aRα,xi(X). According to the Deﬁnition 3.3.1,
we have
RV aRα1,α2,xi(X) = E[Xj|V aRα1,xi(X) ≤ Xj ≤ V aRα2(Xj), Xi ≤ xi],
RV aRα1,α2,x′i(X) = E[X
′
j|V aRα1,x′i(X
′) ≤ X ′j ≤ V aRα2(X ′j), X ′i ≤ x′i],
and X, X′ have same marginal cdfs. Hence, the expectation over the interval [α1, α2] will
following the same pattern, say
RV aRα1,α2(X
′) ≺ RV aRα1,α2(X).
Also, since
F¯x(X) = 1− F (X1)− F (X2) + Fx(X),
F¯x′(X
′) = 1− F (X1)− F (X2) + Fx′(X′),
then F¯x(X) ≤ F¯x′(X′). Thus, V aRα,xi(X) ≺ V aRα,xi(X′). Again, for the same reason, we
can conclude that
RV aRα1,α2(X) ≺ RV aRα1,α2(X′).
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Consider the random vectors XM , XW and XΠ which denote the monotonic, inverse mono-
tonic and independent vector, respectively. They have following relationship
XW ≺co XΠ ≺co XM ,
which means according to the Proposition 3.5.1, we have
RV aRα1,α2(XM) ≺ RV aRα1,α2(XΠ) ≺ RV aRα1,α2(XW ),
and
RV aRα1,α2(XW ) ≺ RV aRα1,α2(XΠ) ≺ RV aRα1,α2(XM).
Example 3.5.1. Consider a bivariate random vector (X1, X2) which is either comonotonic,
counter-conomotonic or independent. We obtain the lower orthant RVaR based on the Propo-

















RV aRα1,α2,xi(XW ) =
1




If the random vector above is deﬁned with exponential marginal cdfs, i.e. Xi ∼ Exp(λi), then
we get the following results.
























(1− FXi(xi)) ln(1− FXi(xi))
− (1− α1) ln (1− α1) + (FXi(xi)− α1)
])
,
RV aRα1,α2,xi(XW ) =
1





(1− α2) ln(1− α2)
− (FXi(xi)− α1) ln (FXi(xi)− α1) + (FXi(xi) + α2 − 1− α1)
])
.
Proposition 3.5.2. Let X = (X1, X2) be a pair of random variables with cdf FX and
marginal distributions FX1 and FX2. Assume that FX is continuous and strictly increas-
ing. Then, for i, j = 1, 2 and i 6= j,
lim
xi→V aRα1,V aRα2 (Xj)(X)
RV aRα1,α2,xi(X) = V aRα2(Xj),
lim
xi→V aRα2,V aRα1 (Xj)(X)




RV aRα1,α2,xi(X) = RV aRα1,α2(Xj),
lim
xi→lxi
RV aRα1,α2,xi(X) = RV aRα1,α2(Xj),
where uxi (or lxi) represents the upper (or lower) support of the rv. Xi.
Proof. One has that
lim
xi→V aRα1,V aRα2 (Xj)(X)
V aRα1,xi(X) = V aRα2(Xj).
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Thus, integrating this constant on the interval [α1, F (xi, V aRα2(Xj))] results in V aRα2(Xj).
Similarly, we can prove that when xi approaches the upper bound V aRα2,V aRα1 (Xj)(X),
RV aRα1,α2,xi(X) will approaches V aRα1(Xj). Furthermore, we have that
lim
xi→uxi
V aRu,xi(X) = V aRu(Xj).








V aRu(Xj)du = RV aRα1,α2(Xj).
Similarly, we can prove the limit of RV aRα1,α2,xi(X) is also RV aRα1,α2(Xj).














where S1 and S2 denote the aggregate amount of claims for two diﬀerent business class re-
spectively. Xi and Yi represent the risks within each class, where i = 1, . . . , n, such that
S1 =
∑n
i=1 Xi and S2 =
∑n
i=1 Yi.
Unlike univariate TVaR, the univariate RVaR does not satisfy the subadditivity. Hence, it
seems impossible to prove that the bivariate RVaR is subadditive. However, if we suppose
that (X1, . . . , Xn) (respectively (Y1, . . . , Yn)) is comonotonic, the following results can be
obtained.
Proposition 3.5.3. Let (X1, . . . , Xn) (respectively (Y1, . . . , Yn)) be comonotonic with cdf 's
FX1 , . . . , FXn (respectively GY1 , . . . , GYn). The dependence structure between (X1, . . . , Xn)





























(u). If (X1, . . . , Xn) (re-
spectively (Y1, . . . , Yn)) is comonotonic, then there exists a uniform random variable U1
(respectively U2) such that S1 = F
−1
S1















F (s1, V aRα2(S2))− α1
=


























∫ F (xi,V aRα2 (Yi))
α1
V aRu,yi (Xi, Yi) du





Other equations in the Proposition 3.5.3 can be proved in the same way.
In conclusion, the bivariate RVaR has similar properties to the bivariate VaR and TVaR,
such as translation invariance, positive homogeneity and monotonicity. Furthermore, it
has an advantage over bivariate VaR and TVaR. Compared to bivariate VaR, bivariate
TVaR and RVaR provide essential information about the tail of the distribution. Moreover,
TV aRα,xi(X) and TV aRα,xi(X) will go to inﬁnity when Xi approaches V aRα(Xi) whereas
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the bivariate RVaR is bounded in the area [V aRα1(Xi), V aRα2(Xi)]×[V aRα1(Xj), V aRα2(Xj)].
This measure could be useful for insurance companies that must set aside capital for risks
that are sent to a reinsurer after having reached a certain level. Assume that the insurance
company transfers the risks to the reinsurer when the total losses exceed the VaR at level α2.
To be considered solvent, the insurance company need to measure the risks with truncated
data. In this case, multivariate RVaR could be helpful.
Next, we will propose the empirical estimator of bivariate RVaR with numerical examples.
The robustness of multivariate risk measures will be checked.
4. EMPIRICAL ESTIMATORS AND ROBUSTNESS OF RVAR
4.1 Empirical Estimator for Bivariate RVaR
Deﬁnition 4.1.1. Consider a series of observations X = (X1, X2) with Xi = (x1i, . . . , xni),
i = 1, 2. Additionally, we have xl = (xl1, xl2) ∈ R2+, l = 1, . . . , n. Denote Fn and Fn,i,
the empirical cdf 's (ecdf) for X and Xi, respectively. We deﬁne the estimator for the lower
orthant RV aR, for a ﬁxed Xi, by
RV aRnα1,α2,xi(X) =
∫ Fn(xi,V aRα2 (Xj))
α1
V aRnu,xi(X)du
Fn(xi, V aRα2(Xj))− α1
.
For m ∈ N large enough, let s = Fn(xi,V aRα2 (Xj))−α1
m
and uk = α1 + ks, then the above




V aRnuk,xi(X) · s







where V aRnu,xi(X) = inf {xj ∈ R+ : Fn,xi(xj) ≥ u} is the empirical lower orthant V aR given
Xi and Fn,xi the ecdf of X given the same Xi.
Note, V aRnu,xi(X) is the smallest value of Xj given Xi such that Fn is larger than u. Simi-
larly, we deﬁne the empirical estimator of upper orthant RV aR as follows.
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Deﬁnition 4.1.2. Consider a series of observations X = (X1, X2) with Xi = (x1i, . . . , xni),
i = 1, 2. Additionally, we have xl = (xl1, xl2) ∈ R2+, l = 1, . . . , n. Denote F¯n and F¯n,i, the
empirical sf 's (esf) for X and Xi, respectively. For a ﬁxed Xi, the estimator for the lower











α2 − (1− F¯n(xi, V aRα1(Xj)))
.
For m ∈ N large enough. Let s = α2−(1−F¯n(xi,V aRα1 (Xj)))
m
and vk = 1−F¯n(xi, V aRα1(Xj))+ks,
























(X) = inf {xj ∈ R+ : F¯n,xi(xj) ≤ 1− v} is the empirical upper orthant V aR
given Xi and F¯n,xi the esf of X given the same Xi.
The following proposition, based on the proof of the consistency of bivariate VaR in Cousin
and Di Bernardino (2013), shows the consistency of the bivariate RVaR in Hausdorﬀ distance.
For α ∈ (0, 1) and r, ζ > 0, consider the ball
E = B({x ∈ R2+ : |F (x)− α| ≤ r}, ζ).
Denote m∇ = infx∈E ‖ (∇F )x ‖ as the inﬁmum of the Euclidean norm of the gradient vector
and MH = supx∈E ‖ (HF )x ‖ as the matrix norm of the Hessian matrix evaluated at x for
a twice diﬀerentiable F (x1, x2).
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Proposition 4.1.1. Let [α1, α2] ⊂ (0, 1) and F (x1, x2) be twice diﬀerentiable on R2. Assume
there exists r, ζ > 0 such that m∇ > 0 and MH < ∞. Assume for each n, Fn is continuous
with probability one (wp1) and
‖ F − Fn ‖ wp1−→
n→∞
0.


















 1, u ∈ [α1, Fn(xi, V aRα2(Xj))]0, otherwise
wp1−→
n−→∞
 1, u ∈ [α1, F (xi, V aRα2(Xj))]0, otherwise
=1[α1,F (xi,V aRα2 (Xj))]
(u).
As a result, it can be seen that
V aRnu,xi(X)1[α1,Fn(xi,V aRα2 (Xj))]
(u)
Fn(xi, V aRα2(Xj))− α1
wp1−→
n−→∞
V aRu,xi(X)1[α1,F (xi,V aRα2 (Xj))]
(u)
F (xi, V aRα2(Xj))− α1
.
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Therefore, by the dominated convergence theorem,
lim
n→∞
RV aRnα1,α2,xi(X) = limn→∞
∫ V aRnu,xi(X)1[α1,Fn(xi,V aRα2 (Xj))](u)
Fn(xi, V aRα2(Xj))− α1
du
=
∫ V aRu,xi(X)1[α1,F (xi,V aRα2 (Xj))](u)
F (xi, V aRα2(Xj))− α1
du
=
∫ F (xi,V aRα2 (Xj))
α1
V aRu,xi(X)du
F (xi, V aRα2(Xj))− α1
= RV aRα1,α2,xi(X).
Note, the consistency of upper orthant RVaR could be proved in the same way.
Next, we will check the robustness of the estimator of bivariate VaR, TVaR and RVaR.
Since all of them are distribution-based risk measures, the sensitivity function can be used
to quantify the robustness.
4.2 Robustness of Multivariate Risk Measures
Proposition 4.2.1. For a pair of continuous random variables X with joint cdf F (x1, x2)




fxi [V aRα,xi (X)]FXi (xi)
, z < V aRα,xi(X)
α
fxi [V aRα,xi (X)]FXi (xi)
, z > V aRα,xi(X)
0, otherwise
which is bounded. Thus, V aRα,xi(X) is a robust risk measure.
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Proof. Let Fxi(xj) = P (Xj ≤ xj|Xi ≤ xi) be the conditional distribution of Xj knowing Xi,
i, j = 1, 2 (i 6= j). For any ﬁxed xi and ε ∈ [0, 1), set Fε,xi(xj) = εδz + (1 − ε)Fxi(xj). The
distribution Fε,xi is diﬀerentiable at any xj 6= z with F ′ε,xi(xj) = (1 − ε)fxi(xj) > 0 and has
a jump at the point xj = z.
We have that
V aRα,xi(X) = V aR αFXi (xi)
(Xj|Xi ≤ xi).
Then,
























≥ (1− ε)Fxi(z) + ε;
z, otherwise.
As a consquence, the sensitivity function of V aRα,xi(X) can be evaluated by
S(z) = lim
ε→0+












fxi [V aRα,xi (X)]FXi (xi)
, z < V aRα,xi(X)
α
fxi [V aRα,xi (X)]FXi (xi)
, z > V aRα,xi(X)
0, z = V aRα,xi(X).
The result shows that V aRα,xi(X) has a bounded sensitivity function for any ﬁxed xi, which
means it is a robust statistic. Note that this conclusion coincides with the one associated
with the univariate VaR.
Proposition 4.2.2. For a pair of continuous random variables X with joint cdf F (x1, x2)
and marginals FX1(x1) and FX2(x2), the sensitivity function of RV aR0.95,0.99,xi(X) is given by
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S(z) =

(FXi (xi)−α1)V aRα1,xi (X)−(FXi (xi)−β)V aRα2 (Xj)
β−α1 −RV aRα1,α2,xi(X), z < V aRα1,xi(X)
zFXi (xi)−α1V aRα1,xi (X)−(FXi (xi)−β)V aRα2 (Xj)
β−α1 −RV aRα1,α2,xi(X), V aRα1,xi(X) ≤ z ≤ V aRα2(Xj)
βV aRα2 (Xj)−α1V aRα1,xi (X)
β−α1 −RV aRα1,α2,xi(X), z > V aRα2(Xj)
which is a bounded function. Thus, RV aRα1,α2,xi(X) is robust.







































fxi [V aRu,xi (X)]FXi (xi)












fxi [V aRu,xi (X)]FXi (xi)
du
}






fxi [V aRu,xi (X)]FXi (xi)
du, z > V aRα2(Xj)
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=

(FXi (xi)−α1)V aRα1,xi (X)−(FXi (xi)−β)V aRα2 (Xj)
β−α1 −RV aRα1,α2,xi(X), z < V aRα1,xi(X)
zFXi (xi)−α1V aRα1,xi (X)−(FXi (xi)−β)V aRα2 (Xj)
β−α1 −RV aRα1,α2,xi(X), V aRα1,xi(X) ≤ z ≤ V aRα2(Xj)
βV aRα2 (Xj)−α1V aRα1,xi (X)
β−α1 −RV aRα1,α2,xi(X), z > V aRα2(Xj)




V aRα,xi(X)− TV aRα,xi(X), z < V aRα,xi(X)
zFXi (xi)−αV aRα,xi (X)
FXi (xi)−α
− TV aRα,xi(X), z ≥ V aRα,xi(X).
Obviously, it is linear in z, which implies that TV aRα,xi(X) is not a robust statistic, which
also coincides with univariate TVaR.
Proposition 4.2.3. For a pair of continuous random variables X with joint sf F¯ (x1, x2)




fx¯i [V aRα,xi (X)](1−FXi (xi))
, z < V aRα,xi(X)
α−FXi (xi)
fx¯i [V aRα,xi (X)](1−FXi (xi))
, z > V aRα,xi(X)
0, z = V aRα,xi(X).
The bounded sensitivity function implies V aRα,xi(X) is a robust risk measure.
Proof. Let Fx¯i(xj) = P (Xj ≤ xj|Xi ≥ xi) be the conditional distribution of Xj given
Xi ≥ xi, i, j = 1, 2. For any ﬁxed xi and ε ∈ [0, 1), set Fε,x¯i(xj) = εδz + (1− ε)Fx¯i(xj). Fε,x¯i
is diﬀerentiable at any xj 6= z with F ′ε,x¯i(xj) = (1 − ε)fx¯i(xj) > 0 and has a jump at the
point xj = z.
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Then, given that V aRα,xi(X) = V aRα−FXi (xi)
1−FXi (xi)
(Xj|Xi ≥ xi), we have




























≥ (1− ε)Fx¯i(z) + ε;
z, otherwise.
Hence, the sensitivity function of V aRα,xi(X) can be obtained by
S(z) = lim
ε→0+












fx¯i [V aRα,xi (X)](1−FXi (xi))
, z < V aRα,xi(X)
α−FXi (xi)
fx¯i [V aRα,xi (X)](1−FXi (xi))
, z > V aRα,xi(X)
0, z = V aRα,xi(X).
Like V aRα,xi(X), V aRα,xi(X) also has a bounded sensitivity function, which means it is
robust. And diﬀerences in results is because that bivariate lower and upper orthat RVaR are
evaluated using cdf and sf, respectively.
Proposition 4.2.4. For a pair of continuous random variables X with joint sf F¯ (x1, x2)
and marginals FX1(x1) and FX2(x2), the sensitivity function of RV aRα1,α2,xi(X) is given by
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S(z) =

(1−β)V aRα1 (Xj)−(1−α2)V aRα2,xi (X)
α2−β −RV aRα1,α2,xi(X), z < V aRα1(Xj)
z(1−FXi (xi))−(β−FXi (xi))V aRα1 (Xj)−(1−α2)V aRα2,xi (X)
α2−β −RV aRα1,α2,xi(X), V aRα1(Xj) ≤ z ≤ V aRα2,xi(X)
(α2−FXi (xi))V aRα2,xi (X)−(β−FXi (xi))V aRα1 (Xj)
α2−β −RV aRα1,α2,xi(X), z > V aRα2,xi(X).
The bounded function provides that RV aRα1,α2,xi(X) is robust.







































fx¯i [V aRv,xi (X)](1−FXi (xi))










1−F¯ (xi,z)− 1−vfx¯i [V aRv,xi (X)](1−FXi (xi))dv
}






fx¯i [V aRv,xi (X)](1−FXi (xi))
dv, z > V aRα2,xi(X)
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=

(1−β)V aRα1 (Xj)−(1−α2)V aRα2,xi (X)
α2−β −RV aRα1,α2,xi(X), z < V aRα1(Xj)
z(1−FXi (xi))−(β−FXi (xi))V aRα1 (Xj)−(1−α2)V aRα2,xi (X)
α2−β −RV aRα1,α2,xi(X), V aRα1(Xj) ≤ z ≤ V aRα2,xi(X)
(α2−FXi (xi))V aRα2,xi (X)−(β−FXi (xi))V aRα1 (Xj)
α2−β −RV aRα1,α2,xi(X), z > V aRα2,xi(X).
Furthermore, the sensitivity function of TV aRα,xi(X) can be obtained, when β = α and
α2 = 1. Then,
S(z) =

V aRα,xi(X)− TV aRα,xi(X), z < V aRα,xi(X)
z(1−FXi (xi))−(α−FXi (xi))V aRα,xi (X)
1−α − TV aRα,xi(X), z ≥ V aRα,xi(X).
The sensitivity function of TV aRα,xi(X) is similar to the one of TV aRα,xi(X) because they
have similar deﬁnitions. Therefore, TV aRα,xi(X) is not robust.
4.3 Simulation
To estimate RV aR0.95,0.99(X) and RV aR0.95,0.99(X), we begin with a study of V aR0.95(X)
and V aR0.99(X). In particular, simulations are ran each with the sample size of n = 1000
and n = 4000, respectively. Marginally, the random variables are distributed with X1 ∼
Weibull (2, 50) and X2 ∼ Weibull (2, 150). The dependence is represented by a Gumbel
copula with θ = 1.5. The results of the simulation are presented in Figure 4.1 and Figure
4.2.
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Fig. 4.1: Empirical estimator of the lower orthant VaR at level 0.95
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Fig. 4.2: Empirical estimator of the upper orthant VaR at level 0.99
Notice that the choice of the sample size n is useful in order to ﬁnd the estimation results of
the bivariate lower and upper orthant VaR. Higher value of n is more likely that we can get
the closer points to the theoretical inversion of cdf. The estimates of RV aR0.95,0.99(X) and
RV aR0.95,0.99(X) with n = 4000 are presented in Figure 4.3 and Figure 4.4, respectively. For
comparison, the curve with solid triangle represents the result with m = 100 and the dark
circle represents the result with m = 250.
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Fig. 4.3: Empirical estimator of the lower orthant RVaR at level range [0.95, 0.99]
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Fig. 4.4: Empirical estimator of the upper orthant RVaR at level range [0.95, 0.99]
As can be seen, the diﬀerences between the theoretical values and their empirical estima-
tions are extremely small. This could be explained by the robustness and the consistency
of the empirical estimators of bivariate VaR and RVaR. The choice of m is important for
the average part of the equation. Higher value of m leads to the better estimator. Also, the
sample size is large enough, since 4% (of n = 4000) data will be used. In addition, RVaR
is estimated with a truncated dataset, which could reduce the impact of huge values. As a
result, the estimations of lower and upper orthant VaR and RVaR are quite accurate.
To end this chapter, we use an example to illustrate the eﬀect of the dependence between
the random variables on the shape of the bivariate RVaR curves. Consider the random
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vector (X1, X2) jointed by a Gumbel copula with dependent parameters θ = 1.4, θ = 1.5
and θ = 1.6, respectively. With marginals X1 ∼ Gamma (2, 0.1) and X2 ∼ Gamma (1,
0.05), we get the theoretical values and estimators of RV aR0.95,0.99,x1(X) on Figure 4.5 and
RV aR0.95,0.99,x1(X) on Figure 4.6.
Fig. 4.5: Empirical estimator of the lower orthant RVaR at level range [0.95, 0.99] with dependent
parameters θ = 1.4, θ = 1.5 and θ = 1.6
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Fig. 4.6: Empirical estimator of the upper orthant RVaR at level range [0.95, 0.99] with dependent
parameters θ = 1.4, θ = 1.5 and θ = 1.6
Both Figure 4.5 and Figure 4.6 illustrate that the theoretical curves of bivariate RVaR with
diﬀerent marginals have similar characters. They are bounded by values of the univariate
VaR and converge to the univariate RVaR. Moreover, the convexity of the curves are related
to the dependent parameter of the copula. θ has a larger eﬀect on RV aR0.95,0.99,x1(X) than
on RV aR0.95,0.99,x1(X). The curve with larger θ is more convex. Also, larger θ results in a
lower curve of RV aR0.95,0.99,x1(X) and a higher curve of RV aR0.95,0.99,x1(X).
5. CONCLUSION
We review various types of univariate risk measures, including the VaR, TCE, WCE, CVaR,
ES and RVaR, and discuss the relationship between them in the discrete and continuous
settings, respectively. Robustness of risk measures is accounted since risk measures are
usually estimated from historical data. Under the assumption that the random variable
has a continuous cumulative distribution function, the sensitivity functions of univariate
risk measures which are used to quantify the impact of a small perturbation of the cdf are
evaluated. The results show that univariate VaR and RVaR are robust risk measures.
While our focus here is on multivariate risk measures, the method of sensitivity functions
can be extended for distribution-based multivariate risk measures. Sensitivity functions are
obtained for the bivariate lower and upper orthant VaR and TVaR proposed by Cossette
et al. (2013, 2015). Bivariate lower and upper orthant VaR is robust, whereas TVaR is not.
This result is similar to the one for univariate VaR and TVaR, which motivates the investi-
gation of the bivariate RVaR. Moreover, bivariate lower and upper orthant RVaR have nice
properties such as translation invariance, positive homogeneity and monotonicity. Specially,
subadditivity can be satisﬁed for aggregated risks if each risk class is monotonic. Numerical
examples with diﬀerent copula families are provided with graphical representations.
Finally, the empirical estimators of the bivariate lower and upper orthant RVaR are pro-
posed. The robustness and consistency of such estimators are conﬁrmed. Furthermore, the
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simulations illustrate that empirical estimators yield accurate results. Also, bivariate RVaR
might be applied into capital allocation. For example, lower orthant RVaR can be used
when the loss distribution has a heavy tail. For example, if a random vector X = (X1, X2)
is distributed with marginal distributions which have inﬁnite means, then TV aRα(X1) and
TV aRα(X2) are inﬁnite. As a result, the allocation couple of bivariate TVaR based on ap-
proaches provided in Cossette et al. (2015) cannot always be calculated whereas bivariate
RVaR always admits a solution, since univariate and bivariate RVaR are always bounded.
Further studies can be developed from these aspects.
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