Abstract: The inverse problem considered here is to estimate the distribution of a non-observed random variable X from some noisy observed data Y linked to X through a time-consuming physical model H. Bayesian inference is considered to take into account prior expert knowledge on X in a small sample size setting. A Metropolis-Hastings within Gibbs algorithm is proposed to compute the posterior distribution of the parameters of X through a data augmentation process. Since calls to H are quite expensive, this inference is achieved by replacing H with a kriging emulator interpolating H from a numerical design of experiments. This approach involves several errors of dierent nature and, in this paper, we pay eort to measure and reduce the possible impact of those errors. In particular, we propose to use the so-called DAC criterion to assess in the same exercise the relevance of the numerical design and the prior distributions. After describing how computing this criterion for the emulator at hand, its behavior is illustrated on numerical experiments. 
Introduction
Probabilistic uncertainty treatment is gaining fast growing interest in the industrial eld. Besides the uncertainty propagation challenges when dealing with complex and high CPU-time demanding physical models, one of the key issues regards the quantication of the sources of uncertainties. A key diculty is linked to the highly-limited sampling information directly available on uncertain input variables. It can be highly benecial (a) to integrate expert judgment, such as likely bounds on physical intervals or more elaborate probabilistic information, or (b) to integrate indirect information, such as data on other, more easily observable, parameters that are linkable to the uncertain variable of interest by a physical model. Methods for (b) are making use of probabilistic inverse methods since the recovering of indirect information involves generally the inversion of a physical model or a computer simulator H. It leads to the following uncertainty model Y i = H(X i , d i ) + U i , i ∈ {1, . . . , n}, (1) where X i ∈ R q is a non-observed input, d i ∈ R q2 an observed input related to the experimental conditions and U i ∈ R p a measurement error. The error U i and X i are assumed to be independent for i = 1, . . . , n. Moreover the (Y i , i = 1, . . . , n) are independent. The purpose is to estimate the distribution of the random vectors X i s from the observations (y i , i = 1, . . . , n), knowing that the function H (the physical model. . . ) cannot be inverted. In what follows, the random vector X i will be assumed to have a Gaussian distribution N q (m, C), with mean m and variance matrix C to be estimated, and the error vector U i will be assumed to have a Gaussian distribution N p (0, R), with known diagonal variance matrix R.
Many approaches are possible to approximate this inverse problem as linearizing the physical model H around a xed point x 0 (see Celeux et al. 2010 , [11] ), or using a non linear approximation of the function H obtained through kriging and making use of a stochastic procedure with this non linear approximation of H (see Barbillon et al. 2011 , [12] ). In this paper we opt for a Bayesian approach allowing to take into account prior knowledge that can be helpful, in particular, to avoid identiability problems.
The estimation problem related to this inverse problem involves many possible errors:
Estimation error: Usually the sample size n is small with respect to the dimension of the problem and the variance of the estimates could be expected to be large;
Emulator error: Since H is too complex, there is the need to replace it with an emulator H and the discrepancy between H and H could induce an important error;
Algorithmic error: To proceed to statistical inference, there is the need to use complex stochastic algorithms. In the Bayesian setting, those algorithms are Monte Carlo Markov Chains (MCMC) algorithms which produce Markov chains converging to the desired posterior distributions. But, controlling the convergence of the MCMC algorithms towards their limit distributions is important to get reliable estimates.
Prior error: The prior knowledge on the parameters m and C is expected to produce regularized estimates of smaller variances than maximum likelihood estimates. But, if the prior distributions are irrelevant, it could jeopardize the statistical analysis.
Beyond the estimation problem, this paper is mainly concerned with the assessment of the quality of the proposed estimates. It implies to measure and control the above mentioned error sources.
In this context, we focus on the prior error which received little attention and propose to measure it with a criterion (DAC) well-adapted for emulators dened on a compact set. Obviously those
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hal-00708814, version 1 -15 Jun 2012 dierent error sources are linked and their relations for uncertainty analysis with small samples are discussed. The paper is organised as follows. In Section 2, the MCMC algorithm for a
Bayesian estimation of an emulator of model (1) is presented and the possible error sources are precisely described. Then, the DAC criterion to measure the prior error is presented in Section 3 as the resulting strategy for assessing both the emulator and the prior distribution. Numerical experiments, where dierent criteria assessing the dierent error sources are illustrated and compared, are presented in Section 4 and a Discussion section ends the paper.
Bayesian inference with a Gaussian emulator
In the Bayesian framework, the rst task is to choose a prior distribution π(θ) for the parameter θ = (m, C) to be estimated in the model (1) . A conjugate prior distribution has been selected
the hyperparameters ρ = (µ, a, Λ, ν) being specied by the user. The posterior distribution π(θ|y) is approximated with a Gibbs sampler including a MetropolisHastings step (see for instance Tierney, 1995, [23] ). Actually, the calculation of the full conditional posterior distributions of m, C and X = {X 1 , . . . , X n } lead to the following Gibbs sampler (below the (r + 1)-th iteration):
n+a where X
[r]
n denotes the empirical mean of the n vectors X
[r] [6] . This emulator is briey described below.
Kriging is a geostatistical method (Matheron 1971 , [7] ) that has been adapted by Sacks and al. (1989b, [20] ) to approximate a physical model H on a bounded hypercube Ω. This method has known a growing interest in meta-modeling since the works of Koehler and Owen (1996, [16] ), Santner and al. (2003, [21] ) and Fang and al. (2006, [14] ), among others. According to this approach the function H is regarded as the realization of a Gaussian Process (GP) H ∼ GP(µ, c), characterised by its mean and variance functions: 
The best MSPE (Mean Squared Prediction Error) predictor of H, denoted by H, is the conditional mean:
Then H(z) is minimizing the conditional expectation of the loss function (H(z) − H(z))
2 , so-called MSE (Mean Squared Error) (see Johnson et al. 1990 for details, [5] ), 
amongst the LHD of size N .
For the kriging version, considering the new emulator error, the conditional distribution of X is as follows
where
. . .
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with R ii the i−th diagonal component of the diagonal variance matrix R, and MSE(Z) is the block diagonal matrix
composed with the variance matrices MSE j (Z) ∈ M n×n described as Measuring the emulator error However, a good monitoring of the MCMC algorithm could be jeopardized if the emulator H is too far from the model H (the emulator error). Typically, the emulator error can be large if the number of points N of the design D N is too small. Two much employed criteria to measure the quality of a design are experimented here.
i) The coecient of predictibility Q 2 (see Vanderpoorten and Palm, 2001 , [25] ) is
with 
A cheaper version of Q 2 can be obtained by cross-validation, as follows (leave one out procedure):
,
2 with e (i) is the prediction error at z (i) of a tted model without the point z (i) ;
derived from all the points of the design except z (i) .
Both versions of Q 2 are related to the ratio of variance explained by an emulator. The closer Q 2 to 1, the smaller this ratio is and the better the quality of the design D N is.
ii) An alternative criterion is the Mahalanobis distance (MD) (see Bastos and O'Hagan 2009, [4] ), computed on a validation sample D * with N * points as follows:
where MSE(D * ) (Mean Squared Error) is the conditional variance matrix of the design
}. An interest of this criterion is to take into account the correlations between the points through the MSE(D * ) term. Obviously, the MD value is sensitive to the choice of D * . D * could be generated as a maximin LHD. A cheaper cross-validated version of MD is as follows:
where H −i (z (i) ) denotes the predictor of H at point z (i) by using the design
. . , z (N ) } and MSE −i (z (i) ) denotes the related squared error.
RR n°7995
Now, the smaller the sample size n, the greater the estimation error is. The two above mentioned criteria are not aiming to measure the estimation error. But since H is complex, it is quite dicult to assess this error in an inverse modelling context. Bayesian inference could be expected to be helpful to reduce the estimation error when n is small and when reliable prior information is available. However, if the prior information is not relevant, the prior error will be large and Bayesian inference could be harmful. For this very reason, it is important to be able to measure the relevance of the prior information. In the present context, it is possible to use a promising criterion, the so-called DAC criterion (Bousquet 2008 , [2] ) for this task, as detailed in the next section.
3 Assessing a prior distribution and a design
The DAC criterion
The DAC criterion (Bousquet 2008 , [2] ) has been conceived as a measure of the discrepancy between a prior distribution of a model parameters and the data. Let y be a sample with pdf f (y|θ). Let π J (θ) be a benchmark non-informative prior (see for instance Yang and Berger 1998, [22] ) and π(θ) the prior distribution derived from the prior information on θ. DAC is
where KL(p||q) is denoting the Kullback-Leibler distance between the probability distributions p and q, which is dened as
X being the set of all accessible values for x. The rationale underlying DAC criterion is as follows: the posterior distribution π J (θ|y) derived from the non-informative prior can be regarded as an ideal prior distribution on θ in perfect agreement with the data y. Thus, KL(π J (θ|y)||π(θ)) is measuring the distance between the prior π to be assessed and the ideal prior π J (·|y).
If DAC(π|y) ≤ 1, the informative prior π is closer to the ideal prior than the non-informative prior π J , and the data y and the prior π(θ) are declared to be in agreement. Otherwise if DAC(π|y) > 1, the data y and the prior π(θ) are declared to be discrepant. DAC has been proved to be ecient when the non-informative prior π J (θ) is proper (see Bousquet 2008 , [2] ).
3.2
The impact of the emulator and the DAC criterion can be computed using the outputs of a Gibbs sampler run with a noninformative prior π J (·) (In practice, we chose a Jereys non-infomative prior.)
where θ r ∼ π J (·|y, H D N ), r ∈ {1, ..., R} is a simulated sequence obtained by Gibbs sampling.
For the purpose of simplicity, in the following we use the notation
DAC N ≤ 0 means the prior distribution π(θ) and the couple (y, H D N ) are declared compatible. Now, computing DAC criterion requires to run an additional Gibbs sampler with the non-informative prior distribution.
Thus, it is a normal distribution truncated on Ω m : I Ωm · N X n , C n . The full conditional distribution of the variance matrix C veries
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Thus it is an Inverse-Wishart distribution truncated on Ω C :
Moreover, the full conditional distribution of the missing data X given the current parameters θ, the observation y, d and the evaluations H D N is given by (4).
Using those full conditional posterior distributions, the Gibbs sampler approximating the posterior distribution of (m, C) with a non-informative prior truncated to the domain Ω m × Ω C could be straightforwardly described. Obviously, it incorporates the MH step presented in Appendix A to simulate the missing data X.
Remark: The simulation of C is dicult since n (m−X n )(m−X n ) is not a denite but a semidenite positive matrix and numerical problems can occur. However, up to an additive constant, the calculation (11) Generate ξ from the following proposal distribution f * , which is adding a small correction I q to the semi-positive definite
with g proportional to the target distribution which means the truncated Inverse-Wishart distribution (12) g
otherwise. (14) In this way, we obtain a Markov chain (C [h] ) which converges to the distribution (12).
Using the DAC criterion
By its very nature, the criterion DAC is measuring the agreement between the observed data and the prior distribution. As shown above, it could be computed without particular diculties, despite it needs to run an additional Gibbs sampler, when the distribution H has been replaced by a kriging emulator H. Thus DAC is depending on the prior distribution and the design D N .
Hence DAC is a criterion allowing to assess both the prior and design relevances with respect to the observed data y. But this double assessment has to be done properly using the following procedure:
Inria Since we are mainly concerned in analyzing the behavior of DAC, six dierent prior distributions on the model parameters were considered. They are summarized in Table 4 . Remind that the prior distributions or the parameters m and C are m|C ∼ N (µ, C/a) and C ∼ IW(Λ, ν) 
Assessing the design
The rst experiments are aiming to assess the ability of criteria Q 2 and MD to measure the quality of a design. In this purpose three dierent designs with 20 points, 100 points and 500 points have been considered on two dierent domains 
Ω 1 can be thought of as a realistic domain and Ω 2 is a larger domain. When using a validation sample D * , we choose it as a maximin LHD with 100 points. Figures 1 and 2 give the box plots of 1 − Q 2 based on 20 repetitions computed on a validation sample and by cross-validation respectively. The closer one and Q 2 are, the better the design is supposed to be. The observed dierences on 1 − Q 2 according to the designs are relevant but hardly perceptible as even a small design of 20 points on the large domain Ω 2 produces small 1 − Q 2 values. The diculty with criterion Q 2 is to choose a sensible threshold to declare that a design is acceptable. Figures 3 and 4 display the box plots of log(MD) in the same conditions. As it could be expected, this criterion is decreasing when the number of design points increases. The crossvalidated MD does not seem very sensitive for the domain Ω 1 and the cross-validated MD values for the larger domain with a design of 500 points are amazing (see Figure 4) . Moreover, contrary to Q 2 criterion, no reference value is available with MD and it seems dicult to use this more expensive criterion to assess a design (see Figure 3) . 
with a k = 1. A Gibbs sampler of 800 000 runs has been run to estimate the posterior distribution π J (θ|y, H D N ). As shown in the left graph of Figure 10 , DAC 18 remains positive for the four prior choices indicating the need to improve the design.
Discussion
We have shown that Bayesian analysis was possible and benecial to solve inverse problems by estimating the parameters of highly complex uncertainty models. Bayesian analysis is possible thanks to MCMC algorithms such as Gibbs sampling and the approximation of the physical model by a kriging emulator using a maximin LHD. Bayesian analysis is benecial since it allows to take into account properly prior knowledge and avoids linearization of the physical model H.
Our analysis has shown that Bayesian inference could be benecial because MCMC algorithms could be hoped to be rapid even with a maximin LHD with few points in comparison to the huge time needed to compute H. In this perspective, there is the need to control the four error sources listed in the introduction.
By its very nature, Bayesian inference is helpful to control the estimation error when the number n of observations is small.
The algorithmic error can be eciently controlled with the BG statistics. To make sure that this error is not too big, we advocate a more severe threshold value 1.05 than the standard threshold 1.2.
We propose to use the so-called DAC criterion which could be thought of as a relevant measure of the discrepancy between the observed sample and the prior distribution in order to control both the emulator error and the prior error. In our context, this criterion can be computed without major diculties: the emulator is dened on a compact set and, consequently, proper non-informative priors are available. Our experiments show a promising behavior of this criterion. Obviously, computing DAC is not free since it involves to run an additional MCMC algorithm for non-informative priors. But we think that the result is worth the trouble. Moreover, as soon as the MCMC with a non-informative prior has been run, any informative prior can be assessed. On the other hand when DAC is greater than zero, it could be dicult to separate the emulator and the prior errors since both errors could be quite intricated. More experiments are needed to assess the relevance and sensibility of this criterion. But we think that it is a promising tool to drive Bayesian inference using an emulator for dealing with complex inverse problems in uncertainty analysis.
1 Recall that N is the total allowed number of calls to H and it is also the number of points of the emulator design.
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Finally, the conclusion of this study can be stated as follows. When the prior knowledge on the model parameters is relevant, Gibbs sampling or other MCMC algorithms on an appropriate emulator could be expected to lead to a sensible estimation of these parameters with well calibrated prior distributions while dramatically saving the number of calls to the expensive function H. And, the criterion DAC could be expected to be helpful to honestly calibrate the prior distributions and choose a good design for the emulator.
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Metropolis-Hastings algorithm More precisely, this full conditional posterior distribution is propotional to
The Metropolis-Hastings step inside the Gibbs sampler At step r+1 of Gibbs sampling, after simulating m
[r+1] ,C
[r+1] , the missing data X
[r+1] have to be updated with a MetropolisHasting (MH) algorithm. The MH step is updating X [r] = (X 1 , . . . , X n ) in the following way: give satisfying results for the model (1).
In practice, it can be benecial to choose the order of the updates by a random permutation of {1, . . . , n} to accelerate the convergence of the Markov chain to its limit distribution.
B Brooks-Gelman Statistics
In 1998, Brooks and Gelman proposed a method derived from the method proposed by Gelman and Rubin (1992a), for monitoring the convergence of iterative simulations ( [1] ). Supposing m parallel chains have been simulated, the statistic R BG is constructed on the nal M iterations after the burn-in period, as follows:
1. For each individual chain j, calculate the empirical 100(1 − α)% interval δ j , which is the dierence between the 100(1− α 2 )% and 100 α 2 % percentile of the M simulated points. Thus, form the m within-sequence interval length estimates.
2. For the entire set of mM simulated draws from all chains, calculate the empirical 100(1 − α)% interval to construct a total-sequence interval length estimate. The threshold value 1.2 is advocated by the authors ( R BG < 1.2) to declare that the simulation procedure has converged. In our experiments, we make use of a more conservative threshold and procedure to ensure that the MCMC algorithms have converged to their stationary distribution.
A MCMC chain has been declared to have converged if the R BG statistics is smaller than 1.05 for 3,000 iterations.
C Computing DAC for the kriging emulator
The compact set Ω m = Ω = Ω 1 × . . . × Ω q where Ω i denotes the domain for the i-th coordinate of X. To determine the compact set Ω C related to the variance matrix C, it is convenient to consider its eigenvalue decomposition C = V DV T where D is the diagonal matrix of eigenvalues of C with |C| = |D| and V the orthogonal matrix of eigenvectors of C.
On the other hand, recalling that R is the variance matrix of the measurement error in model (1), it is reasonable to assume that the measurement error is smaller than the variance and thus |R| 1/p ≤ |C| 1/q = |D| 1/q . Finally, the domain of variance Ω C can be dened as follows:
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with
Now, any orthogonal matrix V of dimension q is characterised by the composition of q(q−1)/2 rotations (ψ 1 , . . . , ψ q(q−1)/2 ) (cf. Thiested 1988, [24] 
when the variance matrix C is diagonal and the domain Ω C is dened as follows:
Ω C = C ∈ S + q st. |C| ≥ |R| q/p , |C ij | ≤ β i β j , i, j = 1 . . . , q .
Since C is diagonal, the above denition is equivalent to
where {C i , 1 ≤ i ≤ q} are the diagonal elements of C. Conditions (21) 
Considering I as a function of (q, a, β 1 , . . . , β q ), the integral (19) can be developed as follows I (q, a, β 1 , . . . , β q ) = 
is obtained by induction and Thus step by step thanks to equation (23) , the integral can be calculated when C is diagonal. For instance for q = 2, 3, 4 we get I (2, a, β 1 , β 2 
