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Abstract
In this work, the possibilities of an acoustic field analysis in small microphone
arrays are investigated. With the increased use of mobile communication devices,
such as smartphones and hearing aids, and the increase in the number of micro-
phones in such devices, multi-channel signal processing has gained popularity.
Apart from the definite signal processing, this thesis evaluates what information
on the acoustic sound field and environment can be gained from the signal of
such small microphone arrays.
For this purpose, an innovative sound field classification was developed that
determines the energies of the single sound field components. The method is
based on spatial coherences of two or more acoustical sensors and designed
as extension of signal classification methods that are used for example in the
automatic control stages of hearing aids. Two different approaches for the sound
field energy estimation were researched. The method was successfully verified
with a set of simulated and measured input signals. However, it showed to be
very sensitive to sensor errors in this context, such as sensitivity mismatches
of the sensors. To solve this problem, an adaptive automatic sensor mismatch
compensation was developed, which proved able to fully compensate any slow
sensor drift after an initial training.
Further, a new method for the blind estimation of the reverberation time based
on the dependency of the coherence estimate on the evaluation parameters was
developed. The method determines the reverberation time of a room from
the spatial coherence between two or more acoustic sensors. Three different
estimators, a neural network, as well as an empirical and an analytical model of
the coherence estimate function, were proposed and evaluated to gain information
on reverberation time, direct-to-reverberant energy ratio as well as signal-to-
noise ratio. All methods show a good agreement of the estimated reverberation
time with measured results. In rooms with non-exponential energy decay, the
estimation results show the highest agreement with the measured early decay
time.
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￿
Introduction
[The modern age] knows nothing about isolation and nothing about
silence. In our quietest and loneliest hour the automatic ice-maker
in the refrigerator will cluck and drop an ice cube, the automatic
dishwasher will sigh through its changes, a plane will drone over, the
nearest freeway will vibrate the air. Red and white lights will pass
in the sky, lights will shine along highways and glance off windows.
There is always a radio that can be turned to some all-night station,
or a television set to turn artificial moonlight into the flickering images
of the late show. We can put on a turntable whatever consolation we
most respond to, Mozart or Copland or the Grateful Dead.
(Stegner, ￿￿￿￿)
The modern world we live in is quite noisy. The amount of noise arising from
mobility, with car traffic and airplane noise as well as trains, increases all over
the world with no end in sight. Noise due to technical devices, as well as other
peoples’ ’noise’, is almost everywhere, especially in cities, townships, factories and
public places. Population growth leads to more and bigger cities. Mobility and
wireless data transmission lead to the desideratum of communication everywhere
and at any time. The rate of noise-induced diseases increases all over the world
(Berglund and Lindvall, ￿￿￿￿). But in a world of technical communication,
noise is not only a problem for humans, communication devices also need to deal
with noise (Slaney and Naylor, ￿￿￿￿). There are people using their cellular
phone in a crowded bar. In a scenario where you can barely understand the
person next to you, telephony is still possible, thanks to modern signal processing
methods. In every coffee place all around the world you see people talking to
friends and colleagues by voice over IP or even video calls. Mobile communication
in such situations seems to be desired by many people and technical devices
need to cope with the problems that noise introduces. In the case of speech
transmission, noise not only reduces speech intelligibility, but also decreases the
performance of the coding used for the transmission channel. This leads to the
situation where face-to-face communication may still be possible even though
￿
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any communication using a phone is impossible. Even without the decrease of
channel transmission performance, the speech intelligibility over a traditional
communication channel is decreased (Benesty, Sondhi, and Huang, ￿￿￿￿).
The signal from a mobile phone, or whatever device is used, is usually a single
channel (mono) signal. Thus, speech intelligibility is even further reduced at the
receiving end, bereaving the listener of the natural binaural hearing capability
in humans that benefits them in distinguishing weak sounds in a noise and
speech mixture (Blauert, ￿￿￿￿). Binaural transmission in such scenarios is
often proposed and discussed, but despite its various advantages, it has not had
its break through yet.
All the challenges faced by normal hearing persons are multiplied for people with
a hearing loss (McAuliffe et al., ￿￿￿￿; Vermiglio et al., ￿￿￿￿). People who
are able to cope with their hearing loss in normal situations may be completely
helpless in situations with noise. They may not be able to follow a conversation
or understand a word of their opponent. Technical aids like hearing aids are able
to reduce the problem but are far from restoring the full functionality of human
hearing. In fact, most hearing aid users are not completely satisfied with the
performance of their devices in noisy situations (Kochkin, ￿￿￿￿). These people
tend to avoid noisy situations. This also leads to their preclusion from attending
public events like theatre or music performances or a night out with friends at a
bar. People with a slight hearing loss tend to detach their hearing aids in noisy
situations. This points out that there are still many problems to be faced by
signal processing in hearing aids.
Despite the challenges, mobile devices are already capable of things nobody
would have imagined a few years ago. The processor in a mobile phone is faster
than that in a super computer two decades ago and that at an unbelievably
small size and energy consumption. Thanks to that computational power, a wide
range of signal processing strategies is available in mobile phones, hearing aids
and other communication devices to reduce noise, increase speech intelligibility
and finally increase user satisfaction. Most of these strategies are not beneficial
in all situations (Naylor and Gaubitch, ￿￿￿￿). They tend to disturb the
signal, introduce artifacts or simply sound unnatural. So, if these strategies are
not adjusted correctly, they might even disturb the user. The performance of
most signal processing strategies depends to a large extent on several boundary
conditions like the type of signal, the sound field and the user’s preferences and
expectations. Accordingly, the correct determination of such conditions is crucial
to the total performance of any communication device.
￿
Recently, the advantages of multi-sensor input for noise suppression and speech
enhancement have led to communication devices with multiple acoustic sensors
(Hamacher et al., ￿￿￿￿). High performance hearing aids utilize two or more
microphones to employ beamforming techniques to focus on the counterpart
speaker (Heese et al., ￿￿￿￿). Mobile phones come with two or even three
microphones that are mainly used for background noise suppression. Some
notebooks also carry multiple sensors for such purposes. With the advent of such
small microphone arrays, the question becomes obvious what further advantages
can be gained from the additional input signals. A small microphone array in
this case is the combination of two or more microphones that are placed close by
in one device, in the range of a few millimeters to a few centimeters. This is a
contrast to classic microphone arrays used in acoustic measurements with tens
to hundreds of sensors and array dimensions of some meters.
Figure ￿.￿ shows the sound field a small microphone array may be exposed to in
a room. There is a speaker but also a concurring source in form of a loudspeaker.
While the speaker usually emits a speech signal, a loudspeaker can reproduce
virtually any form of signal, from speech over music to noise and technical sounds
and also any combination of such. The signals from both sources travel on a
direct path from the source to the microphone array. But there are also reflections
from the floor and from the walls. Further, a diffuse sound field without any
inbound direction is present, partly from the rooms’ reverberation, partly from
other noise sources. Depending on the frequency, the sound transmission is best
described by a wave propagation or a ray propagation. Finally, the sensors of
the microphone array are not perfect, so they also add some noise to the signal.
The signals received by the microphone array are a combination of some factors:
the number, strength and position of the sound sources, the transfer paths from
the sources to the receivers with some early reflections, as well as late, possibly
diffuse, reverberation. There may also be additional acoustic noise from other
sources. Finally, there is some noise emerging at the sensors. Thermic noise is
always present in acoustic sensors and amplification devices. There may also be
noise due to wind turbulence near the microphones, or mechanical noise due to
contacts of the housing with cloth or other objects.
￿
CHAPTER ￿. Introduction
Figure ￿.￿: Sound field in a room with two sources perceived by a small sensor array
￿.￿ Objectives
The main objective of this thesis is to describe methods that are able to gather
information on the acoustic environment based on the input signals of a small
microphone array. The sound field that is perceived by the receiver is composed of
different field types. A sound field classification not only determines the dominant
type of sound field, but also estimates the energy distribution between the different
sound field types. Further, a method for the blind estimation of the reverberation
time, the signal-to-noise energy ratio (SNR) and direct-to-reverberant energy
ratio (DRR) is proposed.
The main question about the acoustic environment can be separated in two
categories:
• The local component: What sound field are the sensors exposed to? How
is the sound field around the sensors composed? And how is it perceived?
• The global component: What are the (acoustic) room properties? What is
the reverberation time?
￿
￿.￿. Overview of the Thesis
This thesis will try to gather some of that information from the input signal
of a small sensor array without any a priori knowledge. The local component
is analyzed by a sound field classification that gives information on the local
composition of the sound field in the area of the microphone array. Further room
acoustic properties are gather by a blind reverberation time estimation that also
delivers the SNR and DRR of the current scene.
Objectives that are not addressed in this thesis are the estimation of the number
and position of sound sources, a classification of the sources’ signals or the
evaluation of user preferences, like which sound source he /she wants to listen to.
￿.￿ Overview of the Thesis
Some of the basics that should help the reader comprehend this thesis are pre-
sented in Chapter ￿. The chapter explains some basics on room acoustics, the
basic sound fields and how typical room acoustic measurements are carried out.
It also introduces the hearing aid dummy head and the sound field microphone
used in some evaluations and experiments within this thesis. Apart from mea-
surements, some methods for the simulation of acoustic fields and room acoustics
are introduced. Some basic concepts on spatial coherence are discussed, as spatial
coherence is the primary indicator for the sound field classification, as well as the
reverberation time estimation introduced in this thesis. A new function, called
the coherence estimate function (CEF), is defined. Finally, some insights on the
sound field indicators are given, also with respect to their computation in real
time.
Chapter ￿ introduces the sound field classification based on the sound field
indicators. After a brief problem statement and the definition of the necessary
boundary conditions like the number of acoustic sensors, two different approaches
for a classification are introduced and verified. Error influences like sensor
mismatch and their automatic compensation are discussed. The section closes
with some examples of sound field classifications in different acoustic situations.
A new method for the blind estimation of the reverberation time is introduced in
Chapter ￿. The method is based on the influence of the reverberation time and
other parameters on the CEF. The influences are studied in detail in Section ￿.￿.
Three different approaches for the estimation of the reverberation time from the
CEF are introduced. Some important aspects on the implementation in real time
￿
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scenarios are discussed and some error sources and a possible post-processing of
the results are introduced. The chapter closes with a verification of the three
methods with measured binaural impulse responses.
Finally, Chapter ￿ summarizes the results of the thesis, points out the contribu-
tions of the author and presents an outlook for possible further research on the
discussed topics.
￿
￿
Theoretical Essentials
The following chapter will explain the theoretical essentials necessary for the
acoustic field analysis described in this thesis. The essentials include some basics
on room acoustics, the measurement of acoustic systems and possibilities of the
simulation of such.
￿.￿ Signal Processing in Mobile Devices
Many mobile devices are used within a communication context. Mobile phones
are designed for telephony (although they may be used extensively for other
purposes). Hearing aids aim to reduce the limitations in speech intelligibility of
hearing impaired persons. All those devices receive, process and transmit audio
signals such as speech. The mobility of these devices also means that they can
used in the most different places. The acoustic situation in many of those places
is often not optimal for speech intelligibility. There may be other sound sources,
concurring speakers and reverberation. To allow any communication in such
situations using a mobile phone or a hearing aid, the signal has to be processed
to increase speech intelligibility. The methods utilized for this purpose will be
explained on the example of modern hearing aids. The methods used in mobile
phones and other devices are very similar.
Most modern hearing aids use multiple microphones as input sensors. Depending
on the size of the hearing aids, two or three microphones are typical instrumenta-
tions. Figure ￿.￿ shows the typical stages of signal processing in modern hearing
aids. The calculation is separated into two blocks: the actual signal processing
and a classification system that controls the signal processing. On the side of
the signal processing, the multi-microphone input is used for beamforming to
reduce noise from surrounding sources and to focus on the opposite speaker.
Feedback suppression is necessary to keep the system stable despite the very high
gain and output level. The subsequent processing is usually done in frequency
￿
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Figure 1: Processing stages of a high-end hearing aid.
in signal-to-noise ratio (SNR) is estimated to be about 4–
10 dB [2]. Additionally, the natural directivity of the outer
ear is not effective when behind-the-ear (BTE) instruments
are used. To compensate for these disadvantages, directional
microphones have been used in hearing aids for several years
and have proved to significantly increase speech intelligibility
in various noisy environments [3].
2.1. First-order differential arrays
In advanced hearing aids, directivity is achieved by differen-
tial processing of two nearby omnidirectional microphones
in endfire geometry (first-order differential array) to create a
direction-dependent sensitivity. As depicted in Figure 2, the
signal of the rear microphone is delayed and subtracted from
the signal picked up by the front microphone. The directivity
pattern of the system is defined by the ratio r of the internal
delay Ti and the external delay due to the microphone spac-
ing d (typically 7–16mm). In this example, the ratio was set
to r = 0.57 resulting in a supercardioid pattern also shown in
Figure 2. To compensate for the highpass characteristic intro-
duced by the differential processing, an appropriate lowpass
filter (LPF) is usually added to the system.
Compared to conventional directional microphones uti-
lizing a single diaphragm with two separate sound inlet ports
(and an acoustic damper to introduce an internal time de-
lay), the advantage of this approach is that it allows to au-
tomatically match microphone sensitivities and that the user
can switch to an omnidirectional characteristic, when the di-
rection of the target signal differs from the assumed zero-
degree front direction, for example, when having a conversa-
tion in a car.
To protect the amplitude and phase responses of the mi-
crophones against mismatch caused by aging effects (e.g.,
loss of electric charge in electret) or environmental influences
(condensed moisture and smoke on microphone membrane,
corrosion due to aftershave and sweat, etc.), adaptive match-
ing algorithms are implemented in high-end hearing aids.
The performance of a directional microphone is quan-
tified by the directivity index (DI). The DI is defined by
the power ratio of the output signal (in dB) between sound
incidence only from the front and the diffuse case, that is,
sound coming equally from all directions. Consequently, the
DI can be interpreted as the improvement in SNR that can
be achieved for frontal target sources in a diffuse noise field.
The hypercardioid pattern (r = 0.34) provides the best di-
rectivity with a DI of 6 dB, which is the theoretical limit for
any two-microphone array processing [4]. However, in prac-
tical use, these DI values cannot be reached due to shading
and diffraction effects caused by the human head. Figure 3
illustrates the impact of the human head on the directivity of
a BTE with a two-microphone array. The most remarkable
point is that the direction of maximum sensitivity is shifted
aside by approximately 40 degrees, if the device is mounted
behind the ear of a KEMAR (Knowles Electronic Manikin for
Acoustic Research). Consequently, the DI, which is related to
the zero-degree front direction, decreases typically by 1.5dB
compared to the free-field condition.
The performance related to speech intelligibility is quan-
tified by a weighted average of the DI across frequency, com-
monly referred to as the AI-DI. The weighting function is
the importance function used in the articulation index (AI)
method [5] and takes into account that SNR improvements
in different frequency bands contribute differently to the
speech intelligibility. As shown in Figure 4 for a hypercar-
dioid pattern, the AI-DI (as measured on KEMAR) of two
microphone arrays in BTE instruments ranges from 3.5 to
4.5 dB. For speech intelligibility tests in mainly diffuse noise,
the effect of directional microphones typically leads to im-
provements of the speech reception threshold (SRT) in the
range from 2 to 4 dB (e.g., [6]).
In high-end hearing aids, the directivity is normally
adaptive in order to achieve a higher noise suppression ef-
fect in coherent noise, that is, in situations with one domi-
nant noise source [2, 7]. As depicted in Figure 5, the primary
Figure ￿.￿: Processing stages f a hi h-end he ring aid (from (Hamacher et al., ￿￿￿￿))
bands, which are generated by an analysis filter bank. After the processing, these
frequency bands are assembled by a synthesis filter bank. Among the typical
signal processing methods are noise reduction and amplification together with a
dynamic compression.
The single algorithms and the range of their possible settings work in a situation-
specific way (Hamacher et al., ￿￿￿￿). A noise reduction, for example, may have
a negating influence on the sound of music, although it is obviously beneficial
in a situation with a lot of noise. Accordingly, the different stages of the signal
processing need to be cont olled, wi ched and adju ted according to situation.
For this urpose, a cl ssific tion and control segment adjusts the signal processing
to the situation. The aim of the classification stage is to gather information on
the signal, the situation, the acoustic environment and the user’s preferences, and
accordingly adjust the signal processing so that the best possible performance
and user satisfaction is achieved. As the room acoustic has a sig ificant influence
the co responding parameters and theories will be describ d in more de ail in
the following section.
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￿.￿ Room Acoustics
Kuttruff (￿￿￿￿) gives a very broad introduction into general room acoustics.
Further information on (room) acoustic sound fields in the context of sound
intensity measurements can be found in (Fahy, ￿￿￿￿).
A multitude of parameters is used to describe the acoustic properties of a room
and the sound field perceived by a receiver. The reverberation time T is a
prominent example. It describes the time in which the energy density in a room
drops 60 dB after a sound source is switched off. The reverberation time directly
influences the speech intelligibility in a room as well as the performance of many
signal processing strategies (Blauert, ￿￿￿￿).
An obvious influence on the sound field is given by the room geometry, as it
directly influences the reflections from walls and other objects. The room volume
V and surface S are determined by the room geometry. The number N , position
and level of the present sound sources relative to the receivers also change the
perceived sound field. The more (uncorrelated) sound sources are active, the
more diffuse the sound field will be. Further, the distance r between source
and receiver influences the amounts of direct and diffuse energies at the receiver
location.
Using statistical considerations, the reverberation time can be calculated from
the room volume V , the room surface S and the average absorption coefficient ↵
as (Eyring, ￿￿￿￿)
T =
⇣
 0.163 s
m
⌘
· V
S · ln (1  ↵) (￿.￿)
The absorption coefficient of most materials is frequency dependent, as is the air
absorption m, which is not considered in (￿.￿). Accordingly, the reverberation
time of a room is typically frequency dependent and is usually quoted in octave
or third octave bands (DIN-EN-ISO-￿￿￿, ￿￿￿￿; ISO-￿￿￿￿-￿, ￿￿￿￿).
Depending on T and V , the sound field in a room is composed of discrete modes
at lower frequencies. For higher frequencies, modes exist as well, but at each
frequency many modes overlap in a rather chaotic way, so that the resulting
sound field can be assumed diffuse. The Schroeder or critical frequency fc is the
typical crossover frequency between modal behavior and (quasi) diffuse sound
￿
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fields. It can be calculated as (Schroeder, ￿￿￿￿)
fc = 2000
r
T
V
(￿.￿)
The sound energy density in any sound field is defined as (Fahy, ￿￿￿￿)
w =
1
2
⇢0||u||2 + p
2
2⇢0c2
(￿.￿)
, where p is the sound pressure and u is the sound velocity.
The propagation of sound energy is called intensity. The instantaneous sound
intensity i(t) is defined as
i(t) = pu (￿.￿)
The mean intensity i over a time period T can be calculated as
i =
1
T
Z T
0
p(t)u(t)dt (￿.￿)
=
1
2
<{pu⇤} (￿.￿)
=
1
2
<{spu} (￿.￿)
As the two agents of energy flow, pressure and particle velocity, are not necessarily
in phase, there may also be some reactive component in the energy flow, just as
in electrical circuits, where a phase shift between voltage and current may lead
to a reactive power component.
Accordingly, the complex intensity ic can be written as a summation of the mean
intensity i and the reactive intensity ir
ic = i+ jir (￿.￿)
=
1
2
pu⇤ (￿.￿)
=
1
2
spu (￿.￿￿)
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￿.￿.￿ Basic Sound Fields
The basic sound fields describe idealized sound fields that are completely defined
by basic attributes and are often used as assumption for analytical calculations and
as boundary conditions for signal processing. The basic sound fields in a pure form
are seldom observed in realistic environments, but are often a good approximation
for parts of the sound field (Fahy, ￿￿￿￿; Jacobsen, ￿￿￿￿). Accordingly, many
sound fields, as a simplification, can be expressed as a superposition of the basic
sound fields.
The free sound field describes a free and undisturbed wave propagation. This also
applies to conditions outside rooms, or inside rooms with sparse reverberation.
It is a valid approximation for the direct sound from a source in any room.
Accordingly, the sound pressure p and the sound velocity u for one mono frequent
point source in free field conditions can be written as (Fahy, ￿￿￿￿)
p(r, t) =
B
r
ej(!t kr) (￿.￿￿)
u(r, t) =
b
!⇢0r
(k   j/r) ej(!t kr)er (￿.￿￿)
=
p(r, t)
⇢0c
· (k   j/r) er (￿.￿￿)
where k is the wave number and B can be calculated from the source strength P
as
B = j
r
⇢0c
2⇡
P . (￿.￿￿)
u can be separated into one part ua, which oscillates in phase with p (and
accordingly only contributes to i), and one ur, which oscillates with a phase shift
of ⇡/2 (and only contributes to ir)
u(r, t) =
p(r, t)
⇢0c
· ker + p(r, t)
⇢0c
· ( j/r) er (￿.￿￿)
= ua(r, t) + ur(r, t). (￿.￿￿)
Using (￿.￿￿) and (￿.￿￿) in (￿.￿) leads to a sound energy density of (Beranek,
￿￿
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￿￿￿￿)
w =
B
⇢0c2 · r
✓
1 +
1
2k2r2
◆
. (￿.￿￿)
By using (￿.￿￿) instead, the sound energy density can be separated into an active
(wfree) and a reactive part (wreactive)
w =
1
2
⇢0|ua|2 + p
2
2⇢0c
+
1
2
⇢0|ur|2 (￿.￿￿)
=
B
⇢0c2 · r +
B
⇢0c2 · r
1
2k2r2
(￿.￿￿)
= wfree + wreactive (￿.￿￿)
For distances r   k, the reactive term can be neglected.
The sound intensity ic in a sound field radiated from a point source can be
written as
i =
B2
2r2⇢0c
(1 + cos 2 (!t  kr)) er (￿.￿￿)
ir =
B2
2r3⇢0!
sin 2 (!t  kr) er (￿.￿￿)
ic = i+ jir. (￿.￿￿)
Apart from the strong reactive effect in the near field of a sound source, reactive
sound fields also occur in standing waves and modes.
The model of a diffuse sound field is often used to describe the sound field in
reverberant rooms or a sound field generated by multiple uncorrelated sound
sources.
A diffuse sound field can be described as the superposition of infinitely many
point sources uniformly distributed on a sphere emitting uncorrelated signals.
￿￿
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Accordingly, p and u can be written as
p(r, t) =
1X
n=1
Bn
rn
ej(!t krn) (￿.￿￿)
ur(r, t) =
1X
n=1
Bn
!⇢0rn
(k   j/rn) ej(!t krn)er,n. (￿.￿￿)
The energy density of the diffuse sound field wdi↵use only depends on the equivalent
absorption area A = S↵ and on the source strength P , and can be written as
(Kuttruff, ￿￿￿￿)
wdi↵use =
4P
c ·A. (￿.￿￿)
In a diffuse sound field no energy propagation takes place, as the energy distribu-
tion is uniform in the whole space. This means that although the instantaneous
intensity i(t) may behave randomly, the long term intensity i is zero.
The ratio between wfree and wdi↵use is called DRR and can be written as
DRR =
wfree
wdi↵use
(￿.￿￿)
=
A
16⇡r2
(￿.￿￿)
=
0.163V
16⇡r2 · T . (￿.￿￿)
That means, in a room with only one source, the DRR is directly proportional
to 1/r2.
The distance where the sound energy density of the direct sound is equal to that
of the diffuse sound field, so that wfree = wdi↵use, is called critical distance rc
with (Schroeder, ￿￿￿￿)
rc =
r
S · ↵
16⇡
(￿.￿￿)
⇡ 0.057 ·
r
V
T
· s
m
(￿.￿￿)
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substituting S·↵16⇡ with rc
2 in (￿.￿￿) leads to
DRR =
⇣rc
r
⌘2
. (￿.￿￿)
In the strict sense, those definitions are only valid for stationary signals with one
dominant sound source.
The basic sound fields, free, reactive and diffuse, are sound fields, whereas noise
does not describe a real sound field but rather the absence of any acoustic sources.
For the case of a non-ideal receiver like a microphone, there will always be
additional electronic noise from the sensor itself, the preamps and the analog-to-
digital converter. In a strict sense, this is no sound field but a sensor artifact.
For the subsequent signal processing it cannot be distinguished from a pressure
signal. The ratio between the energy Esignal of any acoustic signal and the energy
of the noise Enoise is called SNR and can be calculated as
SNR =
Esignal
Enoise
. (￿.￿￿)
There are various definitions of the SNR, mostly differing in the point what is
considered signal and what is considered noise. In this thesis, every acoustic
signal will be considered wanted, whereas only noise emerging at￿ or in￿ the
receiver will be considered noise.
￿.￿.￿ Combined Sound Fields
In a room, the sound pressure from one point source and the reflections from the
room surfaces can be written as
p(r, t) =
B1
r1
ej(!t kr1) +
1X
n=2
Bn
rn
ej(!t krn) (￿.￿￿)
u(r, t) =
B1
!⇢0r1
(k   j/r1) ej(!t kr1)er
+
1X
n=2
Bn
!⇢0rn
(k   j/rn) ej(!t krn)er,n
. (￿.￿￿)
￿wind noise or mechanical noise like scratching
￿electronic noise
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An acoustic sensor with a sensitivity b will finally sense either sound pressure or
sound velocity. As the sensor is never ideal, it will always add some electronic
noise to the signal, as will the amplifier and the AD-converter. The final signal
for a pressure sensor can then be written as
sp(r, t) = b · p(r, t) + np(t) (￿.￿￿)
or for a velocity sensor
su(r, t) = b · u(r, t) + nu(t). (￿.￿￿)
Most velocity sensors only sense the sound velocity in one direction en. Accord-
ingly, the signal perceived can be written as
su(r, t) = b · u(r, t) · en + nu,r(t) (￿.￿￿)
￿.￿.￿ Room Acoustic Measurements
For the verification of many signal processing strategies, examples are very helpful.
Recordings of different situations as well as room impulse responses that can
be convolved with different signals are prominent examples of tools necessary
for the evaluation of signal processing strategies. The DIN-EN-ISO ￿￿￿￿
(￿￿￿￿) includes a general guidance on how room acoustic measurements should
be carried out.
Transfer function measurements
Measuring transfer functions is one of the most important daily tasks in all areas
of acoustics. Especially in room acoustics, when convolving impulse responses
with anechoic audio material, a very high dynamic range is necessary (Dietrich
and Lievens, ￿￿￿￿). The most reliable method to get a very high dynamic range
measurement in a reasonable time is a transfer-function measurement using a
sweep excitation signal (Farina, ￿￿￿￿)(Müller and Massarani, ￿￿￿￿). Using
a sweep excitation has the main advantage that most non-linear distortions, for
example from the non-ideal loudspeakers, are visible in the impulse response and
can be separated and eliminated. Further, the sweep excitation methods is far
more robust to time variances than, for example, maximum-length-sequences
(MLS) (Müller and Massarani, ￿￿￿￿). The use of a sweep excitation signal
￿￿
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Figure ￿.￿: Calibration of the measurement chain (Fonseca et al., ￿￿￿￿)
ensures a maximal utilization of power amplifier and speaker, and generates the
best SNR possible with the given setup and time (Müller and Massarani,
￿￿￿￿).
For all measurements in this context,Matlab is used as measurement system, using
the ITA-Toolbox (Dietrich, Guski, et al., ￿￿￿￿), an acoustic measurement
and signal processing function set. The ITA-Toolbox is able to do absolute
measurements, using the calibration method shown in Figure ￿.￿. Using the known
combined amplification factors and sensitivities of the hearing aid microphones
in the dummy head and a known power amplifier and speaker, absolute room
impulse responses can be measured and absolute recordings can be done, giving
a high precision for later testing of signal processing.
Reverberation time estimation from room impulse responses
The process of a reverberation time calculation (or rather estimation) from a room
impulse response is described in DIN-EN-ISO ￿￿￿￿ (￿￿￿￿). The corresponding
￿￿
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methods are implemented in the ITA-Toolbox and all non-blind calculations of the
reverberation time were carried out using this state-of-the-art implementation.
Hearing aid dummy head
For hearing aid specific measurements and recordings, a dummy head equipped
with hearing aids was built as indicated in Figure ￿.￿. The head and ears are
identical to the ITA artificial head. Instead of microphones in the ear channel, the
dummy head is equipped with four hearing aids, one behind the ear (hearing aid)
(BTE) and one in-the-canal (hearing aid) (ITC) hearing aid shell at each ear. The
hearing aid shells include their original microphones, which are connected to a
digital audio device. The hearing aid dummy head can be used for measurements,
just like a usual dummy head. Instead of a binaural signal, the result will be an
eight-channel recording with the signals of four hearing aids, each containing two
microphones. This signal can be used for online or offline performance tests of
hearing aid signal processing as well as demonstrations of hearing aid behavior.
The BTE hearing aids include two microphones with a distance of 12.4mm. The
ITC hearing aids also include two microphones but with a closer distance of
6.7mm.
Microphon-
Amplifier
Audio
Interface
DSP
Auralization
Recording
Figure ￿.￿: Sceme and photo of the hearing aid dummy head
￿￿
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The hearing aid microphones can be calibrated using a broadband calibrator.
The calibrator is shown in Figure ￿.￿. It uses a headphone driver and an electret
microphone (Sennheiser KE-￿) as reference. It is designed as a pressure chamber.
Its dimensions are chosen in a way to ensure a reliable calibration for frequencies
up to ￿￿ kHz. The calibrator uses soft foam to ensure an air tight volume when
pressed to a hearing aid.
One problem with this kind of calibration is the connection between the calibrator
and the microphone. Due to the placement of the microphones inside the hearing
aids, it is very complicated to get an airtight connection between calibrator and
microphone. Further tests are necessary to verify the calibration process using
this calibrator.
Other possible methods are free field calibration and diffuse field calibration,
using a reference microphone (Kuttruff, ￿￿￿￿). The main problem with both
methods is that the microphones are fixed in the hearing aid housing, so the
influence of the housing will always appear in the calibration process.
Figure ￿.￿: A broadband calibrator for hearing aid microphones
The channel sensitivities of the firewire audio interface used in the hearing aid
dummy head have been measured using a voltage source that emits a sinus wave
at ￿￿￿￿Hz and ￿V. The audio interface shows channel sensitivities according
to Table ￿.￿. Channels ￿ and ￿ of the audio interface are microphone inputs
and show a slightly higher sensitivity than the line level inputs ￿-￿. The channel
sensitivities of the hearing aid preamps used in the hearing aid dummy head
have been measured by measuring the transfer function from input to output.
Channels ￿ and ￿ of the audio interface are microphone inputs and have higher a
impedance than the line inputs ￿-￿. This seems to affect the amplification of the
preamps, as channels ￿ and ￿ have a lower amplification. The sensitivities are
￿￿
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shown in Table ￿.￿, the frequency responses in Figure ￿.￿.
Channel Preamp Sensitivity AD Sensitivity
Number in V/V in ￿/V
￿ 7.81 0.285
￿ 7.80 0.285
￿ 9.54 0.199
￿ 9.52 0.199
￿ 9.28 0.201
￿ 9.28 0.201
￿ 9.33 0.201
￿ 9.30 0.201
Table ￿.￿: Channel sensitivities of preamps and AD
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Figure ￿.￿: Frequency responses of the hearing aid preamplifiers
The compensation for absolute, calibrated measurements with the eight hearing
aid microphones is shown in Figure ￿.￿.
For this setup, a hearing aid related transfer function (HARTF) has been measured
in a spectral resolution of 1⇥5  . The measurement has been carried out according
to the head related transfer function (HRTF) measurement method described in
(Lentz et al., ￿￿￿￿). This HARTF can be used as replacement for the typical
HRTF in room acoustic simulation models and auralization with a hearing aid
context.
￿￿
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Figure ￿.￿: Final compensation to compensate for the non perfect frequency response
of the hearing aid microphone sensitivities along with the amplification
preamps. This compensation allows absolute measurements with the
hearing aid dummy head.
Sound field microphone
Apart from the hands-on example of the hearing aids, a more general small
microphone array was used for some evaluations. A sound field microphone,
consisting of four omnidirectional pressure sensors placed in a sphere with a
diameter of 14mm. The microphones form the shape of a regular tetrahedron. A
picture of the sound field microphone is displayed in Figure ￿.￿.
Figure ￿.￿: Sound field microphone
￿￿
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￿.￿ Room Acoustic Modeling and Simulation
For the development and verification of a sound field classification and analysis,
a set of sound field models, as well as examples for room acoustic situations,
are necessary. The basic sound fields are seldom experienced in a pure form.
Measurements or recordings of pure basic sound fields are practically impossible.
Models of the basic sound fields were created for the testing of the sound field
classification. The implementation of these models is described in following
section. The basic sound field sequence (BSFS), which is used for the evaluation
of the sound field classification, is also described.
For the simulation of real sound fields, a variety of simulation methods is available.
The advantages and disadvantages of the different methods are discussed with
a focus on applicability in the context of small microphone arrays. Finally, the
stochastic room impulse generation method is explained, which was used for
Monte-Carlo simulations.
￿.￿.￿ Basic Sound Field Models
The following section describes how the basic sound fields introduced in Section
￿.￿.￿ can be modeled for validation of sound field classification methods.
Free Free field conditions can be simulated by an implementation of (￿.￿￿) and
(￿.￿￿). It is important to choose the distance r big enough, so that no significant
reactive components occur￿. Sometimes it is necessary to include a receiver
directivity. This can be achieved by a convolution of the receiver’s directivity
with the signal at the receiver (without directivity). A directivity is usually
employed to include the influence of the sensor housing or the human head (this
directivity is called HRTF).
Diffuse A perfectly diffuse sound field would consist of infinitely many uncor-
related sound waves coming equally distributed from all directions (Jacobsen
and Roisin, ￿￿￿￿) as described in (￿.￿￿) and (￿.￿￿). As it is not possible to
simulate this infinite number of waves, a large but finite number of uncorrelated
waves from random directions is a valid approximation for a diffuse sound field.
￿Of course, the model can also neglect the reactive component, independent from the distance
￿￿
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Reactive A completely reactive sound field can be simulated by a 90   shift
between sound pressure and sound velocity. Utilizing (￿.￿￿) and (￿.￿￿) neglecting
the ’in-phase’ part of u leads to a purely reactive sound field.
Noise Noise can be simulated as uncorrelated random signals for the different
sensors. Noise is usually normal distributed so the random signal should have
the same distribution. The noise signal is not influenced by the sensor housing
or head in any way.
The basic sound field sequence
The BSFS is a convenient method for the validation of the different stages of
the sound field classification. It is a sequence of the basic sound fields, one after
the other. It can also be used to investigate different influences like microphone
mismatch on the classification. The main advantage is that in each segment
the classification should return a perfectly defined value. Differences from that
perfect behavior can easily be quantified.
The sequence in which the basic sound fields occur is:
Free Diffuse Reactive Noise
Figure ￿.￿: The BSFS
￿.￿.￿ Room Acoustic Simulation
Whenever a room acoustic measurement is not feasible or advisable, maybe
due to time or complexity reasons, or because the room does not even exist, a
room acoustic simulation is a possible solution for auralization or evaluation. To
determine the transfer function, or impulse response, from an acoustic source
to a receiver in an enclosed space, a room acoustic model is necessary. Figure
￿.￿ shows a primary classification of room acoustic models. There are vast
differences between the different methods, in calculation time, (audible) accuracy
and physical exactness. The applicability of some methods also depends on the
room and the frequency range of interest. In general, wave based approaches are
￿￿
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radiation (Chap. 2) and of sound fields (Chap. 3) come into play now. 
Nevertheless, specific methods particularly for nonanalytic approaches 
must be discussed in this chapter. Boundary conditions and field geome-
tries mostly do not match the elementary conditions of standard coordinate 
systems such as Cartesian, spherical or cylindrical geometry. The basic so-
lutions we found in Chaps. 2 and 3 are still interesting because they show 
the basic features of sound sources and propagation. The details and the 
fine structure in the results, however, can be obtained only when the real 
geometry and the conditions of the propagation space are taken into ac-
count with sufficient accuracy. 
The accuracy of the models can be discussed on a physical basis and on 
psychoacoustic basis. The discussion on the physical basis is related to the 
size of objects in relation to the wavelength (diffraction), to the possibility 
of neglecting phase effects (high modal density), to the variety of wave 
types contributing to the transfer function and to elementary features of the 
signals simulated concerning the density of samples in the time and fre-
quency domains. 
A sound propagation or transmission problem can be described by 
Green’s functions. They result from a formulation of the wave equation by 
using the potential function, g(r|r0). It corresponds to the sound field quan-
tities by derivations in space and time (Skudrzyk 1971, Mechel et al. 
2002): 
gp &0U , 
gv  . 
(10.1) 
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Figure ￿.￿: Classification of room acoustic models (Vorländer, ￿￿￿￿)
better suited for low frequency applic tions, with f  fc = 2000
q
T
V . F r higher
freq enci s with f > fc, geometrical methods are bet er suite . There are also
approaches of a combin tion of both methods to get realistic broa band impulse
responses (Aretz, ￿￿￿￿; Aretz et al., ￿￿￿￿).
A very broad overview and discussion on the different models can be found in
(Vorländer, ￿￿￿￿).
Wave based algorithms
Wave based algorithms include the finite element method (FEM), boundary
element method (BEM), difference methods (e.g. finite time difference method
(FTDM)), and analytic methods.
For very simple room geometries, an analytic solution of the Helmholz equation
is possible. For typical rooms this approach is not suitable due to too complex
geometries (Kuttruff, ￿￿￿￿).
The finite element method works by a discretization of a field volume into volume
elements. In these elements, the energy formulation of the harmonic field is
used. The principle is very general and is applied in many fields, like mechanical
problems, fluid dynamics, heat conduction, electromagnetic or acoustic field
￿￿
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problems (Vorländer, ￿￿￿￿). For an FEM simulation, a room model with
geometric information as well as well-defined boundary conditions is necessary.
The quality of the result crucially depends on the quality of the input data
(Aretz, ￿￿￿￿; Aretz, ￿￿￿￿). The finite element method is very well suited for
frequencies below fc. For higher frequencies, the results tend to differ significantly
from the reality. Although the method is theoretically also correct for high
frequencies, the uncertainties in the model and boundary conditions lead to
high errors compared to measurements. In addition, the computational load
increases significantly with the frequency. The finite element method can be very
time consuming. In most cases, it is not suitable for real-time applications or
Monte-Carlo simulations.
The boundary element method is mostly used in radiation and scattering problems
that are characterized by boundary conditions like local impedances, admittances
or surface velocities. The boundary element method is usually not used in the
simulation of room acoustics but rather for the simulation of directivities like the
HRTF.
Geometrical acoustics
Geometrical acoustics include methods like ray tracing, which is also very popular
in computer graphics, beam tracing and mirror source models. All those methods
show good results for frequencies above fc. They are not suitable for a realistic
representation of modal behavior. The mirror source method is very accurate for
the first reflections, but it cannot model diffraction. Additionally, the number
of mirror sources grows exponentially as a function of reflection order, resulting
in a very high computation time for long impulse responses. Faster methods
for the diffuse tail of the reverberation are ray or beam tracing methods. Often
both methods are combined, using mirror sources for accurate early reflections
and ray tracing for the reverberation tail. One example is the real-time capable
room acoustic auralization system RAVEN, which was developed by Schröder
(￿￿￿￿).
Problems specific to the simulation of microphone arrays
For all wave based algorithms, a model of the microphone array is necessary.
In addition, the model must be fine enough to represent the small microphone
￿￿
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distances. Apart from that, all wave based methods are suitable for a realistic
simulation of the input signals of a high precision microphone array, including all
effects like source near field effects and diffraction at the receivers.
For geometrical acoustic approaches, usually an HRTF or a directivity database
is used. This HRTF can be measured, for example, for a hearing aid setup on
a dummy head and therefore theoretically be incorporated into the geometrical
models. For other setups of microphone arrays a directivity can be measured or
simulated and used for the simulation just like an HRTF. One remaining problem
is, that most commercial as well as non-profit geometrical acoustics models only
accept HRTFs with two channels, although four would be necessary for a binaural
hearing aid setup or a sound field microphone. Repeated simulations with a
split HRTF, on the other hand, show wrong results of spatial coherences as well
as other sound field indicators, due to stochastic processes in the ray tracing
methods. Further, most methods are only capable of simulating sound pressures,
so the sound velocity can only be estimated from a sound pressure distribution
at some points around the point of interest.
Binaural stochastic room impulse response
The following method was already introduced in (Scharrer and Vorländer,
￿￿￿￿). The respective part is repeated here for the reader’s convenience.
Most room acoustic simulation methods need a room model to work with. That
means the room geometry as well as the boundary conditions have to be known.
Another possibility is the stochastic simulation of a room. In this case, no room
model is necessary. The necessary information on the room are the room volume
V , the room surface S, the source position, relative to the receiver and the
average absorption coefficient ↵, the reflection factor R or the reverberation time
of the room T . Furthermore, a directivity of the receiver could be specified,
like microphone directivity or a head related transfer function. The result is an
impulse response as it could exist for such a room.
The stochastic room acoustic simulation is no approach to model an exact room,
but rather to find room impulse responses as they could exist in typical rooms.
Using the same boundary conditions, a stochastic room acoustic simulation will
return different impulse responses for every evaluation. This makes it rather
useful for Monte-Carlo simulations. The method of stochastic room acoustic
simulation is similar to the method of mirror sources. Therefore, it is better suited
￿￿
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for frequencies above the ‘Schroeder Frequency’, although, due to time-frequency
connections, it will also yield a realistic transfer function with discrete modes for
lower frequencies (Schroeder, ￿￿￿￿).
The method of stochastic impulse responses is mostly based on a geometrical
acoustics approach, as explained in (Kuttruff, ￿￿￿￿) and (Vorländer, ￿￿￿￿).
The average temporal density of reflections arriving at time t in an arbitrary
shaped room of the volume V can be expressed as:
dNr
dt
= 4⇡
c3t2
V
(￿.￿￿)
This means the density of sound reflections increases according to a quadratic
law. The total number of reflections in an impulse response of the length tir is
Nir =
Z tir
0
4⇡
c3t2
V
dt (￿.￿￿)
=
4⇡
3
c3t3ir
V
(￿.￿￿)
Those reflections should be distributed in the interval ]tdirect tir], where tdirect
is the time offset after which the direct sound reaches the receiver and prior to
which no reflections can occur. A simple way of creating a random value with
a quadratic distribution in the range [0 tir] is taking the cube root of an equal
distribution Pequal, with Pequal 2 [0 1] and multiplying it with tir.
tps = 3
p
Pequal · tir (￿.￿￿)
The temporal reflection distribution can be transferred to a distribution of image
source distances.
dps = c · tps (￿.￿￿)
The direction of the image sources relative to the head can be chosen randomly
with an equal distribution on the full sphere. An equal distribution on a sphere
￿￿
￿.￿. Room Acoustic Modeling and Simulation
can be generated by the following method:
z 2 [ 1 1] (￿.￿￿)
t 2 [0 2⇡] (￿.￿￿)
r =
p
1  z2 (￿.￿￿)
x = r · cos(t) (￿.￿￿)
y = r · sin(t) (￿.￿￿)
With the combination of random distances and random directions, a set of image
sources can be generated. The transfer function from image source i to the
receiver with the directivity Hreceiver, which depends on the direction of incidence
in spherical coordinates   and ✓, can be calculated as:
Hi(!) =
1
cti
·Hreceiver(!, , ✓) · e
h
 j! m(!)2 c+n ln(R(!))
i
ti (￿.￿￿)
n =
cS
4V
(￿.￿￿)
with ti being the delay between the source and the receiver, m the air attenuation,
n the average number of reflections per second for one sound ray, and R the
effective reflection factor. The values m and R will be frequency dependent for
most situations.
The final transfer function is generated by a summation over all reflections and
the direct sound, which is calculated by the same formulas with n = 0.
H = Hdirect +
NirX
i=1
Hi (￿.￿￿)
Monte Carlo simulations
Monte Carlo simulations are a method of repeated random calculations to un-
derstand the connection of input and output parameters of a modeled problem.
They are especially helpful when the problem includes a great number of coupled
degrees of freedom. In acoustics, Monte Carlo simulations are often used to
determine measurement uncertainties (Martin, Witew, and Arana, ￿￿￿￿).
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￿.￿ Spatial Coherence
Coherence is a similarity indicator for signals in the frequency domain. It can
also be seen as an indicator for the linearity and time invariance of a system.
Identical signals have a coherence of unity. This is also true for all linear and
time-invariant operations on one or both of the signals. Non-linear or time-variant
parts in the transfer path decrease the coherence.
The coherence between two signals x and y with the power spectral densities Sxx
and Syy and the cross spectral density Sxy is defined as
 xy(!) =
Sxy(!)p
Sxx(!) · Syy(!)
. (￿.￿￿)
A measurement over an infinite period of time period is impossible. Instead,
a coherence estimation is performed by estimating the spectral densities using
Fourier transformations of overlapping time blocks (Carter, Knapp, and
Nuttall, ￿￿￿￿)
 ˆxy(!) =
hXY ⇤iphXX⇤i · hY Y ⇤i (￿.￿￿)
where X and Y are the frequency domain representations of the signals x and y.
The slanted brackets indicate averaging over time and/or frequency according
to (Marple, ￿￿￿￿; Welch, ￿￿￿￿). In this context, the block size nbs of the
segments is relevant, as the coherence estimate is biased by the block size
(Carter, Knapp, and Nuttall, ￿￿￿￿; Scharrer and Vorländer, ￿￿￿￿).
Further details on the spectral density (SD) estimation in real-time systems are
given in Section ￿.￿.￿
The spatial coherence describes the coherence between two measures at two
locations. The measures usually used in acoustics are the sound pressure p and
the sound velocity u.
The coherence between two pressure receivers is a complex, frequency dependent
scalar:
 p1p2(!) =
hP1P ⇤2 iphP1P ⇤1 i · hP2P ⇤2 i (￿.￿￿)
As the particle velocity u is a vector, the coherence between sound velocity and
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sound pressure is a vector parallel to the sound velocity:
 pu(!) =
hPu⇤iphPP ⇤i · hu · u⇤i (￿.￿￿)
￿.￿.￿ Spatial Coherence in Basic Sound Fields
For the basic sound fields the spatial coherences can be deduced in an analytical
fashion.
In free field conditions, the magnitude squared spatial coherence between two
receivers, pressure or velocity, at any distance, is unity. The coherence function
for any two acoustic sensors with a spacing d and an angle of sound incidence ✓
can be expressed as (Kuttruff, ￿￿￿￿)
 xy(!) = e
 jkd cos(✓) (￿.￿￿)
Accordingly, the magnitude of  xy is always unity. The coherence estimate,
however, is not always unity, as the result is biased by the time delay between
the two receivers (Carter, ￿￿￿￿). Just to give an example: One could chose the
extreme where the time delay between the two receivers is bigger than the block
size used for coherence estimation. In this case, the coherence would degrade to
a value close to zero, even though the signals are in fact highly coherent. In less
extreme cases, a time delay can bias the result of the coherence estimation as
well. Carter (Carter, ￿￿￿￿) gives an analytical estimation of the bias E[Cˆ] C
as a function of the true coherence C, the FFT time duration tbs, and the time
delay  t
E[Cˆ]  C ⇠=  2| t|
tbs
C +
✓ | t|
tbs
◆2
C (￿.￿￿)
This means that for a valid estimation the block size for the coherence estimation
has to be chosen significantly higher than the maximum possible time delay
between the two receivers.
Piersol (￿￿￿￿) shows that the magnitude squared spatial coherence between
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the signals of two pressure receivers in a diffuse sound field can be predicted as
 2xy(k, d) =
✓
sin(kd)
kd
◆2
(￿.￿￿)
where k is the wave number and d is the sensor spacing.
Jacobsen and Roisin (￿￿￿￿) extends this derivation to combinations of pressure
and sound velocity sensors. The magnitude squared spatial coherence between a
pressure and sound velocity signal in radial direction with a sensor distance d is
 2pur (k, d) = 3
✓
sin(kd)  (kd) cos(kd)
(kd)2
◆2
(￿.￿￿)
In the extreme case that pressure and velocity are measured at the same position,
so that d! 0, this is reduced to
lim
d!0
 2pur (k, d) = 0 (￿.￿￿)
This means that in a perfectly diffuse sound field the sound pressure and velocity
at the same position are perfectly incoherent.
The spatial coherence estimate in a reverberant sound field is similar to that
in a diffuse sound field as long as the block size used for coherence estimation
is small enough (Jacobsen and Roisin, ￿￿￿￿). A room with one stationary
source is usually also considered both a linear and a time invariant system and
those systems have a spatial coherence of unity. This is also valid as long as the
block size for the coherence estimation is chosen significantly higher than the
reverberation time of the room. This conflict also indicates that the result of the
coherence estimation in a reverberant sound field is biased by the block size used
for the coherence estimation.
In a reactive sound field, the magnitude of the spatial coherence is unity, no
matter whether the spatial coherence between two pressure signals or a pressure
and a velocity signal is evaluated (Jacobsen, ￿￿￿￿). Like in free field conditions,
the coherence can be biased by a time delay. This has to be considered if the
time delay is not much smaller than the block size used for coherence estimation.
The complex coherence between sound pressure and sound velocity at the same
position has the same argument as the complex intensity at that same location
(Jacobsen, ￿￿￿￿).
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The spatial coherence of two independent and uncorrelated noise signals is
obviously zero, although, due to a limited averaging time and limited block size,
a coherence estimate will return values above zero.
Figure ￿.￿￿ shows the spatial coherences for two pressure sensors with a sensor
distance of ￿ cm and the spatial coherence between pressure and velocity at the
same location in the basic sound fields. Figure ￿.￿￿ shows the locations of the
basic sound fields in a three-dimensional space, spun up by the spatial coherences
| pp|, <{ pu} and ={ pu}.
Spatial coherence of combined signals
The spatial coherence  xy between two signals x and y, which are mixtures of N
signals from different origins, can be predicted by the coherences of the single
components xi and yi
x =
NX
i=1
xi (￿.￿￿)
y =
NX
i=1
yi (￿.￿￿)
The signal components are assumed to be uncorrelated to each other, so that in
the frequency domain:
hXaX⇤b i ⇡ 0 for a, b 2 [1 N ], a 6= b (￿.￿￿)
hYaY ⇤b i ⇡ 0 for a, b 2 [1 N ], a 6= b (￿.￿￿)
hXaY ⇤b i ⇡ 0 for a, b 2 [1 N ], a 6= b (￿.￿￿)
According to (￿.￿￿), the coherence for two signal components (X(f) = X1(f) +
X2(f) and Y (f) = Y1(f) + Y2(f)) can be expressed as:
 xy =
h(X1 +X2)(Y1 + Y2)⇤iph(X1 +X2)(X1 +X2)⇤i · h(Y1 + Y2)(Y1 + Y2)⇤i (￿.￿￿)
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Figure ￿.￿￿: Magnitude (top), real (middle) and imaginary (bottom) parts of the
spatial coherence for two pressure sensors with a sensor distance of ￿ cm
(left) and spatial coherence between pressure and velocity at the same
location (right) in the basic sound fields
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Figure ￿.￿￿: Locations of the basic sound fields in a three-dimensional space, spun up
by the spatial coherences | pp|, <{ pu} and ={ pu}.
Using (￿.￿￿) to (￿.￿￿), this can be simplified to:
 xy ⇡ hX1Y
⇤
1 iphX1X⇤1 ihY1Y ⇤1 i ·
ph|X1|2ih|Y1|2i
h|X1||Y1|i+ h|X2||Y2|i
+
hX2Y ⇤2 iphX2X⇤2 ihY2Y ⇤2 i ·
ph|X2|2ih|Y2|2i
h|X1||Y1|i+ h|X2||Y2|i
(￿.￿￿)
Using (￿.￿￿), this can be expressed as a superposition of the coherences of the
single signal components
=  x1y1 ·
ph|X1|2ih|Y1|2i
h|X1||Y1|i+ h|X2||Y2|i
+  x2y2 ·
ph|X2|2ih|Y2|2i
h|X1||Y1|i+ h|X2||Y2|i
(￿.￿￿)
And with the frequency dependent signal energies Ex(f) and Ey(f):
Ex(f) = h|X|2i (￿.￿￿)
Ex(f) =
NX
i=1
Exi(f) (￿.￿￿)
Ey(f) =
NX
i=1
Eyi(f) (￿.￿￿)
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the frequency dependent coherence can be written as:
 xy =  x1y1 ·
p
Ex1Ey1p
Ex1Ey1 +
p
Ex2Ey2
+  x2y2 ·
p
Ex2Ey2p
Ex1Ey1 +
p
Ex2Ey2
(￿.￿￿)
With the assumption that the signal energies at both sensors are similar, so that
Exi ⇡ Eyi (￿.￿￿)
and p
ExiEyi ⇡ Exi (￿.￿￿)
the equation can be written as
 xy =  x1y1 · Ex1Ex1 + Ex2
+  x2y2 · Ex2Ex1 + Ex2
(￿.￿￿)
This means that the coherence of a combined signal can be predicted by the
coherences of the single components with regard to their relative energies.
Equation (￿.￿￿) also corresponds to the equations derived for the relation between
the SNR and the coherence by Carter, Knapp, and Nuttall (￿￿￿￿), Carter
(￿￿￿￿) and Jeub (￿￿￿￿) and the relation between DRR and the coherence
described by Bloom and Cain (￿￿￿￿), Kuster (￿￿￿￿) and Thiergart, Del
Galdo, and Habets (￿￿￿￿).
Equation (￿.￿￿) can be further generalized for the superposition of N uncorrelated
signals:
 xy ⇡
NX
i=1
 xiyi ·
p
ExiEyip
ExEy
(￿.￿￿)
⇡
NX
i=1
 xiyi ·
Exi
Ex
(￿.￿￿)
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￿.￿.￿ Coherence Estimate Function
For infinitely long signals, the coherence cannot be calculated but has to be
estimated. For this purpose, the coherence is segmented into (partly overlapping)
blocks of the length nbs and the coherence is estimated by averaging over some of
these blocks (for details see Section ￿.￿.￿). In some cases, the block size used for
the calculation of the spectral densities has a significant influence on the result
of the coherence estimation (Carter, ￿￿￿￿; Carter, Knapp, and Nuttall,
￿￿￿￿). This effect is explained in literature, although there seems to be no general
analytical approach to explain the amount of error due to the limited block size
analysis. This block size dependency may also include some useful information
on the system.
Therefore, the coherence estimate function (CEF) is defined as a function of the
block size estimation, where E( xy)|nbs indicates a coherence estimation with
block size nbs.
CEF(nbs, f) = E( xy)|nbs (￿.￿￿)
The CEF can be calculated as a mean value over the whole or a specific frequency
range. As well, it can be calculated as individual representation for frequency
bands like thirds, octaves, or Bark bands.
The block size nbs can also be expressed as a time tbs. The connection is the
sampling rate fs so that:
tbs =
nbs
fc
(￿.￿￿)
￿.￿ Sound Field Indicators
The term sound field indicator was first used in the context of sound intensity
measurements by Jacobsen (￿￿￿￿):
A sound field indicator may be defined as a normalized quantity which
describes some local or global property of the field. ...
The theoretical examples demonstrate that it is possible to deduce
quite useful information about the structure of the sound field from
￿￿
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the two sound field indicators suggested in Section ￿.￿, the normalized
complex intensity and the coherence between pressure and particle
velocity. Additional information can be deduced if the coherence
function is measured (or computed) with variable frequency resolution.
A sound field indicator (SFI) is a property whose behavior is determined by
the actual sound field the sensor(s) are exposed to, and not influenced by the
source signal. The normalization ensures the independence from the source signal.
Jacobsen proposes mainly two SFIs, the normalized complex intensity and the
magnitude squared coherence between pressure and particle velocity. The SFIs
are calculated from spectral densities that have to be estimated prior to the SFI
calculation.
￿.￿.￿ Spectral Density Estimation
As the input signals from a microphone array are infinite and possibly not
stationary, the spectral densities need to be estimated. This progress is usually
done by segmenting the input data into (overlapping) blocks of a constant number
of samples (Welch, ￿￿￿￿). The number of samples of each block is often called
block size nbs. For the final estimation of the auto and cross power SDs, an
average over N segments is calculated.
Sxx =
1
N
NX
n=1
Xn(f)
⇤ ·Xn(f) (￿.￿￿)
Sxy =
1
N
NX
n=1
Xn(f)
⇤ · Yn(f) (￿.￿￿)
To calculate the immediate SD estimate at a block m, the last N blocks are
averaged.
Sxx,m =
1
N
mX
n=m N
Xn(f)
⇤ ·Xn(f) (￿.￿￿)
Sxy,m =
1
N
mX
n=m N
Xn(f)
⇤ · Yn(f) (￿.￿￿)
An average over all segments is not feasible for infinite signals and the caching
￿￿
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of many blocks is very memory intensive, and therefore not realistic for most
real-time systems. Accordingly, an exponential average is often used in memory
and time critical systems. The SD can then be calculated from the spectrum of
the current block along with the result of the precedent block.
Sxx,n = ↵c · (Xn(f)⇤ ·Xn(f)) + (1  ↵c) · Sxx,n 1 (￿.￿￿)
The same method can be used to calculate the cross spectral density:
Sxy,n = ↵c · (Xn(f)⇤ · Yn(f)) + (1  ↵c) · Sxy,n 1 (￿.￿￿)
where ↵c is an arbitrary number between zero and one that determines how
strong the smoothing effect of the averaging should be. ↵c can also be specified
as a time constant tc, similar to that of a first-order low pass. It depends on nbs,
an optional overlap of the blocks nol and the sampling rate fs.
tc =   1
ln(1  ↵c) ·
nbs   nol
fs
(￿.￿￿)
↵c = 1  e
⇣
  1tc ·
nbs nol
fs
⌘
(￿.￿￿)
￿.￿.￿ Calculation
All SFIs can be calculated from the spectral density estimation explained in
Section ￿.￿.￿. The calculation of the spatial coherence was already introduced
in Section ￿.￿. The coherence is calculated from the cross SD normalized by
the two signals’ power spectral densitys (PSDs). In most cases, the coherence is
presented as the magnitude squared coherence; for the purpose of the sound field
classification, however, the complex coherence is necessary.
 pp =
Sp1,p2p
Sp1,p1Sp2,p2
(￿.￿￿)
 pu =
Spup
SppSuu
(￿.￿￿)
The intensity is a measure of sound energy propagation. The instantaneous
intensity can be calculated as i = p ·u (Fahy, ￿￿￿￿). The instantaneous intensity
is a vector directing in the same direction as the sound velocity u. In most
intensity measurement applications, using two sound pressure probes or sound
gradient probes, only the sound velocity in one normal direction can be evaluated;
the instantaneous intensity is then a scalar, indicating only the component of the
￿￿
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intensity in the normal direction. The intensity is calculated from the instanta-
neous intensity by time averaging. Alternatively, the complex intensity ic can be
calculated in the frequency domain from the frequency domain presentations of
the sound pressure P and sound velocity U as: (Jacobsen, ￿￿￿￿)
ic =
1
2
PU⇤ (￿.￿￿)
with
P = F{p(t)} (￿.￿￿)
U = F{u(t)} (￿.￿￿)
The normalized intensity is the complex intensity normalized by the magnitude
squared sound pressure.
In =
PU⇤
PP ⇤
(￿.￿￿)
For non-stationary signals this can also be expressed using the spectral density
estimations Spu and Spp
In =
Spu
Spp
(￿.￿￿)
In free field conditions, the normalized intensity of a source straight ahead becomes
one if using a normalized sound velocity or ⇢0c if using the physical correct sound
velocity. As only the sound velocity in normal direction is evaluated in this
case, the normalized intensity is also direction dependent so that In = cos(✓).
The components Ia,n = <(In) and Ir,n = =(In) indicate the active and reactive
components of the normalized sound intensity.
The normalized impedance is basically the inverted normalized intensity. The
calculation is accordingly:
Zn =
Spp
Spu
(￿.￿￿)
The normalized impedance does not yield any additional information on the
sound field, as all information is already present in the normalized intensity.
The normalized transfer function is defined as the transfer function between the
two pressure receivers of one hearing aid, normalized by the pressure at one
￿￿
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sensor.
Hn =
Sp1,p2
Sp1,p1
(￿.￿￿)
The SFIs have been extended in prior works like (Streich, ￿￿￿￿; Streich et al.,
￿￿￿￿). The extended set of SFIs includes power spectral densities, cross power
spectral densities, normalized front and back cardioid, as well as normalized fixed
and adaptive beamformer. These extensions of the SFIs show some information for
the purpose of situation classification (Streich, ￿￿￿￿). The main disadvantage
for the purpose of a sound field classification is that all SFI extensions depend on
the source position or head orientation, the signal spectrum, or source strength.
This means that they change, for example, when the microphone array is turned
or the source signal changes in type or level, although this should not affect the
type of sound field in the room, at least for situations with one dominant source.
Frequency bands
An evaluation of the sound field indicators in the spectral resolution that is
returned by the (fast/discrete) Fourier transformation (FFT) for the SD calcu-
lation is typically not target-aimed, although possible. Usually, room acoustic
parameters are given in octaves or thirds. Especially the last ones are supposed to
represent the bands of the human hearing quite well (Blauert, ￿￿￿￿). DIN-EN-
ISO-￿￿￿ (￿￿￿￿) defines the calculation of octave and third middle frequencies
(fm), which also define the lower and upper frequency limits (fl and fu) of each
band.
The SFI for each frequency band fm can be calculated as a mean value from the
SFI with a FFT frequency resolution  f as
SFIx,fm =
 f
fu   fl
fuX
f=fl
SFIx(f) (￿.￿￿)
The SFIs will be used for the sound field classification as described in Chapter
￿. A thorough analysis of their behavior in the basic sound field is performed in
Section ￿.￿.￿.
￿￿
￿
Sound Field Classification
Parts of this chapter have been published in (Scharrer and Fels,
￿￿￿￿), (Scharrer and Vorlander, ￿￿￿￿) and (Scharrer and
Fels, ￿￿￿￿)
A wide range of signal processing strategies are used in modern hearing aids and
other mobile devices such as mobile phones to increase speech intelligibility, reduce
noise and thus increase user satisfaction. Most of these strategies are beneficial
in some but not all situations. If these strategies are not adjusted correctly,
they might even disturb the user. Therefore, the performance of these signal
processing strategies depends to a large extent on several boundary conditions
like the signal itself or the sound field (Alexandre et al., ￿￿￿￿).
Most multi-channel signal processing strategies are based on the assumption that
a certain type of acoustic sound field is used. Beamforming methods postulate,
for instance, a plane or spherical wave propagation in free field conditions, while
noise cancellation methods in mobile devices depend on a diffuse noise field. In
the case of mobile devices like hearing aids or mobile phones, different acoustic
situations therefore require different signal processing strategies. Modern hearing
aids often offer a set of predefined programs. These programs adapt the different
stages of the signal processing to the individual situation (Streich et al., ￿￿￿￿).
The manual selection of the appropriate program by the user is a rather annoying
and difficult task. An automatic program selection is highly appreciated by users
and many modern hearing aids provide such a feature.
An automatic program selection requires a large number of features to classify
the actual acoustic situation and user preferences. The target classes that are
currently used in hearing aids are usually speech, speech in noise, music and
noise (Büchler et al., ￿￿￿￿). These classes describe the signal perceived at the
device as a combination of the source signal(s), the room acoustic properties, and
other influences like concurring sources or noise at the microphones due to electri-
￿￿
cal noise or external sources like wind. The concrete features that are evaluated
for this purpose are essential for the results of the program selection (Alexan-
dre et al., ￿￿￿￿). Based on this observation, it is obvious that in addition to
the established, signal-based sound classification, an additional set describing
the acoustic sound field would be useful for the signal processing and automatic
control strategies in mobile devices (Hatziantoniou and Mourjopoulos,
￿￿￿￿). The sound field classification delivers information on the sound field as
perceived by the device. The classification, for example, indicates whether there
is one nearby dominant source or many concurring ones. A nearby sound source
like a mobile phone is indicated by strong reactive components. The proposed
method is able to distinguish the occurrence of wind noise, which is classified as
noise, from noise coming from a loudspeaker, which is composed of a free field
with an additional diffuse component if reverberation is present.
Typical properties that influence the performance of common signal processing
strategies in mobile devices are the SNR, the reverberation time, and the DRR
(Hamacher et al., ￿￿￿￿). The active-to-reactive-energy ratio (ARR) also influ-
ences some signal processing strategies. All these properties are a by-product
of the sound field classification and can be received at no additional cost. The
main advantage of the sound field classification, however, lies in the automatic
program selection, whose performance can be increased significantly by using
additional information on the sound field above signal properties alone (Streich
et al., ￿￿￿￿).
In the context of sound intensity measurements Jacobsen already discussed the
possibility to differentiate between active and reactive as well as coherent and
incoherent sound fields (Jacobsen, ￿￿￿￿). In this context, he coined the term
sound field indicator (SFI) as properties of the sound field that can be estimated
alongside the intensity and that are normalized so that they describe local or
global properties of the sound field. Accordingly, they are independent from the
signal itself. In contrast to the classification method proposed in this thesis, the
method by Jacobsen does not result in a sound field classification. The idea
of the sound field indicators was expanded by Streich et al. (￿￿￿￿) for the
purpose of sound classification and reverberation time estimation. The authors
extended the set of sound field indicators significantly, although, in contrast to
Jacobsen’s initial intention, most extensions to the sound field indicators are not
independent from the source signal.
Recently Gauthier et al. (￿￿￿￿) introduced a method for a sound field classifi-
cation for microphone arrays using a sound field extrapolation method. Three
￿￿
CHAPTER ￿. Sound Field Classification
different classes are used to classify the sound field: directive sound field, standing
wave and diffuse sound field. The method is only applicable to microphone
arrays with a large number of sensors. In contrast, based on a single sensor
input, Nordqvista and Leijon (￿￿￿￿) discusses a ’listening environment classi-
fication’ based on a hidden Markov model with the the classes clean speech, speech
in traffic noise and speech in babble. This approach focuses more on classifying
the background noise rather than the acoustic environment.
￿.￿ Problem Statement
The target of a sound field classification is to determine the energy distribution of
the basic sound fields in a combined sound field. The aim is to classify the sound
field rather than the signal. Accordingly, the sources’ signals should not influence
the classification result. The method should work in time variant situations, for
example, when the receiver or a source moves. The method should also be able
to run in real time, at least from the basic conception.
In contrast to the existing publications, the method described in this chapter
is based solely on the input of two to four acoustic sensors. The method is
independent from the source signal. Accordingly, it implements a sound field
classification, rather than a signal classification. Furthermore, the results of
the classification also reflect the energy distribution of the target classes. Some
important characteristic values like the SNR or the DRR can be calculated
directly from the results of the sound field classification. The classes meet the
typical boundary conditions and assumptions required for the best performance
of multi-channel signal processing strategies.
The basic assumption is that the sound field is a combination of four components.
The total sound field energy Etotal is then distributed among the four components
Etotal = Efree + Edi↵use + Ereactive + Enoise (￿.￿)
￿.￿.￿ Input Signals and Sound Field Indicators
Due to the boundary conditions set for the sound field classification, the sound
field indicators introduced in Section ￿.￿ were an promising starting point for
a classification. The basic SFIs are signal independent and neither the source
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type nor the strength has an influence. The orientation of the sensor should not
matter, too. Basically all SFI extensions described in Section ￿.￿.￿ do not suit
these criteria, so they were not evaluated in depth.
Table ￿.￿ shows the initial set of SFIs described in Section ￿.￿ and their expected
behavior in the basic sound fields.
Free Diffuse Reactive Noise
| pu| ￿ ￿ ￿ ￿
\( pu) ￿, ⇡ random ⇡2 , 3⇡2 random
| pp| ￿ sin(kd)kd ￿ ￿
\( pp) !d cos(✓) random ￿, ⇡ random
|In| cos(✓) ￿ >￿ random
\(In) ￿, ⇡ random ⇡2 , 3⇡2 random|Zn| 1cos(✓) 1 < ￿ random
\(Zn) ￿, ⇡ random ⇡2 , 3⇡2 random
|Hn| ￿ sin(kd)kd ⇡ 1 random
\(Hn) !d cos(✓) random ￿, ⇡ random
Table ￿.￿: Sound Field Indicators in Basic Sound Fields.
From a comparison of the SFIs in the different sound fields in Table ￿.￿ it is
obvious that at least three of the indicators are necessary to discriminate the
four basic sound fields. Random behavior of the SFIs in some of the basic sound
fields is also not very useful in a classification context.
From Table ￿.￿ is also obvious that the complex coherence  pu and the magnitude
of  pp are sufficient to separate all basic sound fields. They have the advantage
that they are limited to the complex unity circle, and for all basic sound fields
the magnitudes are known from analytic predictions.
Redundancies like using the normalized intensity along with the normalized
impedance could yield some stability advantages if the values were calculated
from different input values. As in this context they result from the same error
prone input values, no information or stability gain is to be expected.
Further analysis will accordingly be based solely on the complex pu-coherence as
well as on the magnitude of the monaural pp-coherence.
The estimation of these coherences puts some requirements on the input signals.
￿￿
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The pressure signals at two nearby points, as well as the sound pressure and the
sound velocity at the same location, are necessary for the classification. Possible
input forms are combinations of sound pressure and velocity sensors, sound field
microphones or microphone arrays, as long as the necessary input values can be
measured or calculated from the available sensors.
Two examples, of a hearing aid setup and a sound field microphone, will describe
how the input signal can be gathered from small microphone arrays.
Hearing aids
In a setup with two pressure sensors with the signals p1 and p2, the other input
signals can be calculated as:
P =
P1 + P2
2
(￿.￿)
Ur =
P2   P1
jkd
(￿.￿)
This is a valid approximation as long as the sensor spacing d is much smaller
than the wavelength   = 2⇡k .
This will, however, lead to a direction-dependent term for a sound source with
an angle ✓ from the normal direction, so that
Ur = ||u|| · cos(✓) (￿.￿)
where Ur the is the measured sound velocity and u is the actual sound velocity
vector.
This does not matter in case of single coherences, as the direction-dependent
term is canceled out in (￿.￿￿). It does however matter for the superposition of
signals. This will be explained in detail in Section ￿.￿.￿.
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Sound field microphone
For a small microphone array with four pressure sensors arranged in a regular
tetrahedron shape with an edge length a and the pressure input signals Px
pin =
h
Pa Pb Pc Pd
iT
(￿.￿)
the required input for the sound field classification can be calculated as
P =
1
4
h
1 1 1 1
i
· pin (￿.￿)
u =
p
2Z0
jka
264 1 1  1  11  1  1 1
1  1 1  1
375 · pin (￿.￿)
where Z0 is the characteristic impedance of air. If d is small enough, so that (￿.￿￿)
returns  2xy(k, d) ⇡ 1, the microphone input signals can be used directly for the
calculation of  pp, so that, for example, P1 = Pa and P2 = Pb. Otherwise, the
arbitrary distance d0 should be chosen small, so that the condition is fulfilled.
 pp can then be calculated from
P1 = P +
jkd0p
2Z0
h
1 0 0
i
· u (￿.￿)
P2 = P   jkd
0
p
2Z0
h
 1 0 0
i
· u (￿.￿)
￿.￿.￿ Target Classes
The basic sound fields, as already explained in Section ￿.￿.￿, were chosen as
target classes for the sound field classification: free, diffuse, reactive and noise.
They also represent the most common sound fields described in room acoustic
literature, such as (Fahy, ￿￿￿￿; Jacobsen, ￿￿￿￿; Kuttruff, ￿￿￿￿). Adding
the class noise, these target classes also concur with the classes proposed for a
sound field classification by Gauthier et al. (￿￿￿￿).
￿￿
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￿.￿ Classification
Based on the spatial coherences and their known behavior for the four target
classes described in Section ￿.￿.￿, a new sound field classification approach is
introduced. Apart from a strict classification, which indicates only the dominant
sound field, knowledge about the energy distribution between the different sound
field components is obtained. For the purpose of the classification, two approaches
are introduced. First, a classical fuzzy distance classification was used. This
method proved to be very robust to sensor errors und other influences. The fuzzy
distance classification returns only an approximate energy distribution; even
in best cases the classification is never perfect. The second approach is based
on inverting the equation system of the coherence superposition. It therefore
theoretically returns perfect results. The method is, however, constrained by a
strong influence of sensors errors and other influences, and behaves unstable in a
way that it can even return negative energies for the single classes.
￿.￿.￿ Distance Classification Approach
A fuzzy distance classification can be used to reconstruct the sound field compo-
sition from the feature vector.
The feature vector SFD consists of three features as follows:
SFD =
0B@ | pp||<( pu)|
|=( pu)|
1CA (￿.￿￿)
The locations of the target classes in this feature space can be derived from room
and signal processing literature as:
SFDfree =
0B@ 11
0
1CA SFDdi↵use =
0B@
    sin(kd)kd    
0
0
1CA
SFDreactive =
0B@ 10
1
1CA SFDnoise =
0B@ 00
0
1CA
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The classification is performed by calculating the distance dc between the feature
vector and the target classes for every time index n
dc(n) = kSFD(n)  SFDck (￿.￿￿)
To determine the membership values µc, each class has to be assigned a weight
wc(n). This is usually done by inverting the Euclidean distance. In this case, a
different approach was chosen. Using the energy relation between SNR and the
resulting coherence from (Carter, Knapp, and Nuttall, ￿￿￿￿), the energy
distribution between the classes is estimated as
wc(n) =
1
dc(n)
  1 (￿.￿￿)
Finally, the membership values µc 2 [0, 1] can be calculated from the weights by
normalizing them to a sum of one (Nock and Nielsen, ￿￿￿￿):
µc =
wc(n)P
i wi(n)
(￿.￿￿)
The total energy of each sound field can be reconstructed by a multiplication of
the membership values with an estimation of the total energy.0BBB@
Efree
Edi↵use
Ereactive
Enoise
1CCCA = µ · Etotal (￿.￿￿)
￿.￿.￿ Unified Approach
Assuming that an actual sound field is composed of the four basic sound fields,
and the signals of the single components are uncorrelated to each other, at least
within the block size used for coherence estimation, one can use (￿.￿￿) for a
superposition of the spatial coherences of all four basic sound fields. That means
the general spatial coherence of the superposition of all four basic sound fields
￿￿
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can be expressed as
 xy =  xy|free · Efree
Etotal
+  xy|di↵use · Edi↵use
Etotal
+  xy|reactive · Ereactive
Etotal
+  xy|noise · Enoise
Etotal
(￿.￿￿)
where E =
p
Ep · Eu. As the normalized sound velocity is evaluated the energies
Ep and Eu are similar, the simplification in (￿.￿￿) is valid.
Along with the knowledge about the theoretic spatial coherences in the basic
sound fields, and using normalized energies E0 = EEtotal , and assuming that all
normalized energies have to sum up to one, this can be expressed for the spatial
coherences used for the sound field classification:0BBB@
 pp
<  pu 
=  pu 
1
1CCCA
T
= A ·
0BBB@
E0free
E0di↵use
E0reactive
E0noise
1CCCA (￿.￿￿)
with
A =
0BBB@
1 sin(kd)kd 1 0
1 0 0 0
0 0 1 0
1 1 1 1
1CCCA (￿.￿￿)
This equation can be inverted to obtain the normalized energies of the basic
sound fields from the spatial coherences:0BBB@
E0free
E0di↵use
E0reactive
E0noise
1CCCA = A 1
0BBB@
 pp
<  pu 
=  pu 
1
1CCCA
T
(￿.￿￿)
with
A 1 =
0BBB@
0 1 0 0
kd
sin(kd)   kdsin(kd)   kdsin(kd) 0
0 0 1 0
  kdsin(kd)   (sin(kd) kd)sin(kd)   (sin(kd) kd)sin(kd) 1
1CCCA (￿.￿￿)
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Furthermore, the total energy of each sound field can be reconstructed by a
multiplication of the relative energy with an estimation of the total energy.0BBB@
Efree
Edi↵use
Ereactive
Enoise
1CCCA = Etotal ·A 1
0BBB@
 pp
<  pu 
=  pu 
1
1CCCA
T
(￿.￿￿)
For the case of a two microphone input, the energies perceived at the sensor
become direction-dependent (see (￿.￿)), so that (￿.￿￿) is no longer valid and A
needs to be rewritten to take this into consideration:0BBB@
 pp
<  pu 
=  pu 
1
1CCCA
T
= A ·
0BBB@
E0free
E0di↵use
E0reactive
E0noise
1CCCA (￿.￿￿)
A =
0BBB@
1 sin(kd)kd 1 0
cos(✓) 0 0 0
0 0 cos(✓) 0
cos(✓) 1 cos(✓) 1
1CCCA (￿.￿￿)
Accordingly, A 1 for the sound field classification changes to:
A 1 =
0BBB@
0 1cos(✓) 0 0
kd
sin(kd)   kdcos(✓) sin(kd)   kdcos(✓) sin(kd) 0
0 0 1cos(✓) 0
  kdsin(kd) kd cos(✓) sin(kd)cos(✓) sin(kd) kd cos(✓) sin(kd)cos(✓) sin(kd) 1
1CCCA (￿.￿￿)
For the sound field classification, this means that the direction of the source(s) has
to be known a priori. Depending on the application, a beamforming algorithm, a
binaural auditory model, or other methods to gather this knowledge could be
utilized.
￿￿
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￿.￿ Verification
Two different approaches were chosen to verify of the sound field classification.
The first approach consists of an audio sequence of simulated basic sound fields.
The second approach compares the results of the sound field classification from
a room acoustic simulation to those of a theoretic prediction of the sound field
energies.
￿.￿.￿ Basic Sound Fields
For a basic verification of the sound field classification, the BSFS described in
Section ￿.￿.￿ was classified. The signals received at the different sensors were
generated using analytic models as described in Section ￿.￿.￿. The sequence
included the basic sound fields in the sequence free, diffuse, reactive and noise.
It was expected that each part of the sequence be classified accordingly. The
simulated microphone array consisted of four microphones in a tetrahedron
alignment. The spacing between the microphones was set to ￿￿mm. The
classification was performed with a frequency resolution of one third octave
bands. The block size used for the coherence estimation was set to ￿￿￿ samples
with an overlap of ￿￿￿ samples at a sampling rate of ￿￿.￿ kHz. tc was set to ￿.￿ s.
The broadband classification result for both classification methods is shown
in Figure ￿.￿. The BSFS is also indicated to illustrate the ideal classification
results. Both methods are able to classify all four basic sound fields in the
correct sequence. The free and reactive sound fields are classified without any
obvious error. The classification of the sound fields diffuse and noise shows
a slight error. This fault occurs due to the limited block size and number of
blocks used for the coherence estimation. Even for uncorrelated noise, a slight
correlation is to be expected when using finite block sizes. Figure ￿.￿ shows
the frequency-dependent classification results. These results indicate that the
method works quite well in the whole frequency range that is evaluated. For high
frequencies, the sound velocity estimation produces some errors that reflect as
slightly reactive in the classification of the free sound field. For low frequencies,
the microphone spacing is too small for a valid velocity estimation, a problem
that is already known in sound intensity probes that utilize a similar sensor setup.
The errors in the sound velocity estimation lead to classification errors for low
frequencies. For high frequencies, the spatial coherence in a diffuse sound field
decreases. The coherence in this case depends on the sensor spacing. As the
￿￿
￿.￿. Verification
coherence decreases, the diffuse sound field cannot be distinguished from the case
of noise. Accordingly, the sensor spacing influences performance contrarily at
high and low frequencies. An optimal sensor spacing depends on the frequency
range of interest. The change from one sound field to another in the simulated
sound sequence is immediate, so the coherence estimates at the intersections are
defective. This leads to classification errors at the transfer from one sound field
to another. This also means that abrupt changes in the sound field will lead to
classification errors. This adaption time is determined by the time constant tc
used for the spectral density estimation.
￿.￿.￿ Room Acoustic Theory
A second verification was performed using a room acoustic simulation of a
rectangular room, a setup of a point source and four microphones aligned in a
tetrahedron alignment. The simulated room had a reverberation time of ￿ s. The
simulation method used is an adapted mirror source model, details can be found
in Section ￿.￿.￿ and (Scharrer and Vorländer, ￿￿￿￿). The sensor alignment
allows for a calculation of the sound velocity vector as well as the sound pressures
required for the sound field classification. The block size used for the coherence
estimation was set to ￿￿￿ samples with an overlap of ￿￿￿ samples at a sampling
rate of ￿￿.￿ kHz. tc was set to ￿ s. Using this setup, multiple distances between
the source and the receivers were simulated and the results of the classification
were compared with those from theoretic predictions described in (Kuttruff,
￿￿￿￿). The layout of the experiment is indicated in Figure ￿.￿. The results for the
octave band with the center frequency of ￿ kHz and the classification approach
are shown in Figure ￿.￿. The results for the unified approach are shown in Figure
￿.￿. The distance r between point source and receiver is normalized by the critical
distance rc. The results of the sound field classification were multiplied by the
total sound field energy to estimate the absolute sound field energies of each class.
The sound field energy was normalized by the energy at the critical distance.
For the dominant sound field, the sound field classification using the classification
approach is very close to the theoretic predictions. Close to the source, the diffuse
field energy is underestimated slightly. For distances bigger than the critical
distance, the energies of the direct and reactive sound field are overestimated. The
relative energy estimation shows bigger deviations than the absolute estimation,
which results from the logarithmic scale of the absolute energy estimation, which
conceals some of the deviations. The relative energy estimation shows that close
￿￿
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Figure ￿.￿: Broadband classification of the BSFS, using the classification approach
(top) and the unified approach (bottom).
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Figure ￿.￿: Frequency-dependent classification of the BSFS, using the classification
approach (top) and the unified approach (bottom). From top to bottom:
Classification as free, diffuse, reactive and noise.
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Figure ￿.￿: Layout for an SFC verification experiment. A microphone array and a
point source are placed in a room. The microphone array is moved away
from the point source in a straight line. The sound field classification in
dependence of the distance to the point source is calculated and compared
to theoretic predictions.
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Figure ￿.￿: Sound field classification using the classification approach in a rectangular
room as a function of the distance between source and receiver. Classifica-
tion results are solid lines, predictions from diffuse field and point source
theory are dotted. Top: absolute energy estimation. Bottom: relative
energy estimation
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Figure ￿.￿: Sound field classification using the unified approach in a rectangular room
as a function of the distance between source and receiver. Classification
results are solid lines, predictions from diffuse field and point source theory
are dotted. Top: absolute energy estimation. Bottom: relative energy
estimation
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to the source the reactive energy is overestimated. A little further away from the
source, the free energy is overestimated. In the far field, the diffuse energy is
underestimated, and the free as well as the reactive energies are overestimated.
The unified approach also shows very precise results for the estimation of the
absolute energy of the dominant sound field. For distances below the critical
distance, the diffuse sound field energy is underestimated significantly. For
distances above the critical distance, the sound fields free, diffuse and diffuse are
estimated with similar energies, which underestimates the diffuse sound field and
overestimates the other two. The estimation of relative sound field energies is
much more precise than the classification approach. For distances above rc the
estimation error from the absolute estimation is reflected.
For underlying sound fields with an energy lower than -￿￿dB compared to
the dominant sound field, the classification using both methods is not very
precise. For distances above the critical distance, the diffuse sound field energy is
underestimated and the energies of free and reactive sound fields are overestimated.
For all distances some noise is estimated, although the simulation was noise-free.
The estimation of noise as well as the underestimation of the diffuse sound field
energy result from errors in the coherence estimation due to limited averaging
time and block size.
Figure ￿.￿ shows an evaluation of the unified approach in a scene with additional
sensor noise with the same level as the diffuse sound field. The evaluation was
performed with two different time constants. In the first experiment, the time
constant was chosen as tc = 1 s. In the second experiment the time constant
is adjusted to tc = 10 s. The classification performance increases, especially for
the inferior sound fields. Although this increase of the time constant returns
significantly better classification, results it will most probably not be suitable for
applications in mobile devices, as the corresponding adaption to changes in the
acoustic environment is rather slow and may result in significant classification
errors in time variant situations.
￿.￿ Error Sources
The following section shall determine the robustness of the developed sound field
classification sensor errors, such as microphone mismatch.
￿￿
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Figure ￿.￿: Sound field classification in a rectangular room as a function of the dis-
tance between source and receiver, normalized by the critical distance rc.
Classification results are solid lines, predictions from diffuse field and point
source theory are dashed. (Top: tc = 1 s, Bottom: tc = 10 s )
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Typical sensor errors are amplitude and/or phase errors that lead to a mismatch
between the two sensors. Sensor noise is another typical problem occurring when
dealing with real sensors. The absolute magnitudes of the frequency dependent
sensitivities of the used sensors are not important, as they do not influence
the results of the sound field classification. Depending on the sensor setup,
some values need to be estimated, such as the sound velocity, if a microphone
array is used as input for the classification. In this case, the estimation of the
sound velocity deals with the same problems as already encountered in sound
intensity measurements. In this context, a difference in microphone sensitivities
as well as differences in the phase response can lead to significant errors in the
sound velocity estimation and the corresponding sound intensity estimation. The
problem has been discussed by Fahy (￿￿￿￿), Jacobsen (￿￿￿￿), Jacobsen and
Bree (￿￿￿￿), Moschioni, Saggin, and Tarabini (￿￿￿￿) and many others.
In the context of mobile devices, the problem is even more significant, as the
sensors used are not expensive measurement sensors with low tolerances and low
drift due to aging, but rather very cheap mass production elements from a big
range of standard factory models with possibly significant drift due to aging.
No representative values on the typical sensor mismatch in applications like
hearing aids could be established jet. The sensor mismatch of the four hearing
aids used for the hearing aid dummy head are shown in Figure ￿.￿. The top graph
shows the magnitude mismatch and indicates that a maximum value in amplitude
of ￿ dB is realistic. The middle graph shows the phase error of the microphones
under test. The bottom graph shows the estimated frequency delay. The main
reason for phase errors are different resonance frequencies of the microphones.
As a conclusion, from this rather small test group of hearing aid microphones, a
maximal amplitude mismatch of ￿dB and a typical group delay of ￿.￿ms seem
realistic for reliability tests of the sound field classification.
For the evaluation of the influence of these sensors errors, the following experiment
was carried out. The sound field classification needs at least two input signals,
either that of two pressure sensors or that of a pressure sensor and a sound velocity
or pressure gradient sensor. Accordingly, two minimum setups were evaluated.
The first setup consists of two pressure sensors (pressure-pressure (PP)-setup).
In the second case, a combination of a pressure sensor and a one-dimensional
sound velocity sensor is evaluated (pressure-velocity (PU)-setup).
In a first step, a given situation with a known result from a sound field classification
with two perfect sensors is evaluated. This result is the reference. From this
￿￿
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Figure ￿.￿: Magnitude (top), phase (middle) and group delay (bottom) differences
between the two microphones of each of the four hearing aids under test.
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point, an artificial mismatch is introduced to the sensors and the classification
is reevaluated. The result of the repeated classification is then compared to the
reference. The absolute deviation of the classification results, averaged over the
time of the sound sample, is used as indicator for the influence of the sensor
mismatch to the SFC.
Figure ￿.￿ shows the mean absolute error averaged over time for the classification
of the BSFS, depending on sensor mismatch. Displayed are both sensor types
and two types of sensor errors, a magnitude mismatch and a phase delay between
the two sensors. In the case of a PP-setup, small amplitude mismatches as well
as small phase delays lead to significant errors in the classification. The PU-setup
seems more robust to sensor errors. An amplitude mismatch between the two
sensors has only little influence. A phase delay shows some error, but smaller
than for the PP-setup.
As the BSFS is quite artificial and may not represent the influences in a combined
signal, a second test with a signal recorded in a reverberant room was carried
out. The result of this second evaluation is shown in Figure ￿.￿. The results are
very similar to those from the BSFS.
￿.￿.￿ Automatic Sensor Mismatch Compensation
The errors in the sound field classification are quite serious, even for small sensor
mismatches. Accordingly, when used with cheap uncalibrated sensors with a
high sensitivity range from mass production models, no trustworthy results can
be expected. For using the SFC in such a context, some form of calibration or
compensation is necessary.
A number of automatic sensor mismatch compensation methods for sound inten-
sity probes are discussed in literature. A broad overview on the topic is given in
(Jacobsen, ￿￿￿￿). All methods need a calibration process of some form. Often
the sensors need to be put into free field conditions, a Kundt’s tube or each
sensor has to be calibrated on its own in a pressure chamber. This is practicable
in measurement instruments like sound intensity probes, but not very applicable
for mobile devices produced in mass production. Calibrating the sensors while
manufacturing the product is complicated and increases costs. It also does not
ensure against sensor drift due to aging, (partial) covering of the sensors with
wind shields, hair or other changing effects.
￿￿
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Figure ￿.￿: Absolute error averaged over time in the sound field classification of the
BSFS, depending on sensor mismatch. Left: Amplitude mismatch; Right:
Delay; Top: PP-setup; Bottom: PU-setup
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Figure ￿.￿: Absolute error averaged over time in the sound field classification of a speech
in reverberation signal, depending on sensor mismatch. Left: Amplitude
mismatch; Right: Delay; Top: PP-setup; Bottom: PU-setup
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In combination with a sound field classification, a very simple method for the
automatic compensation of a small sensor mismatch is possible. Whenever the
sound field classification indicates a dominant diffuse sound field, one can assume
that the two pressure signals should have the same energy per band as well as
the same average phase per band. Using this knowledge, the sensor sensitivity
mismatch can be determined and an average phase delay can be estimated. The
estimated mismatch can then be used to compensate the error and achieve better
input signals for the further evaluation. A slow adaption ensures against errors
and makes the automatic compensation robust.
Figures ￿.￿￿ and ￿.￿￿ show the same evaluations of the mean absolute error
averaged over time in the classification of the BSFS and speech signal as already
shown in Figures ￿.￿ and ￿.￿ but with activated automatic sensor mismatch
compensation. It seems that nearly all influences can be perfectly compensated so
that finally the classification performance is not influenced by a sensor mismatch
at all.
As the sensor mismatch itself decreases the performance of the sound field
classification, it must not be so drastic that the sound field classification fails
completely. In the simulation of the sensor influence this is taken care of by
slowly increasing the error while the compensation adapts. That also means, that
a significant sensor mismatch has to be trained at some point from which slow
changes like sensor aging are adapted automatically. The first training could be
achieved by placing the sensor array in a (partly) diffuse sound field and forcing
an adaption.
￿.￿ Examples
A set of experiments was carried out using a dummy head equipped with two
hearing aids and the proposed sound field classification. The hearing aid shell
had a typical hearing aid housing and two microphones with a distance of ￿￿mm.
The signals of the microphones were recorded directly, so the hearing aids did
not process any signals. The recorded signals were then fed into the sound field
classification, which performed a classification with a frequency resolution of one
third octave bands. The block size used for the coherence estimation was set to
￿￿￿ samples with an overlap of ￿￿￿ samples at a sampling rate of ￿￿.￿ kHz. tc was
set to ￿.￿ s. The direction of the sound source was chosen as straight ahead and
provided as a priori knowledge into the classification as necessary for this kind of
￿￿
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Figure ￿.￿￿: Absolute error averaged over time in the sound field classification of the
BSFS, depending on sensor mismatch, using automatic sensor mismatch
compensation. Left: Amplitude mismatch; Right: Delay; Top: PP-setup;
Bottom: PU-setup
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Figure ￿.￿￿: Absolute error averaged over time in the sound field classification of
a speech in reverberation signal, depending on sensor mismatch, using
automatic sensor mismatch compensation. Left: Amplitude mismatch;
Right: Delay; Top: PP-setup; Bottom: PU-setup
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microphone setup.
The spectrogram of the speech signal used in some of the examples is shown in
Figure ￿.￿￿. The text, which is spoken by a woman, reads as follows:
In language, infinitely many words can be written with a small set
of letters. In arithmetic, infinitely many numbers can be composed
from just a few digits, with the help of the symbol zero, the principle
of position and the concept of a base. Pure systems with base five
and six are said to be very rare. But base twenty occurs . . .
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Figure ￿.￿￿: Spectrogram of the speech signal used for the SFC examples
Figure ￿.￿￿ shows the sound field classification of a quiet anechoic semi room.
The sound field is classified as mainly noise, which seems accurate, as the only
signal recorded is the electronic noise from the microphones and equipment like
preamplifiers and audio devices. In a next step, a loudspeaker was placed in
the anechoic semi room at a distance of about ￿m. The loudspeaker played a
speech signal. The sound field in this case is classified as mostly free as shown in
Figure ￿.￿￿, which is to be considered correct in an anechoic semi room. There
are also some slightly reactive components, which could result from the floor
reflection as well as a slight microphone mismatch, as the near field effect of the
￿￿
CHAPTER ￿. Sound Field Classification
loudspeaker should not reach as far as ￿m.
Using the same setup, some recordings were performed in a reverberant room
with a reverberation time of about 0.9 s. For the first setup, the loudspeaker
was placed at a distance of about ￿m from the dummy head. The results of the
sound field classification, shown in Figure ￿.￿￿, show that this distance is below
the critical distance of the room. The sound field is mostly classified as free with
some diffuse components from the reverberation. The diffuse components occur
mostly during the pauses of the speech and vanish almost completely when words
are spoken. Figure ￿.￿￿ shows the sound field classification of another setup in
the same room but with an increased distance between the dummy head and the
loudspeaker. In this case, the distance is bigger than the critical distance; the
sound field is classified as diffuse.
Figure ￿.￿￿ shows the result of a sound field classification of wind noise. A rough
recording of wind noise was optioned by recording a signal while slightly blowing
over the hearing aid dummy. The wind noise is classified as noise.
￿.￿ Discussion
A method for the classification of a sound field in setups with multiple acoustic
sensors was proposed and evaluated. The basic idea of describing sound fields
by sound field indicators was developed by Jacobsen (￿￿￿￿). The concept of a
classification of the sound field based on those SFIs has not been described in
scientific literature. The method can be applied, for example, in mobile devices
with multiple acoustic sensors as well as in microphone arrays or sound intensity
measurement applications. The aim of the classification is to categorize four
basic sound fields free, diffuse, reactive, and noise. These classes also represent
the most common boundary conditions for multi-channel signal processing and
are well established assumptions for sound fields in rooms.
Based on the SFIs, two different approaches for the classification and estimation
of sound field energies were evaluated. A classic distance-based classification
in a feature space with known target class locations was tested, along with a
unified approach that is based on a prediction of the spatial coherences of the
superposition of the single sound fields. Both methods show similar but not
identical results in most cases.
￿￿
￿.￿. Discussion
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
A
m
p
li
tu
d
e
2 4 6 8 10 12 14 16 18 20 22
Time in seconds
Free [1]
Di↵use [1]
Reactive [1]
Noise [1]
125
No
8k
125
Re
8k
125
Di
8k
125
Fr
8k
F
re
qu
en
cy
in
H
z
2 4 6 8 10 12 14 16 18 20 22
Time in seconds
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
Figure ￿.￿￿: Sound field classification (using the unified approach) in a quiet semi
anechoic room. From top to bottom: Classification as free, diffuse,
reactive and noise.
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Figure ￿.￿￿: Sound field classification (using the unified approach) of a nearby speaker
playing a speech signal in an anechoic semi room. From top to bottom:
Classification as free, diffuse, reactive and noise.
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Figure ￿.￿￿: Sound field classification of a nearby speaker playing a speech signal in
a reverberant room. Top graph: Classification approach, Bottom graph:
Unified approach. From top to bottom: Classification as free, diffuse,
reactive and noise.
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Figure ￿.￿￿: Sound field classification of a distant speaker playing a speech signal in
a reverberant room. Top graph: Classification approach, Bottom graph:
Unified approach. From top to bottom: Classification as free, diffuse,
reactive and noise.
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Figure ￿.￿￿: Sound field classification (using the classification approach) of a slight
blow over the hearing aid. From top to bottom: Classification as free,
diffuse, reactive and noise.
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The classification method works independently of the source signal, as spatial
coherences are the only indicators used for the classification. Noise from a
speaker in free field conditions is classified as free, whereas microphone noise and
wind-noise are classified as noise. The method is thus an extension of the sound
classification already used in some hearing aids and is aimed at an application
in the classification and control system of mobile devices that adapt the signal
processing to the actual situation.
The method with both classifiers was verified with a sequence of simulated pure
forms of the target classes. Both classification methods delivered a correct filing
of the different sound fields to their classes. The methods were also verified by
comparing the distance-dependent composition of the sound field in a reverberant
sound field excited by a point source. The results show that both classifiers
deliver a valid estimation of the dominant sound field while subsequent sound
fields may show significant estimation errors. One factor for the precision of
the methods is the time constant tc used in the coherence estimation. A higher
tc delivers better classification results but slows the adaption in time variant
situations. Both verification methods showed the general validity of the proposed
sound field classification.
An approach for hearing aids with two microphones was also proposed. As two
microphones are not sufficient for a classification, the result in this case is biased
by the source position, as the sound velocity can only be estimated in the viewing
direction of the hearing aid.
The robustness of the method against sensor mismatch was evaluated. This
experiment showed a high influence of sensor mismatch on the sound field classi-
fication. Therefore, an automatic sensor mismatch compensation was proposed.
The automatic compensation is able to completely compensate a sensor mismatch,
as long as the mismatch is not so big that the results from the classification are
completely wrong. Slow changes in sensor sensitivity due to aging can be fully
compensated after an initial training.
A set of real life examples was evaluated, using hearing aid shells on a dummy
head. All results showed plausible results.
A real-time capable demonstrator verifies the general applicability of the method
in any real-time application. Other limitations, such as computation performance
and energy consumption, are, however, not taken into account.
￿￿
￿
Blind Reverberation Time Estimation
Parts of this chapter have been published in (Scharrer and Vor-
länder, ￿￿￿￿) and (Scharrer and Vorländer, ￿￿￿￿)
The development of the sound field classification described in Chapter ￿ leads to
some discoveries about spatial coherence in acoustic sound fields. Especially re-
verberant sound fields show the behavior that the result of a coherence estimation
depends on the analysis parameters used. This behavior is described in literature,
for example by Jacobsen and Roisin (￿￿￿￿). This leads to the definition of
the coherence estimate function (CEF), which describes exactly this dependency.
After some experiments it seemed obvious that there is at least some connection
between the CEF and some room acoustic properties like the reverberation time.
As the CEF can be achieved without any knowledge about the source signal, it
is an interesting indicator for the blind estimation of the reverberation time as
necessary in mobile devices and their signal processing methods.
State-of-the-art hearing aids, and other audio processing instruments, implement
signal processing strategies tailored to the specific listening environments. These
instruments are expected to have the ability to evaluate the characteristics of the
environment and accordingly use the most appropriate signal processing strategy
(Allegro, Büchler, and Launer, ￿￿￿￿). Hence, a robust and reliable method
to estimate the reverberation time from passively received microphone signals
represents an important technology to improve the device’s performance and the
user experience.
Measurements and estimations of reverberation times have been the subject
of many studies over the years. Measurements of reverberation time usually
work with switched-off noise (Sabine, ￿￿￿￿) or impulse response measurements
(Schroeder, ￿￿￿￿). The measurement procedure is standardized in ISO-￿￿￿￿-￿
(￿￿￿￿). The reverberation time is an important and commonly quoted objective
acoustic parameter for rooms. Reverberation influences speech intelligibility
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as well as music enjoyment. Reverberation also has a big influence on signal
processing strategies, such as beam forming, time delay estimation or noise
suppression. Therefore, knowledge about the reverberation time can improve
the quality of the results of such signal processing. The main problem in this
context is the determination of the reverberation time with given limits, like
uncontrolled excitation and an unknown acoustic environment. In many situations
no controlled excitation is possible. This starts with occupied rooms where people
in the room would perceive the measurement sound, typically a sweep or noise,
as annoying. Furthermore, for many applications no active excitation is possible
at all – for example, in transportable devices that do not include a speaker.
In those cases, only a blind reverberation time estimation, with no knowledge
of the excitation signal itself, is possible. Especially, the blind estimation of
reverberation times is still a field with a great deal of uncertainty and room for
improvement. Most methods only work for special conditions, as they often make
certain assumptions on the unknown excitation signal or the room.
Most methods for reverberation time estimation try to emulate the method of
switched-off noise. In this case, a noise source excites a steady sound field in a
room. After the noise source is switched off, the sound level in the room will decay
linearly. An evaluation of this decay reveals the reverberation time (Kuttruff,
￿￿￿￿). The only difference for (semi blind) reverberation time estimation is that
there is no control over the sound source. Some methods scan the audio signal
for gaps and the level decay is evaluated (Vesa and Harma, ￿￿￿￿). Other
methods are maximum likelihood estimation (Ratnam et al., ￿￿￿￿; Zhang
et al., ￿￿￿￿), neural networks (Cox, Li, and Darlington, ￿￿￿￿) or blind
source separation (Wang, Sanei, and Chambers, ￿￿￿￿). Lopez, Grenier,
and Bourmeyster (￿￿￿￿) use a decay rate distribution of the evaluated signals
as indicator for the estimation.
Blind reverberation time estimation methods based on a source separation ap-
proach use the room impulse response as a by-product that can directly be
evaluated, for example, by using the methods described in ISO-￿￿￿￿-￿ (￿￿￿￿).
However, this method has a critical drawback. It only works when the room
impulse response is at minimum phase, a condition that is not met in most
cases (Ratnam et al., ￿￿￿￿). Therefore, the method will not work in most
environments.
Maximum likelihood methods usually try to estimate the reverberation time
using the decay of the envelope of the autocorrelation function. Most of these
methods have problems dealing with noise (Löllmann and Vary, ￿￿￿￿), or
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coupled rooms, where the level of decay shows multiple decay rates (Kendrick
et al., ￿￿￿￿).
Löllmann and Vary (￿￿￿￿) describe a single-channel noise reduction with a
reverberation time estimation using a maximum likelihood approach. Gaubitch
et al. (￿￿￿￿) performed a comparison of different single-channel reverberation
time estimation methods, one based on a maximum likelihood estimation of the
reverberation tail slope, one based on modulation energy ratios, and one based
on speech slope distributions. Under good conditions with an SNR greater than
30dB, all methods are able to estimate the correct reverberation time within
0.2 s for short reverberation times below 0.8 s
There are also approaches using neural networks, which are trained with input
signals for different rooms, although this method is not really blind as the network
has to be trained with a known sound sequence. Reverberation time can only be
estimated at occurrences of this sequence (Cox, Li, and Darlington, ￿￿￿￿).
A major drawback is that all those methods can be fooled by using an excitation
signal with reverberation. This leads to a signal showing two decay rates, that
of the room as well as that of the reverberated signal itself. Accordingly, most
methods will return bad estimations. Additionally, the methods that can deal
with multiple decay rates will return the combined reverberation time of signal
and room, where e.g. the reverberation time of the room alone is critical for
dereverberation methods and the reverberation in the source signal is unimportant
and maybe even wanted.
￿.￿ Problem Statement
The following chapter shall verify that it is possible to estimate the reverberation
time based on the spatial coherence and the CEF. The necessary conditions for
this are similar to those of the sound field classification. The estimation can
be based on the spatial coherence between sound pressure and sound velocity
(PU-coherence) or the spatial coherence between two pressure receivers (PP-
coherence). The estimation should be able to perform in real time, at least
theoretically.
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￿.￿.￿ Influence of the Reverberation Time and other Parameters on
the Coherence Estimate Function
The CEF between two acoustic receivers in a room is influenced by the rever-
beration time as well as the SNR and DRR. This section will try to determine
the possible exactness of the estimation of the reverberation time T and DRR
by using Monte Carlo simulations. In the first part, four different situations are
evaluated. The room dimensions are constant with 5⇥4⇥3m. Two reverberation
times are evaluated: 0.5 s and 1 s. The DRR was chosen as  10dB and 10dB.
For each of those four situations, ￿￿￿ different room impulse responses were
simulated, using the stochastic room impulse response simulation described in
Section ￿.￿.￿. This method produces impulse responses that are not directly
related to the room geometry, but to the room volume V , the surface S and the
reverberation time T . The method produces stochastic impulse responses, so
that every execution with the same settings returns a new and different impulse
response. All impulse responses were convolved with white noise and the CEF
was calculated for every impulse response.
Spatial pressure CEF (pp-CEF)
The CEF for spatial distributed pressure sensors was used in (Scharrer and
Vorländer, ￿￿￿￿) for the estimation of the reverberation time. The results of
a Monte Carlo simulation were used to determine the theoretical limitations of
this reverberation time estimation method.
Figure ￿.￿ shows the CEF for the four situations and and ￿￿￿ different stochastic
simulation results. The receivers were located 20 cm apart from each other, as
they would be for example in a binaural hearing aid setup. The CEF is not
identical for all rooms. Instead, there are slight differences, which are lower for
high block sizes and higher for the small block sizes. As the differences are most
significant for low block sizes, it seems that especially the energy distribution
and directions of the first reflections are the cause for the non-identical CEF.
CEF for sound pressure and sound velocity (pu-CEF)
The CEF between sound pressure and sound velocity behaves similarly to the
CEF for two spatially distributed sensors. In free field conditions it is unity. In
￿￿
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Figure ￿.￿: pp-CEF for ￿￿￿ rooms and four acoustic situations. Left: T = 0.5 s,
Right: T = 1 s, Top: DRR = ￿￿ dB, Bottom: DRR = -￿￿dB
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diffuse sound fields the coherence between the sound pressure and one component
of the sound velocity, with a distance r between both measurement points, can
be expressed as (Jacobsen and Roisin, ￿￿￿￿):
 2pux(!, r) = 3
✓
sin (!r/c)  (!r/c) cos (!r/c)
(!r/c)2
◆2
(￿.￿)
If sound pressure and velocity are evaluated at the same position, so that r ! 0,
this equation converges towards zero.
Figure ￿.￿ shows the calculated CEFs values, averaged over the whole frequency
range of the CEF for the simulated four situations and 100 rooms.
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Figure ￿.￿: pu-CEF for ￿￿￿ rooms and four acoustic situations. Left: T = 0.5 s,
Right: T = 1 s, Top: DRR = ￿ dB, Bottom: DRR = -￿￿dB
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Influence of the reverberation time
All four situations in Figures ￿.￿ and ￿.￿ are clearly separated; a further exper-
iment was conducted to determine the limits of a possible reverberation time
estimation method. Simulations were performed with reverberation times between
￿.￿ s and ￿.￿ s with steps of ￿.￿ s. All simulations had the same DRR of -￿￿dB.
For every reverberation time, ￿￿ simulations were performed. Figure ￿.￿ shows
the mean values and standard deviations of the resulting CEF. The influence
of the reverberation time is visible in the medium block sizes as an increase of
the reverberation time shifts the ascent of the CEF to higher block sizes. The
standard deviations do not overlap in a medium block size range, leading to the
assumption that a resolution of ￿.￿ s seems feasible for the estimation of the
reverberation time.
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Figure ￿.￿: Mean pu-CEF (—) and standard deviations (- - -) for different reverberation
times between 0.2 s and 1.5 s with a resolution of 0.1 s
￿￿
CHAPTER ￿. Blind Reverberation Time Estimation
Influence of the DRR
Another set of simulations shall determine the influence of the DRR on the CEF.
Figure ￿.￿ shows the CEF in a room with a reverberation time of ￿ s and a varying
DRR. For a DRR of ￿ dB and below, the CEF is almost zero for low block sizes.
With the increasing DRR, the CEF also increases. Due to the big standard
deviations, there is an overlap between the different scenarios. According to this
figure, a resolution of less than ￿ dB in the estimation of the DRR from the CEF
is probably unrealistic.
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Figure ￿.￿: Mean pu-CEF (—) and standard deviations (- - -) for different DRR levels
between  10 dB and 10 dB with a resolution of 2.5 dB
Influence of the SNR
Similar to the influence of the DRR, the influence of the SNR was determined by
using a single room setup with a reverberation time of ￿ s and a DRR of -￿￿ dB.
Using this setup, uncorrelated noise was added to all input channels. The results
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for different SNRs are shown in Figure ￿.￿. For an SNR of -￿￿dB, the CEF is
close to zero in the whole block size range. With increasing SNR, the CEF for big
block sizes increases, reaching ￿ at an SNR of about ￿￿ dB. This means, that the
SNR range between -￿￿dB and ￿￿dB should be estimable from the CEF. The
standard deviation of the CEF for high block sized is very small, so that a high
resolution of under ￿dB for the SNR estimation seems feasible in the specified
range.
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Figure ￿.￿: Mean pu-CEF (—) and standard deviations (- - -) for different SNR levels
between  10 dB and 10 dB with a resolution of 2.5 dB
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CEF frequency stability
Another important question is whether or not the CEF behaves similarly for all
frequencies. For this purpose, an impulse response with a reverberation time
that is constant over the whole frequency range was convolved with noise. The
CEF was calculated for third octave bands. The result is shown in Figure ￿.￿.
Obviously, the result is not the same for all frequency bands, but the trends are
similar and the deviations are not too big.
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Figure ￿.￿: Left: pu-CEF for third octave bands; Right: Mean pu-CEF (—) and
standard deviations (- - -)
Conclusion CEF influence factors
In conclusion, the CEF seems to be mostly dominated by the factors T , DRR
and SNR as quantitatively indicated in Figure ￿.￿.
￿.￿.￿ Input Signals
As discussed in the previous section, either the CEF between two spatial dis-
tributed pressure sensors (PP) or the CEF between sound pressure and sound
velocity (PU) can be evaluated. The method depends on the differences between
the coherences in direct (free) and diffuse sound fields. For the case of two
spatial distributed pressure sensors, the sensors need to be placed with some
significant spacing, as the coherence of a diffuse noise field (see (￿.￿￿)) depends
on the frequency and the sensor spacing. For an evaluation, for example at low
￿￿
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Figure ￿.￿: Quantitave influences of DRR, SNR and T on the CEF (Schmoch, ￿￿￿￿)
frequencies, the distance between the two ears of the human head is not sufficient.
The coherence between sound pressure and sound velocity in a diffuse noise field
at the same location is zero. Therefore, it is advantageous to measure them at
the same location or at least very close to each other.
Depending on the sensor setup, either the PP-CEF or the PU-CEF is suited
better for the blind reverberation time estimation. For example, for a small
sensor array such as a sound field microphone, the PU-CEF is suited better, as
no big sensor spacings are available, but the sound velocity and pressure at the
center of the array can be estimated easily. By contrast, in a big microphone
array like an acoustic camera, a valid estimation of the sound velocity is more
ambiguous, even though spatially distributed sound pressure measurements are
easily available.
￿.￿ Reverberation Time Estimation
The previous set of experiments showed that a reverberation time estimation
based on the CEF seems feasible. For this purpose, three different approaches
have been researched in the question how to get the reverberation time from a
CEF. The first approach was to use a neural network. The main advantage here
is that no basic knowledge about the underlying dependency between CEF and
the reverberation time is necessary. Basically, if it is possible to train the network
with a set of examples, and afterwards get reliable results from other examples
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not in the training data, there must be some dependency between the CEF and
the reverberation time. The neural network approach was used as a proof of
concept prior to more detailed research. The next step was to empirically model
the CEF as a function of the reverberation time (and other parameters). This
step still does not yield a deeper understanding of the underlying reasons. The
method showed, however, what exact influence factors are resembled in the CEF.
The final step was to model the CEF based on physical and system theoretical
predictions. If this approach were successful, a formula connecting the CEF to
T , SNR and DRR would be expected to yield superior estimation results. A
simple inversion of the formula, a curve fit or maximum likelihood approach
would return the estimated reverberation time.
￿.￿.￿ Coherence Estimation and the CEF in Time-Variant Situations
The first crucial step in the reverberation time estimation is the CEF calculation.
This can be done for different types of input signals, spacial pressure distributions,
or sound pressure and sound velocity. The CEF has to be calculated according
to (￿.￿￿) as indicated in Figure ￿.￿.
Figure ￿.￿: Scheme of the CEF calculation. The coherence is estimated for all combi-
nations of input signals and for different block sizes nbs. The results can
then be fed into the reverberation time estimator.
For this purpose, the spectral densities of the input signals have to be estimated
at different block sizes. Similar to the sound field classification, this is done by
exponentially averaging the Fourier transformations of succeeding blocks of the
input signals. In this case, one set of spectral densities has to be kept in memory
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for every block size evaluated. Accordingly, the SDs calculate as
Sxy,n,nbs = ↵nbs · (Xn,nbs(f)⇤ · Yn,nbs(f)) + (1  ↵nbs) · Sxy,n 1,nbs (￿.￿)
The choice of ↵nbs is important, as it influences the behavior of the coherence
in time variant situations. It is desired that SDs estimation for all block sizes
behaves similar to changes of the transfer path. ↵nbs is calculated from a time
constant tc that can be chosen as suitable for the purpose of the sound field
classification.
↵nbs = 1  e
⇣
  1tc ·
nbs nol
fs
⌘
(￿.￿)
Accordingly, ↵nbs is different for every nbs but the SD estimation behaves similar.
The process of generating the input data (the CEF) for the estimation process is
shown in Figure ￿.￿. Boundary conditions were set for the subsequent testing
of the methods as well as the following examples. The block sizes used were
in powers of two, with a step size of one half, in the range between 24 samples
and 220 samples. The signals used had a sampling rate of ￿￿.￿ kHz, so that the
block sizes concur with time constants in the range of 0.3ms to 23.8 s. The
time constant tc for the coherence estimation was set to ￿￿ s. The output of the
coherence calculations yielded ￿￿ frequency-dependent values. The SD estimation
with different block sizes also led to different frequency resolutions in the results.
For the evaluation of the CEF, all results were converted to ￿￿￿ frequency bins.
This was achieved by linear interpolation for block sizes below 29 samples and
reduction by averaging for block sizes above 29 samples.
The CEF resulting from those calculations was fed into the estimation process
itself. Three different estimators were evaluated.
￿.￿.￿ Estimation Using a Neural Network
The first estimator used was a neural network. This approach delivered fast
results and was used to evaluate whether or not there was any possibility for a
reliable estimation of the reverberation time from the CEF.
￿￿
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Neural networks
Artificial neural networks are designed as an abstraction of the signal processing
in the human brain. A neural network consists of connected neurons. Neural
networks are often used for pattern recognition and function interpolation. Usu-
ally they are designed as adaptive systems that change their structure based on
information that is presented during a learning phase. They are very suitable for
modeling complex or non-linear systems, with the advantage that the complex
model dependencies may be unknown. Additionally, neural networks are insensi-
tive to single errors in the input data, making the process itself robust (Kriesel,
￿￿￿￿).
Estimator layout
A simple feed-forward network was chosen as estimator, including two hidden
layers with ￿￿ and ￿￿ neurons per layer.
For frequency-dependent estimations there are two possibilities: either one
network for every frequency of interest, or one network with one input for every
frequency and block size. The second method has the advantage that typical
dependencies between the frequencies could be considered by the neural network.
For this first approach, only broadband values have been used for training and
evaluation. All simulated rooms had reverberation times that were frequency
independent.
Training data
The network had to be trained once. This could be done with a set of measured
or simulated input data and the corresponding training targets. The training
process had to be done for every microphone distribution. A simple way to
generate sufficient amounts of training data are Monte Carlo simulations (see
Section ￿.￿.￿).
To limit the number of necessary simulations, the boundary conditions of the
Monte Carlo simulations have been chosen as follows: The room dimensions were
chosen randomly in the range between ￿m and ￿￿￿m; the reverberation time
was chosen randomly using a normal distribution with a mean value according to
￿￿
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DIN-￿￿￿￿￿ (￿￿￿￿). The DIN-￿￿￿￿￿ (￿￿￿￿) describes proposed reverberation
times for rooms with a given volume and purpose. It is meant as a guide in
the acoustic layout of rooms for performances, education and other purposes.
As a result, there was a slight correlation between reverberation time and room
volume, as is to be expected for real rooms (Kuster, ￿￿￿￿). Nevertheless, there
can be rooms with the same volume and different reverberation times and vice
versa. The distance between source and receiver was selected randomly, limited
by the room geometry. The number of sources was limited to one. The source
signal was chosen randomly from a pool of signals that included noise, which was
created individually each time, and a set of sound files that included speed as
well as music. Using this random description, the impulse responses could be
calculated with the stochastic room acoustic model described in ￿.￿.￿. Afterwards,
the final receiver signal could be calculated by convolving the source signal with
the impulse response, and then adding incoherent noise if a non-perfect SNR
ratio is desired.
Results
Using the Monte Carlo simulation method, a set of ￿￿￿￿ different binaural signals
was created, using the previously described boundary conditions. These signals
were used to train and evaluate the neural network. Of the ￿￿￿￿ different rooms,
￿￿￿￿ were used for training, ￿￿￿￿ for verification of training results, and ￿￿￿￿ for
a final test. For every situation, the binaural coherences for all block sizes were
pre-calculated and saved for fast access so that it was not necessary to calculate
the coherences for every training step.
The training was applied using a Levenberg-Marquardt backpropagation approach
(Levenberg, ￿￿￿￿; Marquardt, ￿￿￿￿). This means that the training process
was supervised and repeated until the gradient of the network performance
undercut a certain threshold, meaning that only small improvements were to
be gained by further training. The network performance is shown in Figure ￿.￿.
For every training epoch, the relative mean squared error for the set of training,
evaluation and test samples is shown. After ￿￿ training epochs, the minimal error
in the validation and test samples is reached. The final relative squared error for
the training samples is about 10 5, the one for the validation and test samples
about 10 3.
Figure ￿.￿￿ shows the results from the training, verification and final test. In each
figure, every training sample is marked as a dot, indicating the neural networks
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output versus the real reverberation time, which is the training target. The
samples used for the final test have not been included in any training process,
so they are new to the neural network, whereas the other samples have all been
presented in each training epoch. For all three training stages there is a very
high correlation between neural network output and training target. The solid
line indicates a linear least-squared error fit of the training results, the dotted
line indicates the ideal result; training result equal to training target.
The neural network adapts very well to the presented training data and is able
to model the relation between the CEF and the reverberation time. The relative
error in all three sets is below ￿%, indicating a unique relation between the CEF
and reverberation time.
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Figure ￿.￿: Relative mean squared error for the training epochs, separated into training,
validation and test sets
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Figure ￿.￿￿: Results after the training (top left), validation (top right) and verifica-
tion (bottom) of the neural network. The neural networks output is
shown versus the training target. Each circle indicates a training sample.
Additionally, a linear least-squared error fit and the ideal fit are indicated.
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￿.￿.￿ Empirical Approach
As long as no analytical solution for a model of the CEF was available, an
empirical model seemed the next best solution. The basic idea to estimate the
reverberation time from a CEF goes as follows:
￿. Calculate the CEF from the input signals
￿. Fit the modeled CEFm to the calculated one
￿. This results in one or more parameters
￿. At least one of these parameters should have an obvious dependency on
the reverberation time
￿. From this parameter the reverberation time can be calculated or estimated.
Schmoch (￿￿￿￿) modeled the CEF based on an empirical approach. Due to the
similarity between the CEF and the error-function erf (￿.￿), this function was
chosen as basis for the model. To fit the erf to the CEF, it had been parameterized
with the parameters a1, a2, a3 and a4.
The resulting function for the model can be written as:
CEFm(nbs) = a1 + (a2   a1) · 1
2
[1 + erf (a3 · [ld (nbs)  a4])] (￿.￿)
with
erf(x) =
2p
⇡
·
Z x
0
e ⌧
2
d⌧ (￿.￿)
The parameters have a distinct meaning for the modeling, as indicated in Figure
￿.￿￿. With the knowledge gained in Section ￿.￿.￿, some predictions on the
influence factors of the parameters can also be done. a1 is the value the function
aspires for nbs !  1. This should correspond to the influence of the DRR.
For high block sizes nbs !1, the function reaches the value a2, which should
represent the SNR. a3 represents the steepness of the function in the range of
the turning point. The position of the turning point is represented by a4. The
last two parameters seem to depend on the reverberation time T .
￿￿
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Figure ￿.￿￿: The parametric function used to model the CEF (after Schmoch (￿￿￿￿))
Determination of the parameters
The database of simulated room impulse responses and corresponding CEF
functions already used for the training and evaluation of the neural network was
used to determine the connection between the four parameters a1..4 and SNR,
DRR and T . For this purpose, for every simulated CEF, a curve-fitting with the
modeled CEFm after (￿.￿) was performed. Every curve-fitting resulted in a set
of estimated parameters for the simulated SNR, DRR and T . The curve fitting
was realized by an iterative optimization. The optimization criterion was the
least-squared error so that
min ||CEF   CEFm(a1..4)||! a1..4 (￿.￿)
An extract of the results is shown in Figure ￿.￿￿. The dependencies of the
parameters are similar to the predictions made in Figure ￿.￿ but also indicate
some cross dependencies. Further details can be found in (Schmoch, ￿￿￿￿).
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Figure ￿.￿￿: The major dependencies between ai and SNR, DRR and T (Schmoch,
￿￿￿￿)
The final aim is the estimation of T . It is necessary to model at least one of
the dependencies between the parameters ai and the reverberation time. This
model would hopefully allow an inversion and finally a calculation of T from the
fitted CEFm. The most obvious influence of T can be found in the parameter
a4. Therefore, the dependency between a4 and T has been modeled in several
approaches. As can be seen in Figure ￿.￿￿, there is also a slight dependency of
a4 on DRR, which also had to be included in the model to get reasonable results.
The final, best solution found is
a4(T ,DRR) = 6.58 · (T/s)0.24   2.056 + 5.611 · (DRRlog/dB+ 46)0.13 (￿.￿)
Due to the dependency on T and DRR at the same time, either DRR has to be
known to calculate T , or another dependency has to be added to gain knowledge
￿￿
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about T and DRR on the same time. As a1 seems to depend on DRR, it was
chosen as second function and modeled as
a1(T ,DRRlog) =0.41 + 0.39 · erf(0.12(DRRlog/dB  4.81))
+ e (3.1(T/s+0.76)+0.05(DRRlog/dB+0.9))
(￿.￿)
DRRlog =10 log (DRR) (￿.￿)
The equation system formed by these approximations cannot be solved analytically
for T and DRR. For the calculation of T and DRR, a numeric method for solving
nonlinear equation systems using a Levenberg-Marquardt algorithm was used.
￿.￿.￿ Analytical Approach
For the estimation of the spectral densities, the time signal is cut into segments,
which have the duration tbs. Every segment is multiplied with a time window
function w(t), often a Hann window. The averaging in the time domain of
blocks with the duration tbs can be approximated as a convolution of the complex
spectrum with the transformation of the window function in the frequency domain
together with a multiplication with a Dirac comb. The multiplication represents
nothing else than a limited frequency resolution. A rough approximation for the
window function would be a rectangular function of the width fpsd. Figure ￿.￿￿
shows the time and frequency representations of a time signal, the window
function and the Dirac comb.
The cross spectral density estimate between two signals x(t) and y(t) that result
from one source signal g(t) and are transmitted over two different transfer paths
hx(t) and hy(t) can be expressed as
Sxy = F
(
1
N
NX
n=1
(x( t) ⇤ y(t))) · (w(t) ⇤  (t  n · tbs))
)
(￿.￿￿)
= F
(
1
N
NX
n=1
g(t) ⇤ (hx( t)⇤ ⇤ hy(t))) · (w(t) ⇤  (t  n · tbs))
)
(￿.￿￿)
where N is the number of blocks evaluated.
With the assumption that the systems hx and hy can be treated as linear and
￿￿
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Figure ￿.￿￿: Time and frequency domain representations of a time signal, the window
function and the dirac comb used in the PSD estimation.
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time invariant within tbs, this can be written in the frequency domain as:
Sxy =
1
N
NX
n=1
G(f) ·Hx,n(f)⇤ ·Hy,n(f) ⇤W (f) · e(2⇡f ·n·tbs) (￿.￿￿)
=X(f · tbs) ·G(f) · 1
N
NX
n=1
(Hx,n(f) ·Hy,n(f)) ⇤W (f) (￿.￿￿)
Using this equation in the coherence calculation (￿.￿￿), the excitation signal G
cancels out (assuming it is finite and not zero) so that the coherence depends
merely on the transfer paths.
 xy =X(ftbs)
1
N
PN
n=1(H
⇤
x,nHy,n) ⇤W (f)r⇣
1
N
PN
n=1(Hx,nH
⇤
x,n) ⇤W (f)
⌘⇣
1
N
PN
n=1(Hy,nH
⇤
y,n) ⇤W (f)
⌘
(￿.￿￿)
In case of a time invariant system, the time averaging is no longer necessary and
the signal S cancels down from this formula. The coherence can also be expressed
using only the transfer functions.
 xy =X(ftbs)
(H⇤xHy) ⇤W (f)q
((HxH⇤x) ⇤W (f))
 
(HyH⇤y ) ⇤W (f)
  (￿.￿￿)
Time domain model
A model of the CEF can be generated in the time domain based on (￿.￿￿). The
impulse responses hx and hy can be rewritten as an addition of an early and a
late part:
hx(t) = hx,early(t) + hx,late(t) (￿.￿￿)
hy(t) = hy,early(t) + hy,late(t) (￿.￿￿)
the time chosen for the separation of the two parts is chosen as tbs, so that
hearly(t) = 0 for t > tbs (￿.￿￿)
hlate(t) = 0 for t  tbs (￿.￿￿)
￿￿
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According to Schroeder (￿￿￿￿) these parts are not correlated in a room impulse
response. With the assumption that the energy distribution for both sensors is
similar, the coherence of the total signal can then be written as an addition of
the coherences from the two parts using (￿.￿￿).
 xy =  xy,early ·
✓
Eearly
Eearly + Elate
◆
+  xy,late ·
✓
Elate
Eearly + Elate
◆
(￿.￿￿)
=  xy,early ·
0@ 1
1 + ElateEearly
1A+  xy,late ·
0@ 1
1 +
Eearly
Elate
1A (￿.￿￿)
The whole energy of all reflections arriving at time t in an impulse response with
a reverberation time T can be assumed as (Kuttruff, ￿￿￿￿)
E(t) = E0 · e 6·ln 10· tT (￿.￿￿)
As the absolute energy is not important, the energy of the reverberant part of
the impulse response is normalized, so that
Ereverb =
Z 1
0
E(t0)dt0 = E0
T
6 ln 10
= 1 (￿.￿￿)
! E0 = 6 ln 10
T
(￿.￿￿)
To get the total energy in the first time t of the impulse response, an integration
is necessary.
Eearlyreflections(t) =
Z t
0
E(t0)dt0 (￿.￿￿)
=
⇣
1  e 6·ln 10· tT
⌘
(￿.￿￿)
This does not include the direct sound. The relation of the direct sound to
the total energy in the impulse response is determined by the DRR (￿.￿￿).
Accordingly, the normalized energy of the direct sound is:
Edirect = DRR · Ereverb = DRR (￿.￿￿)
In combination with the energy of the early reflections, the total normalized
￿￿
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energy in the early part of the impulse response is:
Eearly(t) = Eearlyreflections + Edirect(t) (￿.￿￿)
=
⇣
1  e 6·ln 10· tT
⌘
+DRR (￿.￿￿)
The energy of the second part is accordingly:
Elate(t) =
Z 1
t
E(t0)dt0 (￿.￿￿)
= e 6·ln 10·
t
T (￿.￿￿)
and
Eearly + Elate = 1 + DRR; (￿.￿￿)
The relation of the energies can be expressed as:
Eearly(t)
Elate(t)
=
1  e 6·ln 10· tT +DRR
e 6·ln 10·
t
T
(￿.￿￿)
= (1 + DRR) · e6·ln 10· tT   1 (￿.￿￿)
With this energy distribution, the coherence can be expressed as:
 xy =  xy,early ·
0@ 1
1 + 1
(1+DRR)·e6·ln 10· tT  1
1A+  xy,late · 1
(1 + DRR) · e6·ln 10· tT
!
(￿.￿￿)
Further, from now t is chosen as t = tbs so that it agrees with the block size
used for the PSD calculation. This definition allows us an estimation of  xy,early
from (￿.￿￿). The impulse response hearly is cut after tbs. The corresponding
frequency resolution is  f = 1tbs = fpsd. This means that the window function
W used for the convolution is exactly as wide as the frequency resolution of the
transfer function. The convolution can be ignored and the transfer functions
cancel down to unity. This finally leads to an estimate for the first part of the
impulse response.
 xy,early = 1 (￿.￿￿)
￿￿
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A prediction of  xy,late is not that obvious. The coherence can be assumed as
that in a perfectly diffuse sound field by (￿.￿￿) or (￿.￿￿), although this is only
met partially in real rooms and only for certain placements of the sensors. An
basic estimate for  xy,late therefore is:
 xy,late = 0 (￿.￿￿)
This finally leads to an estimate of the CEF as a function of the PSD block size
tbs
CEF = 1 ·
0B@ 1
1 + 1
(1+DRR)·e6·ln 10·
tbs
T  1
1CA (￿.￿￿)
Equation (￿.￿￿) can be used to also include the influence of noise as expressed by
the SNR
CEF =
1
1 + 1
(1+DRR)·e6 ln 10tbs/T 1 +
1
SNR · (1 + 1(1+DRR)·e6 ln 10tbs/T 1 )
(￿.￿￿)
Frequency domain model
Alternatively, the CEF can be modeled in the frequency domain. Equation (￿.￿￿)
shows that the coherence can be calculated from the transfer functions by a
convolution with the transformation of the window function. This is similar to a
moving average. The Hanning function in the frequency domain is displayed in
Figure ￿.￿￿. This function is now approximated by a rect function of the width
1
tbs
.
The coherence estimate for one frequency can then be expressed as
 xy(f) =
1
Nb
Pfu
fl
Sxyq
1
Nb
Pfu
fl
Sxx · 1Nb
Pfu
fl
Syy
(￿.￿￿)
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where Nb is the number of frequency bins in the range between fl and fu
fl = f   1
2tbs
(￿.￿￿)
fu = f +
1
2tbs
(￿.￿￿)
Nb =
tbs
tir
(￿.￿￿)
tir is the duration of the impulse response, which is proportional to T so that
tir = a · T . The number of modes Nm in the same frequency range depends on
the room volume V
Nm =
4V
 
f3u   f3l
 
3c3
(￿.￿￿)
That means, the range between fl and fu contains Nb bins and Nm modes. If
Nm > Nb, the frequency bins are uncorrelated to each other. This is valid in
a diffuse sound field, which is partly valid in most rooms above the critical
frequency (￿.￿).
The normalization in (￿.￿￿) is not affected by the running average. For frequencies
above fc the problem therefore can be reduced to the mean value over a number
of uncorrelated complex numbers with a magnitude of one.
The expectation mean value over n complex numbers is
E
 
1
n
nX
i=1
ci
!
=
1p
N
with ci 2 C and ||ci|| = 1 (￿.￿￿)
This does not include the direct sound, which has to be considered according to
the DRR. This leads to an approximation of the CEF
CEF =
1
(1 + DRR)
·
✓
DRR+
r
tbs
tir
◆
(￿.￿￿)
Sensor noise also has to be considered according to the SNR:
CEF =
1
(1 + DRR) · (1 + 1+ 1DRRSNR )
·
✓
DRR+
r
tbs
tir
◆
(￿.￿￿)
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Comparison
A comparison of the modeled CEFs with measured ones is used to determine the
similarities and deviations. A first comparison did not show a high agreement
and indicated that the theoretic approach does not fully cover all influences in
the CEF. The introduction of empirically determined adjustment factors however
increases the agreement significantly. (￿.￿￿) was changed to
CEF time =
1
1 + 1
(1+DRR)·e0.7(6 ln 10tbs/T )1/2 1
+ 1SNR · (1 + 1
(1+DRR)·e0.7(6 ln 10tbs/T )1/2 1
)
(￿.￿￿)
and (￿.￿￿) was adapted to fit the measured CEFs by introducing adjustment
factors as
CEF freq =
1
(1 + DRR) · (1 + 1+ 1DRRSNR )
·
 
DRR+
r
2tbs
tir
!
(￿.￿￿)
Figure ￿.￿￿ shows a comparison of the models according to (￿.￿￿) and (￿.￿￿),
along with the PU- and PP-CEF. In all three situations the SNR was set to ￿￿ dB
and the DRR to -￿￿dB. The sensor setup was that of the hearing air dummy
head described in Section ￿.￿.￿. The simulated impulse responses were convolved
with a noise signal of the duration 223 samples (190.2 s), which is long enough to
allow averaging even for the big block sizes in the CEF calculation. The sound
velocity for the PU-CEF was estimated from the two pressure signals from one
hearing aid. For the PU-CEF the frequency range between 100Hz and 1 kHz
was evaluated, as for higher frequencies the sound velocity estimation introduces
some errors. For the PP-CEF the signals of the front microphone from both BTE
hearing aids were analyzed. The frequency range between ￿￿￿Hz and ￿￿ kHz was
evaluated, as for lower frequencies the spatial coherence of the binaural signal in
a diffuse sound field does not decrease as necessary for the reverberation time
estimation.
Figure ￿.￿￿ shows the influence of SNR and DRR changes on the model. The
reverberation time was set to ￿ s for all three examples. The SNR is varied
between 20dB and 0dB. The DRR is varied in the range between  20dB and
￿ dB.
The comparison shows that both models do not fit perfectly. For a high SNR and
￿￿￿
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Figure ￿.￿￿: Comparison of measured and modeled CEFs for three different reverbera-
tion times. Top left: 0.3 s, Top right: 1 s, Bottom: 3 s
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Figure ￿.￿￿: Comparisson of measured and modeled CEFs for three different SNR and
DRR combinations. Top Left: SNR = 20dB, DRR = 0dB, Top right:
SNR = 0 dB, DRR = 0dB, Bottom: SNR = 0 dB, DRR =  20 dB.
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a low DRR they match quite good, but for the other cases there are significant
deviations. Anyhow, the trends of the models are both correct and there is a
good agreement with the measured CEF for both models in most situations. Also,
the PU- and PP-CEF do not match each other. This most possibly results from
the estimation of the sound velocity from the sound pressures.
As the time domain based model seems to be a better fit than the frequency
domain model, the time domain model is used for all further evaluations.
Estimation
The method for the estimation of the reverberation time from a CEF is the same,
no matter whether a PP- or a PU-CEF is used and independent of which of both
analytical CEF models is used. The reverberation time estimation is based on a
curve fitting by minimizing the mean squared error between the measured and
the modeled CEF so that
min ||CEF   CEFm(T , SNR,DRR)||! T , SNR,DRR (￿.￿￿)
Another approach, which is not further evaluated here, would be to estimate the
SNR from the coherence estimate as described by Jeub (￿￿￿￿) and the DRR as
described by Kuster (￿￿￿￿). Both values can also directly be estimated from
the CEF or the sound field classification described in Chapter ￿. For low block
sizes the CEF is dominated by the DRR and for high block sizes it is dominated
by the SNR. With this a priori knowledge, (￿.￿￿) can be solved for T and the
reverberation time can be calculated directly from the CEF.
￿.￿ Considerations on Real Time Implementations
For a real time estimation of the reverberation time in a small microphone array
there are some important considerations on the calculations. First, the SDs of
the input signals necessary for the coherence estimation need to be estimated
live. Due to memory constrains, usually an exponential average as described
in ￿.￿.￿ is used. This approach has also the advantage that it deals well with
a limited amount of time variances. To increase the dynamic of the spectral
density estimation, usually an overlap is used. That means the analysis blocks
￿￿￿
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overlap to a certain amount ↵ol. The higher the overlap, the better the dynamic
of the spectral density estimation will be. An increase in overlap will also lead to
an increase in computational costs, as more blocks have to be calculated in the
same time. Figure ￿.￿￿ shows the increase in computational cost as a function of
overlap according to Schmoch (￿￿￿￿). Obviously, a very high overlap is very
costly and therefore not advisable. In addition, with a high overlap the differences
between two blocks become insignificant, which also reduces the benefits of the
overlap.
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Figure ￿.￿￿: Increase in computational cost of the SD estimation due to overlap of
blocks
For the calculation of the CEF not only one spectral density estimation with
one block size has to be performed, but the estimation of two PSDs and the
cross SD between the two signals. And this calculation has to be performed for
each evaluated block size. Therefore, a multitude of spectral density estimations
has to be performed in real time. Depending on the layout, the calculation of
multi spectral density has to be performed in on time step. With an optimal
arrangement of the calculations, the computational load can be stretched out
over time, so that the load stays more constant over time (Schmoch, ￿￿￿￿).
One example of an aligned and an optimal calculation arrangement is shown in
Figure ￿.￿￿.
￿￿￿
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Figure ￿.￿￿: Optimal distribution of calculation of the SD blocks over time. Every
arrow indicates an SD calculation. Top: Aligned calculation; Bottom:
Optimal arrangement (Schmoch, ￿￿￿￿)
￿.￿ Error Detection and Post-Processing
The estimation of the reverberation time can be significantly improved by equip-
ping the algorithm with an error detection. Typical errors – i.e., those for which
one can implement a recognition – occur, for example, in a low SNR or too large
DRR and unstable CEFs.
In the first step, a present CEF can be adjusted. Values that are based on a too
brief averaging can be ignored or considered in the following approximation to
a lesser degree. Special situations also arise where the CEF does not increase
monotonically. Areas with such an increase can also be ignored or weighted less.
In a second step the CEF already indicates whether a reverberation time esti-
mation seems promising or not. If the CEF for high block sizes is too low, for
example below ￿.￿, this indicates a very low SNR and the estimation will most
probably fail or return strange results. The same goes for a CEF with very high
values for low block sizes. In this case the DRR is most probably very high so
that the signal does not include enough reverberation for a valid estimation. In
addition, similar CEF values for low and high block sizes indicate a combination
of a high DRR and a low SNR. In that case the estimation usually will not return
valid results. Most of these errors can be explained by the influences of SNR and
￿￿￿
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DRR on the CEF as indicated by Figure ￿.￿.
In a next step, the actual estimates are checked for plausibility. Limits for these
values limit the estimate, but they also increase the reliability of the algorithm.
If an error is detected, the estimation is canceled and the estimated value is
discarded or marked as unreliable.
For a real time estimation the results are smoothed by averaging over a period
of the last ￿ s. This is plausible, as the reverberation time in one room is
usually quite constant, although it may also show some slight deviations, as do
the measured results depending on measurement setup and evaluation software
(Bork, ￿￿￿￿; Katz, ￿￿￿￿). The smoothing reduces the adaption rate in case of
a change, e.g. a room change. Discharged or unreliable estimation values are not
considered in the averaging. The standard deviation in this period can be used
to detect sudden changes, like a room change or the closing or opening of doors.
Schmoch (￿￿￿￿) also showed that by substracting the standard deviation from
the estimated value the estimation performance can be further increased.
￿.￿ Verification and Examples
￿.￿.￿ Static Scenes
For the verification of the blind reverberation time estimation, the estimation
results are compared to measured results for rooms with measured impulse
response. The binaural impulse responses utilized for this task were taken from
the Aachen impulse response database (AIR) (Jeub, Schäfer, and Vary,
￿￿￿￿). The impulse responses in the AIR database were recorded with a different
dummy head than the one used for the training of the neural network and the
fitting of the empirical model (see Section ￿.￿.￿). All binaural room impulse
responses from the AIR database were evaluated. For every room and every
source-receiver combination, the early decay time (EDT) as well as T10 to T60
have been calculated in octave bands according to ISO-￿￿￿￿-￿ (￿￿￿￿) using the
methods of the ITA-Toolbox . Not all reverberation times could be calculated this
way for all situations as for some the SNR was too bad. The single values used
for comparison are calculated as the median over all valid reverberation times in
all bands.
￿￿￿
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In addition, for each combination the reverberation time has been estimated using
the three methods previously described. Each impulse response was convolved
with a sequence of white noise with a duration of ￿￿.￿ s. No additional noise was
added to the single sensor signals. The binaural room impulse responses are not
suitable for a valid calculation of the sound velocity, therefore the PP coherence
was evaluated. Due to the sensor or ear distance, frequencies below ￿￿￿Hz could
not be evaluated. The time constant for the spectral density estimation tc was
set to 5 s, which leads to a rather slow adaption but stable and reliable results.
The first 10 s of every evaluation have been dismissed, as the CEF is not stable
in this range. The CEF was calculated in octave bands. The resulting CEF has
been used by all three estimation methods. All methods used the post-processing
and error detection methods described in Section ￿.￿. Unreliable results were
marked and not used for further evaluation.
For the estimation results, the median value over all reliable estimates in the
frequency range between 400Hz and 10 kHz has been calculated. Figure ￿.￿￿
shows the results of all four methods together with the calculated EDTs for
all rooms in the AIR database. The EDT shows the highest correlation of all
evaluated metrics as explained in Section ￿.￿.￿.
Figure ￿.￿￿ shows a comparison of the reverberation times estimated using the
different estimation layouts, and those calculated using ISO-￿￿￿￿-￿ (￿￿￿￿)
separated by room and estimation method. There is a concordance between the
estimation of the reverberation time and the measured EDT for most rooms. The
estimation methods deliver similar results, which indicates that the deviations
result more from the CEF than the estimator itself. The spreading in the
estimated reverberation times of one room is also higher than in those calculated
using ISO-￿￿￿￿-￿ (￿￿￿￿).
The span of results for measured and estimated results is indicated in Figure ￿.￿￿.
In the Aula Carolina the measured and estimated reverberation times are very
similar. The spreading of the EDT in dependence of the source to receiver distance
is also similar. In the Booth the measured reverberation time is very short, almost
non existent. All estimation methods deliver a similar, higher estimate. In the
Lecture Hall the EDT is shorter than the estimation methods predict. Besides,
it is very constant over the different source and receiver positions, whereas the
estimation methods show quite some variation over the different situations. The
estimated reverberation times in the Meeting Room and Office Room are both
slightly overestimated by all three methods. In all cases but the Stairway all three
estimation methods return similar results and similar spreadings of estimation
￿￿￿
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Figure ￿.￿￿: Comparison of the measured and estimated reverberation times for six
rooms and different combinations of source and receiver positions.
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Figure ￿.￿￿: Comparison of the measured and estimated reverberation times for six
rooms and different combinations of source and receiver positions. Top
left: Neuronal, Top right: Empirical, Bottom: Analytical
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results. In case of the Stairway all estimation methods return quite different
results, with the Neuronal Network being closest to the measured estimation
time, though with a spreading of estimated results of over ￿ s.
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Figure ￿.￿￿: Comparison of the measured and estimated reverberation times for six
rooms and different combinations of source and receiver positions. For
each room the span of reverberation times for the different combinations
is indicated with the mean value indicated by the dot.
￿.￿.￿ Error Sources
Schmoch (￿￿￿￿) performed an extensive evaluation of influence factors on the
reverberation time estimation. There are basically two kinds of errors that
influence a reverberation time estimation based on a CEF. The first kind of
error distorts the CEF itself. Accordingly, independent of the estimation method
the result will not be reliable. The second kind of error results from a faulty
estimator. The second error occurs, for example, for a neural network estimator
with faulty or fragmentary training data.
There is a group of influences that render any reliable estimation of the reverber-
ation time impossible. A too low SNR or too high DRR are examples for these
￿￿￿
￿.￿. Verification and Examples
influences. Such errors can be detected as already discussed, but they cannot be
avoided or compensated.
Testing the estimation algorithm on the same data already used for the learning of
the algorithm already leads to some deviations between measured and estimated
reverberation times. This leads to the assumption that there are some factors
that are not considered in the simulation of the training data but influence the
result of the estimation. One possible example are the details in the impulse
responses, like the directions and delays of the early reflections. The deviation
further increases when examining real audio examples instead of simulated ones.
This leads to the assumption that further influential factors are not considered
in the simulations that influence the performance of real situations. Possible
examples could be modes or non-exponentially decaying reverberation slopes.
Finally, the excitation signal also influences the estimation result, pauses in the
signal or narrow-band excitations lead to errors in the estimation. Schmoch
(￿￿￿￿) also found that strong early reflections influence the estimation results,
whereas the direction of the direct sound has no direct influence on the estimation.
Figure ￿.￿￿ shows the mean, minimum and maximum absolute deviations between
the between the estimated reverberation times and the measured EDT after ISO-
￿￿￿￿-￿ (￿￿￿￿). For this purpose, the differences between the estimation and
measurement in each situation and room were calculated. Obviously there are
some significant deviations with a typical estimation error in the range of 0.2 s.
Different estimators deliver the best performance, depending on the room. In
total the empirical model seems to deliver the most reliable results.
Figure ￿.￿￿ shows the correlation coefficients between the estimated reverberation
times and the different metrics of measured reverberation times after ISO-￿￿￿￿-￿
(￿￿￿￿). For this purpose, the correlation between the results for all rooms and all
situations from the estimation processes and the measurements was calculated.
The correlation between the estimated times and the short time metrics is higher
than the one for the longer time metrics. The EDT shows the highest correlation
with all estimation processes. With increasing evaluation time the correlation
decreases. This also emphasizes the strong influence of the early reflections in
the impulse response on the estimation process. Accordingly, the CEF is mostly
influenced by the early part of the impulse response, which includes the direct
sound and the early reflections.
Basically, Figure ￿.￿￿ indicates that the reverberation time estimation estimates
the EDT. It also indicates, that most rooms in the AIR database have impulse
￿￿￿
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responses with a non-linear energy decay. Otherwise there would not be such big
deviations between the EDT and T20, for example. Figure ￿.￿￿ shows the mean
reverberation times after different metrics for the rooms in the AIR database.
The Aula Carolina and the Stairway show a strong dependency on the evaluated
part of the energy decay curve. In these rooms especially the EDT shows a very
broad spectrum of values, depending on source and receiver positions. With
increasing evaluation time the spreading of the values decreases as the evaluated
reverberation time increases. Gade (￿￿￿￿) showed that most auditoria do not
have a really diffuse sound field. In addition, rooms that are very long or coupled
volumes do not fulfill the criteria defined by Sabine (￿￿￿￿) on the exponential
sound energy decay. The different reverberation time metrics differ for all rooms
with an non-exponential energy decay (Kuttruff, ￿￿￿￿; Xiang et al., ￿￿￿￿).
Moreover, the EDT is strongly influenced by the direct sound and very early
reflections, and accordingly strongly depends on the source to receiver distance
and positions. In conclusion, the results from Figure ￿.￿￿ indicate that none of
the rooms shows a perfectly exponential sound energy decay, which is also to be
expected for most real rooms.
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Figure ￿.￿￿: Measured average reverberation times of the AIR database after different
metrics
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￿.￿.￿ Variant Scenes
The estimation method is able to do a live real-time estimation each time the
CEF is updated. Figure ￿.￿￿ shows the results of such a live estimation using
the empirical estimator in a sequence with four room changes. The audio
sequence was generated by appending four measured sound sequences from
different rooms. In each room, the impulse response was measured for the
calculation of a reference reverberation time. The empirical approach was used to
estimate the reverberation time every 0.1 s. Unreliable results where compensated
by a simple sample-and-hold. Each scene was time invariant, no movement of
source or receiver took place. In contrast to the previous evaluations that used
white noise as excitation signal, the signal used in this case was a speech sequence.
The time constant tc for the spectral density estimation was set to 1 s, which also
leads to some smoothing of the results. The calculation was performed in octave
bands. The single-value result is the median from the result in the frequency
range between 400Hz and 10 kHz.
The results in Figure ￿.￿￿ show that there are some significant up- and downturns
over time in every situation. For every room change, the method also needs
some seconds to adapt to the new room. Some deviations from the measured
reverberation time are significant. The strong break-in at 33 s occurs due to a
pause in the speech signal.
￿.￿ Discussion
A new method for the estimation of the reverberation time based on the coherence
estimate function (CEF) was introduced. The CEF describes the influence of the
block size used for the coherence estimation on the result of the estimation. For
the reverberation time estimation, the CEF between two distributed pressure
sensors or a pressure and a velocity sensor can be utilized. It could be shown
that the CEF depends strongly on the room acoustic properties T , DRR and
SNR.
Two different models were developed for the CEF based on room acoustic prop-
erties, but both do not fully describe the behavior of the CEF.
A method for the calculation of the CEF in real time from live input signals
was described. Based on the CEF, three different estimators were developed and
￿￿￿
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Figure ￿.￿￿: Live estimation of the reverberation time in an audio sequence with four
abrupt room changes.
their performance compared. One estimator utilized a neural network that was
trained by the results of a Monte Carlo simulation of different room acoustic
situations. The emipircal estimation uses a curve fitting of an error-function to
the CEF. The parameters of the empirical model were achieved from the training
data already used in the neural network. In a final approach, the dependency
between the room acoustic properties and the CEF was modeled analytically in
the time- and frequency-domain to understand the underlying dependencies.
A comparison of estimation results with the results from a reverberation time
calculation using ISO-￿￿￿￿-￿ (￿￿￿￿) was performed using measured binaural
impulse responses from the AIR database (Jeub, Schäfer, and Vary, ￿￿￿￿).
All three developed estimators deliver similar performance results, with the neu-
ronal network showing the poorest performance and the empirical and analytical
estimators showing very similar results. A comparison of the estimation results
with different evaluation metrics showed that the estimation results show the
highest correlation with the early decay time (EDT) and a decreasing correlation
with reverberation times using higher evaluation ranges.
The method is able to estimate the reverberation time from live signals. A test
with a time variant scene including three room changes showed that the estimator
￿￿￿
￿.￿. Discussion
needs up to 10 s to adapt to the new scene. In addition, gaps in the excitation
signal lead to errors in the estimation. The live estimation could be improved
by further post-processing, error detections and a priori knowledge from other
sensors.
￿￿￿
￿
Conclusion
￿.￿ Summary
One global objective in the signal processing in mobile devices such as hearing
aids or mobile phones is the improvement of their performance in different,
foremost noisy, situations. One key factor for this is the correct classification of
the situation, the signal and environment and the user preferences. The aim of
this work was to improve the classification and control blocks of mobile devices
by gathering information on the acoustic environment. The focus lies on a local
observation of the sound field around the device and a global description of the
acoustic environment in form of the reverberation time.
The work started with an analysis of the sound field indicators and their be-
havior in different acoustic situations. Based on these observations a sound
field classification was proposed. After a review of existing methods, for the
description of the signal and the acoustic environment along room acoustic and
signal processing literature, the four classes free, diffuse, reactive and noise were
chosen as target classes for the classification. The class noise is not really a
sound field, but merely the absence of any acoustic sources so that the signal
perceived by the device is dominated by wind-, sensor-, and electronic-noise.
The classification depends on two spatial coherences, that of two nearby pressure
signals and that of a pressure and a sound velocity signal. Two ways of calculating
those input values were explained. One is based on a sound field microphone
with four omnidirectional sensors arranged in the shape of a regular tetrahedron.
This setup allows a sound field classification without any a priori knowledge
about the situation and environment. Another approach with a hearing aid setup
was evaluated. In this case, the magnitude of the estimated sound velocity in
some sound fields depends on the source direction. Accordingly, the direction
or the directions of the sound source(s) need to be known for the sound field
￿￿￿
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classification.
For the classification, two different approaches were proposed. The first method
was based on a fuzzy distance classification. It evaluated the distance between
the target classes and the feature vector in a three-dimensional space consisting
of the spatial coherences. The locations of the target classes in this feature
space were derived from theoretical predictions, so that no training process was
necessary. The second approach was based on the prediction of the resulting
spatial coherences in a superposition of the basic sound fields. This prediction can
be written as a matrix multiplication, and by an inversion the relative energies
of the single sound fields can be calculated. The total sound field energies can be
gained by a multiplication of the relative sound field energies with an estimation
of the total energy based on the intensity.
The classification methods were verified with two different approaches. The fist
simple test was conducted by usage of a sequence of simulated basic sound fields.
Both classifiers were able to classify all four basic sound fields as expected. In a
second approach, the distance-dependent sound field composition in a room with
one sound source and reverberation was used for the verification. The theoretical
sound field composition is known from room acoustic and diffuse field theory.
The classification returns results that agree with the theoretical predictions for
the dominant sound fields. The accuracy of the classification declines with the
relative sound field energy so that the estimation of the energy of underlying
sound fields shows some significant errors.
Further tests revealed a strong influence of a sensor mismatch on the sound field
classification. For this purpose, an automatic sensor mismatch compensation was
designed. The compensation is able to perfectly compensate a sensor mismatch
after an initial training. After the training, the method adapts automatically
to any further sensor drift due to aging or other influences. A set of examples
of the sound field classification in realistic scenarios showed plausible results
and demonstrated the possibility of real-time classifications with the developed
demonstrator.
To gather more information on the acoustic environment, the influence of some
acoustic properties on the coherence estimate function (CEF) was evaluated.
The CEF describes the dependency between the coherence estimate and the
block size used for this estimation. In the context of two acoustic sensors in a
reverberant sound field, this function shows a typical shape. Experiments revealed
that at least the reverberation time, the signal-to-noise energy ratio (SNR) and
￿￿￿
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direct-to-reverberant energy ratio (DRR) have a significant influence on the CEF.
These influences have distinct impacts on the CEF so that an estimation of those
three parameters from a measured CEF seemed feasible.
For the estimation of the reverberation time, three different estimators were
introduced. A neuronal network was used for a proof of concept of the method.
The layout was a feed-forward network with two hidden layers, including ￿￿ and
￿￿ neurons. The network was trained using ￿￿￿￿ simulation results. The network
adapted very well and after ￿￿ training epochs no further gain was achieved by
further training. A set of new simulations, not used for training, validated the
general performance of the method.
Afterwards, an empirical and an analytical model of the CEF were developed.
The empirical model was based on an erf function that was parameterized with
four parameters. Using the database already used in the training of the neural
network, the dependencies of the four parameters on the reverberation time
was analyzed and modeled. The analytical model was built on considerations
about the signal processing in the coherence estimation. The first results do
not show a good agreement of the model with a real CEF. With some adaption
of the model, a better agreement could be realized, although the result is not
strictly an analytical model. The reverberation time was estimated using a curve
fitting of the model to the measured CEF. Both models do not fit the CEF in
all situations. Hence, there seem to be further influence factors that should be
researched further.
All three methods were tested with binaural impulse responses from the Aachen
impulse response database (AIR). The results indicate a general applicability
of the method, although there are still some deviations between measured and
estimated reverberation times. The highest accordance of the estimation results
occurs with the early decay time (EDT). This indicates that the CEF is dominated
by the first part of the impulse response. All binaural samples in the AIR database
show a correlation factor of 0.95 between the EDT and the estimation results
for the empirical and analytical model. The neural network shows a correlation
factor of 0.9 .
The method is able to perform live estimations from input signals. An example
in a time-variant scene with three room changes indicates that the method needs
up to 10 s to adapt to a new scene. There are also significant fluctuations in
one room, especially during pauses in the speech signal. In applications of the
method, those fluctuations should be handled by an improved post-processing.
￿￿￿
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Overall, this thesis introduced new methods for the automatic adaption of mobile
devices to their environment. The described methods can be important input
information for the classification and control segments of such devices to adjust
the signal processing to the acoustic situation. This thesis introduced a new
method for the classification of sound fields in small microphone arrays. The
method is based on the sound field indicators introduced by Jacobsen (￿￿￿￿).
The principle of a sound field classification based on the SFIs and the two
classification methods were not described in literature. The same goes for the
reverberation time estimation based on the CEF, which had not been researched
and published before.
￿.￿ Outlook
The new methods on sound field analysis in small microphone arrays described in
this thesis were proven to work in laboratory conditions and a small set of exam-
ples. Further evaluations should be carried out with an extended set of scenarios.
A set of real world examples as described by Streich et al. (￿￿￿￿) would be very
useful for this purpose. Those recording databases, however, usually have the
significant downside that neither impulse responses nor further information on
the sound field is available. This means, the results can be statistically analyzed,
but there is no reference for either the sound field classification or the reverber-
ation time estimation. This makes any evaluation of the performance of both
methods rather complicated. There are comparisons of different reverberation
time estimation methods like the one performed by Gaubitch et al. (￿￿￿￿), but
they usually deploy single channel recordings, which are not suitable for the new
methods based on the CEF.
Although the estimation of the reverberation time from the CEF works with
reasonable performance, the analytical models of the CEF do not fit the measured
CEFs perfectly, which indicates that the analytical approach does not cover all
influence factors. There are a number of approximations and simplifications in
the approach, which could be the reason for such deviations and accordingly a
more detailed analysis could yield further insight into the influence factors of the
CEF.
￿￿￿
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In this work, the possibilities of an acoustic field analysis in small microphone
arrays are investigated. With the increased use of mobile communication
devices, such as smartphones and hearing aids, and the increase in the
number of microphones in such devices, multi-channel signal processing
has gained popularity. Apart from the definite signal processing, this thesis
evaluates what information on the acoustic sound field and environment can
be gained from the signal of such small microphone arrays.
For this purpose, an innovative sound field classification was developed that
determines the energies of the single sound field components. The method
is based on spatial coherences of two or more acoustical. The method was
successfully verified with a set of simulated and measured input signals.
An adaptive automatic sensor mismatch compensation was created, which
proved able to fully compensate any slow sensor drift after an initial training.
Further, a new method for the blind estimation of the reverberation time ba-
sed on the dependency of the coherence estimate on the evaluation para-
meters was proposed. The method determines the reverberation time of a
room from the spatial coherence between two or more acoustic sensors.
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