Numerical solution of nonlinear Fredholm integral equations of the second kind using Haar wavelets  by Babolian, E. & Shahsavaran, A.
Journal of Computational and Applied Mathematics 225 (2009) 87–95
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Numerical solution of nonlinear Fredholm integral equations of the
second kind using Haar wavelets
E. Babolian ∗, A. Shahsavaran
Science and Research Campus, Islamic Azad University of Tehran, Tehran, Iran
a r t i c l e i n f o
Article history:
Received 28 December 2007
Received in revised form 4 June 2008
Keywords:
Nonlinear Fredholm integral equation
Haar wavelet
Error analysis
Haar coefficient matrix
Block-pulse function
Collocation points
a b s t r a c t
In this work, we present a computational method for solving nonlinear Fredholm integral
equations of the second kind which is based on the use of Haar wavelets. Error analysis
is worked out that shows efficiency of the method. Finally, we also give some numerical
examples.
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1. Introduction
Beginning from 1991 the wavelet method has been applied for solving integral equations. A short survey of these papers
can be found in [3]. The solutions are often quite complicated and the advantages of the wavelet method get lost. Therefore
any kind of simplification is welcome. One possibility for it is to make use of the Haar wavelets, which are mathematically
the most simple wavelets. Also, many different basis functions have been used to solve and reduce integral equations to a
system of algebraic equations [1–12]. The aim of this work is to present a numerical method for approximating the solution
of nonlinear Fredholm integral equation of the second kind:
u(t)−
∫ 1
0
K(t, y)[u(y)]mdy = f (t), m > 1
where, f ∈ L2[0, 1), K ∈ L2[0, 1)2 and u is the unknown function to be determined andm is a positive integer [2].
Definition. The Haar wavelet is the function defined on the real line R as:
H(t) =

1, 0 ≤ t < 1
2
−1, 1
2
≤ t < 1
0, elsewhere
now for n = 1, 2, . . ., write n = 2j + k with j = 0, 1, . . . and k = 0, 1, . . . , 2j − 1 and define hn(t) = 2 j2H(2jt − k)|[0,1].
Also, define h0(t) = 1 for all t . Here the integer 2j, j = 0, 1, . . . , indicates the level of the wavelet and k = 0, 1, . . . , 2j − 1
is the translation parameter. It can be shown that the sequence {hn}∞n=0 is a complete orthonormal system in L2[0, 1] and for
f ∈ C[0, 1], the series∑n〈f , hn〉hn converges uniformly to f [14], where 〈f , hn〉 = ∫ 10 f (x)hn(x)dx.
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2. Function approximation
A function u(t) defined over the interval [0, 1)may be expanded as:
u(t) =
∞∑
n=0
unhn(t), (1)
with un = 〈u(t), hn(t)〉.
In practice, only the first k-term of (1) is considered, where k is a power of 2, that is,
u(t) ' uk(t) =
k−1∑
n=0
unhn(t), (2)
with matrix form:
u(t) ' uk(t) = uth(t)
where, u = [u0, u1, . . . , uk−1]t and h(t) = [h0(t), h1(t), . . . , hk−1(t)]t . For a positive integer m, [u(t)]m may be
approximated as:
[u(t)]m '
k−1∑
n=0
u˜nhn(t) = u˜th(t)
where u˜ is a column vector whose elements are nonlinear combinations of the elements of the vector u. In Section 5, we
consider evaluation of u˜ in terms of u.
Similarly, K(t, y) ∈ L2[0, 1)2 may be approximated as:
K(t, y) '
k−1∑
i=0
k−1∑
j=0
Kijhi(t)hj(y)
or in matrix form
K(t, y) ' ht(t)Kh(y)
where K = [Kij]0≤i,j≤k−1 and Kij = 〈hi(t), 〈K(t, y), hj(y)〉〉.
3. Nonlinear Fredholm integral equations of the second kind
Now consider the nonlinear Fredholm integral equation of the second kind with nonlinear regular part:
u(t)−
∫ 1
0
K(t, y)[u(y)]mdy = f (t), m > 1 (3)
where, f ∈ L2[0, 1), K ∈ L2[0, 1)2 are known functions, u(y) is the unknown function and m is a positive integer. By
approximating functions f (t), K(t, y), u(t) and [u(y)]m, as before, in the matrix form we have:
u(t) ' uth(t) (4)
f (t) ' fth(t) (5)
K(t, y) ' ht(t)Kh(y) (6)
[u(y)]m ' u˜th(y) (7)
by substituting the approximations (4)–(7) into (3) we obtain:
ht(t).u−
∫ 1
0
ht(t)Kh(y)ht(y)u˜dy = ht(t).f,
this gives
ht(t).u− ht(t)K
(∫ 1
0
h(y)ht(y)dy
)
u˜ = ht(t).f. (8)
The orthonormality of the sequence {hn} on [0, 1) implies that∫ 1
0
h(y)ht(y)dy = Ik×k (9)
where, Ik×k is the identity matrix of order k.
E. Babolian, A. Shahsavaran / Journal of Computational and Applied Mathematics 225 (2009) 87–95 89
Therefore by substituting (9) into (8) we obtain
ht(t).u− ht(t)Ku˜ = ht(t).f, (10)
considering the inner product of both the sides of (10) with h(t) and using (9) we obtain
u− Ku˜ = f,
which is a nonlinear system of algebraic equations.
4. Error analysis
In this section we assume that u(t) is a differentiable function with bounded first derivative on (0, 1), that is,
∃M > 0; ∀t ∈ (0, 1) : |u′(t)| ≤ M.
Wemay proceed as follows:
As before, suppose uk(t), is the following approximation of u(t),
uk(t) =
k−1∑
n=0
unhn(t)
where, k = 2α+1, α = 0, 1, 2, . . . , then
u(t)− uk(t) =
∞∑
n=k
unhn(t)
=
∞∑
n=2α+1
unhn(t)
so,
‖u(t)− uk(t)‖2E =
∫ 1
0
(u(t)− uk(t))2dt
=
∞∑
n=2α+1
∞∑
n′=2α+1
unun′
∫ 1
0
hn(t)hn′(t)dt
=
∞∑
n=2α+1
u2n
where, un = 〈u(t), hn(t)〉 =
∫ 1
0 u(t)hn(t)dt . By substituting hn(t) = 2
j
2H(2jt − k), k = 0, 1, . . . , 2j − 1, j = 0, 1, . . . , we
obtain
un =
∫ 1
0
2
j
2 u(t)H(2jt − k)dt,
but
H(2jt − k) =

1, k.2−j ≤ t <
(
k+ 1
2
)
2−j
−1,
(
k+ 1
2
)
2−j ≤ t < (k+ 1)2−j
0, elsewhere
(11)
which implies that
un = 2 j2
{∫ (k+ 12 )2−j
k.2−j
u(t)dt −
∫ (k+1)2−j(
k+ 12
)
2−j
u(t)dt
}
.
Using the mean value theorem we have:
∃t1, t2 : k2−j ≤ t1 <
(
k+ 1
2
)
2−j,
(
k+ 1
2
)
2−j ≤ t2 < (k+ 1)2−j
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such that
un = 2 j2
{((
k+ 1
2
)
2−j − k.2−j
)
u(t1)−
(
(k+ 1)2−j −
(
k+ 1
2
)
2−j
)
u(t2)
}
= 2− j2−1(u(t1)− u(t2)).
Hence, u2n = 2−j−2(u(t1)− u(t2))2.
Using the mean value theorem
u2n = 2−j−2(t2 − t1)2u
′2(t0) (t1 < t0 < t2)
≤ 2−j−2.2−2j.M2
= 2−3j−2M2.
Therefore,
‖u(t)− uk(t)‖2E =
∞∑
n=2α+1
u2n
=
∞∑
j=α+1
2j+1−1∑
n=2j
u2n

≤
∞∑
j=α+1
2j+1−1∑
n=2j
2−3j−2M2

= M2
∞∑
j=α+1
2−3j−2(2j+1 − 1− 2j + 1)
= M
2
3
.
1
k2
,
hence, ‖u(t)− uk(t)‖E = O( 1k ).
Notice that if we had a numerical value for M , we would be able to have the exact value of the error bound M
2
3 2
−2(α+1)
for a given partial sum
uk(t) =
k−1∑
n=0
unhn(t),
which may be of special interest in practical situations.
Now for estimatingM , we assume that u′ is continuous on [0, 1].
Since u′(t) is continuous and bounded on [0, 1], u′(t) ∈ L2[0, 1). Thus u′ may be approximated as:
u′(t) '
k−1∑
n=0
bnhn(t) (12)
or in matrix form
u′(t) ' bth(t) (13)
where, b = [b0, b1, . . . , bk−1]t and h(t) = [h0(t), h1(t), . . . , hk−1(t)]t and bn = 〈u′(t), hn(t)〉, n = 0, 1, . . . , k − 1. By
integrating (12) we obtain
u(t) '
k−1∑
n=0
bngn(t)+ u(0) (14)
where gn(t) =
∫ t
0 hn(x)dx, t ∈ [0, 1].
Now we define the points
tj = j− 0.01k , j = 1, 2, . . . , k.
By evaluating (14) at the points tj we have
u(tj)− u(0) '
k−1∑
n=0
bngn(tj), j = 1, 2, . . . , k, (15)
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where gn(tj) =
∫ tj
0 hn(t)dt . If we write (15) in matrix form we get
u− u(0) ' Gb (16)
where G = [gn(tj)]0≤n≤k−1,1≤j≤k, b = [b0, b1, . . . , bk−1]t , u = [u(t1), u(t2), . . . , u(tk)]t and u(0) = [u(0), u(0), . . . ,
u(0)]t1×k. By solving the linear system (16) we can find vector b, so from (13), u′(t) can be calculated for each t ∈ [0, 1].
Now let xi ∈ [0, 1), i = 1, . . . , l be l equidistant points and calculate u′(xi) for i = 1, 2, . . . , l, then ε +max1≤i≤l |u′(xi)|
may be considered as an estimation of M . Clearly, the estimation would become more precise if l increases and ε can be
chosen, for example, equal to 1.
5. Evaluating u˜
For numerical implementation of the method explained in Section 3, we need to calculate vector u˜ whose elements are
nonlinear combinations of the elements of the vector u. For this purpose, we present the Haar coefficient matrix H; it is a
k× kmatrix with the elements
H = [hn(t ′j )]0≤n≤k−1,1≤j≤k,
where the points t ′j are the collocation points
t ′j =
j− 12
k
, j = 1, 2, . . . , k.
Also, we define a k-set of Block-Pulse Functions (BPFs) as:
Bi(t) =
{
1,
i− 1
k
≤ t < i
k
, for all i = 1, 2, . . . , k
0, elsewhere.
(17)
The functions Br(t) are disjoint and orthogonal. That is,
Bj(t)Bi(t) =
{
0, i 6= j
Bi(t), i = j (18)
〈Bi(t), Bj(t)〉 =
{
0, i 6= j
1
k
, i = j. (19)
It can be shown that h(t) = HB(t) [13], vector h(t) and matrix H are already introduced and B(t) = [B1(t), . . . , Bk(t)]t .
Using the subject already discussed in Section 2,
u(t) = uth(t) and [u(t)]m = u˜th(t).
So,
u˜th(t) = [uth(t)]m, (20)
since
∫ 1
0 h(t)h
t(t)dt = I, from (20) we have
u˜t =
∫ 1
0
u˜th(t)ht(t)dt =
∫ 1
0
[uth(t)]mht(t)dt.
Hence,
u˜t =
∫ 1
0
[uth(t)]mht(t)dt
=
k∑
i=1
∫ i
k
i−1
k
[uth(t)]mht(t)dt
=
k∑
i=1
∫ i
k
i−1
k
[utHB(t)]mBt(t)Htdt
=
k∑
i=1
∫ i
k
i−1
k
[utHB(t)]m−1.utH[B(t)Bt(t)]Htdt (21)
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using (18) and (19) leads to
B(t)Bt(t) =

B1(t) O
B2(t)
. . .
O Bk(t)
 .
Also, forming the product utH leads to
utH = [u0, u1, . . . , uk−1]
 h0(t
′
1) . . . h0(t
′
k)
...
...
hk−1(t ′1) . . . hk−1(t
′
k)

=
[
k−1∑
i=0
uihi(t ′1), . . . ,
k−1∑
i=0
uihi(t ′k)
]
= [α1, . . . , αk]
where, αj =∑k−1i=0 uihi(t ′j ), j = 1, . . . , k.
From (17) we have
0 ≤ t < 1k implies that B1(t) = 1 and Bi(t) = 0 for i = 2, . . . , k.
1
k ≤ t < 2k implies that B2(t) = 1 and Bi(t) = 0 for i = 1, . . . , k and i 6= 2.
...
k−1
k ≤ t < 1 implies that Bk(t) = 1 and Bi(t) = 0 for i = 1, . . . , k− 1.
Therefore from (21) we have (using H = [hn(t ′j )]0≤n≤k−1,1≤j≤k)
u˜t =
∫ 1
k
0
[α1, . . . , αk]

1
0
. . .
0


m−1
.[α1, . . . , αk]

1 O
0
0
. . .
O 0
Htdt
+
∫ 2
k
1
k
[α1, . . . , αk]

0
1
0
...
0


m−1
[α1, . . . , αk]

0 O
1
0
. . .
O 0
Htdt
...
+
∫ 1
k−1
k
[α1, . . . , αk]

0
0
...
0
1


m−1
[α1, . . . , αk]

0 O
0
. . .
0
O 1
Htdt
= 1
k
αm1 [h0(t ′1), . . . , hk−1(t ′1)] + · · · +
1
k
αmk [h0(t ′k), . . . , hk−1(t ′k)]
= 1
k
[
k∑
i=1
αmi h0(t
′
i ), . . . ,
k∑
i=1
αmi hk−1(t
′
i )
]
.
Now by substituting αj =∑k−1i=0 uihi(t ′j ), j = 1, . . . , kwe obtain
u˜t = 1
k
[
k∑
i=1
(
k−1∑
j=0
ujhj(t ′i )
)m
h0(t ′i ), . . . ,
k∑
i=1
(
k−1∑
j=0
ujhj(t ′i )
)m
hk−1(t ′i )
]
.
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Table 1
Numerical results for Example 1
t Exact solution Approximated solution, k = 32
0.1 1.105170918 1.107217811
0.2 1.221402757 1.218102916
0.3 1.349858806 1.341165462
0.4 1.491824696 1.474918603
0.5 1.648721268 1.667402633
0.6 1.822118797 1.833861053
0.7 2.013752703 2.016679830
0.8 2.225540923 2.217456630
0.9 2.459603104 2.437978177
Table 2
Numerical results for Example 2
t Exact solution Approximated solution, k = 32
0.1 1.105170918 1.114627560
0.2 1.221402757 1.226758840
0.3 1.349858806 1.345458179
0.4 1.491824696 1.480202470
0.5 1.648721268 1.671769819
0.6 1.822118797 1.838854903
0.7 2.013752703 2.022118086
0.8 2.225540923 2.223139077
0.9 2.459603104 2.443684898
6. Numerical examples
Example 1 ([6]).
u(t)+
∫ 1
0
et−2y[u(y)]3dy = et+1, 0 ≤ t < 1,
with exact solution u(t) = et .
Example 2 ([10]).
u(t)−
∫ 1
0
ty[u(y)]3dy = et − (1+ 2e
3)t
9
, 0 ≤ t < 1,
with exact solution u(t) = et .
Example 3 ([10]).
u(t) =
∫ 1
0
ty[u(y)]2dy+ f (t), 0 ≤ t < 1,
where,
f (t) = f1(t)−
(
9
128
− 9
32e
+ 7
16e2
+ 1
16e4
)
t,
and
f1(t) =

e2t−2, 0 ≤ t < 1
2
−t2 + 1
e
+ 1
4
,
1
2
≤ t < 1
with exact solution u(t) = f1(t).
Table 1 shows the numerical results for Example 1 with k = 32.
Table 2 shows the numerical results for Example 2 with k = 32.
Table 3 shows the numerical results for Example 3 with k = 32.
Now to estimate boundM for u′(t), we need to estimate u′(t) for each t ∈ (0, 1).
Table 4 shows the numerical results for values of u′(t) for Example 1 according to the method mentioned in Section 4
with k = 32.
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Table 3
Numerical results for Example 3
t Exact solution Approximated solution, k = 32
0.1 .1652988891 .1625177090
0.2 .2018965190 .1921647474
0.3 .2465969650 .2290236855
0.4 .3011942130 .2744773506
0.5 .3678794423 .3240321944
0.6 .2578794423 .2134699868
0.7 .1278794423 .08532965420
0.8 −.0221205577 −.0603813505
0.9 −.1921205577 −.2236779332
Table 4
Numerical results for Example 1
t Exact solution Approximated solution, k = 32
0.1 1.105170918 1.111099473
0.2 1.221402757 1.220296615
0.3 1.349858806 1.339817084
0.4 1.491824696 1.471965091
0.5 1.648721268 1.457127691
0.6 1.822118797 1.831888927
0.7 2.013752703 2.011936556
0.8 2.225540923 2.209678381
0.9 2.459603104 2.426854676
Table 5
Numerical results for Example 2
t Exact solution Approximated solution, k = 32
0.1 1.105170918 1.111099473
0.2 1.221402757 1.220296615
0.3 1.349858806 1.339817084
0.4 1.491824696 1.471965092
0.5 1.648721268 1.457127691
0.6 1.822118797 1.831888927
0.7 2.013752703 2.011936557
0.8 2.225540923 2.209678381
0.9 2.459603104 2.426854676
Table 6
Numerical results for Example 3
t Exact solution Approximated solution, k = 32
0.1 .3305977782 .2724652636
0.2 .4037930380 .3398601958
0.3 .4931939300 .4211386520
0.4 .6023884260 .5192134816
0.5 .0000000000 −.2108245739
0.6 −1.20000000 −1.242456084
0.7 −1.40000000 −1.429955213
0.8 −1.60000000 −1.617457648
0.9 −1.80000000 −1.804955214
Table 5 shows the numerical results for values of u′(t) for Example 2 with k = 32.
Table 6 shows the numerical results for values of u′(t) for Example 3 with k = 32.
7. Conclusion
In previous works, Haar wavelets were used to solve Fredholm and Volterra integral equations [11,12]. In the present
paper we used them for solving nonlinear Fredholm integral equations of the second kind. Error analysis shows that the
approximation becomes more accurate when k is increased. Therefore for better results, using a larger k is recommended.
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