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Abstract
The computation of caustics created by reflection or refraction of
light is a well-studied problem in computer graphics. This paper
investigates the inverse problem: Given a greyscale intensity image,
find the shape of a surface that will cast a caustic that reproduces
this image. We formulate this goal as an optimization problem on
a 2D mesh representation on a specular surface. A normal field
is obtained from this deformed mesh and subsequently integrated
to a height field surface. We show with several examples that this
height field surface reproduces the desired caustic images to very
high accuracy, enabling new applications in sculptural art, product
design, or architecture.
1 Introduction
Caustics are patterns of light created by reflection or refraction on
curved surfaces (see Figure 2). Computing caustics in a given three-
dimensional scene has been the subject of extensive research in
computer graphics as it constitutes one of the main difficulties of
photorealistic rendering algorithms. This paper investigates the in-
verse problem: Given an image, compute the shape of a reflective
or refractive object that, when lit by a given light source, projects
the image as a caustic onto a known diffuse surface (see Figure 1).
We introduce a solution, called brightness warping, where we
consider a fixed, contiguous caustic represented as a quadrilateral
mesh. This representation is computed from a known specular sur-
face, most simply, a rectangle. The reflective or refractive surface
is then divided into quadrangular patches which correspond to the
faces in the caustic. By optimizing the area of these patches, the
brightness of the corresponding caustic quads can be adjusted to
a given distribution. In a second step, a normal field is computed
from this mapping and subsequently converted to a height field.
Since this conversion is not possible for arbitrary normal fields, a
consistency term is introduced that accounts for the integrability of
the normal field.
This procedure implies several restrictions for the algorithm. Most
notably, it is limited to fixed, contiguous caustics represented by
a mesh and requires a given brightness distribution for its faces. It
furthermore ignores the actual shape of the reflector or refractor and
operates only on surface normals. These simplifications result in a
differentiable objective function, enabling the use of gradient-based
optimization methods. In addition, they both remedy the problem
of sub-optimal local minima and bypass costly caustic evaluations.
Despite the simplifications, the approach is powerful enough to
faithfully reproduce images.
Applications of this work are mainly of an artistic nature. Caustics
are interesting from an artistic point of view, because the shape of
the corresponding specular object does not directly reveal the caus-
tic it will produce. Surfaces generated with the approach proposed
in this paper could be used in architecture or interior design, for ex-
ample as special windows that create interesting caustics when lit
by sunlight.
Figure 1: Caustic art. Light shining onto the glass block creates
a caustic on the wall that matches the desired input image (inset).
The geometry of the glass block has been computed with our opti-
mization algorithm.
1.1 Related Work
The task of reproducing a prespecified light distribution by a specu-
lar surface also arises in the field of inverse reflector design, which
concentrates on reflectors for lamps. A survey on inverse reflector
design is given by Patow and Pueyo [2005]. There are two types of
such light distributions, near-field and far-field distributions. Near-
field distributions specify an irradiance distribution on a given sur-
face (typically a plane) that is to be reproduced, which is also the
goal in this paper. Far-field distributions can be considered as limit
cases where the surface to be illuminated is infinitely far away from
the reflector, so only the distribution of the ray directions matters.
Methods for inverse reflector design typically employ an analysis-
by-synthesis approach: Some surface representation is chosen to
parametrize the reflector, such as NURBS [Anson et al. 2008].
Then, the light distribution caused by a surface is evaluated and
rated against the desired one, which is used to iteratively opti-
mize the surface parameters. Various optimization strategies have
been applied, ranging from frameworks that allow analytical dif-
ferentiation, thereby enabling the use of the conjugate gradient
method [Neubauer 1997], and methods that compute derivatives ap-
proximately [Finckh et al. 2010] to ones that employ no derivatives
at all [Anson et al. 2008]. Examples using evolutionary optimiza-
tion [Doyle et al. 1999] also belong to the latter category.
The simplifications imposed on the scene vary; assumptions of per-
fect specularity and only one bounce of light without interreflec-
tions or occlusions (as used in this paper) are common, though there
are exceptions to both [Patow et al. 2007; Mas et al. 2009]. The re-
striction to rotationally symmetric reflectors is also commonly used,
particularly in theoretical works [Westcott and Norris 1975].
Figure 2: Reflective and refractive caustics caused by a plastic
bottle filled with water, clearly distinguishable by their color.
These works mostly focus on reflective surfaces, though many read-
ily extend to refraction. One noteworthy example investigating the
refractive problem is the work by Finckh et al. [2010]. They use
GPU computations to speed up the caustic evaluation, and a stochas-
tic approximation algorithm for the optimization, which is able to
find a global optimum.
Concerning refractive objects, the field of lens design is also note-
worthy, though the goals of these problems are different, e.g. aber-
ration correction. These problems are often restricted to a small
number of parameters such as radii of the underlying primitive
shapes [Patow and Pueyo 2005]. Again, there are exceptions, e.g.
the work by Loos et al. [1998], who use a NURBS-based represen-
tation to optimize progressive lenses.
Weyrich et al. [2009] have chosen a different approach to repro-
duce a prespecified far-field distribution: First, they generate a set
of sloped, planar microfacets to realize the desired distribution of
ray directions. Then, they arrange the microfacets in a regular array
using simulated annealing to minimize the resulting discontinuities.
Closely related to Weyrich et al.’s work is the system for near-fields
proposed by Papas et al. [2011]. They extend the notion of micro-
facets to curved micropatches, which are used to produce specks of
light with an anisotropic Gaussian distribution. Their paper focuses
explicitly “on the more complex effect of refraction, while the re-
flective case follows by analogy”. To demonstrate their results, they
also physically manufactured refractive surfaces from acrylic glass.
There is an overlap between the brightness warping method pro-
posed here and their work, in fact, the name was borrowed from
a section titled “Irradiance Warp” [Papas et al. 2011, Section 5.1].
To compute the shape of the micropatches that produce a Gaus-
sian irradiance distribution, Papas et al. “define a bijective mapping
between points in the micropatch domain and points on the pro-
jection plane”, “analytically compute the surface normals that re-
fract/reflect the light in this way”, and finally “integrate this normal
field to arrive at the required micropatch surface”. The approach
proposed here works in the same way, with two main differences.
First, the bijective mapping is inverted, i.e. the points on the pro-
jection plane are fixed, while the ones on the specular surface are
moved. Second, due to the simple shape of the desired caustics,
Papas et al. do not need to explicitly account for the integrability
of their normal fields, which is a key ingredient in our method to
reproduce arbitrary images.
The rest of the paper is organized as follows: Section 2 first de-
scribes the assumptions and simplifications that our method is based
on and explains the basic functionalities of the implementation.
Section 3 then introduces the main algorithm before we present re-
sults in Section 4. We conclude with a discussion and some ideas
for future work.
2 Framework
Throughout this paper, caustics are generated by a flat height field
that is discretized as a regular grid. To further simplify the compu-
tations, the height field’s actual displacement is disregarded, and a
simple plane is used for raytracing. Only the reflected/refracted ray
directions are computed from the height field’s normals. In essence,
the operations are based on a normal-mapped plane, although the
physical reproduceability of the normal field must still be ensured
(see Section 2.3).
The diffuse surface the caustic is projected on (hereafter referred to
as the receiver) is also assumed to be a plane. The light is assumed
to be emitted by a distant light source, so the rays are treated as par-
allel. The reflections and refractions are considered to be perfectly
specular; an alternative is explained in Section 3.3. We assume
that no shadowing, no interreflection and, for refraction, no total
internal reflection occurs. Spectral effects like dispersion are also
neglected. The caustic is furthermore assumed to be a contiguous
pattern, which means that the normal field will be continuous and
the corresponding height field continuously differentiable. This ob-
viously limits the caustics that can possibly be generated, but makes
the design of the algorithm considerably simpler.
Our method works for reflective as well as refractive setups. In the
reflective case, there is only one height field. In the refractive case,
two surfaces are involved, one where the light enters the medium,
and one where it exits. The first of the two is simply assumed to
be planar (keeping the incident light parallel), and the algorithm
operates only on the second surface.
2.1 Forward Caustics
Our approach for generating caustics from a height field is related
to photon mapping or beam tracing that starts from the light source.
As mentioned above, we assume that and no interreflection and
shadowing occurs, and the specular surfaces are assumed to be
smooth, so the caustic will be contiguous. This allows using a two-
dimensional triangle mesh that basically defines the cross section
of the light beam (see Figure 3). We can then trace a ray for each
vertex individually. In analogy to the photon mapping method, the
projection of these vertices on the receiver will hereafter be referred
to as photon positions, and the mesh they form as photon mesh.
In order to reflect or refract a ray, we need to obtain the normals
from the height field. Figure 4 shows that the normal of a height
Figure 3: Generating a caustic. On the left, a light beam is dis-
cretized using a mesh that matches the normal field in the middle.
The field deforms the mesh as it is reflected and projected onto the
receiver on the right.
field z(x, y) is collinear with the vector(
− ∂z
∂x
,− ∂z
∂y
, 1
)T
.
Figure 4: Normal of a curve.
As our height field is discretized as a regular grid, we can sim-
ply compute the normal at each node of the height field by using
finite differences, and then use bilinear interpolation (along with
a re-normalization) to obtain normals at arbitrary positions on the
surface. Using the standard raytracing operations, we can now com-
pute the photon mesh cast onto the receiver. The shape of the pho-
ton mesh defines the resulting brightness distribution in the caustic
pattern.
Figure 5: Reflection of a light beam.
Assuming perfect specularity, the radiant flux Φi (the total emitted
or incident power) remains constant throughout each beam defined
by a triangle i (see Figure 5). The flux is equal to the radiant ex-
itance Mi (the emitted power per unit area) times the area in the
original mesh Ao,i,
Φi = MiAo,i; (1)
it is equal to the irradiance Is,i (the incident power per unit area)
times the area As,i on the specular surface,
Φi = Is,iAs,i; (2)
and equal to the irradiance Id,i times the area Ad,i on the receiver,
Φi = Id,iAd,i. (3)
Assuming a parallel light source and equally-sized triangles, Mi
and Is,i are the same for each triangle. Consequently, the resulting
irradiance Id,i on the receiver contributed by this triangle is propor-
tional to the original area divided by the resulting area in the pho-
ton mesh. Basically, this is the resulting caustic brightness when a
Lambertian (i.e. perfectly diffuse) reflectance model is assumed for
the receiver.
Figure 6: Refraction.
2.2 Backward Caustics
Considering that the caustic can be treated as a two-dimensional
mesh of triangles (which may possibly overlap itself), it becomes
apparent that one can modify the caustic directly by editing the pho-
ton mesh. In contrast to the previous section, where the caustic
was computed from a height field, this is the inverse problem, i.e. a
height field is to be inferred from a given caustic mesh, so this can
be seen as “backward” caustic computation.
In order to reflect or refract rays on the specular surface such that
they intersect the receiver at the designated points, the normal field
needs to be adjusted accordingly. First, a way to compute a nor-
mal n from the incident and exitant ray directions a and b is re-
quired, which is described below. Section 2.3 then explains how the
normal field will be converted to a height field so it becomes phys-
ically meaningful. Unfortunately, this step can usually not repro-
duce the normal field accurately, making direct editing of a caustic
in this way extremely cumbersome due to the arising distortions.
Ray Directions to Normals. As mentioned, we first need a way
to compute a normal n from the incident and exitant ray directions
a and b. These vectors are assumed to be normalized and to point
away from the specular surface. In the case of reflection, it is triv-
ial to infer the normal from incident and exitant directions; it is
collinear with their mean. For refraction, let us furthermore assume
that the ray directions are physically meaningful1 and that they de-
scribe an actual refraction and not a total internal reflection. Now
consider Snell’s law
sinα
sinβ
=
nb
na
=: η.
The vectors a−(a·n)n and b−(b·n)n (see Figure 6) are collinear
with opposite directions, and have lengths sinα and sinβ, respec-
tively. Thus a− (a ·n)n = −η(b− (b ·n)n), which can be rear-
ranged to a+ηb = ((a+ηb)·n)n. It follows that the projection of
1If no total internal reflection occurs, the angle between refractive ray
directions is always at least ninety degrees plus the critical angle θc of the
corresponding material boundary; θc = arcsin η˜, where η˜ is either η or
η−1, whichever is less than 1.
a+ ηb on n is the same as the original vector. For η 6= 1, this vec-
tor always has nonzero length, so n and a + ηb must be collinear.
We can therefore compute the desired surface normal from a lin-
ear combination of the normalized ray directions, a much simpler
method than the one described by Papas et al. [2011]. There is not
even a need for a distinction between reflection and refraction, since
setting η = 1 will yield the desired result in the case of reflection.
2.3 Normal Fields to Height Fields
From a given photon mesh we can now obtain the normal field using
the insight from the previous section. In order to physically man-
ufacture a reflective or refractive object that produces the desired
caustic, the normal field must be converted to a height field.
As described in Section 2.1, a normal field n(x, y) can be computed
from a height field z(x, y) by normalizing the vector(
− ∂z
∂x
(x, y),− ∂z
∂y
(x, y), 1
)T
.
Conversely, we can easily obtain derivatives for the desired field
from the normals:
∂z
∂x
(x, y) = −nx(x,y)
nz(x,y)
(4a)
∂z
∂y
(x, y) = −ny(x,y)
nz(x,y)
. (4b)
However, the resulting vector field may not be a gradient field and
thus not be exactly reproduceable. Algorithms that generate a nor-
mal field therefore must account for its integrability in order to be
practicable. From Equation (4), it seems natural to formulate the
problem as a system of linear equations, which approximate the
derivatives of height field values using finite differences. A slightly
different, analytical approach to integrating gradient fields is used
in the literature, e.g. by Fattal et al. [2002]. The simplest way is
to compute the derivatives on the midpoints of the grid edges (see
Figure 7). To obtain the values at these positions, the normals of the
two adjacent grid nodes are averaged. It should be noted that this
will lead to some blurring between the original normal field and the
one reconstructed from the resulting height field.
In matrix notation, we obtain a linear system Ax ≈ b. A and b
consist of two parts; (Nx−1)Ny rows for the ∂z∂x , andNx(Ny−1)
rows for the ∂z
∂y
. The vector x contains the NxNy unknowns. As
Figure 7: Arrangement of the height field/normal field elements.
The small points represent the locations of the derivatives. The
unknowns are ordered from bottom to top and left to right, i.e.
{z[0][0], z[0][1], . . . , z[1][0], . . .}. This determines the ordering of the
matrix rows and columns in Section 2.3.
expected, the possibility of inconsistent fields leads to a system that
has more equations than unknowns for Nx, Ny > 2, which we
solve by least-squares. The corresponding normal equations are
ATAx = ATb. (5)
Normal Equations Matrix. Let us take a closer look at A, and
derive ATA from Equation (5) to be used for an efficient, matrix-
free implementation. As just mentioned, A consists of two parts:
A =
[
Ax
Ay
]
. (6)
Ax consists of (Nx − 1) × Nx blocks, each being an Ny × Ny
submatrix, and each row of blocks corresponds to a column of ∂z
∂x
derivatives. Analogously,Ay consists ofNx×Nx blocks, each be-
ing an (Ny−1)×Ny submatrix, and each row of blocks represents
a column of ∂z
∂y
derivatives. For convenience, the factor 1
h
from the
finite differences is moved to the right-hand side, where h is the
grid spacing. Thus, b contains the desired derivatives multiplied by
h, and the only nonzero entries of A are ±1.
Defining the (N − 1)×N matrix
DN :=
−1 +1−1 +1. . . . . .
−1 +1

allows us to write Ax and Ay using the Kronecker product.
Ax = DNx ⊗ INy
Ay = INx ⊗DNy
Using (A⊗B)T = AT ⊗BT and the mixed-product property of
the Kronecker product (A⊗B)(C⊗D) = AC⊗BD, we obtain
ATA = ATxAx +A
T
yAy
= (DTNx ⊗ INy )(DNx ⊗ INy )
+ (INx ⊗DTNy )(INx ⊗DNy )
= (DTNxDNx ⊗ INy ) + (INx ⊗DTNyDNy ),
with the N ×N matrix
DTNDN =

1 −1
−1 2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 1
 .
Putting this together, one can see the format of ATA, which con-
sists of Nx ×Nx blocks of Ny ×Ny submatrices: it is the Lapla-
cian matrix of the Nx ×Ny grid graph. This allows for an efficient
implementation of the product ATAx. The matrix is similar to
a five-point finite difference stencil, which corresponds to a two-
dimensional Poisson equation on a regular grid. Indeed, the ap-
proach used by Fattal et al. [2002] leads to Poisson’s equation; one
slight difference is that the derivation shown here automatically im-
plicates the boundary condition.
Matrix Singularity. It should be noted that if z(x, y) is a solu-
tion to the optimization problem, then so is z′(x, y) = z(x, y) + d.
In other words, when adding a constant to all unknowns, the re-
sult will remain unchanged; in matrix notation (using the vector of
ones 1), this implies A1 = 0, which is also evident from the fact
Figure 8: Brightness warping: The mesh on the specular plane
is deformed (vertices ui,j), while the mesh on the receiver (ver-
tices xi,j) is fixed.
that the sums in A’s rows are 0. Consequently, the matrix ATA in
the normal equations is singular and merely positive semi-definite.
This problem can be avoided by fixing one of the unknowns to 0
by removing the corresponding row and column from ATA and
ATb, which makes the matrix strictly positive definite and the so-
lution unique. In fact, the effort for that additional handling is
not necessary for both the Gauss-Seidel and the conjugate gradi-
ent method, which state symmetry and strict positive definiteness
as sufficient (but not necessary) conditions for convergence [Golub
and Van Loan 1996; Shewchuk 1994]. The former also converges
for strictly diagonally dominant matrices, but it is easy to see that
ATA is only weakly diagonally dominant. Despite this, the Gauss-
Seidel as well as the the conjugate gradient method will work with
the above matrix.
3 Brightness Warping
As explained in Section 2, a caustic can be generated by discretiz-
ing the light beam using a mesh, and tracing a ray for each vertex.
The resulting projection on the receiver forms the photon mesh, and
by deforming it, the caustic can be modified. For the optimization,
we employ the reversed setup (see Figure 8): A fixed mesh is used
to describe the caustic, and the points on the specular surface which
cast the corresponding rays are moved. By deforming the latter
mesh instead, the desired amounts of light can be allocated to the
corresponding faces of the caustic; the larger the area of a face in
this warped mesh on the specular plane, the more light is projected
on the unchanged area in the caustic mesh, increasing the bright-
ness. The boundary vertices of the warped mesh are confined to
remain on the border. Once the deformation of this mesh is found,
the normal field is obtained by interpolating the outgoing ray direc-
tions at the grid nodes using barycentric coordinates. The normal
field can then be integrated to a height field.
It should be noted that this approach cannot introduce folds or oth-
erwise change the overall shape of a caustic by design. However,
there is no assumption that prevents the specified photon mesh from
having folds—if there are folds, they will be preserved. In fact,
this is another advantage over directly deforming the caustic mesh,
since in that case it would be necessary to account for overlapping
faces that make up the total resulting brightness. As a downside,
the step where the warped mesh is mapped back to a regular grid
may cause some degradation of the caustic’s shape.
We will now set up a system of equations describing the brightness
constraints (it will be seen that they are quadratic). Additionally, we
want to ensure that the resulting normal field can be integrated to a
height field. The corresponding equations will also be nonlinear.
The system of equations is posed as a least-squares problem, using
a linear combination of the corresponding objective functions. This
optimization problem can then, for example, be solved by steepest
descent or the nonlinear conjugate gradient method.
3.1 Quad Brightness
We first determine the desired area of each quadrilateral in the
warped mesh. As seen in equations (2) and (3), for a face i we
have Is,iAs,i = Id,iAd,i, where Is,i is the irradiance on the re-
flector/refractor corresponding to the desired area As,i, and Id,i is
the irradiance on the receiver corresponding to the area Ad,i. The
value of Is,i is the same for all faces since a parallel light source
is assumed; the Ad,i are determined by the given caustic mesh.
Id,i is not known but proportional to the desired brightness bi of
the caustic face, which is obtained from the desired image, hence
As,i ∝ biAd,i. The right-hand side is known, and by summing over
all faces, the proportionality constant can be eliminated because the
total area on the specular surface is also fixed:
As,i = biAd,i ·
∑
j As,j∑
j bjAd,j
.
In Section 2.1, this was described using triangles. Our implemen-
tation uses a mesh of quadrilaterals, which should not be an is-
sue since the algorithm does not seem to cause self-intersections
in practice. To avoid singularities, a constant value can be added
to the image, making all bi strictly positive so the corresponding
faces do not become arbitrarily small. The choice of this constant
is a trade-off between stability and contrast—the implementation
therefore allows the user to change it.
The area of a non-self-intersecting quadrilateral with counterclock-
wise labelling ABCD is
1
2
(
det
[
uB − uA uD − uA
]
+ det
[
uC − uD uC − uB
])
.
We turn this into the corresponding brightness condition, where
As,ABCD is the desired area from above. It is reasonable to use
relative area deviations for the least-squares optimization, thus
det
[
uB − uA uD − uA
]
+ det
[
uC − uD uC − uB
]
2As,ABCD
!
= 1.
We can rewrite this in matrix notation, where u is a vector contain-
ing all uP , and MABCD is symmetric:
fABCD(u) := u
TMABCDu− 1 != 0.
Squaring and summing this quantity for all quadrilaterals, we obtain
the objective function for the brightness part. The gradient of the
squared expression,
∂
∂u
(fABCD(u)
2) = 2
(
uTMABCDu− 1
)
· 2MABCDu,
now allows us to use this brightness objective in a gradient-based
optimization.
3.2 Integrability
As mentioned earlier, we also want to make sure that the resulting
normal field can be faithfully reproduced by a height field. Let us
briefly recap how the normal nP at a vertex P on the reflective or
refractive surface interlinks the height field and the warped mesh.
The normal is defined by the corresponding ingoing and outgoing
light directions i and oP and the quotient of refractive indices η
(see Section 2.2, η = 1 for reflection). The incident direction i
is constant and assumed to be normalized; oP is simply the dis-
tance vector between the corresponding nodes on the specular and
diffuse surface, and not normalized here. Without loss of gener-
ality, we consider the specular, normal-mapped surface to be lo-
cated in the xy-plane. With a slight abuse of notation, we write
oP = xP − uP , where the vertex position uP is treated as three-
dimensional vector with a z component of 0. The normal nP is
now linked to the derivatives of the unknown height field z(u) as
seen in Section 2.3:
∂z
∂u
= −nPx
nPz
= −‖oP ‖ix + ηoPx‖oP ‖iz + ηoPz , (8a)
∂z
∂v
= −nPy
nPz
= −‖oP ‖iy + ηoPy‖oP ‖iz + ηoPz . (8b)
Since the derivatives correspond to the normal divided by its z com-
ponent, the normal nP does not need to be normalized. There-
fore, the modified definition nP = ‖oP ‖i + ηoP instead of
nP = i+ η
oP
‖oP ‖ is used here for convenience.
To ensure the existence of a height field with the same normals, the
vector field defined by the normals must be conservative, i.e. the
line integral around any closed loop must be zero,∮
∇z(r) · dr != 0.
This is a consequence of the gradient theorem. An alternative con-
dition, which requires partial derivatives of the vector field defined
by Equation (8), is stated by Fattal et al. [2002]. The approach de-
scribed here operates on a quad mesh, where the vertices define the
values of the vector field, so the computation of the field’s partial
derivatives would not be trivial. Moreover, we are also interested in
the derivatives of the corresponding equations, which would com-
plicate the computations even more. We therefore prefer the loop
integral above to assert the normal field’s integrability.
If that condition is satisfied for the edges of all quadrilaterals
ABCD of our mesh, it will hold for every closed loop along mesh
edges, and be approximately satisfied for any loop in general. To
formulate the loop integral, we linearly interpolate the vector field
along the quad edges, which is equivalent to averaging the values of
the edge end points. Again, the uP are treated as three-dimensional
vectors with a z component of 0.
gABCD(u) :=
1
2
((
nB
nBz
− nD
nDz
)
· (uC − uA)
−
(
nC
nCz
− nA
nAz
)
· (uB − uD)
)
≈ −
∮
ABCD
∇z(r) · dr
(9)
Squaring and summing this quantity for all quadrilaterals, we ob-
tain the objective function for the integrability part. We exemplarily
derive this term for uAx, to be used for steepest descent or the con-
jugate gradient method.
d
duAx
(
gABCD(u)
2) = gABCD(u)(−(nBx
nBz
− nDx
nDz
)
+
d
duAx
(
nA
nAz
· (uB − uD)
)) (10)
Recalling the definitions nA = ‖oA‖i+ ηoA and oA = xA−uA,
we obtain:
d
duAx
(
nA
nAz
· (uB − uD)
)
=
1
nAz
(
dnA
duAx
· (uB − uD)
)
− 1
n2Az
dnAz
duAx
(nA · (uB − uD))
=
1
nAz
(
d‖oA‖
duAx
(i · (uB − uD))− η(uBx − uDx)
)
− 1
n2Az
d‖oA‖
duAx
iz(nA · (uB − uD))
=
1
nAz
(
d‖oA‖
duAx
((
i− iz nA
nAz
)
· (uB − uD)
))
− 1
nAz
η(uBx − uDx).
(11)
Finally,
d‖oA‖
duA
=
1
2‖oA‖ · 2(uA − xA) = −
oA
‖oA‖ . (12)
Putting everything together,
d
duAx
(
gABCD(u)
2)
= gABCD(u)
(
−
(
nBx
nBz
− nDx
nDz
)
− 1
nAz
η(uBx − uDx)
− 1
nAz
oAx
‖oA‖
(
i− iz nA
nAz
)
· (uB − uD)
)
,
(13)
we are now able to use this integrability condition in an optimiza-
tion. The resulting objective function is
min
u
∑
ABCD
(
λA¯d · fABCD(u)2 + gABCD(u)2
)
, (14)
where the average area term A¯d ensures that the weighting coeffi-
cient λ is scale-independent. We solve this equation using a pyra-
mid scheme reminiscent of multigrid solvers. The coarse problem
can be obtained by joining four quads of the high-resolution warped
mesh to one low-resolution quad. The desired face areas for the
coarse mesh are then simply the sums of the four corresponding
faces of the fine mesh. The integrability terms do not require any
action for the coarsening step. After solving the problem on the
lower resolution, the warped mesh is simply subdivided, and the
nonlinear conjugate gradient method is applied on the higher reso-
lution, reproducing finer details of the desired image.
3.3 Imperfect Specularity
Physical manufacturing of the computed surfaces will typically in-
volve some polishing step to improve the specularity. Achieving
perfect specularity, however, as assumed by the approaches devised
in the previous section, is unrealistic. The obtained surfaces will not
be perfectly smooth, resulting in some scattering, which we would
(a) rough glass (b) without deconvolution (c) with deconvolution
Figure 9: Results using LuxRender’s rough glass material for Lena, without and with deconvolution. To visualize the material, (a) shows a
rendering of two glass blocks, one perfectly specular, and one whose top face uses the rough glass material.
(b) without deconvolution (c) with deconvolution
Figure 10: LuxRender results for Claude Monet’s “Mohnblumen”. The deconvolution was used to abolish the blur introduced by using an
area light source, the corresponding point spread function is displayed in the inset in (c). Only the red color channel of the original was used
so the contrast between the poppies and the grass is more noticeable than in a standard grayscale version.
like to account for. Instead of working with a full-blown bidirec-
tional scattering distribution function (BSDF), we resort to a sim-
plification: we assume that we are given the point spread function
(PSF) resulting on the receiver. This can be imagined as pointing
a laser at the surface and looking at the speck of light it produces.
We furthermore assume that its shape does not depend on the posi-
tion where the laser hits the surface. In terms of a BSDF, this would
mean a spatially homogeneous, isotropic distribution. Fresnel ef-
fects, i.e. varying reflectivity depending on the incidence angle on
a surface, are neglected. Distortions of the PSF due to varying inci-
dence angles on the receiver and due to varying distances between
the positions on reflector/refractor and receiver are also disregarded.
Under these assumptions, the caustic resulting from a surface is
simply the convolution of the point spread function with the corre-
sponding caustic as it would look assuming perfect specularity. For
the brightness warping approach, the problem of handling imperfect
surfaces therefore turns into a deconvolution problem, which can
be solved using the Richardson-Lucy algorithm [Richardson 1972].
The algorithm cannot produce negative values, but it can introduce
ringing artifacts. The implementation we use extends the original
image at the borders, so the deconvolution will be as large as the
user-specified input and no cropping occurs. Furthermore, the val-
ues at the border are bevelled to prevent artifacts, as suggested by
Richardson.
Since no experiments with physical objects were carried out to eval-
uate this method, a simulation was performed using LuxRender’s
rough glass material, see Figure 9. To determine the point spread
function of this surface, a screen with a small hole in it was used
to reduce the light to a narrow beam before it passed through the
glass. The resulting image of the PSF was then cropped, scaled2,
and used for the deconvolution of the target image.
Similar to imperfect specularity, an area light source also results in
a cone of light emanating from a single point on the surface instead
of a single ray. Consequently, the resulting blur of a caustic can
likewise be treated as a convolution, and the same approach may
be used to account for it. This time, the PSF can obviously not be
determined using a laser, instead a screen with a small hole can be
placed directly at the specular surface. Figure 10 shows the result
of a simulation carried out in this way. Since the PSF is a disk, the
original image was blurred to avoid severe ringing artifacts in the
deconvolved image. The blurred version was also used for the ref-
erence example without deconvolution. In practice, this obviously
defeats the purpose of deconvolving, so depending on the input im-
age, it is only of limited use for this kind of PSF. The alternative
is to simply accept the resulting ringing in the deconvolved image,
though it might lead to considerable problems due to inaccuracies
when the surface is manufactured.
2The size of one pixel of the PSF must match the size of one pixel of
the original image as it is projected onto the receiver. For example, the
configuration used for Figures 9(b) and 9(c), the setup using a planar surface
results in a caustic that is 911 pixels wide. The same configuration was used
to render the PSF. Since the Lena image is 512 pixels wide, the image of the
PSF produced by LuxRender was scaled by a factor of 512
911
.
(a) template image (b) after normals to height field opti-
mization
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(c) height field isocontours (d) LuxRender result
Figure 12: Brightness warping result for the panda template (originally by Friedrich W. Kuhnert, 1865–1926), using a 10×10 cm field of
641×641 nodes, with a distance of 25 cm to the receiver and a refractive index of 1.5. The measurements of the height field isocontours ((c))
are given in millimeters.
(a) template image (b) LuxRender result
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(c) height field isocontours (d) enhanced difference
Figure 13: Brightness warping result for the Lena test image. The setup was the same as in Figure 12. The difference image (d) was obtained
by computing the difference from (a) to (b). The result was multiplied by 4 for better visibility and then inverted.
4 Results and Discussion
Figures 11–14 show some examples generated by our method. To
verify the results, the physically-based software LuxRender was
used to generate output images. For these images the actual height
(a) before normals to height field op-
timization
(b) after normals to height field opti-
mization
Figure 11: Brightness warping output for the Mona Lisa template
on a 641×641 field, using a multigrid approach with at most 200
nonlinear conjugate gradient iterations per level. Besides some mi-
nor blurring (as discussed in Section 2.3), the difference introduced
by converting the normal field to a height field is hardly noticeable.
field was used to render the caustics and not just a normal field.
For each image except Figure 14, the optimization for a 641×641
field (limited to 200 iterations per multigrid level, and excluding
the normal field to height field conversion) took between three and
four minutes. The normal field to height field conversion took just
under twenty seconds at this resolution. For the 1793×1281 field in
Figure 14, the optimization took about eighteen minutes, plus two
minutes for the height field computation. The tests were run on an
Intel Core 2 Quad Processor Q6600 at 2.4GHz; the implementation
is single-threaded and hardly optimized. The brightness of the re-
sulting images was adjusted so the brightest areas became roughly
white.
It can be seen that the proposed approach is able to accurately re-
produce images. Since it produces a smooth surface, the results do
not suffer from the quantization artifacts inherent to systems like
the one proposed by Papas et al. [2011]. There are also no small
discontinuities that may introduce artifacts, and there is less danger
of damaging surface features while polishing a milled prototype.
As seen in Figure 14, high resolutions can be realized in a practi-
cable amount of time, generating results of virtually arbitrary pre-
cision. Thus, the achievable accuracy of caustics using this method
is mainly limited by the manufacturing process, namely how accu-
rately a height field can be produced, and how well the surface can
be polished to near-perfect specularity.
The Lena test image (Figure 13) was also used by Papas et al. as one
of their examples; in addition, they have asked Finck et al. [2010]
to run their algorithm on it. A simulation of the resulting caustic
(a) template image (b) LuxRender result
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(c) height field isocontours (d) enhanced difference
Figure 14: Brightness warping result for the “Cherokee Pass, Rocky Mountains” image (a 1859 drawing by Daniel A. Jenks). The image was
generated using a deliberately abundant field resolution of 1793×1281 over 14×10 cm, the same setup as in Figure 12 was used otherwise.
Again, (d) was obtained by adjusting (a) according to the constant added to the brightness (see Section 3.1), computing the difference to (b),
multiplying by 4 and inverting the result.
can be seen in [Papas et al. 2011, Figure 11] for the approach by
Finckh et al. (which apparently generated a fold-free caustic), and
in [Papas et al. 2011, Figure 12] for the one that Papas et al. have
proposed. Their setup, a 10×10 cm field at a distance of 25 cm to
the receiver, was also used in the examples shown here.
Considering the achievable accuracy, it is not surprising that both
the methods by Papas et al. and Finckh et al. are outperformed by
the approach proposed in this paper. For a more meaningful and fair
comparison, however, it would be interesting to physically manu-
facture the field as Papas et al. have done.
We notice that the height fields computed using brightness warp-
ing tend to be rather flat, ranging between 3–9 mm for a piece of
area 10×10 cm . Directly related to the field’s amplitude is the
amount of distortion when comparing caustics computed from a
normal-mapped plane and actually displaced surfaces (as used by
the LuxRender simulations shown in Figures 9–14). Putting the low
depth range in relation to the distance to the receiver for reasonable
setups, this justifies the simplification of using a normal-mapped
plane.
5 Conclusion
We have introduced an optimization method for computing height
field surfaces that create a pre-defined reflected or refracted caustic
image. Our experiments show that high accuracy can be achieved
and that complex images can be reproduced faithfully.
Future work will be directed towards lifting some of the limitations
of our current approach. Most notably, directly incorporating the
height distribution of the computed surface into the optimization
and extending the approach to general 3D surfaces offers challeng-
ing problems for future research. In addition, we plan to extend the
formulation to deal with dis-contiguous caustics and folds, multi-
ple caustics from different input illumination, more realistic light
sources, and dynamic caustics.
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