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A VECTOR FIELD METHOD ON THE DISTORTED
FOURIER SIDE AND DECAY FOR WAVE EQUATIONS
WITH POTENTIALS
ROLAND DONNINGER AND JOACHIM KRIEGER
Abstract. We study the Cauchy problem for the one-dimensional wave
equation
∂
2
t u(t, x)− ∂2xu(t, x) + V (x)u(t, x) = 0.
The potential V is assumed to be smooth with asymptotic behavior
V (x) ∼ − 1
4
|x|−2 as |x| → ∞.
We derive dispersive estimates, energy estimates, and estimates involv-
ing the scaling vector field t∂t + x∂x, where the latter are obtained by
employing a vector field method on the “distorted” Fourier side. In addi-
tion, we prove local energy decay estimates. Our results have immediate
applications in the context of geometric evolution problems. The theory
developed in this paper is fundamental for the proof of the co-dimension
1 stability of the catenoid under the vanishing mean curvature flow in
Minkowski space, see [23].
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1. Introduction
There is a growing interest in decay estimates for wave equations with po-
tentials. Such equations arise, for instance, as linearizations about nontrivial
static solutions of nonlinear wave equations or in the context of geometric
evolution problems. Consequently, they are of great interest to mathemat-
ical physics, general relativity, and geometry. In this paper we study the
Cauchy problem{
∂2t u(t, x)− ∂2xu(t, x) + V (x)u(t, x) = 0, t > 0
u(0, x) = f(x), ∂tu(t, x)|t=0 = g(x) (1.1)
where f, g are prescribed functions (the initial data) and for simplicity we
restrict ourselves to the half-line case x ≥ 0 with the Neumann condition
∂xu(t, x)|x=0 = 0 for all t. Needless to say that our methods carry over to
the Dirichlet and full-line cases as well. Throughout we make the following
assumptions on the potential.
Hypothesis A.
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• V ∈ C∞([0,∞)).
• We have the asymptotics
V (x) = −14x−2[1 +O(x−α)], x ≥ 1
where α > 0 and the O-term is of symbol type, i.e., ∂kxO(x
−α) =
O(x−α−k) for all x ≥ 1 and each k ∈ N0.
• The potential V does not admit bound states, i.e., there do not exist
nontrivial f ∈ L2((0,∞)) ∩ C∞([0,∞)) with f ′(0) = 0 and
−f ′′ + V f = Ef
for some E < 0.
We remark that the last condition on the nonexistence of bound states is
not a real restriction since one may always orthogonally project the evolution
to the continuous spectral subspace. Our results then hold for the projected
evolution. Furthermore, the smoothness assumption on the potential may
be relaxed considerably provided one modifies the statements accordingly,
but we do not elaborate on this.
It is well-known that inverse square decay of the potential is in some
sense critical for the spectral and scattering theory. This is of course closely
related to the fact that the angular momentum barrier ℓ(ℓ+1)
r2
has exactly
this type of decay as r →∞. As a consequence, the decay of the associated
wave evolution depends on the coefficient in front of the x−2-term in the
asymptotics of V (x), cf. [50, 51, 25]. This is in stark contrast to faster
decaying potentials where the decay of the associated wave flow depends
only on the dominant power in the asymptotic expansion of V whereas
the coefficient is completely irrelevant [24, 10]. In addition, the particular
coefficient −14 we are considering is also critical in the sense that it leads to
delicate logarithmic corrections in the asymptotics of the spectral measure.
This is related to the fact that the asymptotics −14x−2 are typical for two-
dimensional problems. To see this, rewrite the radial two-dimensional wave
equation
∂2t v(t, r)− ∂2rv(t, r)− 1r∂rv(t, r) = 0
in terms of the variable u(t, r) := r
1
2 v(t, r). This yields
∂2t u(t, r)− ∂2ru(t, r)− 14r2u(t, r) = 0.
Of course, the free case is not compatible with Hypothesis A due to the
singularity of − 1
4r2
at the origin r = 0. However, the study of wave equa-
tions on a large class of two-dimensional manifolds leads to potentials as in
Hypothesis A, see [50]. In fact, the main application we have in mind is the
hyperbolic vanishing mean curvature flow as studied in [38]. In this context,
a wave equation with a potential satisfying Hypothesis A (and, in fact, all
of the more restrictive assumptions we impose below) arises by linearizing
the evolution equation about the catenoid, a minimal surface which is an
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explicit static solution of the system. Consequently, the present paper de-
velops the linear theory which is crucial for the proof of the co-dimension 1
stability of the catenoid [23].
1.1. Main results. In this paper we prove the following estimates for the
solution of the Cauchy problem Eq. (1.1). Throughout we restrict ourselves
to the half-line case x ≥ 0 with a Neumann condition at the origin and we
write R+ := [0,∞) as well as 〈x〉 :=
√
1 + |x|2.
Theorem 1.1 (Basic dispersive estimate). Assume that Hypothesis A holds.
Then there exists a constant C > 0 such that the solution u of Eq. (1.1)
satisfies the estimate∥∥∥〈·〉− 12u(t, ·)∥∥∥
L∞(R+)
≤ C〈t〉− 12
(∥∥∥〈·〉 12 f ′∥∥∥
L1(R+)
+
∥∥∥〈·〉 12 f∥∥∥
L1(R+)
+
∥∥∥〈·〉 12 g∥∥∥
L1(R+)
)
for all t ≥ 0 and all f, g ∈ S(R+).
Theorem 1.1 is the analogue of the well-known dispersive estimate for the
2-dimensional free wave equation. We remark that this estimate can also be
extracted from [50]. In addition, we have the following version of improved
decay.
Theorem 1.2 (Accelerated decay). Under the assumptions of Theorem 1.1
we have the bound∥∥〈·〉−1u(t, ·)∥∥
L∞(R+)
≤ C〈t〉−1
( ∥∥〈·〉f ′∥∥
L1(R+)
+ ‖〈·〉f‖L1(R+) + ‖〈·〉g‖L1(R+)
)
for all t ≥ 0 and all f, g ∈ S(R+).
The next result concerns energy bounds. Clearly, the wave equation (1.1)
has the conserved energy
1
2
∫ ∞
0
(
ut(t, x)
2 + ux(t, x)
2 + V (x)u(t, x)2
)
dx. (1.2)
For the following we write Af := −f ′′+V f . By Hypothesis A, the operator
A is self-adjoint on L2(R+) and nonnegative. In particular,
√
A is defined
by means of the functional calculus for A. The conserved energy can be
written as
1
2
(
‖∂tu(t, ·)‖2L2(R+) + ‖
√
Au(t, ·)‖2L2(R+)
)
.
Similar to the free case, we obtain higher energy bounds. These, however,
require slightly stronger assumptions on the potential.
Hypothesis B. In addition to Hypothesis A we assume that
V (2j+1)(0) = 0
for all j ∈ N0, i.e., V extends to an even function V ∈ C∞(R).
VECTOR FIELD METHOD 5
Theorem 1.3 (Energy bounds). Assume that Hypothesis B holds. Then
there exist constants Ck,ℓ > 0 such that the solution u of Eq. (1.1) satisfies∥∥∥∂ℓt√Au(t, ·)∥∥∥
Hk(R+)
≤ Ck,ℓ
[
‖
√
Af‖Hk+ℓ(R+) + ‖g‖Hk+ℓ(R+)
]
∥∥∥∂ℓt∂tu(t, ·)∥∥∥
Hk(R+)
≤ Ck,ℓ
[
‖
√
Af‖Hk+ℓ(R+) + ‖g‖Hk+ℓ(R+)
]
for all t ≥ 0, k, ℓ ∈ N0, and all even f, g ∈ S(R).
Remark 1.4. In view of nonlinear applications it is desirable to replace the
nonlocal operator
√
A by the ordinary derivative ∇. This can indeed be
done at the expense of requiring an L1-bound on the function g and one
obtains the estimate
‖∇u(t, ·)‖Hk(R+) ≤ Ck
(
‖f‖H1+k(R+) + ‖g‖Hk(R+) + ‖g‖L1(R+)
)
,
see Lemma 4.7.
The final set of estimates involves the scaling vector field S = t∂t + x∂x.
Since the pioneering works of Morawetz and Klainerman, vector field meth-
ods have become a standard device in the study of nonlinear wave equations.
A vector field is useful if it has a “nice” commutator with the wave oper-
ator  = −∂2t + ∂2x. In general, for the free wave equation one obtains a
sufficiently large set of suitable vector fields by considering the generators of
the symmetries (and conformal symmetries) of Minkowski space [36]. One
particular example of this kind is the scaling vector field S which obeys the
commutator relation [S,] = −2. In the presence of a potential, the situ-
ation becomes more complicated. It should be remarked, however, that for
special potentials (which arise, for instance, in the study of wave equations
on black hole backgrounds) one may still be able to obtain suitable vector
fields by geometric considerations, see e.g. [1, 15, 16, 40, 41]. For general
potentials the situation is less clear. In the following we restrict ourselves
to the scaling vector field which, in conjunction with local energy decay, has
proven very useful for the study of nonlinear problems. To illustrate the
difficulties one encounters, let us naively hit the equation −u + V u = 0
with S which yields
−Su+ V Su = Uu
where U(x) = −2V (x)− xV ′(x). By Duhamel’s formula, Su is given by1
Su(t, ·) = cos(t
√
A)Su(0, ·) + sin(t
√
A)√
A
∂tSu(t, ·)|t=0
+
∫ t
0
sin((t− s)√A)√
A
(Uu(s, ·))ds
1As usual, the operators cos(t
√
A) and sin(t
√
A)√
A
are defined in terms of the functional
calculus for the self-adjoint Schro¨dinger operator Af = −f ′′ + V f , see below.
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where Af = −f ′′ + V f . However, the time decay of u is not strong enough
to render the integral convergent as t → ∞. This shows that such a naive
approach cannot work. Consequently, we employ a more subtle method
where we use a representation of S on the distorted Fourier side. This
allows us to conclude suitable bounds involving the vector field S in the
presence of a general potential satisfying Hypothesis B. To be more precise,
we have to require an additional nonresonance condition on V .
Definition 1.5. The potential V is called resonant2 if there exists a non-
trivial function f which satisfies −f ′′+V f = 0, f ′(0) = 0, and f(x) = O(x 12 )
as x→∞. Otherwise, it is called nonresonant.
Theorem 1.6 (Vector field bounds). Suppose Hypothesis B holds true and
the potential V is nonresonant. Furthermore, set Df(x) := xf ′(x). Then
there exist constants Ck,ℓ,m > 0 such that the solution u of Eq. (1.1) satisfies
the bounds∥∥∥∂ℓt√ASmu(t, ·)∥∥∥
Hk(R+)
≤ Ck,ℓ,m
m∑
j=0
[
‖
√
ADjf‖Hk+ℓ(R+) + ‖Djg‖Hk+ℓ(R+)
]
∥∥∥∂ℓt∂tSmu(t, ·)∥∥∥
Hk(R+)
≤ Ck,ℓ,m
m∑
j=0
[
‖
√
ADjf‖Hk+ℓ(R+) + ‖Djg‖Hk+ℓ(R+)
]
for all t ≥ 0, k, ℓ,m ∈ N0, and all f, g ∈ S(R) even.
Remark 1.7. As before with the energy bounds, it is possible to replace
√
A
by ∇, see Lemmas 5.19 and 6.6.
Remark 1.8. We emphasize that the nonresonance condition on the potential
seems necessary here. The point is that upon interchanging the order of√
A with S one encounters a commutator [
√
A,E] where E is a certain
nonlocal error operator which measures the deviation from the free case
V = 0, see Lemma 5.15. In order to prove suitable mapping properties for
this commutator, we use an additional smoothing property of the spectral
measure at small frequencies which is only available in the nonresonant case.
This problem does not occur for the simpler energy estimates which is why
Theorem 1.3 does not require this additional condition.
Finally, we also prove the following bounds (local energy decay) involving
the scaling vector field. We use the notation
‖u(t, x)‖Lpt (I)Hkx (J) :=
(∫
I
‖u(t, ·)‖p
Hk(J)
dt
)1/p
2As we will prove (see Lemma 2.1 below), there exists a fundamental system {f0, f1}
for the equation −f ′′ + V f = 0 with asymptotic behavior
f0(x) ∼ x
1
2 , f1(x) ∼ x
1
2 log x
as x → ∞. Consequently, the resonant case is exceptional and the nonresonant case is
generic.
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for intervals I, J ⊂ R. We emphasize that the nonresonance condition is not
needed for the following estimates.
Theorem 1.9 (Local energy decay). Suppose V satisfies Hypothesis B and
set Df(x) := xf ′(x). Then there exist constants Ck,ℓ,m > 0 such that∥∥∥〈x〉− 12−∂ℓtSme±it√Af(x)∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,ℓ,m
m∑
j=0
∥∥Djf∥∥
Hk+ℓ(R+)∥∥∥∥∥〈x〉−1Sm sin(t
√
A)√
A
g(x)
∥∥∥∥∥
L2t (R+)L
2
x(R+)
≤ Ck,m
m∑
j=0
‖〈·〉 12+Djg‖L2(R+)∥∥∥∥∥〈x〉−1Sm sin(t
√
A)√
A
g(x)
∥∥∥∥∥
L2t (R+)H
1+k
x (R+)
≤ Ck,m
m∑
j=0
‖〈·〉 12+Djg‖Hk(R+)
for all k, ℓ,m ∈ N0 and all f, g ∈ S(R) even.
Via Duhamel’s principle, corresponding bounds hold for the inhomoge-
neous problem{
∂2t u(t, x)− ∂2xu(t, x) + V (x)u(t, x) = f(t, x), t ≥ 0
u(0, ·) = ∂tu(t, ·)|t=0 = 0 (1.3)
where f : [0,∞) × R+ → R is prescribed. The analogue of Theorem 1.6
for the inhomogeneous problem is stated explicitly in Lemmas 6.8 and 6.9
below and for the inhomogeneous version of the local energy decay we refer
to Lemma 7.5 and Remark 7.6.
In a final section we also consider the case when the initial data are in
divergence form, i.e., if ut(t, x)|t=0 = g˜′(x) for some function g˜, where slight
improvements can be obtained, see Lemmas 8.2, 8.4, 8.5, 8.6 below.
1.2. Related work. While the problem of wave decay in the presence of po-
tentials has a long history in the physics literature, mathematically rigorous
treatments are surprisingly recent and there are still many open questions.
A large amount of work is devoted to the study of wave evolution on curved
spacetimes that arise in general relativity, e.g. Schwarzschild and Kerr black
holes. This is currently a very active area of research which is motivated by
the black hole stability problem. Decay estimates for waves on black hole
spacetimes are obtained, for instance, in [1, 3, 14, 15, 16, 25, 26, 28, 40, 41,
30, 31, 52, 54, 55, 43] and for Strichartz-type estimates in this context we
refer to [42, 57]. General one-dimensional wave equations with polynomi-
ally decaying potentials are studied in [24, 10] and the semiclassical regime is
considered in [11, 9]. We also mention the recent [2] which deals with a com-
plex potential. For other recent work on decay of solutions of wave equations
with potentials see e.g. [32, 33, 12, 8, 6, 48, 7, 4, 18, 17, 19, 13, 5, 20, 47, 44]
and references therein. The first part of our paper is strongly influenced by
the works [50, 51] on wave decay on manifolds with conical ends. Needless
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to say, there are parallel developments for Schro¨dinger equations and other
systems. We refer the reader to the survey article [49].
1.3. Method of proof. Our approach is based on the Fourier represen-
tation of the solution of Eq. (1.1). In other words, we use the spectral
transformation (the “distorted Fourier transform”) associated to the self-
adjoint Schro¨dinger operator Af := −f ′′ + V f to write the solution as an
oscillatory integral in the Fourier variable ξ. This leads to the representation
u(t, x) = 2
∫ ∞
0
φ(x, ξ2)[ξ cos(tξ)Ff(ξ) + sin(tξ)Fg(ξ)]ρ(ξ2)dξ. (1.4)
Here, ρ(λ)dλ is the spectral measure associated to A, φ is the unique function
satisfying
−φ′′(x, λ) + V (x)φ(x, λ) = λφ(x, λ), φ(0, λ) = −1, φ′(0, λ) = 0,
for λ > 0 and
Ff(ξ) :=
∫ ∞
0
φ(x, ξ2)f(x)dx
is the distorted Fourier transform of f . In analogy with the free Fourier
transform we find it convenient to use the Fourier variable ξ instead of the
spectral parameter λ = ξ2. In order to construct ρ and φ, we apply Weyl-
Titchmarsh theory to the operator A, see e.g. [27, 58, 34, 56]. Since the
spectral problem for A is not exactly solvable3, we have to resort to a pertur-
bative procedure. In this respect we closely follow the work by Schlag, Soffer,
and Staubach [50] although we obtain more detailed information under more
general assumptions. Experience shows that the important information on
decay of the wave evolution is encoded in the asymptotic properties of ρ(λ)
as λ → 0+. More precisely, the decisive quantity is φ(x, λ)φ(y, λ)ρ(λ).
In order to extract the necessary information, we distinguish the regimes
0 < xλ ≤ 1 and xλ ≥ 1. In the former case we write the spectral problem
as −f ′′+V f = λf and construct a fundamental system for this equation by
perturbing around λ = 0. In the latter case we write
−f ′′(x)− 14x2 f(x)− λf(x) = O(x−2−α)f(x)
and perturb off of Hankel functions. The errors and all their derivatives are
quantitatively controlled by Volterra iterations. The construction is set up
in such a way that there remains a window where we can glue together both
approximations which leads to a global representation of the Jost function4
3This is standard terminology in physics although it is a little misleading. What one
means by “exactly solvable” is the existence of a fundamental system to the equation
Af = λf in terms of special functions that are known sufficiently well such that one can
obtain global information on the solutions of Af = λf .
4 The Jost function is the unique function satisfying
−f ′′+(x, ξ) + V (x)f+(x, ξ) = ξ2f+(x, ξ), ξ > 0
and f+(x, ξ) ∼ eixξ as x→∞.
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f+(·, ξ) for small ξ > 0. From this information we obtain a precise de-
scription of ρ(λ) and φ(x, λ) for small λ > 0. In particular, we show that
φ(1, λ)2ρ(λ) ≃ 1 as λ → 0+ (regardless whether V is resonant or not!).
The regime λ > 0 large is much easier and can be treated as a pertur-
bation of the free case V = 0. Then we use the representation Eq. (1.4)
and nonstationary-phase-type arguments to obtain the dispersive estimates
stated in Theorems 1.1, 1.2. The energy bounds from Theorem 1.3 follow
by relating the standard Sobolev spaces Hk(R+) to the “distorted” Sobolev
spaces generated by the operator
√
A.
The main part of the paper is concerned with the vector field bounds.
Here we employ a novel approach where we develop a vector field method
on the distorted Fourier side. This idea is based on the observation that
for the free equation (V = 0) the vector field t∂t + x∂x has a simple repre-
sentation on the Fourier side, namely t∂t − ξ∂ξ − 1. This suggests to write
t∂t + x∂x as t∂t − ξ∂ξ − 1 + B on the distorted Fourier side where B is a
nonlocal operator. Heuristically, one expects B to be “well-behaved” since
−∂2x + V may be viewed as a perturbation of −∂2x. We quantify this expec-
tation by proving various bounds for B on suitable weighted L2-spaces. The
operator B decomposes into delta-like contributions and a singular integral
operator of Hilbert-transform-type. We analyze B in detail and obtain the
necessary pointwise bounds on the kernel of B that allow us to eventually
conclude the estimates stated in Theorems 1.6 and 1.9. This also requires
bounds on the commutators and iterated commutators of B with ξ∂ξ and
the evolution operators. We remark that the analysis of the operator B
bears some similarities with the study of the “K-operators” in [37, 39, 22]
although the potentials considered there display stronger decay. Finally, we
derive similar bounds for the inhomogeneous problem Eq. (1.3) by applying
Duhamel’s formula.
1.4. Further discussion. One should contrast the spectral behavior of A
to the free one-dimensional case, i.e., V = 0 with a Neumann condition at
x = 0, where one has φ(1, λ)2ρ(λ) ≃ λ− 12 . Thus, the spectral measure for
A is more regular than in the free one-dimensional case which leads to the
decay of the wave evolution stated in Theorems 1.1 and 1.2. We further
remark that in the free two-dimensional case, i.e., V (x) = − 1
4x2
, one obtains
φ(1, λ)2ρ(λ) ≃ 1 as λ → 0+. This shows that the spectral behavior of the
operator A is essentially the same as in the free two-dimensional case. We
refer to Section 3.3 for a more detailed discussion on this.
To conclude this introduction, we would like to emphasize that our tech-
niques are by no means confined to potentials with the particular asymp-
totics stated in Hypothesis A or potentials with inverse square decay. Since
we work with an explicit representation of the solution, it is in principle
possible to consider any kind of potential as long as the necessary spectral
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theoretic assumptions are satisfied. In this sense, our method provides a uni-
versal approach to the study of one-dimensional (or radial) wave evolution
in the presence of a potential.
1.5. Notations and conventions. The natural numbers {1, 2, 3, . . . } are
denoted by N and we set N0 := {0} ∪N. Furthermore, we abbreviate R+ :=
[0,∞) and 〈x〉 :=
√
1 + |x|2 (the “japanese bracket”). We write a ≃ b if
there exists a constant C > 0 such that a ≤ Cb. Similarly, we use a & b
and a ≃ b means b . a . b. In general, the letter C (possibly with indices
to indicate dependencies) stands for a positive constant that might change
its actual value at each occurrence. We write f(x) ∼ g(x) for x → a if
limx→a
f(x)
g(x) = 1.
The symbol O(f(x)) is used to denote a generic real-valued function that
satisfies |O(f(x))| . |f(x)| in a domain of x that is either specified explicitly
or follows from the context. If the function attains complex values as well,
we indicate this by a subscript C, e.g. OC(x). We write O(f(x)g(y)), etc. if
the function depends on more variables. We say that O(xγ), γ ∈ R, behaves
like a symbol if |∂kxO(xγ)| ≤ Ck|x|γ−k for all k ∈ N0.
We use the standard Sobolev spaces Hk(I) where I ⊂ R is an interval. We
also write L2w(I) for the weighted L
2-space with norm ‖f‖L2w(I) = ‖w
1
2 f‖L2(I)
where w is a weight function. Especially when dealing with functions that
depend on more variables it is convenient to state the variables explicitly and
for this purpose we occasionally use the notation ‖f(x)‖Hkx (I) := ‖f‖Hk(I).
As usual, S(I) denotes the Schwartz space, i.e., f ∈ S(I) if f ∈ C∞(I) and
‖〈·〉k∇ℓf‖L∞(I) ≤ Ck,ℓ for all k, ℓ ∈ N0. Since we are mostly dealing with
functions on R, the nabla operator ∇ is just the ordinary derivative but
sometimes it is notationally more convenient to write ∇f instead of f ′.
Throughout the paper, we assume that Hypothesis A holds and the sym-
bols V and α are reserved for this purpose. Furthermore, when we speak of
the solution of the Cauchy problem (1.1) we always mean the solution on
the half-space x ≥ 0 with a Neumann condition at the origin.
2. Weyl-Titchmarsh theory for A
In this section we obtain representations for the spectral measure ρ and
the function φ which yields the distorted Fourier basis. We begin by recalling
that the operator Af = −f ′′ + V f is self-adjoint on L2(R+) with domain
D(A) = {f ∈ L2(R+) : f, f ′ ∈ ACloc(R+), f ′(0) = 0, f ′′ ∈ L2(R+)}.
Furthermore, we have σ(A) = σac(A) = [0,∞), see [27, 58, 56] for these
standard facts and the general background on Weyl-Titchmarsh theory.
2.1. Zero energy solutions. We start by constructing a suitable funda-
mental system {φ0, θ0} for the equation Af = 0.
VECTOR FIELD METHOD 11
Lemma 2.1. There exists a (smooth) fundamental system {φ0, θ0} of Af =
0 with φ0(0) = −θ′0(0) = −1 and φ′0(0) = θ0(0) = 0. Furthermore, we have
φ0(x) = a1x
1
2 log x+ a2x
1
2 +O(x
1
2
−α+)
θ0(x) = b1x
1
2 log x+ b2x
1
2 +O(x
1
2
−α+)
for x ≥ 2 where aj , bj ∈ R and a1b2−a2b1 = 1. Finally, the O-terms behave
like symbols under differentiation.
Proof. First of all, it is clear the φ0 and θ0 exist on [0, c] for any fixed c > 0
since V ∈ C∞([0,∞)). In order to study the asymptotics, we write the
equation Af = 0 as
f ′′(x) + 14x2 f(x) = O(x
−2−α)f(x).
Note that x
1
2 and x
1
2 log x are solutions to f ′′(x) + 14x2 f(x) = 0. First, we
construct a solution f0 which behaves like f0(x) ∼ x 12 as x → ∞. The
variation of constants formula suggests to consider the integral equation
f0(x) = x
1
2 − x 12
∫ ∞
x
y
1
2 log yO(y−2−α)f0(y)dy
+ x
1
2 log x
∫ ∞
x
y
1
2O(y−2−α)f0(y)dy. (2.1)
Setting f˜0(x) := x
− 1
2 f0(x) we rewrite Eq. (2.1) as
f˜0(x) = 1 +
∫ ∞
x
K(x, y)f˜0(y)dy
with a kernel K satisfying
|K(x, y)| . y−1−α log y
for all 2 ≤ x ≤ y. Consequently, we infer∫ ∞
2
sup
x∈(2,y)
|K(x, y)|dy . 1
and the standard result on Volterra equations (see e.g. [21] or [50], Lemma
2.4) implies the existence of f0 satisfying Eq. (2.1) for x ≥ 2. Furthermore,
by construction, f0 satisfies
f0(x) = x
1
2 [1 +O(x−α+)]
for x ≥ 2 with an O-term that behaves like a symbol.
Next, by the standard reduction formula, a second solution f1 is given by
f1(x) = f0(x)
∫ x
c
f0(y)
−2dy
provided c is chosen so large that f0(y) > 0 for all y ≥ c. We have the
asymptotics f0(y)
−2 = y−1[1 +O(y−α+)] for y ≥ c and thus,
f1(x) = x
1
2 log x+ b˜2x
1
2 +O(x
1
2
−α+)
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for x ≥ c where b˜2 ∈ R is some constant. Since f0 and f1 are linearly
independent, there exist constants c0, c1 ∈ R such that φ0 = c0f0+ c1f1 and
this yields the stated asymptotics for φ0. Similarly, there exist constants
c˜0, c˜1 ∈ R such that θ0 = c˜0f0+ c˜1f1 and we obtain the claimed asymptotics
for θ0. From the boundary conditions at 0 we infer W (θ0, φ0) = 1 and
evaluating this Wronskian as x→∞ yields a1b2 − a2b1 = 1. 
2.2. Perturbative solutions for small energies. Next, we construct so-
lutions to Af = λf where λ > 0 is small.
Lemma 2.2. There exists a (smooth) fundamental system {φ(·, λ), θ(·, λ)}
for the equation Af = λf which satisfies φ(0, λ) = −θ′(0, λ) = −1 and
φ′(0, λ) = θ(0, λ) = 0 for all λ > 0. In addition, we have the asymptotics
φ(x, λ) = φ0(x) +O(x
2〈x〉 12+λ)
θ(x, λ) = θ0(x) +O(x
2〈x〉 12+λ)
for x ∈ [0, λ− 12+] and 0 < λ ≤ 1 where the O-terms behave like symbols
under differentiation with respect to x and λ.
Proof. In view of the variation of constants formula and Lemma 2.1 our goal
is to construct a function φ(·, λ) which satisfies
φ(x, λ) = φ0(x)− λφ0(x)
∫ x
0
θ0(y)φ(y, λ)dy
+ λθ0(x)
∫ x
0
φ0(y)φ(y, λ)dy. (2.2)
We set φ˜(x, λ) := φ(x,λ)
〈x〉 12 〈log〈x〉〉
and infer the Volterra equation
φ˜(x, λ) =
φ0(x)
〈x〉 12 〈log〈x〉〉
+
∫ x
0
K(x, y, λ)φ˜(y, λ)dy
with
|K(x, y, λ)| = λ 〈y〉
1
2 〈log〈y〉〉
〈x〉 12 〈log〈x〉〉
|φ0(x)θ0(y)− φ0(y)θ0(x)|
. λ〈y〉1+
for all 0 ≤ y ≤ x. We obtain∫ λ−1/2+
0
sup
x≥y
|K(x, y, λ)|dy . 1
and the standard result on Volterra equations implies the existence of a
solution φ(·, λ) of Eq. (2.2) on [0, λ− 12+]. Furthermore, we have the bound
φ(x, λ) = φ0(x) +O(x
2〈x〉 12+λ)
for x ∈ [0, λ− 12+] as claimed. The construction for θ(·, λ) is identical. 
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2.3. The Jost function at small energies. As a next step in the analysis
we construct the outgoing Jost function of the operator A, i.e., the function
f+(·, ξ) satisfying Af+(·, ξ) = ξ2f+(·, ξ), ξ > 0, and f+(x, ξ) ∼ eiξx as
x → ∞. In the following, J0, Y0, and H±0 = J0 ± iY0 denote the standard
Bessel and Hankel functions of order 0 as defined in [45, 46].
Lemma 2.3. Fix ǫ > 0. Then the outgoing Jost function f+(·, ξ) of the
operator A is of the form
f+(x, ξ) =
√
π/2eiπ/4(xξ)
1
2 [J0(xξ) + iY0(xξ)] + e
ixξOC(x
−α−ǫξ−ǫ〈xξ〉−1+ǫ)
for all x ≥ ξ−ǫ/α and 0 < ξ ≤ 1. Furthermore, the OC-term behaves like a
symbol under differentiation with respect to x and ξ.
Proof. We rewrite the spectral equation Af = ξ2f as
f ′′(x) + 1
4x2
f(x) + ξ2f(x) = x−2O(〈x〉−α)f(x).
Rescaling by f(x) = g(ξx) yields
g′′(z) + 1
4z2
g(z) + g(z) = z−2O(〈zξ 〉−α)g(z)
where z = ξx. A fundamental system for the left-hand side is provided
by the Hankel functions h±(z) :=
√
π/2e±iπ/4
√
zH±0 (z) with asymptotic
behavior h±(z) ∼ e±iz as z →∞. In terms of Bessel functions we have
h±(z) =
√
π/2e±iπ/4
√
z[J0(z)± iY0(z)].
Note that |h±(z)| . 1 for z ≥ 1 and, since |J0(z)| . 1, |Y0(z)| . 〈log z〉 for
z ∈ (0, 1], we infer the bound |h±(z)| . z 12− for z ∈ (0, 1]. We consider the
Volterra equation
g+(z, ξ)
eiz
=
h+(z)
eiz
+
∫ ∞
z
K(z, y, ξ)
g+(y, ξ)
eiy
dy (2.3)
with K(z, y, ξ) = ie−i(z−y)[h+(z)h−(y) − h+(y)h−(z)]y−2O(〈yξ 〉−α). The
kernel K satisfies the bounds
|K(z, y, ξ)| . y−2〈yξ 〉−α . ξαy−2−α, y ≥ 1, z ≥ 0
|K(z, y, ξ)| . y 12−z 12−y−2〈yξ 〉−α . ξαy−1−α−ǫ ξ ≤ z ≤ y ≤ 1
which may be combined to yield |K(z, y, ξ)| . ξαy−1−α−ǫ〈y〉−1+ǫ for all
ξ ≤ z ≤ y. This implies∫ ∞
z
|K(z, y, ξ)|dy . ξαz−α−ǫ〈z〉−1+ǫ
for z ≥ ξ and thus,∫ ∞
ξ1−ǫ/α
sup
z∈(ξ1−ǫ/α,y)
|K(z, y, ξ)|dy . ξǫ2/α . 1.
As a consequence, Eq. (2.3) has a solution on z ≥ ξ1−ǫ/α satisfying
g+(z, ξ) = h+(z) + e
izOC(z
−α−ǫ〈z〉−1+ǫξα).
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The claimed symbol behavior of the OC-term deserves a comment. At first
glance, this might seem odd since the kernel K is oscillatory after all. How-
ever, by a simple change of variables one may rewrite the Volterra equation
(2.3) as
g˜+(z, ξ) =
h+(z)
eiz
+
∫ ∞
0
K(z, y + z, ξ)g˜+(y + z, ξ)dy
for g˜+(z, ξ) = e
−izg+(z, ξ). Furthermore, by the asymptotics of h± we infer
K(z, y, ξ) = e−i(z−y)[ei(z−y) − e−i(z−y)]OC(z0y0ξ0)
= [1− e−2i(z−y)]OC(z0y0ξ0)
with an OC-term of symbol type and thus,
K(z, y + z, ξ) = [1− e−2iy]OC(z0y0ξ0).
In this formulation it is evident that derivatives with respect to z and ξ hit
only terms with symbol behavior. In summary, we obtain the representation
of the Jost solution
f+(x, ξ) = g+(xξ, ξ) = h+(xξ) + e
ixξOC(x
−α−ǫξ−ǫ〈xξ〉−1+ǫ).
with symbol behavior of the OC-term. 
2.4. The Jost function at large energies. Next, we derive a suitable
representation of the Jost function f+(·, ξ) in the case ξ ≥ 12 . This is much
easier since the problem can be treated as a perturbation of the free case
V = 0.
Lemma 2.4. The outgoing Jost function of the operator A is of the form
f+(x, ξ) = e
ixξ[1 +OC(〈x〉−1ξ−1)]
for all x ≥ 0 and ξ ≥ 12 where the OC-term behaves like a symbol under
differentiation with respect to x and ξ.
Proof. We rewrite Af = ξ2f as
f ′′(x) + ξ2f(x) = O(〈x〉−2)f(x)
and the variation of constants formula yields the Volterra equation
e−iξxf+(x, ξ) = 1 +
∫ ∞
x
K(x, y, ξ)e−iξyf+(y, ξ)dy
with
K(x, y, ξ) = 12iξ e
−iξ(x−y)(eiξxe−iξy − eiξye−iξx)O(〈y〉−2)
= 12iξ (1− e−2iξ(x−y))O(〈y〉−2).
We have |K(x, y, ξ)| . ξ−1〈y〉−2 and thus,∫ ∞
0
sup
x>0
|K(x, y, ξ)|dy . ξ−1
which yields the existence of f+(·, ξ) on [0,∞) with the stated bounds. 
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2.5. The Wronskians. We compute the Wronskians of the Jost function
and the solutions φ, θ from Lemma 2.2 for small energies.
Lemma 2.5. We have√
2/πe−iπ/4W (f+(·, ξ), φ(·, ξ2)) = ξ
1
2
[
a1 +
2ia1
π log ξ +
2i
π (γ0a1 − a2)
+OC(ξ
3α
4+2α
−)
]
√
2/πe−iπ/4W (f+(·, ξ), θ(·, ξ2)) = ξ
1
2
[
b1 +
2ib1
π log ξ +
2i
π (γ0b1 − b2)
+OC(ξ
3α
4+2α
−)
]
for 0 < ξ ≤ 12 where aj, bj , j ∈ {1, 2}, are from Lemma 2.1 and γ0 = γ−log 2
with γ the Euler-Mascheroni constant.
Proof. From Lemmas 2.1 and 2.2 we have
φ(x, ξ2) = a1x
1
2 log x+ a2x
1
2 +O(x
1
2
−α+) +O(x
5
2
+ξ2)
φ′(x, ξ2) = a12 x
− 1
2 log x+ (a1 +
a2
2 )x
− 1
2 +O(x−
1
2
−α+) +O(x
3
2
+ξ2)
for x ∈ [2, ξ−1+]. Furthermore, from Lemma 2.3 we infer
Re [
√
2/πe−iπ/4f+(x, ξ)] = (xξ)
1
2J0(xξ) +O(x
−α−ǫξ−ǫ)
= (xξ)
1
2 +O((xξ)
5
2 ) +O(x−α−ǫξ−ǫ)
Re [
√
2/πe−iπ/4f ′+(x, ξ)] =
1
2ξ(xξ)
− 1
2 +O(x
3
2 ξ
5
2 ) +O(x−1−α−ǫξ−ǫ)
for x ∈ [ξ−ǫ/α, ξ−1]. We evaluate the Wronskians at x = ξ− 22+α . From the
above we infer
φ(ξ−
2
2+α , ξ2) = − 2a12+αξ−
1
2+α log ξ + a2ξ
− 1
2+α +O(ξ
2α−1
2+α
−)
φ′(ξ−
2
2+α , ξ2) = − a12+αξ
1
2+α log ξ + (a1 +
a2
2 )ξ
1
2+α +O(ξ
2α+1
2+α
−)
as well as
Re [
√
2/πe−iπ/4f+(ξ
− 2
2+α , ξ)] = ξ
α
4+2α +O(ξ
2α
2+α
−)
Re [
√
2/πe−iπ/4f ′+(ξ
− 2
2+α , ξ)] = 12ξ
4+α
4+2α +O(ξ
2+2α
2+α
−).
This yields
ReW (
√
2/πe−iπ/4f+(·, ξ), φ(·, ξ2)) = − a12+αξ
1
2 log ξ + (a1 +
a2
2 )ξ
1
2
−
[
− a12+αξ
1
2 log ξ + a22 ξ
1
2
]
+O(ξ
1+2α
2+α
−)
= ξ
1
2 [a1 +O(ξ
3α
4+2α
−)].
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Similarly, for the imaginary part we obtain
Im [
√
2/πe−iπ/4f+(x, ξ)] = (xξ)
1
2Y0(xξ) +O(x
−α−ǫξ−ǫ)
= 2π (xξ)
1
2 [log(xξ) + γ0] +O((xξ)
5
2
−)
+O(x−α−ǫξ−ǫ)
Im [
√
2/πe−iπ/4f ′+(x, ξ)] =
1
πξ(xξ)
− 1
2 log(xξ) + 2+γ0π ξ(xξ)
− 1
2 +O(x
3
2
−ξ
5
2
−)
+O(x−1−α−ǫξ−ǫ)
for x ∈ [ξ−ǫ/α, ξ−1] where γ0 = γ − log 2 and γ is Euler’s constant. Conse-
quently, at x = ξ−
2
2+α we infer
Im [
√
2/πe−iπ/4f+(ξ
− 2
2+α , ξ)] = 2π
α
2+αξ
α
4+2α log ξ + 2γ0π ξ
α
4+2α +O(ξ
2α
2+α
−)
Im [
√
2/πe−iπ/4f ′+(ξ
− 2
2+α , ξ)] = 1π
α
2+αξ
4+α
4+2α log ξ + 2+γ0π ξ
4+α
4+2α +O(ξ
2+2α
2+α
−)
and thus,
ImW (
√
2/πe−iπ/4f+(·, ξ), φ(·, ξ2)) =
= − 2π αa1(2+α)2 ξ
1
2 log2 ξ + 2π
α(a1+
a2
2
)−γ0a1
2+α ξ
1
2 log ξ + 2γ0π (a1 +
a2
2 )ξ
1
2
−
[
− 2π αa1(2+α)2 ξ
1
2 log2 ξ + 1π
αa2−2a1(2+γ0)
2+α ξ
1
2 log ξ + 2+γ0π a2ξ
1
2
]
+O(ξ
1+2α
2+α
−)
= 2πa1ξ
1
2 log ξ + 2(γ0a1−a2)π ξ
1
2 +O(ξ
1+2α
2+α
−).

We also provide expressions for the Wronskians at large energies. This is
considerably easier since Lemma 2.4 allows us to evaluate the Jost function
at x = 0.
Lemma 2.6. We have
W (f+(·, ξ), φ(·, ξ2)) = iξ[1 +OC(ξ−1)]
W (f+(·, ξ), θ(·, ξ2)) = 1 +OC(ξ−1)
for all ξ ≥ 12 where the OC-terms are of symbol type.
Proof. According to Lemma 2.4 we have
f+(x, ξ) = e
iξx[1 +OC(〈x〉−1ξ−1)]
f ′+(x, ξ) = iξe
iξx[1 +OC(〈x〉−1ξ−1)].
Since φ(0, ξ2) = −θ′(0, ξ2) = −1 and φ′(0, ξ2) = θ(0, ξ2) = 0 for all ξ ≥ 0 by
Lemma 2.2, we obtain by evaluation at x = 0,
W (f+(·, ξ), φ(·, ξ2)) = iξ[1 +OC(ξ−1)]
W (f+(·, ξ), θ(·, ξ2)) = 1 +OC(ξ−1)
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for all ξ ≥ 12 as claimed. 
2.6. Computation of the spectral measure. We have collected all the
information necessary to compute the spectral measure.
Lemma 2.7. The spectral measure µ associated to the operator A is purely
absolutely continuous and given by dµ = ρ(λ)dλ where λ is the Lebesgue
measure on R and
ρ(λ) = 0 λ < 0
ρ(λ) =
1
π2
2 a
2
1 + 2[
a1
2 log λ+ γ0a1 − a2]2
[1 +O(λ
3α
8+4α
−)] 0 ≤ λ < 14
ρ(λ) = 1πλ
− 1
2 [1 +O(λ−
1
2 )] λ ≥ 14
where a1, a2 are from Lemma 2.1 and γ0 = γ − log 2 with γ the Euler-
Mascheroni constant. Furthermore, the O-terms are of symbol type.
Proof. The fact that ρ(λ) = 0 for λ < 0 follows from σ(A) = [0,∞) and
thus, it suffices to consider λ ≥ 0. We set ξ = λ 12 and consider 0 ≤ ξ < 12 .
The Weyl-Titchmarsh m-function is given by
m(ξ2) =
W (θ(·, ξ2), f+(·, ξ))
W (f+(·, ξ), φ(·, ξ2)) =
B1(ξ) + iB2(ξ)
A1(ξ) + iA2(ξ)
where
A1(ξ) = a1 +O(ξ
3α
4+2α
−)
A2(ξ) =
2a1
π log ξ +
2
π (γ0a1 − a2) +O(ξ
3α
4+2α
−)
B1(ξ) = −b1 +O(ξ
3α
4+2α
−)
B2(ξ) = −2b1π log ξ − 2π (γ0b1 − b2) +O(ξ
3α
4+2α
−),
see Lemma 2.5. The spectral function is computed as
ρ(ξ2) = 1π Imm(ξ
2) = 1π
A1(ξ)B2(ξ)−A2(ξ)B1(ξ)
A1(ξ)2 +A2(ξ)2
and we have
A1(ξ)
2 +A2(ξ)
2 = a21 +
4
π2 [a1 log ξ + γ0a1 − a2]2 +O(ξ
3α
4+2α
−)
A1(ξ)B2(ξ)−A2(ξ)B1(ξ) = 2π (a1b2 − a2b1) +O(ξ
3α
4+2α
−)
which yields the stated form for 0 ≤ λ < 14 . For λ ≥ 14 we use Lemma 2.6
and infer
m(ξ2) =
−1
iξ
[1 +OC(ξ
−1)] = iξ−1[1 +OC(ξ−1)]
and thus, ρ(ξ2) = 1π Imm(ξ
2) = 1πξ
−1[1 +O(ξ−1)] for all ξ ≥ 12 . 
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2.7. Global representations for φ(·, λ). Based on the above we obtain
the following representation of the function φ(·, λ).
Lemma 2.8. Fix ǫ > 0. For the function φ from Lemma 2.2 we have
φ(x, ξ2) = φ0(x) +O(x
2〈x〉 12+ξ2) x ∈ [0, ξ−1+]
φ(x, ξ2) = x
1
2 [a1 log x+ a2 +O(x
0ξ
3α
4+2α
−)][1 +O((xξ)2−)]
+ ξ−
1
2 [1 + a1 log ξ]O(x
−α−ǫξ−ǫ) x ∈ [ξ−ǫ/α, ξ−1]
φ(x, ξ2) = a(ξ)eiξx[1 +OC((xξ)
−1) +OC(x−1−αξ−1)]
+ compl. conj. x ≥ ξ−1
for all 0 < ξ < 12 where |a(ξ)| . ξ−
1
2 (|a1 log ξ| + 1). Furthermore, in the
case ξ ≥ 12 we have
φ(x, ξ2) = [−12 +OC(ξ−1)]eiξx[1 +OC(〈x〉−1ξ−1)] + compl. conj.
for all x ≥ 0. Finally, all O- and OC-terms are of symbol type.
Proof. The first assertion is a consequence of Lemma 2.2. From the asymp-
totics f+(x, ξ) ∼ eiξx as x → ∞ we infer W (f+(·, ξ), f+(·, ξ)) = −2iξ
which shows that {f+(·, ξ), f+(·, ξ)} is a fundamental system for the equa-
tion Af = ξ2f provided ξ > 0. Consequently, there exist constants a(ξ),
b(ξ) such that
φ(x, ξ2) = a(ξ)f+(x, ξ) + b(ξ)f+(x, ξ). (2.4)
Since φ(·, ξ2) is real-valued for ξ ≥ 0, we must have b(ξ) = a(ξ). From
Eq. (2.4) we infer
W (f+(·, ξ), φ(·, ξ2)) = a(ξ)W (f+(·, ξ), f+(·, ξ)) = −2iξa(ξ)
and Lemma 2.5 yields
a(ξ) = i2
√
π/2eiπ/4ξ−
1
2
[
a1 +
2ia1
π log ξ +
2i
π (γ0a1 − a2) +OC(ξ
3α
4+2α
−)
]
provided 0 < ξ < 12 . From Lemma 2.3 and the Bessel asymptotics we obtain
f+(x, ξ) =
√
π/2e−iπ/4(xξ)
1
2 [1− i 2π log(xξ)− i2γ0π +OC((xξ)2−)]
+OC(x
−α−ǫξ−ǫ)
for all x ∈ [ξ−ǫ/α, ξ−1] and this yields
φ(x, ξ2) = 2Re [a(ξ)f+(x, ξ)]
= x
1
2 [a1 log x+ a2 +O(x
0ξ
3α
4+2α
−)][1 +O((xξ)2−)]
+ [1 + a1 log ξ]O(x
−α−ǫξ−
1
2
−ǫ)
as claimed. In the case x ≥ ξ−1 we invoke Lemma 2.3 and the Hankel
asymptotics to conclude
f+(x, ξ) = e
−iξx[1 +OC((xξ)−1) +OC(x−1−αξ−1)]
VECTOR FIELD METHOD 19
and we infer the stated expression.
In the case ξ ≥ 12 we obtain from Lemma 2.6 that a(ξ) = −12 + OC(ξ−1)
and the stated expression follows from Lemma 2.4. 
A simple but useful consequence of the representations in Lemma 2.8 is
the following estimate for the nonoscillatory regime.
Corollary 2.9. We have the bound
|φ(x, ξ2)| . 〈x〉 12 (|a1 log ξ|+ 1)
for all x ∈ [0, ξ−1] and 0 < ξ ≤ 12 where a1 is the constant from Lemma 2.1.
Proof. Let ǫ ∈ (0, 1). If x ∈ [0, ξ−1+ǫ/2] we use 〈x〉2+ǫξ2 ≤ ξǫ2/2 . 1 to
conclude the stated bound from Lemmas 2.1 and 2.8. If x ∈ [ξ−1+ǫ/2, ξ−1]
we have ξ−
1
2 . 〈x〉 12+ǫ and, since
〈x〉ǫO(x−α−ǫξ−ǫ) = O(ξα−ǫα/2−ǫ−ǫ2/2),
we infer the stated bound from Lemma 2.8 provided ǫ is sufficiently small.

2.8. The distorted Fourier transform. Now we define the distorted
Fourier transform by
Ff(ξ) :=
∫ ∞
0
φ(x, ξ2)f(x)dx, f ∈ S(R+).
Lemma 2.10. The operator F : S(R+) → L2ρ˜(R+) extends to a unitary
map F : L2(R+) → L2ρ˜(R+) where ρ˜(ξ) := 2ξρ(ξ2). Furthermore, for all
f ∈ D(A) we have
FAf(ξ) = ξ2Ff(ξ).
Finally, the inverse F−1 is given by
F−1f(x) =
∫ ∞
0
φ(x, ξ2)f(ξ)ρ˜(ξ)dξ
for f ∈ S(R+).
Proof. This is a consequence of Weyl-Titchmarsh theory, see [27, 58, 34,
56]. 
As in the case of the standard Fourier transform, we will use the term
“Plancherel’s theorem” to refer to the fact that ‖Ff‖L2ρ˜(R+) = ‖f‖L2(R+).
3. Dispersive bounds
In this section we prove dispersive estimates for the solution of the initial
value problem {
∂2t u(t, ·) +Au(t, ·) = 0, t > 0
u(0, ·) = f, ∂tu(t, ·)|t=0 = g (3.1)
where f, g ∈ S(R+). As usual, by standard approximation arguments one
may allow for more general f, g as well.
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3.1. Fundamental dispersive estimate. We start with the fundamental
dispersive estimate. First, we consider the sine evolution. The following
simple result will be useful in the sequel.
Lemma 3.1. Let f ∈ C2(0,∞) with f(ξ) = 0 for all ξ ≥ a and some a > 0.
Suppose further that there exists a constant c > 0 such that |f (k)(ξ)| ≤ cξσ−k
for a σ ∈ (−1, 1) and all ξ > 0, k ∈ {0, 1, 2}. Then we have the estimate∣∣∣∣
∫ ∞
0
eitξf(ξ)dξ
∣∣∣∣ . c〈t〉−1−σ
for all t ≥ 0.
Proof. If t ∈ [0, 1] we simply note∫ ∞
0
∣∣∣eitξf(ξ)∣∣∣ dξ ≤ c∫ a
0
ξσdξ . c.
Thus, we may focus on t > 1. Oscillations can only be exploited if tξ ≥ 1
and thus, it is natural to distinguish between ξ ≤ 1/t and ξ ≥ 1/t. In the
case ξ ≤ 1/t we put absolute values inside and obtain∫ 1/t
0
∣∣∣eitξf(ξ)∣∣∣ dξ ≤ c∫ 1/t
0
ξσdξ . ct−1−σ.
In the case ξ ≥ 1/t we exploit oscillations by performing two integrations
by parts, i.e.,∫ ∞
1/t
eitξf(ξ)dξ =
1
it
eitξf(ξ)
∣∣∣∣∞
1/t
− 1
it
∫ ∞
1/t
eitξf ′(ξ)dξ
= OC(ct
−1−σ) +
1
t2
eitξf ′(ξ)
∣∣∣∣∞
1/t
+
1
t2
∫ a
1/t
OC(cξ
σ−2)dξ
= OC(ct
−1−σ).

Lemma 3.2. We have the estimate∥∥∥∥∥〈·〉− 12 sin(t
√
A)√
A
g
∥∥∥∥∥
L∞(R+)
. 〈t〉− 12‖〈·〉 12 g‖L1(R+)
for all t ≥ 0 and all g ∈ S(R+).
Proof. The functional calculus for A and Lemma 2.10 yield
sin(t
√
A)√
A
g(x) =
∫ ∞
0
sin(t
√
λ)√
λ
φ(x, λ)Fg(
√
λ)ρ(λ)dλ
= 2 lim
N→∞
∫ N
1/N
∫ ∞
0
sin(tξ)φ(x, ξ2)φ(y, ξ2)g(y)ρ(ξ2)dydξ.
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By Fubini-Tonelli we may interchange the order of integration and obtain
sin(t
√
A)√
A
g(x) = lim
N→∞
∫ ∞
0
KN (x, y; t)g(y)dy
where
KN (x, y; t) = 2
∫ N
1/N
sin(tξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ.
Thus, it suffices to establish the bound 〈x〉− 12 |KN (x, y; t)|〈y〉− 12 . 〈t〉− 12 for
all N ∈ N and all x, y, t ∈ R+.
We distinguish different cases and to this end we introduce a smooth
cut-off χ satisfying χ(x) = 1 for |x| ≤ 12 and χ(x) = 0 for |x| ≥ 1. We set
KN,1(x, y; t) := 2
∫ N
1/N
χ(ξ)χ(xξ)χ(yξ) sin(tξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ.
Lemmas 2.7, 2.8, and Corollary 2.9 yield
χ(ξ)χ(xξ)χ(yξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2) = 〈x〉 12 〈y〉 12χ(ξ)O(x0y0ξ0)
where the O-term behaves like a symbol. Thus, we have
〈x〉− 12KN,1(x, y; t)〈y〉−
1
2 =
∫ N
1/N
sin(tξ)χ(ξ)O(x0y0ξ0)dξ = O(〈t〉−1)
by Lemma 3.1.
Next, we consider
KN,2(x, y; t) := 2
∫ N
1/N
χ(ξ)[1− χ(xξ)]χ(yξ) sin(tξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ.
From Lemmas 2.7, 2.8, and Corollary 2.9 we infer
χ(ξ)[1− χ(xξ)]χ(yξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2) =〈y〉 12χ(ξ)[1− χ(xξ)]ξ− 12
× Re [eixξOC(x0ξ0)]
with an OC-term that behaves like a symbol. Consequently, it suffices to
estimate the expression
I(t, x) := 〈x〉− 12
∫ ∞
0
e±iξ(t±x)χ(ξ)[1 − χ(xξ)]OC(ξ−
1
2 )dξ
where any sign combination in the exponent of the exponential may occur
and the OC-term behaves like a symbol. Since |I(t, x)| . 1 we may restrict
ourselves to t ≥ 1. We distinguish two cases. If |t ± x| ≥ 12t we note
that [1 − χ(xξ)]〈x〉− 12 ξ− 12 = O(x0ξ0) and apply Lemma 3.1. This yields
|I(t, x)| . |t ± x|−1 . t−1. If |t ± x| ≤ 12t we have x ≥ 12 t and we use
〈x〉− 12 . t− 12 to conclude |I(t, x)| . t− 12 . In summary, we obtain
〈x〉− 12 |KN,2(x, y; t)|〈y〉−
1
2 . 〈t〉− 12 .
By symmetry, the same bound is true for KN,3(x, y; t) := KN,2(y, x; t).
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We continue with
KN,4(x, y; t) :=2
∫ N
1/N
χ(ξ)[1 − χ(xξ)][1− χ(yξ)]
× sin(tξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ.
By Lemmas 2.7 and 2.8 this reduces to the study of integrals of the type
I(t, x, y) :=〈x〉− 12 〈y〉− 12
∫ ∞
0
e±iξ(t±x±y)χ(ξ)
× [1− χ(xξ)][1 − χ(yξ)]OC(ξ−1)dξ
where any sign combination in the exponent may occur and the OC-term
behaves like a symbol. Again, we may restrict ourselves to t ≥ 1. As before,
we distinguish the cases |t± x± y| ≥ 12t and |t± x± y| ≤ 12t. In the former
case we use
[1− χ(xξ)][1 − χ(yξ)]〈x〉− 12 〈y〉− 12OC(ξ−1) = OC(x0y0ξ0)
and apply Lemma 3.1 which yields |I(t, x, y)| . |t ± x ± y|−1 . t−1. If,
on the other hand, |t ± x ± y| ≤ 12t then we must have x & t or y & t.
Consequently, we infer
〈x〉− 12 〈y〉− 12 [1− χ(xξ)][1 − χ(yξ)]OC(ξ−1) = t−
1
2OC(x
0y0ξ−
1
2 )
and this yields |I(t, x, y)| . t− 12 . We conclude that
〈x〉− 12KN,4(x, y; t)〈y〉−
1
2 . 〈t〉− 12
as desired.
Finally, we turn to the large frequency case ξ ≥ 1 and set
KN,5(x, y; t) = 2
∫ N
1/N
[1− χ(ξ)] sin(tξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ.
Lemmas 2.7, 2.8 imply
[1− χ(ξ)]φ(x, ξ2)φ(y, ξ2)ρ(ξ2) = − 1π cos(xξ) cos(yξ)ξ−1 +O(x0y0ξ−2)
and by the trigonometric identity
sin a cos b cos c =14 [sin(a+ b− c) + sin(a− b− c)
+ sin(a− b+ c) + sin(a+ b+ c)]
this case reduces to estimating the integrals
I1(t, x, y) := 〈x〉−
1
2 〈y〉− 12
∫ ∞
0
[1− χ(ξ)]sin((t± x± y)ξ)
ξ
dξ
I2(t, x, y) := 〈x〉−
1
2 〈y〉− 12
∫ ∞
0
[1− χ(ξ)]e±iξ(t±x±y)OC(ξ−2)dξ
where any sign combination may occur. Obviously, |I2(t, x, y)| . 1 and since∣∣∣∣
∫ ∞
1
sin(aξ)
ξ
dξ
∣∣∣∣ . 1 (3.2)
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for all a ∈ R, we also have |I1(t, x, y)| . 1. Consequently, it suffices to
consider t ≥ 1. If |t ± x ± y| ≥ 12t we integrate by parts and obtain
|Ij(t, x, y)| . |t±x±y|−1 . t−1, j ∈ {1, 2}. In the case |t±x±y| ≤ 12t we use
〈x〉− 12 〈y〉− 12 . t− 12 and Eq. (3.2) to conclude |Ij(t, x, y)| . t− 12 , j ∈ {1, 2}.
As a consequence, we infer
〈x〉− 12 |KN,5(x, y; t)|〈y〉−
1
2 . 〈t〉− 12
and, since KN =
∑5
k=1KN,k, this finishes the proof. 
Remark 3.3. Inspection of the proof of Lemma 3.2 shows that we also have
the bound ∥∥∥∥∥〈·〉−ǫ sin(t
√
A)√
A
g
∥∥∥∥∥
L∞(R+)
. 1ǫ‖g‖L1(R+)
for any ǫ ∈ (0, 1). This comment will be useful in connection with energy
bounds, see below.
Similarly, we obtain the following bound for the cosine evolution.
Lemma 3.4. We have∥∥∥〈·〉− 12 cos(t√A)f∥∥∥
L∞(R+)
. 〈t〉− 12
(
‖〈·〉 12 f ′‖L1(R+) + ‖〈·〉
1
2 f‖L1(R+)
)
for all t ≥ 0 and all f ∈ S(R+).
Proof. As in the proof of Lemma 3.2 it suffices to bound the kernel
KN (x, y; t) = 2
∫ N
1/N
ξ cos(tξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ.
We distinguish between small and large frequencies by decomposing KN =
K−N +K
+
N with
K−N (x, y; t) = 2
∫ N
1/N
χ(ξ)ξ cos(tξ)φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ
where χ is the cut-off introduced in the proof of Lemma 3.2. From the proof
of Lemma 3.2 we immediately obtain the bound
〈x〉− 12 |K−N (x, y; t)|〈y〉−
1
2 . 〈t〉− 12
for all t, x, y ∈ R+ and all N ∈ N. Thus, we may restrict ourselves to
K+N (x, y; t). We recall from Lemma 2.8 that, for ξ ≥ 12 ,
φ(y, ξ2) = 2Re [eiξyb(y, ξ)]
where b(y, ξ) = −12+OC(ξ−1)+OC(〈y〉−1ξ−1) with symbol behavior of both
OC-terms. Consequently, we obtain
φ(y, ξ2) = 2ξ−1∂yIm [eiξyb(y, ξ)] +O(〈y〉−2ξ−2)
= 2ξ−1∂yIm [eiξyb(y, ξ) − b(0, ξ)] +O(〈y〉−2ξ−2)
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and an integration by parts yields
Ff(ξ) =
∫ ∞
0
φ(y, ξ2)f(y)dy
= 2ξ−1Im [eiξyb(y, ξ)− b(0, ξ)]f(y)
∣∣∣∞
0
− 2ξ−1
∫ ∞
0
Im [eiξyb(y, ξ)− b(0, ξ)]f ′(y)dy
+
∫ ∞
0
O(〈y〉−2ξ−2)f(y)dy
= −2ξ−1
∫ ∞
0
Im [eiξyb(y, ξ)]f ′(y)dy +
∫ ∞
0
O(y0ξ−2)[f ′(y) + f(y)]dy
by noting that Im b(0, ξ) = O(ξ−1). Consequently, the extra factor ξ−1 and
the fact that Im [eiξyb(y, ξ)] behaves like sin(yξ) to leading order for large ξ,
reduces us to the situation treated in the proof of Lemma 3.2. 
3.2. Improved decay. Next, we improve the decay in time at the cost of
introducing stronger weights in space.
Lemma 3.5. We have the bound∥∥∥∥∥〈·〉−1 sin(t
√
A)√
A
g
∥∥∥∥∥
L∞(R+)
. 〈t〉−1‖〈·〉g‖L1(R+)
for all t ≥ 0 and all g ∈ S(R+).
Proof. The claim follows by inspection of the proof of Lemma 3.2. The
point is that the terms treated by integration by parts (or Lemma 3.1)
already exhibited the stronger decay 〈t〉−1. Only the terms where the decay
comes from the weight yielded the weaker 〈t〉− 12 . With the stronger weights
〈x〉−1〈y〉−1 we now obtain the decay 〈t〉−1 also for these terms. 
As usual, a similar result holds for the cosine evolution.
Lemma 3.6. We have the bound∥∥∥〈·〉−1 cos(t√A)f∥∥∥
L∞(R+)
. 〈t〉−1 (‖〈·〉f ′‖L1(R+) + ‖〈·〉f‖L1(R+))
for all t ≥ 0 and all f ∈ S(R+).
Proof. The claim follows from the proof of Lemma 3.5 by inspection. 
As a consequence, we obtain the following weighted decay bounds.
Corollary 3.7. The solution u to the initial value problem (3.1) satisfies
the bound∥∥〈·〉−σu(t, ·)∥∥
L∞(R+)
. 〈t〉−σ
(
‖〈·〉σf ′‖L1(R+) + ‖〈·〉σf‖L1(R+)
+ ‖〈·〉σg‖L1(R+)
)
for all t ≥ 0, σ ∈ [12 , 1], and all f, g ∈ S(R+).
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Proof. Since the solution u is given by
u(t, ·) = cos(t
√
A)f +
sin(t
√
A)√
A
g,
the statement is a consequence of Lemmas 3.2, 3.4, 3.5, 3.6, and a simple
interpolation argument. 
3.3. Comparison with the free case. As we have seen, the decisive quan-
tity that determines the decay of the wave evolution is φ(x, λ)φ(y, λ)ρ(λ)
for λ > 0 small. For simplicity we set x = y = 1 and recall the estimate
|φ(1, λ)2ρ(λ)| . 1 for λ small. It is instructive to compare this behavior
with the free case. In fact, there are two different “free” cases one might
consider. For the free one-dimensional case we replace the operator A by
A1f := −f ′′ with D(A1) = D(A), i.e., we retain the Neumann condition at
x = 0. Note that this is in fact a resonant case (with f(x) = 1 being the
resonance function). If we denote the spectral quantities associated to A1
by a subscript “1”, we infer
φ1(x, λ) = − cos(xλ
1
2 )
θ1(x, λ) = λ
− 1
2 sin(xλ
1
2 )
f+,1(x, ξ) = e
ixξ,
which yields
ρ1(λ) =
1
π Im
W (θ1(·, λ), f+,1(·, λ 12 ))
W (f+,1(·, λ 12 ), φ1(·, λ))
= 1π Im
−1
iλ
1
2
= 1πλ
− 1
2
and thus, |φ1(1, λ)2ρ1(λ)| ≃ λ− 12 for λ small. Consequently, φ1(1, λ)2ρ1(λ)
is much more singular than φ(1, λ)2ρ(λ) and there is no way to compensate
for this singularity by introducing weights in x. This, of course, is a manifes-
tation of the fact that there is no dispersive decay for free one-dimensional
wave evolution.
In order to compare φ(1, λ)2ρ(λ) with the free two-dimensional case, we
set
A2f(x) := −f ′′(x)− 14x2 f(x)
which is a strongly singular Schro¨dinger operator in the sense of [34]. A fun-
damental system for A2f(x) = 0 is given by x
1
2 and x
1
2 log x. Consequently,
the endpoint x = 0 is in the limit-circle case. Recall that if A2f = 0 then
| · |− 12 f satisfies the radial two-dimensional Laplace equation and thus, the
correct boundary condition is f(x) ≃ x 12 as x → 0+ which leads to the
domain
D(A2) = {f ∈ L2(R+) : f, f ′ ∈ ACloc(R+),W (| · |
1
2 , f) = 0, f ′′ ∈ L2(R+)}.
The operator A2 can be studied by Weyl-Titchmarsh theory [29] but for our
purposes it is easier to use the (self-inverse) radial two-dimensional Fourier
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transform
F˜ (R) = 2π
∫ ∞
0
J0(2πrR)f˜(r)rdr,
see e.g. [53]. Setting
f(x) := (2π)−
1
4x
1
2 f˜((2π)−
1
2x), F (ξ) := (2π)−
1
4 ξ
1
2 F˜ ((2π)−
1
2 ξ)
we find
F (ξ) =
∫ ∞
0
(xξ)
1
2J0(xξ)f(x)dx (3.3)
which is known as the Hankel transform. The map f 7→ F defined by
Eq. (3.3) is again self-inverse which means that f can be reconstructed from
F by the formula
f(x) =
∫ ∞
0
(xξ)
1
2J0(xξ)F (ξ)dξ.
Since φ2(x, ξ
2) := (xξ)
1
2J0(xξ) satisfies
(−∂2x − 14x2 )φ2(x, ξ2) = ξ2φ2(x, ξ2), W (| · |
1
2 , φ2(·, ξ)) = 0,
the Hankel transform Eq. (3.3) yields the spectral transformation U2 as-
sociated to A2, upon switching from ξ to the spectral parameter λ = ξ
2.
Explicitly, we obtain
U2f(λ) =
∫ ∞
0
φ2(x, λ)f(x)dx
with inverse
U−12 fˆ(x) =
∫ ∞
0
φ2(x, λ)fˆ(λ)ρ2(λ)dλ
where ρ2(λ) =
1
2λ
− 1
2 . Consequently, we infer φ2(1, λ)
2ρ2(λ) ≃ 〈λ〉− 12 which
shows that φ(1, λ)2ρ(λ) behaves exactly like in the free two-dimensional case.
4. Energy bounds
Next, we turn to energy bounds. Of course, we have energy conservation
for the solution u of Eq. (3.1) in the sense that
‖
√
Au(t, ·)‖2L2(R+) + ‖∂tu(t, ·)‖2L2(R+) = ‖
√
Af‖2L2(R+) + ‖g‖2L2(R+)
for all t ≥ 0. In the following, we prove some generalizations of this basic
energy bound.
4.1. Properties of the distorted Fourier transform. We start with a
simple result that relates the derivative on the physical side to a weight on
the distorted Fourier side.
Lemma 4.1. Let f ∈ S(R+) satisfy f ′(0) = 0. Then we have
‖f‖H2(R+) ≃ ‖〈·〉2Ff‖L2ρ˜(R+).
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Proof. First of all, by Plancherel we have
‖f‖L2(R+) = ‖Ff‖L2ρ˜(R+) . ‖〈·〉
2Ff‖L2ρ˜(R+).
Furthermore, an integration by parts yields
F(f ′′)(ξ) =
∫ ∞
0
φ(x, ξ2)f ′′(x)dx =
∫ ∞
0
∂2xφ(x, ξ
2)f(x)dx
where the boundary term at zero vanishes thanks to f ′(0) = φ′(0, ξ2) = 0.
Now recall that [−∂2x + V (x)]φ(x, ξ2) = ξ2φ(x, ξ2) and thus,
F(f ′′)(ξ) = −ξ2Ff(ξ) + F(V f). (4.1)
Since V ∈ L∞(R+) we infer by Plancherel
‖f ′′‖L2(R+) . ‖| · |2Ff‖L2ρ˜(R+) + ‖V f‖L2(R+) . ‖〈·〉
2Ff‖L2ρ˜(R+)
and this shows ‖f‖H2(R+) . ‖〈·〉2Ff‖L2ρ˜(R+). For the reverse inequality we
proceed analogously and estimate
‖〈·〉2Ff‖L2ρ˜(R+) . ‖| · |
2Ff‖L2ρ˜(R+) + ‖Ff‖L2ρ˜(R+)
. ‖F(f ′′)‖L2ρ˜(R+) + ‖F(V f)‖L2ρ˜(R+) + ‖Ff‖L2ρ˜(R+)
. ‖f‖H2(R+)
by Eq. (4.1), Plancherel, and V ∈ L∞(R+). 
Lemma 4.1 easily generalizes to higher Sobolev spaces. Note carefully
that we need an additional assumption on the potential V here.
Lemma 4.2. Let f ∈ S(R) be even and assume that V (2j+1)(0) = 0 for all
j ∈ N0. Then, for any s ≥ 0, we have
‖f‖Hs(R+) ≃ ‖〈·〉sFf‖L2ρ˜(R+).
Proof. By complex interpolation it suffices to prove the statement for s = 2k
where k ∈ N. From the equation [−∂2x+V (x)]φ(x, ξ2) = ξ2φ(x, ξ2) we obtain
by repeated differentiation that φ(2j+1)(0, ξ2) = 0 for all j ∈ N0 (here we use
φ′(0, ξ2) = 0 and the assumption on V ). Consequently, integration by parts
yields
F(f (2k))(ξ) =
∫ ∞
0
∂2kx φ(x, ξ
2)f(x)dx
where all boundary terms vanish since f (2j+1)(0) = φ(2j+1)(0, ξ2) = 0 for all
j ∈ N0. Furthermore, we have
[−∂2x + V (x)]kφ(x, ξ2) = ξ2kφ(x, ξ2)
and since V ∈ C∞(R+) with ‖V (j)‖L∞(R+) ≤ Cj for all j ∈ N0, the statement
is proved inductively by following the reasoning in the proof of Lemma
4.1. 
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We also need a slight variant of Lemma 4.2 with the same conclusion but
slightly different assumptions. First, however, we make the following simple
observation.
Lemma 4.3. Let f ∈ C∞c (0,∞). Then F−1f ∈ S(R+). If, in addition,
V (2j+1)(0) = 0 for all j ∈ N0, then we also have(F−1f)(2j+1) (0) = 0
for all j ∈ N0.
Proof. From Lemma 2.8 and the equation
−φ′′(x, ξ2) + V (x)φ(x, ξ2) = ξ2φ(x, ξ2)
with ‖V (k)‖L∞(R+) ≤ Ck for all k ∈ N0 it follows that |∂kxφ(x, ξ2)| ≤
Ck(ξ〈ξ〉−1)− 12−〈ξ〉k for all k ∈ N0. We have
F−1f(x) =
∫ ∞
0
φ(x, ξ2)f(ξ)ρ˜(ξ)dξ
and thus, F−1f ∈ C∞(R+) since f ∈ C∞c (0,∞). If V (2j+1)(0) = 0 for all
j ∈ N0 it follows that φ(2j+1)(0, ξ2) = 0 and thus, (F−1f)(2j+1)(0) = 0 for all
j ∈ N0. Furthermore, if xξ ≤ 1 we may trade 〈x〉 for ξ−1 and we immediately
infer |F−1f(x)| ≤ CN 〈x〉−N for any N ∈ N since f has support away from
the origin. In the case xξ ≥ 1 we exploit the oscillations in φ (see Lemma
2.8) and perform integrations by parts to arrive at the same conclusion.
Applying this logic to the derivatives as well yields F−1f ∈ S(R+). 
Lemma 4.4. Let f ∈ L2ρ˜(R+), s ≥ 0, and assume that ‖〈·〉sf‖L2ρ˜(R+) . 1.
Furthermore, assume that V (2j+1)(0) = 0 for all j ∈ N0. Then F−1f ∈
Hs(R+) and we have
‖F−1f‖Hs(R+) ≃ ‖〈·〉sf‖L2ρ˜(R+).
Proof. We approximate f by a sequence (fn) ⊂ C∞c (0,∞), i.e.,
‖〈·〉s(f − fn)‖L2ρ˜(R+) → 0
as n→∞. By Lemma 4.3 we infer F−1fn ∈ S(R+) for all n ∈ N and by the
assumption on V , F−1fn extends to an even function in S(R). Consequently,
Lemma 4.2 yields
‖F−1fn −F−1fk‖Hs(R+) ≃ ‖〈·〉s(fn − fk)‖L2ρ˜(R+) → 0
as n, k → ∞. Thus, there exists a g ∈ Hs(R+) such that F−1fn → g in
Hs(R+) and we have ‖g‖Hs(R+) ≃ ‖〈·〉sf‖L2ρ˜(R+). On the other hand, by the
unitarity of F we have F−1fn → F−1f in L2(R+) and thus, g = F−1f . 
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4.2. Generalized energy bounds. After these preliminaries we turn to
the energy bounds. First, we prove a simple result which shows that un-
der appropriate assumptions one may formally differentiate the operators
cos(t
√
A) and sin(t
√
A) with respect to t. In the following, we will make
freely use of this result.
Lemma 4.5. Let f ∈ S(R) be even and assume V (2j+1)(0) = 0 for all
j ∈ N0. Then cos(t
√
A)f(x) and sin(t
√
A)f(x) can be differentiated with
respect to t and the derivatives are given by the respective formal expressions.
For instance, we have
∂t[cos(t
√
A)f(x)] = −
√
A sin(t
√
A)f(x)
and analogously for the higher derivatives.
Proof. The assumptions on f and V as well as Lemma 4.2 imply
‖〈·〉sFf‖L2ρ˜(R+) . 1 (4.2)
for any s ≥ 0. By definition, the operator cos(t√A) is given by
cos(t
√
A)f(x) = F−1 [cos(t| · |)Ff ] (x)
=
∫ ∞
0
φ(x, ξ2) cos(tξ)Ff(ξ)ρ˜(ξ)dξ.
Consequently, by Eq. (4.2) and dominated convergence we infer
∂t[cos(t
√
A)f(x)] =
∫ ∞
0
φ(x, ξ2)[−ξ sin(tξ)]Ff(ξ)ρ˜(ξ)dξ
= −
√
A sin(t
√
A)f(x).
The corresponding results for the higher derivatives and the sine evolution
follow accordingly. 
Lemma 4.6. Let f, g ∈ S(R) be even and assume that V (2j+1)(0) = 0 for
all j ∈ N0. Then the solution u of the initial value problem (3.1) satisfies
the bounds
‖∂ℓt
√
Au(t, ·)‖Hk(R+) ≤ Ck,ℓ
(
‖
√
Af‖Hk+ℓ(R+) + ‖g‖Hk+ℓ(R+)
)
‖∂ℓtut(t, ·)‖Hk(R+) ≤ Ck,ℓ
(
‖
√
Af‖Hk+ℓ(R+) + ‖g‖Hk+ℓ(R+)
)
for all t ≥ 0 and all k, ℓ ∈ N0.
Proof. We start with the sine evolution. By definition, we have
F
[
∂t
sin(t
√
A)√
A
g
]
(ξ) = ∂t
sin(tξ)
ξ
Fg(ξ) = cos(tξ)Fg(ξ)
and F [sin(t√A)g](ξ) = sin(tξ)Fg(ξ). This yields∣∣∣∣∣F
(
∂ℓt∂t
sin(t
√
A)√
A
g
)
(ξ)
∣∣∣∣∣ ≤ 〈ξ〉ℓ|Fg(ξ)|
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and |F [∂ℓt sin(t
√
A)g](ξ)| . 〈ξ〉ℓ|Fg(ξ)|. Consequently, by Lemma 4.2 we
infer
‖g‖Hk+ℓ(R+) ≃ ‖〈·〉k+ℓFg‖L2ρ˜(R+) &
∥∥∥∥∥〈·〉kF
(
∂ℓt∂t
sin(t
√
A)√
A
g
)∥∥∥∥∥
L2ρ˜(R+)
and Lemma 4.4 yields
‖g‖Hk+ℓ(R+) &
∥∥∥∥∥∂ℓt∂t sin(t
√
A)√
A
g
∥∥∥∥∥
Hk(R+)
.
Analogously, we obtain ‖∂ℓt sin(t
√
A)g‖L2(R+) . ‖g‖Hk+ℓ(R+). The cosine
evolution is treated in the same fashion5. 
A combination of the L∞ bound from Remark 3.3 with the energy bound
in Lemma 4.6 allows us to control the free energy as well.
Lemma 4.7. Let f, g ∈ S(R) be even and assume that V (2j+1)(0) = 0 for
all j ∈ N0. Then the solution u of the initial value problem (3.1) satisfies
the bounds
‖∇u(t, ·)‖Hk(R+) ≤ Ck
(
‖f‖H1+k(R+) + ‖g‖Hk(R+) + ‖g‖L1(R+)
)
for all t ≥ 0 and k ∈ N0.
Proof. We start with the case k = 0. For the sine evolution we have∥∥∥∥∥√Asin(t
√
A)√
A
g
∥∥∥∥∥
2
L2(R+)
=
∥∥∥∥∥∇sin(t
√
A)√
A
g
∥∥∥∥∥
2
L2(R+)
+
∫ ∞
0
V (x)
∣∣∣∣∣sin(t
√
A)√
A
g(x)
∣∣∣∣∣
2
dx.
By Remark 3.3 and |V (x)| . 〈x〉−2 we have∥∥∥∥∥|V | 12 sin(t
√
A)√
A
g
∥∥∥∥∥
L2(R+)
.
∥∥∥〈·〉ǫ|V | 12∥∥∥
L2(R+)
∥∥∥∥∥〈·〉−ǫ sin(t
√
A)√
A
g
∥∥∥∥∥
L∞(R+)
. ‖g‖L1(R+)
and thus, Lemma 4.6 yields∥∥∥∥∥∇sin(t
√
A)√
A
g
∥∥∥∥∥
L2(R+)
. ‖g‖L1(R+) + ‖g‖L2(R+).
5Note carefully that f ∈ S(R) even and the assumption on V imply (
√
Af)(2j+1)(0) = 0.
This is a consequence of
√
Af = F−1(| · |Ff) and Lemma 4.3 combined with a standard
approximation argument.
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For the cosine evolution we infer ‖∇ cos(t√A)f‖L2(R+) . ‖f‖H1(R+) by
Lemma 4.6 since∫ ∞
0
|V (x)|| cos(t
√
A)f(x)|2dx . ‖V ‖L∞(R+)‖ cos(t
√
A)f‖2L2(R+)
. ‖f‖2L2(R+).
For the higher derivatives we note that
∇2u(t, ·) = −Au(t, ·) + V u(t, ·)
and, more generally,
∇k∇u(t, ·) = −∇k−1Au(t, ·) +∇k−1[V u(t, ·)]
for k ∈ N. Thus, the claim follows inductively provided we obtain a suitable
bound for ‖Au(t, ·)‖Hk−1(R+). This, however, is easy since we have
‖A cos(t
√
A)f‖Hk−1(R+) ≃ ‖〈·〉k−1| · |2 cos(t| · |)Ff‖L2ρ˜(R+) . ‖f‖H1+k(R+)
as well as∥∥∥∥∥Asin(t
√
A)√
A
g
∥∥∥∥∥
Hk−1(R+)
≃ ‖〈·〉k−1| · | sin(t| · |)Fg‖L2ρ˜(R+) . ‖g‖Hk(R+)
by Lemmas 4.2 and 4.4. 
5. Vector field bounds
In this section we develop a vector field method on the distorted Fourier
side. In order to motivate our approach, we consider the free wave equation
on (1+d)-dimensional Minkowski space R1+d. Recall the well-known scaling
vector field6 S = t∂t + x
j∂j which, in four-dimensional notation, may be
written as S = xµ∂µ. We have ∂ν(x
µ∂µ) = ∂ν + x
µ∂µ∂ν and thus,
S = ∂ν∂ν + ∂
ν(xµ∂µ∂ν) = ∂
ν∂ν + η
µν∂µ∂ν + x
µ∂µ∂
ν∂ν = 2+ S
which implies the crucial commutator relation [S,] = −2. Observe that
the vector field S has a nice representation on the Fourier side as well.
Indeed, if
Fdf(x) :=
∫
Rd
e−2πiξkx
k
f(x)dx
denotes that standard Fourier transform on Rd, we obtain
[FdSu(t, ·)](ξ) = (t∂t − ξj∂ξj − d)[Fdu(t, ·)](ξ).
In sloppy (but probably more intuitive) notation this may be written as
Fd(t∂t + xj∂xj ) = (t∂t − ξj∂ξj − d)Fd.
6Here we use the Einstein summation convention with latin indices running from 1 to d
and greek indices running from 0 to d where d denotes the spatial dimension. As usual, we
set x0 = t. Furthermore, we use the Minkowski metric (ηµν) = (ηµν) = diag(−1, 1, . . . , 1)
and write ∂µ =
∂
∂xµ
. We also set xµ = ηµνx
ν and ∂µ = ηµν∂ν .
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The point is that the (standard) Fourier transform of −∆ looks formally
the same as the distorted Fourier transform of −∆ + V (provided there is
no negative spectrum). Thus, it is natural to define a “vector field” Γ by its
action on the distorted Fourier side given by t∂t−ξj∂ξj −d. In order for this
to be useful, the difference between S and Γ must be well-behaved (and, in
a sense, negligible). In the following we develop these ideas rigorously.
5.1. The operator B. The operator B is defined as the error one makes if
one replaces x∂x on the distorted Fourier side by −ξ∂ξ − 1. More precisely,
we write Df(x) := xf ′(x) and define B by
FDf = −DFf −Ff +BFf. (5.1)
Thus, B acts on the distorted Fourier side and it measures the deviation
from the free case. Since
FDf(ξ) =
∫ ∞
0
φ(x, ξ2)xf ′(x)dx
= −
∫ ∞
0
x∂xφ(x, ξ
2)f(x)dx−Ff(ξ)
for f ∈ S(R+), say, we obtain the explicit representation
BFf(ξ) =
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)f(x)dx.
It is important to realize that the operator ξ∂ξ−x∂x annihilates any function
of the form f(xξ), in particular e±ixξ. Our first goal is to show that B is
bounded on L2ρ˜(R+).
5.2. Preliminaries from distribution theory. For the following we use
some elements of distribution theory. To fix notation, we write J := (0,∞),
D(J) := C∞c (J), and, as usual, we equip D(J) with the inductive limit
topology, i.e., ϕn → ϕ in D(J) means that there exists a compact set K ⊂ J
such that supp (ϕn) ⊂ K for all n and ‖ϕ(k)n −ϕ(k)‖L∞(K) → 0 as n→∞ for
any k ∈ N0. The space of distributions (i.e., bounded linear functionals on
D(J)) is denoted by D′(J) and equipped with the weak topology, i.e., un → u
in D′(J) means |un(ϕ) − u(ϕ)| → 0 as n → ∞ for any ϕ ∈ D(J). Finally,
the tensor product ϕ ⊗ ψ ∈ D(J × J) of two test functions ϕ,ψ ∈ D(J) is
defined by (ϕ⊗ψ)(x, y) := ϕ(x)ψ(y). Note that B may be viewed as a map
from D(J) to D′(J).
Lemma 5.1. There exists a (unique) distribution K ∈ D′(J × J), the
Schwartz kernel of B : D(J)→ D′(J), such that
(Bf)(ϕ) = K(ϕ⊗ f)
for all f, ϕ ∈ D(J).
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Proof. By the Schwartz Kernel Theorem (see e.g. [35], p. 128, Theorem
5.2.1) it suffices to prove that B : D(J) → D′(J) is continuous, i.e., that
fn → 0 in D(J) implies Bfn → 0 in D′(J) but this follows immediately by
Lemma 4.3 and dominated convergence. 
The next simple observation will allow us to separate the diagonal from
the off-diagonal behavior of the Schwartz kernel. For j = 1, 2 we write
πj : J × J → J , π1(x, y) := x, π2(x, y) := y. Note that πj ∈ C∞(J × J).
Lemma 5.2. Let B′ : D(J)→ D′(J) be defined by
B′f := | · |2Bf −B(| · |2f).
Then B′ is continuous and its Schwartz kernel K ′ ∈ D′(J × J) is given by
K ′ = (π21 − π22)K
where K is the Schwartz kernel of B.
Proof. Let f, ϕ ∈ D(J). Then
(| · |2Bf)(ϕ) = (Bf)(| · |2ϕ) = K(| · |2ϕ⊗ f) = K(π21(ϕ⊗ f))
= π21K(ϕ⊗ f)
and
[B(| · |2f)](ϕ) = K(ϕ⊗ | · |2f) = K(π22(ϕ⊗ f))
= π22K(ϕ⊗ f).

5.3. The kernel of B away from the diagonal. After these preliminar-
ies we turn to more substantial issues. The next result yields an explicit
expression for the Schwartz kernel K ′ from Lemma 5.2.
Lemma 5.3. For f ∈ C∞c (0,∞) we have
ξ2Bf(ξ)−B(| · |2f)(ξ) = 2
∫ ∞
0
F (ξ, η)ηρ(η2)f(η)dη
where
F (ξ, η) =
∫ ∞
0
φ(x, ξ2)φ(x, η2)U(x)dx
and U(x) = −2V (x)− xV ′(x).
Proof. Explicitly, we have
Bf(ξ) = 2
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)
∫ ∞
0
φ(x, η2)f(η)ηρ(η2)dηdx.
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Since f ∈ C∞c (0,∞) implies F−1f ∈ S(R+), Bf(ξ) is well-defined for all
ξ > 0. By recalling that [−∂2x + V (x)]φ(x, η2) = η2φ(x, η2), we infer
B(| · |2f)(ξ) = 2
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)
∫ ∞
0
φ(x, η2)η2f(η)ηρ(η2)dηdx
= 2
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)
×
∫ ∞
0
[−∂2x + V (x)]φ(x, η2)f(η)ηρ(η2)dηdx.
Furthermore, by dominated convergence we obtain∫ ∞
0
[−∂2x + V (x)]φ(x, η2)f(η)ηρ(η2)dη
= [−∂2x + V (x)]
∫ ∞
0
φ(x, η2)f(η)ηρ(η2)dη
and integration by parts with respect to x yields
B(| · |2f)(ξ) =
∫ ∞
0
[−∂2x + V (x)](ξ∂ξ − x∂x)φ(x, ξ2)F−1f(x)dx
where the boundary terms vanish thanks to F−1f ∈ S(R+) and φ′(0, ξ2) = 0
(which implies (F−1f)′(0) = 0). Now observe that
[−∂2x + V (x)]x∂x = x∂x[−∂2x + V (x)]− 2∂2x − xV ′(x)
= x∂x[−∂2x + V (x)] + 2[−∂2x + V (x)] + U(x)
where U(x) := −2V (x)− xV ′(x). Consequently, we infer
B(| · |2f)(ξ) =
∫ ∞
0
(ξ∂ξ − x∂x)[ξ2φ(x, ξ2)]F−1f(x)dx
− 2
∫ ∞
0
ξ2φ(x, ξ2)F−1f(x)dx
−
∫ ∞
0
U(x)φ(x, ξ2)F−1f(x)dx. (5.2)
On the other hand, we have
ξ2Bf(ξ) =
∫ ∞
0
ξ2(ξ∂ξ − x∂x)φ(x, ξ2)F−1f(x)dx
=
∫ ∞
0
(ξ∂ξ − x∂x)[ξ2φ(x, ξ2)]F−1f(x)dx
− 2
∫ ∞
0
ξ2φ(x, ξ2)F−1f(x)dx (5.3)
and subtracting Eq. (5.2) from Eq. (5.3) we find
ξ2Bf(ξ)−B(| · |2f)(ξ) = 2
∫ ∞
0
U(x)φ(x, ξ2)
∫ ∞
0
φ(x, η2)f(η)ηρ(η2)dηdx.
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Since U(x) = O(〈x〉−2−α) (note the “magic” cancellation) and |φ(x, ξ2)| .
〈x〉 12+ for fixed ξ by Lemma 2.8, we may apply Fubini to change the order
of integration and this yields
ξ2Bf(ξ)−B(| · |2f)(ξ) = 2
∫ ∞
0
F (ξ, η)ηρ(η2)f(η)dη
where
F (ξ, η) =
∫ ∞
0
φ(x, ξ2)φ(x, η2)U(x)dx.

As a consequence of Lemmas 5.3 and 5.2, the Schwartz kernel K of B
away from the diagonal is a function and given by
(ξ2 − η2)K(ξ, η) = 2F (ξ, η)ηρ(η2), ξ 6= η. (5.4)
5.4. Bounds for F . Next, we establish bounds for the function F in Lemma
5.3.
Lemma 5.4. The function F given in Lemma 5.3 satisfies the bounds
|F (ξ, η)| . 1, |∂ξF (ξ, η)| + |∂ηF (ξ, η)| . ξ−1〈ξ〉+ η−1〈η〉
for all ξ, η > 0.
Proof. We distinguish different cases and to this end we use the cut-off χ
from the proof of Lemma 3.2. We set
F1(ξ, η) :=
∫ ∞
0
χ(ξ)χ(η)χ(xξ)χ(xη)φ(x, ξ2)φ(x, η2)U(x)dx.
By Lemma 2.8 we have χ(ξ)χ(xξ)φ(x, ξ2) = O(〈x〉 12+ξ0) where the O-term
behaves like a symbol. Thus, since U(x) = O(〈x〉−2−α), we infer
F1(ξ, η) =
∫ ∞
0
O(〈x〉−1−ξ0η0)dx
with an O-term of symbol type. This yields |F1(ξ, η)| . 1 and
|∂ξF1(ξ, η)| + |∂ηF1(ξ, η)| . ξ−1 + η−1.
Next, we consider
F2(ξ, η) :=
∫ ∞
0
χ(ξ)χ(η)[1 − χ(xξ)]χ(xη)φ(x, ξ2)φ(x, η2)U(x)dx.
By Lemma 2.8, F2 is composed of terms of the form
I±(ξ, η) =
∫ ∞
0
e±ixξ[1− χ(xξ)]χ(xη)OC(〈x〉−1−ξ0η0)dx
where the OC-term behaves like a symbol. Consequently, we infer
|I±(ξ, η)| . 1, |∂ηI±(ξ, η)| . η−1
as well as |∂ξI±(ξ, η)| . ξ−1+η−1. By symmetry, we also obtain the desired
bounds for F3(ξ, η) := F2(η, ξ).
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We continue with
F4(ξ, η) :=
∫ ∞
0
χ(ξ)χ(η)[1 − χ(xξ)][1− χ(xη)]φ(x, ξ2)φ(x, η2)U(x)dx.
According to Lemma 2.8, F4 is composed of I± and I± where
I±(ξ, η) :=
∫ ∞
0
eix(ξ±η)[1− χ(xξ)][1 − χ(xη)]OC(〈x〉−2−ξ−
1
2 η−
1
2 )dx
with an OC-term of symbol type. This yields |I±(ξ, η)| . 1 and
|∂ξI±(ξ, η)| + |∂ηI±(ξ, η)| . ξ−1 + η−1
as desired.
Next, we study
F5(ξ, η) :=
∫ ∞
0
[1− χ(ξ)]χ(η)χ(xη)φ(x, ξ2)φ(x, η2)U(x)dx.
By Lemma 2.8 this reduces to estimate
I±(ξ, η) :=
∫ ∞
0
e±ixξχ(η)χ(xη)OC(〈x〉−
3
2
−ξ0η0)dx
with an OC-term of symbol type. We obtain |I±(ξ, η)| . 1 and
|∂ξI±(ξ, η)| . ξ−1 + η−1, |∂ηI±(ξ, η)| . η−1 . ξ−1 + η−1.
By symmetry, we have the same bounds for F6(ξ, η) := F5(η, ξ).
By Lemma 2.8, the case
F7(ξ, η) :=
∫ ∞
0
[1− χ(ξ)]χ(η)[1 − χ(xη)]φ(x, ξ2)φ(x, η2)U(x)dx
reduces to the study of
I±(ξ, η) :=
∫ ∞
0
eix(ξ±η)χ(η)[1 − χ(xη)]OC(〈x〉−2−ξ0η−
1
2 )dx
with an OC-term of symbol type. Consequently, we infer |I±(ξ, η)| . 1 and
|∂ξI±(ξ, η)| . ξ−1 + η−1, |∂ηI±(ξ, η)| . η−1 . ξ−1 + η−1
and the same bounds are true for F8(ξ, η) := F7(η, ξ).
Finally, it remains to estimate
F9(ξ, η) :=
∫ ∞
0
[1− χ(ξ)][1 − χ(η)]φ(x, ξ2)φ(x, η2)U(x)dx
which reduces to
I±(ξ, η) :=
∫ ∞
0
eix(ξ±η)OC(〈x〉−2−ξ0η0)dx
where the OC-term behaves like a symbol. We infer
|I±(ξ, η)| . 1, |∂ξI±(ξ, η)| . 1, |∂ηI±(ξ, η)| . 1
and, since F =
∑9
k=1 Fk, this finishes the proof. 
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5.5. Representation as a singular integral operator. Our next goal
is to show that the “off-diagonal part” of B can be realized as a singular
integral operator which is bounded on L2ρ˜(R+). We will make use of the
following result.
Lemma 5.5. Suppose T : D(T ) ⊂ L2(R+)→ L2(R+) is given by
D(T ) := C∞c (0,∞), T f(x) :=
∫ ∞
0
K(x, y)f(y)dy
where the kernel K ∈ L1loc((0,∞) × (0,∞)) satisfies the pointwise bound
|K(x, y)| . min{x−1+δy−δ, x−δy−1+δ}
for all x, y > 0 and some fixed δ ∈ [0, 12). Then T extends to a bounded
operator on L2(R+).
Proof. A naive application of Cauchy-Schwarz leads to logarithmic diver-
gencies and thus, we need to introduce a dyadic decomposition. We set
Ij := [2
j−1, 2j+1], j ∈ Z, and write 1j for the characteristic function of
Ij. Furthermore, we abbreviate L
2 := L2(R+). Now observe that Tf =
1
2
∑
k∈Z T (1kf) and thus,
‖Tf‖2L2 = 12
∑
j∈Z
‖1jTf‖2L2 = 18
∑
j∈Z
∥∥∥∥∥∑
k∈Z
1jT (1kf)
∥∥∥∥∥
2
L2
≤
∑
j∈Z
(∑
k∈Z
‖1jT (1kf)‖L2
)2
.
This yields
‖Tf‖L2 ≤

∑
j∈Z
∣∣∣∣∣∑
k∈Z
‖Tjk‖L2‖1kf‖L2
∣∣∣∣∣
2

1/2
where Tjk has the kernel 1j(x)K(x, y)1k(y). If j ≥ k we use |K(x, y)| .
x−1+δy−δ to conclude
‖Tjk‖2L2 ≤
∫ ∞
0
∫ ∞
0
1j(x)|K(x, y)|21k(y)dydx
. 2j+k22(−1+δ)j2−2δk = 2−(1−2δ)(j−k).
If j < k we use |K(x, y)| . x−δy−1+δ and infer ‖Tjk‖2L2 . 2−(1−2δ)(k−j).
Consequently, we obtain
‖Tf‖L2 .

∑
j∈Z
∣∣∣∣∣∑
k∈Z
2−(
1
2
−δ)|j−k|‖1kf‖L2
∣∣∣∣∣
2

1/2 .
The expression on the right-hand side is the ℓ2(Z)-norm of the convolution of
(2−(
1
2
−δ)|k|)k with (‖1kf‖L2)k and by assumption on δ, (2−(
1
2
−δ)|k|)k belongs
38 ROLAND DONNINGER AND JOACHIM KRIEGER
to ℓ1(Z). Consequently, Young’s inequality yields
‖Tf‖L2 .
(∑
k∈Z
‖1kf‖2L2
)1/2
=
√
2‖f‖L2 .

Proposition 5.6. The singular integral operator
B0f(ξ) := 2
∫ ∞
0
F (ξ, η)
ξ2 − η2 ηρ(η
2)f(η)dη
exists for f ∈ C∞c (0,∞) in the principal value sense and extends to a
bounded operator on L2ρ˜(R+).
Proof. We attach the weight ρ˜ to the kernel and distinguish between diagonal
and off-diagonal behavior. To this end we set7
Bdf(ξ) :=
∫ ∞
0
χ
(
4(ξ − η)2
(ξ + η)2
)
ρ˜(ξ)
1
2
F (ξ, η)
ξ2 − η2 ρ˜(η)
1
2 f(η)dη
Bndf(ξ) :=
∫ ∞
0
[
1− χ
(
4(ξ − η)2
(ξ + η)2
)]
ρ˜(ξ)
1
2
F (ξ, η)
ξ2 − η2 ρ˜(η)
1
2 f(η)dη
and our goal is to prove that Bd and Bnd, initially defined on C
∞
c (0,∞),
extend to bounded operators on L2(R+). We start with the off-diagonal part.
On the support of the cut-off in the definition of Bnd we have |ξ−η| & ξ+η
and thus, from Lemma 5.4 we infer[
1− χ
(
4(ξ − η)2
(ξ + η)2
)] ∣∣∣∣ρ˜(ξ) 12 F (ξ, η)ξ2 − η2 ρ˜(η) 12
∣∣∣∣ . ξ
1
2 η
1
2
ξ2 + η2
.
If ξ ≥ η we have
ξ
1
2 η
1
2
ξ2 + η2
≤ ξ− 32 η 12 ≤ ξ−1 ≤ min{ξ−1, η−1}
and this estimate is symmetric in ξ and η. Consequently, Lemma 5.5 yields
‖Bndf‖L2(R+) . ‖f‖L2(R+).
Thus, it remains to study the diagonal part. To this end we employ a
dyadic covering of the diagonal given by Ij×Ij with Ij = [2j−1, 2j+1], j ∈ Z,
and we write 1j for the characteristic function of Ij . We set
G(ξ, η) := χ
(
4(ξ − η)2
(ξ + η)2
)
ρ˜(ξ)
1
2F (ξ, η)ρ˜(η)
1
2
ξ + η
.
7Bdf is interpreted in the principal value sense.
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With this notation the kernel of Bd equals
G(ξ,η)
ξ−η . Note that G is supported
in
⋃
j∈Z Ij × Ij. Consequently, we have
‖Bdf‖2L2 ≃
∑
j∈Z
‖1jBdf‖2L2 ≃
∑
j∈Z
‖1jBd(1jf)‖2L2
.
∑
j∈Z
‖Bd,j‖2L2‖1jf‖2L2
where Bd,j has the kernel 1j(ξ)
G(ξ,η)
ξ−η 1j(η) and L
2 := L2(R+). Thus, it
suffices to bound the operator norm ‖Bd,j‖L2 , uniformly in j ∈ Z. By
Lemmas 2.7 and 5.4 we have
|G(ξ, η)| . 1, |∂ξG(ξ, η)| . ξ−1, |∂ηG(ξ, η)| . ξ−1
where we used the fact that G(ξ, η) is supported on ξ ≃ η. We write
G(ξ, η) = g(ξ) + (ξ − η)G1(ξ, η)
where g(ξ) := G(ξ, ξ) and G1(ξ, η) := −
∫ 1
0 ∂2G(ξ, ξ + s(η − ξ))ds. We
have the bounds |g(ξ)| . 1 and |G1(ξ, η)| . ξ−1. Hence, we obtain the
decomposition Bd,j = B1,j +B2,j where
B1,jf(ξ) =
∫ ∞
0
1j(ξ)
g(ξ)
ξ − η1j(η)f(η)dη
B2,jf(ξ) =
∫ ∞
0
1j(ξ)G1(ξ, η)1j(η)f(η)dη.
We have 1j(ξ)|G1(ξ, η)|1j(η) . 2−j and thus,
‖B2,j‖2L2 =
∫ ∞
0
∫ ∞
0
1j(ξ)|G1(ξ, η)|21j(η)dηdξ . 1
for all j ∈ Z. Furthermore, we may write B1,jf = πg1jH(1jf) where H is
the Hilbert transform. Consequently, we infer
‖B1,jf‖L2(R+) . ‖g‖L∞(R+)‖H(1jf)‖L2(R) . ‖1jf‖L2(R)
. ‖f‖L2(R+)
and this shows ‖B1,j‖L2 . 1 for all j ∈ Z. 
5.6. The diagonal part. It remains to study the “diagonal part” of B. To
this end we consider the regularization
Bdǫ f(ξ) := 2
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)
∫ ∞
0
χ
(
(ξ−η)2
ǫ2
)
φ(x, η2)f(η)ηρ(η2)dηdx
with the usual cut-off introduced in the proof of Lemma 3.2. We begin with
a preliminary result which will allow us to discard certain contributions to
Bdǫ from the onset.
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Lemma 5.7. Let a ∈ C1(R3) and assume the bounds
|a(ξ, x, η)| . 〈x〉−1, |∂ηa(ξ, x, η)| . 〈x〉−1
for all ξ, x, η ∈ R. For ǫ > 0 define operators S±ǫ on C∞c (R) by
S±ǫ f(ξ) :=
∫
R
eixξ
∫
R
e±ixηχ
(
(ξ−η)2
ǫ2
)
a(ξ, x, η)f(η)dηdx.
Then, for any ξ ∈ R, we have
lim
ǫ→0+
S±ǫ f(ξ) = 0.
Proof. Let f ∈ C∞c (R). First of all, integration by parts with respect to η
yields decay in x and this shows that for any ǫ > 0 and ξ ∈ R, S±ǫ f(ξ) is
well-defined. Furthermore, a change of variables yields
S±ǫ f(ξ) =
∫
R
ei
x
ǫ
(ξ±ξ)Aǫ(ξ, xǫ , η)dx
where
Aǫ(ξ, y, η) :=
∫
R
e±iǫyηχ(η2)a(ξ, y, ξ + ǫη)f(ξ + ǫη)dη.
Clearly, we have |Aǫ(ξ, xǫ , η)| . 〈xǫ 〉−1 and an integration by parts yields
|Aǫ(ξ, xǫ , η)| . 〈xǫ 〉−1|x|−1.
By interpolation we infer |Aǫ(ξ, xǫ , η)| . 〈xǫ 〉−1|x|−
1
2 and thus,
|S±ǫ f(ξ)| .
∫
|x|≤ǫ
dx+ ǫ
∫
|x|>ǫ
|x|− 32dx . ǫ 12 .

Other types of operators we will encounter are handled by the following
lemma.
Lemma 5.8. For ǫ > 0 define operators T±ǫ on C∞c (R) by
T±ǫ f(ξ) :=
∫
R
eixξ
∫
R
e±ixηχ
(
(ξ−η)2
ǫ2
)
f(η)dηdx.
Then we have
lim
ǫ→0+
B−ǫ f(ξ) = 2πf(ξ)
lim
ǫ→0+
B+ǫ f(ξ) =
{
2πf(0), ξ = 0
0, ξ ∈ R\{0} .
Proof. We argue as in the classical proof of Fourier inversion, i.e., we throw in
the convergence factor e−δ
2x2 and exploit the fact that the Fourier transform
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of Gaussians is explicit,
T±ǫ f(ξ) = lim
δ→0+
∫
R
eixξe−δ
2x2
∫
R
e±iηxχ
(
(ξ−η)2
ǫ2
)
f(η)dηdx
= lim
δ→0+
∫
R
∫
R
eix(ξ±η)e−δ
2x2dxχ
(
(ξ−η)2
ǫ2
)
f(η)dη
=
√
π lim
δ→0+
∫
R
1
δ e
− (ξ±η)2
4δ2 χ
(
(ξ−η)2
ǫ2
)
f(η)dη.
Consequently, we infer
T+ǫ f(ξ) =
√
π lim
δ→0+
∫
R
1
δ e
− η2
4δ2 χ
(
(2ξ−η)2
ǫ2
)
f(η − ξ)dη
= 2
√
π lim
δ→0+
∫
R
e−η
2
χ
(
4(ξ−δη)2
ǫ2
)
f(2δη − ξ)dη
= 2πχ
(
4ξ2
ǫ2
)
f(−ξ)
and this yields the claim for T+ǫ . The same calculation shows
T−ǫ f(ξ) = 2πχ(0)f(ξ) = 2πf(ξ).

Lemma 5.9. For any f ∈ C∞c (0,∞), we have
lim
ǫ→0+
Bdǫ f(ξ) = h(ξ)f(ξ), ξ > 0
where h ∈ C∞(0,∞) satisfies ‖h‖L∞(0,∞) . 1 and behaves like a symbol
under differentiation.
Proof. We use the representation
φ(x, ξ2) = a(ξ)f+(x, ξ) + a(ξ)f+(x, ξ)
where a(ξ) = −12 iξ−1W (f+(·, ξ), φ(·, ξ2)). Furthermore, since ξ > 0 is fixed
and f ∈ C∞c (0,∞) is supported away from the origin, only the large fre-
quency asymptotics
f+(x, ξ) = e
ixξ[1 +OC(〈x〉−1ξ−1)]
from Lemma 2.4 are relevant. Consequently, by Lemmas 5.7 and 5.8 the
only nonzero contribution (up to complex conjugates) is given by
Bdǫ,1f(ξ) =
1
2ξa
′(ξ)
∫
R
eixξ
∫
R
a(η)e−ixηχ
(
(ξ−η)2
ǫ2
)
f(η)|η|ρ(η2)dηdx
where we have extended a, f , and ρ from [0,∞) to R as even functions.
Lemma 5.8 yields
lim
ǫ→0+
Bdǫ,1f(ξ) = πξa
′(ξ)a(ξ)ξρ(ξ2)f(ξ), ξ > 0
and from Lemmas 2.7 and 2.8 we have the bound
|ξa′(ξ)a(ξ)ξρ(ξ2)| . 1
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for all ξ > 0. 
As a corollary we finally obtain the desired boundedness of B.
Corollary 5.10. The operator B extends to a bounded operator on L2ρ˜(R+).
Proof. Let f ∈ C∞c (0,∞). For ǫ > 0 we set
Bndǫ f(ξ) :=2
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)
×
∫ ∞
0
[
1− χ
(
(ξ−η)2
ǫ2
)]
φ(x, η2)f(η)ηρ(η2)dη.
Then we have Bf = Bdǫ f + B
nd
ǫ f for all f ∈ C∞c (0,∞) and all ǫ > 0. By
Eq. (5.4) the operator Bndǫ has the kernel
2
[
1− χ
(
(ξ−η)2
ǫ2
)] F (ξ, η)
ξ2 − η2 ηρ(η
2)
and Proposition 5.6 shows that
lim
ǫ→0+
Bndǫ f(ξ) = B0f(ξ)
for any f ∈ C∞c (0,∞) and B0 is bounded on L2ρ˜(R+). Consequently, the
claim follows from Lemma 5.9. 
5.7. Boundedness on weighted spaces. We also need B to be bounded
on weighted L2ρ˜ spaces. As a matter of fact, the diagonal part is not at all
affected by the introduction of a weight. However, for the off-diagonal part
we need more refined estimates for the function F .
Lemma 5.11. Suppose V (2j+1)(0) = 0 for all j ∈ N0. Then the function F
from Lemma 5.3 satisfies the bounds
|F (ξ, η)| ≤ Ck
ξk + ηk
for all ξ, η > 0 with |ξ − η| & ξ + η and all k ∈ N0.
Proof. The assumption on V implies that V and φ(·, ξ2) extend to smooth
even functions on R, for any ξ ≥ 0. As a consequence, the function U(x) =
−2V (x) − xV ′(x) from the definition of F also extends to a smooth even
function on R and we obtain
F (ξ, η) = 12
∫
R
φ(x, ξ2)φ(x, η2)U(x)dx.
If ξ, η ≤ 1 the stated bound follows from Lemma 5.4. Thus, it suffices to
consider the cases ξ ≥ 1 ≥ η and ξ, η ≥ 1. We start with the former and set
F1(ξ, η) :=
∫
R
[1− χ(ξ)]χ(η)χ(|xη|)φ(x, ξ2)φ(x, η2)U(x)dx.
Lemma 2.8 implies |∂xφ(x, η2)| . 〈η〉 for all x, η ≥ 0. Consequently, the
equation
∂2xφ(x, η
2) = V (x)φ(x, η2)− η2φ(x, η2)
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and an induction yields the bounds
|∂kxφ(x, η2)| ≤ Ck〈x〉
1
2
+
for all x ∈ R and 0 < η ≤ 1. By the large frequency asymptotics of φ in
Lemma 2.8 we see that F1 is composed of I and I where
I(ξ, η) =
∫
R
eixξOC(〈x〉0ξ0)[1− χ(ξ)]χ(η)χ(|xη|)φ(x, η2)U(x)dx
and the OC-term behaves like a symbol. Consequently, repeated integration
by parts yields the bounds
|I(ξ, η)| ≤ Ck
ξk
≤ Ck
ξk + 1
≤ Ck
ξk + ηk
for all k ∈ N0.
Next, we consider the case ξ ≥ 1 ≥ η and |xη| ≥ 1, i.e., we set
F2(ξ, η) :=
∫
R
[1− χ(ξ)]χ(η)[1 − χ(|xη|)]φ(x, ξ2)φ(x, η2)U(x)dx.
By Lemma 2.8 it follows that F2 is composed of I± and I± where
I±(ξ, η) =
∫
R
eix(ξ±η)OC(〈x〉
1
2
+ξ0η0)U(x)dx
with an OC-term of symbol type. Consequently, for |ξ − η| & ξ + η we infer
by repeated integration by parts the bounds
|I±(ξ, η)| ≤ Ck
(ξ + η)k
≤ Ck
ξk + ηk
for all k ∈ N0.
Finally, we consider
F3(ξ, η) :=
∫
R
[1− χ(ξ)][1− χ(η)]φ(x, ξ2)φ(x, η2)U(x)dx.
By the large frequency asymptotics of φ from Lemma 2.8 it follows that F3
is composed of I± and I± where
I±(ξ, η) :=
∫
R
eix(ξ±η)OC(〈x〉−2ξ0η0)dx
and the OC-term behaves like a symbol. Thus, repeated integration by parts
in conjunction with the assumption |ξ − η| & ξ + η yields the bound
|I±(ξ, η)| ≤ Ck
(ξ + η)k
≤ Ck
ξk + ηk
.

Lemma 5.12. Let s ∈ R and assume V (2j+1)(0) = 0 for all j ∈ N0. Then
we have the bound
‖〈·〉sBf‖L2ρ˜(R+) . ‖〈·〉
sf‖L2ρ˜(R+)
for all f ∈ C∞c (0,∞).
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Proof. It suffices to prove L2(R+)-boundedness of the operator
B˜ndf(ξ) :=
∫ ∞
0
K˜(ξ, η)f(η)dη
where
K˜(ξ, η) :=
[
1− χ
(
4(ξ − η)2
(ξ + η)2
)]
〈ξ〉sρ˜(ξ) 12 F (ξ, η)
ξ2 − η2 ρ˜(η)
1
2 〈η〉−s,
cf. the proof of Proposition 5.6. In the case ξ, η ≤ 1 we have |K˜(ξ, η)| .
min{ξ−1, η−1}, as in the proof of Proposition 5.6. If 0 < η ≤ 1 ≤ ξ we use
the bound from Lemma 5.11 to conclude
|K˜(ξ, η)| . ξ
s
ξk + ηk
. ξ−1 . η−1
by taking k large enough and we obtain |K˜(ξ, η)| . min{ξ−1, η−1}. The
same bound is true in the case 0 < ξ ≤ 1 ≤ η. Similarly, if ξ, η ≥ 1 we infer
|K˜(ξ, η)| . ξ
sη−s
ξk + ηk
. min{ξ−1, η−1}
by taking k large enough. Consequently, Lemma 5.5 yields the claim. 
The corresponding result on the physical side reads as follows.
Corollary 5.13. Let f ∈ S(R) be even, s ≥ 0, and assume V (2j+1)(0) = 0
for all j ∈ N0. Then the operator E := F−1BF satisfies the bound
‖Ef‖Hs(R+) . ‖f‖Hs(R+).
Proof. By Lemmas 4.2, 5.12, and 4.4 we infer
‖f‖Hs(R+) ≃ ‖〈·〉sFf‖L2ρ˜(R+) & ‖〈·〉
sBFf‖L2ρ˜(R+) ≃ ‖F
−1BFf‖Hs(R+).

5.8. Basic vector field bounds. Now we are ready to prove a first esti-
mate involving the scaling vector field S = t∂t + x∂x. We start with a basic
commutator result.
Lemma 5.14. We have the identities
(t∂t + x∂x)
[
cos(t
√
A)f(x)
]
= cos(t
√
A)
(| · |f ′) (x)
+
[
E, cos(t
√
A)
]
f(x)
(t∂t + x∂x)
[
sin(t
√
A)√
A
g(x)
]
=
sin(t
√
A)√
A
(| · |g′ + g) (x)
+
[
E,
sin(t
√
A)√
A
]
g(x)
where E := F−1BF .
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Proof. We have
F
(
S cos(t
√
A)f
)
(ξ) = (t∂t − ξ∂ξ − 1) [cos(tξ)Ff(ξ)] +BF cos(t
√
A)f(ξ)
and
(t∂t − ξ∂ξ − 1) [cos(tξ)Ff(ξ)] = − cos(tξ)
[
ξ(Ff)′(ξ) + Ff(ξ)]
= cos(tξ)
[F(| · |f ′)(ξ)−BFf(ξ)]
which yields the stated expression for the cosine evolution. For the sine
evolution it suffices to note that
(t∂t − ξ∂ξ − 1)
(
sin(tξ)
ξ
Fg(ξ)
)
= −sin(tξ)
ξ
ξ(Fg)′(ξ).

We need one more commutator estimate. Note carefully the smoothing
effect at small frequencies which requires the nonresonant condition a1 6= 0.
The point is that only if a1 6= 0 we have∫ 1
0
ξ−2ρ˜(ξ)dξ .
∫ 1
0
1
ξ(1 + |a1| log2 ξ)
dξ . 1,
see Lemma 2.7.
Lemma 5.15. Let f ∈ S(R) be even, s ≥ 0, and assume V (2j+1)(0) = 0 for
all j ∈ N0. Furthermore, assume that the constant a1 from Lemma 2.1 is
nonzero. Then the commutator [
√
A,E] satisfies the estimate∥∥∥[√A,E]f∥∥∥
Hs(R+)
. ‖
√
Af‖Hs−1(R+).
Proof. We have
F [
√
A,E]F−1fˆ(ξ) = ξBfˆ(ξ)−B(| · |fˆ)(ξ).
Consequently, F [√A,B]F−1 defines a continuous map from D(J) to D′(J)
and the Schwartz kernel theorem implies that the kernel K˜ of F [√A,B]F−1
is given by K˜ = (π1−π2)K where K is the Schwartz kernel of B, cf. Lemma
5.2. By Eq. (5.4) we see that the kernel K˜ is a function and given by
K˜(ξ, η) = 2
F (ξ, η)
ξ + η
ηρ(η2)
for ξ, η > 0. By Lemmas 5.4 and 5.11 we infer the bound∣∣∣∣∣〈ξ〉s ρ˜(ξ)
1
2F (ξ, η)ρ˜(η)
1
2
ξ + η
η−1〈η〉−s+1
∣∣∣∣∣ . ξ−1ρ˜(ξ) 12 η−1ρ˜(η) 12
for all ξ, η > 0 and by the assumption a1 6= 0, we see that this kernel induces
an operator which is bounded on L2(R+). Consequently, we infer
‖
√
Af‖Hs−1(R+) ≃ ‖〈·〉s−1| · |Ff‖L2ρ˜(R+) & ‖〈·〉
sF [
√
A,E]f‖L2ρ˜(R+)
≃ ‖[
√
A,E]f‖Hs(R+)
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by applying Lemmas 4.2 and 4.4. 
The above considerations lead to the following estimate for the solution
of the wave equation.
Lemma 5.16. Let f, g ∈ S(R) be even and assume V (2j+1)(0) = 0 for
all j ∈ N0. Furthermore, assume that the constant a1 from Lemma 2.1 is
nonzero. Then the solution u of the initial value problem (3.1) satisfies the
bounds
‖∂ℓt∂tSu(t, ·)‖Hk(R+) ≤ Ck,ℓ
(∥∥∥√A (| · |f ′)∥∥∥
Hk+ℓ(R+)
+
∥∥∥√Af∥∥∥
Hk+ℓ(R+)
+ ‖| · |g′‖Hk+ℓ(R+) + ‖g‖Hk+ℓ(R+)
)
for all t ≥ 0 and all k, ℓ ∈ N0.
Proof. By Lemmas 5.14 and 4.5 we obtain
∂t(t∂t + x∂x)[cos(t
√
A)f(x)] = − sin(t
√
A)
√
A
(| · |f ′) (x)
− E sin(t
√
A)
√
Af(x)
+ sin(t
√
A)
√
AEf(x)
and
sin(t
√
A)
√
AEf(x) = sin(t
√
A)E
√
Af(x) + sin(t
√
A)[
√
A,E]f(x).
Similarly, for the sine evolution we infer
∂t(t∂t + x∂x)
[
sin(t
√
A)√
A
g(x)
]
= cos(t
√
A)
(| · |g′ + g) (x)
+ [E, cos(t
√
A)]g(x).
Consequently, Corollary 5.13 and Lemma 5.15 yield the stated bound for
ℓ = 0. The case ℓ ≥ 1 follows accordingly by noting that
‖
√
A
ℓ
f‖Hk(R+) ≃ ‖〈·〉k| · |ℓFf‖L2ρ˜(R+) . ‖〈·〉
k+ℓFf‖L2ρ˜(R+) ≃ ‖f‖Hk+ℓ(R+),
see Lemmas 4.2 and 4.4. 
As usual, the same bounds hold for
√
Au(t, ·).
Lemma 5.17. Under the assumptions of Lemma 5.16, the solution u of the
initial value problem (3.1) satisfies the bounds
‖∂ℓt
√
ASu(t, ·)‖Hk(R+) ≤ Ck,ℓ
(∥∥∥√A (| · |f ′)∥∥∥
Hk+ℓ(R+)
+
∥∥∥√Af∥∥∥
Hk+ℓ(R+)
+ ‖| · |g′‖Hk+ℓ(R+) + ‖g‖Hk+ℓ(R+)
)
for all t ≥ 0 and all k, ℓ ∈ N0.
Proof. Completely analogous to the proof of Lemma 5.16. 
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5.9. Bounds involving the ordinary derivative. In view of nonlinear
applications we would like to substitute the operator
√
A in Lemma 5.17 by
the simpler (but in this context unnatural) ordinary derivative ∇. As before
with the energy bounds, this is not possible within the L2-framework and
we have to require suitable L1-bounds for the data. Only the sine evolution
causes problems in this respect due to the singularity of sin(tξ)ξ at ξ = 0. As a
preparation we need an L∞-bound for the commutator [E,A−1/2 sin(tA1/2)].
The following result should be compared to Remark 3.3.
Lemma 5.18. Let ǫ ∈ (0, 1). Then we have the bound
∥∥∥∥∥〈·〉−ǫ
[
E,
sin(t
√
A)√
A
]
g
∥∥∥∥∥
L∞(R+)
≤ Cǫ ‖g‖L1(R+)
for all t ≥ 0 and all g ∈ S(R+).
Proof. By definition we have E = F−1BF and we recall that
xf ′(x) = −F−1 [| · |(Ff)′] (x)− f(x) + F−1BFf(x).
We obtain
BFf(ξ) = F(| · |f ′)(ξ) + ξ(Ff)′(ξ) + Ff(ξ)
=
∫ ∞
0
φ(x, ξ2)xf ′(x)dx+
∫ ∞
0
ξ∂ξφ(x, ξ
2)f(x)dx+ Ff(ξ)
=
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)f(x)dx
for all f ∈ S(R+). Similarly, we infer
F−1Bfˆ(x) = x
(
F−1fˆ
)′
(x) + F−1
(
| · |fˆ ′
)
(x) + F−1fˆ(x)
=
∫ ∞
0
x∂xφ(x, ξ
2)fˆ(ξ)ρ˜(ξ)dξ +
∫ ∞
0
φ(x, ξ2)ξfˆ ′(ξ)ρ˜(ξ)dξ
+F−1fˆ(x)
=
∫ ∞
0
(x∂x − ξ∂ξ)φ(x, ξ2)fˆ(ξ)ρ˜(ξ)dξ
−
∫ ∞
0
φ(x, ξ2)
ξρ˜′(ξ)
ρ˜(ξ)
fˆ(ξ)ρ˜(ξ)dξ
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for fˆ ∈ S(R+). Consequently, we obtain the explicit representation
E
sin(t
√
A)√
A
g(x) = F−1B
(
sin(t| · |)
| · | Fg
)
(x)
=
∫ ∞
0
sin(tξ)
ξ
[
x∂x − ξ∂ξ − ξρ˜
′(ξ)
ρ˜(ξ)
]
φ(x, ξ2)Fg(ξ)ρ˜(ξ)dξ
= 2
∫ ∞
0
∫ ∞
0
sin(tξ)
[
x∂x − ξ∂ξ − ξρ˜
′(ξ)
ρ˜(ξ)
]
φ(x, ξ2)
× φ(y, ξ2)g(y)dyρ(ξ2)dξ.
By Fubini we infer
E
sin(t
√
A)√
A
g(x) = lim
N→∞
∫ ∞
0
KN (x, y; t)g(y)dy
where
KN (x, y; t) = 2
∫ N
1/N
sin(tξ)
[
x∂x − ξ∂ξ − ξρ˜
′(ξ)
ρ˜(ξ)
]
φ(x, ξ2)φ(y, ξ2)ρ(ξ2)dξ.
Thus, the situation is reminiscent of Lemma 3.2 and by noting that[
x∂x − ξ∂ξ − ξρ˜
′(ξ)
ρ˜(ξ)
]
φ(x, ξ2)
satisfies the same pointwise bounds as φ(x, ξ2), one obtains the estimate∥∥∥∥∥〈·〉−ǫE sin(t
√
A)√
A
g
∥∥∥∥∥
L∞(R+)
. 1ǫ‖g‖L1(R+)
by following the logic of the proof of Lemma 3.2. Analogously, we infer
sin(t
√
A)√
A
Eg(x) = F−1
[
sin(t| · |)
| · | BFg
]
(x)
=
∫ ∞
0
∫ ∞
0
φ(x, ξ2)
sin(tξ)
ξ
(ξ∂ξ − y∂y)φ(y, ξ2)g(y)dyρ˜(ξ)dξ
and this leads to
sin(t
√
A)√
A
Eg(x) = lim
N→∞
∫ ∞
0
K˜N (x, y; t)g(y)dy
with
K˜N (x, y; t) = 2
∫ N
1/N
sin(tξ)φ(x, ξ2)(ξ∂ξ − y∂y)φ(y, ξ2)ρ(ξ2)dξ
which can be treated in the same fashion. 
Based on the commutator bound Lemma 5.18 we can now conclude the
following.
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Lemma 5.19. Under the assumptions of Lemma 5.16 we have the bounds
‖∇Su(t, ·)‖Hk(R+) ≤ Ck
(
‖| · |f ′‖H1+k(R+) + ‖f‖H1+k(R+)
‖| · |g′‖Hk(R+) + ‖g‖Hk(R+)
‖| · |g′‖L1(R+) + ‖g‖L1(R+)
)
for all t ≥ 0 and k ∈ N0.
Proof. We start with the case k = 0. In view of Lemma 5.17 and
‖
√
ASu(t, ·)‖2L2(R+) = ‖∇Su(t, ·)‖2L2(R+) +
∫ ∞
0
V (x)|Su(t, x)|2dx
it suffices to control ‖|V | 12Su(t, ·)‖L2(R+). First, we consider the sine evolu-
tion. By Lemmas 5.14, 5.18, and Remark 3.3 we obtain∥∥∥∥∥|V | 12S sin(t
√
A)√
A
g
∥∥∥∥∥
L2(R+)
≤
∥∥∥〈·〉ǫ|V | 12∥∥∥
L2(R+)
∥∥∥∥∥〈·〉−ǫS sin(t
√
A)√
A
g
∥∥∥∥∥
L∞(R+)
.
∥∥∥∥∥〈·〉−ǫ sin(t
√
A)√
A
(| · |g′ + g)
∥∥∥∥∥
L∞(R+)
+
∥∥∥∥∥〈·〉−ǫ
[
E,
sin(t
√
A)√
A
]
g
∥∥∥∥∥
L∞(R+)
. ‖| · |g′‖L1(R+) + ‖g‖L1(R+).
For the cosine evolution we infer∥∥∥|V | 12S cos(t√A)f∥∥∥
L2(R+)
≤
∥∥∥|V | 12∥∥∥
L∞(R+)
∥∥∥S cos(t√A)f∥∥∥
L2(R+)
.
∥∥∥cos(t√A)(| · |f ′)∥∥∥
L2(R+)
+
∥∥∥[E, cos(t√A)] f∥∥∥
L2(R+)
. ‖| · |f ′‖L2(R+) + ‖f‖L2(R+)
by Lemma 5.14 and Corollary 5.13.
For the case k ≥ 1 we proceed as in the proof of Lemma 4.7 and use the
fact that
∇k∇Su(t, ·) = −∇k−1ASu(t, ·) +∇k−1[V Su(t, ·)].
By induction it suffices to control ∇k−1ASu(t, ·). Applying Lemma 5.14 we
see that we have to bound
∇k−1A cos(t
√
A)(| · |f ′), ∇k−1A[E, cos(t
√
A)]f,
∇k−1
√
A sin(t
√
A)(| · |g′ + g), ∇k−1A
[
E,
sin(t
√
A)√
A
]
g
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in L2(R+). We have∥∥∥A cos(t√A)(| · |f ′)∥∥∥
Hk−1(R+)
≃
∥∥∥〈·〉k−1| · |2 cos(t| · |)F(| · |f ′)∥∥∥
L2ρ˜(R+)
.
∥∥∥〈·〉k+1F(| · |f ′)∥∥∥
L2ρ˜(R+)
≃ ∥∥| · |f ′∥∥
H1+k(R+)
by Lemmas 4.2 and 4.4. Similarly, we obtain∥∥∥√A sin(t√A)(| · |g′)∥∥∥
Hk−1(R+)
.
∥∥| · |g′∥∥
Hk(R+)
and, by using Corollary 5.13,∥∥∥A[E, cos(t√A)]f∥∥∥
Hk−1(R+)
.
∥∥∥[E, cos(t√A)]f∥∥∥
H1+k(R+)
. ‖f‖H1+k(R+).
Finally, for the commutator with the sine evolution we use
A
[
E,
sin(t
√
A)√
A
]
g =
√
A
(√
AE
sin(t
√
A)√
A
g − sin(t
√
A)Eg
)
=
√
A
(
[E, sin(t
√
A)]g + [
√
A,E]
sin(t
√
A)√
A
g
)
and we have ∥∥∥√A[E, sin(t√A)]g∥∥∥
Hk−1(R+)
. ‖g‖Hk(R+).
For the last term we invoke Lemma 5.15 and infer∥∥∥∥∥√A[√A,E] sin(t
√
A)√
A
g
∥∥∥∥∥
Hk−1(R+)
.
∥∥∥∥∥[√A,E] sin(t
√
A)√
A
g
∥∥∥∥∥
Hk(R+)
.
∥∥∥sin(t√A)g∥∥∥
Hk−1(R+)
. ‖g‖Hk−1(R+).

6. Higher order vector field bounds
We generalize our previous results to allow for multiple applications of
the vector field S, i.e., we derive bounds for Smu.
6.1. More commutator estimates. In order to proceed, we need to study
the commutator of E and S. More precisely, we set Df(ξ) := ξf ′(ξ) and
consider the commutator [D,B]. The key result in this respect is the fact
that (ξ∂ξ + η∂η)
mF (ξ, η) satisfies the same bounds as F (ξ, η).
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Lemma 6.1. Suppose V (2j+1)(0) = 0 for all j ∈ N0. Then the functions
Fm(ξ, η) := (ξ∂ξ + η∂η)
mF (ξ, η), m ∈ N0,
with F from Lemma 5.3, satisfy the bounds
|Fm(ξ, η)| ≤ Cm
|∂ξFm(ξ, η)| + |∂ηFm(ξ, η)| ≤ Cm
(
ξ−1〈ξ〉+ η−1〈η〉)
for all ξ, η > 0 and all m ∈ N0. In addition, we have the off-diagonal bounds
|Fm(ξ, η)| ≤ Cm,k
ξk + ηk
for all ξ, η > 0 satisfying |ξ − η| & ξ + η and all k,m ∈ N0.
Proof. As in the proof of Lemma 5.11 we use the representation
F (ξ, η) = 12
∫
R
φ(x, ξ2)φ(x, η2)U(x)dx.
We set
F1(ξ, η) :=
1
2
∫
R
χ(ξ)χ(η)χ(|xξ|)χ(|xη|)φ(x, ξ2)φ(x, η2)U(x)dx.
From Lemma 2.8 we obtain the bounds
|(ξ∂ξ)m[χ(ξ)χ(|xξ|)φ(x, ξ2)]| ≤ Cm〈x〉
1
2
+
|∂ξ(ξ∂ξ)m[χ(ξ)χ(|xξ|)φ(x, ξ2)]| ≤ Cm〈x〉
1
2
+ξ−1
and thus,
|(ξ∂ξ + η∂η)mF1(ξ, η)| ≤ Cm
|∂ξ(ξ∂ξ + η∂η)mF1(ξ, η)| + |∂η(ξ∂ξ + η∂η)mF1(ξ, η)| ≤ Cm
(
ξ−1〈ξ〉+ η−1〈η〉)
since |U(x)| . 〈x〉−2−α.
Next, we consider
F2(ξ, η) :=
1
2
∫
R
χ(ξ)χ(η)[1 − χ(|xξ|)]χ(|xη|)φ(x, ξ2)φ(x, η2)U(x)dx.
Observe that ξ∂ξe
ixξ = x∂xe
ixξ and thus,
ξ∂ξ
∫
R
eixξOC(〈x〉−1−ξ0η0)dx =
∫
R
eixξOC(〈x〉−1−ξ0η0)dx
by integration by parts, provided the OC-term is of symbol type. Note that,
by Lemma 2.8, we have
|χ(η)χ(|xη|)∂xφ(x, η2)| . 〈x〉−
1
2
+
and thus, the equation
∂2xφ(x, η
2) = V (x)φ(x, η2)− η2φ(x, η2)
yields inductively the bounds
|χ(η)χ(|xη|)∂kxφ(x, η2)| ≤ Ck〈x〉
1
2
−k+
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for all k ∈ N0 since |χ(η)χ(|xη|)η2 | . 〈x〉−2. It follows that
χ(η)χ(|xη|)φ(x, η2) = χ(η)χ(|xη|)O(〈x〉 12+η0)
where the O-term behaves like a symbol. Consequently, we see that (ξ∂ξ +
η∂η)
mF2(ξ, η) is composed of terms of the form
I±(ξ, η) =
∫
R
e±ixξχ(ξ)χ(η)[1 − χ(|xξ|)]χ(|xη|)OC(〈x〉−1−ξ0η0)dx
and the corresponding bounds follow as in the proof of Lemma 5.4. By
symmetry, the function F3(ξ, η) := F2(η, ξ) can be treated analogously.
We continue with
F4(ξ, η) :=
1
2
∫
R
χ(ξ)χ(η)[1 − χ(|xξ|)][1 − χ(|xη|)]φ(x, ξ2)φ(x, η2)U(x)dx.
Here we use the observation that (ξ∂ξ+η∂η)e
ix(ξ±η) = x∂xeix(ξ±η) and hence,
(ξ∂ξ + η∂η)
∫
R
eix(ξ±η)OC(〈x〉−1−ξ0η0)dx =
∫
R
eix(ξ±η)OC(〈x〉−1−ξ0η0)dx
provided the OC-term is of symbol type. Consequently, Lemma 2.8 shows
that (ξ∂ξ − η∂η)mF4(ξ, η) is composed of terms I± and I± where
I±(ξ, η) =
∫
R
eix(ξ±η)[1− χ(|xξ|)][1 − χ(|xη|)]OC(〈x〉−2−ξ−
1
2 η−
1
2 )dx
where the OC-term behaves like a symbol. Thus, the corresponding bounds
follow as in the proof of Lemma 5.4.
The next contribution we study is
F5(ξ, η) :=
1
2
∫
R
[1− χ(ξ)]χ(η)χ(|xη|)φ(x, ξ2)φ(x, η2)U(x)dx.
As above, by using ξ∂ξe
ixξ = x∂xe
ixξ, we infer that (ξ∂ξ + η∂η)
mF4(ξ, η) is
composed of terms of the form
I±(ξ, η) =
∫
R
e±ixξχ(η)χ(|xη|)OC(〈x〉−
3
2
−ξ0η0)dx
with an OC-term of symbol type and the desired bounds follow from the
proof of Lemma 5.4. In addition, by repeated integrations by parts we
obtain
|I(ξ, η)| ≤ Ckξ−k ≤ Ck
ξk + ηk
for all k ∈ N0. The same bounds can be concluded for the function F6(ξ, η) :=
F5(η, ξ) by symmetry.
Next, we consider
F7(ξ, η) :=
1
2
∫
R
[1− χ(ξ)]χ(η)[1 − χ(|xη|)]φ(x, ξ2)φ(x, η2)U(x)dx.
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As before, by (ξ∂ξ + η∂η)e
ix(ξ±η) = x∂xeix(ξ±η), integration by parts, and
Lemma 2.8 we see that (ξ∂ξ+η∂η)
mF7(ξ, η) is composed of I± and I± where
I±(ξ, η) =
∫
R
eix(ξ±η)χ(η)[1 − χ(xη)]OC(〈x〉−2−ξ0η−
1
2 )dx
with an OC-term of symbol type. Consequently, the respective bounds follow
as in the proofs of Lemmas 5.4 and 5.11. The same is true for F8(ξ, η) :=
F7(η, ξ).
The final contribution
F9(ξ, η) :=
1
2
∫
R
[1− χ(ξ)][1− χ(η)]φ(x, ξ2)φ(x, η2)U(x)dx
is handled analogously. 
Lemma 6.1 allows us to obtain the following commutator estimate.
Lemma 6.2. Let s ∈ R and assume V (2j+1)(0) = 0 for all j ∈ N0. Then
we have the bound
‖〈·〉s[D,B]f‖L2ρ˜(R+) . ‖〈·〉
sf‖L2ρ˜(R+)
for all f ∈ C∞c (0,∞).
Proof. For the diagonal part B∆f := hf (see Lemma 5.9) it suffices to note
that
[D,B∆]f = D(hf)− hDf = Dhf
and Dh ∈ C∞(0,∞), ‖Dh‖L∞(0,∞) . 1 by Lemma 5.9. Thus, only the off-
diagonal part requires work and it suffices to consider the singular integral
operator B0 with kernel K(ξ, η) =
F (ξ,η)
ξ2−η2 ρ˜(η) from Proposition 5.6. Let
f ∈ C∞c (0,∞). An integration by parts and the identity
(ξ∂ξ + η∂η)
1
ξ2 − η2 = −
2
ξ2 − η2
yield
[D,B0]f(ξ) =
∫ ∞
0
ξ∂ξK(ξ, η)f(η)dη −
∫ ∞
0
K(ξ, η)ηf ′(η)dη
=
∫ ∞
0
(ξ∂ξ + η∂η)K(ξ, η)f(η)dη +B0f(ξ)
=
∫ ∞
0
(ξ∂ξ + η∂η)[F (ξ, η)ρ˜(η)]
ξ2 − η2 f(η)dη −B0f(ξ).
Since ρ˜(η) behaves like a symbol, it follows that η∂ηρ˜(η) satisfies the same
bounds as ρ˜(η). Consequently, Lemma 6.1 shows that the operator [D,B0]
has the same type of kernel as B0 and the claim follows from Proposition
5.6 and Lemma 5.12. 
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Lemma 6.2 is easily generalized to cover iterated commutators [D, [D,B]],
[D, [D, [D,B]]], etc. To this end, it is convenient to introduce the notation
ad0D(B) := B, ad
m
D(B) := [D, ad
m−1
D (B)], m ∈ N.
Lemma 6.3. Under the assumptions of Lemma 6.2 we have the bound
‖〈·〉sadmD(B)f‖L2ρ˜(R+) ≤ Cm‖〈·〉
sf‖L2ρ˜(R+)
for all f ∈ C∞c (0,∞) and all m ∈ N0
Proof. The claim is proved inductively by following the reasoning in the
proof of Lemma 6.2. 
Finally, we also need the analogue of Lemma 5.15 for admD(B).
Lemma 6.4. For m ∈ N0 set Em := F−1admD(B)F . Then, under the
assumptions of Lemma 5.15, we have the bound∥∥∥[√A,Em]f∥∥∥
Hs(R+)
≤ Cm
∥∥∥√Af∥∥∥
Hs−1(R+)
for all m ∈ N0.
Proof. Since E and Em have the same type of kernel, the proof of Lemma
5.15 can be copied verbatim upon replacing E by Em. 
6.2. Higher order vector field bounds. Based on Lemmas 6.3 and 6.4
one can now follow the reasoning in Section 5 to prove generalizations of
Lemmas 5.16 and 5.17 for Smu. Indeed, by repeated application of the
operator S to cos(t
√
A)f and sin(t
√
A)√
A
g, we obtain expressions similar to the
ones stated in Lemma 5.14 with commutators and iterated commutators of
Em and the evolution operators as error terms, e.g.
S2
sin(t
√
A)√
A
g =
sin(t
√
A)√
A
(D2g + 2Dg + g)
+ 2
[
E,
sin(t
√
A)√
A
]
(Dg + g) +
[
E1,
sin(t
√
A)√
A
]
g
+
[
E,
[
E,
sin(t
√
A)√
A
]]
g
where, as before, Dg(x) = xg′(x).
Lemma 6.5. Under the assumptions of Lemma 5.16 we have the bound∥∥∥∂ℓt∂tSmu(t, ·)∥∥∥
Hk(R+)
≤ Ck,ℓ,m
m∑
j=0
[
‖
√
ADjf‖Hk+ℓ(R+) + ‖Djg‖Hk+ℓ(R+)
]
for all t ≥ 0 and k, ℓ,m ∈ N0. In addition, the same bounds hold for
‖∂ℓt
√
ASmu(t, ·)‖Hk(R+).
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The bounds involving the ordinary derivative ∇ instead of √A also carry
over to Smu. However, we do not study this systematically but restrict
ourselves to the case m = 2.
Lemma 6.6. Under the assumptions of Lemma 5.16 we have the bound
∥∥∇S2u(t, ·)∥∥
Hk(R+)
≤ Ck
2∑
j=0
[
‖Djf‖H1+k(R+) + ‖Djg‖Hk(R+)
+ ‖Djg‖L1(R+)
]
for all t ≥ 0 and k ∈ N0.
Proof. Following the logic in the proof of Lemma 5.19, we see by Lemma
5.14 that it suffices to establish the bound∥∥∥∥∥〈·〉−1S
[
E,
sin(t
√
A)√
A
]
g
∥∥∥∥∥
L2(R+)
.
2∑
j=0
‖Djg‖L1(R+).
Recall that E = F−1BF and
BFf(ξ) =
∫ ∞
0
(ξ∂ξ − x∂x)φ(x, ξ2)f(x)dx.
Consequently, we infer the explicit expression
〈x〉−1S sin(t
√
A)√
A
Eg(x) =〈x〉−1(t∂t + x∂x)
∫ ∞
0
φ(x, ξ2)ρ˜(ξ)
sin(tξ)
ξ∫ ∞
0
(ξ∂ξ − y∂y)φ(y, ξ2)g(y)dydξ
and we want to place this in L2(R+). As always, one has to distinguish be-
tween small and large ξ and oscillatory and nonoscillatory regimes. In the
nonoscillatory case the operator (t∂t + x∂x) is harmless since t∂t sin(tξ) =
ξ∂ξ sin(tξ) and the stated bound follows immediately. If φ(y, ξ
2) oscillates,
one picks up a factor y from the integration by parts with respect to ξ
but this weight can be transferred to g (leading to Dg) by means of an-
other integration by parts with respect to y. If φ(x, ξ2) oscillates one may
apply the same argument by using the identity (t∂t + x∂x)[e
ixξ sin(tξ)] =
ξ∂ξ[e
ixξ sin(tξ)]. For the large frequency case we note that
(ξ∂ξ − y∂y)φ(y, ξ2) = OC(〈ξ〉−1)
and the stated bound follows by means of two integrations by parts (one
with respect to ξ and one with respect to y). The operator SE sin(t
√
A)√
A
is
handled analogously by noting that
E
sin(t
√
A)√
A
g(x) =
∫ ∞
0
[
x∂x − ξ∂ξ − ξρ˜
′(ξ)
ρ˜(ξ)
]
φ(x, ξ2)ρ˜(ξ)
sin(tξ)
ξ
×
∫ ∞
0
φ(y, ξ2)g(y)dydξ,
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cf. the proof of Lemma 5.18. 
6.3. The inhomogeneous problem. We conclude this section by consid-
ering the inhomogeneous problem{
∂2t u(t, ·) +Au(t, ·) = f(t, ·), t ≥ 0
u(t0, ·) = ∂tu(t, ·)|t=0 = 0 (6.1)
where f : [0,∞) × R+ → R is prescribed. By Duhamel’s principle, the
solution to Eq. (6.1) is given by
u(t, ·) =
∫ t
0
sin((t− s)√A)√
A
f(s, ·)ds (6.2)
and the dispersive and energy bounds for the sine evolution from Sections
3 and 4 can be directly applied to derive corresponding bounds for the
solution of Eq. (6.1). We leave this to the reader. However, the vector field
bounds require some modifications because for the inhomogeneous problem,
the right-hand sides of the corresponding estimates will depend on time.
Thus, we need to understand the action of the vector field S on the Duhamel
formula.
Lemma 6.7. Let u be the solution of Eq. (6.1) given by the Duhamel formula
Eq. (6.2). Then we have
Su(t, ·) =
∫ t
0
sin((t− s)√A)√
A
Sf(s, ·)ds + 2u(t, ·)
+
∫ t
0
[
E,
sin((t− s)√A)√
A
]
f(s, ·)ds
for f ∈ S([0,∞) × R+).
Proof. We have
FSu(t, ·)(ξ) =(t∂t − ξ∂ξ − 1)
∫ t
0
sin((t− s)ξ)
ξ
Ff(s, ·)(ξ)ds +BFu(t, ·)(ξ).
Since
ξ∂ξ
sin((t− s)ξ)
ξ
= (t− s) cos((t− s)ξ)− sin((t− s)ξ)
ξ
and
t∂t
∫ t
0
sin((t− s)ξ)
ξ
Ff(s, ·)(ξ)ds =
∫ t
0
t cos((t− s)ξ)Ff(s, ·)(ξ)ds,
we obtain
FSu(t, ·)(ξ) =
∫ t
0
s cos((t− s)ξ)Ff(s, ·)(ξ)ds
−
∫ t
0
sin((t− s)ξ)
ξ
ξ∂ξFf(s, ·)(ξ)ds +BFu(t, ·)(ξ).
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Consequently, an integration by parts yields
FSu(t, ·)(ξ) =
∫ t
0
sin((t− s)ξ)
ξ
(s∂s − ξ∂ξ − 1)Ff(s, ·)(ξ)ds
+ 2Fu(t, ·)(ξ) +BFu(t, ·)(ξ)
and the claim follows. 
Analogous expressions hold for Smu and we arrive at the desired estimate
where we assume, for notational convenience, that ∂ℓt f(t, ·)|t=0 = 0 for all
ℓ ∈ N0.
Lemma 6.8. Let f ∈ S([0,∞) × R) with f(t, ·) even for any t ≥ 0 and
∂ℓtf(t, ·)|t=0 = 0 for all ℓ ∈ N0. Furthermore, suppose that V (2j+1)(0) = 0
for all j ∈ N0 and assume that the constant a1 from Lemma 2.1 is nonzero.
Then the solution u of Eq. (6.1) satisfies the bounds
∥∥∥∂ℓt∂tSmu(t, ·)∥∥∥
Hk(R+)
≤ Ck,ℓ,m
m∑
j=0
∫ t
0
∥∥∥∂ℓsSjf(s, ·)∥∥∥
Hk(R+)
ds
for all t ≥ 0 and k, ℓ,m ∈ N0. In addition, the same bounds hold for
‖∂ℓt
√
ASmu(t, ·)‖Hk(R+).
As before, one may also obtain bounds on ‖∇S2u(t, ·)‖Hk(R+) by requiring
corresponding L1-bounds on the source function f . To be more precise, we
have the following estimate.
Lemma 6.9. Under the assumptions of Lemma 6.8 we have the bounds
‖∇Smu(t, ·)‖Hk(R+) ≤ Ck
m∑
j=0
∫ t
0
∥∥Sjf(s, ·)∥∥
Hk(R+)∩L1(R+) ds
for all t ≥ 0, k ∈ N0, and m ∈ {0, 1, 2}.
7. Local energy decay
Next, we prove Theorem 1.9. For simplicity we first consider the case
m = 0.
7.1. Basic local energy decay.
Lemma 7.1. Assume that V satisfies Hypothesis B. Then we have the
bound ∥∥∥〈x〉− 12−∂ℓteit√Af(x)∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,ℓ ‖f‖Hk+ℓ(R+)
for all k, ℓ ∈ N0 and all f ∈ S(R) even.
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Proof. We distinguish between low and high frequencies and start with the
former. By Lemma 4.2 we infer
‖χ(A)f‖Hk(R+) ≃
∥∥∥〈·〉kF (χ(A)f)∥∥∥
L2ρ˜(R+)
. ‖F(χ(A)f)‖L2ρ˜(R+)
≃ ‖χ(A)f‖L2(R+)
and thus, for low frequencies it suffices to consider the case k = ℓ = 0. We
have the representation
eit
√
Af(x) =
∫ ∞
0
∫ ∞
0
eitξφ(x, ξ2)φ(y, ξ2)ρ˜(ξ)f(y)dydξ
and we decompose the integral as
A1(t, x) :=
∫ ∞
0
∫ ∞
0
χ(ξ)χ(xξ)χ(yξ)eitξφ(x, ξ2)φ(y, ξ2)ρ˜(ξ)f(y)dydξ
A2(t, x) :=
∫ ∞
0
∫ ∞
0
χ(ξ)[1− χ(xξ)]χ(yξ)
× eitξφ(x, ξ2)φ(y, ξ2)ρ˜(ξ)f(y)dydξ
A3(t, x) :=
∫ ∞
0
∫ ∞
0
χ(ξ)χ(xξ)[1 − χ(yξ)]
× eitξφ(x, ξ2)φ(y, ξ2)ρ˜(ξ)f(y)dydξ
A4(t, x) :=
∫ ∞
0
∫ ∞
0
χ(ξ)[1− χ(xξ)][1 − χ(yξ)]
× eitξφ(x, ξ2)φ(y, ξ2)ρ˜(ξ)f(y)dydξ.
From Lemmas 2.7, 2.8, Corollary 2.9, and ρ˜(ξ) = 2ξρ(ξ2) we infer
A1(t, x) =
∫ ∞
0
∫ ∞
0
χ(ξ)χ(xξ)χ(yξ)eitξO(〈x〉 12 ξ)O(〈y〉 12 ξ0)f(y)dydξ (7.1)
where all O-terms behave like symbols. Cauchy-Schwarz yields
χ(ξ)
∫ ∞
0
χ(yξ)O(〈y〉 12 ξ0)f(y)dy = O(ξ−1)‖f‖L2(R+)
with an O-term of symbol type and thus,
A1(t, x) = ‖f‖L2(R+)
∫ ∞
0
χ(ξ)χ(xξ)eitξO(〈x〉 12 ξ0)dξ
= O(t0〈x〉− 12 )‖f‖L2(R+).
On the other hand, Lemma 3.1 yields A1(t, x) = O(〈t〉−1〈x〉 12 )‖f‖L2(R+) and
by interpolation we infer |A1(t, x)| . 〈t〉− 12−〈x〉0+‖f‖L2(R+) which implies
‖〈x〉− 12−A1(t, x)‖L2t (R+)L2x(R+) . ‖f‖L2(R+).
We continue with A2. Here we use
χ(ξ)[1− χ(xξ)]χ(yξ)φ(x, ξ2)φ(y, ξ2)ρ˜(ξ) = ξ 12 〈y〉 12Re [eixξOC(x0ξ0)]
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and thus, it suffices to control
A˜2(t, x) :=
∫ ∞
0
∫ ∞
0
χ(ξ)[1− χ(xξ)]χ(yξ)eiξ(t±x)OC(〈y〉
1
2 ξ
1
2 )f(y)dydξ
with an OC-term of symbol type. As before, by Cauchy-Schwarz, we infer
A˜2(t, x) = ‖f‖L2(R+)
∫ ∞
0
χ(ξ)[1 − χ(xξ)]eiξ(t±x)OC(x0ξ−
1
2 )dξ
= ‖f‖L2(R+)
∫ ∞
0
χ(ξ)[1 − χ(xξ)]eiξ(t±x)OC(〈x〉0+ξ−
1
2
+)dξ
and Lemma 3.1 yields the bound
|A˜2(t, x)| . 〈t± x〉−
1
2
−〈x〉0+‖f‖L2(R+).
Consequently, by using the fact that ‖〈t ± x〉− 12−〈x〉− 12−‖L2t (R)L2x(R) . 1 (a
simple consequence of Tonelli’s theorem) we find
‖〈x〉− 12−A˜2(t, x)‖L2t (R+)L2x(R+) . ‖f‖L2(R+)
as desired.
For A3 it suffices to consider
A˜3(t, x) =
∫ ∞
0
∫ ∞
0
χ(ξ)χ(xξ)[1− χ(yξ)]eiξ(t±y)OC(〈x〉
1
2 y0ξ
1
2 )f(y)dydξ
=
∫ ∞
0
∫ ∞
0
χ(ξ)χ(xξ)[1− χ(yξ)]eiξ(t±y)OC(〈x〉0+y0ξ0+)dξ︸ ︷︷ ︸
=:I(t,x,y)
f(y)dy
where we have applied Fubini to interchange the order of integration. From
Lemma 3.1 we obtain the bound |I(t, x, y)| . 〈x〉0+〈t± y〉−1− and thus,
|A˜3(t, x)| . 〈x〉0+
∫
R
〈t± y〉−1−|f(y)|dy
= 〈x〉0+
∫
R
〈y〉−1−|f(y ∓ t)|dy.
Consequently, Minkowski’s integral inequality implies
‖A˜3(t, x)‖L2t (R+) . 〈x〉
0+
∥∥∥∥
∫
R
〈y〉−1−|f(y ∓ t)|dy
∥∥∥∥
L2t (R)
≤ 〈x〉0+
∫
R
∥∥〈y〉−1−f(y ∓ t)∥∥
L2t (R)
dy
. 〈x〉0+‖f‖L2(R) ≃ 〈x〉0+‖f‖L2(R+)
and by Fubini we obtain
‖〈x〉− 12−A˜3(t, x)‖L2t (R+)L2x(R+) = ‖〈x〉
− 1
2
−A˜3(t, x)‖L2x(R+)L2t (R+)
. ‖〈·〉− 12−‖L2(R+)‖f‖L2(R+).
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For A4 we have to control expressions of the form
A˜4(t, x) =
∫ ∞
0
∫ ∞
0
χ(ξ)[1− χ(xξ)][1 − χ(yξ)]
× eiξ(t±x±y)OC(x0y0ξ0)f(y)dydξ
=
∫ ∞
0
J(t, x, y)f(y)dy
where
J(t, x, y) :=
∫ ∞
0
χ(ξ)[1− χ(xξ)][1 − χ(yξ)]eiξ(t±x±y)OC(x0+y0ξ0+)dξ
and all OC-terms are of symbol type. As before, by Lemma 3.1, we infer the
bound
|J(t, x, y)| . 〈x〉0+〈t± x± y〉−1−
and this yields
|A˜4(t, x)| . 〈x〉0+
∫
R
〈t± x± y〉−1−|f(y)|dy
= 〈x〉0+
∫
R
〈y〉−1−|f(y ∓ t∓ x)|dy.
Thus, Minkowski’s inequality implies
‖A4(t, x)‖L2t (R+) . 〈x〉
0+
∫
R
〈y〉−1− ‖f(y ∓ t∓ x)‖L2t (R) dy
. 〈x〉0+‖f‖L2(R+)
and by Fubini we arrive at the desired
‖〈x〉− 12−A˜4(t, x)‖L2t (R+)L2x(R+) . ‖f‖L2(R+).
This completes the proof for the low-frequency case.
For high frequencies we have to deal with integrals of the form
B(t, x) : =
∫ ∞
0
[1− χ(ξ)]eitξe±ixξOC(x0ξ0)
×
∫ ∞
0
e±iyξ [1 +OC(〈y〉−1ξ−1)]f(y)dydξ
= B1(t, x) +B2(t, x)
where
B1(t, x) :=
∫ ∞
0
[1− χ(ξ)]eitξe±ixξOC(x0ξ0)
∫ ∞
0
e±iyξf(y)dydξ
B2(t, x) :=
∫ ∞
0
[1− χ(ξ)]eitξe±ixξOC(x0ξ0)
×
∫ ∞
0
OC(〈y〉−1ξ−1)e±iyξf(y)dydξ.
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By Plancherel’s theorem we find
‖B1(t, x)‖L2t (R+) . ‖F1(1[0,∞)f)‖L2(R) ≃ ‖f‖L2(R+)
and Fubini yields
‖〈x〉− 12−B1(t, x)‖L2t (R+)L2x(R+) . ‖〈·〉
− 1
2
−‖L2(R+)‖f‖L2(R+) . ‖f‖L2(R+).
For B2 we simply apply Cauchy-Schwarz to obtain
B2(t, x) = ‖f‖L2(R+)
∫ ∞
0
[1− χ(ξ)]eitξOC(x0ξ−1)dξ
and as before, by Plancherel and Fubini, we infer∥∥∥〈x〉− 12−B2(t, x)∥∥∥
L2t (R+)L
2
x(R+)
. ‖f‖L2(R+).
This completes the proof for k = ℓ = 0. If k+ ℓ ≥ 1 we obtain an additional
weight O(ξk+ℓ) and Lemma 4.2 yields the stated bound. 
Lemma 7.2. Under the assumptions of Lemma 7.1 we have the bounds∥∥∥∥∥〈x〉−1 sin(t
√
A)√
A
g(x)
∥∥∥∥∥
L2t (R+)L
2
x(R+)
≤ C
∥∥∥〈·〉 12+g∥∥∥
L2(R+)∥∥∥∥∥〈x〉−1 sin(t
√
A)√
A
g(x)
∥∥∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck
∥∥∥〈·〉 12+g∥∥∥
Hk−1(R+)
for all k ∈ N and all g ∈ S(R) even.
Proof. Compared to the situation in the proof of Lemma 7.1, we are missing
a factor ξ now. However, this is exactly compensated by the additional
weights and the result for the low-frequency case follows from the proof of
Lemma 7.1 by inspection. For high frequencies the sine evolution here is
better by a factor of ξ−1 than the exponential considered in Lemma 7.1 and
the stated result follows. 
7.2. Bounds involving the scaling vector field. Next, we consider the
estimate involving the scaling vector field S = t∂t + x∂x. To this end, it is
useful to introduce the operator S˜, defined by
F
(
S˜u(t, ·)
)
(ξ) = (t∂t − ξ∂ξ)F(u(t, ·))(ξ).
Furthermore, from Corollary 5.13 it follows that S−S˜ is bounded onHk(R+)
for any k ∈ N0. Note also that
S˜eit
√
Af = eit
√
AS˜f.
Lemma 7.3. Suppose the potential V satisfies Hypothesis B. Furthermore,
set Df(x) := xf ′(x). Then we have the bound∥∥∥〈x〉− 12−∂ℓtSmeit√Af(x)∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,ℓ,m
m∑
j=0
‖Djf‖Hk+ℓ(R+)
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for all k, ℓ,m ∈ N0 and f ∈ S(R) even.
Proof. We start with m = 1 and decompose as S = S˜ + (S − S˜). Conse-
quently, we infer
Seit
√
Af = eit
√
AS˜f + (S − S˜)eit
√
Af
= eit
√
ASf + eit
√
A(S˜ − S)f + (S − S˜)eit
√
Af
and Lemma 7.1 and Corollary 5.13 yield∥∥∥〈x〉− 12−∂ℓteit√ASf(x)∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,ℓ‖Sf‖Hk+ℓ(R+) = ‖Df‖Hk+ℓ(R+)
as well as∥∥∥〈x〉− 12−∂ℓteit√A(S˜ − S)f(x)∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,ℓ‖(S˜ − S)f‖Hk+ℓ(R+)
≤ Ck,ℓ‖f‖Hk+ℓ(R+).
It remains to bound the term (S˜ − S)eit
√
Af . To this end we use
S˜eit
√
Af(x) =
∫ ∞
0
φ(x, ξ2)ρ˜(ξ)(t∂t − ξ∂ξ)[eitξFf(ξ)]dξ
=
∫ ∞
0
φ(x, ξ2)ρ˜(ξ)eitξ(−ξ∂ξ)Ff(ξ)dξ
=
∫ ∞
0
[
ξ∂ξ +
ξρ˜′(ξ)
ρ˜(ξ)
]
φ(x, ξ2)eitξFf(ξ)ρ˜(ξ)dξ
+
∫ ∞
0
φ(x, ξ2)ξ∂ξe
itξFf(ξ)ρ˜(ξ)dξ + eit
√
Af(x)
which yields the representation
(S˜ − S)eit
√
Af(x) =
∫ ∞
0
[
ξ∂ξ − x∂x + ξρ˜
′(ξ)
ρ˜(ξ)
]
φ(x, ξ2)eitξFf(ξ)ρ˜(ξ)dξ
+
∫ ∞
0
φ(x, ξ2) (ξ∂ξ − t∂t)eitξ︸ ︷︷ ︸
=0
Ff(ξ)ρ˜(ξ)dξ + eit
√
Af(x).
Note that the function [ξ∂ξ − x∂x + ξρ˜
′(ξ)
ρ˜(ξ) ]φ(x, ξ
2) satisfies the same bounds
as φ(x, ξ2) and thus, by copying verbatim the proof of Lemma 7.1, we find
the desired∥∥∥〈x〉− 12−∂ℓt (S˜ − S)eit√Af(x)∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,ℓ‖f‖Hk+ℓ(R+).
The general result for arbitrary m ∈ N0 follows inductively. 
We conclude the proof of Theorem 1.9 by the following estimates for the
sine evolution.
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Lemma 7.4. Suppose the potential V satisfies Hypothesis B. Then, with
Dg(x) := xg′(x), we have the bounds∥∥∥∥∥〈x〉−1Sm sin(t
√
A)√
A
g(x)
∥∥∥∥∥
L2t (R+)L
2
x(R+)
≤ Cm
m∑
j=0
∥∥∥〈·〉 12+Djg∥∥∥
L2(R+)∥∥∥∥∥〈x〉−1Sm sin(t
√
A)√
A
g(x)
∥∥∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,m
m∑
j=0
∥∥∥〈·〉 12+Djg∥∥∥
Hk−1(R+)
for all k,m ∈ N and all g ∈ S(R) even.
Proof. We start with the case m = 1. As before, we write S = S˜ + (S − S˜)
and note that
S˜
sin(t
√
A)√
A
g =
sin(t
√
A)√
A
S˜g +
sin(t
√
A)√
A
g
=
sin(t
√
A)√
A
Sg +
sin(
√
A)√
A
(S˜ − S)g + sin(t
√
A)√
A
g.
The terms
sin(t
√
A)√
A
Sg, (S − S˜)sin(t
√
A)√
A
are treated as in the proof of Lemma 7.3. Consequently, it suffices to control∥∥∥∥∥〈x〉−1∂ℓt sin(t
√
A)√
A
(S − S˜)g(x)
∥∥∥∥∥
L2t (R+)H
k
x (R+)
.
Note that
F
[
(S − S˜)g
]
(ξ) =
∫ ∞
0
φ(y, ξ2)y∂yg(y)dy + ξ∂ξ
∫ ∞
0
φ(y, ξ2)g(y)dy
=
∫ ∞
0
(ξ∂ξ − y∂y)φ(y, ξ2)g(y)dy + Fg(ξ)
and thus, we have the representation
sin(t
√
A)√
A
(S − S˜)g(x) =
∫ ∞
0
∫ ∞
0
φ(x, ξ2)(ξ∂ξ − y∂y)φ(y, ξ2)sin(tξ)
ξ
× g(y)dyρ˜(ξ)dξ + sin(t
√
A)√
A
g(x).
Since (ξ∂ξ−y∂y)φ(y, ξ2) satisfies the same bounds as φ(y, ξ2), we may apply
the logic from the proof of Lemma 7.2 to bound this term.
The statement for general m ∈ N0 is proved inductively. 
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7.3. The inhomogeneous case. We conclude this section by proving sim-
ilar estimates for the solution of the inhomogeneous problem{
∂2t u(t, x)− ∂2xu(t, x) + V (x)u(t, x) = f˜(t, x), t ≥ 0
u(0, ·) = ∂tu(t, ·)|t=0 = 0
given by the Duhamel formula
u(t, ·) =
∫ t
0
sin((t− s)√A)√
A
f˜(s, ·)ds
where f˜(t, ·) = ∇f(t, ·) or f˜(t, ·) = ∂tf(t, ·). These bounds are used in [23].
Lemma 7.5. Suppose V satisfies Hypothesis B and let f ∈ S([0,∞) × R).
Furthermore, assume that f(t, ·) is odd for any t ≥ 0 and suppose that
∂ℓtf(t, ·)|t=0 = 0 for all ℓ ∈ N0. Then we have the bound∥∥∥∥∥〈x〉− 12−∂ℓtSm
∫ t
0
sin((t− s)√A)√
A
∇f(s, ·)(x)ds
∥∥∥∥∥
L2t (R+)H
k
x (R+)
≤ Ck,ℓ,m
m∑
j=0
∥∥∥∂ℓtSjf(t, x)∥∥∥
L1t (R+)H
k
x (R+)
for all k, ℓ ∈ N0.
Proof. First of all, we note that
∂t
∫ t
0
sin((t− s)√A)√
A
∇f(s, ·)ds =
∫ t
0
sin((t− s)√A)√
A
∇∂sf(s, ·)ds
as follows by means of an integration by parts and the assumption∇f(0, ·) =
0. In general, we obtain from ∂ℓtf(t, ·)|t=0 = 0 the identity
∂ℓt
∫ t
0
sin((t− s)√A)√
A
∇f(s, ·)ds =
∫ t
0
sin((t− s)√A)√
A
∇∂ℓsf(s, ·)ds
and it suffices to consider the case ℓ = 0.
As in the proof of Lemma 7.1 we use the explicit representation∫ t
0
sin((t− s)√A)√
A
∇f(s, ·)(x)ds
=
∫ t
0
∫ ∞
0
∫ ∞
0
φ(x, ξ2)ρ˜(ξ)
sin(tξ)
ξ
F (∇f(s, ·)) (ξ)dξds
= −
4∑
j=1
Aj(t, x) −B(t, x)
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where
A1(t, x) :=
∫ t
0
∫ ∞
0
∫ ∞
0
χ(ξ)χ(xξ)χ(yξ)φ(x, ξ2)∂yφ(y, ξ
2)ρ˜(ξ)
× sin(tξ)
ξ
f(s, y)dydξds
A2(t, x) :=
∫ t
0
∫ ∞
0
∫ ∞
0
χ(ξ)[1 − χ(xξ)]χ(yξ)φ(x, ξ2)∂yφ(y, ξ2)ρ˜(ξ)
× sin(tξ)
ξ
f(s, y)dydξds
A3(t, x) :=
∫ t
0
∫ ∞
0
∫ ∞
0
χ(ξ)χ(xξ)[1 − χ(yξ)]φ(x, ξ2)∂yφ(y, ξ2)ρ˜(ξ)
× sin(tξ)
ξ
f(s, y)dydξds
A4(t, x) :=
∫ t
0
∫ ∞
0
∫ ∞
0
χ(ξ)[1 − χ(xξ)][1 − χ(yξ)]φ(x, ξ2)∂yφ(y, ξ2)ρ˜(ξ)
× sin(tξ)
ξ
f(s, y)dydξds
and
B(t, x) :=
∫ t
0
∫ ∞
0
∫ ∞
0
[1− χ(ξ)]φ(x, ξ2)∂yφ(y, ξ2)ρ˜(ξ)
× sin(tξ)
ξ
f(s, y)dydξds.
Note that we have performed one integration by parts with respect to y in
order to move the derivative from f to φ. The boundary term vanishes since
f(t, 0) = 0 for all t ≥ 0 by assumption. For the low-frequency components
Aj it suffices to consider k = 0. We start with A1. By Lemmas 2.7, 2.8, and
Corollary 2.9 we see that it suffices to bound
A˜1(t, x) :=
∫ t
0
∫ ∞
0
χ(ξ)χ(xξ)eiξ(t−s)O(〈x〉 12 ξ0)
×
∫ ∞
0
χ(yξ)O(〈y〉− 12 ξ0)f(s, y)dydξds
and by Cauchy-Schwarz we infer
A˜1(t, x) =
∫ t
0
∫ ∞
0
χ(ξ)χ(xξ)eiξ(t−s)O(〈x〉 12 ξ0−)‖f(s, ·)‖L2(R+)dξds
with an O-term that behaves like a symbol. By putting absolute values
inside we infer
A˜1(t, x) =
∫ t
0
OC(t
0s0〈x〉− 12+)‖f(s, ·)‖L2(R+)ds.
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On the other hand, Lemma 3.1 yields
A˜1(t, x) =
∫ t
0
OC(〈t− s〉−1+〈x〉
1
2 )‖f(s, ·)‖L2(R+)ds
and by interpolation we obtain
A˜1(t, x) =
∫ t
0
OC(〈t− s〉−
1
2
−〈x〉0+)‖f(s, ·)‖L2(R+)ds.
Thus, Minkowski’s inequality yields
‖A˜1(t, x)‖L2t (R+) . 〈x〉
0+
∥∥∥∥
∫ ∞
0
〈t− s〉− 12−‖f(s, ·)‖L2(R+)ds
∥∥∥∥
L2t (R)
≤ 〈x〉0+
∫ ∞
0
∥∥∥〈t− s〉− 12−‖f(s, ·)‖L2(R+)∥∥∥
L2t (R)
ds
. 〈x〉0+‖f(s, x)‖L1s(R+)L2x(R+)
This implies∥∥∥〈x〉− 12−A˜1(t, x)∥∥∥
L2t (R+)L
2
x(R+)
. ‖f(t, x)‖L1t (R+)L2x(R+).
The other terms are handled analogously, along the lines of the proof of
Lemma 7.1. This settles the case m = 0.
For m = 1 one decomposes S = S˜ + (S − S˜) and uses the fact that the
operator S˜ essentially commutes with the Duhamel integral, cf. Lemma 6.7.
One then proceeds analogously to the proof of Lemma 7.3. The general case
m ≥ 1 is handled inductively. 
Remark 7.6. The same bounds hold if one replaces ∇f(s, ·) by ∂sf(s, ·) (for
f(s, ·) even). In this case one first performs an integration by parts with
respect to s in order to cancel the singular A−
1
2 .
8. Bounds for data in divergence form
Recall that we had to require L1-bounds on the initial datum g in order to
be able to replace the nonlocal operator
√
A by the ordinary derivative ∇,
see Lemma 6.6. It turns out that this is not necessary if the data are in
divergence form, i.e., if g = g˜′. In this section we derive the corresponding
estimates for this case. Throughout this section we assume that the potential
V satisfies Hypothesis B and, in addition, that the coefficient a1 in Lemma
2.1 is nonzero (i.e, we restrict ourselves to the nonresonant case).
8.1. Bounds for the sine evolution. It is a general feature of wave equa-
tions that the L2-norm of the sine evolution may grow like t as t→∞. This
is clearly a low-frequency effect since for high frequencies we immediately
obtain∥∥∥∥∥[1− χ(A)]sin(t
√
A)√
A
g
∥∥∥∥∥
L2(R+)
.
∥∥∥∥sin(t| · |)| · | Fg
∥∥∥∥
L2ρ˜(1,∞)
. ‖Fg‖L2ρ˜(R+).
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We would like to bound the operator ∇ sin(t
√
A)√
A
in L2 (and, more generally,
Hk). In other words, we would like to show that the operator ∇A− 12 is
bounded on L2. This raises problems at small frequencies. However, it
turns out that if the data are in divergence of form, i.e., if one considers
∇sin(t
√
A)√
A
(g′),
there exists a sufficiently good substitute. The key observation in this re-
spect is the following result (which is by no means sharp, but sufficient for
our purposes).
Lemma 8.1. For all f ∈ S(R) odd and g ∈ S(R) even we have the bounds∥∥∥χ(A)A− 14∇f∥∥∥
L2(R+)
. ‖f‖L2(R+)∥∥∥∇χ(A)A− 14 g∥∥∥
L2(R+)
. ‖g‖L2(R+).
Proof. On the Fourier side, χ(A)A−
1
4∇f reads χ(ξ2)ξ− 12F(f ′)(ξ) and by
Plancherel it suffices to control the L2ρ˜(R+)-norm of this expression in terms
of ‖f‖L2(R+). An integration by parts (using f(0) = 0) yields
F(f ′)(ξ) = −
∫ ∞
0
∂xφ(x, ξ
2)f(x)dx.
Now we distinguish between xξ . 1 and xξ & 1. In the former case we
use the bound |∂xφ(x, ξ2)| . 〈x〉− 12+ . 〈x〉− 12−ξ0− and Cauchy-Schwarz to
obtain
χ(ξ2)
∫ ∞
0
|χ(xξ)∂xφ(x, ξ2)f(x)|dx . χ(ξ2)ξ0−‖f‖L2(R+).
In the latter case xξ & 1 we infer
∂xφ(x, ξ
2) = O(ξ
1
2
−)Re eixξ[1 +OC((xξ)−1)]
which yields
χ(ξ2)
∫ ∞
0
[1− χ(xξ)]∂xφ(x, ξ2)f(x)dx
= χ(ξ2)O(ξ
1
2
−)Re
∫ ∞
0
eixξf(x)dx+ χ(ξ2)
∫ ξ−1
0
O(x0ξ
1
2
−)f(x)dx
+ χ(ξ2)
∫ ∞
ξ−1
O(x−1ξ−
1
2
−)f(x)dx
and the last two terms are bounded by χ(ξ2)ξ0−‖f‖L2(R+). In summary, we
infer
χ(ξ2)ξ−
1
2F(f ′)(ξ) = χ(ξ2)
[
O(ξ0−)F (ξ) +O(ξ−
1
2
−)‖f‖L2(R+)
]
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where F (ξ) := Re
∫∞
0 e
ixξf(x)dx. Note that by standard, one-dimensional
Plancherel we infer ‖F‖L2(R+) . ‖f‖L2(R+) and thus, we obtain∥∥∥χ(A)A− 14∇f∥∥∥
L2(R+)
=
∥∥∥χ(| · |2)| · |− 12F(f ′)∥∥∥
L2ρ˜(R+)
.
∥∥∥ρ˜ 12 | · |0−F∥∥∥
L2(0,1)
+
∥∥∥ρ˜ 12 | · |− 12−∥∥∥
L2(0,1)
‖f‖L2(R+)
. ‖f‖L2(R+)
since |ρ˜(ξ)| = 2|ξρ(ξ2)| . ξ for ξ . 1.
The second bound is obtained similarly by noting that
∇χ(A)A− 14 g(x) =
∫ ∞
0
∂xφ(x, ξ
2)χ(ξ2)ξ−
1
2Fg(ξ)ρ˜(ξ)dξ.

Lemma 8.2. For all odd g ∈ S(R) we have the estimate∥∥∥∥∥∂ℓt∇sin(t
√
A)√
A
(g′)
∥∥∥∥∥
Hk(R+)
≤ Ck,ℓ‖g‖H1+k+ℓ(R+)
for all t ≥ 0 and k, ℓ ∈ N0.
Proof. For ℓ ≥ 1 the claim follows from Theorem 1.3. Thus, it suffices to
consider the case ℓ = 0. We distinguish between high and low frequencies.
In the high frequency case we immediately infer∥∥∥∥∥∇[1− χ(A)]sin(t
√
A)√
A
∇g
∥∥∥∥∥
Hk(R+)
.
∥∥∥∥〈·〉k+1 sin(t| · |)| · | F(g′)
∥∥∥∥
L2ρ˜(1,∞)
. ‖g‖H1+k(R+).
For low frequencies, on the other hand, it suffices to consider the case k = 0
and by Lemma 8.1 we see that
∇χ(A)sin(t
√
A)√
A
(g′) = ∇χ(A)A− 14 sin(t
√
A)A−
1
4∇g
is a composition of L2-bounded operators acting on g. 
8.2. Bounds involving the scaling vector field. We turn to the bounds
involving the vector field S = t∂t + x∂x. Recall the definition of S˜,
F
(
S˜u(t, ·)
)
(ξ) = (t∂t − ξ∂ξ)F(u(t, ·))(ξ),
and note that
S˜
sin(t
√
A)√
A
g =
sin(t
√
A)√
A
(S˜g + g).
As before, our main concern are low frequencies. We will need the following
auxiliary result.
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Lemma 8.3. For all f ∈ S(R) odd and g ∈ S(R) even we have the bounds∥∥∥χ(A)A− 14 (S − S˜)∇f∥∥∥
L2(R+)
. ‖f‖L2(R+)∥∥∥∇(S − S˜)χ(A)A− 14 g∥∥∥
L2(R+)
. ‖g‖L2(R+).
Proof. By definition, we have
F(S∇f)(ξ) =
∫ ∞
0
φ(x, ξ2)x∂xf
′(x)dx
=
∫ ∞
0
∂x(x∂x + 1)φ(x, ξ
2)f(x)dx
as well as
F(S˜∇f)(ξ) = (t∂t − ξ∂ξ)F(∇f)(ξ) = −ξ∂ξ
∫ ∞
0
φ(x, ξ2)f ′(x)dx
=
∫ ∞
0
∂x(ξ∂ξ)φ(x, ξ
2)f(x)dx.
Thus, we obtain the representation
F[χ(A)A− 14 (S − S˜)∇f](ξ)
= χ(ξ2)ξ−
1
2
∫ ∞
0
∂x(x∂x − ξ∂ξ + 1)φ(x, ξ2)f(x)dx
and, since ∂x(x∂x− ξ∂ξ+1)φ(x, ξ2) has the same asymptotics as ∂xφ(x, ξ2),
the claim follows by repeating the reasoning in the proof of Lemma 8.1.
Similarly, we have
Sg(x) = SF−1(Fg)(x) =
∫ ∞
0
x∂xφ(x, ξ
2)Fg(ξ)ρ˜(ξ)dξ
as well as
S˜g(x) = S˜F−1(Fg)(x) =
∫ ∞
0
φ(x, ξ2)(−ξ∂ξ)Fg(ξ)ρ˜(ξ)dξ
=
∫ ∞
0
[
ξ∂ξ +
∂ξ[ξρ˜(ξ)]
ρ˜(ξ)
]
φ(x, ξ2)g(x)ρ˜(ξ)dξ
and this yields
∇(S − S˜)χ(A)A− 14 g(x)
=
∫ ∞
0
∂x
[
x∂x − ξ∂ξ − ∂ξ [ξρ˜(ξ)]ρ˜(ξ)
]
φ(x, ξ2)χ(ξ2)ξ−
1
2Fg(ξ)ρ˜(ξ)dξ.
Again, ∂x[x∂x−ξ∂ξ− ∂ξ[ξρ˜(ξ)]ρ˜(ξ) ]φ(x, ξ2) has the same asymptotics as ∂xφ(x, ξ2)
and the claim follows as in the proof of Lemma 8.1. 
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Lemma 8.4. For all g ∈ S(R) odd we have the estimate∥∥∥∥∥∂ℓt∇Sm sin(t
√
A)√
A
(g′)
∥∥∥∥∥
Hk(R+)
≤ Ck,ℓ,m
m∑
j=0
∥∥Sjg∥∥
H1+k+ℓ(R+)
for all t ≥ 0 and k, ℓ,m ∈ N0.
Proof. By Theorem 1.6 it suffices to consider the case ℓ = 0. We start with
the case m = 1 and write
∇S sin(t
√
A)√
A
∇g = ∇S˜ sin(t
√
A)√
A
∇g +∇(S − S˜)sin(t
√
A)√
A
∇g. (8.1)
In order to estimate the second term in Eq. (8.1) we distinguish between high
and low frequencies. In the high-frequency case we use the Hk-boundedness
of S − S˜ to conclude∥∥∥∥∥∇(S − S˜)[1− χ(A)]sin(t
√
A)√
A
∇g
∥∥∥∥∥
Hk(R+)
. ‖g‖H1+k(R+).
For low frequencies it suffices to consider k = 0 and by Lemmas 8.1, 8.3 we
infer ∥∥∥∇(S − S˜)χ(A)A− 14 sin(t√A)A− 14∇g∥∥∥
L2(R+)
. ‖g‖L2(R+).
For the first term in Eq. (8.1) we obtain
∇S˜ sin(t
√
A)√
A
∇g = ∇sin(t
√
A)√
A
(S˜∇g +∇g)
= ∇sin(t
√
A)√
A
[
S∇g + (S˜ − S)∇g +∇g
]
and, since [S,∇] = −∇, the claim for m = 1 follows by Lemmas 8.1, 8.2,
and 8.3. For m = 2 we decompose
S2 = S˜2 + 2(S − S˜)S˜ + (S − S˜)2 + [S˜, S − S˜]
and note that [S˜, S − S˜] is Hk-bounded by Lemma 6.2. Consequently, we
may proceed as in the case m = 1. Continuing in this fashion one obtains
the stated bound for all m ∈ N0 by induction. 
8.3. Bounds for the inhomogeneous problem. Finally, we turn to the
corresponding bounds on the Duhamel formula.
Lemma 8.5. For all f ∈ S([0,∞)×R) such that f(t, ·) is odd for any t ≥ 0
and ∂ℓtf(t, ·)|t=0 = 0 for all ℓ ∈ N0, we have the bound∥∥∥∂ℓt∇Sm ∫ t
0
sin((t− s)√A)√
A
∇f(s, ·)ds
∥∥∥
Hk(R+)
≤ Ck,ℓ,m
m∑
j=0
∫ t
0
∥∥∥∂ℓsSjf(s, ·)∥∥∥
H1+k(R+)
ds
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for all t ≥ 0.
Proof. Since
∂ℓt
∫ t
0
sin((t− s)√A)√
A
∇f(s, ·)ds =
∫ t
0
sin((t− s)√A)√
A
∇∂ℓsf(s, ·)ds
it suffices to consider the case ℓ = 0. For m = 0 we have∥∥∥∇ ∫ t
0
sin((t− s)√A)√
A
∇f(s, ·)ds
∥∥∥
Hk(R+)
.
∫ t
0
∥∥∥∇sin((t− s)√A)√
A
∇f(s, ·)
∥∥∥
Hk(R+)
ds
.
∫ t
0
‖f(s, ·)‖H1+k(R+)ds
by Lemma 8.2. The case m ≥ 1 follows from Lemma 8.4 once we understand
the action of S˜ on the Duhamel formula. On the Fourier side we have
(t∂t − ξ∂ξ − 1)
∫ t
0
sin((t− s)ξ)
ξ
F(∇f(s, ·))(ξ)ds
=
∫ t
0
sin((t− s)ξ)
ξ
(s∂s − ξ∂ξ)F(∇f(s, ·))(ξ)ds
as follows by performing one integration by parts with respect to s (and
the assumption f(0, ·) = 0). This means that essentially, the operator S˜
commutes through the Duhamel formula and the claim follows. 
Lemma 8.6. For all f ∈ S([0,∞) × R) such that f(t, ·) is even for any
t ≥ 0 and ∂ℓtf(t, ·)|t=0 = 0 for all ℓ ∈ N0, we have the bound∥∥∥∂ℓt∇Sm ∫ t
0
sin((t− s)√A)√
A
∂sf(s, ·)ds
∥∥∥
Hk(R+)
≤ Ck,ℓ,m
m∑
j=0
∫ t
0
∥∥∥∂ℓsSjf(s, ·)∥∥∥
H1+k(R+)
ds
for all t ≥ 0.
Proof. Integration by parts with respect to s yields
∂ℓt
∫ t
0
sin((t− s)√A)√
A
∂sf(s, ·)ds =
∫ t
0
cos
(
(t− s)
√
A
)
∂ℓsf(s, ·)ds
and for m = 0 the claim follows in a straightforward manner. In order to
handle the case m ≥ 1 it suffices to note the commutator [∂t, S] = ∂t and to
recall the formula
(t∂t − ξ∂ξ − 1)
∫ t
0
sin((t− s)ξ)
ξ
∂sF(f(s, ·))(ξ)ds
=
∫ t
0
sin((t− s)ξ)
ξ
(s∂s − ξ∂ξ)∂sF(f(s, ·))(ξ)ds.
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