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Abstract
In the covariate shift learning scenario, the train-
ing and test covariate distributions differ, so that
a predictor’s average loss over the training and
test distributions also differ. In this work, we
explore the potential of extreme dimension reduc-
tion, i.e. to very low dimensions, in improving
the performance of importance weighting meth-
ods for handling covariate shift, which fail in high
dimensions due to potentially high train/test co-
variate divergence and the inability to accurately
estimate the requisite density ratios. We first for-
mulate and solve a problem optimizing over linear
subspaces a combination of their predictive utility
and train/test divergence within. Applying it to
simulated and real data, we show extreme dimen-
sion reduction helps sometimes but not always,
due to a bias introduced by dimension reduction.
1 Introduction
Often, the population for which one has labelled training
data differs from the population one needs to make predic-
tions for. In handling this discrepancy one often assumes
the training and test domain have identical conditional out-
come distributions (P trY |X = P
te
Y |X) but different marginal
covariate distributions (P trX 6= P teX ). The popular impor-
tance weighting (IW) approach [26, 13, 29, 5] to solving
this covariate shift problem fails in high dimensions, in
which the density ratios P trX (x)/P
te
X (x) used to reweight
the training loss are unreliably estimated and concentrated
on a small number of training samples [9], leading to high
variance estimates of a predictor’s expected test loss, the
quantity to be minimized over predictors. In this work, we
propose a extreme linear dimension reduction preprocessing
step, i.e. to very low dimensions (≤ 4 and often 1 in our
experiments), to improve IW methods’ performance on high
dimensional data.
We propose this dimension reduction be extreme to maxi-
mally reduce the IW estimator variance due to density ratio
estimation error. We propose this dimension reduction be
linear so that the downstream IW method, which we will
assume to learn linear models, would still learn models lin-
ear in the original covariates, thus retaining interpretability.
We propose that some dimension reduction should be done,
so that we might uncover a subspace within which the train
and test covariate distributions were not too different. This
would afford the downstream IW estimator a larger effective
sample size and thus lower variance.
It is not clear a priori that extreme dimension reduction
would be computationally and experimentally favorable.
Firstly, given the extreme low dimension of the subspaces
we consider, in selecting one, we wish to estimate subspaces’
true predictive utility: the minimum achievable test domain
loss of a predictor acting on it. However, estimating this
utility for just a single candidate subspace requires solving
a convex optimization problem. We must confront this
potentically impractical computational problem; a cheaper
but less accurate proxy for that utility is unlikely to suffice
in extremely low dimensions. Secondly, as we point out,
dimension reduction introduces bias into the downstream
IW estimator, so that extreme dimension reduction might
add too much bias to actually help.
To test the utility of extreme dimension reduction, we first
develop a procedure that maximizes, over projection matri-
ces, estimates of the resulting subspace’s aforementioned
true predictive utility, regularized by a penalty against sub-
spaces where the downstream IW estimator would have high
variance. This procedure, using techniques from bilevel op-
timization, is verified to be computationally feasible. We
then study on real data whether it can identify subspaces
where the downstream IW method can reliably have low test
loss.
We find that on some, but not all real data, extreme di-
mension reduction can facilitate the learning of accurate
predictors for the test domain. We hypothesize that for such
success cases, our procedure returns sufficiently predictive
subspaces within which the reduction in downstream IW
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estimator variance offsets the potential estimator bias. To
better understand this phenomena, we construct a simulated
data example where extreme dimension reduction helps, and
another one where the introduced bias is crippling. Finally,
reformulating the problem of learning a subgroup-specific
model as a covariate shift problem, we demonstrate the ben-
efit of extreme dimension reduction in learning a depression
classifier for the college-aged population subgroup.
2 Background
2.1 Covariate Shift Problem
In the covariate shift problem, one is given N tr la-
belled training samples {xtri , ytri }, with xtri , ytri ∼ P trX,Y ,
the training distribution, and N te unlabelled test sam-
ples {xtei }, with xtei ∼ P teX , the test distribution, with
xtri , x
te
i ∈ RD. Importantly, one makes the covariate
shift assumption, that P trY |X = P
te
Y |X , but P
tr
X 6= P teX .
Given a model class F , the covariate shift problem seeks
argminf∈F EP teX,Y [l(f(X), Y )], where l is a loss function
that we assume to be convex in f(X).
2.2 Importance Weighted Loss Minimization
To minimize expected test loss over predictors, noting that
EP teX,Y [l(f(X), Y )] = EP trX,Y [
P teX (X)
P trX (X)
l(f(X), Y )], past
work constructs an unbiased estimator of test loss by form-
ing the empirical expectation version of the latter expecta-
tion, and then minimizes it over predictors, adding some
regularization:
argminf∈F
∑
i
wˆil(f(x
tr
i , y
tr
i ) + Ω(f) (1)
where wˆi estimates wi :=
P teX (x
tr
i )
P trX (x
tr
i )
. We note that the “effec-
tive sample size” of the estimator is N tr/
∑
i wˆ
2
i [10].
2.3 Density Ratio Estimation
To carry out importance weighting requires estimating the
density ratios P
te
X (x
tr
i )
P trX (x
tr
i )
. A variety of methods [13, 5] ex-
ist for doing so, but one, least squares importance fitting
(LSIF)[17] and its computationally more efficient variant,
unconstrained LSIF (uLSIF) stands out because it involves
only a (possibly constrained) quadratic program, and admits
a cross validation scheme.
LSIF assumes the estimated ratio function can be writ-
ten as αTφ(x), where φ(x) = {φm(x)} is a set of M
basis functions they choose to be gaussian kernels cen-
tered at test points and α ∈ RK is a parameter they as-
pire to identify by minimizing the expected squared er-
ror to the true ratios: EP trX [(α
Tφ(X) − P teX (X)
P trX (X)
)2] =
EP trX [(α
Tφ(X))2] − 2EP teX [αTφ(X)] + C, where C is
a constant. Substituting empirical expectations, dividing by
2, and regularizing, they obtain the fit value of α as
α∗ = argminα
1
2α
THα− hTα+ γ1Tα subject to α ≥ 0,
with H = 1Ntr
∑
k φ(x
tr
i )φ(x
tr
i )
T , h = 1Nte
∑
k φ(x
te
i ),
γ is the regularization constant, and 1 is the vector of all 1’s.
The estimated ratio function is then wˆ(x) = α∗Tφ(x), with
the element-wise positive constraint α ≥ 0 ensuring wˆ(x)
is positive. uLSIF simply removes the positivity constraint
on α in obtaining α∗. With αTφ(x) no longer guranteed
to be positive, under uLSIF, the learned ratio function is
wˆ(x) = max(α∗Tφ(x), 0).
3 Extreme Dimension Reduction for
Importance Weighting
3.1 Motivation
Our dimension reduction approach is motivated by the fol-
lowing: suppose we will apply a linear projection prior to an
IW method for handling covariate shift. Furthermore, sup-
pose (as we will in this work) that the model class of the IW
method is the set of linear models. That is, we first choose
subspace dimension K, a projection matrix A ∈ RK×D,
and then minimize over b ∈ RK (with regularization)
Lˆ(b;A, wˆA) := 1Ntr
∑
i
wˆAi l
(
bTATxtri , y
tr
i
)
, where (2)
wˆAi estimates w
A
i :=
P te
ATX
(AT xtri )
P tr
ATX
(AT xtri )
and wˆA := {wˆAi }.
This projection by A can potentially reduce the variance of
the downstream IW loss estimator if we choose A to satisfy
two criteria. Firstly, if the dimension of the subspace A
projects to is greatly reduced, the density ratio estimates
themselves will be of lower variance, being those in a lower
dimensional space. Secondly, we can choose A so the effec-
tive sample size of the IW estimator following projection by
A, N tr/
∑
i(wˆ
A
i )
2, would be above some threshold.
Of course, projection by A might hurt performance if other
criteria are not satisfied. We do not want projection by A to
introduce too much bias in the downstream IW estimator,
so that we may not want A to be too low-dimensional. And
of course we want A to have high predictive utility;
U(A) := argminb∈RK EP te [l(b
TATX)] (3)
should be low.
Constructively, we can obtain an A satisfying a combination
of those criteria by minimizing over projection matrices an
estimator of U(A) subject to a regularizer
∑
i(wˆ
A
i )
2 that
discourages subspaces where the downstream IW estimator
would have high variance. We can estimate U(A) with
Uˆ(A) := Lˆ(b∗;A, wˆA), where (4)
b∗ = argminb∈RK Lˆ(b;A; wˆ
A) + c‖b‖2, (5)
i.e. b∗ is a linear predictor with low out-of-sample test
loss, obtained via IW loss minimization regularized by a
tradeoff constant c. To complete the problem, we still need
to construct the projected density ratio estimates wˆAi , which
notably depend on A. We can do so by constraining that the
wˆAi are equal to the projected density ratio estimates that
would be returned by a ratio estimation method, i.e. LSIF or
uLSIF, run on the projected covariates {ATxtri }, {ATxtei }.
3.2 Formulation
Here, we describe an optimization problem for finding a
projection matrix A ∈ {RK×D, ATA = I} with which
to project the covariates prior to the application of an IW
method for tackling the covariate shift problem, as described
in Section 3.1. K < D is the dimension of the desired
subspace. In particular, we assume given A, a linear model
will be fit using importance weighting, i.e. minimizing over
b ∈ RD the estimator of Equation 2 with regularization,
and that uLSIF will be used for density ratio estimation.
We propose finding A by solving:
min
A
∑
i
Lˆ(b∗;A, wˆA) + λ
∑
i
(wˆAi )
2 (6)
subject to
b∗ = argminb∈RK Lˆ(b;A, wˆ
A) + c‖b‖2 (7)
wˆAi = max(α
∗Tφ(utri ), 0) (8)
α∗ = argminα
1
2α
THα′ − hTα+ γ1Tα (9)
H = 1Ntr
∑
k
φ(ATxtri )φ(A
Txtri )
T , (10)
h = 1Nte
∑
k
φ(ATxtei ) (11)
ATA = I, (12)
where Lˆ(b∗;A, wˆA) is as defined in Equation 2 and λ, γ, c
are hyperparameters described shortly.
The first term of the objective is the predictive utility es-
timate for A from Section 3.1, Uˆ(A). It has such an
interpretation firstly due to the constraint of Equation 7,
and secondly because by Equations 8-11, the wˆAi are the
estimates of
P te
ATX
(xtei )
P tr
ATX
(xtei )
returned by running uLSIF on
{ATxtri }, {ATxtei }, the training and test covariates, pro-
jected by A. Again, note that the wˆAi thus depend on A
through an optimization problem: that of running uLSIF.
We use uLSIF instead of LSIF for ratio estimation due to its
computational benefits and relatively strong performance.
Due to the interpretation of the wˆAi , the second term of
the objective is a regularizer that encourages the effective
sample size of that estimator, N tr/
∑
i(wˆ
A
i )
2, to be high.
Regarding hyperparameter selection, we update c and γ
throughout individual runs of the gradient descent proce-
dure we use with “in-line” cross-validation, and we choose
λ, controlling the lower bound on effective sample size, us-
ing weighted cross-validation [28] (details in supplement).
3.3 Analysis of Dimension Reduction for Importance
Weighting
We first show that in expectation, following dimen-
sion reduction by any projection matrix A ∈ RK×D,
N tr/
∑
i(w
A
i )
2), the effective sample size of the down-
stream IW loss estimator of Equation 2, where the density ra-
tio estimates are replaced by the true density ratios, is larger
than the effective sample size of the IW loss estimator had no
dimension reduction been performed, N tr/
∑
i(w(x
tr
i )
2):
Lemma 3.1. For A ∈ RK×D s.t. ATA = I ,
EP trX [N
tr/
∑
i(w
A
i )
2)] ≥ EP trX [N tr/
∑
i(w(x
tr
i )
2)].
Pf. Let C be a matrix whose columns span the orthogonal
complement to the subspace spanned by the columns of A,
and let (U, V ) = (ATX,CTX). Then
EP trX [
1
Ntr
∑
i
(w(xtri )
2)] = EP trX [(
P te(X)
P tr(X) )
2] (13)
= EP trU,V [(
P te(U)P te(V |U)
P tr(U)P tr(V |U) )
2] (14)
= EP trU
[
(P
te(U)
P tr(U) )
2EP tr
V |U
[(P
te(V |U)
P tr(V |U) )
2]
]
(15)
≥ EP trU [(
P te(U)
P tr(U) )] = EP trX [
1
Ntr
∑
i
(wAi )
2] (16)
where we have used the fact that for any fixed U , 1 ≤
EP tr
V |U
[(
P teV |U (V |U)
P tr
V |U (V |U)
)2] := PE(P teV |U‖P teV |U ) + 1 to justify
Equation 16, which follows because PE(·‖·), denoting the
Pearson Divergence between distributions, is always at least
0. This verifies our intuition that projecting onto a subspace
can, under idealized circumstances, increase effective sam-
ple size. Though, as the effective sample size following
projection is only larger in expectation, the realized effec-
tive sample size might still be small for some projections,
thus the need to explicitly regularize against such cases.
While dimension reduction reduces downstream estimator
variance (in expectation), it introduces bias in the estimator.
Under the covariate shift assumption, the estimator of Equa-
tion 2, with true density ratios replacing estimates thereof,
does not unbiasedly estimate test loss.
Lemma 3.2.EP trX,Y [Lˆ(b;A,w
A)] 6= EP teX,Y [L
(
bTATX,Y
)
]
for b ∈ RD, A as in Lemma 3.1.
Pf. Let U, V be as in Lemma 3.1, (xtri , y
tr
i ) ∼ P trX,Y . Then,
EP trX,Y [Lˆ(b;A,w
A)] := EP trU,Y [
1
Ntr
∑
i
wAi L
(
bTATxtri , y
tr
i
)
]
= EP trU,Y [
P teU (U)
P trU (U)
L(f(U), Y )]
= EP trU,V [
P teU (U)
P trU (U)
EPY |U,V [L(f(U), Y )]]
=
∫
P trU (U)P
tr
V |U (U)
P teU (U)
P trU (U)
EPY |U,V [L(f(U), Y )]]dUdV
=
∫
P teU (U)P
tr
V |U (U)EPY |U,V [L(f(U), Y )]]dUdV
= EP teU P trV |UPY |U,V [L(f(U), Y )] 6= EP teX,Y [L
(
bTATX,Y
)
].
To understand the source of this bias, we can upper bound
the bias with an interpretable quantity (proof in supplement):
Lemma 3.3. Given A, b, let U, V be as defined in Lemma
3.1, and (xtri , y
tr
i ) ∼ P trX,Y . Then∣∣∣EP trX,Y [Lˆ(b;A,wA)]− EP teX,Y [l(bTATX,Y )]∣∣∣
≤ EP trU [PE(P teV |U‖P trV |U )]
1
2EP teU [V arP trY |U (l(b
TU, Y ))]
1
2 .
The LHS is the absolute bias of our estimator. The first term
of the bound measures, roughly speaking, how much the
training and test distributions differ in the subspace orthogo-
nal to the subspace A parameterizes. The second measures
how much variance there is in l(bTU, Y ), with U fixed, av-
eraged over the test distribution of U , i.e. it represents how
well the loss can be predicted, given only U . The bias upper
bound is high if both terms are simultaneously high.
This analysis studies the bias and variance of the down-
stream IW estimator Lˆ(b;A, wˆA), under the assumption that
A is fixed. But of course A is not fixed, and furthermore,
its selection uses that same IW estimator when obtaining a
subspace’s estimated predictive utility Uˆ(A) of Equation 4.
Therefore, the bias and variance in Lˆ(b;A,wA) also affects
the selection of A. In particular, the total variance of our
procedure contains the variability in selecting A. This is
why in experiments, the loss variance of our two-step proce-
dure can be sometimes higher than IW, even if conditional
on A being chosen, we would expect the downstream IW
method to have lower variance. Also, of keen interest would
be a uniform bound on bias, over all A and b.
3.4 Solving the Optimization Problem
The objective of the optimization problem, which we will
refer to as G, depends only on projection matrix A, through
several intermediate variables. Thus, we solve the optimiza-
tion problem via gradient descent over projection matrices
using the Pymanopt [30] package. The challenge is in cal-
culating the gradient dGdA , as intermediate variables α
∗ and
b∗ depend on other variables not analytically, but as the
solution to convex optimization problems parameterized by
the dependent variables. We call them argmin variables.
Fortunately we can apply existing work [11, 22] to effi-
ciently calculate dGdA . We used Autograd[23] to calculate
gradients not involving argmin variables. As the problem
is not convex in A, we utilize multiple random restarts.
Differentiation with argmin variables: In reverse mode
differentiation, the generic task is to recursively, given an
objective of the formG(v(u)) and dGdv , to compute
dv
du
dG
dv . In
our problem, we use reverse mode differentiation to compute
db∗
dw
dG
db∗ given
dG
db∗ , where w is the length N
tr vector of
weights {wˆAi } of Equation 8, and dα
∗
dA
dG
dα∗ given
dG
dα∗ . For
concreteness, we will illustrate the latter calculation; the
same technique suffices for both, as both argmin variables
are the solutions to unconstrained problems. Please see [2]
for how to calculate dα
∗
dA
dG
dα∗ if LSIF is used, where α
∗ is
given by a constrained optimization problem.
Calculating db
∗
dw : We first describe how to explicitly form
db∗
dw , as the naive way to calculate
db∗
dw
dG
db∗ is simply to form
db∗
dw and then matrix multiply. Since b
∗ minimizes the convex
function f(b) := Lˆ(b∗;A, wˆA) + c‖b‖2, b∗ satisfies the
stationarity condition dfdb (b
∗(w), w) = 0,where 0 is a length
D vector of zeros, and the notation suggests f depends on
both b∗ and w, and b∗ further depends on w. Differentiating
with respect to w gives db
∗
dw (
d
db
df
db ) +
d
dw
df
db = 0, where
db∗
dw
is the desired N ×K Jacobian matrix, ddb dfdb is the K ×K
Hessian matrix of f , and ddw
df
db is N × K. Rearranging,
we obtain a multiple linear system we can solve for db
∗
dw :
d
db (
df
db )
db∗
dw
T
= −( ddw dfdb )T . However solving this multiple
linear system is in general not feasible, as calculating db
∗
dw
involves solving N separate linear systems, with w being
N tr-dimensional.
Efficient Calculation of db
∗
dw
dG
db∗ : Fortunately, two compu-
tational tricks can be applied. Firstly, we can solve a single
linear system instead of N of them. We can express the
desired gradient as db
∗
dw
dG
db∗ = − ddw dfdb ( ddb dfdb )−1 dGdb∗ . As dGdb∗
is assumed available, we can first solve ( ddb
df
db )v =
dG
db∗ for
v, and then left multiply by − ddw dfdb to get db
∗
dw
dG
db∗ .
Moreover, we can avoid explicitly constructing the Hes-
sian matrix in this linear system. Matrix free linear solvers
such as conjugate gradient, when solving a system Cx = d,
do not explicitly require C, but only that the matrix vec-
tor product Cu be able to be calculated for any vector u.
Furthermore, Hessian-vector products can be calculated ef-
ficiently. Returning to the example, note that for any u,
( ddb
df
db )u =
d
db (u
T df
db ). This means the requisite Hessian
vector can be computed by first analytically forming the
scalar valued function uT dfdb and then calculating its gradi-
ent with respect to b analytically or via finite differences.
4 Simulation Study
We now apply extreme dimension reduction to two synthetic
examples in order to give insight into when the bias in the
IW estimator (c.f. Lemma 3.2) is detrimental. In the first,
this bias is nonexistent. In the second, this bias is crippling.
4.1 Example with no estimator bias
We generated 12-dimensional covariates and real valued
labels. The labels only depend on the first two covariates,
X1 and X2. In particular, we let Y |X ∼ N(0.2‖X1‖ +
‖X2‖, 0.01). Figure 1a shows samples from P trY,X1 and
P teY,X1 , and Figure 1b shows samples from P
tr
Y,X2
and P teY,X2 .
Training samples are in red, test samples are in test. Thus
Data size
Method 50 100 150 200
JP(1) .16(.08) .13(.04) .13(.03) .14(.03)
UW .26(.04) .26(.03) .26(.02) .25(.02)
IW .26(.04) .26(.02) .25(.02) .25(.02)
SIR(1) .26(.03) .26(.03) .26(.03) .26(.02)
RP(1) .26(.04) .26(.03) .25(.02) .25(.02)
Table 1: Example 1 - test loss over 50 replicates.
(a) X1 is moderately predic-
tive in both the test and train-
ing distribution.
(b) X2 is very predictive in
the test distribution, but not
very predictive in the training
distribution.
Figure 1: Example 1 - the relative importance between the
only 2 predictive features is reversed between training &
test distributions. Training points in red, test in blue.
for X1 and X2, the test distribution contains only positive
values. The distributions of each covariate are independent
of each other, generated as follows:
Xtr1 , X
tr
2 ∼ Uniform(−1, 1)
Xte1 , X
te
2 ∼ Uniform(0, 1)
Xtr3 , . . . , X
tr
12 ∼ 0.9 Uniform(−1, 0) + 0.1 Uniform(0, 1)
Xte3 , . . . , X
te
12 ∼ 0.1 Uniform(−1, 0) + 0.9 Uniform(0, 1)
Note that as our model class contains only linear models,
when trained and tested on P tr, a model that only uses X1
will have comparable performance compared to a model that
only usesX2. This is because even thoughX2 appears more
informative, the model class does not contain the “v-shaped”
predictor that the mean of PY |X2 follows. Contrarily, when
trained and tested on P te, a model that uses only X2 will
have far superior performance to one that uses only X1,
because due to the covariate shift, the test covariates only
have support under one of the two “arms” of the “v”.
We compare our method (dimension reduction, then apply-
ing uLSIF), denoted JP(K), K the subspace dimension, to:
• Unweighted (UW): performing no covariate shift cor-
rection, minimizing (regularized) unweighted loss over
the training data
• Naive Importance Weighting (IW): Not applying any
dimension reduction, and then applying uLSIF.
• Random Projection to K dimensions (RP(K)): Apply-
ing a random projection to generate K-dimensional
covariates, then applying uLSIF to the projected data.
• Sliced Inverse Regression (SIR(K)): Applying sliced
inverse regression [19] to project toK-dimensions, and
then applying uLSIF.
Table 1 shows the mean and standard deviation of out-of-
sample test loss (measured by absolute prediction error)
over 50 replicates for the methods, as N , the number of
generated training and test samples changes. To elaborate,
we generate N samples each from P trX,Y and P
te
X , set aside
1
3 of the test data, fit a model using the N labelled training
samples and remaining 2N3 unlabelled test samples, and
evaluate the predictions on the set aside test data.
We note the performance of IW is often worse than that
of UW, due to the difficulty in estimating the weights and
small sample size. Furthermore, the sliced inverse regres-
sion methods, which do not account for covariate shift in
estimating the projection, do not find any subspace partic-
ularly informative and thus do about the same as the ran-
dom projection methods. On the other hand, our method
is able to find that X2 is most useful in the test domain, so
that the downstream IW method is applied to the correct
1-dimensional subspace. We note that the variance in the
loss for our method is slightly increased, due to the variance
in the selection of the subspace within which to apply IW.
Our dimension reduction method projects the covariates
to retain only X2, because it finds Uˆ(X2)  Uˆ(X1) (by
abuse of notation we will use X2 also to refer to the 1-
dimensional projection matrix that retains only X2). Why
is it able to accurately estimate Uˆ(X1) and Uˆ(X2) despite
the fact that their estimation uses estimators of a predic-
tor b’s test loss, Lˆ(b;X1, wˆX1) and Lˆ(b;X2, wˆX2), that are
potentially biased, by Lemma 3.2? The reason is that we
have designed the data distributions so that Lˆ(b;X1, wX1)
and Lˆ(b;X2, wX2), the same estimators but with true den-
sity ratios replacing their estimates, are actually unbiased.
We show this in the case of X1. Since Lˆ(b;X1, wX1) is a
function of just X1, X2, Y , in calculating its expectation
with respect to any distribution, we can marginalize over
variables other than X1, X2, Y . Specifically, in calculat-
ing EP tr [Lˆ(b;X1, wX1)], we can invoke Lemma 3.2 with
U = X1, V = X2, to obtain
EP tr [Lˆ(b;X1, w
X1)] = EP 1\2 [Lˆ(b;X1, w
X1)], (17)
where P 1\2X1,X2,Y := P
te
X1P
tr
X2|X1PY |X1,X2 . (18)
However, actually P trX2|X1PY |X1,X2 = P
te
Y,X2|X1 (due
to the symmetry in ‖X2‖). This implies P 1\2X1,X2,Y =
P teX1,X2,Y by Equation 18. Specifically, expectations with
respect to these 2 distributions are equal, so that by Equa-
tion 17, EP tr [Lˆ(b;X1, wX1)] = EP te [Lˆ(b;X1, wX1)], i.e.
Lˆ(b;X1, w
X1) unbiasedly estimates the test loss of b.
(a) P trX1,Y and P
te
X1,Y (b) P
tr
X2,Y and P
te
X2,Y
Figure 2: Example 2 - P te is unchanged from before, so that
X2 is still most predictive in the test distribution. Training
points in red, test in blue.
(a) P 1\2X1,Y (b) P
2\1
X2,Y
Figure 3: Example 2 - Our method erroneously finds X1
and X2 to be equally predictive in the test distribution.
4.2 Example with crippling estimator bias
Now, we slightly modify the data distribution from the pre-
vious example, and obtain an example where the previously
unbiased estimators suffer from crippling bias. In particular,
we make a single change, letting
Xtr2 |Xtr1 =
{
Xtr1 wpr 0.5
−Xtr1 otherwise.
(19)
For this second example, Figure 2a shows samples from
P trY,X1 and P
te
Y,X1
, and Figure 2b shows samples from P trY,X2
and P teY,X2 . P
te is unchanged, and X1 and X2 remain not
predictive in P tr. However, the important difference in this
example is that in P 1\2X1,X2,Y and P
2\1
X1,X2,Y
, where by the
same reasoning of Equations 17 and 18,
EP tr [Lˆ(b;X2, w
X2)] = EP 2\1 [Lˆ(b;X2, w
X2)], (20)
where P 2\1X1,X2,Y := P
te
X2P
tr
X1|X2PY |X1,X2 . (21)
Therefore, to understand the bias in Lˆ(b;X1, wX1) and
Lˆ(b;X2, w
X2) for any b, we only need to examine P 1\2X1,Y
and P 2\1X2,Y (note the estimators are functions of X1, Y and
X2, Y , respectively). Figure 3a shows samples from P
1\2
X1,Y
,
and Figure 3b shows samples from P 2\1X2,Y . What we see
is that those two distributions are identical. This means
that our method will find Uˆ(X1) ≈ Uˆ(X2), so that the
Data size
Dataset 50 100 150 200
Example 1 .16(.08) .13(.04) .13(.03) .14(.03)
Example 2 .26(.10) .20(.11) .23(.11) .22(.13)
Table 2: Comparison of our method’s performance on the 2
simulated examples.
1-dimensional projection will contain equal contributions
from X1 and X2. As P te is unchanged between the two ex-
amples, it remains the fact that the ideal projection to apply
before learning a model for P te would retain only X2. Any
other projection would be suboptimal. This is reflected in
Table 2, where the performance of our method is degraded,
so that they approach that of the other baseline methods in
the first example. We can verify the reason for this degra-
dation by examining the component of the 1-dimensional
projection vector corresponding to X1 and X2, for both
examples. We do so when N tr = N te = 200, i.e. fairly
large. The average value of those 2 components for the
1st example are 0.01, 0.99, respectively. The corresponding
values for the 2nd example are 0.49, 0.53, respectively, re-
flecting that in the 2nd example, our method finds X1 and
X2 equally predictive.
5 Experiments with Real Data
5.1 Covariate Shift Experiments
5.1.1 Data Preprocessing
We took several datasets from [20, 1], and for each, intro-
duced covariate shift by creating a sampling scheme that
can repeatedly generate training and test data samples. For
each dataset, we first identify a single predictive vector in
covariate space by generating 100 random vectors, and mea-
suring the predictive utility of a vector by projecting the
covariates onto it, running kernel density regression, and
examining the in-sample squared error. We first sample the
dataset to form the training data. Then to generate the test
data, we subsample from the remaining dataset according
to the projections along the vector. Let t1, t0 denote the
max and min projected covariate value in the dataset, and
σ be the standard deviation of the projected values. We
select data with probability proportional to the density of
a N (α(t1 − to), cσ2) distribution based on their projected
value. Values of α close to 0 or 1, and small values of c will
lead to a small effective sample size; we choose them so
this is achieved. Given that vector, multiple training and test
datasets can then be sampled.
5.1.2 Experimental Results
For each dataset, we generated 50 training and test data pairs.
For each pair, we set aside 13 of the test data to evaluate out-
of-sample performance on the test distribution, and train
Figure 4: For several datasets, the mean loss (“loss”), downstream effective sample size (“N_eff”), and loss standard
deviation (“loss std”) of our method is shown in black as the subspace dimension varies. The respective values of the
unweighted and importance weighting baseline are shown in blue and red, respectively. Dataset dimension in parentheses.
the model with the remaining data. Experimental results
are in Figure 4, where for each dataset, in 3 subplots we
plot in black the respective quantities for our method as the
dimension of the projection changes: “loss” - the average
loss over the 50 replicates, “N_eff” - the average effective
sample size enjoyed by the downstream IW estimator, “loss
std” - the standard deviation in loss over the replicates. For
comparison, we also indicate with horizontal lines the values
of those 3 quantities for the unweighted (UW) baseline in
blue, and those for the naive importance weighting (IW)
baseline in red. We normalize the results so that UW has a
average loss and average effective sample size of 1. Thus for
the loss and N_eff subplots, there is always a horizontal blue
line at a height of 1. In parentheses are dataset dimension
and whether it is classification (C) or regression (R). We
use absolute prediction error loss for regression problems
as before, and 0-1 loss for classification problems.
We see that extreme dimension reduction does not always
help; whether it does depends on the dataset and the dimen-
sion of the subspace. However, for many datasets, there is
some subspace dimension for which our dimension reduc-
tion procedure does help. For a given dataset, the loss can
both increase (i.e. communities dataset) or decrease (i.e.
facebook) with a reduction in subspace dimension, depend-
ing whether the reduction in the variance of the estimator
Lˆ(b;A,wA), used both in selecting A and the downstream
IW, is enough to offset a potential increase in estimator bias.
What dimension reduction offers to the covariate shift prob-
lem is a way to navigate that tradeoff. We also note that
as alluded to in Section 3.3 and the simulation study, the
variance of our two-step procedure can be higher than IW.
We also caution that the 3 quantities we report for our
method are not directly comparable between different sub-
space dimensions, because the value of hyperparameter λ
chosen by cross-validation also differs between dimensions.
This means we cannot make claims like “the loss standard
deviation is lowered when reducing the subspace dimension
solely due to decreased density ratio estimation variance”.
Despite this caveat, we can still identify a phenomena that
is paradoxical at first: when going from 2 dimensions to 1,
the utilized effective sample size, N_eff, tends to increase.
Coupled with the accompanying decrease in density ratio
estimation variance, we would expect the loss standard de-
viation to decrease under this change. However, we observe
exactly the opposite. This phenomena is likely due to the
increased number of bad local optima in the non-convex
optimization problem when the subspace dimension is ex-
tremely low, i.e. 1. We anecdotally observed the same
phenomena in the simulation study, where loss standard
deviation was sensitive to how many random restarts we
used for optimization.
(a) Our method has better rel-
ative performance when la-
belled data is scarce.
(b) Our method is able to use
more data to learn the sub-
group model than IW & SUB.
Figure 5: Our method performs relative better when labelled
data is scarce due to its ability to utilize more data for fitting.
5.2 Case Study on Learning Subgroup Models
Recent work has shown that some real world models[6]
have lower prediction performance on minority subgroups
than for the majority group. In theory, this problem could
be alleviated by learning a subgroup model by only using
data from the subgroup. However, as data are scarce, the
performance of the subgroup model could be improved by
utilizing the appropriate data from the majority group. In
correcting for covariate shift, a model is learned to mini-
mize average prediction error with respect to one population
given labelled samples drawn from another population. This
motivates us to recast the subgroup model learning problem
as a covariate shift correction problem. We will describe this
formulation, then use our method to learn a classification
model for depression for the age 18-24 subgroup.
Formally, given (xi, yi, zi) ∼ PX,Y,Z , where feature vec-
tors xi ∈ RD and zi is an indicator denoting member-
ship in the subgroup of interest, given loss function l and
model class F , the subgroup model learning problem seeks
argminf∈F EPX,Y |Z=1 [l(f(X), Y )]. We reformulate it as
a covariate shift problem where P teX,Y = PX,Y |Z=1 and
P trX,Y = PX,Y . The covariate shift assumption is then that
PY |X,Z=1 = PY |X (which might not actually hold).
We apply our covariate shift correction method to the Na-
tional Health and Nutrition Examination Survey (NHANES)
[16] dataset, downloaded via the eponymous R package
[24]. This dataset contains demographic, physical, health,
and lifestyle variables from 10000 individuals in the United
States, obtained via surveys between 1999 and 2004. Impor-
tantly, these individuals are sampled to be representative of
the United States general population as a whole, so that sub-
groups underrepresented in the population will also be so in
the dataset. Given the recent rise in mental health issues of
college students [3], we use our method to learn a classifier
to predict the presence of depression for the subgroup of
persons of college age, i.e. those between 18 and 24 years
of age. Such persons, according to the NHANES dataset,
are on average different from the general population. For
example, they tend to be less likely to smoke, and have sleep
troubles, more likely to be single and physically active, and
on average have lower weight and poverty levels. These dif-
ferences open up the possibility that the best (linear) model
for this subgroup may be different than that of the general
population. Furthermore, only about 10% of the general
population (and thus NHANES dataset) falls into this sub-
group, so that approaches beyond simply fitting a model to
data from the subgroup are needed to handle data scarcity.
Regarding features, we only use those that can be easily
obtained, such as those aforementioned as well as income,
pulse, years of education, excluding those require medi-
cal tests such as urine sugar level, and those too closely
correlated with depression, i.e. how often the individual
considers their own general mental health to be bad. The
utility of the classifier would be to identify those at risk
of depression, using easily obtainable features that are not
proxies for depression. Following this guideline, we end up
using 27 features, and after removing those for which not all
features were available, retain data from 4517 individuals,
of which 21% were labelled as being depressed (proportion
of days feeling depressed not equal to “None”).
We compare the performance of our method (projecting
to 1-dimension, denoted JP(1)) to the naive importance
weighting and unweighted methods (denoted IW and UW
in figures) in learning a classifier for depression for the age
18 to 24 subgroup using the covariate shift reformulation,
as well as the baseline of fitting the classifier using only
data from the subgroup (denoted SUB). We perform this
comparison as the number of labelled data varies - for var-
ious N , we uniformly subsample a subset of size N , train
a model using a given method, and obtain predictions for
the remaining unsampled data. We do this 100 times for
each N and method, and report the average 1-AUC for them
in Figure 5a as well as the average effective sample size
(N_eff) in fitting the models in Figure 5b.
We see that our method, for all dataset sizes, it is able to
consider only (1-dimensional) subspaces in which the ef-
fective sample size of the loss estimator is close to that of
the entire labelled data without hurting performance (recall
the tradeoff controlling the lower bound on effective sample
size is chosen via cross validation). When the labelled data
is scarce, the resulting low variance of the loss estimator
offsets the bias that results from only estimating density
ratios within a subspace, when compared to IW, whose ef-
fective sample size is always smaller. When data is plentiful,
i.e. at N = 1500, the relative advantage of our method in
utilizing more data is diminished compared to the baselines,
who utilize less biased estimators. A similar relationship
holds between IW and the more biased UW, though the
dataset size at which their relative performances change or-
der occurs at N = 1000. Finally, SUB, whose estimator is
unbiased but enjoys far lower effective sample sizes, has far
worse performance than all of the covariate shift approaches,
which utilize labelled data from outside the subgroup.
6 Related Work
Our work studies the benefit of dimension reduction prior
to applying importance weighting approaches [13, 29, 5]
for solving the covariate shift problem [26]. In particular,
we use dimension reduction as a way to potentially reduce
the otherwise high variance in importance weighting ap-
proaches pointed out by [9]. Past work addressing this
issue [26, 9, 32, 14] has used various forms of regulariza-
tion to discourage exceedingly large weights, at the cost
of increased bias. Another line of work eschews weight
estimation and builds predictors that are robust to potential
shifts in the covariate [31] or conditional outcome [21, 8]
distribution. A separate work [25] reduces variance by us-
ing the predictor minimizing training loss as a prior when
minimizing the reweighted loss. One work [27] does apply
dimension reduction before estimating density ratios, by
searching for a subspace in which the training and test densi-
ties are maximally different, and estimating the ratios within
it. However, their chosen subspace, by construction, would
result in a small underlying effective sample size relative to
other subspaces.
Our approach is similar to supervised representation learn-
ing methods that find representations that are both predictive
and similar in some sense between the two domains; penaliz-
ing subspaces with small effective sample sizes is equivalent
to penalizing subspaces in which the Pearson divergence is
high. However, none of those approaches perform impor-
tance weighting when evaluating the predictive utility of a
representation, which is advantageous in many situations
when the downstream model (linear model in our case) is
misspecified so that importance weighting is actually neces-
sary to begin with. For example, [7] finds a linear subspace
minimizing an additive combination of maximum mean dis-
crepancy, and the lowest possible unweighted squared loss
of a linear model acting on it. Recent work has used neural
networks to find representations with which low unweighted
training domain loss can be achieved, and which are similar
between domains, as accomplished through using closed
form discrepancy measures [15] or adversarial training [12].
However, the learned model is not linear and interpretable.
7 Conclusion
To address the high variance of importance weighting (IW)
approaches to handling covariate shift, we have explored the
benefit of extreme dimension reduction, i.e. to very low di-
mensions, prior to applying such approaches. We presented
and solved a bilevel optimization problem that searches for
a subspace that is predictive, and for which the downstream
IW procedure would enjoy a large effective sample size.
We illustrated through lemmas and simulated and real data
that dimension reduction helps sometimes but not always,
due to bias introduced into the IW loss estimator, and the
fact that we incur additional variance in the selection of the
subspace. Study into how to alleviate these issues, as well as
how to avoid bad local optima in our optimization problem,
are potential future work. We also formulated the prob-
lem of learning a subgroup-specific model as a covariate
shift problem, and demonstrate the advantage of dimen-
sion reduction in learning a classifier for depression for the
college-aged subgroup. Finally, we believe our work has
implications for causal inference, which can be formulated
as a covariate shift problem [15], and where the propensity
score, essentially a density ratio, is used widely [4], yet
unreliably estimated in higher dimensions [18].
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Supplementary Material
Choosing Hyperparameters
The hyperparameters in the formulation fall into two groups: those whose optimal value does not change with A,
namely λ, and those whose optimal value does change with A: c, which prevents overfitting when evaluating the
predictive utility of A, and those required for density ratio estimation, namely γ as well as the bandwidth of the
Gaussian kernel basis functions, which we refer to as σ. We do not consider the latter group of hyperparameters
fixed, but instead update them throughout the gradient descent over A. We also note that by updating these
hyperparameters as the optimization runs, they are no longer hyperparameters in the conventional sense. The
reduced number of hyperparameters is thus computationally convenient.
The optimal values of γ and σ change with A because they are used to obtain estimates wˆAi of which changes
with A. Certainly, the hyperparameters of a density ratio estimation procedure should change as the true density
ratios change. To choose γ, σ for a given A, we use exactly the cross validation procedure [1] suggest, with 3-fold
cross-validation.
The optimal value of c is presumed to change with A for similar reasons. We would like to choose c such that given
A, b∗, obtained in Equation 7 (i.e. IW loss minimization, regularized by c), equals argminb∈RK EP te [l(bTATX)],
i.e. the best linear model for the test domain when covariates are first projected by A. Since c is the regularization
needed to solve a A-dependent learning problem, c should depend on A. To evaluate out-of-sample test domain
performance for a given A and linear predictor b, we use 3-fold weighted cross-validation as described in [2], where
a weighted average of out-of-sample labelled training data samples is used to approximate test domain loss. A
key difference is that given A, we estimate density ratios of the covariates, projected by A, as the density ratios in
the full space would not be estimated reliably.
While σ, γ are updated throughout a single optimization run, λ is held fixed, and thus chosen by “traditional”
out-of-sample validation. In particular, to evaluate a given λ, we use 5-fold weighted cross-validation, similar
to the previous section; using in-sample labelled training domain and unlabelled test domain data, we obtain
an A using the gradient descent procedure, with c, γ, σ updated through out it. The procedure returns an A,
and we use that A to calculate the density ratios of projected out-of-sample training data, which we then use to
approximate test domain loss.
In summary, in λ, the only “conventional” hyperparameter, is chosen to be the value whose resultant predictors
have the lowest average value of a loss estimate computed using the validation sets from 5-fold cross-validation
and estimates of projected density ratios. The remaining hyperparameters γ, σ, c are updated throughout the
optimization procedure for a fixed λ using grid search 3-fold cross-validation.
Proof of Lemma 3.1.2
Lemma. Given A, b, let C be a matrix whose columns span the orthogonal complement to the subspace spanned
by the columns of A, and let (U, V ) = (ATX,CTX) and (xtri , ytri ) ∼ P trX,Y . Then
∣∣∣EP trX,Y [Lˆ(b;A,wA)]− EP teX,Y [l(bTATX,Y )]∣∣∣ ≤ EP trU [PE(P teV |U‖P trV |U )] 12EP teU [V arP trY |U (l(bTU, Y ))] 12 ,
1
where
Lˆ(b;A,wA) := 1Ntr
∑
i
wAi l
(
bTATxtri , y
tr
i
)
(1)
wAi :=
P te
ATX
(AT xtri )
P tr
ATX
(AT xtri )
(2)
Pf. We first prove an upper bound of the bias of our loss estimator.
EP trX,Y [
1
Ntr
∑
i
P te
ATX
(AT xtri )
P tr
ATX
(AT xtri )
l(bTATxtri , y
tr
i )]− EP trU ,V ,Y [
P te(U ,V )
P tr(U ,V ) l(b
TU , Y )] (3)
= EP trX,Y [
P te
ATX
(ATX )
P tr
ATX
(ATX )
l(bTATX,Y )]− EP trU ,V ,Y [
P te(U ,V )
P tr(U ,V ) l(b
TU , Y )] (4)
= EP trU ,V,Y [
P te(U )
P tr(U )L(b
T (U ), Y )]− EP trU ,V ,Y [
P te(U ,V )
P tr(U ,V ) l(b
TU , Y )] (5)
= EP trU ,Y [
P te(U )
P tr(U ) l(b
TU , Y )]− EP trU ,V ,Y [
P te(U ,V )
P tr(U ,V ) l(b
TU , Y )] (6)
= EP teU
[
EP tr
V |U
[EPY |U,V [l(b
TU, Y )]]− EP te
V |U
[EPY |U,V [l(b
TU, Y )]]
]
(7)
= EP teU
[ ∫
V
(
(P trV |U (V )−
(
P teV |U (V )
)
EPY |U,V [l(b
TU, Y )]dV
]
(8)
= EP teU
[ ∫
V
(
P trV |U (V )− P teV |U (V )
)(
EPY |U,V [l(b
TU, Y )]− µU
)
dV +
∫
V
(
P trV |U (V )− P teV |U (V )
)
µUdV
]
(9)
= EP teU
[ ∫
V
(
1− P
te
V |U (V )
P tr
V |U (V )
)(
EPY |U,V [l(b
TU, Y )]− µU
)
P trV |U (V )dV + µU
(
−
∫
V
P trV |U (V )dV −
∫
V
P teV |U (V )dV
)]
≤ EP teU
[( ∫
V
(1− P
te
V |U (V )
P tr
V |U (V )
)2P trV |U (V )dV
) 1
2
(∫
V
(EPY |U,V [l(b
TU, Y )]− µU )2P trV |U (V )dV
) 1
2
+ µU
(
1− 1)] (10)
= EP teU
[(
PE(P teV |U ||P trV |U )
1
2
)(
varP tr
V |U
(EPY |U,V [l(b
TU, Y )])
1
2
)]
(11)
≤
(
EP teU
[
PE(P teV |U ||P trV |U )
]) 1
2
(
EP teU
[
varP tr
V |U
(EPY |U,V [l(b
TU, Y )])
]) 1
2 (12)
where µU := EP tr
V |U
[EPY |U,V [l(b
TU, Y )]] in Equation 10 and 12 I used Cauchy-Schwartz and PE(pX ||qX) :=
EqX [(
pX(X)
qX(X)
− 1)2], is the Pearson Divergence between distributions. We can now upper bound the second term
in Equation 12.
By the law of total variance, for a given U ,
varP tr
V |U
(EPY |V,U [l(b
TU, Y )]) = varP tr
Y |U
(l(bTU, Y ))− EP tr
V |U
[varPY |U,V (l(b
TU, Y ))].
Taking expectations of this equality over P teU gives
EP teU [varP trV |U (EPY |U,V [l(b
TU, Y )])] = EP teU [varP trY |U (l(b
TU, Y ))]− EP teU [EP trV |U [varPY |U,V (l(b
TU, Y ))]] (13)
≤ EP teU [varP trY |U (l(b
TU, Y ))] (14)
due to the second term on the RHS of Equation 13 always being at least 0. Combining Equation 14 and 12 gives
the upper bound. The proof of the lower bound of the bias is entire analogous, except it uses the same steps to
upper bound the negative of the bias, and we omit it for brevity.
References
[1] Takafumi Kanamori, Shohei Hido, and Masashi Sugiyama. A least-squares approach to direct importance
estimation. Journal of Machine Learning Research, 10(Jul):1391–1445, 2009.
[2] Masashi Sugiyama, Matthias Krauledat, and Klaus-Robert Muller. Covariate shift adaptation by importance
weighted cross validation. Journal of Machine Learning Research, 8(May):985–1005, 2007.
