Yangian actions on higher level irreducible integrable modules of affine
  gl(N) by Uglov, Denis
ar
X
iv
:m
at
h/
98
02
04
8v
2 
 [m
ath
.Q
A]
  8
 A
pr 
19
98
YANGIAN ACTIONS ON HIGHER LEVEL IRREDUCIBLE
INTEGRABLE MODULES OF ĝlN
DENIS UGLOV
Abstract. An action of the Yangian of the general linear Lie algebra glN is defined
on every irreducible integrable highest weight module of ĝlN with level> 2. This action
is derived, by means of the Drinfeld duality and a subsequent semi-infinite limit, from a
certain induced representation of the degenerate double affine Hecke algebra H. Each
vacuum module of ĝlN is decomposed into irreducible Yangian representations by
means of the intertwiners of H. Components of this decomposition are parameterized
by semi-infinite skew Young diagrams.
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1. Introduction
It is known that irreducible integrable level 1 modules of the affine Lie algebras ŝlN
and ĝlN possess hidden Yangian symmetries [H, S]. Apart from the standard actions
of ŝlN or ĝlN such modules admit also actions of the associative algebra Y(glN ) – the
Yangian of glN . These Yangian actions have a physical interpretation: the family of
operators arising from the centre of Y(glN ) is interpreted as the algebra of conserved
charges in a long-range interacting solvable model – the Haldane-Shastry model in the
case of ŝlN and the Sutherland model with spin in the case of ĝlN . The irreducible
integrable level 1 modules of the quantum affine algebras Uq( ŝlN ) and Uq( ĝlN) possess
hidden symmetries as well, the place of the Yangian is now taken by a level 0 action
of Uq( ĝlN). In fact, every irreducible integrable level 1 module Uq( ĝlN) is a module of
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2the quantum toroidal algebra [GKV]. The two actions of Uq( ĝlN) arise as actions of
the two subalgebras – each isomorphic to Uq( ĝlN ) – of this large algebra.
Based on the combinatorial results of [ANOT, BLS, KKN1, KKN2] one can expect,
that higher level irreducible integrable modules of ŝlN (at least for N = 2) and ĝlN
possess hidden Yangian symmetries as well. In the present paper we study the Yangian
symmetries of the irreducible integrable modules of ĝlN .
1.1. Statement of the results. Let gˆ be the affine Lie algebra ŝlN , let Λ be a domi-
nant integral weight of gˆ of level L > 2, and let V (Λ) be the irreducible gˆ-module with
highest weight Λ. Let H be the infinite-dimensional Heisenberg Lie algebra generated
by the elements K,B(m) (m ∈ Z6=0) modulo the relations
[B(m), B(n)] = Kmδm+n,0, [K,B(m)] = 0,
and let S− = C[B(−1), B(−2), B(−3), . . . ] be the standard bosonic Fock module of H
where the central charge K acts as the multiplication by NL. The object which we
study in this paper is the irreducible module
S− ⊗ V (Λ)(1.1)
of the Lie algebra ĝlN = H ⊕ ŝlN .
The Yangian Y(glN ) of the general linear Lie algebra glN is a canonical deformation
of the universal enveloping algebra U(glN [u]) in the class of Hopf algebras [D3]. The
centre of Y(glN) is isomorphic to the algebra of polynomials in infinitely many variables
∆1,∆2,∆3, . . . which it is customary to collect into a single formal series ∆(u) =
1 + u−1∆1 + u
−2∆2 + u
−3∆3 + · · · called the quantum determinant of Y(glN). The
quotient of Y(glN ) by the ideal generated by the centre, denoted Y(slN ), is known as
the Yangian of slN . The algebra Y(glN) is isomorphic to a tensor product of its centre
and Y(slN) (an extensive review of the Yangian can be found in [MNO]).
As the main result of this article we define an action of the algebra Y(glN) on each
of the irreducible integrable ĝlN -modules of the form (1.1). With this done, we proceed
to study the decomposition of S− ⊗ V (Λ) as the Yangian module in the case where
S− ⊗ V (Λ) is the vacuum representation of ĝlN , i.e. Λ = LΛ0. We find, that each
component of this decomposition is an irreducible finite-dimensional Y(glN)-module.
Yangian modules that appear as irreducible components of S− ⊗ V (LΛ0) form a set
parameterized by semi-infinite skew Young diagrams of a special type which we will
now describe. With any semi-infinite sequence of non-negative integers ~h = (hi)i∈N one
associates the semi-infinite skew diagram
D(~h) = ✛ ✲
✛ ✲
h1
h2
. . .
. . .
. . .
q
q
q
where each row has L squares. The diagram that corresponds to ~hvac = (hvaci )i∈N where
hvaci = L if i ≡ 0 mod N and h
vac
i = 0 if otherwise, is called the vacuum diagram.
Definition 1.1. A sequence ~h ∈ ZN>0, or the corresponding D(
~h), is called a skew
diagram of type DL(N) if and only if: (i) hi = h
vac
i for all but finite number of i, (ii)
each column of D(~h) contains no more than N squares.
An irreducible module V of Y(glN ) is specified up to an isomorphism by a set of
N − 1 monic polynomials P1(u), . . . , PN−1(u) ∈ C[u] called the Drinfeld polynomials
of V, and a formal series f(u) ∈ 1 + u−1C[[u−1]] such that ∆(u)|V = f(u) · 1V [D3].
Accordingly, to each skew Young diagram ~h of type DL(N) we attach N−1 polynomials
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~h
1 (u), . . . , P
~h
N−1(u) and a formal series f
~h(u). To define these, number the rows and
columns of the plane where D(~h) is positioned by Z in the matrix order: rows – from
the top downward, columns – from the left to the right so that the leftmost square
in the first row of D(~h) has the vertical coordinate 0 and the horizontal coordinate
1 +
∑∞
i=1 h
vac
i − hi. To the square positioned at the intersection of ith row and jth
column one then associates the number j − i called the content of this square. For all
k = 1, . . . , N − 1 define
P
~h
k (u) =
∏
c
(u− k − c+ 1)
where the product is taken over contents of bottom squares in columns of height k in
D(~h) (note that for any diagram of type DL(N) there are only a finite number of such
columns). With each skew diagram D(~h) of type DL(N) associate the rational function
f
~h(u) =
∞∏
k=1
(
u+ 2− r1 − k −
∑k−1
i=1 hi
u+ 1− k −
∑k−1
i=1 h
vac
i
)(
u+ 1− k −
∑k−1
i=1 h
vac
i − L
u+ 2− r1 − k −
∑k−1
i=1 hi − L
)
(1.2)
where r1 = 1+
∑∞
i=1 h
vac
i −hi. The following theorem gives the Yangian decomposition
of the vacuum ĝlN -module.
Theorem 1.2. Let VD(~h) be the irreducible Y(glN)-module defined up to an isomor-
phism by the Drinfeld polynomials P
~h
1 (u), . . . , P
~h
N−1(u) and the formal series obtained
by the expansion of f
~h(u) in negative powers of u.
Then as the Y(glN )-module the vacuum representation S−⊗V (LΛ0) is isomorphic to
the direct sum
⊕
D(~h) VD(~h) taken over all semi-infinite skew diagrams of type DL(N).
The irreducible Y(glN )-modules appearing in the above decomposition belong to the
class of tame modules. These are distinguished among all Y(glN)-modules in that they
admit semi-simple actions of a certain maximal commutative subalgebra of Y(glN)
[C1, NT1, NT2]. The structure of a tame irreducible module is considerably simpler
than that of a general irreducible Y(glN)-module. In particular, the slN -character of
a tame irreducible module admits a simple explicit form given by a product of skew
Schur functions [NT1, NT2, KKN1]. No explicit formula, on the other hand, seems
to be at the present available for the character of a general irreducible Y(glN)-module
apart from the case N = 2.
For each skew diagram D(~h) of type DL(N) the degree of D(~h) is defined as
degD(~h) =
∞∑
i=1
i(hi − h
vac
i ).
Note that hi = h
vac
i if i > N degD(
~h). A finite part D(~h) is the finite skew Young
diagram obtained fromD(~h) by deleting all but the first Nl rows, where l is an arbitrary
integer such that l > degD(~h). The module VD(~h) is isomorphic, up to a Y(glN )-
automorphism, to one of the so called elementary tame Y(glN)-modules associated with
an arbitrary finite part ofD(~h) (see [NT2] and Section 4.2.2). The slN -character of VD(~h)
equals the skew Schur function sD(~h)(x1, . . . , xN) (cf. [M] and Section 4.2.2) labeled by
an arbitrary finite partD(~h) (elementary modules labeled by different finite parts of the
same semi-infinite diagram are isomorphic to each other). In particular, the dimension
of VD(~h) is equal to the number of semi-standard tableaux on numbers 1, . . . , N of
4the shape D(~h). The Yangian decomposition given in Theorem 1.2 is reflected in the
following expression for the character of the vacuum ĝlN -module:
ChS−⊗V (LΛ0)(q, x) =
ChV (LΛ0)(q, x)∏
k>1(1− q
k)
=
∑
D(~h)
q
∑
∞
i=1 i(hi−h
vac
i ) sD(~h)(x)
where the summation is taken over all semi-infinite skew diagrams of type DL(N) and
x = (x1, . . . , xN ). Above,D(~h) stands for an arbitrary finite part of D(~h).
1.2. Related results.
1.2.1. Long-range solvable models and Yangian actions on level 1 irreducible integrable
modules of ŝlN and ĝlN . The subject of Yangian actions on infinite-dimensional repre-
sentations of affine Lie algebras was initiated in the work [H], where actions of Y(gl2)
were defined on irreducible integrable highest weight modules of ŝl2 of level 1. The
physical meaning of a Y(gl2)-action of this type is as follows. The centre of Y(gl2) is
interpreted as the algebra of commuting conserved charges in an appropriate field theory
limit of the solvable Haldane-Shastry spin chain with long-range interaction, whereas
the subalgebra Y(sl2) is interpreted as the non-abelian symmetry algebra which com-
mutes with the conserved charges and, thus, gives rise to degeneracies in their spectra.
The results of [H] were subsequently extended and generalized in several directions.
First of all, the decompositions of irreducible integrable level 1 modules of ŝl2 with
respect to the Y(gl2)-actions were obtained in [BPS] and [BLS]. These decomposi-
tions are given in terms of the spinon bases. In physical terms these bases are formed
by elementary excitations of the Haldane-Shastry spin chain – the spinons. From the
viewpoint of the representation theory these bases provide a new description of the ir-
reducible modules of the affine Lie algebra which, in particular, leads to new identities
for characters of these modules. The above results are known to generalize for the slN
with N > 2 (cf. [S, BS]).
Irreducible integrable level 1 modules of the Lie algebra ĝlN also admit actions of the
Yangian Y(glN ) ([U1, U2]). An irreducible ĝlN -module is simply a tensor product of an
irreducible ŝlN -module and the bosonic Fock module of the Heisenberg algebra. In this
case the physical meaning of the Y(glN)-action changes in that the centre of Y(glN)
is now interpreted as the algebra of conserved charges in a suitable field theory limit
of the Sutherland model with spin. The Sutherland model is the parent model of the
Haldane-Shastry spin chain, and the latter is the limiting case of the former in which
the dynamical degrees of freedom are frozen so that only the spin degrees of freedom
remain relevant. In the language of the representation theory this freezing of dynamical
degrees of freedom is expressed simply as the fact that an irreducible ŝlN -module is the
quotient of an irreducible ĝlN -module by the linear subspace generated by the creation
operators of the Heisenberg algebra.
The present work is partly an attempt to extend the above results to the higher
level irreducible integrable modules of affine Lie algebras. What we obtain here is quite
similar to the level 1 situation. The centre of the Y(glN)-action gives rise to a family of
commuting Hamiltonians. The spectral decomposition of the vacuum level L module of
ĝlN by these Hamiltonians is given by Theorem 1.2, the spectrum itself being encoded
in the coefficients of the series obtained by the expansion of (1.2). In contrast with the
level 1 case, however, we lack a physical interpretation of this picture. Presumably, the
above commuting Hamiltonians can be related to conserved charges of some suitable
higher spin version of the Sutherland model with spin.
51.2.2. Spectral decomposition of solvable lattice models. The corner transfer matrix
method in solvable lattice models leads to a combinatorial description of an irreducible
integrable highest weight module of ŝlN as the space of paths [DJKMO]. Each path is
an eigenvector of an infinite family of mutually commutative Hamiltonians defined by
the local energy function associated with the R-matrix of the solvable lattice model. A
series of recent papers [ANOT, KKN1, KKN2] deals with the spectral decomposition
of the path space with respect to this commutative family. Remarkably, it was found
that in the case when level is 1 this spectral decomposition matches combinatorially
the Yangian decomposition described in the previous section. More precisely, there
is a one-to-one, slN -character preserving, correspondence between eigenspaces of the
commuting Hamiltonians in the path space, and irreducible components of the Yan-
gian action on the ŝlN -module that is described by this path space. So far, Yangian
actions have been defined only on level 1 irreducible integrable ŝlN -modules (see, how-
ever, [BMM] where Yangian actions of a different type from the one we consider here
were defined on higher level modules), and it is not known, therefore, whether a simi-
lar correspondence, or an appropriate modification thereof, exists in the case of higher
levels. Still, it is instructive to compare the Yangian decomposition of the irreducible
ĝlN -module S− ⊗ V (LΛ0) given by Theorem 1.2 with the spectral decomposition of
the path space for the vacuum ŝlN -module V (LΛ0) given in [KKN2]. The components
of these decompositions are labeled similarly, by semi-infinite skew Young diagrams.
The one difference is that in the case of V (LΛ0) the sequence (hi)i∈N, defining a skew
Young diagram, contains only numbers not exceeding L. The other difference is in the
dimension of the component labeled by a skew Young diagram. For S− ⊗ V (LΛ0) this
dimension equals the number of semi-standard tableaux (on the numbers 1, . . . , N) of
shape defined by the skew diagram. Whereas for V (LΛ0) the dimension is generally
smaller – it equals the number of the so called non-movable semi-standard tableaux
[KKN2].
1.2.3. Representations of the Quantum Toroidal Algebra. The results of the present
paper have natural counterparts for the quantum affine algebras. In this case instead
of a Yangian action on the irreducible ĝlN -module S−⊗V (Λ) we obtain a level 0 action
of Uq( ĝlN) = U(H) ⊗ Uq( ŝlN) on the irreducible Uq( ĝlN )-module S− ⊗ Vq(Λ), where
Vq(Λ) is the irreducible module of Uq( ŝlN) with highest weight Λ. The two actions of
Uq( ĝlN) on S− ⊗ Vq(Λ) extend, in fact, to a representation of a more general object –
the quantum toroidal algebra. The quantum toroidal algebra is a deformation of the
enveloping algebra of the universal central extension of the Lie algebra of maps from
the two-dimensional torus into slN . Some infinite-dimensional representations of the
quantum toroidal algebra on level 1 modules of Uq( ĝlN) and Uq( ŝlN) were recently
constructed and studied in [Sa, STU, T, VV]. Our present work has mostly been
motivated by a desire to generalize the latter results on the case of higher levels. We
plan to report on this issue in a forthcoming article.
1.3. An overview of the paper. The paper is divided into three main sections.
Section 2 is a summary of definitions and known results on the Degenerate Double
Affine Hecke Algebra, representation theory of ĝlN and ŝlN (mainly we cover the Fock
space module of ĝlN and irreducible quotients thereof) and the Yangian. In Section
3 we define a Yangian action on an irreducible ĝlN -module of the form (1.1). Section
4 contains the results on the Yangian decompositions of the vacuum ĝlN -modules, in
6particular – a proof of Theorem 1.2. Below we highlight the main technical points of
these sections.
1.3.1. Degenerate Double Affine Hecke Algebra. The central role in the construction
of the Yangian actions on the ĝlN -modules is played by the Degenerate Double Affine
Hecke Algebra. We start from a certain family of parabolic induced representations
of this algebra. These representations were defined in the setting of Double Affine
Hecke Algebra by I.Cherednik [C3], and were extensively studied in the recent work of
Arakawa et al. [AST]. The Drinfeld functor [D2] applied to a representation of this
type gives a Yangian action on the finite exterior product (wedge product) of vector
spaces Vaff . Here Vaff = C[z
±1] ⊗ CN ⊗ CL is the level 0 module of the Lie algebra
ŝlN ⊕ ŝlL obtained by the affinization of the vector module C
N ⊗ CL of slN ⊕ slL. The
wedge product with infinite number of factors and appropriate asymptotic conditions
is nothing but the well-known fermionic Fock space module of the Clifford algebra
[DJKMO]. The Yangian action on the finite wedge product gives rise to a Yangian
action on the Fock space. Informally speaking, the latter action is an infinite limit of
the former. A formal definition is contained in Section 3.1. This definition is made
possible by a certain stability (cf. Section 3.1.1) of the Yangian action on the finite
wedge product when the number of factors in the latter grows by steps of NL.
1.3.2. From the Fock space to the irreducible modules of ĝlN . The finite wedge product
is equipped with the diagonal, level 0 action of the Lie algebra ŝlN ⊕ ŝlL (i.e. actions
of both subalgebras ŝlN and ŝlL have level 0). This action survives in the Fock space
limit. On the Fock space, however, the action of ŝlN acquires the level L and the action
of ŝlL acquires the level N. Moreover, on the Fock space, there is an action of the
Heisenberg algebra H that centralizes the action of ŝlN ⊕ ŝlL. The decomposition of
the Fock space with respect to the action of H⊕ ŝlN ⊕ ŝlL was studied by I.Frenkel [F].
His result is quoted in Theorem 2.3. Form this result it follows that every ĝlN -module
of the form (1.1) is realized as the quotient of a charge component of the Fock space
(cf. Section 2.1.2) by the linear subspace generated by a certain subalgebra of U(ŝlL).
With a specific choice of parameters, the Y(glN)-action leaves this subspace invariant,
and therefore a Y(glN)-action is defined on (1.1).
1.3.3. Intertwiners of the Degenerate Double Affine Hecke Algebra and the Yangian de-
compositions of the vacuum modules of ĝlN . The intertwiners of weight spaces provide
a powerful machinery which allows to study representations of the Degenerate Double
Affine Hecke Algebra, H. These intertwiners form a linearly independent family of
elements of H parameterized by a subset of the affine Weyl group. The induced repre-
sentations of the Degenerate Double Affine Hecke Algebra analyzed in [AST] depend on
several parameters. If these parameters are generic, the corresponding representation
is irreducible and admits a basis generated by the intertwiners from the distinguished
cyclic vector called the highest weight vector of this representation ([AST] Proposition
2.4.3 and Theorem 2.4.4). The parameters of the representations which are used in the
present paper to define the Yangian actions on the irreducible modules of ĝlN are not
generic. This means that there are intertwiners which are not invertible on the highest
weight vector, and/or that intertwiners applied to the highest weight vector no longer
form a basis of the representation.
In Section 4.1 we study intertwiners in the representations of H that are used to
define the Yangian actions on the vacuum modules of ĝlN . We introduce a subset
of the affine Weyl group formed by regular elements. These elements are defined so
7that the corresponding intertwiners generate from the highest weight vector a linearly
independent set of vectors and, moreover, are invertible on this vector. We find that
the set of regular elements is in one-to-one correspondence with the set of skew Young
diagrams of a special type which we refer to as the type DmL (Section 4.1.4). To each
skew Young diagram of this type, with the additional restriction that the number of
squares in every column does not exceed N, there corresponds a highest weight vector
of the Y(glN)-action on the wedge product with the number of factors equal to Lm
(Section 4.2.1). When the number of factors becomes infinite, these highest weight
vectors give rise to a family of highest weight vectors of the Yangian action on the Fock
space. The members of this family are now labeled by the semi-infinite skew Young
diagrams of type DL(N) introduced in Definition 1.1. In Section 4.2.2 we demonstrate
that these highest weight vectors exhaust all Yangian highest weight vectors in the
quotient of the suitable charge component of the Fock space that is isomorphic to the
vacuum module of ĝlN of level L.
1.4. Acknowledgments. I am grateful to I. Cherednik, B. Feigin, T. Miwa, T. Suzuki
and K. Takemura for numerous valuable discussions concerning the subject of this
article.
2. Preliminaries
2.1. Representations of the Affine Lie Algebra ŝlN .
2.1.1. Affine Lie Algebra ŝlN . Let N be an integer > 2 and let hN be an N -dimensional
vector space over C with basis {H0, H1, . . . , HN−1}. We let {Λ0,Λ1, . . . ,ΛN−1} be the
corresponding dual basis of h∗N , the dual space of hN . It is convenient to extend the
index set so that Λs = Λ(smodN) for all s ∈ Z. Then, for all s ∈ Z, we set εs = Λs−Λs−1
and τs = 2Λs − Λs−1 − Λs+1.
The N × N matrix ‖τs(Ht)‖ is called the generalized Cartan matrix of type A
(1)
N−1.
The associated affine Kac-Moody algebra is denoted ŝlN . It is defined as the complex
Lie algebra generated by elements Es, Fs, Hs for 0 6 s < N, subject to the relations:
[Hs, Ht] = 0; [Es, Ft] = δstHs;
[Hs, Et] = τt(Hs)Et; [Hs, Ft] = −τt(Hs)Ft;
(adEs)
1−τt(Hs)Et = 0; (adFs)
1−τt(Hs)Ft = 0 (s 6= t),
where (ada)b = [a, b]. The abelian Lie algebra hN is known as the Cartan subalgebra
of ŝlN , and the vectors Λs as the fundamental weights.
Let slN be the finite-dimensional Lie subalgebra of ŝlN generated by Es, Fs, Hs for
1 6 s < N. We denote by h¯N the Cartan subalgebra of slN , and by Λ¯1, . . . , Λ¯N−1 the
set of fundamental weights of slN . Let Λ =
∑N−1
s=0 asΛs (as ∈ C) be a weight of slN .
We denote by Λ¯ the finite part of Λ, i.e.: Λ¯ =
∑N−1
s=0 asΛ¯s, where Λ¯0 := 0. We denote
by Q¯N , P
+
N and P
+
N (L) the root lattice of slN , the cone of dominant integral weights of
ŝlN and the set of dominant integral weights of level L respectively:
Q¯N = ⊕
N−1
s=1 Zτ¯s,
P+N = {Λ =
N−1∑
s=0
asΛs | as ∈ Z>0},
P+N (L) = {Λ ∈ P
+
N | a0 + a1 + · · ·+ aN−1 = L}.
8Let L be an integer > 2. In what follows we will often consider the pair of algebras
ŝlN and ŝlL. In order to distinguish the two, we denote the generators of ŝlL by ea, fa, ha
(0 6 a < L), its Cartan subalgebra by hL, the corresponding fundamental weights by
ω0, ω1, . . . , ωL−1, and set ϑa = ωa − ωa−1 for all a ∈ Z. As above, we set ωa = ω(amodL),
and denote by ω¯ the finite part of the weight ω ∈ h∗L.
2.1.2. The wedge product and the Fock space.
Vector modules and their affinizations. Let CN = ⊕Ns=1Cus be the vector module
of the finite-dimensional Lie algebra slN . Let Est ∈ End(C
N) be the matrix units in the
basis {u1, . . . , uN}. The actions of the generators of slN on the vector module are given
by
Es · v = Es,s+1 · v,
Fs · v = Es+1,s · v,
Hs · v = (Ess − Es+1,s+1) · v
(
s = 1, . . . , N − 1; v ∈ CN
)
,
so that the weight of the basis element us is ε¯s. Likewise, let C
L = ⊕La=1Cvs be the
vector module of the Lie algebra slL. Let eab ∈ End(C
L) be the matrix units in the
basis {v1, . . . , vL}. We define the actions of the generators of slL on C
L by
eL−a · v = ea+1,a · v,
fL−a · v = ea,a+1 · v,
hL−a · v = (ea+1,a+1 − eaa) · v
(
a = 1, . . . , L− 1; v ∈ CL
)
,
so that the weight of the basis element va is ϑ¯L+1−a. The actions of slL and slN are
naturally extended to the tensor product CL ⊗ CN , so that for x ⊗ y ∈ CL ⊗ CN we
have
a · (x⊗ y) =
{
(a · x)⊗ y if a ∈ slL,
x⊗ (a · y) if a ∈ slN .
Clearly these two actions are mutually commutative.
Let z be a formal variable, and let Vaff = C[z
±1]⊗CL⊗CN be the affinization of the
slL ⊕ slN -module C
L ⊗CN . We define level 0 actions of ŝlL and ŝlN on t⊗ x⊗ y ∈ Vaff
by setting a · (t⊗ x⊗ y) = t⊗ a · (x⊗ y) if a ∈ slL or a ∈ slN , and
e0 · (t⊗ x⊗ y) = zt⊗ e1L · (x⊗ y), E0 · (t⊗ x⊗ y) = zt⊗EN1 · (x⊗ y),
f0 · (t⊗ x⊗ y) = z
−1t⊗ eL1 · (x⊗ y), F0 · (t⊗ x⊗ y) = z
−1t⊗ E1N · (x⊗ y).
These actions of ŝlL and ŝlN are obviously mutually commutative.
Let us now introduce a notation concerning a basis of Vaff . With each integer k we
associate the unique triple k, k˙, k such that k ∈ {1, . . . , N}, k˙ ∈ {1, . . . , L}, k ∈ Z, and
k = k −N(k˙ + Lk).
For each integer k we define uk := z
k ⊗ vk˙ ⊗ uk. Then the set {uk | k ∈ Z} is a basis of
Vaff .
The wedge product. Consider the tensor product V ⊗naff . As a linear space V
⊗n
aff is
naturally isomorphic to C[z±11 , . . . , z
±1
n ]⊗ (C
L)⊗n ⊗ (CN )⊗n. The algebras ŝlL and ŝlN
act on V ⊗naff diagonally (i.e. by means of the comultiplication).
Let Ti (i = 1, . . . , n−1) be the permutation operator with respect to the factors i and
i + 1 in the tensor product V ⊗naff . We define the wedge product of Vaff as the following
9quotient linear space:
V ∧naff = V
⊗n
aff /
n−1∑
i=1
Ker(Ti − 1).(2.3)
Denote by ∧ the quotient map V ⊗naff → V
∧n
aff . For integer k1, . . . , kn define the wedge
vector (or, simply, the wedge) as
uk1 ∧ uk2 ∧ · · · ∧ ukn = ∧(uk1 ⊗ uk2 ⊗ · · · ⊗ ukn).
The factors of the wedge obey the standard fermionic exchange relations, i.e. we have
uki ∧ uki+1 = −uki+1 ∧ uki (i = 1, . . . , n− 1).
Moreover, the set {uk1 ∧ uk2 ∧ · · · ∧ ukn | k1 > k2 > · · · > kn} is a basis of V
∧n
aff . We will
call an element of this basis a normally ordered wedge.
Since the actions of ŝlL and ŝlN on V
⊗n
aff commute with Ti, they factor through the
quotient map ∧ and give rise to mutually commutative actions of ŝlL and ŝlN on the
wedge product.
The Fock space. Let V
∧∞
2
aff be the semi-infinite wedge product of the linear spaces
Vaff . The Fock space F is defined as a subspace of V
∧∞
2
aff spanned by semi-infinite wedges
uk1 ∧ uk2 ∧ · · · that satisfy the asymptotic condition: ki+1 = ki − 1 for all but finite
number of i ∈ N. For each M ∈ Z the component FM of charge M is defined as the
linear span of wedges uk1∧uk2∧· · · that satisfy the asymptotic condition: ki =M−i+1
for all but finite number of i ∈ N. Clearly we have F = ⊕M∈ZFM . For each M ∈ Z the
vector |M〉 = uM ∧ uM−1 ∧ uM−2 ∧ · · · ∈ FM is called the vacuum of charge M. It is
well-known that F admits a description as an irreducible Fock module of the Clifford
algebra – hence its name [JM, KR, DJKMO]. For each integer k and a normally ordered
wedge uk1 ∧ uk2 ∧ · · · define the operators ψ
∗
k and ψk as
ψ∗k · (uk1 ∧ uk2 ∧ · · · ) = uk ∧ uk1 ∧ uk2 ∧ · · · ,
ψk · (uk1 ∧ uk2 ∧ · · · ) =
{
(−1)i−1uk1 ∧ uk2 ∧ · · · ∧ uki−1 ∧ uki+1 ∧ · · · if ki = k,
0 if ki 6= k for all i = 1, 2, . . . .
These operators satisfy the defining relations of the Clifford algebra:
ψ∗kψl + ψlψ
∗
k = δkl1, ψ
∗
kψ
∗
l + ψ
∗
l ψ
∗
k = 0, ψkψl + ψlψk = 0,
and generate the entire Fock space from the vacuum vector |0〉.
The actions of the Lie algebras ŝlL and ŝlN on F are defined as in the finite situation
– by means of the comultiplication. More precisely, let a be an element of ŝlL or ŝlN .
We define the action of a on the semi-infinite wedge uk1 ∧ uk2 ∧ · · · ∈ F as
a · (uk1 ∧ uk2 ∧ · · · ) = (a · uk1) ∧ uk2 ∧ · · · + uk1 ∧ (a · uk2) ∧ · · · + . . . ,(2.4)
with the additional normalization a · |0〉 = 0 if a is an element of the Cartan subalgebra
of slL or slN .
Proposition 2.1.
(i) The rule (2.4) together with the above normalization give rise to well-defined, mu-
tually commutative actions of the algebras ŝlL and ŝlN on F .
(ii) The level of the ŝlL action on F equals N, and the level of the ŝlN action on F
equals L.
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Proof. For the proof of this proposition it is convenient to express the actions of ŝlL and
ŝlN in terms of the Clifford algebra generators (the fermions). For each s = 1, . . . , N ;
a = 1, . . . , L and m ∈ Z define ψas (m) = ψk where k = s − N(a + Lm), and similarly
for the operators ψ∗k. Let : : denote the normal ordering with respect to the vacuum
|0〉, and set
Jabst (m) =
∑
n∈Z
: ψas (m+ n)
∗ψbt (n) : (s, t = 1, . . . , N ; a, b = 1, . . . , L;m ∈ Z).
The operators Jabst (m) generate a level 1 action of the Lie algebra ĝlNL on F . We have:
[Jabst (m), J
cd
pq (n)] = δtpδbcJ
ad
sq (m+ n)− δsqδadJ
cb
pt (m+ n) +mδm+n,0δtpδsqδbcδad1.
For all s, t = 1, . . . , N ; a, b = 1, . . . , L; and m ∈ Z define
Jst(m) =
L∑
a=1
Jaast (m) and J
ab(m) =
N∑
s=1
Jabss (m).
The operators Jst(m) and J
ab(m) generate an action of ĝlN of level L and an action of
ĝlL of level N respectively. We have:
[Jst(m), Jpq(n)] = δtpJsq(m+ n)− δsqJpt(m+ n) + Lmδm+n,0δtpδsq1,
[Jab(m), Jcd(n)] = δbcJ
ad(m+ n)− δadJ
cb(m+ n) +Nmδm+n,0δbcδad1.
Now, the generators of the ŝlN -action on F are expressed in terms of the fermions as:
Hs = Jss(0)− Js+1,s+1(0), Es = Js,s+1(0), Fs = Js+1,s(0), (s = 1, . . . , N − 1),
E0 = JN1(1), F0 = J1N(−1).
And the generators of the ŝlL-action on F are expressed as:
hL−a = J
a+1,a+1(0)− Jaa(0), eL−a = J
a+1,a(0), fL−a = J
a,a+1(0), (a = 1, . . . , L− 1),
e0 = J
1L(1), f0 = J
L1(−1).
The proposition immediately follows from these expressions.
For each m ∈ Z6=0 define an operator B(m) ∈ End(F) by setting for uk1∧uk2∧· · · ∈ F :
B(m) · (uk1 ∧ uk2 ∧ · · · ) = (z
m · uk1) ∧ uk2 ∧ · · · + uk1 ∧ (z
m · uk2) ∧ · · · + . . . .(2.5)
Expressing the B(m) in terms of the Clifford algebra generators one proves the following
proposition:
Proposition 2.2.
(i) The action (2.5) is well-defined. The operators {B(m)|m ∈ Z6=0} satisfy the defining
relations of the Heisenberg algebra H with the central charge LN, i.e.:
[B(m), B(n)] = LNmδm+n,0 · 1.
(ii) The above action of H centralizes the actions of ŝlL and ŝlN on F .
Thus we have an action of the Lie algebra H⊕ ŝlN⊕ ŝlL on F . This action clearly leaves
invariant the charge component FM for each M ∈ Z.
Decomposition of the Fock space. Let S− = C[B(−1), B(−2), B(−3), . . . ] be the
Fock module of the Heisenberg algebra H. The standard action of H on b ∈ S− is
defined as
B(m) · b = B(m)b (m < 0), B(m) · b = [B(m), b] (m > 0).
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With every pair M,Λ where M ∈ Z, and Λ =
∑N−1
s=0 asΛs ∈ P
+
N (L) such that
Λ¯ ≡ Λ¯M mod Q¯N we associate the ŝlL weight ωM,Λ ∈ P
+
L (N) as follows:
ωM,Λ = ωl1 + ωl2 + · · ·+ ωlN ,
where l1, l2, . . . , lN are integers defined by
as = ls − ls+1 (1 6 s 6 N − 1),
M = l1 + l2 + · · ·+ lN .
(2.6)
Note that ωM,Λ 6= ωM,Λ′ if Λ 6= Λ
′.
Let Λ ∈ P+N , and let V (Λ) be the irreducible (integrable) highest weight module of
the affine Lie algebra ŝlN with the highest weight Λ. Likewise, for ω ∈ P
+
L , let V (ω)
be the irreducible (integrable) highest weight module of the affine Lie algebra ŝlL with
the highest weight ω.
The following theorem, due to I.Frenkel [F], gives the decomposition of the Fock
space into irreducible modules of the Lie algebra H ⊕ ŝlN ⊕ ŝlL :
Theorem 2.3. For each M ∈ Z one has the following isomorphism of H ⊕ ŝlN ⊕ ŝlL-
modules:
FM ≃
⊕
{Λ∈P+N (L) | Λ¯≡Λ¯MmodQ¯N}
S− ⊗ V (Λ)⊗ V (ωM,Λ).(2.7)
Note that each weight Λ ∈ PN(L)
+ appears in the above decomposition when M runs
through the set {0, 1, . . . , N − 1}. To describe the isomorphism (2.7) explicitly it is
enough to point out the highest weight vectors of H ⊕ ŝlN ⊕ ŝlL in FM . With l1, . . . , lN
defined as in (2.6), these are given as follows. For each integer l and each s = 1, . . . , N
define
Ξs(l) =

ψ∗s+N(l−1)ψ
∗
s+N(l−2) · · ·ψ
∗
s if l > 0,
1 if l = 0,
ψs−N(−l)ψs−N(−l−1) · · ·ψs−N if l < 0.
Then under the isomorphism (2.7) the vector
Ξ1(l1)Ξ2(l2) · · ·ΞN (lN) · |0〉 ∈ FM
corresponds to
1⊗ |Λ〉 ⊗ | ωM,Λ〉
where |Λ〉 is the highest weight vector in V (Λ), | ωM,Λ〉 is the highest weight vector in
V (ωM,Λ) and 1 is the highest weight vector in S−.
2.2. Degenerate Double Affine Hecke Algebra. Here we collect the necessary
facts about the Degenerate Double Affine Hecke Algebra. Exposition in this section
closely follows the work [AST].
2.2.1. Affine Root System. Let t¯ = ⊕ni=1Cǫ
∨
i be the Cartan subalgebra of the Lie algebra
gln(C) and let t = t¯⊕Cc⊕Cd be the Cartan subalgebra of the affine Lie algebra ĝln(C).
The non-degenerate bilinear symmetric form ( , ) on t is defined by setting (ǫ∨i , ǫ
∨
j ) = δij ,
(c, d) = 1, (ǫ∨i , c) = (ǫ
∨
i , d) = (c, c) = (d, d) = 0. Let t¯
∗ = ⊕ni=1Cǫi be the dual space of t¯
and t∗ = t¯∗⊕Cc∗⊕Cδ be the dual space of t, where ǫi, δ and c
∗ are the dual vectors of
ǫ∨i , d and c respectively. We identify t
∗ with t via the correspondences ǫi 7→ ǫ
∨
i , δ 7→ c
and c∗ 7→ d. For a vector ζ ∈ t∗ we denote by ζ∨ the vector of t obtained through this
identification.
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Let R¯, R¯+ and Π¯ be, respectively, the root system, the set of positive roots and the
set of simple roots of type An−1 :
R¯ = {αij = ǫi − ǫj | i 6= j},
R¯+ = {αij | i < j},
Π¯ = {α1, . . . , αn−1} (αi := αii+1).
The affine root system R, the set of positive roots R+ and the set of simple roots Π of
type A
(1)
n−1 are defined by
R = {α+ kδ | α ∈ R¯, k ∈ Z},
R+ = {α + kδ | α ∈ R¯+, k > 0} ⊔ {−α + kδ | α ∈ R¯+, k > 0},
Π = {α0 := δ − (ǫ1 − ǫn)} ⊔ Π¯.
2.2.2. Affine Weyl Group. Let W¯ be the Weyl group of the root system R¯, it is iso-
morphic to the symmetric group Sn. Let P¯ = ⊕
n
i=1Zǫi be the weight lattice of gln(C).
The affine Weyl group W is defined as the semidirect product
W = W¯×P¯ ,
with the relations w · tη · w
−1 = tw(η), where w and tη are the elements of W that
correspond to w ∈ W¯ and η ∈ P¯ respectively.
Let sα ∈ W¯ be the reflection that corresponds to the root α ∈ R¯. The action of W
on an element ξ ∈ t is given by
sα(ξ) = ξ − α(ξ)α
∨
(
α ∈ R¯
)
,
tη(ξ) = ξ + δ(ξ)η
∨ −
(
η(ξ) +
1
2
(η, η)δ(ξ)
)
c
(
η ∈ P¯
)
.
This action leaves invariant the linear subspace t′ = t¯⊕ Cc ⊂ t. The dual action of W
on a vector ζ ∈ t∗ is given by
sα(ζ) = ζ − (α, ζ)α
(
α ∈ R¯
)
,
tη(ζ) = ζ + (δ, ζ)η −
(
(η, ζ) +
1
2
(η, η)(δ, ζ)
)
δ
(
η ∈ P¯
)
.
This action leaves invariant the subspace Cδ ⊂ t∗. Therefore we have an action of W
on the linear space (t′)∗ = t∗/Cδ which we identify with t¯∗ ⊕ Cc∗ :
sα(ζ) = ζ − (α, ζ)α
(
α ∈ R¯, ζ ∈ (t′)∗
)
,
tη(ζ) = ζ + ζ(c)η
(
η ∈ P¯ , ζ ∈ (t′)∗
)
.
(2.8)
For an affine root α = α¯+ kδ (α¯ ∈ R¯, k ∈ Z), define the corresponding affine reflection
by sα = t−kα¯ ·sα¯. Set si = sαi for i = 0, . . . , n−1. We will identify the set {0, . . . , n−1}
with the abelian group Z/nZ. Let π = tǫ1 · s1 · · · sn−1.
Proposition 2.4. The group W is isomorphic to the group defined by generators
π, π−1, si (i ∈ Z/nZ) and relations
s2i = 1, π · π
−1 = 1, π · si = si+1 · π,
si · sj = sj · si (i− j 6≡ ±1 mod n),
si · si+1 · si = si+1 · si · si+1.
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For w ∈ W, let S(w) = R+ ∩ w
−1 (R−) , where R− = R \ R+ is the set of negative
roots. The length l(w) of w is defined as the number of elements in the set S(w). For
w ∈ W, an expression w = πk · si1 · · · sil is called a reduced expression if l = l(w). Let
W a be the subgroup of W generated by s0, . . . sn−1. For w,w
′ ∈ W a write w  w′ if w
can be obtained as a subexpression of a reduced expression for w′. The partial ordering
 is extended on W by πkw  πk
′
w′ ⇔ k = k′ and w  w′ (w,w′ ∈ W a).
2.2.3. Degenerate Double Affine Hecke Algebra. Let C[W ] denote the group algebra of
W and let S[t′] denote the symmetric algebra of t′. We have C[W ] = C[P¯ ]⊗C[W¯ ] and
S[t′] = S [¯t]⊗ C[c].
Definition 2.5 ([C4]). The degenerate double affine Hecke algebra H is the unital
associative C-algebra defined by the following properties:
(i) As a C-vector space
H = C[W ]⊗ S[t′],
(ii) The inclusions C[W ] →֒ H and S[t′] →֒ H are algebra homomorphisms.
(iii) The following relations hold in H :
si · ξ − si(ξ) · si = −αi(ξ) (i = 0, . . . , n− 1, ξ ∈ t
′),(2.9)
π · ξ = π(ξ) · π (ξ ∈ t′).(2.10)
Definition 2.6. The degenerate affine Hecke algebra H¯ is the following subalgebra of
H :
H¯ = 〈w ∈ W¯ , ξ ∈ t¯〉 ∼= C[W¯ ]⊗ S [¯t].
Let us identify the group algebra C[P¯ ] with the ring of Laurent polynomials in
variables eǫ1, . . . , eǫn. The following proposition gives an alternative description of the
algebra H.
Proposition 2.7 ([AST]). The algebra H is the unital associative C-algebra such that
as a vector space
H = C[P¯ ]⊗ H¯ ⊗ C[c],
the element c is central,
w · f · w−1 = w(f)
(
w ∈ W¯ , f ∈ C[P¯ ]
)
,
[ξ, f ] = c · ∂ξ(f) +
∑
α∈R¯+
α(ξ)
(1− sα)(f)
1− e−α
· sα
(
ξ ∈ t¯, f ∈ C[P¯ ]
)
,
where ∂ξ(e
η) := η(ξ)eη (ξ ∈ t¯, η ∈ P¯ ) and the inclusions C[P¯ ] →֒ H, H¯ →֒ H are
algebra homomorphisms.
2.2.4. A representation of the Degenerate Double Affine Hecke Algebra. Let z1, . . . , zn
be a set of formal variables, and consider the linear space
V = C[z±11 , . . . , z
±1
n ]⊗
(
C
L
)⊗n ∼= (C[z±1]⊗ CL)⊗n .(2.11)
Let Kij be the exchange operator for variables zi, zj in C[z
±1
1 , . . . , z
±1
n ] and let Pij be
the exchange operator of factors i and j in the tensor product
(
CL
)⊗n
. For e ∈ EndCL,
we set
ei := 1⊗ · · · ⊗ e
i
⊗ · · · ⊗ 1 ∈ End
(
C
L
)⊗n
.
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If B is an element of EndC[z±11 , . . . , z
±1
n ] or End
(
CL
)⊗n
we will keep the same symbol
B to denote the natural extension of B on V.
Let κ be a complex number, and let ν =
∑L
a=1 ν(a)Eaa ∈ EndC
L be a diagonal
matrix with arbitrary complex entries ν(1), . . . , ν(L). For each i = 1, . . . , n introduce
the matrix Dunkl operator [C3, AST]:
(2.12) di = κzi
∂
∂zi
+ νi +
n
2L
−
1
2
+
∑
j>i
zj
zj − zi
(Kij − 1)Pij + rij −
−
∑
j<i
zi
zi − zj
(Kij − 1)Pij + rji,
where rij is the constant classical r-matrix associated with slL:
rij =
1
2
L∑
a=1
(eaa)i(eaa)j +
∑
16a<b6L
(eab)i(eba)j.(2.13)
Introduce the map πκ,ν : H → EndV by
tǫi 7→ z
−1
i ǫ
∨
i 7→ −di (i = 1, . . . , n),
c 7→ κ1, si 7→ Kii+1Pii+1 (i = 1, . . . , n− 1).
(2.14)
Proposition 2.8 ([C3] Theorem 2.3). The map πκ,ν defines a left H-module structure
on V.
The linear space V is also an ŝlL-module with the action of ŝlL defined as in Section
2.1.2. Let χ(1), . . . , χ(L) be complex numbers, and let U′(bχ) be the associative, non-
unital subalgebra of U(ŝlL) generated by the elements
hχa := ha − (χ(L+ 1− a)− χ(L− a)) 1 (a = 1, . . . , L− 1),
f0, f1, . . . , fL−1.
Proposition 2.9. Let κ = L, and let ν(a) = a+ χ(a)
2
(a = 1, . . . , L). Then the double
degenerate affine Hecke algebra action πκ,ν(H) leaves invariant the subspace U
′(bχ)V.
Proof. The actions of C[P¯ ] →֒ H and W¯ →֒ H obviously commute with the action of
U(ŝlL). The action of S [¯t] = 〈ǫ
∨
1 , . . . , ǫ
∨
n〉 →֒ H commutes with the action of the Cartan
subalgebra h¯L. Finally, for each i = 1, . . . , n we have
[di, fa] =
1
2
hχa(eL−a,L−a+1)i +
1
2
fa ((eL−a,L−a)i − (eL−a+1,L−a+1)i) (a = 1, . . . , L− 1),
[di, f0] = −
1
2
(hχ1 + · · ·+ h
χ
L−1)z
−1
i (eL1)i +
1
2
f0 ((eLL)i − (e11)i) .
2.3. The Yangian of the Lie algebra glN . In this section we recall basic definitions
and few known facts about the Yangian of glN . Our basic references are [NT1, NT2].
Some background information on representations of the Yangian is summarized in Sec-
tion 4.2.2.
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2.3.1. The Yangian of glN . The Yangian of general Lie algebra glN is the associative
unital algebra Y(glN ) over C with the generators T
(m)
st where m = 1, 2, . . . and s, t =
1, . . . , N. Defining relations of Y(glN) can be written in terms of the generating series
Tst(u) = δst + T
(1)
st u
−1 + T
(2)
st u
−2 + · · ·
in a formal parameter u as follows: for all indices p, q, s, t = 1, . . . , N we have
(u− v)[Tpq(u), Tst(v)] = Tsq(v)Tpt(u)− Tsq(u)Tpt(v).
Here v is another formal parameter.
Let Est ∈ EndC
N be the standard matrix units. Combine all the series Tst(u) into
the single element
T (u) =
N∑
s,t=1
Est ⊗ Tst(u)
of the algebra EndCN ⊗Y(glN)[[u
−1]]. The element T (u) is invertible, let
T (u)−1 = T˜ (u) =
N∑
s,t=1
Est ⊗ T˜st(u)
Proposition 2.10 ([NT1, NT2]). The map σ : Tst(u) 7→ T˜st(−u) defines an involution
of Y(glN).
Proposition 2.11 ([MNO]). The coefficients at u−1, u−2, . . . of the series
∆(u) =
∑
γ∈SN
sign(γ)T1γ(1)(u)T2γ(2)(u− 1) · · ·TNγ(N)(u−N + 1)
are free generators of the centre of the algebra Y(glN).
2.3.2. The Yangian of slN . Let {tα} be a basis of slN in the vector representation,
such that trCN (tαtβ) = δαβ . The corresponding structure constants fαβγ are totally
antisymmetric and satsify the normalization condition
fαβγfλβγ = −2Nδαλ.
The Yangian of the Lie algebra slN [D1] is the unital associative algebra Y(slN) over C
with the generators Xα, Yα where α = 1, . . . , dim slN . The defining relations of Y(slN)
are
[Xα , Xβ ] = fαβγ Xγ(i)
[Xα , Yβ ] = fαβγ Yγ(ii)
[ Yα , [ Yβ , Xγ ] ] + cyclic in α, β, γ = A
λµν
αβγ {Xλ , Xµ , Xν }(iii)
[ [Xα , Yβ ] , [Xγ , Yδ ] ] + [ [ Yγ , Yδ ] , [Xα , Yβ ] ](iv)
=
(
Aλµναβρfγδρ + A
λµν
γδρ fαβρ
)
{Xλ , Xµ , Yν }
where
Aλµναβγ =
1
4
fαλρfβµσfγντfρστ and { x1 , x2 , x3 } =
1
6
∑
π∈S3
xπ(1) xπ(2) xπ(3)
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Let (tα)st be the matrix of the slN -generator tα in the basis {us} of C
N : tα · ut =∑
us(tα)st. The algebra Y(glN) contains Y(slN) as a subalgebra. The assignments
Xα 7→ Q
(1)
α
def
=
N∑
s,t=1
(tα)stT
(1)
ts , Yα 7→ Q
(2)
α
def
= −
N∑
s,t=1
(tα)st
(
T
(2)
ts −
1
2
∑
r
T
(1)
tr T
(1)
rs
)(2.15)
define the embedding. As algebra Y(glN) is isomorphic to the tensor product of its
centre and Y(slN).
2.3.3. Yangian action on the wedge product. Recall the definitions of the tensor product
V ⊗naff and the wedge product V
∧n
aff given in Section 2.1.2. Recall as well the definition of
the H-module V given in Section 2.2.4. There is a natural isomorphism of linear spaces
V ⊗naff
∼= V⊗ (CN)⊗n.
In what follows we will identify these spaces by this isomorphism.
The action πκ,ν of the degenerate double affine Hecke algebra is naturally extended
from V to V ⊗naff : an element a of H acts as πκ,ν(a)⊗ id. Likewise action of the matrix
unit (Est)i ∈ End(C
N)⊗n is extended to V ⊗naff as id ⊗ (Est)i. For all s, t = 1, . . . , N we
now define the following elements of EndV ⊗naff [[u
−1]] :
List(u) = δst +
id⊗ (Ets)i
u− di ⊗ id
,
T̂st(u) =
∑
s1,s2,...,sn−1
L1s,s1(u)L
2
s1,s2
(u) · · ·Lnsn−1,t(u).
(2.16)
Here the denominators are to be expanded as series in u−1.
Define the map ρκ,ν from the system of generators of Y(glN) into EndV
∧n
aff as follows:
for each v ∈ V ⊗naff , set
ρκ,ν(Tst(u)) · ∧(v) = ∧
(
T̂st(u) · v
)
.(2.17)
The content of the following proposition constitutes a part of the Drinfeld duality
between modules of the degenerate affine Hecke algebra H¯ and modules of the algebra
Y(glN ) [D2].
Proposition 2.12. The map ρκ,ν defines a Y(glN)-module structure on V
∧n
aff .
The actions of the Lie algebras ŝlN and ŝlL on V
∧n
aff were defined in Section 2.1.2.
Proposition 2.13. Let κ = L, and let ν(a) = a + χ(a)
2
(a = 1, . . . , L). Then the
Yangian action ρκ,ν(Y(glN )) leaves invariant the subspace U
′(bχ)V ∧naff .
Proof. This is a straightforward corollary to Proposition 2.9.
3. Yangian actions on irreducible integrable modules of ĝlN
3.1. Yangian action on the Fock space. In this section we define a Yangian action
on each charge component FM of the Fock space F . This action is, informally speaking,
a limit of the action on the wedge product V ∧naff when n is sent to infinity. The formal
definition is made possible by stability (cf. Proposition 3.8) of the (renormalized)
Yangian action on V ∧naff when n is incremented by multiples of NL. The procedure we
follow here to define a Y(glN)-action on the Fock space is practically the same as the
one used in [TU, STU]. The only, inessential, difference is that now we are dealing with
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a more general representation of H than the polynomial representation that underlies
the construction of [TU, STU].
3.1.1. Intertwining relations and stability of the Yangian action on the wedge product.
Let FM be the component of charge M ∈ Z of the Fock space F (cf. Section 2.1.2).
The linear space FM has a basis formed by normally ordered semi-infinite wedges
u(ki) := uk1 ∧ uk2 ∧ uk3 ∧ · · · (k1 > k2 > k3 > . . . ),(3.18)
such that the sequence of momenta (ki)i∈N satisfies the asymptotic condition: ki =
M − i+ 1 for all but finite number of i ∈ N. Let |M〉 be the vacuum vector of FM , let
(oi)i∈N be the sequence of momenta labeling |M〉 : oi = M − i+ 1.
The linear space FM is Z>0-graded: for any semi-infinite wedge (3.18) the degree is
defined as
deg u(ki) =
∑
i∈N
oi − ki.(3.19)
Let FdM be the homogeneous component of FM of degree d. We will define a Yangian
action on each of the spaces FdM (d = 0, 1, 2, . . . ).
Let s ∈ {0, 1, . . . , NL − 1} be such that M ≡ s mod NL. Let l be a non-negative
integer, and define a linear subspace of the wedge product (2.3) with s + lNL factors
as
Vs+lNL =
⊕
ks+lNL6os+lNL
Cuk1 ∧ uk2 ∧ · · · ∧ uks+lNL.(3.20)
If s = l = 0 we set Vs+lNL = C. Above, and in what follows we use the notation
uk1 ∧ uk2 ∧ · · · ∧ uks+lNL to mean exclusively a normally ordered wedge.
The vector space (3.20) has a grading similar to that one of the vector space FM .
Now the the degree is defined as
deg uk1 ∧ uk2 ∧ · · · ∧ uks+lNL =
s+lNL∑
i=1
oi − ki.(3.21)
Notice that this degree is a non-negative integer since k1 > k2 > · · · > ks+lNL and
ks+lNL 6 os+lNL imply ki 6 oi for all i = 1, . . . , s + lNL. Let V
d
s+lNL (d = 0, 1, 2, . . . )
denote the homogeneous component of Vs+lNL of degree d.
Recall that we have the Yangian action ρκ,ν (cf. Section 2.3.3) on the wedge product
V ∧naff . In this section we will denote this action by ρ
(n)
κ,ν to indicate explicitly the number
of factors in the wedge product. For n = 0 we define ρ
(0)
κ,ν(Tpq(u)) = δpq. The following
proposition is a straightforward consequence of the definition of the matrix Dunkl
operators (cf. 2.12).
Proposition 3.1. For each d = 0, 1, 2, . . . the homogeneous component V ds+lNL is in-
variant with respect to the Yangian action ρ
(s+lNL)
κ,ν .
Definition 3.2. For each d = 0, 1, 2 . . . define a linear map ̺dl : V
d
s+lNL → FM by
̺dl (w) = w ∧ |M − s− lNL〉 (w ∈ V
d
s+lNL).
Clearly we have deg ̺dl (w) = degw and hence
̺dl : V
d
s+lNL → F
d
M (d = 0, 1, 2, . . . ).
Proposition 3.3. Suppose l > d. Then ̺dl is an isomorphism of vector spaces.
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Proof. Suppose w = uk1 ∧uk2 ∧· · · is a normally ordered wedge from F
d
M . Then ki = oi
for all i > s+ dNL. For if otherwise, the degree of w must be greater or equal to d+1.
Thus for l > d we have w = w¯ ∧ |M − s − lNL〉 where w¯ ∈ V ds+lNL. Since normally
ordered wedges form a basis of FdM , the surjectivity of the map ̺
d
l follows.
If w,w′ ∈ V ds+lNL are two distinct normally ordered wedges, then w ∧ |M − s− lNL〉
and w′ ∧ |M − s− lNL〉 are distinct and, as implied by the definition (3.20), normally
ordered wedges in FM . Thus ̺
d
l is injective.
Corollary 3.4. For each triple of non-negative integers d, l,m such that d 6 l < m
the linear map
̺dl,m : V
d
s+lNL → V
d
s+mNL : ̺
d
l,m(w) = w ∧ uM−s−lNL ∧ uM−s−lNL−1 ∧ · · · ∧ uM−s−mNL+1
is an isomorphism of vector spaces.
Proof. ̺dl,m = (̺
d
m)
−1 ◦ ̺dl .
Intertwining relations. Let us recall (cf. Section 2.1.2) that the Lie algebra slL
acts on the wedge product V ∧naff . In particular, we have the action of Cartan subalgebra
h¯L = 〈h1, . . . , hL−1〉 which commutes with the Yangian action ρ
(n)
κ,ν . For each a = 1, . . . , L
define ea ∈ h¯L as ha = ea − ea+1, and let e
(n)
a be the operator that gives the action of
ea on V
∧n
aff .
Let x1, . . . , xL be a set of indeterminates, and for each l = 0, 1, 2, . . . define the
following element of C[x1, . . . , xL][[u
−1]] :
Φ(u|x1, . . . , xL)s,l =
L∏
a=1
u− γa(x) +N
u− γa(x)
,
γa(x) =
s
L
+ (κ+N)l + κ(o1 + δ(s > 0)) + ν(a) +
1
2
xa,
where the denominator is to be expanded as a series in u−1.
Proposition 3.5. Let 0 6 d 6 l, and let w ∈ V dn:=s+lNL. For all p, q = 1, . . . , N we
have the following equality ( intertwining relation ) in V dn+NL[[u
−1]] :
ρ(n+NL)κ,ν (Tpq(u)) · ̺
d
l,l+1(w) = ̺
d
l,l+1
(
Φ(u|e
(n)
1 , . . . , e
(n)
L )s,l · ρ
(n)
κ,ν (Tpq(u)) · w
)
.(3.22)
Proof. Set n′ = n + NL. Let w be a normally ordered wedge from V dn , and let w¯ =
̺dl,l+1(w). The vector w¯ is a normally ordered wedge from V
d
n′, we have
w¯ = uk1 ∧ uk2 ∧ · · · ∧ ukn′ = ∧(f ⊗ x⊗ y),(3.23)
where
f = (z
k1
1 z
k2
2 · · · z
kn
n )(zn+1 · · · zn′)
m ∈ Cz := C[z
±1
1 , . . . , z
±1
n+LN ](3.24)
x = (vk˙1vk˙2 · · · vk˙n)(
N times︷ ︸︸ ︷
v1v1 · · · v1) . . . (
N times︷ ︸︸ ︷
vLvL · · ·vL) ∈ CL :=
(
C
L
)⊗n′
(3.25)
y = (uk1uk2 · · ·ukn)(uNuN−1
L copies︷ ︸︸ ︷
· · ·u1) . . . (uNuN−1 · · ·u1) ∈ CN :=
(
C
N
)⊗n′
.(3.26)
Here we dropped signs of tensor products and set m := kn+1 = · · · = kn′. Observe that
m > k1, . . . , kn.
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Define linear subspaces L1,L2 ⊂ Cz ⊗ CL as follows:
L1 = C{z
m1
1 · · · z
mn′
n′ ⊗ x
′ | x′ ∈ CL, m1, . . . , mn′ 6 m,#{mi|mi = m} < NL}
L2 = C{(z
m1
1 · · · z
mn
n )(zn+1 · · · zn′)
m ⊗ (va1 · · · van)(van+1 · · · van′ ) |
m1, . . . , mn < m, ∃a ∈ {1, . . . , L} s.t. #{ai|n < i 6 n
′, ai = a} > N}
Lemma 3.6. Let y′ ∈ CN , and let v1 ∈ L1, v2 ∈ L2. Then
∧ (v1 ⊗ y
′) ∈ ⊕d′>lV
d′
n′ ,(i)
∧ (v2 ⊗ y
′) = 0.(ii)
Proof.
(i) The vector ∧(v1 ⊗ y
′) is a linear combination of normally ordered wedges
u(ki) = uk1 ∧ uk2 ∧ · · · ∧ ukn ∧ ukn+1 ∧ · · · ∧ ukn′
such that kn+1 < on+1. This inequality implies that deg u(ki) > l + 1.
(ii) The vector ∧(v2 ⊗ y
′) is a linear combination of normally ordered wedges
u(ki) = uk1 ∧ uk2 ∧ · · · ∧ ukn ∧ ukn+1 ∧ · · · ∧ ukn′
such that there are at least two equal numbers among kn+1, . . . , kn′. Hence u(ki) = 0.
Let d
(n′)
i be the matrix Dunkl operator acting on Cz ⊗CL. The operator d
(n)
i naturally
acts on Cz⊗CL leaving the lastNL variables in Cz and lastNL factors in CL untouched.
For each a = 1, . . . , L, and each i ∈ {n+(a− 1)N +1, n+(a− 1)N +2, . . . , n+ aN}
we set
δi = κm+ ν(a) +
1
2
e(n)a +
n
L
+ n+ aN − i.
Lemma 3.7. Let P (x1, . . . , xn′) be a polynomial in indeterminates x1, . . . , xn′ . Let f
and x be the vectors defined in (3.24) and (3.25). Then we have
P (d
(n′)
1 , . . . , d
(n′)
n′ ) · (f ⊗ x) ≡ P (d
(n)
1 , . . . , d
(n)
n , δn+1, · · · δn′) · (f ⊗ x) mod (L1 + L2) .
Proof. We have the following relations
d
(n′)
i · (f ⊗ x) ≡
(
d
(n)
i −
n′∑
j=n+1
∑
a<b
(eba)i(eab)j
)
· (f ⊗ x) mod L1 (i = 1, . . . , n),
d
(n′)
i · (f ⊗ x) ≡
(
δi +
n∑
j=1
∑
a<b
(eab)i(eba)j
)
· (f ⊗ x) mod L1 (i = n+ 1, . . . , n
′).
Observing that d
(n′)
i · L1 ⊂ L1 we obtain the required statement.
Continuing with the proof of the proposition we find from the two preceding lemmas
and the definitions (2.16) and (2.17) that (3.22) holds modulo ⊕d′>lV
d′
n′ [[u
−1]]. Both
sides of (3.22), however, belong to V dn′ [[u
−1]] since the Yangian actions preserve the
degree. Hence (3.22) holds exactly.
For each l = 0, 1, 2, . . . introduce the following element of EndV ∧naff [[u
−1]] :
ϕ(u)s+lNL =
l−1∏
m=0
Φ(u|e
(s+lNL)
1 , . . . , e
(s+lNL)
L )s,m (ϕ(u)s = 1) ,(3.27)
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and define ρ¯
(s+lNL)
κ,ν (Y(glN )) as a renormalized Yangian action ρ
(s+lNL)
κ,ν (Y(glN)) :
ρ¯(s+lNL)κ,ν (Tpq(u)) =
1
ϕ(u)s+lNL
· ρ(s+lNL)κ,ν (Tpq(u)).(3.28)
Since slL leaves V
d
s+lNL (d ∈ Z>0) invariant, so does the new action ρ¯
(s+lNL)
κ,ν (Y(glN)) .
Continuing from Corollary 3.4 we have
Proposition 3.8. For each triple of non-negative integers d, l,m such that d 6 l < m
the map ̺dl,m is an isomorphism of Y(glN)-modules with actions ρ¯
(s+lNL)
κ,ν and ρ¯
(s+mNL)
κ,ν .
Recall the definition of the algebra U′(bχ) →֒ U(ŝlL) (cf. Section 2.2.4).
Proposition 3.9. The statement of Proposition 2.13 remains in force if ρ
(n)
κ,ν is replaced
by ρ¯
(n)
κ,ν .
Proof. The action of the Cartan subalgebra h¯L ⊂ slL leaves U
′(bχ)V ∧naff invariant and
commutes with ρκ,ν(Y(glN )). The proposition now follows from the definition of ρ¯κ,ν
(cf. (3.27) and (3.28)).
3.1.2. Yangian action on the Fock space.
Definition and Proposition 3.10. Let 0 6 d 6 l, and define a Yangian action ρ¯κ,ν :
Y(glN )→ EndF
d
M as
ρ¯κ,ν (Y(glN)) = ̺
d
l ◦ ρ¯
(s+lNL)
κ,ν (Y(glN)) ◦
(
̺dl
)−1
.
This definition does not depend on the choice of l in the right-hand side as long as
l > d.
Thus a Yangian action is defined on each homogeneous component FdM , and hence on
the entire linear space FM .
The following proposition is a semi-infinite counterpart of Proposition 2.13:
Proposition 3.11. Let κ = L, and let ν(a) = a + χ(a)
2
(a = 1, . . . , L). Then the
Yangian action ρ¯κ,ν(Y(glN )) leaves invariant the subspace U
′(bχ)FM .
Proof. Let v ∈ FdM and let l > d. From Proposition 3.3 it follows that there is a unique
v′ ∈ V ds+lNL where s = M (mod NL) such that
v = v′ ∧ |M − s− lNL〉.
Let g be one of the generators of U′(bχ) = 〈hχ1 , . . . , h
χ
L, f0, . . . , fL−1〉. For all large enough
l we have
g · v = (g′ · v′) ∧ |M − s− lNL〉
where g′ stands for the action of g on V
∧(s+lNL)
aff . If g = f0 then g
′·v′ ∈ V d+1s+lNL, otherwise:
g′ · v′ ∈ V ds+lNL.
Let a be an element of Y(glN). Provided l is large enough Definition and Proposition
3.10 yields
ρ¯κ,ν(a) · g · v =
(
ρ¯(s+lNL)κ,ν (a) · g
′ · v′
)
∧ |M − s− lNL〉.
By Proposition 3.9 the right-hand side above is a linear combination of vectors
(h′ · w′) ∧ |M − s− lNL〉
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where h is a generator of U′(bχ) (we keep the meaning of the prime the same as above)
and w′ belongs to either V d+1s+lNL or V
d
s+lNL. Taking again l sufficiently large the last
vector is seen to equal
h · (w′ ∧ |M − s− lNL〉)
which proves the proposition.
3.2. Yangian actions on irreducible integrable modules of ĝlN .
3.2.1. From the Yangian action on the Fock space to Yangian actions on irreducible
modules of ĝlN . For each ŝlN weight Λ ∈ PN(L)
+ we define in this section a Yangian
action on the irreducible module (cf. Section 2.1.2)
S− ⊗ V (Λ)(3.29)
of the Lie algebra ĝlN = H ⊕ ŝlN .
Let us go back to Theorem 2.3. There exists a unique M ∈ {0, 1, . . . , N − 1} such
that Λ ≡ ΛM mod QN . Let ωM,Λ be the corresponding dual weight of ŝlL. Recall that
ωM,Λ 6= ωM,Λ′ if Λ 6= Λ
′. Define numbers χM,Λ(1), . . . , χM,Λ(L) from (cf. Section 2.1.1):
ω¯M,Λ =
L∑
a=1
χM,Λ(L+ 1− a)ϑ¯a,
and let U′(bχM,Λ) be the subalgebra of U(ŝlL) associated to χM,Λ(1), . . . , χM,Λ(L) (cf.
Section 2.2.4).
Theorem 2.3 implies that we have the following isomorphism of ĝlN -modules
S− ⊗ V (Λ) ≃ FM/U
′(bχM,Λ)FM .
By Proposition 3.11 the Yangian action ρ¯κ,ν(Y(glN)) where κ = L and ν(a) = a+
χM,Λ(a)
2
(a = 1. . . . , L) factors through the quotient map
FM → FM/U
′(bχM,Λ)FM
and therefore defines a Yangian action on S− ⊗ V (Λ). We will denote this Yangian
action by ρ(Y(glN)).
3.2.2. Explicit expressions for the actions of the generators of Y(slN). With notations
of Section 2.1.2 (cf. proof of Proposition 2.1) for n ∈ Z introduce the following operator
on the Fock space:
B(n) =
L∑
a=1
Jaa(n) =
N∑
s=1
Jss(n).
The operators {B(n)|n 6= 0} are generators of the Heisenberg algebra action on the
Fock space F . The operator B(0) commutes with all generators of ĝlNL and acts on
each charge component FM (M ∈ Z) of F as the multiplication by the constant M .
For α = 1, . . . , dim slN and n ∈ Z set
Jα(n) =
N∑
s,t=1
(tα)stJst(n), J
ab
α (n) =
N∑
s,t=1
(tα)stJ
ab
st (n) (a, b = 1, . . . , L).
Here (tα)st are the matrix elements introduced in Section 2.3.2. The operators
{Jα(n) | α ∈ {1, . . . , dim slN}, n ∈ Z}
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are generators of the level L action of ŝlN on F . They satisfy the defining relations:
[Jα(m), Jβ(n)] = fαβγJγ(m+ n) + Lmδαβδm+n,01.
Here and in what follows we assume summation over repeating Greek indices. For
a = 1, . . . , L and n ∈ Z set Iaa(n) = Jaa(n) − 1
L
B(n). Then
∑L
a=1 I
aa(n) = 0 and the
operators {Jab(n), Iaa(n)|a, b = 1, . . . , L; a 6= b;n ∈ Z} are generators of the level N
action of ŝlL on F .
Each charge component FM , M ∈ Z is an irreducible level 1 module of the Lie algebra
ĝlNL (cf. proof of Proposition 2.1). Therefore it is possible, in principle, to express
the generators of the Yangian action ρ¯κ,ν(Y(glN)) defined in Section 3.1.2 in terms
of the generators of the ĝlNL-action. In practice the computation needed to obtain
such expressions is rather involved, and we have not carried it out for all generators of
Y(glN ), but only for generators of the subalgebra Y(slN) of Y(glN). To state the result
introduce the following operators on F :
Tα =
∑
m∈Z
∑L
a=1
∑N
s,t=1mψ
a
s (m)
∗ψat (m)(tα)st (α = 1, . . . , dim slN),(3.30)
Wα =
1
2
∑
n∈Z dαβγ
...Jβ(−n)Jγ(n)
... (α = 1, . . . , dim slN).(3.31)
Here the triple dots stand for the normal ordering (do not confuse with the fermion
normal ordering : : introduced in Section 2.1.2):
...Jβ(−n)Jγ(n)
... =
{
Jβ(−n)Jγ(n) if n > 0,
Jγ(n)Jβ(−n) if n < 0.
The dαβγ is the 3-symbol of slN defined from the following relation in End(C
N) :
tα · tβ =
δαβ
N
· 1 +
1
2
fαβγtγ +
1
2
dαβγtγ
The dαβγ is a completely symmetric, traceless tensor, it satisfies the normalization
condition
dαβγdλβγ =
2(N2 − 4)
N
δαλ.
Now for the generators Q
(1)
α , Q
(2)
α of the action of Y(slN) ⊂ Y(glN) (cf. Section
2.3.2,(2.15)) on a charge component FM of the Fock space F we have the following
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expressions:
ρ¯κ,ν
(
Q(1)α
)
= Jα(0),
ρ¯κ,ν
(
Q(2)α
)
=
(
M
N
−
N
4
)
Jα(0)+
(3.32)
+(L− κ)Tα +
+
L∑
a=1
(
Iaa(0)
2
+ a− ν(a)
)
Jaaα (0) +
∑
16a<b6L
Jab(0)J baα (0) +
+
∑
n>0
( ∑
16a6=b6L
Jab(−n)J baα (n) +
∑
16a6L
Iaa(−n)Jaaα (n)
)
+
+
(
1
N
+
1
L
)∑
n>0
B(−n)Jα(n) +
1
N
∑
n>0
Jα(−n)B(n) +
+
1
2
fαβγ
∑
n>0
Jβ(−n)Jγ(n) +
1
2
Wα.
In Section 2.2.4 we associated with every sequence of complex numbers χ(a) (a =
1, . . . , L) the subalgebra U′(bχ) of U(ŝlN). The action of U
′(bχ) on the Fock space is
generated by the operators
{Iaa(0)− χ(a)1, Jcd(0) | 1 6 a 6 L; 1 6 c < d 6 L},
{Iaa(n), Jcd(n) | 1 6 a 6 L; 1 6 c 6= d 6 L;n < 0}.
The expressions (3.32) show that with the parameters of the Yangian action ρ¯κ,ν fixed
as κ = L and ν(a) = a+ χ(a)
2
, the operators ρ¯κ,ν(Q
(1)
α ) and ρ¯κ,ν(Q
(2)
α ) leave the subspace
U′(bχ)FM invariant. This gives an alternative proof of Proposition 3.11 for the action
of the subalgebra Y(slN). Following the preceding section we obtain the Y(glN)-action
ρ on each irreducible ĝlN -module S−⊗V (Λ). From (3.32) it follows that the generators
of the subalgebra Y(slN) act on S− ⊗ V (Λ) as:
ρ
(
Q(1)α
)
= Jα(0),
ρ
(
Q(2)α
)
=
(
M
N
−
N
4
)
Jα(0)+
(3.33)
+
(
1
N
+
1
L
)∑
n>0
B(−n)Jα(n) +
1
N
∑
n>0
Jα(−n)B(n) +
+
1
2
fαβγ
∑
n>0
Jβ(−n)Jγ(n) +
1
2
Wα.
Here we understand that the symbols B(n), Jα(n) stand for the operators giving the
canonical action of ĝlN on S−⊗ V (Λ). Notice that the expression for ρ
(
Q
(2)
α
)
contains
M which is an arbitrary integer such that Λ ≡ ΛMmodN mod QN . The dependence of
the Yangian action ρ on M is trivial: the term (M/N − N/4)Jα(0) in (3.33) can be
eliminated by performing the automorphism
Q(1)α 7→ Q
(1)
α , Q
(2)
α 7→ Q
(2)
α − (M/N −N/4)Q
(1)
α
of the algebra Y(slN).
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Yangian actions on irreducible integrable Level 1 modules of ĝlN and ŝlN .
The results obtained thus far apply with obvious modifications for the case when the
level L equals 1. In this case each charge component of the Fock space is by itself an
irreducible module of ĝlN . More precisely we have the isomorphism of ĝlN -modules:
FM ≃ S− ⊗ V (ΛMmodN ).
We would now like to point out the relation of our construction of the Yangian actions on
the irreducible integrable modules of ĝlN to the Y(ŝlN)-actions on irreducible integrable
level 1 modules of ŝlN obtained by [H] and [S].
When L = 1 the operator Tα (cf. (3.30)) can be written as follows:
Tα = −
1
2
Jα(0)−
1
N
∑
n∈Z
B(−n)Jα(n)−
1
N + 2
Wα.
Therefore the expressions (3.32) assume the form:
ρ¯κ,ν
(
Q(1)α
)
= Jα(0),
ρ¯κ,ν
(
Q(2)α
)
= cκ,ν(M,N) Jα(0)+
(3.34)
+
( κ
N
+ 1
)∑
n>0
B(−n)Jα(n) +
κ
N
∑
n>0
Jα(−n)B(n) +
+
1
2
fαβγ
∑
n>0
Jβ(−n)Jγ(n) +
2κ+N
2(N + 2)
Wα
where cκ,ν(M,N) =
κ+ 1
2
+
κM
N
−
N
4
− ν(1).
Clearly the operators
ρ¯κ
(
Q(1)α
) def
= ρ¯κ,ν
(
Q(1)α
)
,
ρ¯κ
(
Q(2)α
) def
= ρ¯κ,ν
(
Q(2)α
)
− cκ,ν(M,N) Jα(0)
still satisfy the defining relations of Y(slN).
The irreducible level 1 ŝlN -module V (ΛM) (M = 0, . . . , N − 1) is isomorphic to the
quotient of S− ⊗ V (ΛM) by the image of the algebra H− = 〈B(n) | n < 0〉. From the
expressions (3.34) it follows that with κ = 0 the operators ρ¯κ
(
Q
(1)
α
)
and ρ¯κ
(
Q
(2)
α
)
leave the image of H− invariant. Therefore an action of Y(slN) is induced on V (ΛM).
Denote this action by ρ−. Then
ρ−
(
Q(1)α
)
= Jα(0),
ρ−
(
Q(2)α
)
=
1
2
fαβγ
∑
n>0
Jβ(−n)Jγ(n) +
N
2(N + 2)
Wα.
(3.35)
On the other hand V (ΛM) (M = 0, . . . , N − 1) is isomorphic to the kernel of the
algebra H+ = 〈B(n) | n > 0〉 in S− ⊗ V (ΛM). From the expressions (3.34) it follows
that if κ = −N, the operators ρ¯κ
(
Q
(1)
α
)
and ρ¯κ
(
Q
(2)
α
)
leave the kernel of H+ invariant.
Therefore an action of Y(slN) is induced on V (ΛM). Denote this action by ρ+. Then
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we have
ρ+
(
Q(1)α
)
= Jα(0),
ρ+
(
Q(2)α
)
=
1
2
fαβγ
∑
n>0
Jβ(−n)Jγ(n)−
N
2(N + 2)
Wα.
(3.36)
These expressions for the Yangian generators coincide with those of [S].
4. Yangian decompositions of vacuum modules of ĝlN
4.1. Regular elements of the affine Weyl group.
4.1.1. Intertwiners. In this section we summarize several facts concerning intertwiners
of weight spaces in modules of the degenerate double affine Hecke algebra H [AST].
For an H-module V and ζ ∈ (t′)∗ (cf. Section 2.2) define the weight space Vζ with
respect to the action of S[t′] →֒ H as
Vζ = {v ∈ V | ξ · v = ζ(ξ)v for any ξ ∈ t
′}.
Define the following elements of H :
ϕi = 1 + siα
∨
i (i ∈ {0, . . . , n− 1}
∼= Z/nZ),
ϕπ = π.
For any ξ ∈ t′ and i ∈ Z/nZ one has
ϕi · ξ = si(ξ) · ϕi,
ϕπ · ξ = π(ξ) · ϕπ.
(4.37)
Proposition 4.1. The elements ϕπ and ϕi (i ∈ Z/nZ) satisfy the following relations:
ϕi · ϕi+1 · ϕi = ϕi+1 · ϕi · ϕi+1,
ϕi · ϕj = ϕj · ϕi (i− j 6≡ ±1 mod n),
ϕπ · ϕi = ϕi+1 · ϕπ,
ϕ2i = 1− α
∨
i
2
.
For w = πk · si1 · · · sil ∈ W, where the right-hand side is a reduced expression, define
the intertwiner associated with w as
ϕw = ϕ
k
π · ϕi1 · · ·ϕil ∈ H.
By the above proposition ϕw does not depend on the choice of a reduced expression,
and by (4.37) we have
ϕw · ξ = w(ξ) · ϕw (ξ ∈ t
′).
Which leads to (cf. (2.8) for the action of W on (t′)∗):
Proposition 4.2. Let V be an H-module. Let ζ ∈ (t′)∗ and w ∈ W. Then ϕw ·v ∈ Vw(ζ)
for any v ∈ Vζ .
Proposition 4.3 ([AST] Proposition 1.4.3). For w ∈ W,
ϕw−1 · ϕw =
∏
α∈S(w)
(1− α∨
2
),(i)
ϕw = w ·
∏
α∈S(w)
α∨ +
∑
u≺w
u · fu,(ii)
where fu ∈ S[t
′].
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4.1.2. Genericity and irreducibility. In Section 2.2.4 a representation πκ,ν of the degen-
erate double affine Hecke algebra H was defined on the linear space
V = C[z±11 , . . . , z
±1
n ]⊗
(
C
L
)⊗n ∼= (C[z±1]⊗ CL)⊗n .
Recall that each weight component with respect to the natural action of slL on V is
left invariant by πκ,ν(H). Let n be divisible by L : n = Lm, where m is a positive
integer. From now on we will always assume that n is of this form. Let V0 be the
linear subspace of V of slL weight zero. The following vector
v0 = v1 ⊗ · · · ⊗ v1︸ ︷︷ ︸
m
⊗ v2 ⊗ · · · ⊗ v2︸ ︷︷ ︸
m
⊗ · · · ⊗ vL ⊗ · · · ⊗ vL︸ ︷︷ ︸
m
(4.38)
is easily seen to be a cyclic vector of V0 with respect to the action of H : V0 =
πκ,ν(H) · v0. Moreover, v0 is a weight vector of S[t
′] →֒ H of the weight
ζ0 = κc
∗ +
L∑
a=1
am∑
i=(a−1)m+1
(i− ν(a)− am) ǫi ∈ (t
′)∗.(4.39)
Let β = (β1, . . . , βL) be the rectangular partition (m,m, . . . ,m) of n, and define
R¯β = {αij ∈ R¯ | (a− 1)m < i, j 6 am for some a = 1, . . . , L},
R¯β+ = R¯+ ∩ R¯β ,
W β = {w ∈ W | S(w) ⊂ R+ \ R¯β+},
W¯ β = {w ∈ W¯ | S(w) ⊂ R¯+ \ R¯β+}.
Definition 4.4. A weight ζ ∈ (t′)∗ of the form (4.39) is said to be generic if and only
if (ζ, α) 6∈ {−1, 0, 1} for every α ∈ ∪w∈W βS(w).
The following fact has been proved in [AST]:
Proposition 4.5. If ζ0 ∈ (t
′)∗ is generic, then V0 is an irreducible H-module with a
basis {ϕw · v0 | w ∈ W
β}.
From now on we fix values of the parameters κ and ν(1), . . . , ν(L) as κ = L and
ν(a) = a (a = 1, . . . , L). The weight (4.39) that corresponds to these parameters is
clearly not generic since (cf. Proposition 2.9) V0 contains the proper invariant subspace
V0 ∩ U
′(b0)V.
The set W¯ β. In what follows we will find it convenient to label elements of the set W¯ β
by tableaux of the diagram associated with the partition β. For all i = 1, . . . , n and
w ∈ W¯ define w(i) by w(ǫi) = ǫw(i). To each w ∈ W¯
β we associate the tableau
tabw =
· · ·
· · ·
· · ·
· · · · · ·
w(1) w(2) w(m)
w(m+ 1) w(m+ 2) w(2m)
w((L− 1)m + 1) w((L− 1)m+ 2) w(Lm)
By definition of the set W¯ β the numbers inscribed into tabw increase along the rows
from left to right. The assignment w 7→ tabw defines a one-to-one correspondence
between W¯ β and tableaux of β with this property. Another parameterization of W¯ β
is occasionally useful. We will say that b = (b1, . . . , bn) ∈ {1, . . . , L}
n is a weight 0
spin configuration if the multiplicity of each a = 1, . . . , L in b is m. To each w ∈ W¯ β
we associate a weight 0 spin configuration b by setting bi = a if i is inscribed into the
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row of depth a in tabw. The correspondence between W¯
β and the set of weight 0 spin
configurations defined by this rule is clearly one-to-one, we denote by wb the image of
b under the inverse correspondence.
4.1.3. Regular elements of the affine Weyl group. Let r = (r1, . . . , rn) be a sequence of
integers such that r1 6 r2 6 · · · 6 rn. With each such sequence we associate unique
a = (ai) ∈ {1, . . . , L}
n and λ = (λi) ∈ Z
n by ri = ai − Lλi. As a shorthand we write
r = a − Lλ. Observe that λ1 > λ2 > · · · > λn and ai 6 ai+1 if λi = λi+1. Let R0
be the set of all non-decreasing sequences r = a − Lλ such that a is a weight 0 spin
configuration.
For each η ∈ P¯ define γη as the element of W¯ with shortest possible length such that
γη(η) ∈ P¯− = {η ∈ P¯ | (η, α) 6 0 for α ∈ R¯+}. For a = (ai) ∈ {1, . . . , L}
n and w ∈ W¯
we define w(a) as (aw−1(i)). To each r = a − Lλ ∈ R0 we associate an element of the
affine Weyl group as follows:
xr = tλ · γ
−1
λ · wγλ(a),(4.40)
where λ =
∑n
i=1 λiǫi ∈ P¯+. Observe that xr ∈ W
β (cf. Lemma 2.2.4 in [AST]).
Definition 4.6. Let r ∈ R0. The sequence r and the element xr are called regular if
and only if (ζ0, α) 6∈ {−1, 0, 1} for each α ∈ S(xr).
Proposition 4.3 (i) shows that if xr is regular, then πκ,ν(ϕxr) · v0 does not belong to the
invariant subspace U′(b0)V because v0 6∈ U
′(b0)V.
Let Rreg0 be the subset of all regular sequences in R0. In the next paragraph we give
a combinatorial description of Rreg0 .
4.1.4. Parameterization of regular elements by skew Young diagrams. Recall that a
tableau of a skew Young diagram is called standard if numbers inscribed in this tableau
increase along each row from left to right and along each column from top to bottom.
Lemma 4.7. Let r = a− Lλ ∈ R0, and let η = γλ(λ), w = wγλ(a) (cf.(4.40)). Then r
is regular if and only if the following two conditions are satisfied:
tabw is standard.(4.41)
ηw((L−1)m+i) − ηw(i) ∈ {0, 1} for all i = 1, . . . , m.(4.42)
Proof. A computation gives S(xr) = S1 ⊔ S2, where
S1 =
⊔
{α∈R¯+\R¯β+ | w(α)∈R¯−}
{α + kδ | 0 6 k 6 (η, w(α))− 1},(4.43)
S2 =
⊔
{α∈R¯+ | w(α)∈R¯+}
{−α + kδ | 1 6 k 6 −(η, w(α))− 1}.(4.44)
For i = 1, 2 let ζ0(Si) = ∪α∈Si{(ζ0, α)}. Explicitly:
ζ0(S1) =
16c<d6L⋃ 16i,j6m⋃
w((c−1)m+i)>w((d−1)m+j)
{d− c+ i− j + Lk | 0 6 k < ηw((c−1)m+i) − ηw((d−1)m+j)}.
Note that in the last formula we have ηw((c−1)m+i) − ηw((d−1)m+j) > 0 because r is a
non-decreasing sequence. Suppose tabw is standard. Then for 1 6 i, j 6 m, c < d the
inequality w((c−1)m+ i) > w((d−1)m+ j) implies i > j. Hence all elements of ζ0(S1)
are greater or equal 2. Suppose tabw is not standard, i.e. there are c and i such that
w((c− 1)m+ i) > w(cm+ i). Taking j = i, d = c+ 1, k = 0 in the formula for ζ0(S1)
we see that ζ0(S1) contains 1. Thus −1, 0, 1 6∈ ζ0(S1) if and only if tabw is standard.
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Consider now ζ0(S2). We have ζ0(S2) = ζ0(S2)
′ ∪ ζ0(S2)
′′ where the set
ζ0(S2)
′ =
L⋃
c=1
⋃
(c−1)m<i<j6cm
{j − i+ Lk | 1 6 k < ηw(j) − ηw(i)}
is either empty or else contains only integers greater than L, and where
ζ0(S2)
′′ =
16c<d6L⋃
S+c,d ∪ S
−
c,d,
S+c,d =
16i<j6m⋃
w((c−1)m+i)<w((d−1)m+j)
{c− d+ j − i+ Lk | 1 6 k < ηw((d−1)m+j) − ηw((c−1)m+i)},
S−c,d =
m>i>j>1⋃
w((c−1)m+i)<w((d−1)m+j)
{c− d+ j − i+ Lk | 1 6 k < ηw((d−1)m+j) − ηw((c−1)m+i)}.(4.45)
For all 1 6 c < d 6 L the set S+c,d is either empty or else contains only integers
that are greater or equal 2. Consider S−c,d. Assume until the end of the proof that
tabw is standard. Then for any i = 1, . . . , m and 1 6 c < d 6 L we have w(i) 6
w((c− 1)m+ i) < w((d− 1)m+ i) 6 w((L− 1)m+ i), which implies
ηw(i) 6 ηw((c−1)m+i) 6 ηw((d−1)m+i) 6 ηw((L−1)m+i)(4.46)
because η ∈ P¯−. For all 1 6 c < d 6 L and 1 6 j 6 i 6 m that appear in (4.45) we have
w((c− 1)m+ i) < w((d− 1)m+ j) 6 w((d− 1)m+ i). Suppose the condition (4.42) is
satisfied. Then the last chain of inequalities and (4.46) give ηw((d−1)m+j)−ηw((c−1)m+i) ∈
{0, 1} which implies that S−c,d is empty.
Now suppose that (4.42) is not satisfied: there is i such that ηw((L−1)m+i)− ηw(i) > 1.
Then S−1,L contains 1.
With every spin configuration b = (bi) ∈ {1, . . . , L}
n we associate a sequence p(b) =
(p1, . . . , pn) of slL weights called the path of b, setting (cf. Section 2.1.1)
pi = ϑ¯b1 + ϑ¯b2 + · · ·+ ϑ¯bi .
A path p(b) is called dominant if each pi is a dominant integral weight.
Corollary 4.8. Let r ∈ R0. With notations of Lemma 4.7 let b = γλ(a). Then r is
regular if and only if the following two conditions are satisfied:
The path p(b) is dominant.(4.47)
For each pair 1 6 i < j 6 n such that bi = 1, bj = L(4.48)
and #{k 6 i | bk = 1} = #{k 6 j | bk = L} one has ηj − ηi ∈ {0, 1}.
We will call any subset D of Z2 a diagram and employ the usual graphic representation
of D : a point (i, j) ∈ Z2 is represented by the unit square in the plane R2 with the
centre (i, j), the coordinates i and j on R2 increasing from top to bottom and from left
to right respectively.
With any element r = (ri) = a− Lλ of R0 we associate the diagram Dr as follows:
for all i = 1, . . . , n set ni = #{j 6 i | ai = aj, λi = λj} + #{j > i | ai = aj , λi < λj},
and define
Dr =
n⊔
i=1
{(ni, ri)}.
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Observe that: (i) (ni, ri) 6= (nj, rj) if i 6= j; (ii) intersection of Dr with the ith row
{(i, j) | j ∈ Z} is empty if i < 1 or i > m, and contains exactly L squares if 1 6 i 6 m;
(iii) intersection of Dr with every column is either empty or else a vertical bar, i.e.
a vertically connected set of squares positioned in the same column. (iv) The map
r 7→ Dr is injective.
Example 4.9. (i) Let L = 3 and m = 6. The diagram Dr that corresponds to the
sequence r = ((−2)3, (−1)2, (0)2, (1)3, (2)4, (3)4) is
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(ii) Let L = 3 and m = 5. The diagram Dr that corresponds to the sequence
r = (−2,−1, (0)3, (1)4, (2)4, (3)2) is
✲ j
❄
i
.
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A diagram D ⊂ Z2 is called a skew Young diagram (or, simply, a skew diagram) if there
exist two finite non-increasing sequences of integers: λ = (λ1 > λ2 > · · · > λl) and
µ = (µ1 > µ2 > · · · > µl) such that λi > µi (i = 1, . . . , l) and
D = {(i, j) ∈ Z2 | 1 6 i 6 l, µi < j 6 λi}.
The skew Young diagram associated with a pair of sequences λ and µ will be denoted,
as usual, by λ/µ.
Definition 4.10. We will say that D ⊂ Z2 is a skew diagram of type DmL if and only
if D satisfies the following conditions:
(i) D is a skew Young diagram with the total number of rows equal to m.
(ii) Each row of D contains L squares.
(iii) Rows of D occupy the strip {(i, j) | j ∈ Z, 1 6 i 6 m}.
Below are shown two examples of skew diagrams, the one on the left is of type D62, the
one on the right – of type D54.
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The diagram of Example 4.9(ii) is of type D53.
Proposition 4.11. The map r 7→ Dr defines a one-to-one correspondence between
Rreg0 and the set of skew diagrams of type D
m
L . If r ∈ R0 is not regular, then Dr is not
a skew Young diagram.
Proof. The proof is based on Corollary 4.8. Let i ∈ {1, . . . , n} be such that ai = 1.
The square of Dr which corresponds to this i is (ni,−λiL + 1). There exists a unique
j ∈ {1, . . . , n} such that aj = L and nj = ni. From the last equality it follows that the
square (nj,−λjL+L) which corresponds to j is located in the same row as (ni,−λiL+1).
Suppose r ∈ R0 is regular, so that conditions (4.47) and (4.48) are satisfied. Condi-
tion (4.48) implies that λj ∈ {λi − 1, λi, λi + 1}. Conditions (4.47) and (4.48) restrict
possible values of λj to λi and λi+1. For any k ∈ {1, . . . , n} such that 1 < ak < L and
nk = ni = nj we have |λk − λi|, |λk − λj| 6 |λi− λj|. Let λj = λi, then λk = λi and the
square which corresponds to k is located in the column −λiL+ ak. Thus the L squares
of Dr that intersect the nith row form the horizontal bar {(ni, j) | − λiL + 1 6 j 6
−λiL + L}. Let λj = λi + 1, so that the square which corresponds to j is located in
the column −(λi + 1)L + L. In this case the square which corresponds to k such that
ak = L− 1 and nk = ni = nj can be located either in the column −λiL+ L− 1 or the
column −(λi+1)L+L−1. If it is located in the column −λiL+L−1, then intersection of
Dr with the nith row is the horizontal bar {(ni, j) | −(λi+1)L+L 6 j 6 −λiL+L−1}.
If it is located in the column −(λi + 1)L+ L− 1, then we repeat the above arguments
for k such that ak = L − 2 and nk = ni = nj . Continuing by induction we find that
intersection of Dr with every row located in the strip {(i, j) | j ∈ Z, 1 6 i 6 m} is a
horizontal bar of L squares. Suppose that Dr has two rows located in two adjacent rows
of Z2 so that the leftmost square of the top row is on the left of the leftmost square of
the bottom row:
✛ ✲h where h > 0.(4.49)
Then there exist i, j ∈ {1, . . . , n} such that ai = aj , λi > λj and ni = nj − 1. However,
for any r ∈ R0 the definition of ni implies that if ai = aj , λi > λj then ni > nj . Thus
we have a contradiction, and hence a configuration of the type (4.49) is impossible,
which shows that Dr is a skew Young diagram.
Suppose now that r ∈ R0 is not regular. Let pi =
∑L
a=1 x
(i)
a ϑ¯a be the ith element
of the path p(b) (cf. Corollary 4.8). Suppose the condition (4.47) is violated: there
are a ∈ {2, . . . , L} and i ∈ {1, . . . , n} such that x
(i)
a > x
(i)
a−1. Then one can always find
j (j 6 i) such that bj = a and x
(j)
a > x
(j)
a−1. Let k be such that j = γ
−1
λ (k) so that
bj = ak = a. The square of Dr which corresponds to this k is located at the intersection
of the column −λkL+ a with the row x
(j)
a of Z2.
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Suppose that intersection of the column −λkL + a− 1 with Dr is not empty. Then
it is necessarily a vertical bar. The vertical coordinate of the bottom square of this
bar is x
(j)
a−1. Suppose that this bottom square is lower or on the level with the square
(x
(j)
a ,−λkL + a), i.e. x
(j)
a−1 > x
(j)
a . The last inequality contradicts x
(j)
a−1 < x
(j)
a , and
therefore the bottom square of the vertical bar of Dr located in the column −λkL+a−1
is above the bottom square of the vertical bar of Dr located in the column −λkL+ a,
i.e. Dr is not a skew Young diagram.
Suppose that intersection of the column −λkL + a − 1 with Dr is empty. Then
intersection of the row x
(j)
a with Dr is not a horizontal bar and is not empty, i.e. Dr is
not a skew Young diagram.
Now suppose that the condition (4.48) is violated: there exist i, j such that x
(i)
1 = x
(j)
L
and |λi−λj| > 1. Then the x
(i)
1 th row of Z
2 contains two squares of Dr : (x
(i)
1 ,−λiL+1)
and (x
(j)
L ,−λjL+L) separated by horizontal distance |−λjL+L+λiL−1| > L. Since
each row with numbers 1, . . . , m contains L squares of Dr, intersection of Dr with the
x
(i)
1 th row is not a horizontal bar, i.e. Dr is not a skew Young diagram.
Thus it has been proven that r is regular if and only if Dr is a skew diagram of type
DmL . Let D be any diagram of n squares. To this D we associate the non-decreasing
sequence r = (r1 6 r2 6 · · · 6 rn) := r(D) by setting for each s ∈ Z : #{ri | ri = s}
= the number of squares of D that belong to the sth column of Z2. Note that the map
D 7→ r(D) is not injective on the set of all diagrams with n squares. Let D be a skew
diagram of type DmL . Then we have r(D) ∈ R0. It is easy to see that Dr(D) = D. Hence
r(D) ∈ Rreg0 , and r 7→ Dr is a surjection between R
reg
0 and the set of skew diagrams of
type DmL . Injectivity of this map is obvious. Thus it is a bijection with the inverse map
given by D 7→ r(D).
Thus the sequence r from Example 4.9(i) is not regular because Dr is not a skew Young
diagram.
Let us number squares of a skew diagram in the natural order, that is column by
column from left to right, and from top to bottom within every column. For example,
this is the numbered skew diagram of type D53 from Example 4.9(ii):
✲ j
❄
i
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The content of a square (i, j) ∈ Z2 is defined as the difference j − i. In view of Propo-
sitions 4.2 and 4.3(ii) the vector πκ,ν(ϕxr) · v0 such that r ∈ R
reg
0 is a non-zero weight
vector of S[t′] →֒ H of the weight (cf. (4.39)):
ζr = Lc
∗ −
n∑
i=1
(ci +m) ǫi ∈ (t
′)∗,(4.50)
where ci is the content of the square with the number i in the skew diagram Dr.
4.1.5. The isotropy subgroups. Let [πκ,ν(ϕxr) · v0] be the image of πκ,ν(ϕxr) · v0 in the
quotient linear space V/U′(b0)V. This image is not zero if r is a regular element of R0,
and is a weight vector of S[t′] of the same weight (4.50) as πκ,ν(ϕxr) · v0 (cf.Proposition
32
2.9). In this paragraph we fix an arbitrary regular r ∈ R0 and establish several facts
about the isotropy subgroup of Cϕ where ϕ := [πκ,ν(ϕxr) · v0] in W¯ . Let D := Dr be
the skew diagram that corresponds to r. Let D+ be the union of columns of height > 1
in D, and let D− = D \D+. We denote by W¯D+ and W¯D− the following subgroups of
W¯ :
W¯D+ = 〈si | i and i+ 1 are inscribed in the same column of D
+〉,
W¯D− = 〈si | i and i+ 1 are inscribed in the same row of D
−〉.
Recall that w ∈ W¯ such that w(ǫi) = ǫw(i) acts on the set {1, . . . , n} as w : i 7→ w(i).
Then W¯D+ is the subgroup of W¯ which leaves invariant sets of numbers inscribed in
columns of D+, and which does not change any of the numbers inscribed in D−. On the
other hand, W¯D− is the subgroup of W¯ which leaves invariant sets of numbers inscribed
in rows of D−, and which does not change any of the numbers inscribed in D+. The
subgroups W¯D+ and W¯D− are mutually commutative, let W¯D+ × W¯D− be the subgroup
of W¯ generated by W¯D+ and W¯D−.
Proposition 4.12. Let w ∈ W¯D+ . Then w · ϕ = ϕ.
Proof. It is enough to show that w · πκ,ν(ϕxr) · v0 = πκ,ν(ϕxr) · v0. A proof of this fact
is essentially the same as the last part of the proof of Theorem 2.4.4 in [AST] and will
be omitted here.
Thus W¯D+ is a subgroup of the isotropy group of Cϕ. In the next proposition we use
restrictions imposed by the weight ζ := ζr of ϕ to obtain an upper bound on the
isotropy subgroup of Cϕ in W¯ .
Proposition 4.13. Let w ∈ W¯ and w · ϕ ∈ C∗ϕ. Then w ∈ W¯D+ × W¯D−.
Proof. Any w ∈ W and ξ ∈ t′ satisfy the following relation in H (cf. Proposition 1.3.4
in [AST]):
w−1 · ξ · w = w−1(ξ) +
∑
α∈S(w)
w(α)(ξ)sα.(4.51)
For each w ∈ W¯ we define a complex number ε(w) as follows:
ε(w) =
{
a if w · ϕ = aϕ (a ∈ C∗),
0 if w · ϕ 6∈ C∗ϕ.
(4.52)
Let ζ := ζr so that the weight of ϕ is ζ. Suppose w ∈ W¯ and ε(w) 6= 0. Relation (4.51)
gives
ζ − w(ζ) =
∑
α∈S(w)
w(α) ε(sα).(4.53)
In the following lemma we prove the proposition in the case where w is a reflection:
Lemma 4.14. Let α ∈ R¯+ and let sα · ϕ = ±ϕ. Then sα ∈ W¯D± .
Proof. Let α = αij (i < j). Assuming ε(sαij ) 6= 0 the relation (4.53) gives
ε(sαkj) = ε(sαik) (i < k < j),(4.54)
cj − ci + ε(sαij ) = −
∑
i<k<j
ε(sαkj),(4.55)
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where ci is the content of the square numbered i inD. Let j = i+1, then ci+1−ci+ε(si) =
0. If ε(si) = 1 then i and i+1 necessarily belong to the same column ofD
+. If ε(si) = −1
then i and i+ 1 necessarily belong to the same row of D−. Hence the lemma is proved
for reflections of length 1. Now we continue by induction. Suppose the lemma is proved
for all reflections of length less than l(sαij ) > 1.
Let ε(sαij ) = 1. Suppose ∃k (i < k < j) such that ε(sαkj) = 1. Then by (4.54) we
have ε(sαik) = 1, and by the induction assumption: sαkj , sαik ∈ W¯D+ , which implies
that i, k, j belong to the same column ofD+. Hence sαij ∈ W¯D+ . Suppose ∃k (i < k < j)
such that ε(sαkj) = −1. Then by (4.54) we have ε(sαik) = −1, and by the induction
assumption: sαkj , sαik ∈ W¯D− , which implies that i, k, j belong to the same row of D
−,
and hence cj − ci + ε(sαij ) = j − i + 1. On the other hand, the right-hand side of
(4.55) does not exceed j − i − 1. Therefore the assumption that ∃k (i < k < j) such
that ε(sαkj ) = −1 contradicts the equation (4.55). Now suppose ε(sαkj ) = 0 for all k
(i < k < j). Then (4.55) gives cj − ci + 1 = 0. Since l(sαij ) > 1, we have j > i+ 1 and
therefore j can be located only in the area of Z2 which is schematically depicted below
as the set of squares inscribed with j.
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. . .
Since j is located in the diagram D, the number i+1 must be inscribed directly below
i. Hence si ∈ W¯D+ and by Proposition 4.12 ε(si) = 1, which contradicts the assumption
that for all k (i < k < j) we have ε(sαkj ) = ε(sαik) = 0.
Now let ε(sαij ) = −1. Suppose ∃k (i < k < j) such that ε(sαkj) = −1. Then by
(4.54) we have ε(sαik) = −1, and by the induction assumption: sαkj , sαik ∈ W¯D−, which
implies that i, k, j belong to the same row of D−. Hence sαij ∈ W¯D−. Suppose ∃k
(i < k < j) such that ε(sαkj ) = 1. Then by (4.54) we have ε(sαik) = 1, and by the
induction assumption: sαkj , sαik ∈ W¯D+ , which implies that i, k, j belong to the same
column of D+, and hence cj−ci+ε(sαij ) = i−j−1. On the other hand, the right-hand
side of (4.55) is not less than i− j + 1. Therefore the assumption that ∃k (i < k < j)
such that ε(sαkj) = 1 contradicts the equation (4.55). Now suppose ε(sαkj) = 0 for all
k (i < k < j). Then (4.55) gives cj − ci− 1 = 0. Therefore j can be located only in the
area of Z2 which is schematically depicted below as the set of squares inscribed with j.
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j
. . .
If j is located directly to the right of i then either si ∈ W¯D+ or sj−1 ∈ W¯D+ because
j > i + 1. If j is located in any other square of the allowed area, then necessarily
si ∈ W¯D+ . Either case contradicts the assumption that ε(sαkj) = ε(sαik) = 0 for all k
(i < k < j). Thus the lemma is proved.
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We continue with the proof of the proposition. Define
R¯col+ = {αij ∈ R¯+ | i and j are inscribed in the same column of D
+}
R¯row+ = {αij ∈ R¯+ | i and j are inscribed in the same row of D
−}.
Assuming ε(w) 6= 0 the relation (4.53) and the above lemma give
w−1(ζ)− ζ =
∑
{α∈R¯col+ | w(α)<0}
α ε(sα) +
∑
{α∈R¯row+ | w(α)<0}
α ε(sα).(4.56)
Let i be inscribed into a row R of D−. Then the equation (4.56) gives
ci − cw(i) =
∑
{ k ∈R | k>i, w(i)>w(k)}
ε(sαik)−
∑
{ k ∈R | k<i, w(i)<w(k)}
ε(sαki)(4.57)
By Lemma 4.14 we have ε(sαik), ε(sαki) ∈ {0,−1} for any k that appears in one of the
sums in the above equation, and therefore the number w(i) can be inscribed only within
the infinite diagonal strip of Z2 obtained from R by translations along the vector (1, 1).
The picture below schematically shows this strip and the row R (in black).
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The intersection of the strip with D is exactly the row R. Hence w(i) can be located
only in R. Thus the set of numbers inscribed into R is preserved by w.
Let i be inscribed into the leftmost column C of D+. Then the equation (4.56) gives
ci − cw(i) =
∑
{ k ∈ C | k>i, w(i)>w(k)}
ε(sαik)−
∑
{ k ∈ C | k<i, w(i)<w(k)}
ε(sαki)(4.58)
By Lemma 4.14 and Proposition 4.12 we have ε(sαik), ε(sαki) = 1 for any k that appears
in one of the sums in the above equation, and therefore the number w(i) can be inscribed
only within the infinite diagonal strip of Z2 obtained from C by translations along the
vector (1, 1). The number w(i), moreover, cannot be located to the left of C because
w leaves invariant sets of numbers inscribed into rows of D− (if any) positioned to the
left of C, nor can it be located below C because below C there are no squares of D.
Therefore w(i) can only be located in the right triangle of squares which has C as its left
edge and has base of width equal to the height of C. The picture below schematically
shows this triangle and, inside it, the column C (in black).
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Let s ∈ {1, . . . , n} be such that the top square of C is inscribed with s, without loss of
generality we will assume in what follows that s = 1. Let h be the height of C, so that
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C is inscribed with 1, 2, . . . , h from top to bottom. For each i = 1, . . . , h we have from
(4.58):
ci − cw(i) = #{h > k > i | w(i) > w(k)} −#{1 6 k < i | w(i) < w(k)}.(4.59)
Let now i be such that w(i) is maximal element of the set {w(1), w(2), . . . , w(h)}. Then
the last equation gives ci − cw(i) = h − i. In the triangle of allowed locations for w(i)
there is only one square with the content ci + i − h, and this is the bottom square of
C. Thus w(i) is located in this square, i.e. w(i) = h. Since w(i) is maximal among
w(1), w(2), . . . , w(h), all of the latter numbers are also located in C. Hence the set of
numbers inscribed in C is left invariant by w.
We continue by induction. Assume that w leaves invariant every set of numbers
inscribed into a column of D+ located to the left of a given column C of D+. Repeating
the arguments given above for the case of the leftmost column of D+ we find that w
leaves invariant the set of numbers inscribed in C.
Thus w leaves invariant numbers inscribed into each column of D+ and each row of
D−. Hence w ∈ W¯D+ × W¯D−.
Proposition 4.15. Let w ∈ W¯D−, and let w · ϕ ∈ C
∗ϕ. Then w · ϕ = (−1)l(w)ϕ.
Proof. If l(w) = 1 the statement of the proposition follows from Lemma 4.14. We
continue by induction. Let l = l(w), w = si1si2 · · · sil (si1, si2 , . . . sil ∈ W¯D−). Suppose
w · ϕ = aϕ (a ∈ C∗). The relation (4.51) gives
a(w−1(ζ)− ζ) =
∑
α∈S(w)
α ε(w · sα).(4.60)
Each element of the set {w·sα|α ∈ S(w)}= {si2si3 · · · sil, si1si3 · · · sil, . . . , si1si2 · · · sil−1}
belongs to W¯D− and has length (< l) equal to l − 1 modulo 2. From (4.60) we have
for any i ∈ {1, . . . , n} :
a(ci − cw(i)) =
∑
{k>i |w(k)<w(i)}
ε(w · sαik)−
∑
{k<i |w(k)>w(i)}
ε(w · sαki).(4.61)
Let i be the minimal number from the set {1, . . . , n} such that w(i) 6= i. Then i
necessarily belongs to a row of D− of length > 1. Since w ∈ W¯D−, the number w(i) is
located in the same row of D− as i, and hence ci − cw(i) = i− w(i). Then we have
a(i− w(i)) =
∑
{k>i |w(k)<w(i)}
ε(w · sαik).(4.62)
The set {ε(w · sαik) | k > i, w(k) < w(i)} can contain only zeroes, or, by the induction
assumption, numbers (−1)l−1. Cardinality of this set is w(i)− i. Let m be the number
of zeroes in this set, then (4.62) yields
a(i− w(i)) = (−1)l−1(w(i)− i−m).
Since |a| = 1, this implies that m = 0 and a = (−1)l. The proposition is proved.
4.2. Yangian decompositions of vacuum modules of ĝlN .
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4.2.1. A family of Yangian highest weight vectors in the wedge product. In Section 2.1.2
we defined the wedge product V ∧naff as the quotient of
V ⊗naff
∼= V⊗
(
C
N
)⊗n
(4.63)
by the linear subspace Ker(T1 − 1) + · · ·+ Ker(Tn−1 − 1) where Ti is the permutation
of factors i and i+ 1 in V ⊗naff .
Definition 4.16. We will say that a diagram D ⊂ Z2 of type DmL (N) if and only if
D is of type DmL (cf. Definition 4.10) and each column of D contains no more than N
squares.
To every r ∈ Rreg0 such that Dr is a skew diagram of type D
m
L (N) we associate the
following vector:
vr = up1 ⊗ up2 ⊗ · · · ⊗ upn ∈ (C
N)⊗n(4.64)
where for every i = 1, . . . n we put pi = the height of the square i in the column of
Dr which contains this square (thus pi = 1 if i is the bottom square, etc.). Define
ψ(n)r = ∧(πκ,ν(ϕxr) · v0 ⊗ vr) ∈ V
∧n
aff .(4.65)
Recall that we set κ = L, ν(a) = a and assume that n = Lm.
In Section 2.1.2, actions of ŝlL were defined on V
⊗n
aff and V
∧n
aff . The subalgebra U
′(b0)
of U′(ŝlL) is defined in Section 2.2.4, in the same section an action of ŝlL is defined on
V.
Proposition 4.17. Let r ∈ Rreg0 be such that Dr is a skew diagram of type D
m
L (N).
Then ψ
(n)
r 6∈ U
′(b0)V ∧naff .
Proof. W¯ acts on (CN)⊗n by permutation of factors. Denote by ti the corresponding
action of the ith simple reflection. By Proposition 2.9 W¯ acts as well on the quotient
space V/U′(b0)V. Denote the corresponding action of a simple reflection by si. The
tensor product of these two actions gives rise to a natural action of W¯ on V/U′(b0)V⊗
(CN)⊗n. As in the previous section, we denote by [πκ,ν(ϕxr)·v0] the image of πκ,ν(ϕxr)·v0
in V/U′(b0)V. The proof of the proposition is based on the following lemma.
Lemma 4.18. We have:
ψ(n)r ∈ U
′(b0)V ∧naff ⇔ [πκ,ν(ϕxr) · v0]⊗ vr ∈
n−1∑
i=1
Ker(si ⊗ ti − 1).
Proof. Observe that Ker(si⊗ ti−1) = Im(si⊗ ti+1) and Ker(Ti−1) = Im(Ti+1). The
lemma is proved by taking into account the following elementary fact. Let a1, a2, . . .
and b1, b2, . . . be two families of operators on a linear space L, and let
∑
Im bj be
preserved by each ai and likewise let
∑
Im aj be preserved by each bi, so that operator
ai, respectively bi, is well defined on L/
∑
Im bj , respectively L/
∑
Im aj . For x ∈ L
let [[x]a]b, respectively [[x]b]a, be the equivalence class of x in the double quotient
L/
∑
Im aj/
∑
Im bj , respectively L/
∑
Im bj/
∑
Im aj . Then [[x]a]b = 0 if and only if
[[x]b]a = 0.
Hence it is enough to prove that A·([πκ,ν(ϕxr)·v0]⊗vr) 6= 0 where A =
∑
w∈W¯ (−1)
l(w)w
is the total antisymmetrizer. By Proposition 4.13 we have
A · ([πκ,ν(ϕxr) · v0]⊗ vr) =
∑
w∈W¯
D
+
r
×W¯
D
−
r
(−1)l(w) w · ([πκ,ν(ϕxr) · v0]⊗ vr) + X
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where X 6∈ C[πκ,ν(ϕxr) · v0] ⊗ (C
N)⊗n or X = 0. By Proposition 4.15 the first term in
the right-hand side of the above equation is (cf.(4.64)):
crd ·
∑
w∈W¯
D+r
(−1)l(w) w · ([πκ,ν(ϕxr) · v0]⊗ vr) + X
where crd is the cardinality of the isotropy subgroup of C[πκ,ν(ϕxr) · v0] in W¯D−r , and
either X 6∈ C[πκ,ν(ϕxr) · v0]⊗ (C
N )⊗n or X = 0. Finally, by Proposition 4.12, the first
term of the above expression is crd · [πκ,ν(ϕxr) · v0]⊗v
′
r where v
′
r =
∑
w∈W¯
D+r
(−1)l(w)w ·
vr 6= 0 as implied by (4.64).
In Section 2.3.3 we defined the Yangian action ρκ,ν(Y(glN)) on the wedge product V
∧n
aff .
The following proposition is shown by an elementary computation:
Proposition 4.19. For each r ∈ Rreg0 such that Dr is a skew diagram of type D
m
L (N)
the vector ψ
(n)
r = ∧(πκ,ν(ϕxr) · v0 ⊗ vr) is a highest weight vector of Y(glN ). We have
ρκ,ν(Tkl(u)) · ψ
(n)
r = 0 if k > l,
ρκ,ν(Tkk(u)) · ψ
(n)
r =
∏
i
u−m− ci + 1
u−m− ci
· ψ(n)r
where the product is taken over i ∈ {1, . . . , n} such that i is a bottom square in a
column of height > k in Dr.
4.2.2. Yangian decompositions of vacuum modules of ĝlN . Let F0 be the zero charge
component of the Fock space (cf. Section 2.1.2). By Theorem 2.3 we have the isomor-
phism of ĝlN -modules F0/U
′(b0)F0 ≃ S− ⊗ V (LΛ0).
Semi-infinite skew diagrams. Recall that in Section 1.1 to any sequence ~h = (hi)i∈N
such that hi ∈ Z>0 we associated a semi-infinite skew diagram
D(~h) = ✛ ✲
✛ ✲
h1
h2
. . .
. . .
. . .
· ·
·
(4.66)
where each row has L squares. Note that there are no vertical gaps between any two
consecutive rows, and that we identify two skew diagrams which can be obtained one
from another by translations in Z2. The vacuum skew diagram is defined as the skew
diagram that corresponds to the sequence
~hvac = (0, . . . , 0, L︸ ︷︷ ︸
N
, 0, . . . , 0, L︸ ︷︷ ︸
N
, . . . ).
Recall that in Definition 1.1 we introduced the notion of a skew Young diagram of type
DL(N). In what follows we will understand that “a diagram” means a skew diagram of
type DL(N) unless stated otherwise.
Finite parts of a semi-infinite skew diagram. For any diagram D(~h) define its
degree as
degD(~h) =
∞∑
i=1
i(hi − h
vac
i ).
The degree of any diagram is non-negative, and the only diagram of zero degree is the
vacuum diagram D(~hvac). Observe that hi = h
vac
i if i > Nd where d = degD(
~h).
Let l be any integer such that l > d. LetD(~h) be the (finite) skew diagram of type
DNlL (N) (cf. Definitions 4.10 and 4.16) obtained from the semi-infinite skew diagram
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D(~h) as follows: rows ofD(~h) are the firstNl rows ofD(~h). These Nl rows are positioned
in the plane R2 so that the vertical coordinate of the squares in the lowest row ofD(~h)
is Nl, and the horizontal coordinate of the squares in the leftmost column ofD(~h) is
1+
∑∞
i=1 h
vac
i −hi. We will callD(
~h) a finite part of D(~h). Note that a finite part is not
uniquely defined but depends on the choice of l > d.
Let n = lNL. Let r = rD(~h) be the regular sequence associated with the finite skew
diagram D(~h) (cf. Proposition 4.11). That is r = (r1 6 r2 6 · · · 6 rn) where the
integers ri are defined as follows: for each s ∈ Z : #{ri = s} = the number of squares
ofD(~h) in the sth column of Z2. The vector ψ
(n)
r (cf. Equation (4.65)) belongs to the
subspace V dn of the wedge product V
∧n
aff (cf. Section 3.1.1).
A vector of the Fock space associated with a finite part of a semi-infinite
skew diagram. For each diagram D(~h) we fix an arbitrary finite partD(~h), and define
ΨD(~h) = ̺
d
l (ψ
(n)
r ) = ψ
(n)
r ∧ | − n〉 where r = rD(~h).(4.67)
The vector ΨD(~h) is a homogeneous vector of degree d in the charge component F0 of
the Fock space (cf. Proposition 3.3). This vector a priori depends on not only on the
diagram D(~h) but also on the choice of the finite partD(~h).
Proposition 4.20. Let D(~h) be a diagram and letD(~h) be an arbitrary finite part of
this diagram. We have
ΨD(~h) 6∈ U
′(b0)F0.
Proof. Suppose the contrary: ΨD(~h) ∈ U
′(b0)F0. Then there exist vectors v1, . . . , vL−1;
v˜1, . . . , v˜L−1 ∈ F
d
0 ; v0 ∈ F
d−1
0 , where d = degD(
~h), such that
ΨD(~h) =
L−1∑
a=1
ha · v˜a +
L−1∑
a=1
fa · va + f0 · v0.
Let n = lNL, where l is the integer associated withD(~h) as in the preceding paragraph
(l > d). By Proposition 3.3 we have
va = (̺
d
l )
−1(va) ∧ | − n〉, v˜a = (̺
d
l )
−1(v˜a) ∧ | − n〉 (a = 1, . . . , L− 1)(4.68)
v0 = (̺
d−1
l−1 )
−1(v0) ∧ | − n +NL〉 = (̺
d−1
l )
−1(v0) ∧ | − n〉.(4.69)
Here (̺dl )
−1(va) and (̺
d
l )
−1(v˜a) belong to V
d
n , whereas (̺
d−1
l−1 )
−1(v0) belongs to V
d−1
n−NL
and (̺d−1l )
−1(v0) belongs to V
d−1
n . Observe that fa · | − n〉 = ha · | − n〉 = 0 for all
a = 1, . . . , L− 1; and that
u−n+NL ∧ u−n+NL−1 ∧ · · · ∧ u−n+1 ∧ (f0 · | − n〉) = 0.
This gives ΨD(~h) = ψ
(n) ∧ | − n〉 where
ψ(n) =
L−1∑
a=1
ha · (̺
d
l )
−1(v˜a) +
L−1∑
a=1
fa · (̺
d
l )
−1(va) + f0 · (̺
d−1
l )
−1(v0).
The last vector belongs to V dn , because U
′(b0) acting on V ∧naff leaves the subspace Vn (cf.
Equation 3.20) invariant. On the other hand we have by definition: ΨD(~h) = ψ
(n)
r ∧|−n〉
(r = rD(~h)) where ψ
(n)
r belongs to V dn as well. Hence by Proposition 3.3 we have
ψ
(n)
r = ψ(n). However, ψ(n) belongs to U
′(b0)V ∧naff and therefore the equality ψ
(n)
r = ψ(n)
is impossible by Proposition 4.17.
39
Yangian highest weight vectors in the vacuum module of ĝlN . To every square
in a diagram D(~h) we assign the content as follows. Let s1 be the leftmost square in
the first row of D(~h). Its content is defined as c(s1) = 1+
∑∞
i=1 h
vac
i −hi. Set the origin
of the coordinate system in Z2 (cf. Section 4.1.4) at s1. Then the content c(s) of any
other square s = (i, j) is defined as c(s) = c(s1) + j − i. With every diagram D(~h) we
associate N − 1 polynomials P
~h
1 (u), . . . , P
~h
N−1(u) in the formal variable u as follows:
P
~h
k (u) =
∏
c
(u− k − c+ 1)(4.70)
where the product is taken over contents of bottom squares of columns of height k in the
diagram D(~h). Each P
~h
k (u) is indeed a polynomial because D(
~h) has only finite number
of columns of any height less than N. With every diagram D(~h) we also associate the
rational function
Ω~h(u) =
∞∏
k=1
u+ 2− r1 − k −
∑k−1
i=1 hi
u+ 1− k −
∑k−1
i=1 h
vac
i
(4.71)
where r1 = 1 +
∑∞
i=1 h
vac
i − hi. Note that Ω~h(u) is indeed a rational function, because
r1 +
∑k−1
i=1 hi = 1 +
∑k−1
i=1 h
vac
i for all large enough k.
LetD(~h) be an arbitrary finite part of D(~h), and let
[
ΨD(~h)
]
be the image of ΨD(~h) in
the quotient F0/U
′(b0)F0 ≃ S− ⊗ V (LΛ0). By Proposition 4.20 we have
[
ΨD(~h)
]
6= 0.
Proposition 4.21.
For each semi-infinite diagram D(~h) letD(~h) be an arbitrary finite part of D(~h). Then[
ΨD(~h)
]
is a highest weight vector of the Yangian action ρ(Y(glN)) on F0/U
′(b0)F0 ≃
S− ⊗ V (LΛ0). We have
ρ(∆(u)) ·
[
ΨD(~h)
]
=
Ω~h(u)
Ω~h(u− L)
·
[
ΨD(~h)
]
,
ρ(Tk+1,k+1(u− k))
ρ(Tk,k(u− k))
·
[
ΨD(~h)
]
=
P
~h
k (u− 1)
P
~h
k (u)
·
[
ΨD(~h)
]
(k = 1, . . . , N − 1).
Proof. Definition and Proposition 3.10 and Proposition 4.19 show that ΨD(~h) is a highest
weight vector of the Yangian action ρκ,ν(Y(glN)) on F0. The definition of ρ(Y(glN))
(cf. Section 3.2.1) shows that
[
ΨD(~h)
]
is a highest weight vector of this Yangian action.
The eigenvalue of the quantum determinant ρ(∆(u)) and eigenvalues of ρ(Tk,k(u)) follow
from Proposition 4.19.
Notice that neither Ω~h(u) nor polynomials P
~h
k (u) depend on the choice of a finite part
of D(~h), but only on D(~h) itself. This is a consequence of Definition and Proposition
3.10.
Proposition 4.22. For each semi-infinite diagram D(~h) fix an arbitrary finite part
D(~h). Then vectors
[
ΨD(~h)
]
where D(~h) runs through the set of all semi-infinite dia-
grams are linearly independent.
Proof. Observe that for each diagramD(~h) the sequence (r1+k+h1+h2+· · ·+hk−1)k∈N
is strictly increasing. Therefore this sequence, and henceD(~h), is uniquely restored from
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the rational function Ω~h(u). Hence the spectrum of the quantum determinant ρ(∆(u))
separates the vectors
[
ΨD(~h)
]
.
Elementary modules of Y(glN ). A non-zero vector v in an arbitrary Y(glN)-module
is called a highest weight vector if it is annihilated by all the coefficients of the series
Tkl(u) with k > l, and is an eigenvector of the coefficients of the series Tkk(u) for all
k = 1, . . . , N. Let V be any irreducible finite-dimensional Y(glN )-module. The module
V contains a highest weight vector v which is unique up to a scalar multiplier. Moreover,
Tk+1,k+1(u− k)
Tk,k(u− k)
· v =
P Vk (u− 1)
P Vk (u)
· v (k = 1, . . . , N − 1)(4.72)
for certain monic polynomials P V1 (u), . . . .P
V
N−1(u) with complex coefficients. These
N−1 polynomials are called the Drinfeld polynomials of the module V. Two irreducible
modules with the same Drinfeld polynomials may differ only by the automorphism ωf
of the algebra Y(glN) which sends T (u) into f(u)T (u) for a formal C-valued series f(u)
of the form f(u) = 1 + u−1f1 + u
−2f2 + · · · . Note that the dimension of any Y(glN)-
module which contains a highest weight vector which satisfies (4.72) is not less than
the dimension of V.
Let λ/µ be a skew Young diagram such that every column of λ/µ contains no more
than N squares. To any such skew Young diagram and a complex number a one
associates an irreducible Y(glN)-module Vλ/µ(a). This module is defined up to an au-
tomorphism of the form ωf by the Drinfeld polynomials
P
Vλ/µ(a)
k (u) =
∏
c
(u+ c+ a) (k = 1, . . . , N − 1)(4.73)
where the product is taken over contents of bottom squares of columns of height k
in λ/µ. Explicit construction for modules of the form Vλ/µ(a) is given in [NT1, NT2]
where they are called the elementary modules. For our purposes it will be sufficient to
quote the formula for the slN -character of an elementary module. Let V be any finite-
dimensional slN -module. The character of V is the Laurent polynomial in variables
x1, . . . , xN such that x1x2 · · ·xN = 1 defined as
ChV (x) = Tr (x
e1
1 x
e2
2 · · ·x
eN
N )
where es ∈ hN are defined from Hs = es − es+1 (s = 1, . . . , N) and e1 + · · ·+ eN = 0.
A tableau of a skew Young diagram on numbers 1, . . . , N is called semi-standard if the
numbers inscribed into this tableau increase strictly downward along every column and
increase weakly from left to right along every row. The skew Schur function associated
with a skew Young diagram λ/µ is defined as
sλ/µ(x) =
∑
T
xm11 x
m2
2 · · ·x
mN
N
where the sum is taken over all semi-standard tableaux of shape λ/µ on numbers
1, . . . , N ; and ms is the number of squares of λ/µ inscribed with s. The following fact
is proved in [KKN1].
Proposition 4.23. ChVλ/µ(a)(x) = sλ/µ(x).
The algebra Y(glN) has the following two automorphisms: τa defined for a ∈ C by the
assignment τa : T (u) 7→ T (u+a); and the involution σ defined by σ : T (u) 7→ T (−u)
−1.
Both of these automorphisms are identical on the subalgebra U(slN ). Let V
τa and V σ
be modules obtained from an irreducible Y(glN)-module V by a pull-back through
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the corresponding automorphisms. These modules are irreducible, and their Drinfeld
polynomials are expressed in terms of the Drinfeld polynomials of V as
P V
τa
k (u) = P
V
k (u+ a) (k = 1, . . . , N − 1),(4.74)
P V
σ
k (u) = (−1)
deg PVk P Vk (−u+ k − 1) (k = 1, . . . , N − 1).(4.75)
Yangian decomposition of S− ⊗ V (LΛ0).For each semi-infinite diagram D(~h) fix
an arbitrary finite part D(~h). Let VD(~h) be the Yangian module generated from the
highest weight vector
[
ΨD(~h)
]
by the action ρ(Y(glN )). Observe that by (4.74) and
(4.75) the polynomial P
~h
k (u) (cf.(4.70)) coincides with the kth Drinfeld polynomial of
the irreducible module VD(~h)(a)
σ for a certain choice of a dependent on D(~h) only.
Therefore
dimVD(~h) > dim VD(~h)(a)
σ = dim VD(~h)(a).(4.76)
The standard grading is introduced on the Fock module S− = C[B(−1), B(−2), . . . ]
of the Heisenberg algebra H by setting the degree of a monomial
(B(−1))n1(B(−2))n2(B(−3))n3 · · ·
to be n1 + 2n2 + 3n3 + · · · . And the standard grading on V (LΛ0) is defined by setting
the degree of a monomial Fs1Fs2 · · ·Fsn · |LΛ0〉 to be equal #{i | si = 0}. A grading on
the vacuum module S−⊗V (LΛ0) of ĝlN = H⊕ ŝlN is defined by setting deg(v1⊗ v2) =
deg(v1) + deg(v2). In this grading each homogeneous component of degree d of S− ⊗
V (LΛ0) is a finite-dimensional module of slN , we denote this module by (S−⊗V (LΛ0))d.
The character of S− ⊗ V (LΛ0) then is defined as
ChS−⊗V (LΛ0)(q, x) =
∞∑
d=0
qd Ch(S−⊗V (LΛ0))d(x),
and the specialized character – as ChS−⊗V (LΛ0)(q, 1
N).
The eigenvalue of the quantum determinant separates between modules VD(~h) which
correspond to different diagrams D(~h) (cf. proof of Proposition 4.22). Therefore, by
(4.76) and Proposition 4.23, the specialized character of the vacuum module S− ⊗
V (LΛ0) dominates the expression∑
D(~h)
q
∑
∞
i=1 i(hi−h
vac
i ) sD(~h)(1
N)
where the sum is taken over all skew diagrams of type DL(N). On the other hand a
straightforward modification of the character formula for V (LΛ0) proven in [KKN2]
gives the following character formula for S− ⊗ V (LΛ0) :
Proposition 4.24. We have:
ChS−⊗V (LΛ0)(q, x) =
∑
D(~h)
q
∑
∞
i=1 i(hi−h
vac
i ) sD(~h)(x)
where the sum is taken over all skew diagrams of type DL(N).
Hence dimVD(~h) = dimVD(~h)(a)
σ for every semi-infinite skew diagram D(~h). And S− ⊗
V (Λ0) is a direct sum of modules VD(~h). The following lemma is straightforward:
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Lemma 4.25. Let V be an irreducible Y(glN)-module with Drinfeld polynomials
P1(u), . . . , PN−1(u). Let V
′ be another Y(glN)-module containing a highest weight vector
v such that
Tk+1,k+1(u− k)
Tk,k(u− k)
· v =
Pk(u− 1)
Pk(u)
· v (k = 1, . . . , N − 1),
and dimV ′ = dimV. Then V ′ is isomorphic to V up to a Y (glN)-automorphism of the
form ωf : T (u) 7→ f(u)T (u) where f(u) ∈ 1 + u
−1C[[u−1]].
Hence, for any semi-infinite diagram D(~h) and any finite partD(~h) of this diagram, the
Y (glN)-modules VD(~h) and VD(~h)(a)
σ are isomorphic up to an automorphism of the form
ωf . In particular, VD(~h) is irreducible, and its slN -character is the skew Schur function
sD(~h)(x). Note that modules VD(~h) with different finite partsD(
~h) associated with the
same semi-infinite diagram D(~h) are isomorphic, because their Drinfeld polynomials
and the eigenvalues of the quantum determinant (cf.(4.70),(4.71) and Proposition 4.21)
depend only on D(~h). We denote an arbitrary representative of the equivalence class of
VD(~h) by VD(~h). Summarizing the working after Proposition 4.24 we obtain the irreducible
decomposition of S− ⊗ V (LΛ0) as the Yangian module. The result is Theorem 1.2.
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formation Groups 3 (1998) 75–102.
[T] K. Takemura, The decomposition of level 1 irreducible highest weight modules with respect to the
level 0 actions of the quantum affine algebra Uq( ŝln), J. Phys. A 31 (1998) 1467-1485.
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