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A context-aware recommender system (CARS) applies sensing and analysis of user context to provide personalized services. The
contextual information can be driven from sensors in order to improve the accuracy of the recommendations. Yet, generating accurate
recommendations is not enough to constitute a useful system from the users’ perspective, since certain contextual information may
cause different issues, such as draining the user’s battery, privacy issues, and more. Additionally, adding high-dimensional contextual
information may increase both the dimensionality and sparsity of the model.
Previous studies suggest reducing the amount of contextual information by selecting the most suitable contextual information using
a domain knowledge. While in most studies the set of contexts is both small enough to handle and sufficient to prevent sparsity, such
context sets do not necessarily represent an optimal set of features for the recommendation process. Another solution is compressing
it into a denser latent space, thus disrupting the ability to explain the recommendation item to the user, and damaging users’ trust.
In this paper we present an approach for selecting low-dimensional subsets of the contextual information and incorporating them
explicitly within CARS. Specifically, we present a novel feature-selection algorithm, based on genetic algorithms (GA), that outperforms
state-of-the-art dimensional-reduction CARS algorithms, improves the accuracy and the explainability of the recommendations,
and allows for controlling user aspects, such as privacy and battery consumption. Furthermore, we exploit the top subsets that are
generated along the evolutionary process, by learning multiple deep context-aware models and applying a stacking technique on
them, thus improving the accuracy while remaining at the explicit space.
We evaluated our approach on two high-dimensional context-aware datasets driven from smartphones. An empirical analysis
of our results validates that our proposed approach outperforms state-of-the-art CARS models while improving transparency and
explainability to the user. In addition to the empirical results, we provide many use cases and examples of how researchers and domain
experts can tweak the feature-selection algorithm and use it for improving the user aspects and the explainability.
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1 INTRODUCTION
Recommendation Systems (RS) are designed to assist users in locating suitable information or products and aid users
in the decision making process. Context-Aware Recommender System (CARS) is the sub-field of RS that studies the
representation and integration of contextual information into RS. Contextual information can be used for inferring the
specific situation under which recommendations are made and influences the recommendation goals [1, 3]. Contextual
information can include auxiliary information such as time, weather, location, and more [35, 36]. The emergence and
penetration of smart mobile devices have given rise to the development of context-aware systems that utilize sensors to
collect data about users in order to improve and personalize services [29]. For example, by mining sensor data of a
user’s mobile, the system can determine the contextual situation of the user. Such information can aid personalizing the
recommendations based on the user’s dynamic and changing context. For example, advertisers may deliver targeted
personalized advertisements which is likely to increase customer loyalty, and sales [7].
As the usage of smartphones and wearable technology continues to grow, inferring user behavior and context
from noisy and complex sensor data becomes a difficult and challenging task. Various sensors can determine specific
contexts. For example, accelerometer can be used for characterizing user’s movements [28] and microphone can detect
environmental sound events [32]. [23] proposed a mobile context sharing system that uses five sensors (i.e., GPS, call
logs, SMS, Bluetooth and battery) in order to infer user’s activities. A single sensor may produce dozens of features, for
example, accelerometer features are: size, x, y, and z axes values, correlations, and more. Thus, incorporating context
into a CARS model increases both the dimensionality and sparsity of the model, making it a challenging problem [2].
Another challenging aspect of RS and CARS, is how to constitute a useful system from the user perspective [33].
Explaining recommendations to users increase the acceptance of the recommendations and gain the users’ trust [11].
The complexity of recommendation algorithms often prevents users from comprehending recommended results and
can lead to trust issues when recommendations fail. This objective is particularly important in RS that consider relevant
contextual information such as CARS [39]. Other user aspects are: privacy (e.g., using GPS instead of Wi-Fi to determine
location may raise privacy issues), battery usage (e.g., maximize battery life in mobile-sensing applications [5]), etc.
As we will show, the dimensionality challenge and the user-aspects challenge are related, since reducing the
dimensionality may affect the user aspects. In order to address the dimensionality problem, the context representation
must be reduced. Baltrunas et al. [4] and others [9, 31, 34] reduced the dimensionality by using domain knowledge to
model situations and circumstances as explicit contexts. For example. weather conditions (sunny, rainy, etc.) or precise
locations (home, work, etc.). While in this setting, the set of contexts is both small enough to handle and sufficient
to prevent sparsity, it may not take into consideration other critical environmental features, and does not necessarily
represent an optimal set of features for the recommendation process. Moreover, it only integrates a limited number of
pre-defined explicit contextual information. Thus, the recommendations may fail and even lead to trust issues.
Another approach, is to transfer the contextual information into a denser space. Livne et al. [27] proposed to add a
context component to NeuMF [17] (also depicted in Figure 1). Their representation allows for non-linear interactions
between user, item, and context. Notably, they suggested an approach for incorporating high-dimensional contextual
information in an explicit or a latent manner. Adding latent context to the recommendation process, improves the
recommendation accuracy [27, 36] compared to [4]. While the latent representation addresses the sparsity and di-
mensionality challenges within the contextual information, it suffers from several disadvantages. First, to transform
into a denser latent space, all contextual features build on sensors must be sensed, and therefore it increases battery
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consumption. Second, sensing all sensors can sabotage users’ aspects, such as privacy and trust. Finally, transferring
into a latent space limits the ability to provide an explanation regarding the features that led to the recommendation.
In this paper we present an approach for selecting low-dimensional subsets of the contextual information and
incorporating them explicitly within CARS. Specifically, we build on [27] and present a novel feature-selection algorithm,
based on genetic algorithms (GA), that outperforms state-of-the-art dimensional-reduction CARS algorithms.
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Fig. 1. A deep contextual modeling architecture suggested by [27]
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Our main contributions are summarized as follows:
(1) We present a GA-based feature-selection algorithm that outperforms state-of-the-art dimensional-reduction
CARS algorithms in terms of accuracy.
(2) We develop two heuristics for a quick estimation of subsets’ quality.
(3) We present two extensions to our baseline algorithm, that dramatically decrease the number of necessary sensors,
while maintaining the high accuracy recommendations.
(4) Each of our extensions exploit GA traits for improving the explainability, and controlling user aspects, such as
privacy and battery consumption.
(5) We provide an empirical analysis of our results on two high-dimensional context-aware datasets driven from
smartphones.
(6) We provide many use cases and examples of how researchers and domain experts can tweak the feature-selection
algorithm for improving the user aspects and the explainability.
The remainder of the paper is organized as follows: In Section 2 we review related work. Our proposed methodology
and our comprehensive evaluation are interwoven together in Section 3. Finally, in Section 4 we provide concluding
remarks and discuss future work.
2 RELATEDWORK
2.1 Context-Aware Recommender Systems (CARS)
There are several paradigms for incorporating contextual information in CARS. Adomavicius and Tuzhilin [2] suggested
three main approaches, namely pre-filtering, post-filtering, and contextual modeling.
In both pre-filtering and post-filtering, the problem is reduced to the 2D setting, and the context is used during pre-
processing or post-processing. Since the context is not fully integrated with the recommendation algorithm, exploiting
the full potential of the relationships between various user-item combinations and contextual values, is prevented.
The contextual-modeling approach has been designed to explore this possibility, by using the contextual information
directly in the recommendation function. As mentioned before, this approach is challenging due to the dimensionality
expansion and the sparsity of the model. In Section 1, we described the explicit approach [4, 9, 31, 34, 43], that model
situations and circumstances as explicit specific contexts. We also described the latent approach [35, 36, 40, 41], that
add latent context to the recommendation process, e.g., by represent environmental features as low-dimensional
unsupervised latent contexts, extracted by an auto-encoder (AE) or by principal component analysis (PCA) [35]. While
the latent representation addresses the sparsity and static challenges within the contextual information, it considers
only linear interactions. In the following paragraph we talk about additional latent approaches.
Recent studies suggest fitting the rating data using a regression model, such as tensor factorization (TF) [20] that
extends the classic two-dimensional matrix-factorization problem to an n-dimensional version. Simple CARS based on
a matrix factorization (MF) model with a reduced set of parameters (linear with the number of contexts), may obtain
equal or improved recommendations results [4]. The challenge however, is that the number of model parameters grows
exponentially with the number of contextual factors.
NeuMF [17] mimics MF using deep learning, a method with a rising popularity when used with RS [44]. Several
deep models have been recently suggested for CARS as well. [21] learned the item representation by combining a
convolutional neural-network (CNN) model with MF. Their method considers only one type of item feature as contextual
information. [41] proposed utilizing convolutional neural networks (CNNs) for enhancing a factorization-machines
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(FM) algorithm, named CFM, that models high-order interactions between contextual variables. [10] proposed to model
the user, item, and time embeddings to capture temporal patterns. However, in this work, only a single, predefined,
explicit contextual information, was modeled.
2.2 Genetic Algorithms (GA)
Genetic algorithm (GA) is a search heuristic, inspired by the Darwin’s natural evolution [12]. A GA takes a population
of candidate solutions to an optimization problem, (i.e., individuals, or phenotypes), and transforms them through an
iterative process (i.e., evolution) where at each iteration (i.e., generation), the individuals are: 1) evaluated for their
performance using an objective function (i.e., fitness function); 2) stochastically selected according to fitness; and 3)
modified by means of recombination (i.e., crossover) and mutation. The modification operators act on the individuals’
genetic representation (i.e., genome), that is usually an array of bits, numbers, or other types. The algorithm usually
terminates when reaching a satisfactory fitness level, or when a maximum number of generations have passed.
In this paper we utilize GA for selecting contextual features for CARS. To the best of our knowledge, GA in particular
and evolutionary computation techniques in general, have never been applied to the domain of CARS, though there much
work has been done on utilizing GA for feature selection (FS) [25, 26, 42]. Yet, applying GA-based FS for neural networks
(NN), is a non-trivial task, since the fitness evaluation of each individual at each generation (typically thousands of
evaluations), requires, at least in the naïve approach, to train of the NN and estimate its accuracy.
To overcome this problem, [19] used a pre-trained deep neural network (DNN) restricted in the number of layers and
nodes in each layer (3 and 20, respectively) for evaluation. The individuals fitness was calculated by predicting the
DNN using the individuals. At the end of the run, a subset of the entire population is selected and stacked into a latent
representation that compresses the genetic material of the selected individuals. It should be noted that the authors
validated their method on a small dataset with only 60 features, while in this paper we deal with two datasets with 480
and 661 features. Nevertheless, we have adopted some of the principle ideas of [19], though we adjusted them to our
domain and took a different approach for implementing them. For example, the restriction on the number of nodes
forced the authors to translate the features into a latent representation, which we wanted to avoid. Moreover, the authors
presented complex operators for initializing the population and for recombining and mutating the individuals. We
preserved the simple and effective standard GA operators while maintaining high accuracy (as elaborated in Section 3.6).
We also adopted the idea of exploiting the knowledge that was learned by the multiple generated individuals and
stacking them together, though we applied it differently and not on the individuals (as elaborated in Section 3.10).
3 METHOD
Our method uses the architecture proposed by [27, 38] (depicted in Figure 1) with four major changes: (1) the architecture
was originally designed to solve a regression task (i.e., rating prediction), while here we use it for solving binary
classification problems; (2) we replace the mechanism for creating the MLP Context Vector with a GA-based mechanism
(elaborated in Section 3.6); (3) we further refine the GA algorithm with a better control over the selected features
and contextual dimensions (elaborated in Section 3.8); and (4) we add an ensemble step to the architecture of [27],
exploiting unique GA traits for improving the explainability, and for controlling user aspects, such as privacy and
battery consumption.
We note that we call change 2 a basic solution, since it is “self contained”, meaning that it outperforms all the baselines
in several aspects (as described below). To keep the flow of the paper, we conclude the description of each change, with
its evaluation.
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CARS Dataset Hearo Dataset
# users 98 77
# items 1,918 228
# ratings 38,900 7,416
rating scale 0 = dislike, 1 = like and check-in 0-1
rating sparsity 96.41 57.75
# contextual dimensions 14 16
# contextual features 480 661
# contextual dimensions GPS (2), Weather (2), Activity (8), Mic
(12), Light (12), Orientation (71),
Magnetic (71), Accelerometer (71),
Gravity (71), Internet related (102), Calls
(21), Data received and sent (4),
Application Related (24), Other (9)
Weather (21), GPS (2), Mic (13), Light (21),
Activity (6), Orientation (71), Magnetic
(71), Accelerometer (71), Rotation (71),
Gravity (71), Gyroscope (71), Internet
related (102), Calls & SMS (44),
Application related (17), Time (6), Other
(3)
Table 1. The context-aware datasets we used for evaluation
3.1 Problem Formulation
The input for the proposed architecture (all steps) is a set D composed of N tuples. Each tuple (u, i, c,Y ) ∈ D denotes
an interaction event where user u was exposed to an item i , while considering contextual information c regarding
this interaction. c may have two representations: categorical (e.g., weather condition, etc.), and continuous fields (e.g.,
orientation, accelerometer, etc.). Finally, Y ∈ {0, 1} is the associated label of the interaction event, indicating the user
rated feedback, where Y = 1 indicates that user u provided a positive rating for item i , under contextual information c ,
and Y = 0 indicates a negative rating.
3.2 Datasets
We use two high-dimensional, context-aware datasets for evaluation, both were used in previous papers and has been
provided to us by their authors. We note that we focused on these two datasets since the number of available datasets
with rich contextual data is scarce. The contextual features were extracted from multiple contextual dimensions, such
as accelerometer, gravity, etc’. For each contextual dimension, various statistical contextual features were extracted,
such as average, standard deviation, entropy, etc. The datasets are (also summarize their features in Table 1):
• CARS [27, 36–38]: Contains 38,900 explicit ratings (dislike, like and check-in) of 1,918 points of interest (POIs),
each rating being associated with 480 contextual features. The data was collected from various types of contextual
dimensions, including environmental information, user activities, mobile state, and user behavioral data. To
transform the ratings into a binary scale, we converted ‘like’ and ‘check-in’ to one, and ‘dislike’ to zero.
• Hearo [35, 37]: Derived from a field experiment in which users interacted with a recommender system that
provided recommendations of POIs and received users’ binary ratings on the provided recommendations. The
ratings have been obtained by 77 users and it associates with 661 contextual features.
We split each dataset as follows: the last 20% of the interactions were considered as a test set. Of the remaining 80%,
the last 10% were used as a validation set and the rest 70% were used for training.
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3.3 Evaluation Metrics
We used the following evaluation metrics in our experiments, both are widely used for evaluation of binary-classification
predictions [15, 18, 24]:
• AUC — the area under the ROC curve. The metric is insensitive to the classification threshold and the positive
ratio. The upper bound of the AUC is one, and the higher the AUC, the better.
• Log loss — measures the distance between two distributions. The lower bound of the log loss is zero, indicating
that the two distributions match perfectly, and a lower values indicates better performance.
3.4 Baselines
Using the evaluation metrics, we compared our method to the following baselines (for each of the changes):
(1) Model with no contextual features:
• Neural Matrix Factorization (NeuMF ) [17] — mimics MF using deep learning without using any contextual
information
(2) Deep context-aware models with feature selection:
• Explicit neural context model (ENCM) [27] — deep context-aware model utilizing explicit context conditions.
For explicit context features, we followed [4] and chose the time of day, time of week, and weather.
• Forward selection context model (FSCM) [6] — utilizes the features selected by the sequential feature selection
(SFS) and incorporates them as explicit context within ENCM. SFS is an iterative method in which we start
with having no feature in the model. In each iteration, we keep adding the feature which best improves our
model till an addition of a new variable does not improve the performance of the model.
• Backward selection context model (BSCM) [6] — like FSCM, but uses the sequential backward selection (SBS).
In SBS, we start with all the features and removes the least significant feature at each iteration which improves
the performance of the model. We repeat this until no improvement is observed on removal of features.
(3) Deep context-aware models with dimensionallity reduction:
• Latent neural context model (LNCM) [27] — deep context-aware model which considers low-dimensional
latent context via auto-encoder network.
• Sequential neural context model (SLCM) [27] — deep context-aware model which considers low-dimensional
sequential latent contexts extracted via encoder-decoder LSTM network.
(4) Deep context-aware models without feature reduction nor selection:
• Neural context model (NCM) [27] — incorporates all contextual information within ENCM as explicit context.
• Deep factorization machines (DeepFM) [15] — integrates the architectures of FM and DNNs, by modeling
low-order feature interactions as FM and modeling high order feature interactions as DNNs.
• Combining feature importance and bi-linear feature interaction (FiBiNET ) [18] — a DNN model for calculating
the feature interactions using a bi-linear function.
DeepFM and FiBiNET baselines are state-of-the-art algorithms for solving binary classification problems like CTR
prediction. Thus, we included them among our baselines. In order to implement them we used the implementation of
DeepCTR1. We implement the remain baselines using Keras [8]. Our Code is available at https://github.com/recsysGA-
CARS/GA_CARS_2020.
1DeepCTR: https://github.com/shenweichen/DeepCTR
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3.5 Parameters
When using the deep contextual modeling architecture of [27], we set the dimensions of all embedding layers to 16,
the batch size to 256, and applied a dropout rate of 50% for the NeuMF layer. For optimization, we used the Adam
optimizer [22] and stochastic gradient descent (SGD), as described in [17]. For computing the loss we used binary cross
entropy. Furthermore, we conducted the experiments using RTX 2080 TI GPUs.
3.6 Basic Solution
The basic solution replaces the mechanism of [27] for creating the MLP Context Vector, with an evolutionary-based
mechanism. For this end, we devised a GA-based feature-selection (FS) algorithm, where each individual represents a
subset of the contextual information. The subsets are improved over the course of evolution, in terms of accuracy and
size. Once the evolutionary process ends, the best individual is chosen for deciding which features will be explicitly
included during the learning phase of the complete architecture of [27]. We used DEAP [14] for the implementation of
the GA algorithm and the evolutionary operators. Below we describe the elements of our setup in detail.
Genome. The natural representation for each individual is a binary string of the length of the number of contextual
features to consider, representing the absence or presence of each of the contextual features. This representation
allows for using standard GA operators (i.e., binary crossover and binary mutation). We initialized the experiment
with a random population, where the probability for a value of one was sampled from a normal distribution with
µ = 0.25 × # of contextual features and σ = 40.
GA Operators and Parameters. We used a standard k-tournament selection with k = 5, and bitwise operators —
5-point crossover, n-point crossover and n-point mutation [12]. We experimented with several parameter settings,
finally settling on: population size — 100, generation count — 300, crossover probability — 0.65 (where 5-point crossover
and n-point crossover were selected with the same probability), and probability for flipping a bit (i.e., mutation) — 0.025.
We used a uniform distribution for selecting crossover points within individuals.
Fitness. A major problem we had to tackle is the long time required for evaluating the individuals. A naïve approach
would be to train the deep contextual modeling for each individual, resulting with a total of 30K calculation (300
generations × 100 individuals). Since each calculation takes approximately one minute, this is not feasible. Thus,
inspired by the work of [19] (see Section 2), we devised two heuristic approaches for a quick estimation of the
individuals AUC when used for training the deep contextual model (depicted in Figure 2):
(1) Fully trained — Use the individual under evaluation for training a multi-layer perception (MLP) sub-network.
This operation takes approximately five seconds per individual.
(2) Predict Only — This heuristic includes a pre-processing step to the evolutionary process, where we train once
a robust single model (an MLP sub-network), using all available contextual information. Notably, the bias
component of each layer is disabled, relying on the weights only, in order to prevent the bias from influencing
our evaluation score. During evolution individuals are estimated by predicting the output of the pre-trained
network with using the individual’s chosen contextual features. This operation takes approximately 60ms and
the pre-processing takes approximately five seconds.
In addition to the AUC estimation of the individuals, we wanted to reinforce individuals that represent small-sized
subsets. The motivation for this is related to the user aspects that we discussed in Section 1 (i.e., privacy, battery
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Fig. 2. Generating GA Contextual Solutions Methods
consumption and transparency). Reducing the size of the subsets while maintaining a high accuracy, addresses some
user aspects, such as privacy and battery consumption. Also, since the transparency is addressed by the individuals
representation of explicit MLP context vectors.
Thus, we ended up with the following fitness function for an individual i:
fi =WAUC × 1 −AUCi1 −AUCmin +Wsize ×
sizei
sizemax
,
whereWAUC = 0.8 andWsize = 0.2 are the weights of the AUC and the size components (respectively), AUCi and
sizei are the estimated accuracy and the size of the subset of individual i (respectively), and AUCmin and sizemax are
the minimal/maximal AUC/size in the current generation (respectively), used for normalizing the two components.
3.7 Basic Solution - Results
We compared the basic solution to state-of-the-art approaches for CARS, i.e., the baseline algorithms (see Section 3.4).
Tables 2 and 3 summarize the findings for the CARS and the Hearo datasets (respectively). For each algorithm, we
stated the number of contextual dimensions it used, the number of features, whether the output is explicit, and finally,
the AUC and log loss metrics. The data for the basic solution has been derived from the best individual of one of the
runs, though other runs exhibited similar results.
As presented in the tables, our approach outperform all the baselines in both AUC and Log Loss metrics, while using
explicit features only, and addressing user aspects. While the results are interesting, we believe that our method has
other important advantages that lies within the tables and the raw results data.
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For example, the baseline with the highest AUC and log loss on the CARS dataset — BSCM, used 478 contextual
features and relies on all contextual dimensions. On the other, our best individual used all contextual dimensions, except
for GPS and network traffic, thus, addressing user aspects as privacy and battery consumption. In the Hearo dataset, the
best baseline – SCLM, utilizes a latent space, therefore it used all 661 contextual features and all contextual dimensions,
while out best individual used solely 136 contextual and 15 contextual dimensions. Moreover, our individual did not
used the users activities information, again, addressing user aspects.
Figure 3 presents the number of features that the best individual used at each generation, grouped by dimensions.
Interestingly, the ratio between the different contextual dimensions is kept most of the time, suggesting that if we wish
to further address the user aspects and eliminate dimensions, we will need to change the evolutionary process, as we
will show in the following section.
3.8 Extension #1 — Minimizing Contextual Dimensions
In this section, we wish to further improve the basic solution by reducing the number of contextual dimensions of the
individuals. We propose to achieve that by adding a ‘dimensions’ component to the fitness function.
Our new fitness function is:
fi =WAUC × 1 −AUCi1 −AUCmin +Wsize ×
sizei
sizemax
+Wdim × φ
(
dimi
dimmax
)
,
whereWAUC = 0.8,Wsize = 0.15,Wdim = 0.05 are the weights of the AUC, the size, and the dimension components
(respectively), dimi is the number of selected dimensions (sensors), dimmax is the maximal dimi value in the current
generation, and φ(x) = 1−e−x1−e−1 is a selection-pressure function, that exponentially improves the component’s score for
each decrease in the number of used dimensions. The rest of the symbols remain the same (see Section 3.6).
3.9 Extension #1 - Results
In tables 4 and 5 we compare the performance of this extension to the performance of the basic solution and the best
baseline.
Reducing the number of contextual dimensions resulted with less accurate results in terms of AUC and log loss. Yet,
the change in accuracy is minor, compared to the change in the contextual dimensions. When comparing in CARS
Type Algorithm # Contextual
Dimensions
# Contextual
Features
Explicit?
(V/X)
AUC Log loss
No contextual features NeuMF 0 0 V 0.7953 0.481
Deep context-aware ENCM 2 6 V 0.7925 0.482
w/ feature selection FSCM 5 9 V 0.7989 0.459
BSCM 14 478 V 0.8056 0.448
Deep context-aware LNCM 14 480 X 0.7993 0.454
w/ feature reduction SLCM 14 480 X 0.8004 0.454
Deep context-aware NCM 14 480 V 0.8024 0.451
w/o dimensionality DeepFM 14 480 V 0.7595 0.499
reduction FiBiNET 14 480 V 0.7623 0.517
Basic solution Fully trained 12 127 V 0.8108 0.442
Predict only 12 65 V 0.8067 0.446
Table 2. Our basic solution compared to the baselines — CARS Dataset. Our solution outperforms all baselines.
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Type Algorithm # Contextual
Dimensions
# Contextual
Features
Explicit?
(V/X)
AUC Log loss
No contextual features NeuMF 0 0 V 0.8007 0.542
Deep context-aware ENCM 2 17 V 0.8177 0.556
w/ feature selection FSCM 5 6 V 0.8164 0.529
BSCM 16 658 V 0.8160 0.526
Deep context-aware LNCM 16 661 X 0.8095 0.532
w/ feature reduction SLCM 16 661 X 0.8203 0.518
Deep context-aware NCM 16 661 V 0.8191 0.519
w/o dimensionality DeepFM 16 661 V 0.7178 0.652
reduction FiBiNET 16 661 V 0.7294 0.646
Basic solution Fully trained 16 96 V 0.8162 0.520
Predict only 15 136 V 0.8228 0.516
Table 3. Our basic solution compared to the baselines — Hearo Dataset. Our solution outperforms all baselines.
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Fig. 3. CARS best individuals. For each generation the graph shows the number of features that the best individual used, grouped by
dimensions.
the AUC of the fully-trained individual of the basic-solution and the extension, we observe a decrease in the AUC of
0.0019 from the basic solution, though the extension’s individual used only 9 contextual dimension, compared to 12 of
the basic extensions (and compared to the 14 of the best baseline). Moreover, the extension’s individual did not use
the following contextual dimensions: GPS, orientation, accelerometer and weather conditions. Thus, this extension
provides improvements in both battery consumption and privacy compared to all other baselines. Similarly, in the
Hearo dataset the change in the number of contextual dimensions was even more dramatic, reducing it in almost a half
for the fully-trained individual.
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Type Algorithm # Contextual
Dimensions
# Contextual
Features
Explicit?
(V/X)
AUC Log loss
Best baseline BSCM 14 478 V 0.8056 0.488
Basic solution Fully trained 12 88 V 0.8094 0.443
Predict only 11 51 V 0.7997 0.460
Extension #1 — Fully trained 9 81 V 0.8075 0.445
minimizing dimensions Predict only 5 34 V 0.7984 0.460
Table 4. The performance of the first extension compared to the basic solution and the best baseline — CARS dataset.
Type Algorithm # Contextual
Dimensions
# Contextual
Features
Explicit?
(V/X)
AUC Log loss
Best baseline SLCM 16 661 X 0.8203 0.518
Basic solution Fully trained 16 96 V 0.8162 0.520
Predict only 15 136 V 0.8228 0.516
Extension #1 — Fully trained 9 94 V 0.8108 0.527
minimizing dimensions Predict only 8 123 V 0.8154 0.521
Table 5. The performance of the first extension compared to the basic solution and the best baseline — Hearo dataset.
Another interesting result is related to the evolutionary process, that generates a vast amount of individuals with a
high accuracy (though not the highest). When we examined two different individuals of the same experiment that yielded
a similar AUC of 80.04 and 80.02, we observed that they used different contextual dimensions. As depicted in Figure 4,
while both individuals share most of the contextual dimensions, the first individual relies on GPS, while the second
relies on weather and network traffic instead. Since both individuals performed similarly in terms of accuracy, the
second individual can be used, for example, when the GPS sensor is undesired due to privacy and battery-consumption
aspects.
To summarize these results, the ‘dimension’ extension succeeded with its goal to further improve user aspects such
as battery consumption and privacy. The question is — can we do better? Can we improve these user aspects without
compromising the accuracy?
3.10 Extension #2 — Individuals Ensemble
Considering the two individuals of Figure 4, we hypothesized that an ensemble of different individuals with a similar
accuracy will yield even better results. Such an approach will exploit the already generated individuals and will fulfill
their potential.
Thus, we extended our method again, this time by changing the deep contextual model of [27], as depicted in Figure 5.
Specifically, we propose the following changes to the architecture, after the evolutionary process terminates:
(1) Select top unique 5K individuals according to their AUC performance.
(2) Cluster these individuals (we used the DBSCAN clustering algorithm [13]). Then select the top individual, in
terms of AUC, from each cluster. To compute the similarity between each pair of individuals, we used the Jaccard
similarity index.
(3) Train the complete deep contextual model of [27] (including user and item) for each of these individuals.
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Fig. 4. Comparing the contextual dimensions of two individuals of the same experiment with similar accuracy. While they share
most contextual dimensions, the first individual relies on GPS while the other relies on weather and network traffic instead.
(4) Finally, ensemble the resulted models (we used stacking [16] with CatBoost [30] meta-learner, a state-of-the-art
boosting algorithm).
3.11 Extension #2 — Results
In tables 6 and 7 we compare the performance of the ensemble extension to the performance of the previous solutions
and baselines.
Our hypothesis was correct, and this extension outperformed all other solutions and baselines with a margin in the
AUC and the log-loss metrics. This extension takes advantage of the already generated individuals and utilizes them for
improving the accuracy while preserving the low number of contextual dimensions.
To validate the significance of our results compared to each of the baselines, we performed statistical tests. We
first used the adjusted Friedman test in order to reject the null hypothesis that all classifiers performed the same.
The statistical test rejected the null hypothesis with a confidence level of 95% for both datasets. We then used the
BonferroniâĂŞDunn test to examine whether our solution algorithm performed significantly better than the existing
baselines. According to the test, our ensemble solutions statistically outperformed all baselines with a 99% confidence
level for both datasets, except for the FSCM and the LNCM baselines in Hearo, where the significant confidence level
was 95%.
4 CONCLUSIONS AND FUTUREWORK
In this paper, we propose a novel approach for selecting low-dimensional subsets of contextual information and
incorporating them within CARS. Our method outperforms state-of-the-art CARS algorithms and addresses user
aspects, such as transparency, battery consumption and privacy.
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Fig. 5. An architecture of the ensemble extension
Type Algorithm # Contextual
Dimensions
# Contextual
Features
Explicit?
(V/X)
AUC Log loss
Best explicit baseline BSCM 14 478 V 0.8056 0.448
Best latent baseline SLCM 14 480 X 0.8004 0.454
Basic solution Full trained 12 88 V 0.8094 0.443
Predict only 11 51 V 0.7997 0.460
Extension #1 — Fully trained 9 81 V 0.8075 0.445
minimizing dimensions Predict only 5 34 V 0.7984 0.460
Extension #2 — Full trained 13 127 V 0.8404 0.414
Ensemble w/ basic sol. Predict only 11 72 V 0.8387 0.415
Extension #2 — Fully trained 9 109 V 0.8407 0.413
Ensemble w/ ext. #1 Predict only 5 55 V 0.8388 0.415
Table 6. A comparison of all methods and baselines — CARS dataset.
In future work, we believe that the approach can be generalized to additional recommendation tasks such as ranking
and regression (i.e., top-N recommendation and rating prediction). In addition, we believe that the first extensions can
be further improved by applying weights for each contextual dimension. For example, GPS sensor can be assigned with
a higher weight than the Wi-Fi sensor, when considering battery consumption and privacy issues.
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Type Algorithm # Contextual
Dimensions
# Contextual
Features
Explicit?
(V/X)
AUC Log loss
Best explicit baseline NCM 16 661 V 0.8191 0.519
Best latent baseline SLCM 16 661 X 0.8203 0.518
Basic solution Fully trained 16 96 V 0.8162 0.520
Predict only 15 136 V 0.8228 0.516
Extension #1 — Fully trained 9 94 V 0.8108 0.527
minimizing dimensions Predict only 8 123 V 0.8154 0.521
Extension #2 — Fully trained 16 96 V 0.8395 0.501
Ensemble w/ basic sol. Predict only 15 142 V 0.8414 0.494
Extension #2 — Fully trained 9 118 V 0.8395 0.495
Ensemble w/ ext. #1 Predict only 8 148 V 0.8370 0.496
Table 7. A comparison of all methods and baselines — Hearo dataset.
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