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Abstract
We review the Reshetikhin-Turaev approach to construction of non-compact knot invariants involving R-
matrices associated with infinite-dimensional representations, primarily those made from Faddeev’s quantum
dilogarithm. The corresponding formulas can be obtained from modular transformations of conformal blocks
as their Kontsevich-Soibelman monodromies and are presented in the form of transcendental integrals, where
the main issue is manipulation with integration contours. We discuss possibilities to extract more explicit
and handy expressions which can be compared with the ordinary (compact) knot polynomials coming from
finite-dimensional representations of simple Lie algebras, with their limits and properties. In particular,
the quantum A-polynomials, difference equations for colored Jones polynomials should be the same, just
in non-compact case equations are homogeneous, while they have a non-trivial right-hand side for ordinary
Jones.
1 Introduction
At the present stage the most effective way to get formulas for knot/link invariants [1, 2] from CS theory
[3, 4] is to use the Reshetikhin-Turaev (RT) formalism [5, 6]. It arises, e.g., in the temporal gauge [7] and
depends on the oriented link L through its projection on 2d plane called link diagram DL with two types of
vertices of valence (2, 2). It provides answers as contractions of quantum R-matrices and "turning" matrices
which act on a pair of lines and on a single line in the link diagram respectively. Independence on the choice of
diagram (Reidemeister invariance) follows from the general properties of R and turning matrices.
Thus, in order to understand which invariants can be obtained via the RT formalisms, one has to enumerate
the available numerical quantum R-matrices and to check if traces of their proper products can be calculated.
To this end, first of all, one can use the numerical R-matrices obtained from the universal quantum R-matrices
of finite-dimensional compact q-deformed Lie algebras at finite-dimensional irreducible representations. It im-
mediately gives rise to knot invariants described by finite sums, that is, to knot Laurent polynomials of q.
Hence, the name compact invariants. Another possibility is to use the R-matrices for finite-dimensional non-
compact q-deformed Lie algebras at infinite-dimensional irreducible representations. In this case, one obtains
knot invariants represented by integrals. We call these invariants non-compact. At last, one can consider
infinite-dimensional Lie algebras. Though in this case there are good R-matrices, it is unclear how to define
the proper traces of their products. Hence, we restrict ourselves here with the first two possibilities.
Thus, we are going to consider the R-matrices that can be obtained from Drinfeld’s universal formula, and
this is the best choice for finite-dimensional representations of SUq(N). In the case of non-compact SLq(N) with
infinite-dimensional representations there are at least two interesting associated quantumR-matrices: Faddeev’s
matrix [8] made from quantum dilogarithms and obtained from triangulations of the time slice [9], which was
recently used by K.Hikami and R.Inoue to construct knot invariants [10] and another one made from polyhedra,
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which was used by K.Hikami earlier [11]. They depend on different numbers of variables, still are intimately
related.
These R-matrices look very similarly and, as we will explain, are obtained from the same quantum algebra
SLq(N)⊗SLq˜(N), where q = epiib2 and q˜ = e−piib−2 with some parameter b. Moreover, there are three different
ways to proceed: it can be obtained via triangulations (i) [10] with the Kontsevich-Soibelman (KS) monodromies
[9], and it can be obtained just directly via the Drinfeld double (ii), both these ways leading to the same Faddeev
R-matrix. The third way of doing (iii) is to add to SLq(N)⊗ SLq˜(N) the second set of Cartan generators to
produce the Heisenberg double and then to make a new Drinfeld R-matrix of it [12]. This leads to a direct
sum of representations of SLq(N) ⊗ SLq˜(N), and in order to produce knot invariants one has to impose a
monodromy condition [11] in order to fix the representation.
We consider here the simplest case of the rank 1 groups so that the compact invariants are associated with
the quantum algebra SUq(2), while the non-compact invariants are associated with the product of two quantum
algebras SLq(2)⊗ SLq˜(2). It should be related to associating the non-compact invariant with SL(2, C) in [13],
but this is beyond the scope of this text. Throughout the review, we mainly use as examples the simplest knots:
the trefoil 31 and the figure eight knot 41 (and sometimes other twist knots for an illustration). The results
presented here are basically known, we just collect them in one review.
To fix our notation, throughout the review we use the Pochhammer symbol defined as
(z|q)k =
k−1∏
n=0
(1− zqn) (1)
(z|q)∞ =
∞∏
n=0
(1− zqn) (2)
and the quantum dilogarithm defined as
Φb(z) =
(e2pib(z+iQ/2)|q2)∞
(e2pib−1(z−iQ/2)|q˜2)∞ , q = e
piib2 , q˜ = e−piib
−2
, Q = b+ b−1, ~ = ipib2 (3)
We also use the q-binomial coefficients[
n
k
]
q
≡ (q
2|q2)n
(q2|q2)k(q2|q2)n−k =
[n]!
[k]![n− k]! (4)
with q-numbers defined as
[n] ≡ q
n − q−n
q − q−1 (5)
and the notation
{x} ≡ x− 1
x
(6)
2 SUq(2) and SLq(2) knot invariants
As we already explained in the Introduction, one can deal equally well both with compact and non-compact
knot invariants. Though our main point of interest here is the non-compact case, we list both of them here and
briefly explain what are different ways to produce compact invariants. The remaining sections are devoted to
different ways of obtaining non-compact invariants.
2.1 SUq(2) invariants and conformal field theory
2.1.1 Minimal models
Using the plat representation of knots and the modular transformation matrices of the minimal models of
conformal theory, one can construct the SUq(2) knot invariantsMn(K, r) [9, 14]. To this end, one considers the
modular transformations of the four-point spherical conformal block containing the degenerate fields (1, j + 1)
of the minimal model [15], Bk[j1, j2, j3, j4](x). It is given by the modular S-matrix
Bk[j1, j2, j3, j4](x) =
∑
l
Skl
[
j2 j3
j1 j4
]
Bl[j2, j3, j4, j1](1− x) (7)
2
and manifestly for one of the degenerate fields being (1, 2) it is
S
[
1 j3
j1 j4
]
=

Γ( j1+1
b2
+2)Γ
(
− b2+j3+1
b2
)
Γ
(
2b2+j1−j3+j4+1
2b2
)
Γ(− 1−j1+j3+j4
2b2
)
Γ( j1+1
b2
+2)Γ
(
b2+j3+1
b2
)
Γ
(
2b2+j1+j3−j4+1
2b2
)
Γ
(
4b2+j1+j3+j4+3
2b2
)
Γ(− j1+1
b2
)Γ
(
− b2+j3+1
b2
)
Γ(− j1+j3−j4+1
2b2
)Γ
(
− 2b2+j1+j3+j4+3
2b2
) Γ(− j1+1b2 )Γ
(
b2+j3+1
b2
)
Γ(− j1−j3+j4+1
2b2
)Γ
(
2b2−j1+j3+j4+1
2b2
)
 (8)
where the matrix elements are labeled with the indices 0 and 2, and for arbitrary values of all the four fields it
is determined from the recursion relation
Sq,q′
[
r + 1 j3
j1 j4
]
=
∑
s,p
Sr+1,s
[
1 q
r j1
]
Sq,p
[
1 j3
s j4
]
Ss,q′
[
r p
j1 j4
]
Sp,r+1
[
r 1
q′ j3
]
(9)
Similarly, there is the second modular transformation matrix T , which is diagonal [9, 14] with the diagonal
elements
T2k[r, r] = (−1)k+1qk(k+1)−(r+1)2−1 (10)
Then, one constructs the polynomials of these matrices associated with the corresponding knot invariants:
M(31, r) =
r∑
k=0
S0,2k
[
r r
r r
]
T2k[r, r]
3S2k,0
[
r r
r r
]
(11)
M(41, r) =
r∑
k=0
r∑
k′=0
S0,2k
[
r r
r r
]
T2k[r, r]
2S2k,2k′
[
r r
r r
]
T2k′ [r, r]
−2S2k′,0
[
r r
r r
]
(12)
2.1.2 WZWN theory
Similarly, one can consider modular transformations in the ŜU(2)k WZWN theory and find the corresponding
S- and T -matrices [16] in order to construct the WZWN polynomials [17]: Ind(K, ρ). The matrix S is given
just by the quantum SUq(2) Racah coefficients (6j-symbols) [18, 19] and in the case of our interest, is equal to
Σ2k,2k′
[
s s
s s
]
=
∞∫
1
dqx x
k−k′−s−2
2φ1
[ −k − k
−2k
]
(x−1)2φ1
[ −k′ − k′
−2k′
]
(x)
∞∫
1
dqx x−2(k
′+1)
2φ1
[ −k′ − k′
−2k′
]
(x)2
(13)
Note that
Σ 6= S (14)
The very polynomials are defined in the same way:
I(31, r) =
r∑
k=0
Σ0,2k
[
r r
r r
]
T2k[r, r]
3Σ2k,0
[
r r
r r
]
(15)
I(41, r) =
r∑
k=0
r∑
k′=0
Σ0,2k
[
r r
r r
]
T2k[r, r]
2Σ2k,2k′
[
r r
r r
]
T2k′ [r, r]
−2Σ2k′,0
[
r r
r r
]
(16)
2.1.3 Jones polynomials and closed braids
Canonically, the knot invariants related to group SU(2) are Jones polynomials [2, 4], which can be defined
in the simplest way by the skein relations [20] in the fundamental representation and by further cabling [21] in
higher spin representations. Another possibility is to use the RT procedure for the closed braid, with the braid
group given by the SUq(2) R-matrix [5, 6] (for a combination of conformal block and RT calculations see [22]).
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The colored reduced Jones polynomials J(K, r) are
J(31, r) =
∞∑
j=0
(−1)jqj(j+3)
j∏
i=1
(qr+1−i − q−(r+1−i))(qr+1+i − q−(r+1+i)) (17)
J(41, r) =
∞∑
j=0
j∏
i=1
(qr+1−i − q−(r+1−i))(qr+1+i − q−(r+1+i)) (18)
J(52, r) =
r−1∑
n=0
n∏
j=−n
{r − 1 + j}
{r − 1} (−1)
n
n∑
k=0
qk
2−k(3n+2)+n(3n+5)
[
n
k
]
q
(19)
In general for k-th twist knot the Jones polynomial is [23, 24]
J
(k)
r−1 =
1
[r + 1]
r−1∑
s=0
F (k)s
s∏
j=−s
{qr+j} (20)
with
F (k)s = q
s(s+3)/2
s∑
j=0
{q2j+1}{qj+1}2jk∏j−1+s
i=j−1{qi+2}
(21)
2.1.4 Jones polynomials and conformal block calculations
Naively, these three types of polynomials do not obligatory have to coincide. For instance, the matrices S
in the minimal model and WZWN approaches are different:
Σ = USU† (22)
where U is diagonal [9]. However, it turns out that they coincide, and the diagonal matrix U omits from all
answers, i.e. M(K, r) = I(K, r).
Similarly, one can check their identity with the Jones polynomials. For instance, since
Σ2k,0
[
r r
r r
]
= (−1)k−1 [k]!
2[s+ 1 + k]![s− k]!
[2k]![s+ 1]!2
Σ0,2k
[
r r
r r
]
= (−1)k−1 [2k + 1]![s]!
2
[k]!2[s− k]![s+ 1 + k]! (23)
I(31, r) =
q3s(s+1)
[s+ 1]2
s∑
k=0
[2k + 1](−1)kq−3k(k−1) (24)
and one can verify that
I(31, r) = J(31, r) (25)
and, similarly, that
I(41, r) = J(41, r) (26)
2.2 SLq(2) invariants
SLq(2) invariants obtained in different ways (i), (ii) or (iii) turn out to be the same, we denote themH(K, ρ).
These are the integral state models (see, e.g., [11, 10, 13, 25]):
H(31, x) = e
3x2
~ +
ipix
~ (27)
H(41, x) =
∫
dy
Φb(x− y)
Φb(y)
e2piix(2y−x) (28)
H(52, x) =
∫
dz
epii(z
2−x2)
Φb(z)Φb(z − x)Φb(x+ z) (29)
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3 R-matrices for SLq(2)
Now we are going to explain how the non-compact knot invariants of ss.2.2 can be obtained within the RT
formalism. The first ingredient of the approach is the R-matrix. In this section we briefly describe three ways
of obtaining the corresponding R-matrices mentioned in the Introduction.
3.1 R-matrix from KS monodromies: summary from [9]
The first method (i) to obtain the non-compact R-matrix was discussed in detail in [9], where we explained
how one can construct the R-matrix for the n-strand braid via KS monodromies. The procedure basically
consists of a few steps.
1. First of all, one has to construct the spectral curve:
λ2 =
n∑
i=1
(
c2(Ri)
(z − xi)2 +
ui
z − xi
)
(30)
There are relations between moduli ui so there are n − 3 free moduli for the n-strand braid. But we
increase the number of moduli. This should not affect the problem, we are going to integrate over them
eventually, the only information we use is that the residues are fixed at the initial stage:∮
xi
λ = ±
√
c2(Ri) (31)
Afterwards neither do we keep track of this information as the braid evolves. So, practically, we start with
the following curve:
λ2 =
2n+1∏
j=1
(z − pj)
n∏
i=1
(z − xi)2
(32)
Ultimately, we increase the number of moduli pi by one so the curve reads (to unglue top and bottom tips
of triangles):
λ2 =
2n+2∏
j=1
(z − pj)
n∏
i=1
(z − xi)2
(33)
If one puts all the pi on the real axis and trace out a permutation of two singularities, one gets the following
picture of WKB lines’ transformation depicted at fig.1 (the blue dots mark zeroes of discriminant, while
the red dots mark singularities).
The corresponding transformation of triangulations are depicted at fig. 2 for two strands. The green edges
mark the initial edges of triangulations, while the red edges mark the mutated ones.
2. One considers the "extended" moduli spaceM, with coordinates (x, u, b).
3. One introduces a triangulation flip that corresponds to intersection of a wall, i.e. ∃γ ∈ H1(Σ), Im b−1λ|γ =
0. This flip can be manifestly constructed and can be
(a) in the Schro¨dinger representation (fundamental action): κˆγ ∼ (wˆγ |q)∞
(b) in the Heisenberg representation (adjoint action): KˆγO = κˆ−1γ Oκˆγ
4. The KS invariants are constructed from the flatness condition
←∏
contractible
loop
Kˆγ = 1ˆ (34)
Cut this loop, then, for example, S = Kˆγ2Kˆγ1 = Kˆγ1Kˆγ1+γ2Kˆγ2 , thus S is an invariant across the marginal
wall.
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Figure 1: Evolution of the WKB lines.
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Figure 2: Evolution of the triangulation.
5. Within this framework, one can describe knots as KS monodromies. In fact, the knot can be described as
some monodromy of conformal blocks [4] in such a way that one considers an initial conformal block whose
points evolve permuting with a non-trivial monodromy so that ultimately one has the same conformal
block (with possibly permuted points). A point inM is defined by the conformal block. Thus, the knot
can be associated to some elements of pi1(M).
6. One constructs an elementary building block for a simple flip
R ∼ (wˆγ1 |q2)∞(wˆγ2 |q2)∞(wˆγ3 |q2)∞(wˆγ4 |q2)∞ ∈ U(Heis) (35)
7. One constructs the whole R-matrix element by simple gluing
R =
∏
i
Ri ∈ pi1(M, U(Heis)) (36)
The R-matrix (35) coincides with the R-matrix obtained by L.Faddeev [8], R.Kashaev [26] and later by
K.Hikami [10]. It depends on two extra free constants c′, c′′ (notice that in Hikami’s paper the quantum
dilogarithm is defined as inverted one):
〈x1, x2|R(H)|y1, y2〉 =
Φb
(
x1 − y1 + iQ2
)
Φb
(
y2 − x2 + iQ2
)
Φb (x1 − x2) Φb (y2 − y1) ×
×e2pii( iQ2 (y1−y2−x1+x2)+c′(y2−x1)+c′′(−y1+x2)+ 112 (1+Q2)− 12 (c′+c′′)2)
(37)
3.2 R-matrix from PT representation
Within the second approach (ii), one constructs the sameR-matrix for the quantum algebra SLq(2)⊗SLq˜(2)
[27]. The universal expression for the R-matrix reads
R = qH⊗Hgb
(
4(sinpib2)2E ⊗ F ) qH⊗H (38)
where
gb(x) := −
∫
R+i0
dt
t
etQ/2x
t
2piib
(1− ebt)(1− et/b) (39)
7
The representations of SLq(2)⊗SLq˜(2) are enumerated by two spins (m,n) or one complex Liouville momentum
αm,n = i(m+ 1)b+ i(n+ 1)/b. If one considers a singlet in the second factor SLq˜(2), one remains just with the
usual Drinfeld SLq(2) R-matrix
R = qH⊗H
∞∑
n=0
q
1
2 (n
2−n)
[n]q!
(
(q − q−1)E ⊗ F )n qH⊗H (40)
One can introduce a representation for a continuous "spin" s on the space of functions of x, L2(R):
ρs(E) = e
pibx coshpib(p− s)
sinpib2
epibx, ρs(F ) = e
−pibx coshpib(p+ s)
sinpib2
e−pibx, ρs(qH) = e−pibp (41)
where [p, x] = (2pii)−1. Notice that the trivial (scalar) representation appears at s = −iQ/2. Afterwards we
can project the R-matrix on the representation s2 ⊗ s1 and construct its action on a representative ψ(x2, x1).
This allows one to represent the R-matrix in the form of an integral kernel:
Rs2,s1 = (ρs2 ⊗ ρs1)R
(Rs2,s1ψ)(x2, x1) =
∫
dy1dy2 Rs2,s1
[
y2 y1
x2 x1
]
ψ(y2, y1)
(42)
An explicit expression for this integral kernel is given in [27]
Rs2,s1
[
y2 y1
x2 x1
]
= e
2ipi
(
Q2
4 +
1
2 iQ(−x1+x2−y1+y2)+s1(y1−x1)+s2(x2−y2)+s1s2
)
×
×
Gb
(
Q
2 +
i
2 (s1 + s2) + i (x2 − x1)
)
Gb
(
Q
2 − i2 (s1 + s2) + i (y2 − y1)
)
Gb
(
Q+ i2 (s1 − s2) + i (x2 − y1)
)
Gb
(
Q− i2 (s1 − s2) + i (y2 − x1)
) (43)
where
Gb(x) ∼
∞∏
n=1
(1− e2piib−1(x−nb−1))
∞∏
n=0
(1− e2piib(x+nb))
=
1
Φb
(
i
(
x− Q2
)) (44)
Comparing expression (43) with expression (37), one concludes that
Rs2,s1
[
y1 +
s1
2 y2 − s22
x2 − s12 x1 + s22
]
= e
1
6 ipi(2Q
2+6s21+6s
2
2−1)〈x1, x2|R(H)|y1, y2〉
∣∣∣∣∣ c′=s1
c′′=s2
(45)
The expression for the R-matrix in the momentum space reads [27]
Rs2,s1
[
p2 p1
k2 k1
]
= δ(p2 + p1 − k2 − k1) e
−ipi(p1k2+p2k1)
Gb(Q+ i(p1 − k1))
wb(s1 + k1)
wb(s1 + p1)
wb(s2 − k2)
wb(s2 − p2) (46)
Analogously
R−1s2,s1
[
p2 p1
k2 k1
]
= δ(p2 + p1 − k2 − k1)e
−piQ(p1−k1)+ipi(p1p2+k1k2)
Gb(Q+ i(p1 − k1))
wb(s1 + k1)
wb(s1 + p1)
wb(s2 − k2)
wb(s2 − p2) (47)
where
wb(x) = e
pii
2 (
Q2
4 +x
2)Gb
(
Q
2
− ix
)
(48)
So the relation between the R-matrix and inverse one reads∫
dk′1dk
′
2 Rs1,s2
[
k′1 k
′
2
k1 k2
]
R−1s1,s2
[
k′′1 k
′′
2
k′1 k
′
2
]
= δ(k1 − k′′1 )δ(k2 − k′′2 ) (49)
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3.3 R-matrix and modular double
At last, the third way (iii) to obtain the R-matrix in order to generate non-compact knot invariants is due
to R.Kashaev [12]. It consists of adding another Cartan generator H¯ making the Heisenberg double, and then
making the standard Drinfeld R-matrix element out of it. The general construction looks as follows.
If there exists a Hopf algebra A generated by a basis {eα}, there is a multiplication rule given by structure
constants mγαβ :
eαeβ = m
γ
αβeγ (50)
and a co-product:
∆(eα) = µ
βγ
α eβ ⊗ eγ (51)
One can consider also the dual algebra A∗ with the corresponding structures. This algebra spans the dual
generators {eα}. These bases can be joined into one algebra called Heisenberg double H(A) determined by the
following relations:
eαeβ = m
γ
αβeγ , e
αeβ = µαβγ e
γ , eαe
β = mβργµ
γσ
α e
ρeσ (52)
There is a canonical element
S = eα ⊗ eα (53)
that satisfies the pentagon relation
S12S13S23 = S23S12 (54)
Note that in this case the co-product can not be extended to the whole Heisenberg algebra. In order to obtain a
Drinfeld double, however, one can embed it into the product of two Heisenberg doubles. Indeed, let us multiply
H(A) by the Heisenberg double of a dual algebra H(A∗) defined as
e˜αe˜β = m
γ
αβ e˜γ , e˜
αe˜β = µαβγ e˜
γ , e˜β e˜α = µ
σγ
α m
β
γρe˜σ e˜
ρ (55)
The canonical element in this algebra is
S˜ = e˜α ⊗ e˜α (56)
Then one can construct an associative algebra called Drinfeld double D(A) generated by the elements {Eα, Eβ}:
EαEβ = m
γ
αβEγ , E
αEβ = µαβγ E
γ , µσγα m
β
γρEσE
ρ = mβργµ
γσ
α EσE
ρ (57)
The canonical element of the Drinfeld double
R = Eα ⊗ Eα (58)
satisfies the Yang-Baxter equation
R12R13R23 = R23R13R12 (59)
One can construct a map:
φ : D(A)→ H(A)⊗H(A∗) (60)
or explicitly
φ : Eα 7→ µβγα eβ ⊗ e˜γ , Eα 7→ mαγβ eβ ⊗ e˜γ (61)
This map gives the desired quartic factorization formula
Rφ12,34 = (φ⊗ φ)R =
(
St414
)−1
S13 S
t2t4
24
(
St223
)−1 (62)
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Now consider the example of SLq(2). In this case of SLq(2) as an algebra A, one can choose the Borel
subalgebra, then the Heisenberg double H(A) is given by the generators H, H¯, E and F subject to the
following relations (q = e−h, K = qH)[
H, H¯
]
= 1,
[
E, H¯
]
= 0, [H,E] = E
[H,F ] = −F [H¯, F ] = ~F, [E,F ] = (1− q)K−1 (63)
The corresponding basis vectors read
em,n =
HmEn
m!
n∏
j=1
(1− qj)
, em,n = H¯mFn, m, n ∈ Z≥0 (64)
Thus, the canonical element reads1
S =
∞∑
m,n=0
em,n ⊗ em,n = eH⊗H¯(E ⊗ F |q)−1∞ (65)
One can choose a representation for our algebra:
H =
qˆ
h
, H¯ = pˆ, E = q
1
4 epˆ, F = q
1
4 eqˆ−pˆ
[pˆ, qˆ] = −h
(66)
Note that this choice actually embeds our SLq(2) into SLq(2)⊗ SLq˜(2). Indeed, the generators
K˜ = e2piiH , E˜ = E
2pii
h , F˜ = F
2pii
h (67)
commute with K, E and F and form a representation of SLq(2) with q˜ = e−
4pi2
h .
In this case, it is simple to present the corresponding bases:
em,n,k =
HmEnE˜k
m!
n∏
i=1
(1− qi)
k∏
j=1
(1− q˜j)
, em,n,k = H¯mFnF˜ k (68)
Thus, the canonical element reads
S =
∑
m,n,k≥0
em,n,k ⊗ em,n,k = eH⊗H¯ (q˜
−1E˜ ⊗ F˜ |q˜−1)∞
(E ⊗ F |q)∞ (69)
Substituting explicit representation, one gets
S1,2 = e
h−1qˆ1pˆ2 Φh(pˆ1 + qˆ2 − pˆ2) (70)
where the quantum dilogarithm reads (in the domain Re h > 0):
Φh(x) =
(q˜−
1
2 e
2pii
h x|q˜−1)∞
(q
1
2 ex|q)∞
(71)
Formulas (62) and (71) give the R-matrix that was used in [11] in constructing non-compact knot invariants,
though it is different from Faddeev’s R-matrix (37).
4 RT formalism for infinite representations
After we have constructed R-matrices, we come to the second crucial ingredient of the RT formalism, to the
notion of weighted trace, or, more generally, to turning operator. Remind that it is this ingredient that is so far
unavailable in the case of infinite-dimensional Lie algebras. In this section we define the proper weighted trace
in the case of non-compact group SLq(2) ⊗ SLq˜(2) and the R-matrix (46) considered above, and explain how
to make knot invariants using it.
1 Note that
(z|q)∞ =
∞∑
n=0
(−1)nq n(n−1)2
n∏
j=0
(1− qj)
zn, (z|q)−1∞ =
∞∑
n=0
1
n∏
j=0
(1− qj)
zn
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4.1 Weighted trace
We are able to introduce a weighted trace fixing the second Reidemeister move:
qTrz Rs,s
[
y2 z
z x1
]
∼ qΩ2(s)δ(x1 − y2) (72)
It is simpler to do in the momentum space. Following [19, 7], the weighted trace should read
qTr ? = Tr q±2H? (73)
Since we actually work with the modular double, one needs to add the second copy:
qTr ? = Tr q±2H q˜±2H˜? (74)
In the momentum space this trace reads
qTr ? =
∫
dk1dk2 δ(k1 − k2)e±2piiQk1 ? (75)
Thus, it is simple to verify eq.(72):∫
dz e−2piiQzRs,s
[
p2 z
z k1
]
= δ(p2 − k1)
∫
e−2piiQzdz
e−ipi(k
2
1+z
2)
Gb (Q+ i (z − k1))
wb (k1 + s)wb(s− z)
wb (s− k1)wb(s+ z) =
= δ(p2 − k1)e
ipi(2k1s−k21+s2)Φb (s− k1)
Φb (k1 + s)
∫
e−2piiQzdz
Φb (k1 + s+ z)
Φb
(
− iQ2 + 2s+ z
)
Φb
(
z − iQ2
) (76)
The boxed expression is known to be a q-counterpart of the reduced hypergeometric function integral at a fixed
point (see [25]), hence∫
e−2piiQzdz
Φb (k1 + s+ z)
Φb
(
− iQ2 + 2s+ z
)
Φb
(
z − iQ2
) ∼ Φb (k1 + s) Φb (k1 − s) (77)
Thus, one finally gets ∫
dz e−2piiQzRs,s
[
p2 z
z k1
]
= e2ipis
2
δ(p2 − k1) (78)
The Clebsh-Gordan coefficients (Vα1 ⊗ Vα2 →
∫
dα Vα3) in the momentum space read[
α3 α2 α1
k3 k2 k1
]
= δ(k3 − k2 − k1) Cα3
[
α2 α1
k2 k1
]
(79)
Thus, one can construct a "hat" operator Vα1 ⊗ Vα2 → C as
Ms(k2, k1) :=
[
0 s s
0 k2 k1
]
= δ(k2 + k1) C0
[
s s
−k1 k1
]
= δ(k2 + k1)e
piiQk1 (80)
and the trace is constructed with the two "hats"
qTr ? =
∫
dp dk dk′
[
0 s s
0 p k
] [
s s 0
p k′ 0
]
? (k, k′) =
∫
dk dk′ δ(k − k′)e±2piiQk ? (81)
The Hopf algebra structure is given by the comultiplication
∆(E) = E ⊗K +K−1 ⊗ E
∆(F ) = F ⊗K +K−1 ⊗ F
∆(K) = K ⊗K
(82)
Hence, there is a simpler way to define the "hats", that is, to use the Hopf algebra structure:
∆k2,k1(E/F/H)M(k2, k1) = 0∫
dk1dk2 M¯(k2, k1)∆k2,k1(E/F/H)ψ(k2, k1) = 0, ∀ψ
(83)
The solution reads:
Ms1,s2(k1, k2) = δ(k1 + k2)e
−piQk1δs1+s2 (84)
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4.2 Knot invariants
Now everything is ready to construct the non-compact knot invariant. Let us do this for the figure eight
knot in order to illustrate the procedure. The knot is drawn at fig.3.
Figure 3: 41 plane diagram
In accordance with the figure, one constructs the following expression:
〈41〉 =
∫
dk1dk2dk3dk4dk5dk6dk7dk8 e
piQ(k1−k2−k7+k8)R−1−s,s
[
k4 k3
k2 k1
]
R−1s,−s
[
k6 k5
k3 k4
]
× (85)
×R−s,s
[
k7 −k8
−k1 k6
]
R−s,s
[
k8 −k7
k5 −k2
]
=
∫
dy
Φb(s− y)
Φb(y)
e2piis(2y−s) (86)
Similarly one can make the knot invariant out of any 2d knot diagram.
The same procedure can be applied for the other non-compact R-matrix (iii), see (62), (71). However, in
this case the R-matrix depends on doubled number of parameters, but do not contain any manifest dependence
on the spin s. It is not surprising, since this R-matrix acts on the regular representation, [27]. Instead, there
is a monodromy condition which fixes the representation and that is realized as added yet another integration
with a δ-function, in other words, as an additional constraint on the variables imposed, see [11].
5 Equations (A-polynomials) for knot invariants
Let us now discuss what is the differences and similarities between the compact and non-compact invariants.
First of all, we discuss the equations they satisfy. Let us again discuss the two simplest examples of the trefoil
and figure eight knots, and the equations are difference equations in the spin variable.
5.1 Trefoil
We start with the Jones polynomial (17). It satisfies the following difference equation in spin of representation
r = N − 1, [23]:
JN+1 + q
6N+4 1− q2N
1− q2N+2JN = q
2N q
4N+2 − 1
q2N+2 − 1 (87)
This equation can be rewritten in terms of operators
LˆJN (q) = JN+1(q), MˆJN (q) = q
NJN (q) (88)
in the form [
q2Mˆ6(Mˆ2 − 1) + (q2Mˆ2 − 1)Lˆ
]
JN (q) = q
2N q
4N+2 − 1
q2N+2 − 1 (89)
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One can make out of this equation a homogeneous difference equation, but of the second order[
− 1
q2Mˆ2
1− q4Mˆ2
1− q4Mˆ4 Lˆ
2 −
(
1
Mˆ2
1− q2Mˆ2
1− q2Mˆ4 − q
4Mˆ4
1− q2Mˆ2
1− q6Mˆ2
)
Lˆ− q4Mˆ4 1− Mˆ
2
1− q4Mˆ2
]
JN (q) = 0 (90)
The operator in the l.h.s. of this equation is called quantum (or non-commutative) A-polynomial, since in the
"classical" limit q → 1 it coincides with the standard A-polynomial [28] (a particular case of the AJ-conjecture
[29]).
Equation (89) can be rewritten as an equation for the unreduced Jones polynomial KN (q) = [N ]JN (q):(
Lˆ+ q3Mˆ6
)
KN (q) =
1− q4N+2
1− q2N q
3N−1 (91)
The homogeneous equation of this equation has a simple solution, and it coincides with (27) upon identification
N = x/~: (
Lˆ+ q3Mˆ6
)
HN (q) = 0, =⇒ HN (q) = e3~N2+ipiN −→ H(x) = e 3x
2
~ +ipi
x
~ (92)
Hence, the compact and non-compact invariants are different solutions of the same second order difference
equation [13, 30]. Or, to put it differently, they solve inhomogeneous first order difference equation and its
homogeneous part respectively. In the meanwhile, their explicit forms look completely different: (17) and (27).
Still, one could try to look at the leading behaviour of the non-compact invariant as an asymptotics of the
compact one at large spins [31, 32].
5.2 Figure eight
The situation is completely the same for the figure eight knot. In this case, the Jones polynomial (18) satisfies
the second order inhomogeneous difference equation (or a corresponding third order homogeneous equation)[
q4Mˆ4(1− Mˆ2)(1− q6Mˆ4)− (q2Mˆ2 + 1)(1− q2Mˆ2 − q2Mˆ4 − q6Mˆ4 − q6Mˆ6 + q8Mˆ8)(1− q2Mˆ2)2Lˆ+ (93)
+q4Mˆ4(1− q2Mˆ4)(1− q4Mˆ2)Lˆ2
]
JN (q) = q
2N+2(1− q4N+6)(1− q4N+2)(1 + q2N+2) (94)
which homogeneous part acting on the unreduced polynomial is[
q3Mˆ4(1− q6Mˆ4)− (1− q4Mˆ4)(1− q2Mˆ2 − q2Mˆ4 − q6Mˆ4 − q6Mˆ6 + q8Mˆ8)Lˆ+ q5Mˆ4(1− q2Mˆ4)Lˆ2
]
KN (q) = ... (95)
One could expect that the non-compact invariant (28) would again satisfy the corresponding homogeneous
equation. This is, indeed, the case, though in order to check it, one needs some work.
5.2.1 Ward identities
To this end, we start with the non-compact integral invariant (28):
H(x) = e−2piix
2
∫
dy e4piixy
Φb(x− y)
Φb(y)
(96)
We need the following identities
Φb(z) = (1 + qe
2pibz)Φb(z + ib) (97)
Φb(z) = (1 + q
−1e2pibz)−1Φb(z − ib) (98)
Let us also introduce the notation for “expectation values”:
A±(U) = e−2piix
2
∫
dy e4piixye±2piby
Φb(x− y)
Φb(y)
(99)
We also define the operators:
Lˆ := eib
d
dx , Mˆ = epibx (100)
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First of all, one can easily get the Ward identity associated to the shift of integration variable y → y + ib in
(96). After applying identities (97) for dilogaritms, one gets the equation(
1 + Mˆ2 − Mˆ4
)
H+ q−1Mˆ2A− + qA+ = 0 (101)
Similarly, one can get equations for A+(x) and A−(x) making shifts accordingly x → x + ib, y → y + ib and
x→ x− ib, the result reads:
LˆA+ = qH+A− (102)
Lˆ−1A− = q2Mˆ−4A+ + qM−2H (103)
This system of three equations is easily reduced to the one equation for H(x). After the rescaling Lˆ → q−1Lˆ,
which corresponds to transition from variable N = r + 1 to variable r, one gets the A-polynomial annihilating
the non-compact invariant which coincides with (95):[
q3Mˆ4(1− q6Mˆ4)− (1− q4Mˆ4)(1− q2Mˆ2 − q2Mˆ4 − q6Mˆ4 − q6Mˆ6 + q8Mˆ8)Lˆ+ q5Mˆ4(1− q2Mˆ4)Lˆ2
]
H = 0
5.2.2 Compact vs non-compact invariants
Note that in contrast with the trefoil case, the compact and non-compact invariants look more close in form.
Indeed, one can convert the integral (96) into a sum over countable points. To this end, one has first to use the
property
Φb(z)Φb(−z) = eipiz2 (104)
and note that
Φb(z) =
∞∏
k=1
(1 + q2ke2pibz)
∞∏
k=−1
(1 + q˜2ke2pib−1z)
=
∞∏
k=1
(1 + q2ke2pibz)fib(z) (105)
where fT (z) denotes a T -periodic function in z. After changing the variables x→ ibn, and y → ibs, the integral
(96) reduces to
H(n) = q2n
2
∫
ds q−4ns
(q2(n−s+1)|q2)∞
(q2(s+1)|q2)∞ fib(s) ∼ q
2n2
∑
s
q−4ns
(q2(n−s+1)|q2)∞
(q2(s+1)|q2)∞ (106)
where the last transition is described in the Appendix and is done up to a periodic function. At the same time,
the Jones polynomial can be rewritten as
K(n) ∼
∑
s
q−2ns
(q2(n−s)|q2)∞
(q2(n+s+1)|q2)∞ (107)
These two expressions look quite similar, but not the same, though again one could try to identify leading
behaviour of the first expression with an asymptotics of the second one [31, 32]. On the other hand, since these
invariants satisfy the similar equation with different inhomogeneous parts, one may look at these expressions
as just at different solutions to the same Ward identity, which usually encodes the basic information about the
system.
Thus, one may ask to what extent the compact and non-compact invariants are independent, i.e. to what
extent they are different invariants. The answer to this question seems to be still missing.
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6 Appendix
In this Appendix we derive claim (106).
Consider a generic function labeled by a generic periodic measure µ
φµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) =
∫
dσ µ(σ) zσqγσ
2+λσ
n∏
i=1
(αiq
σ|q)∞
m∏
j=1
(βjqσ|q)∞
(108)
This function satisfies a set of difference equations:
φµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) = z qγ+λ T 2γz
m∏
j=1
(1− βjTz)
n∏
i=1
(1− αiTz)
φµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) (109)
Tαiφµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) = (1− αiTz)−1φµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) (110)
Tβjφµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) = (1− βjTz)φµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) (111)
where Tx is the scaling operator: TxF (x) = f(qx). These equations are also satisfied by the series
F
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) =
∑
s
zsqγs
2+λs
n∏
i=1
(αiq
s|q)∞
m∏
j=1
(βjqs|q)∞
(112)
Thus, one concludes that
φµ
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) = fµ
[
α1, . . . , αn
β1, . . . , βm
]
(z) F
[
α1, . . . , αn
β1, . . . , βm
]
(γ, λ|z) (113)
where the function f is µ-dependent, though it is q-periodic with respect to all the arguments.
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