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Abstract
Let X be a Polish space and P a Markov operator acting on the space of Borel measures on X.
We will prove the existence of an invariant measure with respect to P , provided that P satisfies some
condition of a Prokhorov type and that the family of functions {x → Pnδx : n ∈N} is equi-continuous
with respect to the Prokhorov distance at some point of the space X. Moreover, we will construct a
counterexample which show that the above equi-continuity condition cannot be dropped.
 2004 Published by Elsevier Inc.
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1. Introduction
The study of existence of an invariant measure for Markov operators has a long tradi-
tion. If X is a compact space, the idea of the proof is the following. First we construct
an invariant positive functional defined on the space of densities and then using the Riesz
representation theorem we obtain a desirable measure (see [3–5]). This idea has been ex-
tended to locally compact spaces in [6] by using the concept of nonexpansiveness and
lower bound technique. Unfortunately, this approach cannot be used in an arbitrary Polish
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orems for the case of Polish spaces have been given quite recently, using the concept of
tightness and suitable concentration properties of Markov operators (see [7]).
This note contains further contribution in this direction. More precisely, we will prove
the existence of an invariant measure for Markov–Feller operator P assuming that P sat-
isfies some rather weak condition of a Prokhorov type and the hypothesis that the family
{X  x → Pnδx ∈M1: n ∈ N} is equi-continuous at some point x0 ∈ X. Here X is a Pol-
ish space, δx means the δ-Dirac measure supported at x and M1 stands for the space of
Borel probability measures on X endowed with the Prokhorov distance.
The paper is organized as follows. Section 2 contains notation and definitions. In Sec-
tion 3 we prove the existence of an invariant measure. The last section contain a counterex-
ample which explain the formulation of the existence theorem. In particular, it shows that
the assumption of the equicontinuity of the family {x → Pnδx : n ∈ N} cannot be dropped.
2. Preliminaries
Let (X,ρ) be a metric space. By B(x, r) we denote the ball with center at x and radius r .
By C(X) (respectively K(X)) we denote the family of all closed (respectively compact)
subsets of X. Given a set A and a number ε > 0 the symbol clA stands for the closure of
A and Aε for the open ε-neighborhood of A, i.e.,
Aε =
{
x ∈ X: inf{ρ(x, y): y ∈ A}< ε}.
Let B(X) denote the σ -algebra of Borel subsets of X, M(X) the family of all fi-
nite (nonnegative) Borel measures on X, M1(X) the space of all µ ∈M(X) such that
µ(X) = 1 and Ms(X) the space of all signed Borel measures on X. The elements from
M1(X) we will call distributions.
Given a measure µ ∈M(X) the support of µ is defined by
suppµ = cl{x ∈ X: µ(B(x, r))> 0 for r > 0}.
As usual by B(X) we denote the space of all bounded Borel measurable functions
f :X → R and by C(X) the subspace of all continuous functions. Both spaces are con-
sidered with the supremum norm.
For f ∈ B(X) and µ ∈Ms(X) we write
〈f,µ〉 =
∫
X
f (x)µ(dx).
We say that a sequence of measures (µn) converges weakly to a measure µ if
lim
n→∞〈f,µn〉 = 〈f,µ〉 for every f ∈ C(X).
Note that the weak convergence is equivalent to the convergence in Fortet–Mourier norm
(see [1]).
Recall that by the Prokhorov distance (see [2, p. 96]) between measures µ,ν ∈M(X)
we mean the number
dP (µ, ν) = inf
{
ε > 0: µ(A) ν(Aε) + ε for every A ∈ C(X)
}
.
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‖µ‖T V = sup
m∑
i=1
∣∣µ(Ai)∣∣,
with the supremum taken over all finite disjoint measurable decompositions A1, . . . ,Am of
the space X.
An operator P :M(X) →M(X) is called a Markov operator if
P(λ1µ1 + λ2µ2) = λ1Pµ1 + λ2Pµ2 for λ1, λ2 ∈ R+ and µ1,µ2 ∈M(X)
and
Pµ(X) = µ(X) for µ ∈M(X).
A Markov operator is called regular if there is an operator U :B(X) → B(X) such that
〈Uf,µ〉 = 〈f,Pµ〉 for f ∈ B(X) and µ ∈M(X).
The operator U is called dual to P . Moreover, if Uf ∈ C(X) for f ∈ C(X) then P is called
a Feller operator.
If P is a regular operator then it is easy to verify that
Pµ(A) =
∫
X
Pδx(A)µ(dx) for µ ∈M(X) and A ∈ B(X), (2.1)
where δx stands for the σ -Dirac measure supported at x .
A sequence of distributions (µn) is called tight if for every ε > 0 there exists a compact
set K ⊂ X such that µn(K) 1 − ε for every n ∈ N.
It is well known that every tight sequence of distributions contains a weakly convergent
subsequence.
A measure µ is called invariant (or stationary) with respect to P if Pµ = µ.
A Markov operator P is called asymptotically stable if there is a stationary measure
µ∗ ∈M1(X) with respect to P and Pnµ → µ∗ weakly as n → ∞ for every µ ∈M1(X).
Obviously the measure µ∗ satisfying the above condition is unique.
3. Existence of an invariant measure
Lemma 1. Let P :M(X) →M(X) be a Feller operator. Assume that there exists z ∈ X
such that for every ε > 0 there is a compact set K ⊂ X satisfying
Pnδz(Kε) 1 − ε for every n ∈N. (3.1)
Then P has an invariant distribution.
Proof. Although this lemma is essentially known, for convenience of reader we will
give a sketch of the proof. By [2, p. 104] the sequence (P nδz)n1 is tight. Conse-
quently, the sequence (µn), µn = (δz + Pδz + · · · + Pn−1δz)/n, is also tight. Thus there
exists a subsequence (µnk )k1 converging weakly to a distribution µ∗. Since P is a
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‖Pµnk − µnk‖T V → 0 as k → ∞ it follows that Pµ∗ = µ∗. 
Theorem 2. Let P :M(X) →M(X) be a Feller operator. Assume that there exists z ∈ X
such that for every σ > 0 there exists a measure µ˜ ∈M1 satisfying
lim inf
n→∞ P
nµ˜
(
B(z,σ )
)
> 0. (3.2)
Moreover, assume that the family of functions {X  x → Pnδx ∈M1(X): n ∈ N} is equi-
continuous at the point z (here the spaceM1(X) is endowed with Prokhorov metric). Then
P admits an invariant measure.
Proof. Let z ∈ X be as in the statement of Theorem 2. Fix ε > 0 and choose σ ∈ (0, ε/2)
such that
dP
(
Pnδx,P
nδz
)
< ε/3 for every x ∈ B(z,σ ) and n ∈N.
Let µ˜ ∈M1 be such that condition (3.2) holds. Define
δ = sup
{
γ  0: ∃K ∈K(X) such that lim inf
n→∞ P
nµ˜(Kε/2) γ
}
.
Let γ˜ ∈ (δ − αε/4, δ), where
α = lim inf
n→∞ P
nµ˜
(
B(z,σ )
)
.
Choose K ∈K(X) and n0 ∈ N such that
Pnµ˜(Kε/2) γ˜ (3.3)
for n n0. By virtue of the Ulam theorem we can assume, without any loss of generality,
that (3.3) holds for every n ∈ N.
We claim that
Pnδz(K5ε/6) 1 − ε for n ∈ N. (3.4)
Suppose, for a contradiction, that there exists n˜ ∈N such that P n˜δz(K5ε/6) < 1 − ε. By the
Ulam theorem, there exists a compact set K˜ ⊂ X \K5ε/6 such that P n˜δz(K˜) 5ε/6. Since
dP (P
n˜δx,P
n˜δz) < ε/3, for arbitrary x ∈ B(z,σ ) we have
P n˜δx
(
K˜ε/3
)
>
5ε
6
− ε
3
= ε
2
. (3.5)
By (2.1) and (3.5) for every ν ∈M1(X) with suppν ⊂ B(z,σ ) we have
P n˜ν
(
K˜ε/3
)= ∫
X
P n˜δx
(
K˜ε/3
)
ν(dx) >
ε
2
. (3.6)
Further, from the definition of α it follows that there exists n0 ∈ N such that
Pnµ˜
(
B(z,σ )
)
 α/2 for n n0. (3.7)
For n ∈N define a measure νn ∈M1(X) by the formula
νn(A) = P
nµ˜(A ∩ B(z,σ ))
n
for A ∈ B(X).
P µ˜(B(z,σ ))
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By the last inequality and (3.6) we have
Pn+n˜µ˜
(
K˜ε/3
)
 α
2
P n˜νn
(
K˜ε/3
)
 αε
4
for n n0.
Since by construction K˜ε/3 ∩ Kε/2 = ∅ we have
lim inf
n→∞ P
nµ˜
(
K˜ε/3 ∪ Kε/2
)
 lim inf
n→∞ P
nµ˜
(
K˜ε/3
)+ lim inf
n→∞ P
nµ˜(Kε/2)
 γ˜ + αε
4
> δ,
which contradicts the definition of δ. Thus condition (3.4) holds and the statement of The-
orem 2 follows immediately from Lemma 1. 
4. A counterexample
In this section we will show that the assumption on the equi-continuity of the family
{X  y → Pnδy : n ∈N} cannot be dropped.
Indeed, let
X =
{
0,1,
1
2
,
1
3
, . . .
}
and let P :Ms(X) →Ms(X) be an asymptotically stable Markov–Feller operator. Let
µ∗ ∈M1(X) be an invariant measure with respect to P . We can assume that 0 ∈ suppµ∗
and µ∗({0}) = 0. Moreover, for notational convenience set N=N∪{∞} and N0 =N∪{0}.
For k,m ∈ N and l ∈ N0 we denote by x(k, l,m) the element of the space l1 given by
x(k, l,m) =
(
1
k
,0, . . . ,0︸ ︷︷ ︸
l times
,
1
m
,0, . . .
)
.
As usual we admit that 1/∞ = 0.
Now we define
X= {x(k, l,mk): k,mk ∈ N, mk  k, l ∈N0}.
We assume that the space X is endowed with the norm of l1. Obviously X is a complete
and separable subset of l1 and x(k, l,mk) = (0, . . .) if k, mk = ∞ and l ∈N0 is arbitrary.
Given x = x(k, l,mk) ∈ X we define
Pδx =
∑
i∈N
Pδ1/k
(
1
i
)
δx(i,l+1,imk). (4.1)
Clearly the formula (4.1) defines a Markov operator P fromM(X) intoM(X).
We claim that P is also a Feller operator. Indeed, let U be the dual operator to P and let
f ∈ C(X). Let xn,x0 ∈X, n ∈N, be such that xn → x0. We need to prove that
lim Uf (xn) =Uf (x0). (4.2)n→∞
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space l1, for n sufficiently large we have xn = x0 and the condition (4.2) is obviously
satisfied.
Suppose now that x0 = 0 = (0,0, . . .). Let xn = x(kn, ln,mkn), n ∈N. We have∣∣Uf (xn) −Uf (x0)∣∣= ∣∣〈f,Pδxn〉 − 〈f,Pδ0〉∣∣
=
∣∣∣∣∑
i∈N
Pδ1/kn
(
1
i
)
f
(
x(i, ln + 1, imkn)
)
−
∑
i∈N
Pδ0
(
1
i
)
f
(
1
i
,0, . . .
)∣∣∣∣. (4.3)
Let ε > 0. Fix i0 ∈ N such that∣∣f (x(i, ln, imkn))− f (0, . . .)∣∣< ε2 (4.4)
and ∣∣∣∣f
(
1
i
,0, . . .
)
− f (0, . . .)
∣∣∣∣< ε2 (4.5)
for every i  i0 and ln,mkn ∈N.
From (4.3), (4.4) and (4.5) it follows that∣∣Uf (xn) −Uf (x0)∣∣

∣∣∣∣∣
i0∑
i=1
Pδ1/kn
(
1
i
)
f
(
x(i, ln + 1, imkn)
)− i0∑
i=1
Pδ0
(
1
i
)
f
(
1
i
,0, . . .
)∣∣∣∣∣
+
∣∣∣∣∑
i>i0
Pδ1/kn
(
1
i
)
f
(
x(i, ln + 1, imkn)
)−∑
i>i0
Pδ0
(
1
i
)
f
(
1
i
,0, . . .
)∣∣∣∣

∣∣∣∣∣
i0∑
i=1
Pδ1/kn
(
1
i
)
f
(
x(i, ln + 1, imkn)
)− i0∑
i=1
Pδ0
(
1
i
)
f
(
1
i
,0, . . .
)∣∣∣∣∣
+ ∣∣f (0, . . .)∣∣ · ∣∣Pδ1/kn(A0) − Pδ0(A0)∣∣+ ε, (4.6)
where
A0 =
{
1
i
: i  i0
}
.
Since the set A0 is simultaneously open and closed and kn → ∞ as n → ∞ from the
Alexandrov theorem it follows that
lim
n→∞Pδ1/kn(A0) = Pδ0(A0). (4.7)
On the other hand, for every fixed i ∈N we have
lim
n→∞Pδ1/kn
(
1
)
f
(
x(i, ln + 1, imkn)
)= Pδ0(1)f(1 ,0, . . .). (4.8)
i i i
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lim
n→∞
∣∣Uf (xn) −Uf (x0)∣∣ ε.
Since ε > 0 was arbitrary, condition (4.2) holds. Thus P is a Feller operator.
Now we will verify that P satisfies condition (3.2). For, let x = x(k, l,mk) ∈ X. By an
induction argument we can check that
P
nδx(k,l,mk) =
∑
i1,...,in∈N
Pδ1/k
(
1
i1
)
Pδ1/i1
(
1
i2
)
· · ·Pδ1/in−1
(
1
in
)
δx(in,l+n,i1···inmk).
(4.9)
Fix σ > 0. Let i0 ∈ N be such that 2/i0 < σ . Using (4.9) and the Markov property (see
[2, p. 157]), we obtain
P
nδx
(
B(0, σ )
)

∑
i1,...,in−1∈N
∑
in>i0
Pδ1/k
(
1
i1
)
Pδ1/i1
(
1
i2
)
· · ·Pδ1/in−1
(
1
in
)
× δx(in,l+n,i1···inmk)
(
B(0, σ )
)
=
∑
i1,...,in−1∈N
∑
in>i0
Pδ1/k
(
1
i1
)
Pδ1/i1
(
1
i2
)
· · ·Pδ1/in−1
(
1
in
)
= Pnδ1/k
(
B
(
0,
1
i0
))
.
Since P is asymptotically stable, by virtue of the Alexandrov theorem we have
lim inf
n→∞ P
nδx
(
B(0, σ )
)
µ∗
(
B
(
0,
1
i0
))
for every x ∈X and consequently
lim inf
n→∞ P
nµ
(
B(0, σ )
)
 µ∗
(
B
(
0,
1
i0
))
for every µ ∈M1(X). Since 0 ∈ suppµ∗ hence µ∗(B(0, 1i0 )) > 0 and the proof of (3.2) is
completed.
Finally, we show that P does not admit an invariant measure. First observe that for
x = x(k, l,mk) ∈ X we have
P
nδx(k,l,mk)
(
X \ {0})= ∑
i1,...,in−1∈N
∞∑
in=1
Pδ1/k
(
1
i1
)
Pδ1/i1
(
1
i2
)
· · ·Pδ1/in−1
(
1
in
)
× δx(in,l+n,i1···inmk)
(
X \ {0})
=
∑
i1,...,in−1∈N
∞∑
in=1
Pδ1/k
(
1
i1
)
Pδ1/i1
(
1
i2
)
· · ·Pδ1/in−1
(
1
in
)
= Pnδ1/k
(
X \ {0}).
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lim sup
n→∞
Pnδ1/k
(
X \ {0}) lim inf
n→∞ P
nδ1/k
(
X \ {0}) µ∗(X \ {0})= 1.
Therefore
lim
n→∞P
nδx
(
X \ {0})= 1.
Assume, contrary to our claim, that there exists µ˜ ∈M1(X) invariant with respect to P.
Obviously
µ˜ =
∞∑
j=1
αj δxj =
∞∑
j=1
αj δxj (kj ,lj ,mkj )
(4.10)
for some xj = x(kj , lj ,mkj ) ∈ X and αj > 0, j ∈ N, such that
∑
αj = 1. Since Pnµ˜ = µ˜
for arbitrary n ∈ N and for every fixed j we have Pnδxj (X \ {0}) → 1 as n → ∞ , hence
µ˜({0}) = 0.
By (4.10) and (4.1) we have
Pµ˜ =
∞∑
j=1
αjPδxj (kj ,lj ,mkj )
=
∞∑
j=1
αj
∑
i∈N
Pδ1/kj
(
1
i
)
δx(i,lj+1,imkj ). (4.11)
Set
l = min{lj : j ∈ N} and Al =
{
x(k, l,m): k,m ∈ N}∩X.
From (4.10) and (4.11) it follows that µ˜(Al) > 0 and Pµ˜(Al) = 0. Thus the measure µ˜
is not invariant with respect P. This contradiction completes the proof. 
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