Abstract-We study the problem of online power control for energy harvesting communication nodes with random energy arrivals and a finite battery. The stochastic model for the energy arrivals is block i.i.d., in which the energy arrivals are constant for a fixed duration , but are independent across different blocks, drawn from an arbitrary distribution. This model can be regarded as a simple approximation to a random process with coherence time . We propose a simple online power control policy, and prove that its performance gap to the optimal throughput is bounded by a constant which is independent of the parameters of the problem. This also yields a simple formula for the approximately optimal long-term average throughput, which sheds some light on the qualitative behavior of the throughput and how it depends on the "coherence time" of the energy arrival process. Our results show that, perhaps counter-intuitively, for a fixed mean energy arrival rate the throughput decreases with increasing coherence time of the energy arrival process. In particular, the battery size needed to approach the AWGN capacity of the channel increases linearly with the coherence time of the process.
I. INTRODUCTION
Recent advances in energy harvesting technologies enable wireless devices to harvest the energy they need for communication from the natural resources in their environment. This development opens the exciting possibility to build wireless networks that are self-powered, self-sustainable and which have lifetimes limited by their hardware and not the size of their batteries.
Communication with such wireless devices requires the design of good power control policies that can maximize throughput under random energy availability. This problem has received significant interest in the recent literature [1] - [25] . In the offline case, when future energy arrivals are known ahead of time, the problem has an explicit solution [1] - [3] . The optimal policy keeps energy consumption as constant as possible over time while ensuring no energy wasting due to an overflow in the battery capacity. The more interesting case is the online scenario where future energy arrivals are random and unknown. In this case, when the energy arrivals are i.i.d., [16] - [19] , with extensions in [20] - [25] , develop a simple online policy which provably achieves a near-optimal throughput for any distribution of the energy arrivals. In particular, its gap to optimality can be explicitly bounded by a constant independent of the distribution of the energy arrivals and any of the problem parameters. This leads to a simple approximation for the optimal throughput, which sheds some light on the qualitative behavior of the optimal throughput and its dependence on major problem parameters.
However, most natural energy harvesting processes, such as solar energy or wind energy, are far from i.i.d. and are highly correlated over time. For processes of this type, an i.i.d. model is very far from the actual behavior of the process. The research on optimal online power control for non-i.i.d. processes with finite battery size is very scarce. For example, [11] proposes a simple policy for general stationary ergodic arrival processes which becomes asymptotically optimal as the battery size tends to infinity, however this strategy can be arbitrarily away from optimality at finite battery size.
In this work, we consider a model in which the energy arrivals follow a block i.i.d. model. In this model, the energy arrivals remain constant for a fixed period of time, say time slots, and then change to an independent realization for the next time slots. This can model, for example, a solar panel which harvests energy from the sun, and the appearance of clouds can change randomly and block certain amounts of sunshine for a certain period of time. This process can be approximated by a block i.i.d. model. Additionally, this is a good model for a device which harvests RF energy from other transmitting devices in its environment. Such transmitting devices typically transmit continuously for certain periods of time and are silent for the remaining periods (as in TDMA, for example), which warrants a block i.i.d. model. Note that block i.i.d. models are popularly used in wireless communication to capture correlations in the fading process by a simple model. In this case, is called the coherence time of the channel, which corresponds to the time duration over which the channel remains approximately constant [26] . Analogously, we refer to as the coherence time of the energy arrival process in this paper. A similar block i.i.d. model was considered in [27] , where some optimality conditions are derived and a heuristic policy is proposed.
We propose a simple policy and establish its near-optimality for this block i.i.d. model. This policy combines features of the optimal offline [2] and approximately-optimal online [18] strategies for the i.i.d. ( = 1) model. Since in the beginning of each block the future energy arrivals are known for a duration of channel uses, energy allocations for the entire block can be decided on ahead of time, akin to the offline setting. In particular, power allocation inside each block is constant as implied by the optimal offline strategy. On the other hand, the energy arrivals are i.i.d. across different blocks and the situation across blocks is akin to the online setting. In particular, between different blocks, the policy exhibits two different behaviors, depending on whether the energy arrival is "small" or "large", as determined by a critical energy level which will be specified later. For energy arrivals less than , the policy resembles the Fixed Fraction Policy of [18] , where a constant fraction of the currently available energy in the battery is allocated to the channel. For energy arrivals larger than , the strategy is modified to expend more energy so as not to cause battery overflows and waste energy inside the energy arrival block.
In the same spirit of [18] , we develop a lower bound to the throughput achieved by our proposed policy by modifying the distribution of the energy arrivals in a way that produces worse throughput than the original distribution, 1 and for which we can analytically evaluate the throughput. We show the throughput is within a constant gap of 1 2 log ≈ 0.72 to optimality, for any values of the problem parameters.
Another key ingredient in obtaining this result is the development of a nearly-tight upper bound on the optimal throughput. The throughput achieved with an infinite battery, namely the AWGN capacity 1 2 log(1 + ) where is the mean of the energy arrival rate, is always an upper bound on the throughput achievable with any finite battery size. This was the upper bound used in the i.i.d. case [18] . However, this upper bound turns out to be too loose in general for the block i.i.d. case; indeed, we show that this upper bound is nearly-achievable (within 0.72 bits/channel use) only when the battery size is large enough:¯≥ + ( max − ), where max is the maximal energy arrival. Note that for the same and max as the coherence time of the energy arrival process increases, a larger battery is needed to approach the AWGN capacity. This is somewhat counter-intuitive, since one may expect a large coherence time to increase the optimal throughput as it results in larger lookahead. We show that when¯< + ( max − ), the optimal throughput can be significantly smaller than the AWGN capacity by developing a new upper bound on the optimal throughput, which we show is approximately achievable, and therefore approximately tight.
This work extends previous results by the authors [28] , in which a similar approximate throughput formula was derived for a block i.i.d. energy arrival process where the energy arrivals for each block are drawn from a Bernoulli distribution. with a block structure, it will be convenient to have special notation for the -th slot in the -th block:
II. SYSTEM MODEL
We consider a point-to-point single user channel with additive white Gaussian noise (AWGN). The system operation is slotted, i.e. time is discrete ( = 1, 2, . . .). At time , the received signal is = + , where is the transmitted signal and is a unit-variance zero-mean white Gaussian noise. The transmitter is equipped with a battery of finite capacitȳ , which is being continuously recharged by an exogenous energy harvesting process. Let ∈ ℰ be the energy harvested at time . We assume the energy arrival process is known causally at the transmitter. A power control policy for an energy harvesting system is a sequence of mappings from energy arrivals to a non-negative number, which will denote a level of instantaneous power. In this work, we will focus on online policies; an online policy g = { } ∞ =1 is a sequence of mappings : ℰ → ℝ + , = 1, 2, . . ., such that the instantaneous power at time is ( 1 , 2 , . . . , ). By allocating power at time , the resultant instantaneous rate is ( ) := 1 2 log(1 + ). Let be the amount of energy available in the battery at the beginning of time slot . An admissible policy g is such that satisfies the following constraints for every possible harvesting sequence { }
where we assume 1 =¯without loss of generality. The harvested energy is a nonnegative random variable (RV) drawn from a set ℰ. For simplicity, we will assume is a discrete RV and ℰ is a finite set; however, our results hold as well for any arbitrary distribution.
Observe from (2) 
, where the expectation is over the energy arrivals 1 , . . . ,
. The longterm average throughput of the same policy is defined as T (g) = lim inf →∞ 1 T (g). Our goal is to characterize the optimal online power control policy and the resultant optimal long-term average throughput, Θ = sup g admissible T (g).
III. PRELIMINARY DISCUSSION
The optimal offline power control policy has been explicitly characterized in [1] - [3] , in which the energy arrival sequence { } ∞ =1 is assumed to be known ahead of time. Additionally, in [18] we characterize a near-optimal online power control policy for the case of i.i.d. energy arrivals, and provide an approximate expression for the resultant long-term average throughput, with a bounded gap to optimality. However, very little is known about the optimal policy and the long-term throughput when the energy arrivals process has memory, and specifically when is block i.i.d. For our block i.i.d. model, it can be observed that the problem can be formulated as a Markov Decision Process (MDP), where each time step of the MDP corresponds to time slots of the original communication system. Let denote the -th stage of this MDP. Then we define the state as the pair
The action (or control) is the vector of power allocations for the entire block
, which must satisfy the energy constraints (1) and (2) . The disturbance is ( +1) , and the next state pair ( 
−1 so that there is an equality, and increase the reward without affecting the state. Following this observation, and by concavity of the logarithm, it follows that it is optimal to set
Thus the control is reduced to the pair (
. Additionally, by the principle of optimality [29] , the optimal action ( ) can be a function of ( ) instead of (
. The optimal policy can be found by solving the Bellman equation [30] , however this is hard to solve explicitly even for the simple case of = 1 (i.i.d. energy arrivals). Alternatively, it can be solved numerically using value iteration, but this can require extensive computation resources. Specifically, since the state space is a continuous interval, and the action space is a two dimensional rectangle, only an approximate solution can be found. This is done by quantizing the state and actions spaces, a process which suffers from the curse of dimensionality. Additionally, the numerical solution cannot provide insight as to the structure of the optimal policy and the qualitative behavior of the optimal throughput, namely how it varies with the parameters of the problem.
In the next section, we show that the optimal throughput can be approximated by a simple and insightful formula, and prove that the approximation error (or gap) is bounded by ≈ 0.72. This gap does not depend on any of the parameters of the problem, namely¯, , or .
IV. MAIN RESULT
Define the critical energy level as the unique solution to the equation
Intuitively, we will treat energy arrivals for which ( ) ≤ as "small", and the throughput obtained for such energy arrivals behaves similarly to the i.i.d. case [18] . On the other hand, for "large" energy arrivals, i.e.
( ) > , it will be optimal to completely recharge the battery by the end of the block. This results in the throughput expression given in the following theorem.
Theorem 1. Let be the solution of (4), and let = Pr( ( ) > ). Then the optimal throughput is bounded bȳ
The throughput expression in (5) has an intuitive interpretation based on the previous discussion. The first term corresponds to the rate obtained when a large energy arrival occurs, in which the battery is completely recharged tod uring the first − 1 time slots of the arrival block. This occurs = Pr( ( ) > ) fraction of the blocks, or / fraction of the time, and yields the rate given by the first term of (5). Starting from the last time slot of the large energy arrival block, and continuing for the subsequent blocks until there is another large energy arrival, we can think of the system as having infinite battery size, since only small energy arrivals occur. The duration of this period is, on average,
. Similarly, the average energy available in this period is
, because the battery is fully charged at the last time slot of the large arrival block, and at each one of the subsequent "lowenergy" blocks the transmitter harvests an average amount of energy equal to
. Therefore, the average power we can allocate per time slot during this period is given by / . It can be verified from the identity [min(
. This yields the argument of ( ⋅ ) in the second term of (5) . Similarly to the first term, this amount of power is used for time slots, / fraction of the time, hence the coefficient of (
For all ergodic energy arrival processes (including block i.i.d.), the AWGN capacity 1 2 log(1 + ) is always an upper bound on the throughput, for any finite battery size. However, as shown in the following corollary, in our block i.i.d. model this is nearly achievable only if the battery size is large enough.
Corollary 1. If¯≥ + (
( ) − ) with probability 1, the approximate throughput reduces tō
Proof. Observe that = +¯− is the solution to (4). It follows that = 0 and (5) reduces to (6) .
We identify the case¯≥ + ( ( ) − ) as the large battery regime. The threshold + ( ( ) − ) can be intuitively interpreted as follows: When the battery size is infinite, it is straightforward to observe that the optimal policy is to allocate a constant amount of power equal to the mean energy arrival = (cf. [11] , [31] ). Assume we apply this policy for all time slots in block . If no battery overflow occurs, the battery level at the -th slot of the block is given by
Assume further that the battery was empty prior to the beginning of the block, i.e.
( ) 1 = ( ) . Then the battery level at the last time slot of the block is ( ) = + ( ( ) − ). This implies that we would need a battery size of at least + ( ( ) − ) in order to not waste energy due to an overflow. However, the fact that we can nearly achieve the AWGN capacity as soon as the battery size is larger than this threshold is indeed surprising.
We give the proof of Theorem 1 in the next two sections, starting with the lower bound.
V. LOWER BOUND To obtain a lower bound on the optimal throughput Θ, we propose a suboptimal power control policy and evaluate its throughput. This is done via an intermediate result, inspired by [18] . There, the throughput obtained by the proposed policy was lower bounded by showing that the Bernoulli harvesting process yields the worst performance compared to all other i.i.d. processes with the same mean. Accordingly, we suggest a mean-preserving modification to the energy arrival distribution (which here will not necessarily be a Bernoulli distribution), and show that the throughput obtained by our proposed policy under this modified distribution is lower than under the original distribution. Subsequently, the throughput obtained under the modified harvesting process is readily analyzed using techniques similar to [18] .
We begin by specifying the modified energy arrival distribution. Intuitively, we will apply the techniques in [18] only for small energy arrivals, hence we define the modified energy arrival process:
where 1{ ⋅ } is the indicator function, and is a Bernoulli RV independent of ( ) , with ∈ {0, } and Pr( = ) = , where =
. We will be interested in the probability of positive energy arrival for the modified processˆ( ) , denoted by˜:
Plugging this into (4), we obtain the following identity, which will be useful in the sequel:
We now state the near-optimal policy which will be used to lower bound the optimal throughput. Policy 1. Let be defined by eq. (4) and let˜be given by (8) . The policy g is as follows:
This policy has an interesting structure: if we define
( ) as the projected battery state at the end of the block, i.e. the battery state obtained by allocating zero power for the entire block, then this policy attempts to allocate af raction of the projected energy available at the battery per time slot, that is, a˜fraction of
. Of course, if this will cause battery overflow during the first −1 time slots, then a higher power level should be used. For the last time slot of the block, it can be seen that if there is no overflow, i.e.
( ) <¯, then ( ) = ( ) 1 . The rest of this section will be split into two parts. In the first part, we will lower bound the throughput achieved by Policy 1 by means of the throughput of the same policy under the modified energy processˆ(
) . We will then show in the second part that this modified throughput is in turn lower bounded byΘ − 1 2 log , completing the proof of the lower bound in Theorem 1.
A. Throughput Under Original Energy Process
Policy 1 is a stationary policy, and induces a Markov process for the pair of states ( 
, and we will be interested in the corresponding long-term average reward. The disturbance is ( +1) , which is independent of the state (
. For reasons that will be clear shortly, we define thehorizon expected total throughput under Policy 1 with reward function , and initial state ( , ), 0 ≤ ≤ ≤¯:
(1)
The long-term average throughput achieved by Policy 1 with reward function is therefore given by
) ] . We wish to show that the throughput obtained by Policy 1 is lower bounded by the throughput under the modified energy arrival processˆ(
) . We will do this by applying techniques
similar to [18] , which rely on the monotonicity and concavity of the reward function. Here, however, the reward function is in general not concave. Therefore, we will analyze the throughput under a modified reward function˜( 1 , ):
It can be checked that
Consider the modified energy arrival processˆ( ) , which results in the battery state processˆ(
The proof is omitted due to space limitations. In short, this is proved by induction using monotonicity and concavity of the reward function˜( 1 , ), along with the fact that [ (
) )] for any function ( ) which is concave on [0, ]. See [18] for a similar proof for the i.i.d. case.
Applying Proposition 1, we conclude that
In what follows we derive a lower bound onT (g,˜).
B. Throughput Under Modified Energy Process
In this section we analyze the lower bound on the throughput obtained by Policy 1 with the modified reward functioñ ( 1 , ), under the modified energy arrival processˆ(
Observe that, by construction, ifˆ( ) > 0 then necessarilŷ ( ) ≥ . Therefore, it can be verified usingˆ( ) 1 
≥ˆ(
) and (9) that the reward function under the modified energy arrival process reduces tõ
Moreover, wheneverˆ( ) > 0, the battery will be fully charged by the end of the block, i.e.ˆ( ) =¯. 
where ∼ Geometric(˜) since˜= Pr(ˆ( ) > 0) by (8) . Note that we have not specified the initial battery stateˆ(
whenˆ( 1) > 0, and, from the previous discussion, clearlyˆ(
1 does not depend on
1 either.
Sinceˆ( ) = 0 for ≥ 2, it can be seen thatˆ(
where the lower bound is due to the inequality log(1 + ) ≥ log(1 + ) + log for 0 ≤ ≤ 1. Substituting in (14) and applying the inequality 1− 2 log(1− ) ≥ − 1 2 log for 0 ≤ ≤ 1 (see [18] for more details):
Expanding the first term using the definition ofˆ( ) and the identity −¯− −1 =˜:
Finally, substituting in (16) , ( +1) ) can also be thought of as a function of ( ( ) , ( +1) ). Therefore, we instead denote the optimal policy by ★ ( , ) and ★ ( ),
) and ( ) = ★ ( ( ) ).
The optimal stationary policy induces a stationary state process ( ) , and the optimal throughput is the expected value of the reward at any stage, under the stationary distribution. Denoting the RV as the steady-state battery process ( ) , and as the RV distributed as ( ) , this expected reward is given by Θ = [Θ( )], where we define for 0 ≤ ≤¯:
, and the expectation is over the RV . We derive an upper bound to Θ( ) in eq. (17) 
By verifying that KKT conditions hold, it can be shown that the following solution is optimal:
Substituting in (20) yields Θ ≤Θ, which concludes the proof of Theorem 1.
