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Abstract
This paper deals with a discrete monotone iterative algorithm for solving a nonlinear singularly perturbed
convection–diffusion problem of parabolic type. On each time level, the monotone method (known as the method
of lower and upper solutions) is applied to computing a nonlinear upwind difference scheme obtained after dis-
cretisation of the continuous problem. A monotone domain decomposition algorithm based on a modiﬁcation of
the Schwarz alternating method is constructed. The rate of convergence of the monotone Schwarz method is esti-
mated. Uniform convergence properties of the monotone domain decomposition algorithm are studied. Numerical
experiments are presented.
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1. Introduction
We are interested in monotone Schwarz alternating algorithms for solving the semilinear convection–
diffusion problem
−(uxx + uyy)+ b1ux + b2uy + ut =−f (x, y, t, u), (1)
(x, y, t) ∈ Q= × (0, T ], = {0<x < 1, 0<y < 1},
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b11> 0, b22> 0, (x, y, t) ∈ Q,
fu0, (x, y, t, u) ∈ Q× (−∞,∞), (fu ≡ f/u),
where  is a small positive parameter, 1 and 2 are constants. The initial-boundary conditions are
deﬁned by
u= g, (x, y, t) ∈ × (0, T ], u(x, y, 0)= u0(x, y), (x, y) ∈ ,
where  is the boundary of. The functions f, g and u0 are sufﬁciently smooth. Under suitable continuity
and compatibility conditions on the data, a unique solution u of (1) exists (see [7, pp. 319–320 and
p. 517] for details). For >1, problem (1) is singularly perturbed and characterized by the boundary
layers of width O(| ln |) at x = 1 and y = 1 (see Section 3.3 of this paper for details).
In the study of numerical solutions of nonlinear singularly perturbed problems by the ﬁnite difference
method, the corresponding discrete problem is usually formulated as a system of nonlinear algebraic
equations. One must then obtain reliable and efﬁcient algorithms for computing the solution. In the case
of the parabolic problem (1), the implicit method is generally used. On each time level, this method leads
to a nonlinear system which requires some kind of iterative scheme for the computation of numerical
solutions.A fruitful method for the treatment of these nonlinear systems is the monotone method (known
as the method of lower and upper solutions). The monotone method leads to iterative algorithms which
converge globally and solve only linear discrete systems at each iterative step which is of great importance
in practice. Since the initial iteration in the monotone iterative method is either an upper or lower solution,
which can be constructed directly from the difference equation without any knowledge of the exact
solution, this method eliminates the search for the initial iteration as is often needed in Newton’s method.
This elimination gives a practical advantage in the computation of numerical solutions.
Iterative domain decomposition algorithms based on Schwarz-type alternating procedures have re-
ceived much attention for their potential as efﬁcient algorithms for parallel computing. In [2,3], for
solving nonlinear reaction–diffusion problems of elliptic and parabolic types, we proposed the discrete it-
erative algorithmswhich combine themonotone approach and the iterative domain decompositionmethod
based on the Schwarz alternating procedure from [5]. In [1], for solving a nonlinear convection–diffusion
problem of elliptic type, we investigated the discrete iterative algorithm which combines the monotone
approach and the iterative domain decomposition method based on the Schwarz alternating procedure
from [6].
In this paper, we investigate convergence properties of a monotone domain decomposition algorithm
based on the Schwarz alternating procedure from [6]. Here the spatial computational domain is partitioned
into overlapping subdomains (vertical strips). On each time level, the domain decomposition algorithm
consists of the two iterative processes: outer iterations and inner iterations. One outer iterative step
represents computing difference subproblems on subdomains in serial, starting from the left subdomain
(according to upwind error propagation). Thus, the multiplicative Schwarz method is the outer part of
the algorithm.
The structure of the paper is as follows. In Section 2, for solving the nonlinear implicit difference
scheme, we consider an iterative (undecomposed) method which possesses the monotone convergence.
Section 3 deals with convergence properties of the monotone domain decomposition algorithm based on
the domain decomposition from [6]. Section 4 presents results of numerical experiments for the proposed
algorithms.
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2. Monotone iterative method
OnQ introduce a rectangular mesh h × , h = hx × hy :

hx = {xi, 0iNx; x0 = 0, xNx = 1; hxi = xi+1 − xi},

hy = {yj , 0jNy; y0 = 0, yNy = 1; hyj = yj+1 − yj },

 = {tk = k, 0kN, N= T }.
For a mesh function U(P, t), P = (xi, yj ), we use the implicit difference scheme with the upwind
difference approximations of the ﬁrst spatial derivatives:
LhU(P, t)+ 1

[U(P, t)− U(P, t − )] = −f (P, t, U), (P, t) ∈ h × , (2)
U(P, t)= g(P, t), (P, t) ∈ h × , U(P, 0)= u0(P ), P ∈ h,
whereLhU is deﬁned by
LhU =−(D2x +D2y)U + b1D−x U + b2D−y U .
D2xU , D
2
yU and D−x U , D−y U are the central difference and backward difference approximations to the
second and ﬁrst derivatives, respectively,
D2xU
k
ij = (h¯xi)−1[(Uki+1,j − Ukij )(hxi)−1 − (Ukij − Uki−1,j )(hx,i−1)−1],
D2yU
k
ij = (h¯yj )−1[(Uki,j+1 − Ukij )(hyj )−1 − (Ukij − Uki,j−1)(hy,j−1)−1],
D−x Ukij = (hx,i−1)−1(Ukij − Uki−1,j ), D−y Ukij = (hy,j−1)−1(Ukij − Uki,j−1),
h¯xi = 2−1(hx,i−1 + hxi), h¯yj = 2−1(hy,j−1 + hyj ),
where Ukij ≡ U(xi, yj , tk).
Now, we construct an iterative method for solving the nonlinear difference scheme (2) which possesses
themonotone convergence.By introducing a newﬁnite difference operator,we can represent the difference
equation from (2) in the equivalent form
LU(P, t)=−f (P, t, U)+ U(P, t − )

, LU(P, t) ≡LhU(P, t)+ U(P, t)

,
and for  ﬁxed, on h introduce the linear difference problem
(L+ c)W(P )= F(P ), P ∈ h, (3)
W(P )=W 0(P ), P ∈ h, c(P )0, P ∈ h.
Now, we formulate a discrete maximum principle for the difference operatorL+ c and give an estimate
of the solution to (3).
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Lemma 1. (i) IfW(P ) satisﬁes the conditions
(L+ c)W(P )0(0), P ∈ h, W(P )0(0), P ∈ h,
thenW(P )0(0), P ∈ h.
(ii) The following estimate of the solution to (3) holds true
‖W‖

h max[‖W 0‖h, ‖F‖h/(c + −1)], (4)
where
‖W 0‖h ≡ max
P∈h
|W 0(P )|, ‖F‖h ≡ max
P∈h
|F(P )|.
The proof of the lemma can be found in [9].
Additionally, we assume that f from (1) satisﬁes the two-sided constraints
0fuc∗, c∗ = const. (5)
We say that on a time level t ∈ ,V (P, t) is an upper solutionwith respect to a given functionV (P, t−),
if it satisﬁes
LV (P, t)+ f (P, t, V )− V (P, t − )

0, P ∈ h,
V (P, t)= g(P, t), P ∈ h.
Similarly, V (P, t) is called a lower solution on a time level t ∈  with a given function V (P, t − ), if
it satisﬁes the reversed inequality and the boundary condition.
The iterative solution V (P, t) to (2) is constructed in the following way. On each time level t ∈ ,
we calculate n∗ iterates V (n)(P, t), P ∈ h, n= 1, . . . , n∗ using the recurrence formulas
(L+ c∗)Z(n+1)(P , t)=−G(n)(P, t), P ∈ h, (6)
G(n)(P, t)=LV (n)(P, t)+ f (P, t, V (n))− −1V (P, t − ),
Z(n+1)(P , t)= 0, P ∈ h, n= 0, . . . , n∗ − 1,
V (n+1)(P , t)= V (n)(P, t)+ Z(n+1)(P , t), P ∈ h,
V (P, t) ≡ V (n∗)(P , t), P ∈ h, V (P, 0)= u0(P ), P ∈ h,
where an initial guess V (0)(P , t) satisﬁes the boundary condition
V (0)(P , t)= g(P, t), P ∈ h.
Theorem 1. Let V (P, t − ) be given and V (0)(P , t), V (0)(P , t) be upper and lower solutions corre-
sponding to V (P, t − ). Suppose that f satisﬁes (5). Then the upper sequence {V (n)(P, t)} generated by
(6) converges monotonically from above to the unique solutionV(P, t) of the problem
LV (P, t)+ f (P, t, V )− V (P, t − )

= 0, P ∈ h, (7)
V (P, t)= g(P, t), P ∈ h,
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the lower sequence {V (n)(P, t)} generated by (6) converges monotonically from below toV(P, t):
V(P, t)V (n+1)(P , t)V (n)(P, t)V (0)(P , t), P ∈ h,
V (0)(P , t)V (n)(P, t)V (n+1)(P , t)V(P, t), P ∈ h,
and the sequences converge with the linear rate = c∗/(c∗ + −1).
Proof. In [1, Theorem 2.1], we proved that for the semilinear elliptic problem with the differential
equation
−(uxx + uyy)+ b1ux + b2uy =−f (x, y, u),
the iterative method based on the linear difference scheme
(Lh + c∗)Z(n+1)(P )=−[LhU(n)(P )+ f (P,U(n))], P ∈ h, (8)
Z(n+1)(P )= 0, P ∈ h, U(n+1)(P )= U(n)(P )+ Z(n+1)(P ), P ∈ h,
converges monotonically to the solution of the nonlinear difference scheme with the linear rate r = 1−
c∗/c∗, where c∗fu, c∗ = const> 0. By the same reasonings as in Theorem 2.1 from [1] applied to
the linear difference operatorL + c∗, we prove that on each time level, the upper and upper sequences
converges monotonically with the linear rate
‖Z(n+1)(t)‖

hn‖Z(1)(t)‖

h, = c
∗
c∗ + −1 , (9)
which follows from (4) with c = c∗. 
Theorem 2. Let V (0)(P , t) be an upper or lower solution in the iterative method (6), and let f satisfy (5).
Suppose that on each time level the number of iterates n∗ satisﬁes n∗2. Then the following estimate on
convergence rate holds
max
t∈ ‖V
(n∗)(t)− U(t)‖

hC()n∗−1, = c
∗
c∗ + −1 , fuc
∗
,
where U(P, t) is the solution to (2) and constant C is independent of . Furthermore, on each time level
the sequence {V (n)(P, t)} converges monotonically.
Proof. Using the mean-value theorem and the equation for Z(n), we have
LV (n)(P, t)+ f (P, t, V (n))− V (P, t − )

=−[c∗ − f (n)u (P, t)]Z(n)(P, t), (10)
where
f (n)u (P, t) ≡ fu(P, t, V (n−1)(P , t)+ (n)(P , t)Z(n)(P, t)), 0< (n)(P , t)< 1.
Introduce the notation
W(P, t)= U(P, t)− V (P, t),
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where V (P, t) ≡ V (n∗)(P , t). Using the mean-value theorem, from (2) and (10), conclude thatW(P, )
satisﬁes
LW(P, )+ fu(P, )W(P, )= [c∗ − f (n∗)u (P, )]Z(n∗)(P , ), P ∈ h,
W(P, )= 0, P ∈ h,
where fu(P, ) ≡ fu[P, , V (P, )+(P, )W(P, )], 0< (P, )< 1, and we have taken into account
that V (P, 0)= U(P, 0). By (4), (5) and (9),
‖W()‖

hc∗n∗−1‖Z(1)()‖

h .
Estimate Z(1)(P , ) from (6) by (4),
‖Z(1)()‖

h‖LV (0)()+ f (V (0))− −1u0‖

hC1,
where C1 is independent of . Thus,
‖W()‖

hC˜1n∗−1, C˜1 = c∗C1, (11)
where C˜1 is independent of . Similarly, from (2) and (10), it follows that
LW(P, 2)+ fu(P, 2)W(P, 2)= W(P, )

+ [c∗ − f (n∗)u (P, 2)]Z(n∗)(P , 2).
By (4),
‖W(2)‖

h‖W()‖

h + c∗n∗−1‖Z(1)(2)‖

h .
Estimate Z(1)(P , 2) from (6) by (4),
‖Z(1)(2)‖

h‖LV (0)(2)+ f (V (0))− −1U()‖

hC2,
where C2 is independent of . From here and (11), we conclude
‖W(2)‖

h(C˜1 + C˜2)n∗−1, C˜2 = c∗C2.
By induction on k, we prove
‖W(tk)‖h
(
k∑
l=1
C˜l
)
n∗−1, k = 1, . . . , N, (12)
where all constants C˜l are independent of . Denoting
C0 = max
1 lN
C˜l ,
and taking into account that N= T , we prove the estimate in the theorem with C = T C0. 
Remark 1. Consider the following approach for constructing initial upper and lower solutionsV (0)(P , t)
andV (0)(P , t). Suppose that for tﬁxed, amesh functionR(P, t) is deﬁned onh and satisﬁes the boundary
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condition R(P, t)= g(P, t) on h. Introduce the following difference problems:
LZ(0)q (P, t)= q|LR(P, t)+ f (P, t, R)− −1V (P, t − )|, P ∈ h, (13)
Z(0)q (P, t)= 0, P ∈ h, q = 1,−1.
Then the functions V (0)(P , t)=R(P, t)+Z(0)1 (P, t), V (0)(P , t)=R(P, t)+Z(0)−1(P, t) are upper and
lower solutions, respectively.
We check only that V (0)(P , t) is an upper solution. From the maximum principle, it follows that
Z
(0)
1 (P, t)0 on 
h
. Now using the difference equation for Z(0)1 , we have
L(R + Z(0)1 )+ f (R + Z(0)1 )− −1V (P, t − )= F(P, t)+ |F(P, t)| + f (0)u Z(0)1 ,
F(P, t) ≡LR(P, t)+ f (P, t, R)− −1V (P, t − ).
Since f (0)u 0 and Z(0)1 is nonnegative, we conclude that V
(0)
(P , t) is an upper solution.
Remark 2. The implicit two-level difference scheme (2) is of the ﬁrst order with respect to . From here
and since c∗, one may choose n∗ = 2 to keep the global error of the monotone iterative method (6)
consistent with the global error of the difference scheme (2).
3. Monotone domain decomposition algorithm
As for the monotone iterative method (6), we assume that f from (1) satisﬁes (5).
3.1. Statement and convergence of monotone algorithm
On each time level, we consider the domain decomposition algorithm on overlapping vertical strips
from [6]. This domain decomposition algorithm consists of the two iterative processes: outer iterations and
inner iterations. One outer iterative step represents computingM difference subproblems on subdomains

h
m,m= 1, . . . ,M in serial, starting from subdomain h1 and ﬁnishing off on hM (according to upwind
error propagation). Thus, the multiplicative Schwarz method is the outer part of the algorithm. At the
level of the inner iterations, each vertical strip hm is split into overlapping boxes, and natural parallelism
is in use, since each of the box-subdomains can be treated by its own processor. The inner iterations can
use a version of either the multiplicative or the additive Schwarz method.
We mention here that the level of inner iterations can be incorporated in the algorithm presented below
by computing the difference problem on each subdomain hm in parallel in the same way as in [6]. This is
a main reason why we shall consider only the outer part of the domain decomposition algorithm from [6].
Introduce the set of the overlapping vertical strips (the x-section of the domain decomposition is
illustrated in Fig. 1):
m = (xbm−1, xem)× (0, 1), m= 1, . . . ,M, xb0 = 0, xeM = 1,
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Fig. 1.
m = bm ∪ em ∪ 0m, bm = {x = xbm−1, 0y1},
em = {x = xem, 0y1}, 0m =  ∩ m.
Thus,
m ∩ m+1 = m, m= 1, . . . ,M − 1, m = (xbm, xem)× (0, 1),
where m is the overlap between subdomains m and m+1.
On the subdomains and their boundaries, introduce nonuniform meshes

h
m = m ∩ h, hb,e,0m = b,e,0m ∩ hm, {xbm, xem}M−1m=1 ⊂ hx .
The iterative solution V (P, t) to (2) is constructed in the following way. On each time level t ∈ , we
calculate n∗ iterates V (n)(P, t), P ∈ h, n=1, . . . , n∗. One complete iterative step V (n)(P, t), P ∈ h
includes solving a sequence ofM problems on subdomainshm,m=1, . . . ,M in serial. For computing the
problem on subdomain hm,m> 1, the Dirichlet boundary condition on the left boundary hbm is updated
by using the solution of the problem on subdomain hm−1 (the previous substep).
Step 0. Initialization: On the meshh, choose an upper or lower solution V (0)(P , t), P ∈ h satisfying
the boundary condition V (0)(P , t)= g(P, t) on h.
For n= 1 to n∗ do Steps 1,2
Step 1.
For m= 1 to M do
compute the mesh function Z(n)m (P, t) satisfying the following difference scheme
(L+ c∗)Z(n)m (P, t)=−G(n−1)(P , t), P ∈ hm, (14)
G(n−1)(P , t)=LV (n−1)(P , t)+ f (P, t, V (n−1))− −1V (P, t − ),
Z(n)m (P, t)=


0, P ∈ hb1 , m= 1,
Z
(n)
m−1(P, t), P ∈ hbm , m= 2, . . . ,M,
0, P ∈ hm\hbm ,
and denote
V (n)m (P, t)= V (n−1)(P , t)+ Z(n)m (P, t), P ∈ hm.
Step 2. Compute the solution V (n)(P, t), P ∈ h by piecing the solutions on the subdomains
V (n)(P, t)=
{
V
(n)
m (P, t), P ∈ hm\hm, m= 1, . . . ,M − 1,
V
(n)
M (P, t), P ∈ hM.
(15)
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Step 3. Set up
V (P, t)= V (n∗)(P , t), P ∈ h. (16)
Similar to Theorem 1, we get the following convergence property of algorithm (14)–(16).
Theorem 3. Let V (P, t − ) be given and V (0)(P , t), V (0)(P , t) be upper and lower solutions corre-
sponding to V (P, t − ). Suppose that f satisﬁes (5). Then the upper sequence {V (n)(P, t)} generated by
(14)–(16) converges monotonically from above to the unique solution V(P, t) of problem (7), and the
lower sequence {V (n)(P, t)} generated by (14)–(16) converges monotonically from below toV(P, t):
V(P, t)V (n+1)(P , t)V (n)(P, t)V (0)(P , t), P ∈ h,
V (0)(P , t)V (n)(P, t)V (n+1)(P , t)V(P, t), P ∈ h.
Proof. In [1, Theorem 4.1], we proved that for the semilinear elliptic problem, the domain decomposition
algorithm, based on the linear difference scheme (8) and on the domain decomposition into the nonover-
lapping vertical strips, converges monotonically to the solution of the nonlinear difference scheme. By
the same reasonings as in [1, Theorem 4.1] applied to the linear difference operatorL+ c∗, we can prove
that on each time level, the upper and lower sequences converges monotonically. 
3.2. Convergence analysis of algorithm (14)–(16)
On mesh h∗ = hx∗ × hy :

hx
∗ = {xi, i = 0, 1, . . . , N∗x ; x0 = xa, xN∗x = xb},
consider the following difference problems:
(Lk + c∗)Wk(P )= F(P ), P ∈ h∗, Wk(P )=W 0(P ), P ∈ h∗, (17)
whereLk is the difference operatorL on the time level tk
Lk =−(D2x +D2y)+ b1(P, tk)D−x + b2(P, tk)D−y + −1,
and
(Lk + c∗)	sk(P )= 0, P ∈ h∗, (18)
	sk(P )= 1, P ∈ hs, 	sk(P )= 0, P ∈ h∗\hs, s = 1, 2, 3, 4,
where hs is the sth side of the rectangular mesh h∗. We suppose that
h1 = {x = xa; yj , 0jNy}, h2 = {x = xb; yj , 0jNy},
h3 = {xi, 0iN∗x ; y = 0}, h4 = {xi, 0iN∗x ; y = 1}.
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Lemma 2. IfWk(P ) and 	sk(P ), s = 1, 2, 3, 4, are the solutions to (17) and (18), respectively, then thefollowing estimate holds true
|Wk(P )|
4∑
s=1
	sk(P )‖W 0‖hs +
[
1−
4∑
s=1
	sk(P )
] ‖F‖h∗
c∗ + −1 , P ∈ 
h
∗. (19)
Proof. Introduce the function Wˆk(P ) satisfying the problem
(Lk + c∗)Wˆk(P )= ‖F‖h∗ , P ∈ 
h∗,
Wˆk(P )= ‖W 0‖hs , P ∈ hs, s = 1, 2, 3, 4.
Wˆk(P ) can be written in the form
Wˆk(P )=
4∑
s=1
	sk(P )‖W 0‖hs +
[
1−
4∑
s=1
	sk(P )
] ‖F‖h∗
c∗ + −1 .
The correctness of this formula can be tested by direct substitution. From a standard comparison theorem,
it follows that
|W(P )|Wˆ (P ), P ∈ h∗.
This proves the lemma. 
If we denote
Z(n)(P, t)= V (n)(P, t)− V (n−1)(P , t), P ∈ h,
then from (14) and (15), it follows that on hm,m= 1, . . . ,M , Z(n) can be written in the form
Z(n)(P, t)=
{
Z
(n)
m (P, t), P ∈ hm\hm, m= 1, . . . ,M − 1,
Z
(n)
M (P, t), P ∈ hM.
Introduce the notation
h¯bm = 2−1(hb−m + hb+m ), 
bm =

(c∗ + −1)h¯bmhb+m
,
qbm,k = ‖	2m−1,k‖hb+m , hb±m = {x = xbm−1 ± hb±m , 0y1},
where hb−m , hb+m are the respective mesh step sizes on the left and on the right from point xbm−1, and
	2m−1,k(P ) is the solution to (18) on hm−1 with s = 2.
Theorem 4. For algorithm (14)–(16), on each time level the following estimate holds true
‖Z(n)(tk)‖h(+ k)‖Z(n−1)(tk)‖h, tk ∈ , (20)
k = max
2mM
{
bmqbm,k},
where Z(n) = V (n) − V (n−1), = c∗/(c∗ + −1).
I. Boglaev / Journal of Computational and Applied Mathematics 183 (2005) 191–209 201
Proof. In [1, Theorem 4.2], we proved that for the semilinear elliptic problem, the domain decomposition
algorithm, based on the linear difference scheme (8) and on the domain decomposition into the overlapping
vertical strips, converges with the following rate
‖Z(n)‖

h(r + q)‖Z(n−1)‖

h, q = max
2mM
{
˜bmq˜bm},

˜bm =

c∗h¯bmhb+m
, q˜bm =
∥∥∥	˜2m−1∥∥∥
hb+m
,
where 	˜2m−1(P ) is the solution to (18) on hm−1 with the difference operator Lh + c∗, s = 2, Z(n) =
U(n) − U(n−1) and r = 1 − c∗/c∗. By the same reasonings as in [1, Theorem 4.2] applied to the linear
difference operatorL+ c∗, we can prove estimate (20).
Introduce the notation
k = max
2mM
{(

h¯bmh
b+
m
)
qbm,k
}
. 
Theorem 5. Let V (0)(P , t) be an upper or lower solution in the domain decomposition algorithm
(14)–(16), and let f satisfy (5). Suppose that on each time level the number of iterates n∗2. Then
the following estimate on convergence rate holds
max
1kN
‖V (tk)− U(tk)‖hC(c∗ + )(+ )n∗−1, (21)
= max
1kN
{k}, = max
1kN
{k},
where , k are deﬁned in Theorem 4, U(P, t) is the solution to (2) and constant C is independent of .
Furthermore, on each time level the sequence {V (n)(P, t)} converges monotonically.
Proof. DenoteW(P, t)= U(P, t)− V (P, t). From (14), we have
LV (n)m (P, t)=−c∗Z(n)m (P, t)− f (P, t, V (n−1))+ −1V (P, t − ), P ∈ hm.
From here, (2) and using the mean-value theorem, we get
L(U(P, t)− V (n∗)m (P, t))+ fuW(P, t)= [c∗ − f (n∗)u ]Z(n∗)(P , t)+
W(P, t − )

, P ∈ hm,
where fu≡fu[P, t, V (P, t)+(P, t)W(P, t)], 0<(P, t)<1, and f (n∗)u ≡fu[P, t, V (n∗−1)(P , t)+
(n∗)(P , t)Z(n∗)(P , t)], 0< (n∗)(P , t)< 1. From (15) and (16), it follows thatLV (n∗)m (P, t) is deﬁned
by
LV (n∗)m =


LV, P ∈ hm\hm, m= 1, . . . ,M − 1,
LV, P ∈ hM, m=M,
LV + m−1, P ∈ hbm , m= 2, . . . ,M,
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where
m−1(P bm−1, t)=

h¯bmh
b+
m
[V (n∗)m (P b+m−1, t)− V (n∗)m−1(P b+m−1, t)],
Pbm−1 = (xbm−1, yj ) ∈ hbm , P b+m−1 = (xbm−1 + hb+m , yj ) ∈ hb+m .
Thus,
(L+ fu)W(P, t)= (c∗ − f (n∗)u )Z(n∗)(P , t)+
W(P, t − )

, (22)
P ∈ h\hb, hb =
M⋃
m=2
hbm ,
(L+ fu)W(P, t)= (c∗ − f (n∗)u )Z(n∗)(P , t)+
W(P, t − )

+ m−1(P, t), (23)
P ∈ hbm , m= 2, . . . ,M, W(P, t)= 0, P ∈ h.
On hm−1,W
(n)
m−1 = V (n)m − V (n)m−1 satisﬁes the difference equation
(L+ c∗)W(n)m−1(P, t)= 0, P ∈ hm−1,
and the boundary conditionW(n)m−1(P, t)= 0, P ∈ hm−1\hem−1. By (19), on hm−1 we get
|W(n)m−1(P, tk)|	2m−1,k(P )‖W(n)m−1(tk)‖hem−1 ,
where 	2m−1,k(P ) is the solution of (18) on hm−1 with s = 2. Since
V (n)m (P, t)− V (n)m−1(P, t)= V (n)(P, t)− V (n−1)(P , t), P ∈ hem−1,
and Z(n) = V (n) − V (n−1), we conclude the estimate
‖V (n)m (tk)− V (n)m−1(tk)‖hb+m qbm,k‖Z(n)(tk)‖h .
From here, (22), (23) and using (4), we obtain the estimate
‖W(tk)‖h(c∗ + k)‖Z(n∗)(tk)‖h + ‖W(tk − )‖h .
Similar to (12), using (20), we prove by induction the estimates
‖W(tk)‖h
(
k∑
l=1
Cl
)
(c∗ + k)(+ k)n∗−1, k = 1, . . . , N,
‖Z(1)(tl)‖h‖LV (0)(tl)+ f (V (0))− −1V (tl − )‖hCl , (24)
where all constants Cl are independent of . Since N = T , we prove the estimate in the theorem with
C = T C0, where C0 =max1 lNCl , and we prove the theorem. 
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3.3. Estimates on the rate of convergence of algorithm (14)–(16) on the piecewise uniform meshes
Here we analyze a convergence rate of algorithm (14)–(16) applied to the difference scheme (2) deﬁned
on piecewise uniform meshes introduced in [10]. On these meshes, the difference scheme (2) converges
-uniformly to the solution of (1).
The construction of the piecewise uniform meshes from [10] is based on the behavior of the exact
solution of (1) and its derivatives. If we suppose sufﬁcient smoothness of functions b1,2, f, g and u0 in
(1) and also sufﬁcient compatibility conditions between the initial and boundary data, in such a way that
for l sufﬁciently large integer and 0< < 1, then the solution of (1) satisﬁes
u(x, y, t) ∈ Cl+,l+,(l+)/2(× [0, T ]).
Using the mean-value theorem, the right-hand side in (1) can be written in the form f (x, y, t, u) =
f (x, y, t, 0) + fuu. Now, we may consider (1) as a linear equation with the smooth coefﬁcient fu and
use the bounds of the exact solution and its derivatives obtained in [10] for a linear problem.According to
[10], the solution can be decomposed into two parts u=v+w, where v and w are the regular and singular
parts of u, respectively. In turn, the singular part can be decomposed in the form w = w1 + w2 + w,
where w1 and w2 are one-dimensional boundary layers in neighborhoods of sides x = 1 and y = 1 of ,
respectively, andw is a corner layer in the neighborhood of (1, 1). According to the results from [10], the
following bounds hold true:∣∣∣∣ks+kt v(x, y, t)xkxykytkt
∣∣∣∣ K,
∣∣∣∣ks+ktw1(x, y, t)xkxykytkt
∣∣∣∣ K−kx exp
(
−1(1− x)

)
,
∣∣∣∣ks+ktw2(x, y, t)xkxykytkt
∣∣∣∣ K−ky exp
(
−2(1− y)

)
,
∣∣∣∣ks+ktw(x, y, t)xkxykytkt
∣∣∣∣ K−ks exp
(
−1(1− x)

)
exp
(
−2(1− y)

)
,
where ks = kx + ky , ks + 2kt l and constant K is independent of .
The piecewise uniform mesh is formed in the following manner. We divide each of the intervals

x=[0, 1] andy=[0, 1] into two parts [0, 1−x], [1−x, 1], and [0, 1−y], [1−y, 1], respectively.
Assuming that Nx,Ny are even, in each part we use a uniform mesh with Nx/2+ 1 and Ny/2+ 1 mesh
points in the x- and y-directions, respectively. This deﬁnes the piecewise uniform mesh condensed in the
boundary layers at x = 1 and y = 1:
xi =
{
ihx, i = 0, 1, . . . , Nx/2,
1− x + (i −Nx/2)hx, i =Nx/2, . . . , Nx,
yj =
{
jhy, j = 0, 1, . . . , Ny/2,
1− y +
(
j −Ny/2
)
hy, j =Ny/2, . . . , Ny,
hx = 2(1− x)N−1x , hx = 2xN−1x , hy = 2(1− y)N−1y , hy = 2yN−1y .
We choose the transition points (1− x) and
(
1− y
)
as in [10], i.e.,
x =min{2−1, (/1) lnNx}, y =min{2−1, (/2) lnNy}.
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If x,y = 1/2, then N−1x,y are very small relative to , and in this case the difference scheme (2) can be
analyzed using standard techniques. We therefore assume that
x = (/1) lnNx, N−1x <hx < 2N−1x , hx = 2(/1)N−1x lnNx , (25)
y = (/2) lnNy, N−1y <hy < 2N−1y , hy = 2(/2)N−1y lnNy .
We conjecture that the upwind difference scheme (2) on the piecewise uniform mesh converges -
uniformly to the solution of (1):
max
t∈
‖U(t)− u(t)‖

hK(d(N−1)+ ), N =min{Nx,Ny}, (26)
where d is near order 1 in N−1, and constant K is independent of , N and . In [4], for a linear version
of (1) with b1,2 = b1,2(x, y), the numerical solution based on the ADI approach and on the piecewise
uniform mesh (25) converges uniformly with the ﬁrst (up to factor lnN ) order of accuracy. Our numer-
ical experiments with a test problem conﬁrm the conjecture (see Section 4 with numerical experiments
for details).
To estimate the rate of convergence in Theorem 5, we have to estimate  and  in (21). For simplicity,
we assume that b1 in (1) is constant, i.e., b1 = 1. Introduce the one-dimensional difference problem
on hxm
Lhxm(xi)= 0, xbm <xi < xem, m(xbm)= 0, m(xem)= 1, Lhx =−D2x + 1D−x .
The solution of this problem on the uniform mesh with the step size h can be written in the form
m(xi)=
pi − 1
pNm − 1p
i−Nm, i = 0, . . . , Nm, x0 = xbm, xNm = xem, p = 1+
1h

,
where Nm + 1 is the number of mesh points on the interval [xbm, xem].
Lemma 3. The following estimate holds true
	2m,k(xi, yj )m(xi), (xi, yj ) ∈ hm,
where 	2m,k is the solution to (18) on hm with s = 2.
Proof. From the maximum principle, it follows that 	2m,k(P )0, m(x)0. From (18), we conclude
that the difference m(P )= m(x)− 	2m,k(P ) satisﬁes the difference problem
Lkm(P )= (c∗ + −1)	2m,k(x), P ∈ hm, m(P )0, P ∈ hm.
Since the right-hand side of the difference equation is nonnegative, by the maximum principle, we
conclude m0, and prove the lemma. 
Thus, on the uniform mesh we have the estimate
	2m,k(xi, yj )m(xi)p
i−Nm, (xi, yj ) ∈ hm,
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and we can estimate qbm,k in (20) by
qbm,k = ‖	2m−1,k‖hb+m m−1(x1)p1−Nm−1 . (27)
Consider algorithm (14)–(16) on the piecewise uniform mesh (25) with the overlaps hm = hm ∩

h
m+1,m=1, ..., M−1 located in the x-direction outside the boundary layer, where the step size hx from
(25) is in use. Since Nm−12, from (27) we have
max
2mM
{qbm,k}
1
p
, p = 1+ 1hx

.
From here and taking into account that 
bm/h2x , we estimate k in (20) by
k/(h2xp).
Similarly, we estimate k in (21) by
k/(h2xp).
Since p1, then
k
2
1(hx)
3 , k
2
1(hx)
3 .
Thus, for 2(hx)3, in (21) the parameter  and the convergence factor ˜=+ of the monotone domain
decomposition algorithm (14)–(16) are estimated by
= O(1), ˜= + O(), (28)
where  is the convergence factor of the monotone (undecomposed) method (6) in Theorem 2.
Remark 3. As we mentioned in Remark 2 to Theorem 2, the difference scheme (2) is of the ﬁrst order
with respect to  and c∗. Thus, to guarantee the consistency of the global errors in the difference
scheme (2) and in the monotone domain decomposition algorithm (14)–(16), one may choose n∗ = 2.
Remark 4. Without loss of generality, we assume that the boundary condition g(P, t)=0. This assump-
tion can always be obtained via a change of variables. On each time level let the initial function V (0)(P , t)
be chosen in the form of (13), i.e. V (0)(P , t) is the solution of the following difference problem
LV (0)(P , t)= q|f (P, t, 0)− −1V (P, t − )|, P ∈ h, (29)
V (0)(P , t)= 0, P ∈ h, q = 1,−1,
where R(P, t) = 0. Then the functions V (0)(P , t), V (0)(P , t) corresponding to q = 1 and q = −1 are
upper and lower solutions, respectively. From here and (24), using (4) and the mean-value theorem, it
follows that
‖Z(1)(tl)‖h‖LV (0)(tl)‖h + c∗‖V (0)‖h + ‖f (P, tl, 0)− −1V (tl − )‖h
(2+ c∗2)‖f (P, tl, 0)− −1V (tl − )‖h
(2+ c∗)[‖fP , tl, 0)‖h + ‖V (tl − )‖h]Cl .
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To prove that all constants Cl are independent of the small parameter , we have to prove that ‖V (tl −
)‖

h are -uniformly bounded. For l = 1, V (P, 0) = u0(P ), where u0 is the initial condition in the
differential problem (1), and, hence, C1 is independent of  and . For l = 2, we have
‖Z(1)(t2)‖h(2+ c∗)[‖f (P, t1, 0)‖h + ‖V (t1)‖h]C2,
where V (P, t1) = V (n∗)(P , t1). As follows from Theorem 3, the monotone sequences {V (n)(P, t1)}
and {V (n)(P, t1)} are -uniformly bounded from above by V (0)(P , t1) and from below by V (0)(P , t1).
Applying (4) to the problem (29) at t = t1, we have
‖V (0)(t1)‖h‖f (P, t1, 0)− −1u0(P )‖hK1,
where constant K1 is independent of  and . Thus, we prove that C2 is independent of  and . Now
by induction on l, we prove that all constants Cl in (24) are independent of , and, hence, constant
C = Tmax1 lNCl in (21) is independent of  and . Thus, if 2(hx)3, then from (21), (28) and (26),
we conclude that the monotone domain decomposition algorithm (14)–(16) converges -uniformly to the
solution of the differential problem (1).
4. Numerical experiments
Consider problem (1) with b1(P )=1, b2(P )=1, g(P, t)=1, u0(P )=1 and f (P, u)=1− exp(−u).
This problem gives c∗ = 1. In all our numerical experiments, we set up Nx =Ny =N .
It is found that the basic feature of the monotone convergence of the upper and lower sequences is
observed. In fact, the monotone property of the sequences holds at every mesh point in the domain. This
is, of course, to be expected from the analytical consideration.
We consider the case of the upper sequence in the algorithm (14)–(16). On each time level tk , the
stopping criterion is chosen in the form
‖V (n)(tk)− V (n−1)(tk)‖h,
where  = 10−5. All the discrete linear systems in algorithms (6) and (14)–(16) are solved by GMRES-
solver [8].
4.1. Numerical convergence rate of the monotone (undecomposed) algorithm (6)
To obtain a numerical -uniform rate of convergence in the space variables, we proceed in the following
way. In the absence of an exact solution of the test problem, for different values of , we implement
algorithm (6) on the time interval [0, 0.1] with N = 512,  = 5 · 10−4 and n∗ = 4. This generates the
reference solution V 512 (P, t). For each , the maximum nodal error is given by
E,N = max
P∈h,0 t0.1
|V N (P, t)− V 512 (P, t)|,
whereV N (P, t) is the numerical solution to (6) for 0 t0.1with a number ofmesh pointsN, =5·10−4,
n∗ =4 and the transitions points x and y correspond to the reference solution withN =512. Computed
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Table 1
Maximum nodal errors for the monotone iterative method (6)
\N E,N
25 26 27 28
10−1 3.06e−4 1.39e−3 5.86e−4 1.93e−4
10−2 1.25e−2 6.90e−3 3.27e−3 1.15e−3
10−3 1.90e−2 1.17e−2 6.62e−3 2.66e−3
10−4 1.96e−2 1.29e−2 7.33e−3 3.10e−3
Table 2
Numerical convergence rates for the monotone iterative algorithm (6)
\N p
25 26 27
10−1 1.14e+ 0 1.24e+ 0 1.60e+ 0
10−2 8.64e−1 1.08e+ 0 1.50e+ 0
10−3 6.97e−1 8.24e−1 1.32e+ 0
10−4 6.06e−1 8.15e−1 1.24e+ 0
values ofE,N are given inTable 1 for several values of  andN. These numerical results conﬁrm -uniform
convergence of method (6) to the reference solution.
To obtain the numerical convergence rate p in the space variables, we use p= log(E,N/E,2N)/ log 2.
The results are given in Table 2. From these results, we can conclude that with increasingN, the numerical
convergence rate p is near order 1 in N−1.
4.2. Numerical experiments with algorithm (14)–(16)
Consider the monotone domain decomposition algorithm (14)–(16) on the piecewise uniform mesh
(25). The overlapshm,m=1, . . . ,M−1 contain only three mesh points in the x-direction and lie outside
the boundary layer in the x-direction. The last subdomain hM contains the whole ﬁne mesh with the step
size hx and has N/2 + 2 mesh points in the x-direction, and the subdomains hm,m = 1, . . . ,M − 1
have N/(2(M − 1))+ 2 mesh points. In Table 3, for = 10−2 and 10−3 and for various values of N and
M, we give the average (over ten time levels) numbers of iterations n1, n2 , (1 = 5 · 10−2, 2 = 10−2)
required to satisfy the stopping criterion. Since for our data set we allow x,y > 0.5, the step size hx,y is
calculated as
hx,y = 2min{0.5, x,y}/N .
From the data presented in Table 3, it follows that if the condition 2h3x holds true then the numbers
of iterations are equal to the numbers of iterations (4.0;3.0) for the monotone (undecomposed) iterative
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Table 3
Average numbers of iterations for algorithm (14)–(16)
 n0.05; n0.01
N\M 3, 5 9 17 33
10−2 25 4.0; 3.0 4.0; 3.0 n.a; n.a n.a; n.a
26 4.0; 3.0 4.0; 3.0 4.1; 3.0 n.a; n.a.
27 5.0; 3.0 5.0; 3.0 6.0; 3.0 7.0; 4.0
28 7.0; 4.0 7.0; 4.0 8.6; 4.0 11.2; 5.0
29 11.0; 6.0 11.9; 6.0 14.2; 6.0 19.8; 7.0
10−3 25 4.0; 3.0 4.0; 3.0 n.a.; n.a. n.a.; n.a.
26 4.0; 3.0 4.0; 3.0 4.0; 3.0 n.a.; n.a.
27 4.0; 3.0 4.0; 3.0 4.0; 3.0 4.0; 3.0
28 4.0; 3.0 4.0; 3.0 4.0; 3.0 4.0; 3.0
29 4.0; 3.0 4.0; 3.0 4.0; 3.0 5.0; 3.0
method (6), where GMRES-solver is in use on the whole domain h. If we violate this condition as in
the case with = 10−2, N = 27, 28, 29, then the number of iterations n exceeds the number of iteration
for the monotone (undecomposed) method. Thus, the numerical experiments conﬁrm our theoretical
estimates that themonotone domain decomposition algorithm (14)–(16) can bemost efﬁciently used if the
condition 2h3x holds true. For 10−3, n is independent of , which conﬁrms the uniform convergence
result (28).
Summarizing our discussion concerning the numerical experiments, we can conclude the following
points:
• It is found that in all the numerical experiments the basic feature of the monotone convergence of the
upper and lower sequences is observed. In fact, the monotone property of the sequences holds at every
mesh point in the domain.
• Thenumerical results indicate robustness of themonotone (undecomposed) iterativemethod (6) and the
monotone domain decomposition algorithm (14)–(16). The numbers of iterations in these algorithms
are uniformly bounded as the perturbation parameter tends to zero.
• For the monotone domain decomposition algorithm (14)–(16) on the piecewise uniform mesh (25)
and with the overlaps located outside the boundary layers where the step size hx satisﬁes the condi-
tion 2h3x , the convergence rate of algorithm (14)–(16) coincides with the convergence rate of the
monotone (undecomposed) iterative method from (6).
Acknowledgements
The author is grateful to two unknown referees who read the original version of the paper carefully
and made constructive suggestions for its improvement.
I. Boglaev / Journal of Computational and Applied Mathematics 183 (2005) 191–209 209
References
[1] I. Boglaev, A monotone Schwarz algorithm for a semilinear convection–diffusion problem, J. Numer. Maths. 12 (2004)
169–191.
[2] I. Boglaev, On monotone iterative methods for a nonlinear singularly perturbed reaction–diffusion problem, J. Comput.
Appl. Math. 162 (2004) 445–466.
[3] I. Boglaev, Monotone iterative algorithms for a nonlinear singularly perturbed parabolic problem, J. Comput. Appl. Math.
172 (2004) 313–335.
[4] C. Clavero, J.C. Jorge, F. Lisbona, G.I. Shishkin, A fractional step method on a special mesh for the resolution of
multidimensional evolutionary convection–diffusion problems, Appl. Numer. Math. 27 (1998) 211–231.
[5] C. Dawson, Q. Du, T. Dupont, A ﬁnite difference domain decomposition algorithm for numerical solution of the heat
equation, Math. Comput. 57 (1991) 63–71.
[6] M. Garbey,Yu.A. Kuznetsov,Yu.V. Vassilevski, A parallel Schwarz method for a convection–diffusion problem, SIAM J.
Sci. Comput. 22 (2000) 891–916.
[7] O.A. Ladyženskaja, V.A. Solonnikov, N.N. Ural’ceva, Linear and Quasi-Linear Equations of Parabolic Type, Academic
Press, NewYork, 1968.
[8] Y. Saad, M.H. Schultz, GMRES: a generalized minimal residual method for solving nonsymmetric linear systems, SIAM
J. Sci. Statist. Comput. 7 (1986) 856–869.
[9] A. Samarskii, The Theory of Difference Schemes, Marcel Dekker, NewYork, Basel, 2001.
[10] G.I. Shishkin, Grid Approximations of Singularly Perturbed Elliptic and Parabolic Equations, Russian Academy of
Sciences, Ural Branch, Ekaterinburg, 1992 (in Russian).
