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Face au défi des entreprises pour le maintien de leurs équipements au maximum de leur fiabilité, 
de leur disponibilité, de leur rentabilité et de leur sécurité au coût de maintenance minimum, des 
stratégies de maintenance telles que le CBM et le PHM ont été développées. Pour mettre en œuvre ces 
stratégies, comme pour la planification des activités de production il est nécessaire de connaître 
l’aptitude des systèmes à réaliser les futures tâches afin de réaliser le séquencement des opérations de 
production et de maintenance. 
Cette thèse présente les éléments d'une fonction générique qui évalue la capacité des systèmes 
techniques multi-composants à exécuter les tâches de production de biens ou de services assignées. Ce 
manuscrit présente une proposition de modélisation de systèmes techniques multi-composants 
représentant les différentes entités qui les composent, leurs états et leurs relations. Plusieurs types 
d’entités ont été identifiés. Pour chacun d’eux, des inférences sont proposées pour définir à l’intérieur 
du système l’aptitude de l’entité à accomplir les futures tâches de production à partir des évaluations 
de son état présent et futur et des évaluations des états présents et futurs des autres entités avec lesquelles 
elle est en relation.  
Ces évaluations des états présents et futurs sont basées sur l’exploitation de pronostics locaux des 
composants. Ces pronostics sont des prévisions qui intrinsèquement comportent des incertitudes 
pouvant être aléatoires ou épistémiques. La fonction proposée et les inférences prennent en compte ces 
deux formes d’incertitudes. Pour cela, les traitements et la fonction proposée exploite des éléments de 
la théorie de Dempster-Shafer. La modélisation des systèmes multi-composants pouvant être 
représentée sous la forme de graphes dont les états des nœuds dépendent de données comportant des 
incertitudes, des éléments des réseaux bayésiens sont également utilisés. Cette fonction fournit des 
indicateurs, sur l’aptitude de chaque entité du système à accomplir les futures tâches de production mais 
aussi indique les composants nécessitant une intervention afin d’améliorer cette aptitude.  
Ainsi, ces indicateurs constituent les éléments d'aide à la décision pour la planification des 
opérations de maintenance de façon conditionnelle et préventive,  mais aussi pour la planification des 
opérations de production. 
Mots-clés : Pronostic de composants, Systèmes techniques multi-composants, CBM, PHM, 






One major challenge of companies consists in maintaining their technical production resources at 
the maximum level of reliability, availability, profitability and safety for a minimum maintenance cost, 
maintenance strategies such as CBM and PHM have been developed. To implement these strategies, as 
with production activity planning, it is necessary to know the ability of systems to perform future tasks 
to order production and maintenance operations. 
This thesis presents the generic function that evaluates the ability of multi-component technical 
systems to perform the production tasks of goods or services. This manuscript presents a proposal for 
the modelling of multi-component technical systems representing the different entities that compose 
them, their states and their relationships. Several types of entities have been identified. For each of 
them, inferences are proposed to define within the system the entity's ability to perform future 
production tasks based on its own assessment of its present and future state and the assessments of the 
present and future states of the other entities with which it is involved.  
These assessments of present and future states are based on the use of local prognoses of 
components. These prognoses are predictions that inherently involve uncertainties that may be aleatory 
or epistemic. The proposed function and inferences take into account these two kinds of uncertainty. 
To do this, the inferences and the proposed function uses elements of the Dempster-Shafer theory. Since 
the modelling of multi-component systems can be represented in the form of graphs whose node states 
depend on data with uncertainties, elements of Bayesian networks are also used. This function provides 
indicators on the ability of each system entity to perform future production tasks but also indicates the 
components that require maintenance to improve this ability.  
Thus, these indicators constitute the elements of decision support for the planning of maintenance 
operations in a conditional and preventive way, but also for the planning of production tasks. 
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Les besoins du marché de la consommation incitent les entreprises à investir dans des systèmes 
techniques afin d'obtenir les biens et services demandés. Dans ce contexte une grande importance est 
accordée à la fiabilité, à la productivité et à la rentabilité pour rendre les entreprises plus compétitives 
[Desforges, 2017]. Par conséquent, les entreprises investissent dans des équipements techniques de 
productions de biens ou de services, selon leur secteur d’activités, de plus en plus complexes et coûteux. 
Le principal défi est de maintenir ces équipements au maximum de leur fiabilité, disponibilité, 
rentabilité et sécurité pour coût minimum [Tobon-Mejia, 2010 ; Brahimi, 2016]. 
Par conséquent, les entreprises effectuent des actions de maintenance corrective et préventive pour 
atteindre ces objectifs, en adoptant les stratégies de maintenance les plus appropriées [Tobon-Mejia, 
2010], par la mise en œuvre des concepts de Maintenance Conditionnelle (CBM – Condition Based 
Maintenance) [Jardine, 2006] et de PHM (Prognostics and Health Management) [Jardine, 2006 ; Scarf, 
2007 ; Julka, 2011 ; Derigny, 2012] de gestion de maintenance. 
Ces stratégies permettent de gérer la maintenance de ces systèmes en planifiant des interventions 
de réparation, de remplacement ou d’entretien des composants en fonction de leur « état de santé » 
actuel ou futur. La maintenance corrective prend des mesures de maintenance après avoir détecté la 
défaillance du composant [Boulenger, 2008 ; El Koujok, 2010 ; HoShina, 2015], ce qui implique un 
arrêt soudain et imprévu [Diévart, 2010] mais surtout l’indisponibilité du système qui s’étend de 
l’apparition de la défaillance à la fin de l’intervention de maintenance en incluant les délais de 
préparation et de logistique de l’intervention. Les actions de maintenance préventive systématique sont 
planifiées à l'avance et exécutées selon un calendrier établi pour éviter les pannes de composants 
[NFE01, 2001 ; Boulenger, 2008 ; HoShina, 2015]. Les arrêts étant programmés, la préparation et la 
logistique de maintenance peut être effectuée en temps masqué réduisant l’immobilisation de la 
ressource technique. Cependant, cela peut conduire à des interventions sur des composants dont l’état 
est encore satisfaisant [Goh, 2006]. 
Le CBM utilise les données recueillies au cours de l'exploitation d'un ou de plusieurs composants 
critiques pris isolément dans le système pour déterminer leur état actuel en termes de dégradation et, 
selon cet état, des mesures de maintenance nécessaires sont entreprises [NFE01, 2001 ; Jardine, 2006 ; 
Boulenger, 2008 ; Belkacem, 2017]. Le PHM enrichit le CBM par une évaluation de la durée de vie 
utile résiduelle (RUL – Remaining Useful Lifetime) des composants de machines [Scarf, 2007 ; Le 
Introduction Générale 
Introduction Générale 2 
 
Son, 2013] correspondant à la durée d'utilisation d'un composant avant d'atteindre un niveau de 
dégradation au-delà duquel le risque de défaillance est trop élevé [Vachtsevanos, 2006]. Cependant, les 
RUL sont déterminés à partir de méthodes de prévision et comportent donc de l’incertitude dont les 
origines peuvent être multiples [Orchard, 2008 ; Coppe, 2009 ; Sankaraman, 2009], et ne sont pas 
toujours pris en compte dans les actions de maintenance. 
Afin d'évaluer l'état de santé d'un Système Technique Muli-Composant (STMC), il est nécessaire 
d'utiliser les informations concernant le diagnostic et le pronostic des composants du système. Ces 
informations, et plus particulièrement celles liées au pronostic, sont imprécises, voire incertaines, car 
elles reposent sur des techniques de prévision utilisant des mesures qui peuvent comprendre de 
l’incertitude mais aussi subir des défaillances dans leur chaîne d’élaboration. Par conséquent, 
l’évaluation de l’état de santé que nous présentons dans ce manuscrit prend en compte le traitement de 
ces imprécisions et incertitudes. 
Depuis l'Antiquité, l'être humain a ressenti le besoin de représenter une information imparfaite 
(imprécise, incertaine,...). Par exemple, Aristote (vers 350 av. J.-C.) fait des déclarations telles que « si 
un événement est nécessaire, c'est parce que son contraire est impossible ». Ce n'est qu'avec l'émergence 
des théories de l'incertitude que ce type d'affirmation a été formalisé mathématiquement [Samet, 2011]. 
Historiquement, l'émergence des théories de l'incertitude remonte au XVIIe siècle avec la théorie 
des probabilités [Jacod, 2003] et ce n'est qu'à partir de la seconde moitié du XXe siècle que des théories 
qui ne sont plus directement liées à la probabilité apparaissent. Ainsi, en 1965, Zadeh introduit la théorie 
des ensembles [Zadeh, 1965], puis la théorie des possibilités en 1978 [Zadeh, 1978]. En 1967, Dempster 
[Dempster, 1967] a présenté la théorie des fonctions de croyance (theory of evidence), qui a été reprise 
et formalisée par Shafer [Shafer, 1976]. 
Des éléments de ces théories sont utilisés pour l'évaluation de l’aptitude d’un STMC à accomplir 
des tâches futures que nous présentons dans ce manuscrit ainsi que celle des entités qui le compose. 
Cette évaluation a pour but de fournir des indicateurs pour l’aide à la décision en gestion de production 
mais aussi en gestion de maintenance. 
L'évaluation de l'état de santé future des composants est la clé de voûte du PHM. Elle consiste, par 
l’intermédiaire de pronostics locaux, à prédire l’évolution des dégradations des composants en fonction 
des engagements passés mais aussi des sollicitations qu’exerceront les futures tâches de production 
pour en définir le RUL. Cependant, de nombreux systèmes intègrent un très grand nombre de 
composants organisés de sorte à mettre en œuvre, des fonctions techniques, des services et des sous-
systèmes qui constituent le STMC conçu et réalisé dans un but spécifique [Kempowsky, 2004 ; Ribot, 
2008 ; Desforges, 2017]. Afin d’avoir une évaluation de l’aptitude d’un STMC à accomplir des tâches 
Introduction Générale 3 
 
de production futures, il est alors nécessaire d’exploiter les approches de pronostic développées pour 
des composants [Lee, 2006 ; Kobbacy, 2008 ; Dievart, 2010 ; El Koujok, 2010 ; Voisin, 2010 ; Nguyen, 
2015a ; Desforges, 2017], dont les informations doivent être exploitées pour la détermination de 
l’aptitude des entités du STMC (composants, fonctions, sous-systèmes) dont le bon fonctionnement est 
nécessaire à un accomplissement de qualité de ces tâches [Roemer, 2007 ; Kunze et Raab, 2012 ; 
Medjaher, 2014 ; Ribot, 2014 ; Desforges, 2017]. Dans le cas où cette aptitude serait insuffisante, il est 
également primordial pour la gestion de la maintenance de savoir quels composants doivent être 
entretenus, réparés ou remplacés afin d’organiser les interventions de maintenance et de planifier les 
les arrêts du STMC. 
Peu d'articles proposent des méthodes ou techniques pour évaluer l’aptitude d’un STMC à 
accomplir les tâches futures en fonction de l'information provenant des pronostics locaux de ces 
composants. De nombreuses études mentionnées dans [Desforges, 2017] se concentrent principalement 
sur l'évaluation du RUL des composants et non de système (par exemple, roulements à billes, trains 
d'engrenages, pantographes, systèmes de freinage, batteries, etc.) [Ferreiro, 2012 ; Le Son, 2013]. Les 
RUL sont alors considérés comme des indicateurs d’aide à la décision pouvant tenir compte de 
l'incertitude aléatoire et/ou épistémique ou encore de la sévérité des sollicitations dues aux futures 
tâches de production.  
Cependant, la mise en œuvre du CBM et du PHM nécessite également une évaluation de l'état de 
santé de l'ensemble du système, ainsi que des éléments d'aide à la décision pour la planification de la 
maintenance [Lee, 2006 ; Voisin, 2010 ; Le Son, 2013] et l'ordonnancement de la production, qui 
devraient être réalisés conjointement [Coudert, 2002]. 
Les modèles d'évaluation de l'état de santé d'un système sont conçus pour un état de défaillance 
spécifique d'un composant, sans tenir compte de ses différents états ou de l'interaction avec d'autres 
composants ou structures du système [Hu, 2012] comme la perte de redondance, la mise hors service,… 
[Desforges, 2017]. Parmi les méthodes et techniques détaillées dans la littérature, nombreuses sont 
celles qui présentent des résultats dans lesquelles apparaissent des éléments d’information relatifs à 
l’incertitude aléatoire voire épistémique dans les pronostics de composants. Par conséquent, 
l’évaluation de l’aptitude d’un STMC à accomplir les futures tâches de production doit traiter ces 
incertitudes [Ferreiro, 2012].  
L'objectif de ce travail de thèse est la définition d'une fonction de pronostic des systèmes techniques 
complexes prenant en compte les incertitudes à partir des pronostics locaux de leurs composants. Les 
travaux proposés dans ce manuscrit sont donc consacrés à la définition d’une modélisation des STMC 
représentant les différentes entités et les relations entre elles afin d’adapter la fonction au système dont 
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elle doit effectuer le pronostic. Cette fonction fait appel à des inférences définies pour différentes entités 
identifiées dans les STMC et consiste en un algorithme général qui, à partir des pronostics locaux, 
permet de fournir des indicateurs pour l’aide à la décision en vue d’une planification conjointe de la 
production et de la maintenance. La fonction établit ces indicateurs pour chaque entité du STMC. Ainsi, 
les décideurs peuvent sélectionner les indicateurs relatifs aux entités dont le bon fonctionnement est 
nécessaire au bon déroulement des tâches de production qui peuvent changer d’une tâche à une autre. 
Pour chacune des entités, la fonction indique également le composant devant subir une opération de 
maintenance afin d’en améliorer au mieux l’aptitude à accomplir les futures tâches de production. La 
fonction proposée permet, grâce aux indicateurs qu’elle produit, de mettre en œuvre des politiques de 
maintenance comme le CBM et le PHM, qui visent à améliorer la disponibilité des STMC [Jardine, 
2006 ; Scarf, 2007].  
Le manuscrit est ainsi organisé en quatre chapitres. Le premier chapitre présente l'état de l'art de la 
recherche sur le pronostic des systèmes, l’évaluation de leur santé exprimée dans le cadre du CBM et 
du PHM, les moyens d’effectuer le pronostic, notamment ceux dont l’objectif est l’estimation du RUL 
de composants. Cet état de l’art met en évidence que, malgré les nombreuses recherches dans les bases 
de références bibliographiques, peu d'articles traitent de la façon d’évaluer l’aptitude de STMC à 
accomplir de futures tâches de production sur la base des informations provenant des pronostics locaux 
des composants justifiant ainsi l’intérêt des travaux exposés dans ce manuscrit. 
Pour mettre en œuvre la fonction générique proposée, le deuxième chapitre est consacré à la 
définition d'un formalisme pour modéliser les STMC. Ce formalisme permet d’adapter la fonction à 
chaque système donné. La modélisation proposée permet de représenter les différentes entités et les 
relations entre elles, ainsi que pour chaque entité, ses états et les relations entre eux.  Cette modélisation 
est basée sur le constat que l'évaluation de la capacité d'un STMC à exécuter des futures tâches de 
production correspond à une évaluation de sa future fiabilité. Bien qu’ils ne permettent pas de prendre 
en compte l’incertitude épistémique pouvant être associée aux pronostics locaux, les réseaux bayésiens 
(BN) ont retenu notre intérêt pour différentes raisons exposées dans ce chapitre parmi les différentes 
méthodes permettant d’effectuer l’évaluation de la fiabilité de systèmes. 
Le troisième chapitre présente la fonction générique permettant d’évaluer l’aptitude d’un STMC à 
accomplir des tâches de production futures. Cette fonction, adaptée au STMC par son modèle, admet 
en entrée les pronostics locaux de ses composants. Étant donné que ces pronostics comportent des 
incertitudes aléatoires et épistémiques, une brève analyse des théories qui traitent de ces incertitudes 
dans les données est présentée. La Théorie de Dempster-Shafer (TDS) nous a semblé offrir un cadre 
pertinent pour définir les traitements nécessaires à la fonction générique visée. Des éléments de cette 
théorie sont brièvement présentés. L’évaluation réalisée par la fonction est effectuée en plusieurs 
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étapes : la transformation des données résultant des pronostics des composants en données compatibles 
avec la TDS, l’application des inférences correspondant aux types d’entités identifiés et la génération 
d'indicateurs pour l’aide à la décision pour la planification conjointe de la production et de la 
maintenance. Les inférences proposées pour les différents types d’entités sont définies par une 
« hybridation » entre les réseaux bayésiens et TDS. 
Le quatrième et dernier chapitre est consacré, dans un premier temps, à la validation de la Fonction 
Générique de Pronostic (FGP) proposée permettant d’évaluer l’aptitude d’un STMC à accomplir des 
tâches de production futures. Pour cela, le logiciel ARENA a été utilisé dans lequel des blocs ont été 
définis pour chaque type d’entités identifié pouvant composer un STMC. Des modèles issus de la 
littérature ont été représentés afin de comparer les résultats produits par la FGP et ceux associés aux 
modèles de la littérature ayant servi de benchmark. Dans un second temps, des scénarios simulant un 
système fictif, sont présentés dans le but de fournir des exemples dont les indicateurs produits par la 
FGP peuvent être utilisés dans le cadre d’une planification conjointe de la production et de la 
maintenance. 
En conclusion, le domaine d'étude est rappelé et un bilan sur la fonction de pronostic générique 
permettant d’évaluer l’aptitude d’un STMC à accomplir des tâches de production futures à partir des 
pronostics locaux de ses composants est effectué. Ce bilan conduit à des perspectives de développement 
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1.1. Introduction 
L’objectif de ce premier chapitre est de présenter les enjeux de l'évaluation de l'état de santé d'un 
système, en prenant en considération les informations fournies par les pronostics locaux de ses 
composants, et de positionner les travaux présentés dans ce manuscrit vis-à-vis de développements déjà 
réalisés dans ce domaine. 
Dans ce chapitre, nous établissons un état de l'art du pronostic après avoir présenté les Systèmes 
Techniques Multi-Composants (STMC), nous délimitons la classe des STMC et présentons les besoins 
relatifs à la conduite des STMC, la planification de tâches de production de biens ou de services sur ces 
systèmes, la gestion de maintenance et plus particulièrement le CBM (Condition Based Maintenance) 
et de PHM (Prognostics and Health Management), et les moyens de surveillance qui doivent être mis 
en œuvre pour pouvoir appliquer ces deux politiques de gestion de maintenance. 
Nous exprimons les attentes d'une aide à la décision pour la maintenance conditionnelle et la 
planification de la production sur des STMC. Ensuite, la problématique du maintien en condition 
opérationnelle et de l'évaluation de l'état de santé des STMC est présentée. 
Nous présentons ensuite les méthodes permettant d’évaluer l'état de santé d'un système. Nous 
introduisons la notion de pronostic local de composant et précisons en quoi elle consiste. Des méthodes 
de pronostic sont présentées pour parvenir à une évaluation de l'état de santé des STMC et nous 
indiquons en quoi les pronostics peuvent fournir de l’information contribuant à l'aide à la décision en 
gestion de maintenance et de production.  
Nous détaillons ensuite la nature des informations produites par les pronostics locaux de 
composants. La notion de durée de vie utile résiduelle (Remaining Useful Life – RUL) est précisée. 
Comme il est difficile d’associer le RUL d’un STMC au RUL d’un seul de ces composants, il est 
nécessaire de définir une méthode permettant, à partir de pronostics locaux, d’évaluer l’aptitude d’un 
STMC à accomplir des tâches de production futures et de déterminer les interventions de maintenance 
devant être conduites pour pouvoir les accomplir. A notre connaissance, très peu de travaux traitent de 
ce type d’évaluation. Nous en discutons les points forts et les points faibles justifiant ainsi l’intérêt pour 
les développements présentés dans ce manuscrit consacrés à la définition d'une fonction de pronostic 
des STMC à partir des pronostics de leurs composants prenant en compte les incertitudes. Cette fonction 
consiste en une évaluation de l’aptitude d’un STMC à accomplir des tâches de production futures et en 
la détermination des interventions de maintenance devant être conduites pour pouvoir les accomplir. 
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1.2. Systèmes Techniques Multi-Composants 
Les besoins du marché de la consommation incitent les entreprises à investir dans des systèmes 
techniques de production afin d'obtenir les biens et services demandés. Dans ce contexte une grande 
importance est accordée à la fiabilité, à la productivité et à la rentabilité pour rendre les entreprises plus 
compétitives [Desforges, 2017]. De même, la transformation profonde de l'industrie accroît 
l'importance accordée à la fiabilité, à la productivité et à la rentabilité pour que les entreprises 
deviennent plus compétitives et flexibles. Par conséquent, l'un des principaux défis pour les entreprises 
est de maintenir leurs équipements au maximum de leur fiabilité, disponibilité, rentabilité et sécurité 
pour des coûts de maintenance les plus faibles [Tobon-Mejia, 2010 ; Brahimi, 2016]. 
La réduction des coûts de maintenance conduit les entreprises à adopter des stratégies de 
maintenance appropriées [Tobon-Mejia, 2010], mettant généralement en œuvre les concepts de 
Maintenance Conditionnelle CBM et PHM [Jardine, 2006 ; Scarf, 2007 ; Julka, 2011 ; Gucik-Derigny, 
2012]. 
Nous présentons donc les systèmes techniques qui font partie de ressources ou équipements de 
production de biens ou de service et les surveillances qui sont mises en œuvre sur ces systèmes 
concourant à l’optimisation de leur maintenance. 
 
1.2.1 Définition de STMC 
De nombreuses définitions sont proposées dans la littérature pour les systèmes techniques voire les 
systèmes complexes. Dans notre contexte, nous considérons un système tel qu’il peut être défini en 
ingénierie des systèmes en excluant le fait que des opérateurs humains soient considérés comme des 
composants du système. Nous considérons ici les opérateurs humains comme faisant parti de 
l’environnement du système avec lequel il interagit. Un système est composé de multiples entités ayant 
différentes propriétés, reliées entre elles de manière organisée, formant des structures différentes, 
chacune avec une fonction spécifique mais toutes avec un objectif commun assimilé à une fonction 
globale selon des critères prédéfinis de performance, de fiabilité et de sécurité [Murthy et 
Krishnamurthy, 2009]. Par conséquent, cette information sur l’organisation du système produite lors 
de sa phase de conception peut être capturée afin d’évaluer des indicateurs sur son état de santé. 
D'autre part, les composants d'un système technique peuvent ou non interagir entre eux, avec les 
humains et leur environnement [Zio, 2009]. Comme le comportement futur des humains et de 
l'ensemble de l'environnement d'un système technique est très difficile à prévoir [Nguyen, 2015a ; 
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Nguyen, 2015b], ceci justifie le fait que les opérateurs humains ne soient pas considérés comme des 
composants du système. En effet, dans le contexte de pronostic, objet des développements présentés 
dans ce manuscrit, l'accent est mis sur les informations techniques relatives à la disponibilité future du 
système et de ses composants. En fait, fournir des informations sur la disponibilité du système au côté 
organisationnel [Weber, 2010] constitue une information aidant la prise de décision dans les domaines 
de la production et de la maintenance [Desforges, 2017]. Nous préférons ici parler de STMC pour 
lesquels la quasi-totalité des relations entre leurs entités sont définies à partir des modèles ayant servi à 
leur développement par opposition aux systèmes de systèmes dans lesquels peuvent apparaître des 
relations ou des propriétés non prévues ou des systèmes complexes dans lesquels toutes les relations ne 
sont pas connues ou explicitées. 
Les systèmes techniques tels que nous les avons définis sont utilisés dans de très nombreux 
domaines comme le transport (camions, autocars, trains, métros, avions, bateaux), la production 
(machines-outils), l’énergie, etc. 
 
1.2.2 Surveillance des STMC 
Au cours de leur cycle de vie les STMC présentent une défaillance1 et même une panne2 du fait de 
la dégradation3 de leurs composants, ce qui ne leur permet pas d'assurer leur fonction requise [Gucik-
Derigny, 2012]. 
Lorsque le système fonctionne, une surveillance est nécessaire pour surveiller l'apparition et 
l'évolution dynamique d’une dégradation, suivre sa tendance et prévoir sa défaillance [Lee, 2014]. 
                                                   
 
1 Défaillance : correspond à une cessation de l’aptitude d’une entité à accomplir des fonctions requises. 
2 Panne : est l’inaptitude d’un système à accomplir une fonction requise. Une panne résulte toujours 
d’une défaillance. 
3 Dégradation : est la détérioration de l’opération d’une propriété. C’est un processus d’altération causée 
par des changements dans les propriétés structurelles inhérentes d’un système, affectant les performances 
présentes et futures de manière irréversible. 
���������������������������������������������� ���������������� ���
�
Pour cela, des systèmes de surveillance sont utilisés (systèmes d'acquisition de données autonomes, 
réseaux de capteurs, etc.) [Nguyen, 2015a] qui établissent l'état de santé de l'équipement, évaluent la 
dégradation du composant ou du système, déterminent sa disponibilité et définissent les interventions 
appropriées permettant de maintenir ou de restaurer la fonctionnalité requise [Ribot, 2009]. 
La grande variété de nouveaux capteurs, fiables et intelligents, a permis l'instrumentation du 
processus en temps réel tout au long du cycle de vie de l'équipement, afin de collecter des informations 
sur l'usure, la détection des fissures de fatigue, les dommages par impact, le délaminage de matériaux 
composites, de corrosion, etc. 
Les architectures utilisées pour surveiller et contrôler le système sont des plates-formes en réseau, 
supportées par les Technologies de l'Information et de la Communication (TIC), permettant 
l'interconnexion entre les éléments distribués et l'interface, entre le système et l'utilitaire d'aide à la 
décision en matière de maintenance [Dievart, 2010]. La structure prend l'information de 
l'environnement, de l'entrée et de la sortie du composant et fournit l'information résultante pour l’aide 
à la maintenance (voir Figure 1). Le traitement de ces données génère des symptômes qui contribuent 
au contrôle du fonctionnement des composants et à la construction d'indicateurs pour l’aide à la décision 
en maintenance [Dievart, 2010]. 
 
 
����������Principe de surveillance d’un composant pour l’aide à la maintenance�
La surveillance produit une alarme successive à la détection d’un défaut ou d’une faute à partir des 
mesures effectuées sur le système et de leur traitement. Une faute est un changement inattendu du 
comportement du système. La surveillance indique les changements de comportement et les 
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qui localise et détermine le type de défaut. A l’issue de cette phase l’isolation produit ce qui est appelé 
un symptôme. La phase suivante consiste à déterminer le composant qui est à l’origine du défaut. Puis, 
suit une phase d'identification du défaut, dont le but est de déterminer l'amplitude et le comportement 
du défaut dans le temps. Cet ensemble forme la fonction de diagnostic qui fournit des indicateurs sur 
l'état du système observé [Sikorska, 2010]. 
Il existe différents niveaux de surveillance des systèmes [Tinga, 2013]. Le niveau de surveillance 
le moins élaboré, consiste en des enregistrements de données telles que les durées de fonctionnement, 
les vitesses de rotation ou le nombre de démarrages ; il est assez facile à réaliser, mais fournit une 
quantité limitée d'informations pertinentes sur la dégradation du système, de sorte qu'un certain nombre 
de modèles et de calculs sont nécessaires. Le niveau de surveillance supérieur nécessite des capteurs 
pour mesurer la température, la pression, la tension, le courant électrique, la déformation… Les 
informations obtenues à partir de ces mesures évaluent la charge (sévérité de l’engagement) et l'état du 
composant. Elle est fréquemment utilisée dans des procédés de raffinage ou pour des turbines à gaz, 
caractérisant le processus thermodynamique et l'état du système [Tinga, 2013]. La surveillance de l'état 
requiert que des capteurs dédiés produisent, après des traitements pouvant être compliqués, une 
évaluation de l'état de dégradation.  
L'information de surveillance présente différentes natures, caractéristiques et qualités, qu’il 
s’agisse de la surveillance directe (l'état du système est entièrement observable) ou de la surveillance 
indirecte (l'état du système est partiellement observable ou non observable) [Jardine, 2006 ; Nguyen, 
2015a]. En ce qui concerne la qualité, nous soulignons la surveillance parfaite, dont l'information reflète 
fidèlement l'état de santé réel, avec des mesures directes (données sans bruit et correctes) ou indirectes 
(données traitées et synthétisées dans des indicateurs) [Christer et Wang, 1995 ; Grall, 2003 ; Huynh, 
2011 ; Khoury, 2012 ; Nguyen, 2015a] et une surveillance imparfaite, si l'état de santé n'est pas 
directement connu à partir des données obtenues, en raison de restrictions économiques, de limitations 
technologiques, d'accessibilité au système ou d'outils de surveillance… dans ces cas, des mesures 
bruitées ou sujettes à des perturbations sont générées, ce qui rend difficile la construction d'indicateurs 
et l’évaluation de la dégradation [Christer et Wang, 1995 ; Barros, 2003 ; Cadini, 2009 ; Pedergal et 
Carnero, 2009 ; Xu, 2009]. 
En ce qui concerne la sureté de fonctionnement, en fonction de la fréquence des observations, une 
distinction est faite entre la surveillance (presque) continue, qui vérifie l'état de santé du système à 
presque tout moment et déclenche une alarme dès qu'une condition anormale est détectée [Bérenguer, 
2003 ; Goffaux, 2009 ; Quattrocchi, 2009] et la surveillance discrète qui s'applique à certaines périodes 
d'inspection, en raison de limitations technologiques ou économiques. Coïncidant généralement avec 
les dates d'entretien préventif, une bonne planification est nécessaire [Gopalan et Simhan, 1992]. La 
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plupart de la documentation sur la maintenance conditionnelle est basée sur une surveillance discrète 
[Barata, 2002 ; Castanier, 2005 ; Nguyen, 2014 ; Huynh, 2015 ; Nguyen, 2015a]. 
Différentes méthodes ont été utilisées pour le surveillance et le diagnostic [Chiang, 2001 ; Zemouri, 
2003 ; Dievart, 2010], dont celles basées sur des modèles et celles basées sur des données (analyse des 
composants principaux, analyse discriminante de Fisher, moindres carrés partiels, analyse des 
variations canoniques), sur des analyses (analyse des observateurs, relations de parité) ou sur des 
connaissances (analyse causale, systèmes experts, reconnaissance des modèles, systèmes hybrides), etc. 
Les outils développés, eux, proviennent souvent du domaine de la fiabilité [Papadopoulos, 2003 ; Wu 
et Campion, 2004] ou de l'Intelligence Artificielle (IA) [Chen et Lee, 2002].  
Par conséquent, l'instrumentation des processus, la miniaturisation des composants, l'utilisation des 
réseaux de terrain, le développement des techniques de surveillance et les progrès significatifs de la 
puissance de calcul pour l'analyse des données ont permis à l'industrie de surveiller un large éventail 
de paramètres tels que l'humidité, le bruit, les vibrations… sur les STMC permettant d’établir un 
diagnostic et fournissant ainsi une aide à la maintenance pour prendre plus de décisions au niveau local 
sur les composants à maintenir et la nature des interventions [Dievart, 2010]. 
Dans la suite du manuscrit, nous présentons les besoins d’aide à la décision pour la planification 
de production et la gestion de maintenance.  
 
1.3. Aide à la gestion de maintenance et de 
production  
Afin de prendre des décisions concernant les maintenances à réaliser sur un STMC pour garantir 
une disponibilité satisfaisante, il faut fournir des indicateurs relatifs à sa santé. Le but des interventions 
de maintenance que ce soit des remplacements, des réparations, des entretiens… est de remettre le 
STMC dans un état de fonctionnent satisfaisant les besoins de réalisation des tâches de production après 
une défaillance ou de le maintenir dans un tel état [Jong-Ho et Hong-Bae, 2015]. Des interventions de 
maintenance peuvent être planifiées, en fonction des indicateurs qui évaluent l'état de santé du système 
ou du composant. 
En maintenance corrective, les interventions de maintenance sont entreprises après détection de la 
défaillance ou lorsque les limites d'exploitation spécifiées sont dépassées [Boulenger, 2008 ; El Koujok, 
2010 ; Jong-Ho et Hong-Bae, 2015]. Un avantage de ce type de maintenance est que les composants 
sont utilisés sur tout leur potentiel. Cependant, cela implique des arrêts imprévus, soudains et inattendus 
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de la production [Dievart, 2010]. Ces arrêts seront d’autant plus longs que les diagnostics seront 
difficiles à établir. Cette étape de diagnostic peut même être plus longue que les réparations ou les 
remplacements qui suivent. Ceci justifie l’intérêt du déploiement de fonctions de diagnostic sur les 
systèmes. 
En maintenance préventive systématique, les interventions de maintenance sont planifiées et 
exécutées selon un calendrier, un historique (en fonction du temps d’utilisation, de distance parcouru, 
de cycles effectués…). Elles sont définies pour prévenir la défaillance d'un composant pour des 
probabilités de défaillance jugées inacceptables [NFEN, 2001 ; Boulenger, 2008 ; Jong-Ho et Hong-
Bae, 2015]. La maintenance préventive systématique ne permet donc pas de supprimer totalement les 
défaillances mais elle en réduit le nombre. Les périodicités des interventions sont déterminées par 
l'expérience, par des recommandations du fabricant ou par des études statistiques sur les défaillances 
de composants conduisant à définir des grandeurs comme le temps moyen avant une défaillance (Mean 
Time To Failure - MTTF) ou encore le temps moyen entre deux défaillances (Mean Time Between 
Failures - MTBF) [Saxena, 2010] avec un pourcentage de risque admissible et l'hypothèse que 
l'équipement fonctionne dans des conditions déterministes et statiques. Ceci n’est que très rarement 
applicable aux STMC exploités dans des contextes industriels pouvant variés d’un site à l’autre. Un 
inconvénient de la maintenance systématique conditionnelle est que les interventions de maintenance 
menées dans ce cadre peuvent conduire à des remplacements de composants présentant encore un bon 
potentiel d’utilisation [Goh, 2006 ; Dievart, 2010 ; El Koujok, 2010]. 
Les développements en électronique et informatique ainsi que les développements des TIC a 
permis de déployer des équipements de surveillance avec leurs capteurs et les traitements des mesures 
à des coûts devenus plus abordables. Ces équipements permettent de surveiller et de diagnostiquer 
pendant la période d'utilisation l'état de fonctionnement. Cette évolution de la maintenance avec une 
approche plus proactive du phénomène de défaillance [Boulenger, 2008 ; Dievart, 2010] a permis de 
mettre en place des pratiques de maintenance préventive conditionnelle (CBM) dont les actions sont 
réalisées en fonction de l’état du système. La surveillance de cet état, appelé aussi Health Monitoring 
(HM), est un processus qui recueille des données sur le système voire son environnement en temps réel 
pour extraire les quantités représentatives du niveau de dégradation de l'équipement afin d’évaluer cet 
état mais aussi de prédire les défaillances [Jardine, 2006 ; Vachtsevanos, 2006]. Les traitements de HM 
définissent aussi les composants défectueux et peuvent effectuer des pronostics sous la forme 
d’estimation de la durée de vie utile résiduelle (RUL) [Lee, 2004]. Ainsi, ce n'est que lorsque l'état de 
santé du système approche un niveau pouvant conduire, avec trop de chances, à des situations non 
désirées voire redoutées que des interventions de maintenance sont programmées [NFEN, 20001 ; 
Jardine, 2006 ; Boulenger, 2008]. 
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Un programme de HM comprend trois étapes clés [Scarf, 2007 ; Dievart, 2010] : 
1. Acquisition de données : collecte d'informations pour obtenir des données pertinentes pour la 
santé du système. 
2. Traitement des données : gestion de l'information, pour gérer et analyser les données ou les 
signaux recueillis à l'étape 1 pour une meilleure compréhension et interprétation des données. 
3. Prise de décision en matière d'entretien : recommander des politiques d'entretien efficaces. 
Ainsi le HM, contribue au CBM en fournissant les indicateurs sur l’état de santé du système à partir 
desquelles les interventions de maintenance sont programmées [Wilkinson, 2004]. Ceci permet 
évidemment de tendre vers une meilleure utilisation des composants tout ayant un nombre restreint de 
défaillances [Nguyen, 2015a]. Ceci permet de réduire, par rapport à la maintenance préventive 
systématique, le nombre d’interventions en n’entreprenant que celles dont la nécessité est justifiée par 
les indicateurs fournis par le HM [Lee, 2014]. Malgré cela, près de 30 % des STMC ne bénéficient pas 
d'un système de HM parce que l'installation, la formation et l'utilisation d'équipements de surveillance 
ont un coût d'investissement élevé [Hashemian et Bean, 2015 ; Jong-Ho et Hong-Bae, 2015]. 
L’idéal serait évidemment des équipements non sujets aux défaillances. Malheureusement, cela est 
un idéal et à défaut de ne pouvoir empêcher les défaillances, l’enjeu consiste à les prévoir. C'est pour 
répondre à cet enjeu que le PHM a été proposé en complément du CBM comme une alternative 
proactive aux politiques de maintenance corrective et préventive systématique [Garga, 2001 ; El 
Koujok, 2010 ; Jong-Ho et Hong-Bae, 2015]. Le PHM est aussi appelé maintenance prédictive. 
Le PHM met en œuvre des moyens de surveillance, pouvant faire partie du HM, dont le but, en 
plus de celui du HM, consiste non seulement à évaluer les dégradations mais à en suivre l’évolution 
dans le but d’en établir les pronostics. Cette évolution fait ensuite l’objet d’extrapolation à l’aide de 
techniques permettant d’effectuer des prédictions dans le but d’estimer le RUL et en effectuant ces 
prédictions jusqu’à ce que des seuils de dégradations qui ne sont plus acceptables soient atteints [NFEN, 
2001 ; Boulenger, 2008]. L'avantage est bien de pouvoir détecter les anomalies et prévenir les pannes 
avant qu'elles ne se produisent et prévoir les réparations [Azam, 2002]. L’intérêt du PHM a donc crû 
dans les industries exploitant des processus dangereux, des équipements très coûteux ou primordiaux 
pour la production, la qualité ou la sécurité [El Koujok, 2010]. De plus, compte tenu des interactions 
entre les composants, il y a des économies rendues possibles par l’inclusion d’interventions de 
maintenance sur des composants, lors des arrêts programmés pour les composants, dont les RUL 
indiquent que le STMC n’est pas apte à effectuer les futures tâches de production dans de bonnes 
conditions [Hu, 2012]. 
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Cependant, de nombreux travaux traitant du PHM concentrent l’estimation des RUL au niveau 
d’un ou quelques composants de l’équipement (roulement, engrenage, arbre, pompe, alternateur, 
batterie). Ces indicateurs sur l’état de santé du système ne couvrent donc pas tous les niveaux de 
décomposition tels qu’ils peuvent être considérés en phase de développement (composants, fonctions, 
sous-systèmes…) [Kossiakoff, 2011]. Cela ne permet qu’une évaluation partielle de l’état de santé futur 
d’un STMC [Roemer, 2007 ; Ribot, 2009 ; El Koujok, 2010 ; Tobon-Mejia, 2010 ; Desforges, 2017].  
Les relations entre les nombreuses entités d’un STMC sont également peu considérées. Ces 
relations peuvent induire la prise en compte d’états, notamment pour les composants, qu’il n’y aurait 
pas besoin de considérer si l’entité était considérée isolément. En effet, les modèles proposés sont 
souvent conçus pour évaluer la probabilité d’un état de défaillance spécifique d'un composant ou 
d’estimer la durée d’utilisation restante avant cet état de défaillance sans considérer les interactions 
avec d'autres entités du STMC [Hu, 2012]. 
 
1.4. Pronostic et évaluation de l'état de santé 
Pour améliorer la disponibilité des équipements, il est nécessaire de mettre en œuvre une gestion 
de maintenance qui planifie les interventions en fonction d’indicateurs permettant de prévoir le temps 
d’utilisation restant avant que les niveaux des différentes dégradations suivies n’atteignent des seuils 
jugés inacceptables. Cette prédiction a notamment pour but de pouvoir anticiper des décisions relatives 
aux placements de tâches de production et interventions de maintenance permettant de réduire les temps 
d'arrêt, de mieux gérer les stocks de pièces de rechange, de réduire les coûts de maintenance, de réduire 
le nombre d’arrêts imprévus. 
A cette fin, une partie des moyens à mettre en œuvre pour le PHM ont pour but d’évaluer l'état de 
santé actuel et futur du STMC dont le RUL. 
 
1.4.1 Évaluation de l'état de santé de STMC 
Les composants des systèmes industriels subissent des dégradations ou des détériorations lors de 
leur utilisation pouvant impacter des propriétés, des caractéristiques ou des performances nécessaires 
pour répondre à des besoins lors de la production de biens ou de services. L'évolution de la dégradation 
de ces caractéristiques est reflétée dans les informations de surveillance fournies par les capteurs, dont 
les mesures sont traitées pour extraire les quantités représentatives du niveau de dégradation de 
l'équipement [Jardine, 2006 ; Vachtsevanos, 2006]. Sur la Figure 2, il est montré un processus de 
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dégradation de la défaillance d'une machine, où le début d'un défaut continue d'évoluer jusqu'à atteindre 
un état critique qui provoque la défaillance de la machine [Medjaher, 2014 ; Lee, 2014]. 











Figure 2. Initiation et évolution d’une dégradation 
 
L'évaluation de l'état de santé peut être effectuée en ligne et consiste à donner une estimation de 
l'état du composant (nominal, dégradation, défaillance) à tout moment (voir Figure 3) [Medjaher, 2014]. 
 
 
Figure 3. Evolution de l’état de santé du composant : représentation par un ensemble de caractéristiques 
(à gauche) et  par un indicateur de santé (à droite) 
 
Le diagnostic et le pronostic sont des processus permettant d'évaluer l'état de santé d'un système. 
Le diagnostic informe sur l’état de santé présent et, notamment, de la présence de défaut voire de 
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consiste à évaluer l'état de santé futur, à prédire si des défaillances sont à envisager lors des prochains 
engagements du STMC en production. Cela peut consister à estimer le RUL ou encore évaluer la 
probabilité voire les chances (pour être plus générique) que ces défaillances se produisent lors des 
prochains engagements de production [Lee, 2014]. 
La surveillance des phénomènes d’intérêt traduisant les défauts et les dégradations par 
l’intermédiaire de mesures traitées doit être effectuée en temps réel. Cette surveillance alimente la 
fonction de diagnostic suite à l’apparition de défauts et les données élaborées sur les dégradations 
alimentent la fonction pronostic. Ces deux fonctions fournissent ensuite les indicateurs de santé (Health 
Indicator – HI) du STMC utilisés pour l’aide à la décision tant pour la gestion de maintenance que pour 
la gestion de production. 
Le projet OSA-CBM (Open System Architecture - Condition Based Maintenance) dont le but est 
la définition d’une architecture de système ouverte pour la maintenance conditionnelle, a été créé pour 
fournir un point de référence garantissant la communication entre le STMC, le système de surveillance, 
le diagnostic, le pronostic et les différents aspects d’intérêt en maintenance industrielle [Provan, 2003 ; 
Dievart, 2010 ; Holmberg, 2010]. 
Les systèmes de PHM peuvent être réalisés selon l’architecture OSA-CBM consistant en sept 
couches fonctionnelles comme cela est présenté sur la Figure 4 [norme OSA-CBM ; norme ISO-13374] 
qui permettent la configuration de la maintenance conditionnelle d'un STMC [Swearingen, 2007 ; El 
Koujok, 2010 ; Lamoureux, 2014 ; Brahimi, 2016]. Ces modules sont : 
• L’acquisition de données d'entrée (DA) qui est la couche la plus proche des processus. Elle 
fournit des données numériques à partir de capteurs ou transducteurs, l'acquisition vise à transformer 
un stimulus en signal électrique.  
• La manipulation de données (DM) est la couche qui traite les signaux de la couche DA qui lui 
sont envoyés afin d’extraire les indicateurs de santé ou de dégradation HI, précurseurs de l'apparition 
de défaillances. Ces indicateurs peuvent être traités séparément ou fusionnés avec d'autres indicateurs 
afin d'obtenir de nouveaux indicateurs représentatifs de la santé du système. 
• La détection d'état (SD) est la couche qui extrait les données des couches DA et DM, pour les 
traiter afin de construire les HI, afin de fournir une estimation de l'état de santé actuel du système, ceux-
ci sont comparés aux valeurs limites prédéfinies et lorsque les limites sont franchies, des alarmes et des 
symptômes sont générés. 
• L’évaluation de la santé ou diagnostic (HA) est la couche qui reçoit des données de la couche 
SD et d’autres couches afin de déterminer si l'état actuel du système surveillé se dégrade ou passe dans 
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un état défaillant, si oui, un diagnostic est généré sur une ou plusieurs conditions de défaillance 
associées à un niveau de confiance. Le diagnostic tient compte de l'évolution de la tendance en fonction 
de la charge, de l'état de fonctionnement et de l'historique de maintenance et met en œuvre un processus 
de diagnostic pour détecter, localiser et identifier le composant défectueux. 
• Prédictions (P) est la couche qui, selon l'approche utilisée, peut recevoir les données de toutes 
les couches précédentes. Son objectif est de projeter l'état de santé actuel du système dans le futur, en 
tenant compte des engagements futurs que l'équipement doit accomplir ; elle définit les RUL ou les 
probabilités d’atteindre des niveaux de dégradations ne permettant pas d’assurer les futures tâches de 
production dans un intervalle de confiance qui permet de suivre l'état du système. 
• La couche d'aide à la décision génère des recommandations pour aider le personnel de 
maintenance dans la mise en œuvre des interventions pour que le système soit dans un état satisfaisant 
les besoins des engagements futurs. 
• La couche de présentation est l'interface entre le système de CBM et les opérateurs humains, 








Pour le développement du PHM, deux systèmes qui interagissent avec le système hôte peuvent être 
identifiés dans ces couches fonctionnelles [Jamshidi, 2011] : le système de surveillance de la santé 
(HM) et le système de gestion de la santé (HG) (voir Figure 4). Dans le HM, deux sous-systèmes sont 
distingués : le sous-système d'extraction des HI et le sous-système de traitement des HI [Lamoureux, 
2014 ; Brahimi, 2016]. 
Le STMC interagit avec le HM par le biais d'une combinaison de capteurs et de modules de 
traitement données. Le HM communique avec le HG par le biais de rapports sur l'état de santé du STMC 
et de messages destinés aux opérateurs de maintenance. L'architecture du système surveillé est 
présentée dans la Figure 5 [Lamoureux, 2014]. 
  
Evaluation de la santé




Evaluation de la santé
Pronostic























Cette architecture fournit une organisation fonctionnelle pour la mise en œuvre des traitements 
nécessaires aux CBM et PHM [Lebold et Thurston, 2001].  
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Le terme pronostic est basé sur le mot grec "progignôskein" qui signifie "connaître à l'avance" 
[Dievart, 2010 ; Medjaher, 2012]. De nombreuses définitions du pronostic sont données dans la 
littérature [Lebold et Thurston, 2001 ; Byington, 2002 ; Wang, 2004 ; Vachtsevanos, 2006 ; Muller, 
2008 ; Ribot, 2009]. Cependant, dans le contexte de la gestion de la santé des systèmes techniques, le 
pronostic peut être défini comme « l'estimation fiable de l'état de performance futur d'un système, basée 
sur une évaluation continue de la santé, basée sur des observations directes ou indirectes de la 
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pronostic de systèmes le définisse comme étant l'estimation de la durée de vie utile restante d'un 
composant critique du système en question, ou au temps restant avant qu'une ou plusieurs défaillances 
ne se produisent [Scarf, 2007 ; Le Son, 2013], ou à la définition de l’instant auquel il ne remplira plus 
sa fonction avec succès et devra être remplacé [Engel, 2000]. 
Seuls quelques articles abordent le pronostic comme étant l’évaluation des chances (pour être plus 
générique que la probabilité) qu'un système fonctionne sans défaillance pendant une durée donnée 
[Farrar, 2003 ; Lin et Makis, 2003 ; Desforges, 2017]. C’est-à-dire qu’il puisse accomplir les tâches de 
production futures conformément aux attentes liées à ces tâches. 
Le pronostic n'est pas une fin en soi, il doit conduire à une meilleure planification des actions de 
maintenance [Ribot, 2009], et nécessite pour cela le développement d'un processus décisionnel pour 
prendre en compte les indicateurs qu’il fournit [Mathur, 2001] sans compromettre l'intégrité des 
équipements, des personnes et de l'environnement. 
 
1.5. Méthodes de pronostic 
L'importance du pronostic et de la maturité des technologies pour la surveillance a fait l'objet de 
nombreux travaux contribuant au développement d’un large éventail de méthodes et d'outils pour le 
pronostic de défaillance [Hu, 2012]. 
Les méthodes de pronostic diffèrent généralement selon le type d'applications considéré, tandis que 
les outils mis en œuvre dépendent principalement de la nature des données et des connaissances 
disponibles pour construire un modèle de comportement du système incluant le phénomène de 
dégradation. 
Ces méthodes et outils peuvent être regroupés dans une classification pyramidale [Lebold et Thurston, 
2001 ; Vachtsevanos, 2006 ; Tinga, 2013] qui organise les approches en fonction de leur domaine 
d'application et des critères de complexité, du coût de mise en œuvre et de la précision des résultats 
obtenus [Heng, 2009 ; Muller, 2008]. Les approches de pronostic actuelles sont généralement classées 
en trois catégories [Vachtsevanos, 2006] : approches basées sur l'expérience, approches guidées par les 
données et approches basées sur des modèles physiques [Tobon-Mejia, 2010]. Des pronostics hybrides 
sont aussi utilisés combinant les deux dernières approches [Lee, 2006], en ajustant les paramètres et en 
actualisant les résultats pour obtenir une meilleure précision des pronostics [Medjaher, 2012]. Sur la 
Figure 6, les trois types d’approches de pronostic basées sur les différents niveaux de connaissances 
disponibles sont illustrés [El Koujok, 2010 ; Medjaher, 2012]. Dans cette représentation, les méthodes 
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sont organisées en niveaux de précision croissant, mais au prix d'une complexité et de coûts de 
développement plus élevés. 
 
Figure 6. Classification des méthodes de pronostic 
 
De haut en bas, le premier niveau est caractérisé par la présence de capteurs dans le système. En 
fonction de la qualité et de la quantité de capteurs, il est possible d'obtenir en ligne des informations sur 
l'état du système (données enregistrées, mesures, messages, alarmes, etc.). Le deuxième niveau est 
caractérisé par un modèle de prévision basé sur la disponibilité des connaissances qui décrit l'évolution 
de l'état de dégradation du système. Le troisième niveau est caractérisé par l'absence de capteurs et les 
méthodes sont basées uniquement sur l'expérience. 
Cette classification des méthodes pour le pronostic est identique à celle des méthodes pour le 
diagnostic, le choix d'utiliser l'une de ces approches dépend des données disponibles qui peuvent être 
fournies en tant qu'entrée à la fonction pronostic [Muller, 2005]. Chacune de ces approches est décrite 
dans les sections suivantes. 
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- Modèles d’estimation 
- Capteurs disponibles
Raisonnement à base de modèles
Algorithmes de traitement du signal
- Modèles fiabilistes, modèles statistiques 
- Pas de Capteurs disponibles
Reconnaissance des formes, 
logique floue, réseaux de neurones, ... 
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1.5.1 Pronostic basé sur les modèles 
Dans les approches basées sur un modèle (ou physique de la défaillance), chaque composant 
physique et son phénomène de dégradation est représenté par un modèle mathématique, le modèle 
dérivé est utilisé pour prédire l'évolution future de la dégradation jusqu'au seuil pour lequel les chances 
de défaillance sont considérées comme trop importantes [Chelidze, 2002 ; Luo, 2003 ; Valentin, 2003 ; 
Kirkland, 2004 ; Vachtsevanos, 2006 ; El Koujok, 2010]. 
Une fois qu'un modèle physique du mécanisme de défaillance est disponible, et basé sur la 
connaissance des propriétés du composant (état réel de détérioration) et des charges locales représentant 
la sévérité des sollicitations, il faut déterminer le RUL du composant à partir d’outils permettant 
d’effectuer des extrapolations. Ces extrapolations sont effectuées soit jusqu’à ce que son niveau prévu 
atteigne le seuil pour lequel la dégradation est à un niveau tel que les chances de défaillance sont 
considérées comme trop importantes soit pour une durée d’utilisation prévue correspondant aux tâches 
de production à réaliser pour laquelle le niveau de dégradation qui devrait être atteint est alors estimé 
ainsi que les chances que ce niveau de dégradation entraîne une défaillance. 
Les modèles physiques sont construits à partir des connaissances disponibles sur les mécanismes 
de défaillance de l'équipement surveillé.  
 
1.5.2 Pronostic basé sur les données 
L'approche de pronostic basée sur les données consiste à transformer les données de surveillance 
en des modèles de comportement fiables des dégradations [Wang et Vachtsevanos, 1999]. 
Le principe de cette approche est de collecter des informations, dont la plupart sont des données 
fournies par les capteurs installés dans le système et de les projeter pour prédire l'évolution future des 
paramètres ou des caractéristiques et ainsi prédire les défaillances possibles [Medjader, 2012]. C’est 
utile dans les cas où les observations sont disponibles mais où il n'y a pas encore une connaissance 
physique de la nature des dégradations que peut subir le système. 
Les approches de pronostic basées sur les données utilisent les principes des méthodes d'estimation 
en ligne et les méthodes d'apprentissage (méthodes de suivi des tendances) [Schwabacher et Goebel, 
2007 ; Yang, 2016 ; Haque, 2018]. 
Les modèles de pronostic considérés dans ces approches sont basés sur des estimateurs (estimateurs 
d'état, estimateurs de paramètres) qui sont obtenus à partir d'observations en ligne et de l'historique des 
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défauts (identification des modèles de défauts) en utilisant des techniques d'apprentissage (réseaux de 
neurones artificiels) ou en identifiant des paramètres à partir d'estimateurs classiques. Ceux-ci 
minimisent la différence entre une structure de modèle de référence de ce paramètre significatif et les 
mesures obtenues des capteurs à un moment donné, afin d'évaluer l'état de dégradation du système et 
d'estimer le RUL [Roemer, 2005]. 
La mise en œuvre de cette approche nécessite de disposer de données de basculement fiables entre 
les hypothèses d’absence et de présence de la dégradation et que les caractéristiques des grandeurs 
évaluées à cet effet restent inchangées lors de la vie du composant ou bien évoluent de façon déterminée 
en fonction de son état. 
La plupart des outils de modélisation utilisés dans cette approche sont : les réseaux bayésiens 
dynamiques, les modèles de régression linéaires ou non-linéaires, les réseaux de neurones artificiels, 
les filtres de Kalman, les filtres à particules, les processus stochastiques et modèles de fiabilité [El 
Koujok, 2010 ; Sikorska, 2011 ; Tobon-Mejia, 2012]. 
 
1.5.3 Pronostic basé sur l'expérience 
L'approche basée sur l'expérience trouve son origine dans le domaine de la fiabilité. Elle est 
relativement simple à mettre en œuvre mais nécessite des données issues d’historiques ou de retours 
d'expériences sur le nombre de défaillances détectées, de composants remplacés, réparés, etc.  
Ces modèles sont mis en œuvre lorsqu'il n'y a pas de modèle physique connu ou lorsqu'il est trop 
complexe et qu'il n'y a pas de dispositif de surveillance des dégradations [Byington, 2002]. 
Cette approche utilise des outils probabilistes ou stochastiques sur la dégradation, le cycle de vie 
des composants, en tenant compte des données et des connaissances accumulées par expérience dans 
le comportement du composant étudié [Dievart, 2010], pendant toute la période d'exploitation du 
système industriel [El Koujok, 2010 ; Khelif, 2015].  
Une relation numérique est nécessaire pour décrire les données. Les familles de distributions de 
probabilité, les distributions normales, les distributions exponentielles, les distributions de Weibull… 
sont utilisées pour définir les probabilités de défaillance en fonction de durées d’utilisation, de nombres 
de cycles, de distances parcourues… Ces probabilités peuvent également être issues de modèles ou de 
processus stochastiques (chaînes de Markov, réseaux de Petri stochastiques et simulation de Monte-
Carlo) que les données recueillies ont permis d’identifier.  
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La mise en œuvre de ce type d'approche n’est possible qu’à condition qu'il y ait suffisamment de 
données historiques disponibles provenant de processus de rétroaction (comme des retours 
d’expériences après des interventions de maintenance devant supprimer des défaillances) ou d'une 
expérience suffisante. Selon [Dievart, 2010], ce type d’approches est particulièrement adapté aux 
systèmes complexes produits en nombre suffisant dont la modélisation physique est quasiment 
impossible et/ou dont les indicateurs de dégradation sont trop sensibles aux changements de conditions 
d'exploitation.  
Par conséquent, cette approche ne peut pas être appliquée dans le cas de nouveaux systèmes pour 
lesquels il n'existe pas de données de retour d’expériences ou de systèmes produits en quelques 
exemplaires ou à l’unité. L'autre type de problème est que, dans la plupart des cas, il est nécessaire de 
filtrer et de prétraiter les données pour en extraire les caractéristiques utiles [El Koujok, 2010]. 
En conditions réelles d'utilisation, les changements dans la fiabilité ou la dégradation d'un 
composant sont influencés par un ensemble de paramètres, l'environnement (température, humidité...) 
ou le mode de fonctionnement de l'équipement (charges de travail, vitesses constantes ou variables...), 
dans ces cas, il est très difficile de déterminer une relation numérique précise. Cependant, dans les 
systèmes réalisés en nombre suffisant des nombreuses données sont recueillies et des processus de data 
mining peuvent être effectués pour prendre en compte des données liées à la sévérité des engagements. 
Le résultat fourni à l'utilisateur ou à la fonction d'aide à la décision diffère également selon le type 
de connaissances utilisées [Dievart, 2010]. Le pronostic basé sur les données fournit le même type de 
résultat que le pronostic basé sur un modèle, c'est-à-dire un RUL, tandis que la prévision basée sur 
l'expérience renvoie un résultat relatif à la fiabilité sur le terrain, c'est-à-dire un MTBF, un MTTF ou 
une probabilité de défaillance sur un horizon temporel d’utilisation donné. 
 
1.5.4 Pronostic de système et insuffisance actuelle  
Très peu d’études considèrent la notion d'évaluation de l’état de santé de STMC pourtant requise 
pour le PHM bien que l’intérêt pour cela soit mentionné dans quelques travaux.  
Muller et al. ont proposé le déploiement d'un processus de prévision dans une architecture de e-
maintenance [Muller, 2008]. Cette intégration dans l'architecture est effectuée élément par élément et 
fournit une aide à la décision pour la planification de la maintenance en fonction des conditions de santé 
des composants, mais la proposition ne permet pas d’évaluer la fiabilité du système lors de l’exécution 
des tâches de production planifiées. Dans [Voisin, 2010], un processus métier générique de pronostic 
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est défini et, bien que cette étude mentionne l’intérêt d’un processus permettant de combiner les RUL 
et leurs imprécisions, ce processus n’est pas décrit et donc le pronostic du STMC non plus. 
Peu de travaux portent sur l’évaluation de la fiabilité de STMC en fonction du pronostic de leurs 
composants. Par exemple, une méthode de pronostic basée sur un modèle hiérarchique bayésien pour 
une turbine à gaz est proposée dans [Zaidan, 2015]. Elle conduit à déterminer le RUL et sa distribution 
d’une turbine, considérée comme un composant à l'échelle de l'aéronef, sans tenir compte des 
différentes fonctions mises en œuvre par la turbine. 
Dans [Feng, 2014], les pronostics locaux sont utilisés pour évaluer les probabilités de succès de 
tâches futures (vols) planifiées assignées aux systèmes (aéronefs). Cependant, les systèmes sont 
considérés comme un ensemble de modules remplaçables en ligne (composants) pour lesquels les RUL 
sont connues. L’étude porte sur l'optimisation d’une politique CBM et le système est considéré comme 
un ensemble de composants pour lequel si un composant est défaillant alors le système ne peut assurer 
la tâche de production. Si ceci est suffisamment pertinent pour une étude portant sur l’optimisation 
d’une politique de CBM, elle ne l’est que peu pour l’évaluation de la santé d’un système technique. 
Ces études que nous venons de lister omettent que l’une des raisons d’exister du système est de 
produire des biens ou des services. Il est donc important de considérer en plus des aspects relatifs à la 
maintenance ceux relatifs à la production. En effet, il est intéressant de planifier conjointement la 
production et la maintenance dans le but d’améliorer des indicateurs de performance plus globaux à 
l’organisation ou l’entreprise que ceux spécifiques à la gestion de maintenance et ceux spécifiques à la 
gestion de production d’autant plus que ces deux activités planifient des activités sur les mêmes 
équipements de production pouvant conduite à des situations de conflit [Coudert, 2002].  
Dans [Desforges, 2017], une modélisation de systèmes multi-composants basée sur des réseaux 
bayésiens orientés objets est proposée. À partir des pronostics locaux des composants pour lesquels les 
RUL sont connus, des indicateurs d’aide à la décision pour la gestion de la maintenance et de la 
production sont calculés. Ces indicateurs sont des probabilités de défaillance des fonctions du système 
lors de l’exécution des tâches planifiées et des composants à maintenir. Aider à la décision pour la 
planification de la maintenance et de la production signifie disposer d’outils de modélisation et de 
traitement pour fournir des indicateurs de santé à partir de pronostics locaux de composants pour fournir 
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1.6. Conclusion 
L'hétérogénéité des composants d'un STMC et les connaissances disponibles sur chaque 
composant, font que les méthodes de pronostic peuvent être déployées de façon différente d’un 
composant à l’autre et sont cependant nécessaires pour surveiller et analyser l'état de santé de chaque 
composant pour permettre une meilleure gestion de la maintenance préventive conditionnelle mais aussi 
de la gestion de production en prévoyant à l’avance les séquences de tâches que la machine peut 
accomplir. En effet, il est intéressant de planifier conjointement la production et la maintenance dans 
le but d’améliorer des indicateurs de performances plus globaux à l’organisation ou l’entreprise que 
ceux spécifiques à la gestion de maintenance et ceux spécifiques à la gestion de production d’autant 
plus que ces deux activités planifient des activités sur les mêmes équipements de production [Coudert, 
2002]. 
Cependant l’information contenue dans l’ensemble des HI fournis par les HM de chaque 
composant ne constituent pas forcément une indication pertinente quant à l’aptitude d’un STMC à 
accomplir des futures tâches de production tout comme pour définir les composants nécessitant des 
maintenances. Il faut également tenir compte de la façon dont est construit le STMC qui peut être 
traduite par les relations entre ses différentes entités. Ces relations doivent permettre d’inférer à partir 
des HI pour définir cette aptitude et les maintenances de composants les plus pertinentes. Les données 
de pronostic fournies pour un composant sont appelées « pronostics locaux » quelle que soit sa 
« complexité » et quel que soit le nombre de dégradations suivies. Cette modélisation des STMC pour 
déterminer leur aptitude à accomplir des futures tâches de production et les maintenances nécessaires 




















Chapitre 2 : Modèle d'évaluation de 
la fiabilité d'un STMC 
Chapitre 2 : Modèle d'évaluation de la fiabilité d'un STMC 29 
 
2.1. Introduction 
Afin d’améliorer les performances des organisations produisant des biens ou des services à l’aide 
de ressources techniques, il convient de fournir des indications sur la capacité des ressources à 
accomplir des tâches de production et des maintenances auxquelles elles doivent être soumises. Ces 
indications peuvent être obtenues à partir d’une évaluation de la santé actuelle et future des ressources 
techniques [Desforges, 2017]. Pour obtenir cette évaluation adaptée à un STMC d’intérêt, il est 
nécessaire d’en faire un modèle. 
Le but de ce chapitre est de déterminer un formalisme qui permette à la Fonction Générique 
Proposée (FGP) d’être adapté à un STMC donné, grâce à une modélisation, pour évaluer son aptitude 
à accomplir des tâches de production et définir les maintenances pouvant s’avérer nécessaires. Pour 
cela, il est nécessaire d’identifier les différentes entités d’un STMC, leurs états présentant un intérêt 
pour cette évaluation ainsi que les différents types de relations entre les états et les entités.  
Cette évaluation consiste en fait à définir si le STMC sera encore en mesure d’accomplir la dernière 
tâche planifiée dans des conditions opérationnelles satisfaisant les besoins de réalisation de l’ensemble 
des tâches planifiées. Ceci revient de fait en une sorte d’évaluation de la future fiabilité du STMC. À 
cette fin, nous avons étudié les méthodes usuelles d’évaluation quantitative de la fiabilité de systèmes 
[Medina-Oliva, 2009], comme les réseaux de Petri stochastiques, les arbres de défaillance, les chaînes 
de Markov et les réseaux bayésiens.  
Nous avons retenu une modélisation basée sur les Réseaux Bayésiens (BN). Ils permettent, entre 
autres caractéristiques ayant guidé notre choix, de représenter les différents états des entités d’un 
système et, en fonction de ces états, le très grand nombre d’états différents dans lesquels peut être un 
STMC.  
La modélisation du STMC en vue de l’adaptation de la FGP, nécessite des connaissances sur la 
façon dont les entités du STMC sont organisées. Cette connaissance peut être extraite à partir des 
nombreux modèles établis lors de la phase de développement du système. Ces connaissances sont 
usuellement classées en trois catégories : les connaissances structurelles, les connaissances 
fonctionnelles et les connaissances comportementales. 
A partir de ces connaissances, nous avons identifié, de manière pouvant être non-exhaustive, des 
types d’entités que nous appelons « patterns » pour lesquels nous avons proposé des inférences 
exposées dans le chapitre 3. 
 
Chapitre 2 : Modèle d'évaluation de la fiabilité d'un STMC 30 
 
2.2. Outils de modélisation de STMC 
Plusieurs méthodes et outils permettent de représenter un système technique pour en analyser la 
fiabilité. Nombreuses sont celles faisant l’objet de normes [IEC61508, 2000 ; ISA, 2002 ; IEC61511, 
2004 ; IEC61025, 2006]. Parmi ces méthodes et outils [Bobbio, 2001], nous trouvons des méthodes 
permettant une caractérisation quantitative de la fiabilité : les arbres de défaillance [Volkanovski, 
2009], les réseaux bayésiens [Simon, 2007], les Réseaux de Petri stochastiques (Petri Nets – PN) 
associés à des simulations de Monte-Carlo [Weber et Jouffe, 2006 ; Ballal et Lewis, 2009] et les 
Chaînes de Markov (Markov Chains - MC) [Billon, 2014]. Ces méthodes et outils sont encore largement 
utilisés par les ingénieurs en fiabilité [Muller, 2008 ; Jacob, 2014]. Cependant, d’autres méthodes ont 
été développées permettant également d’effectuer des analyses quantitatives de systèmes techniques. 
Elles mettent en œuvre des outils comme des réseaux de neurones artificiels, des filtres à particules, 
des filtres de Kalman, des analyses de tendance et des régressions [Luo, 2003 ; Mosallan et Soualhi, 
2012]. 
Nous ne présentons pas toutes ces méthodes et outils. Nous nous sommes intéressés à celle 
permettant de fournir non seulement une indication quantitative sur la fiabilité du système mais aussi 
sur celle de ces entités. 
 
2.2.1 Les arbres de défaillances 
La méthode des arbres de défaillances (Fault Tree - FT) [Volkanovski, 2009], développée dans les 
laboratoires Bell en 1962 par H.A. Watson, est basée sur des arbres où les nœuds représentent les 
relations entre les événements ou causes qui sont représentées par les feuilles au moyen d’opérateurs 
logique « Et » et « Ou » dont le but est de modéliser la propagation de défaillances dans les systèmes 
et de déterminer les probabilités des combinaisons conduisant à des événements redoutés [Jacob, 2014]. 
La fiabilité du système est modélisée à l’aide des hypothèses suivantes : 
a) Les entités représentées n’ont que deux états possibles et peuvent donc être représentées par une 
variable booléenne indiquant leur défaillance ou leur bon fonctionnement,  
b) Les événements élémentaires conduisant aux défaillances des entités sont considérés comme 
indépendants et les probabilités de défaillance des composants sont statistiquement indépendantes. 
A chaque FT, la racine correspond une situation dont les conséquences sont indésirables voire 
redoutées [Jacob, 2014].  
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L’analyse permet également de définir la combinaison minimale d’événements internes ou à 
l’ensemble de coupes minimales (minimal cut set - mcs) menant à la situation redoutée. Ensuite, à l’aide 
des probabilités de défaillances de chaque feuille, la probabilité d’occurrence de l’événement redouté 
pour chaque mcs peut être calculée. C’est pourquoi les FT sont utilisés dans les processus de diagnostic 
mais aussi en analyse de fiabilité afin d’évaluer la sécurité ou la sûreté d’un système pour 
éventuellement en améliorer l’architecture, choisir des composants plus fiables ou introduire des 
redondances notamment par le non-respect de l’hypothèse (b). 
 
2.2.2 Réseaux de Petri stochastiques et simulation de 
Monte-Carlo 
Les Réseaux de Petri (RdP) stochastiques associés à des simulations de Monte-Carlo sont souvent 
utilisées pour la modélisation de la fiabilité des systèmes [Cardoso, 1999 ; Nourelfath et Dutuit, 2004 ; 
Ballal et Lewis, 2009 ; IEC 60300-3-1], mais aussi en diagnostic et pour la prévention des défaillances 
de machines [Ballal, 2007].  
Un RdP est un graphe orienté (P, T, I, O) où : P est un ensemble fini de places, représentées par 
des cercles et où chaque place correspond à un état particulier du système. T est l’ensemble fini des 
transitions, qui sont représentées par des barres. Des jetons sont utilisés pour simuler le comportement 
dynamique par des passages d’un état à un autre en fonction de la validation des transitions. I est 
l’ensemble fini des arcs allant d’une place à une transition, O est l’ensemble fini des arcs allant d’une 
transition à une place. Une transition admet au moins un arc appartenant à I et un arc appartenant à O 
[David et Alla, 1998]. 
Dans un réseau Petri stochastique les transitions sont réalisées selon des probabilités autorisant les 
jetons à changer d’état. Dans les simulations de Monte-Carlo, les probabilités des transitions sont 
définies. Pour chaque transition, un tirage aléatoire est effectué en fonction de cette probabilité pour 
déterminer si la transition est réalisée ou non. Le grand nombre de cycles dans les simulations permet 
de déterminer, un taux d’occupation par des jetons de l’ensemble des places représentant des valeurs 
approchées de ce que sont les probabilités que le système soit dans les différents états représentés par 
les places en partant d’une ou plusieurs places données (initialement marquée par les jetons). 
L’un des problèmes des réseaux de Petri stochastiques associés à des simulations de Monte-Carlo 
est lié au besoin d’exécution d’un grand nombre de cycles de simulations pour obtenir des valeurs 
suffisamment approchées des probabilités pour être dans les états représentés par les places du réseau. 
Les chaînes de Markov forment une approche plus directe pour obtenir ces résultats. 
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2.2.3 Les chaînes de Markov 
Les chaînes de Markov (MC) sont une méthode également appropriée pour quantifier la fiabilité 
d’un système [Billington et Allan, 1983 ; Billon, 2014]. Les MC sont régulièrement  utilisées dans le 
domaine de la fiabilité et la maintenance [Norris, 1998 ; Guo, 2010 ; Lisnianski et Frenkel, 2012]. Les 
MC peuvent modéliser les processus stochastiques dépendant de variables aléatoires [Iung, 2008]. Les 
MC sont également représentés par des graphes orientés où les nœuds correspondent à l’ensemble fini 
des états distincts du système et les arcs sont pondérés par les probabilités (les variables aléatoires) de 
transition entre deux états. Il n’y a pas d’arc entre deux états si cette probabilité est nulle. Les places 
n’étant pas pondérées, un graphe de Markov peut donc être représenté mathématiquement par une 
matrice d’adjacence comportant les valeurs des arcs. C’est à partir de cette matrice que les probabilités 
des différents états, en partant d’états donnés, sont déterminées par calcul permettant un gain de temps 
dans l’obtention des résultats par rapport à un réseau de Petri stochastique et des simulations de Monte-
Carlo. 
 
2.2.4 Les réseaux bayésiens 
Les réseaux bayésiens (BN) sont des graphes orientés acycliques [Neapolitan, 2003 ; Medina-
Oliva, 2009]. Un BN G est défini par : G = ((N, A), P), où (N, A) représente le graphe orienté avec N 
l’ensemble des nœuds, A l’ensemble des arcs et où P représente l'ensemble des distributions de 
probabilité associées à chaque nœud [Bobbio, 2003 ; Weber et Jouffe, 2006 ; Yontai, 2016]. Un 
exemple de BN est illustré sur la Figure 7. 
Dans un BN chaque nœud représente une variable aléatoire discrète X={Xi, i = 1, ..., n} pouvant 
être dans un nombre fini d'états mutuellement exclusifs. Les distributions de probabilités associées à 
chaque nœud sont désignées par un vecteur P(Xi). 
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Figure 7. Représentation BN du système 
 
Le formalisme des BN unifie différents concepts de modélisation probabiliste utilisés en statistique, 
lors du calcul d'un ensemble d'indicateurs P(Xi) (probabilités antérieures) comme cela peut être le cas 
à partir des conditions de défaillance des composants. Par conséquent, les nœuds « parents » de X sont 
les nœuds prédécesseurs de X dans le graphe dont les probabilités des états affectent la valeur de la 
probabilité P(Xi) de l'état Xi de la variable aléatoire X. 
Pour déterminer comment la probabilité des états des variables aléatoires « parentes » affecte la 
probabilité des états de la variable X, il est possible d’avoir recours à des tables de probabilité 
conditionnelle (Conditional Probability Table - CPT) appelées aussi inférences bayésiennes qui sont 
déterminées en fonction des arcs et du type de nœuds [Koski et Noble, 2009 ; Ferreiro, 2012]. 
Généralement, ces inférences sont basées sur les règles de combinaison de probabilités dérivées du 
théorème de Bayes [Vachtsevanos, 2006]. Par conséquent, dans les nœuds non racines (ceux ayant au 
moins un prédécesseur), les probabilités de transition sont associées à une CPT qui quantifie la 
dépendance probabiliste entre le nœud et ses parents. 
Une caractéristique des BN est qu'il est possible d'inclure des dépendances conditionnelles locales 
dans le modèle en spécifiant directement les causes qui influencent un effet donné. Cela permet de 
calculer l’influence des états des variables aléatoires « parentes » lors de la spécification de la CPT pour 
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La représentation pour chaque nœud d’états différents permet de générer des nœuds permettant de 
regrouper des situations similaires permettant de réduire le nombre de nœuds par rapport à une 
représentation à l’aide de chaîne de Markov. Pour cela, les probabilités conditionnelles sont calculées 
en « fusionnant » celles qui sont équivalentes.  
Du point de vue de l'analyse, les BN peuvent calculer la probabilité d'occurrence de n'importe quel 
nœud du réseau (analyse directe ou prédictive), pouvant ainsi évaluer la probabilité d'occurrence d'un 
événement conditionné à l’occurrence d’autres événements. 
Du point de vue de modélisation, les BN fournissent un formalisme mathématique puissant pour la 
modélisation de processus stochastiques complexes car cette méthode est basée sur un graphe orienté 
et non pas sur un arbre avec des variables booléennes comme cela est le cas pour les FT. Cette flexibilité 
permet d’inclure des variables avec plusieurs états pouvant correspondre à des modes de défaillance 
différents. Les BN permettent également le traitement des dépendances locales en évitant ainsi une 
description complète de l’espace d’états nécessaires dans les MC ou les RdP [Bouissou et Pourret, 
2003]. 
Certains articles présentent des contributions pertinentes qui expliquent comment les BN peuvent 
également représenter des diagrammes de fiabilité [Torres-Toledano et Sucar, 1998]. 
Les BN et les MC ont été mis en œuvre avec succès dans le domaine du pronostic pour l'évaluation 
du RUL de composants [Ferreiro, 2012 ; Medjaher, 2012 ; Tobon-Mejia, 2012 ; Jin, 2013 ; Liu, 2015 ; 
Zaidan, 2015]. Cependant, le grand nombre de combinaisons possibles pouvant être obtenu en 
combinant les états de chacun des nombreux composants d’un STMC peut rendre l’utilisation de chaîne 
de Markov inappropriée [Weber et Jouffe, 2006]. 
Les BN offrent une méthode qui permet d'exploiter les avantages des approches des MC et des FT 
en une seule représentation [Villemeur, 1992]. 
Toutes les méthodes que nous avons présentées dans ce chapitre nécessitent de connaître les 
probabilités d’occurrence des défaillances élémentaires des composants [Arnaiz, 2010 ; Ferreiro, 
2012 ; Medjaher, 2012 ; Sankararaman, 2014]. 
 
2.3. Choix d’une représentation des STMC  
Lors de l’étude de systèmes industriels réels, il est observé qu’ils présentent un nombre important 
de composants, où plusieurs composants peuvent subir des défaillances lors de l’exécution de tâches 
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que ce soit de manière indépendante ou non. Les entités (composants, fonctions, services, sous-
systèmes…) peuvent être dans un état faisant partie de l’ensemble fini d’états, dont des états défaillants, 
dans lesquels l’entité peut être. La représentation, dans ces conditions, des combinaisons de défaillances 
dans ces scénarios pose le problème de l'explosion de l'espace d'états qui rend le calcul de la fiabilité 
très difficile. Dans ces cas, les méthodes classiques de modélisation atteignent leurs limites [Simon, 
2008]. 
Dans cette section, nous avons identifié les formalismes proposés dans la littérature permettant 
d'analyser la fiabilité future d'un STMC, tels que les réseaux de Petri, les arbres de défaillance, les 
chaînes de Markov, les réseaux bayésiens et leurs dérivés pour lesquels nous avons identifié certains 
problèmes pour permettre une évaluation de la fiabilité future d'un STMC. 
Pour effectuer une analyse avec des arbres de défaillances, l'hypothèse (a) d'états binaires et (b) 
d'indépendance, pour un système complexe comportant des états multiples et des défaillances 
dépendantes, le modèle est illisible. 
Dans le cas des réseaux de Petri pour des résultats précis dont les probabilités sont très faibles, un 
très grand nombre de simulations de Monté Carlo est nécessaire. 
Lors de l'utilisation de chaînes de Markov, il est nécessaire d'identifier tous les états du système. 
Dans le cas de systèmes complexes, le nombre d'états devient ingérable et difficile à modéliser, car les 
transitions entre les états et leurs valeurs doivent également être identifiées [Weber et Jouffe, 2006]. 
Les réseaux bayésiens et leurs dérivés apportent des solutions aux problèmes susmentionnés. Ils 
sont mieux adaptés pour analyser la fiabilité des STMC en se concentrant sur la modélisation avec une 
structure compacte construite à partir des états des composants [Medina-Oliva, 2013 ; Nguyen, 2015b ; 
Medina-Oliva, 2015]. 
 
2.4. Modélisation pour l’analyse de la fiabilité 
future pour les systèmes complexes 
 
En ingénierie de fiabilité, le pronostic d’un système technique consiste à évaluer sa capacité à 
effectuer des tâches de production futures. Cette évaluation correspond à une analyse de la fiabilité 
future du système. De nombreuses méthodes permettent d’évaluer le système au moyen d’une analyse 
qualitative et quantitative. L'analyse quantitative consiste à calculer la probabilité de défaillance d'un 
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système, de fonctions ou de composants. L'utilisation et l'efficacité de ces méthodes dépendent du type 
et de la structure du système, ainsi que de l'expérience de l'ingénieur en fiabilité. 
La modélisation permettant d'évaluer la fiabilité future du STMC pour la mise en œuvre du PHM 
nécessite un formalisme qui s'adapte aux caractéristiques présentées par les systèmes industriels réels. 
Le formalisme des BN généralise la plupart des modèles stochastiques et est très efficace pour les 
modèles devant prendre en compte les multiples états dans les différentes entités du système [Murphy, 
2002]. Les BN permettent, dans un unique modèle graphique, de représenter différents types de 
connaissances liées au système (vision globale au lieu de locale) et de prendre en compte l'incertitude 
et la causalité. Ceci peut être appliqué pour des cas discrets et continus. De plus, les inférences définies 
pour calculer les probabilités conditionnelles ont tendance à réduire le nombre d'états en « fusionnant » 
ceux qui sont équivalents [Koski et Noble, 2009]. 
Ainsi, les propriétés des BN en font un formalisme approprié aux applications de fiabilité [Langseth 
et Portinale, 2012]. Nous avons donc choisi d’utiliser les réseaux bayésiens comme outil de 
modélisation discret permettant d’analyser les chances de défaillance de toutes les entités du système 
lors de l’exécution de futures tâches de production par le STMC dans le but de fournir des indicateurs 
pour l’aide à la décision pour la planification conjointe de la production et de la maintenance. 
Dans le cadre des objectifs du PHM [Lee, 2006 ; Voisin, 2010], il doit permettre d’analyser la 
capacité du système à accomplir les futures tâches de production à tous les niveaux (système, sous-
systèmes, services ou fonctions, composants). 
Les BN et leurs dérivés ont été développés notamment pour fournir des modèles permettant 
d’effectuer des analyses de fiabilité de systèmes pour l’optimisation de la maintenance prédictive ou 
pour évaluer des stratégies de maintenance [Medina-Oliva, 2013 ; Nguyen, 2015b ; Medina-Oliva, 
2015].  
La modélisation sous la forme de graphe est un bon outil pour représenter les STMC, leurs entités 
et les états. Fournir des indicateurs pour l’aide à la planification de la maintenance et de la production 
implique de disposer d’outils de modélisation fournissant des indicateurs de santé, à partir des 
pronostics locaux des composants, pour les différentes entités du système (composants, fonctions ou 
services, sous-systèmes…) mais aussi des indications sur les composants sur lesquels les actions de 
maintenance devraient porter en priorité. Pour cela il faut rassembler des connaissances sur le système. 
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2.5. Connaissances  
Au sens de l’ingénierie des systèmes, un système est conçu pour répondre à des besoins, des 
contraintes, des performances regroupées sous le terme « exigences ». Pour cela la phase de conception 
détermine l’architecture fonctionnelle (appelée aussi logique) et l’architecture matérielle (appelé aussi 
physique) la plus appropriée répondant aux exigences. Ces architectures souvent représentées à l’aide 
de modèle graphique dans le cadre du MBSE (Model Based Systems Engineering) permettent 
d’identifier les échanges de flux (matière, énergie, information) qui constituent la plupart des 
interactions entre entités du système [Kossiakoff, 2011]. Les systèmes sont conçus de manière 
différente pour répondre à des exigences différentes ; les architectures, entités et interactions sont donc 
différentes. C’est pourquoi pour modéliser un STMC, certaines connaissances rendues disponibles dès 
sa conception sont nécessaires à la mise en œuvre de la FGP visée pour un STMC donné. 
Trois types de connaissances ont été identifiées pour la mise en œuvre de la FGP pour un STMC 
donné : les connaissances structurelles, les connaissances fonctionnelles et les connaissances 
comportementales, à l’exception de la connaissance sur la fonction de pronostic elle-même [Voisin, 
2010]. Ces connaissances peuvent être modélisées par l’intermédiaire d'un graphe orienté [Dievart, 
2010 ; Desforges, 2012]. 
 
2.5.1 Représentation de la connaissance structurelle  
La connaissance structurelle est liée à la topologie du système qui décrit toutes les entités 
(composants ou fonctions), leurs niveaux et leurs interconnexions et interactions dans la mise en œuvre 
du système. 
Les connaissances nécessaires à la modélisation structurelle peuvent être présentes dans des arbres 
de défaillances, des études HAZOP (HAZard and OPerability) [Dunjo, 2010], des modèles de 
conception tels que les diagrammes SADT (Structured Analysis Design Technique) ou SysML (System 
Modeling Language) servant souvent de support au MBSE. 
En fait, ces diagrammes permettent d’identifier les échanges de flux et donc les interactions entre 
entités (fonctions ou composants) et donc les conséquences de défaillances d’une entité se traduisant 
par des flux ne correspondant plus aux attentes [Dunjo, 2010]. Cela permet ainsi d’établir les relations 
causales entre les entités. 
Une représentation graphique de la connaissance structurelle est présentée sur la Figure 8. Dans 
cette représentation, la relation causale signifie que l'entité en aval est hors service ou deviendra hors 
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service si l'entité en amont est défaillante ou hors service ou si elle devient défaillante ou hors service. 
Ainsi, seules les relations de cause à effet directes ont besoin d’être modélisées afin d'éviter de 
considérer un même événement comme plusieurs événements indépendants. En effet, selon le modèle 
structurel de la Figure 8, si E2 est défaillante ou hors service, E5 sera hors service et, par conséquent, 
E6 et E7 seront également défaillantes ou hors service. Cela permet d’aller rechercher, lorsque c’est le 
cas, l’origine d’un mauvais fonctionnement parmi les entités dont une entité donnée dépend 
structurellement. 
 
Figure 8. Éléments de modélisation des connaissances structurelles. 
Les connaissances structurelles peuvent être donc représentées par un graphe orienté où l’ensemble 
N des nœuds, qui sont les entités du STMC (composants, fonctions ou services, sous-systèmes…), dont 
l’état peut être assimilé à une variable aléatoire. L’ensemble A des arcs représente les relations de 
causalité directe entre les entités. 
 
2.5.2 Représentation de la connaissance fonctionnelle  
En ingénierie des systèmes, les STMC sont aussi considérés d’un point de vue hiérarchique qui 
décompose un système en sous-systèmes, un sous-système en fonctions (ou services), une fonction en 
fonctions et/ou composants [Kossiakoff, 2011 ; Lamoureux, 2014]. Des diagrammes tel que FAST 
(Function Analysis System Technique) permettent une représentation de telles hiérarchies. Par 
conséquent, la modélisation des connaissances fonctionnelles vise à définir l’ensemble des entités 
(composants, fonctions ou services, sous-systèmes et le STMC lui-même) qui contribuent à la mise en 
œuvre des fonctions, services et sous-systèmes du STMC [Kossiakoff, 2011]. Cette modélisation 
regroupe hiérarchiquement les entités en fonctions explicites auprès des utilisateurs (superviseurs, 





En  Entité (composant ou fonction)
Relation causale
E6
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La connaissance fonctionnelle repose sur des relations d’appartenance qui décrivent le fait qu’une 
entité concourt à la mise en œuvre d’une fonction, d’un service ou d’un sous-système. Un composant 
peut être associé à une ou plusieurs fonctions. La connaissance fonctionnelle est la seule qui permet de 
passer du niveau d’un composant au niveau d’une fonctionnalité (fonction ou service). Cette notion de 
fonction ou de service est requise dans la FGP puisque ce sont ces fonctions ou services dont le bon 
fonctionnement permet de garantir les réalisations satisfaisantes des futures tâches de production. 
Lors de la décomposition hiérarchique d’une fonction, au niveau le plus bas de la hiérarchie, les 
fonctions sont implémentées uniquement par des composants. Dans les niveaux supérieurs de la 
décomposition hiérarchique, les fonctions peuvent être mises en œuvre par des composants et/ou 
d’autres fonctions. Enfin, au niveau plus élevé de la décomposition hiérarchique, les sous-systèmes 
sont mis en œuvre uniquement par des fonctions.  
Cette première description de la connaissance fonctionnelle suggère qu’une fonction peut être 
assimilée à des entités qui seraient organisées selon une structure en série dans un diagramme de 
fiabilité comme cela est montré sur la Figure 9. 
 
Figure 9. Diagramme de fiabilité d’un système avec structure série. 
 
Cependant, ces diagrammes de fiabilité représentent aussi des structures dans lesquelles les entités 
sont en parallèle comme cela est montré sur la Figure 10.  
 
Figure 10. Diagramme de fiabilité d’un système avec structure parallèle 
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Ces structures en parallèle forment, d’un point de vue fonctionnelle, des redondances, c’est-à-dire 
que les entités en parallèle assurent le même service ou la même fonction pour satisfaire, le plus 
souvent, des exigences de sûreté de fonctionnement [Goupil, 2011]. Dans de nombreux cas, le service 
est assuré tant qu'au moins une entité est en mesure de le fournir. Il existe également des systèmes 
particuliers dans lesquels le service des entités redondantes n’est plus assuré avec les performances 
nécessaire si le nombre d'entités qui l’assure devient inférieur à un nombre p parmi les n entités qui 
sont potentiellement capables de l’effectuer [Simon, 2007 ; Bourouni, 2013]. La représentation de ses 
structures parallèles que nous appelons « redondances » peuvent être définies à l’aide de relations 
d’appartenance et font partie selon nous de la connaissance fonctionnelle. 
Les deux structures rencontrées dans les diagrammes de fiabilité peuvent être représentées 
graphiquement par des relations d’appartenance rassemblant des entités en série en une fonction et des 
entités en parallèle en une redondance comme cela est représenté sur la Figure 11. 
 





Fonction d'intérêt X qui est opérationnelle si 
toutes les entités sont opérationnelles
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2.5.3 Représentation de la connaissance comportementale  
La modélisation comportementale vise principalement à définir le comportement dynamique d'un 
système. Des modèles comportementaux sont utilisés pour détecter les dégradations et analyser leurs 
tendances afin d’établir un pronostic pour les composants surveillées. Les techniques d'acquisition et 
de traitement des données mises en œuvre afin de détecter les dégradations et d'analyser leurs tendances 
pour définir les RUL des composants (avec des indicateurs de confiance ou d'incertitude) sont 
nombreuses et dépendent, également, des composants dont on souhaite effectuer le pronostic [Scarf, 
2007]. 
La modélisation comportementale nécessite aussi des connaissances issues de la conception sur les 
composants, les fonctions ou services et les sous-systèmes. De nombreux intervenants sont impliqués 
dans la conception de systèmes complexes ou de STMC. Ils peuvent concevoir et fournir aussi bien des 
pièces élémentaires que des sous-systèmes complets. La modélisation comportementale peut nécessiter 
qu’un fournisseur de composant fournisse des informations à un autre partenaire pouvant mener à une 
forme de divulgation de son savoir-faire. Par conséquent, il serait judicieux que les fournisseurs 
développent également le système effectuant le pronostic des composants qu’ils produisent. En effet, 
ils connaissent les modèles comportementaux et peuvent ainsi mettre en œuvre les techniques 
pertinentes pour réaliser ces pronostics. Dans ce cas, un fournisseur peut fournir soit un pronostic pour 
chaque mode de défaillance du composant, soit un pronostic pour tous ses modes de défaillance. Dans 
le cas où le pronostic est effectué pour le composant, cela revient à supposer que le composant n’a 
qu’un seul mode de défaillance. Ces pronostics sont, dans ce manuscrit, considérés comme des 
pronostics locaux qui sont les entrées de la FGP pour les STMC paramétrés par un modèle. Par 
conséquent, un composant a un ou plusieurs pronostics locaux quelle que soit sa complexité. Les 
pronostics locaux sont donc considérés comme des attributs des composants.  
Ces associations entre les pronostics locaux et les composants constituent la modélisation des 
connaissances comportementales pour la FGP. Une représentation graphique de cette connaissance est 
représentée sur la Figure 12 [Desforges, 2017]. 
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Figure 12. Représentation graphique de la connaissance comportementale. 
 
Dans ces représentations des connaissances, trois types d’entités apparaissent, que nous appelons 
« patterns ». Il s’agit des fonctions, et des redondances et des composants. 
 
2.5.3.1 Le « pattern » composant 
En supposant que les composants n'ont pas de capacité d'auto-réparation : une fois qu'ils sont 
défaillants, ils ne peuvent pas reprendre un comportement normal satisfaisant les besoins opérationnels 
sans maintenance. D’après les politiques de maintenance conformes au CBM et au PHM, la 
maintenance des composants est effectuée avant leur défaillance. Le cas où la conséquence d'une 
défaillance d'un composant pourrait avoir une incidence sur l'intégrité physique d'autres composants, 
comme une fuite de liquide sur des dispositifs électriques ou une défaillance d'une structure mécanique 
éjectant des débris vers d'autres composants, n'est donc pas considéré. Néanmoins, un composant 
devient inopérant ou hors service si une autre entité, dont il dépend structurellement, devient inopérante 
ou hors service ou bien encore devient défaillante. C'est pourquoi la distinction entre l'incapacité de 
fonctionner en raison d'une défaillance interne et d'une autre entité devenant inopérante quelle qu’en 
soit la raison est distinguée dans le but de fournir une aide à la décision quant aux composants dont une 
maintenance améliorerait au mieux l’aptitude du STMC à accomplir les futures tâches de production. 
Comme cela est montré sur la Figure 13, le « pattern » composant est constitué d'un sommet (nœud) 
auquel au moins un pronostic local est connecté. Un composant peut dépendre structurellement d'une 
ou plusieurs entités. Quatre états distincts sont considérés pour ce type de nœuds. Ces états définissent 
le cadre de discernement d'un composant ܥ =  { ܱܭ , ܨ , ܱܱ , ܨܱܱ } et sont définis comme suit : 
OK : Le composant sera en mesure d'exécuter les tâches prévues même si ses performances ne sont 
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F (pour « failed » : défaillant) : Le composant ne pourra pas fonctionner dans les performances 
minimales requises pour exécuter les tâches prévues parce qu'au moins une défaillance interne s'est 
produite ou se produira. Le composant devra faire l'objet d’une maintenance pour fonctionner à 
nouveau dans les limites de ses performances minimales. 
OO (pour « out of order » : hors service) : Le composant ne pourra pas fonctionner dans les 
performances minimales requises pour exécuter les tâches prévues parce qu'au moins une entité dont il 
dépend structurellement est inopérante ou deviendra inopérante. La maintenance du composant n'est 
pas nécessaire. 
FOO : Le composant ne pourra pas fonctionner dans les performances minimales requises pour 
exécuter les tâches prévues parce qu'au moins une défaillance interne s'est produite ou se produira et 







Figure 13. a) schéma du « pattern » composant et b) diagramme états-transitions d’un composant 
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Nous considérons également un état KO qui correspond à un état inopérant dans lequel le 
composant n’est pas ou ne sera pas en mesure de fonctionner dans les performances minimales requises 
pour exécuter les tâches prévues peu importe la raison. KO regroupe donc les états F, OO et FOO. 
Comme indiqué sur la Figure 13, il n'y a pas de transition directe entre l'état OK et FOO, ce qui 
signifie qu'une défaillance du composant et le fait qu'une entité Ej devienne inopérante (état KO) ne 
surviennent pas simultanément. Cette transition est négligée car seules les chances du composant d’être 
dans les différents états à l’issue de l’exécution des futures tâches de production importent et non l’ordre 
dans lequel se produiront les changements d’états. 
 
2.5.3.2 Le « pattern » redondance 
Comme nous l’avons décrit dans le paragraphe sur les connaissances fonctionnelles à modéliser 
pour paramétrer la FGP pour un STMC donné, les redondances peuvent être considérées comme des 
fonctions particulières par l’intermédiaire desquelles plusieurs entités assurent le même service. Dans 
la plupart des cas le service n’est plus assuré si aucune entité n’est en mesure de le faire. Cependant, il 
existe des systèmes particuliers dans lesquels le service des entités redondantes n’est plus assuré si le 
nombre d'entités qui l’assure devient inférieur à un nombre p parmi les n entités qui sont potentiellement 
capables de l’effectuer [Simon, 2007 ; Bourouni, 2013].  
Néanmoins, il est intéressant de distinguer un état de plus que ceux pour lequel le service est 
opérationnel et pour lequel le service est inopérant. Cet état supplémentaire est celui pour lequel le 
service est opérationnel avec le nombre minimum d'entités redondantes. Dans une telle situation, le 
système ne doit pas commencer une nouvelle tâche ou séquence de tâches de production principalement 
pour des raisons de sécurité [Lee, 2006]. En effet, la perte d'une autre entité entraînera la perte du 
service conduisant à la non réalisation des futures tâches de production dans le respect des critères 
attendus. Les maintenances nécessaires doivent donc être menées avant cette « perte de redondance ». 
Pour illustrer ceci, nous prenons l’exemple suivant. Pour un avion bimoteur effectuant un vol 
commercial (la tâche de production), si un des moteurs tombe en panne, l’avion doit se détourner vers 
le terrain le plus proche pouvant l’accueillir. Dans le meilleur des cas, si le terrain n’est pas la 
destination prévue, les passagers devront prendre un autre vol payé par la compagnie, les passagers 
seront mécontents de leur retard, la compagnie devra effectuer une maintenance sur un terrain pas 
forcément équipé, l’avion subira une immobilisation non prévue perturbant la planification des vols de 
la compagnie, etc. 
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Trois états distincts sont donc considérés pour ce type d’entités correspondant à des nœuds dans la 
modélisation graphique. Ces états définissent le cadre de discernement d'une redondance �௣ ={ܱܭ, ܮ�, ܭܱ}. Ces états sont définis comme suit : 
OK : grâce à au moins p+1 entités le service est assuré pour les tâches prévues dans les 
performances minimales nécessaires. 
LR (pour « lost of redundancy » : perte de redondance) : Seules p entités sont ou seront 
opérationnelles pour assurer le service dans les performances minimales requises pour réaliser les 
tâches planifiées. Des interventions de maintenance peuvent être nécessaires pour accomplir les tâches 
de production avec des chances de réalisation dans des conditions satisfaisantes. 
KO : Moins de p entités sont ou seront en mesure de fonctionner. Cela n'est pas suffisant pour 
garantir les performances minimales requises pour exécuter les tâches prévues. Des interventions de 
maintenance sont nécessaires pour rétablir le service. 
Un diagramme états-transitions d’une redondance est présenté sur la Figure 14 [Gonzalez, 2018]. 
 
Figure 14. Diagramme états-transitions d’une redondance 
 
Cependant, nous considérons un état OKr qui regroupe l’état OK et l’état LR. Il s’agit donc du 
regroupement des états pour lesquels le service assuré par les entités redondantes est opérationnel. 
 
2.5.3.3 Le « pattern » fonction 
Comme nous l’avons précisé dans le paragraphe sur les connaissances fonctionnelles, les fonctions 
peuvent être identifiées à partir de la vue hiérarchique établie à l’aide de modèles utilisés en phase de 




[ n-p-1 entités deviendront des KO ]
[ 1 entité de plus deviendra KO ]
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composants ou des services mis en œuvre par des entités redondantes ; mais elles peuvent également 
être mises en œuvre par une entité unique. Une fonction ne pourra pas satisfaire les besoins de 
réalisation de futures tâches de production si une ou plus de ses entités qui concourent à sa mise en 
œuvre sont ou deviennent incapables d’agir avec des performances compatibles avec la satisfaction des 
besoins de réalisation de futures tâches de production. 
Pour une fonction, deux états distincts sont considérés qui forment le cadre de discernement ܨ�௧ ={ܱܭ,ܭܱ}. Ces états sont définis comme suit : 
OK : La fonction sera en mesure d’exécuter les tâches planifiées dans les limites des performances 
minimales requises. 
KO : La fonction ne sera pas en mesure d’exécuter les tâches planifiées dans les performances 
minimales requises parce que l’une de ses entités, au moins, est KO ou deviendra KO pendant la 
réalisation des tâches. 
Le diagramme états-transitions est donc résumé au diagramme présenté sur la Figure 15 [Gonzalez, 
2018]. 
 
Figure 15. Diagramme états-transitions d’une fonction 
 
2.6. Conclusion 
Dans ce chapitre, nous avons proposé une modélisation des STMC permettant de paramétrer la 
Fonction Générique de Pronostic (FGP) décrite dans le chapitre 3 afin d’évaluer l’aptitude d’un STMC 
à accomplir des futures tâches de production. Cette FGP doit fournir des indicateurs d’aide à la décision 
pour une planification conjointe de la production et de la maintenance. 
Cette modélisation est graphique. Elle comporte trois types de nœuds que nous avons appelés 
« pattern » composant, « pattern » redondance et « pattern » fonction. Ces « patterns » sont associés à 
des cadres de discernement faisant apparaître les états distincts dans lesquels ces entités peuvent être. 
Cette modélisation comporte également deux types d’arcs non pondérés correspondant à des relations 
OK
KO
[ 1 entité deviendra KO ]
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de dépendances structurelles et d’appartenance fonctionnelles reliant les nœuds. Cette modélisation est 
donc très proche des réseaux bayésiens qui fournissent un cadre formel pertinent pour l’évaluation de 
l’aptitude d’un STMC à accomplir des futures tâches de production qui correspond à l’évaluation de sa 
fiabilité lors de l’exécution de futures tâches. 
Cependant, cette évaluation admet, pour un STMC et des tâches données, des pronostics locaux 
des composants en entrée pour lesquels une étude typologique est faite dans le chapitre 3. Cette étude 
montre que les pronostics fournissent des informations pouvant comporter de l’incertitude aléatoire ou 
épistémique. Nous présentons donc des solutions pour traiter ces incertitudes. Puis, nous y présentons 
les inférences effectuées à partir des pronostics locaux pour chacun des « patterns » afin que la FGP 
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3.1 Introduction 
Dans ce chapitre, nous présentons les inférences et l’algorithme de la Fonction Générique de 
Pronostic (FGP), exploitant la modélisation d’un STMC présentée dans le chapitre 2, permettant d’en 
évaluer l’aptitude à réaliser des futures tâches de production et fournissant des indicateurs d’aide à la 
décision pour la planification de la production et de la maintenance. Cette évaluation admet en entrée 
les pronostics locaux des composants dont une typologie est établie dans ce chapitre. 
Nous avons justifié dans le chapitre 2 notre choix portant sur les réseaux bayésiens comme cadre 
formel permettant d’effectuer cette évaluation. Cependant, la typologie que des pronostics locaux des 
composants que nous établissons dans ce chapitre montre que les informations fournies par les 
pronostics locaux contiennent des informations pouvant comporter de l’incertitude aléatoire et/ou 
épistémique. Les réseaux bayésiens ne permettent pas de traiter ce type d’incertitude. 
Nous avons donc recherché un cadre mathématique permettant de traiter ces deux types 
d’incertitude et nous avons retenu pour cela la Théorie de Dempster Shafer (TDS), aussi connue en 
anglais sous le nom de « theory of evidence » ou encore théorie des fonctions de croyance que nous 
présentons brièvement. 
Nous présentons ensuite les mises en forme des informations fournies par les pronostics locaux 
afin qu’elles puissent être traitées par la FGP. Nous présentons également les inférences constituant 
une forme d’hybridation entre inférences bayésiennes et TDS pour chacun des « patterns » décrits dans 
le chapitre 2 ainsi que les indicateurs servant à l’aide à la décision pour la planification conjointe de la 
production et de la maintenance. 
Enfin nous donnons dans ce chapitre, les éléments permettant de définir les composants dont la 
maintenance peut améliorer au mieux l’aptitude du STMC à accomplir les tâches futures ainsi que 
l’algorithme générale. Les développements présentés dans ce chapitre ont fait, avec les résultats 
présentés dans le chapitre 4, l’objet de l’article [Gonzalez, 2018].  
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3.2 Typologie des pronostics locaux des 
composants  
La disponibilité du système et les actions de maintenance dépendront de l'évaluation de l'état de 
santé actuel et futur du STMC à partir de celle de ses composants. Il convient donc d’établir une 
typologie des pronostics locaux des composants.  
Les pronostics locaux des composants fournissent des évaluations sur l’évolution de dégradations 
qui sont des mécanismes physiques de détérioration tels que l'usure, la propagation de fissures 
(phénomène de fatigue), la corrosion… L’objectif des pronostics consiste, soit à prévoir un niveau de 
dégradation pour une utilisation donnée, soit à prévoir la durée d’utilisation restante (en durée, nombre 
de cycles, distance…) avant que la dégradation n’atteigne un niveau pour lequel il est considéré que les 
chances de défaillance sont trop importantes pour que le composant soit engagé dans plus de tâches de 
production comme cela est montré sur la Figure 16 [Desforges, 2017]. 
Les composants peuvent être associés à un ou plusieurs pronostics locaux. Nous considérons, 
comme nous l’avons précisé dans le chapitre 2, qu’un pronostic local de composant est dédié, soit à la 
prévision de l’évolution d’une dégradation particulière du composant, soit à la prévision de l’évolution 
de la dégradation de l’état général du composant. Cette dernière situation peut être assimilée à un 
composant qui ne subirait qu’une seule dégradation. 
 




Figure 16. Prévisions des évolutions des dégradations 
 
Dans le domaine du PHM, l'activité pronostique consiste en l'évaluation précise des RUL des 
composants d'un système [Scarf, 2007 ; Le Son, 2013]. Il s'agit principalement d'évaluer, avec une 
probabilité donnée, la durée d'utilisation d'un composant avant sa défaillance, comme ceci est illustré 
sur la Figure 17 où  �଴ est la durée d'utilisation actuelle du composant [Vachtsevanos, 2006]. Sur la 
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Figure 17, il est montré que deux grandeurs sont affectées par de l’incertitude. La première concerne 
l’incertitude sur le fait qu’un niveau de dégradation donné entraîne la défaillance. La seconde concerne 
l’incertitude quant à la durée d’utilisation avant qu’un niveau de dégradation ne soit atteint, pour lequel 
il est considéré que les chances de défaillance sont trop importantes. 
 
Figure 17. Incertitudes probabilistes associées aux pronostics de dégradation [Vachtsevanos, 2006] 
 
Dans ce cas, le pronostic local fournit idéalement une fonction de densité de probabilité (PDF – 
Probability Density Function) ou une fonction de distribution de probabilité cumulative (CPDF – 
Cumulative Probability Distribution Function) comme dans [He, 2011 ; Gouriveau et Zerhouni, 2012 ; 
Jin, 2013 ; Zhao, 2013]. Si, pour différentes raisons possibles (encombrement, poids, coût...), il n'y a 
pas de pronostic local, il est possible d’exploiter les PDF ou CPDF de défaillance d'un composant en 
fonction de ses utilisations (durées, nombre de cycles, distance parcourue, etc.). Ces PDF et CPDF 
peuvent être obtenues grâce à des études statistiques menées par les fournisseurs des composants et qui 
leur permettent de déterminer les probabilités de défaillances élémentaires associées au MTTF (Mean 
Time To Failure – durée moyenne d'utilisation avant la première défaillance) ou au MTBF (Mean Time 
Between Failures - durée moyenne entre les défaillances) des composants [Goupil, 2011]. Il convient 
de retirer au MTBF le MTTR (Mean Time To Repair – durée moyenne de réparation) pour obtenir la 
durée moyenne de bon fonctionnement entre deux défaillances du composant. Ceci est illustré pour une 
PDF sur la Figure 18 [Desforges, 2017]. 
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Figure 18. PDF de la durée d’utilisation restante 
 
Dans les situations présentées sur les Figures 16 et 18, le pronostic consiste à déterminer à l’instant �଴ la probabilité d’atteindre à l’instant �ଵ le niveau de dégradation pour lequel les chances de défaillance 
sont considérées comme trop importantes. Nous assimilons par la suite, pour des commodités de 
langage, de tels niveaux de dégradation à la défaillance. Avec de telles considérations, le cadre de 
discernement d’un pronostic local ܲ comporte deux états qui sont : 
 ܨ une défaillance se produira avant l’instant �ଵ, 
 ̅ܨ aucune défaillance ne se produira avant l’instant �ଵ. 
Dans un cadre probabiliste, le but du pronostic est donc d’établir la probabilité ݌ிሺ�ଵሻ qu’une 
défaillance se produise avant l’instant �ଵ et la probabilité que la défaillance ne se produise pas avant 
l’instant �ଵ : ݌ி̅ሺ�ଵሻ = ͳ − ݌ிሺ�ଵሻ. 
Toutefois, la probabilité d’une défaillance ne peut pas toujours être calculée pour une durée 
d'utilisation donnée à partir des données fournies par le pronostic local. En effet, le pronostic local peut 
fournir des données présentant de l’incertitude épistémique. Les pronostics locaux peuvent fournir deux 
types de données contenant une incertitude épistémique. 
Le premier type de données consiste en un intervalle variant avec la durée d'utilisation dans lequel 
la probabilité de défaillance se trouve avec une confiance ߙ  tel que les résultats présentés dans 
[Sankararaman, 2014]. Cet intervalle peut être défini par une CPDF supérieure et une CPDF inférieure 
comme cela est montré sur la Figure 19 où ݌௟௢௪ிሺ�ଵሻ est la probabilité inférieure de défaillance avant �ଵ avec une probabilité d'erreur ߙ/ʹ calculée par le pronostic local à �଴ et ݌௨௣ிሺ�ଵሻ est la probabilité 
supérieure de défaillance avant �ଵ avec une probabilité d'erreur ߙ/ʹ calculée par le pronostic local à �଴ 
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également. A �ଵ , on a ݌௟௢௪ிሺ�ଵሻ ≤ ݌ிሺ�ଵሻ ≤ ݌௨௣ிሺ�ଵሻ  avec une confiance ߙ  ce qui constitue de 
l’incertitude épistémique sans autre information sur la distribution de cette confiance. 
 
Figure 19. Données de pronostic local fournissant une CPDF supérieure et une CPDF inférieure de 
défaillance 
 
Le second type de données consiste en un intervalle que le pronostic local évalue à �଴  noté [��ܮ௠௜௡, ��ܮ௠�௫  ] dans lequel le RUL réel se trouve avec une probabilité donnée ߙ ; de tels résultats 
sont obtenus dans [Arnaiz, 2010 ; Ferreiro, 2012 ; Medjaher, 2012 ; Tobon-Mejia, 2012]. Ce type de 
données est illustré par le schéma de la Figure 20. Cela signifie que dans l’intervalle [��ܮ௠௜௡, ��ܮ௠�௫  ], les chances d’occurrence de la défaillance sont de ߙ sans plus d’information ; ce 
qui constitue de l’incertitude épistémique. 
 
Figure 20. Pronostic fournissant un intervalle de confiance sur le RUL 
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Pour évaluer à �଴  la capacité du système multicomposant à exécuter les tâches de production 
planifiées qui se termineront à ��, il faut calculer les pronostics locaux à partir de la durée pendant 
laquelle les futures de tâches de production planifiées vont solliciter les composants afin de définir les 
valeurs de �ଵ  pour leurs pronostics locaux. Néanmoins, la durée d'utilisation n'est pas toujours le 
meilleur indicateur pour les RUL. En effet, dans certains cas, la distance parcourue, le nombre de cycles 
sont plus pertinents [Arnaiz, 2010 ; He, 2011 ; Ferreiro, 2012]. Dans ces cas, la durée d'utilisation doit 
être convertie dans la grandeur pertinente (distance parcourue, nombre de cycles…). Les pronostics 
locaux peuvent aussi nécessiter l’introduction de facteurs relatifs à la sévérité avec laquelle les tâches 
planifiées solliciteront les composants qui pourront être introduits grâce à des paramètres dans les 
modèles de calcul des pronostics locaux [Ferreiro, 2012]. Les durées d'utilisation et les sévérités 
peuvent être anticipées et fournies par la gestion de production qui assigne des tâches aux STMC. 
Comme la FGP admet entrée des pronostics locaux de composants et que ceux-ci peuvent contenir 
des données comportant de l’incertitude aléatoire (ou probabiliste) et de l’incertitude épistémique. Nous 
avons recherché un cadre mathématique permettant de traiter ces deux types d’incertitude. 
 
3.3 Cadre pour le traitement des incertitudes 
 
3.3.1 Choix d’un cadre mathématique pour le 
traitement des incertitudes des pronostics 
locaux 
L’imperfection de l’information peut prendre quatre formes lorsqu’elle provient d’une source 
unique comme c’est le cas avec les pronostics locaux de composants. Des définitions de l’imperfection 
de l’information sont données dans [Motro et Smets, 1997] : 
 l’incertitude est relative à la vérité d’une information et caractérise son degré de conformité 
à la réalité. Elle fait référence à la nature de l’objet ou du fait concerné, à sa qualité, à son 
essence ou à son occurrence, 
 l’imprécision concerne le contenu de l’information et indique donc son défaut quantitatif 
de connaissance, 
 l’incomplétude caractérise l’absence d’information apportée par la source sur certains 
aspects du problème, 
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 l’ambiguïté exprime la capacité d’une information à permettre des interprétations 
différentes. 
L’approche subjective de représentation de ces imperfections a été retenue. Elle considère la 
probabilité comme la mesure personnelle de la croyance en l’occurrence de l’événement [Dubois, 
2003]. En effet, la probabilité y est interprétée comme la traduction numérique d’un état de 
connaissance (la connaissance d’un expert par exemple). Trois cadres de développement théorique 
répondent à cette approche.  
 La théorie des probabilités, associée à la théorie bayésienne de la décision pour la décision dans 
l’incertain. Si la théorie des probabilités permet de bien représenter l’incertitude, elle ne peut 
représenter que difficilement l’imprécision de l’information. Elle est donc peu adaptée à la 
représentation de l’incertitude épistémique que peut comporter les pronostics locaux. 
 La théorie des sous-ensembles flous fournit un cadre permettant de représenter explicitement 
des informations imprécises, au moyen de fonctions d’appartenance [Zadeh, 1965]. La théorie 
des possibilités [Dubois et Prade, 1988], dérivée de la théorie des sous-ensembles flous permet 
de représenter l’incertitude et l’imprécision au moyen de fonctions de possibilité et de nécessité. 
Ces théories offrent une grande variété d’opérateurs prenant en compte des mesures de conflit 
ou encore de fiabilité des sources. Cependant, les capacités d’expression présentent quelques 
limites comme l’impossibilité de représenter l’incertitude probabiliste que peut comporter les 
pronostics locaux. 
 La théorie des fonctions de croyance, « theory of evidence » en anglais, est basée sur 
l’affectation de mesures subjectives non-additives des chances de réalisation d’un évènement 
voire d’un groupe d’évènements. Elle permet d’exprimer un avis personnel basé sur la croyance 
(état de connaissance) de l’individu. Elle est aussi particulièrement adaptée à l’acquisition 
d’information, aux analyses et autres connaissances fournies par un expert. Elle offre en effet 
une représentation des connaissances partielles, de l’ignorance totale jusqu’à la connaissance 
parfaite. Proposée par Dempster puis Shafer lui vaut d’être aussi connue sous le nom de Théorie 
de Dempster Shafer (TDS). Le modèle de Shafer est basé sur l’acceptation d’une mesure de 
probabilité sur un espace sous-jacent (ensemble des hypothèses possibles) [Shafer, 1976].  
Selon Denœux et Ben Yaghlane « la TDS est maintenant largement acceptée comme un cadre riche 
et flexible pour représenter et raisonner avec une information imparfaite » [Denœux et Ben Yaghlane, 
2002]. En effet, elle combine des approches logiques et probabilistes de l'incertitude. Elle englobe les 
cadres d'appartenance, de la théorie des sous-ensembles flous, et les probabilités comme des cas 
particuliers. Elle permet également de représenter la faiblesse des connaissances et l'ignorance 
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[Ramasso et Denœux, 2014]. Ceci est particulièrement intéressant pour réaliser des traitements à partir 
de pronostics locaux. Ainsi, la TDS offre un cadre approprié à la problématique traitée dans ce 
manuscrit visant à l’évaluation de l’aptitude d’un STMC à accomplir de futures tâches de production à 
partir des pronostics locaux des composants. 
 
3.3.2 Eléments de la théorie de Dempster Shafer  
La Théorie de Dempster Shafer (TDS), est un cadre mathématique pour la représentation de 
l'incertitude épistémique [Certa, 2017]. Elle permet de traiter l'incertitude aléatoire (probabiliste) et 
l'incertitude épistémique qui est généralement due à un manque de connaissance du système ou du 
processus [Shafer, 1976 ; Helton, 2006 ; Certa, 2017].  
Considérons une variable incertaine Ω comme un ensemble contenant un nombre fini ݊ d'états 
distincts appelé cadre de discernement Ω = {�ଵ, �ଶ,… ,�௡} où �௜  désigne un état particulier dans 
lequel Ω peut être. Considérons également l'ensemble des parties de Ω noté ʹΩ l'ensemble de tous les 
sous-ensembles pouvant être générés à partir de Ω  tels que ʹΩ ={∅, {�ଵ}, {�ଶ}, … , {�௡}, {�ଵ, �ଶ}, {�ଵ, �ଷ},… , Ω} où ∅ représente l’ensemble vide. La notation ʹΩ est 
intéressante car elle permet de définir le cardinal de ʹΩ par rapport au cardinal de Ω. La TDS définit 
trois grandeurs qui sont : 
 Les masses de croyance qui consiste en l'assignation de croyances ou, si un cadre 
probabiliste est retenu, l’assignation de probabilités (ܾܾܽ – basic belief assignment),  
 la croyance (ܤ݈݁ - Belief), 
 la plausibilité (݈ܲ). 
Une ܾܾܽ est la quantité de connaissance ou de croyance associée, accordée ou attribuée à chaque 
sous-ensemble �௜ א ʹΩ, qui est notée ܾܾܽሺ�௜ሻ [Shah, 2015 ; Certa, 2017]. La ܾܾܽ mesure la « part » de 
croyance (ou de probabilité) attribuée par la source qui la produit que « �௝ א �௜ » et à aucune hypothèse 
plus restrictive. Chaque élément �௜ א ʹΩ ayant une ܾܾܽሺ�௜ሻ > Ͳ est appelé élément focal de ʹΩ. Une 
structure de croyance correspond à la distribution des ܾܾܽ  sur ʹΩ  pour une source donnée. Cette 
structure de croyance répond aux contraintes suivantes : 
 ܾܾܽሺ�௜ሻ: ʹΩ → [Ͳ,ͳ], 
 ܾܾܽሺ∅ሻ = Ͳ, 
 ∑ ܾܾܽሺ�௜ሻ = ͳ�೔אଶΩ . 
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 ܾܾܽሺ∅ሻ = Ͳ signifie qu’il n’y a aucune possibilité pour la variable incertaine Ω d’être dans un autre 
état que ceux figurant dans son cadre de discernement. Si ∑ ܾܾܽሺ�௜ሻ = ͳ�೔אଶΩ,|�೔|=ଵ , la structure de 
croyance est dite dogmatique et correspond à une distribution probabiliste. Si ܾܾܽሺ�௜ሻ ≠ Ͳ et |�௜| > ͳ, 
alors cela indique une incertitude épistémique, c’est-à-dire la part d’ignorance totale concernant le fait 
que la variable incertaine Ω est dans l’un des états �௝ א �௜. 
La croyance est la somme de toutes les ܾܾܽ des sous-ensembles �௞  de l’ensemble d’intérêt �௜ . 
Donc : ܤ݈݁ሺ�௜ሻ = ∑ ܾܾܽሺ�௞ሻ�ೖ⊆�೔   (R1) 
La plausibilité est la somme des bba de tous les ensembles �௞ qui ont une intersection non vide 
avec l’ensemble d’intérêt �௜. Donc : ݈ܲሺ�௜ሻ = ∑ ܾܾܽሺ�௞ሻ�ೖ∩�೔≠Ø  (R2) 
En notant ��̅ le complement à �௜, la plausibilité et la croyance sont en relation par : ݈ܲሺ�௜ሻ = ͳ − ܤ݈݁ሺ��̅ሻ  (R3) ܤ݈݁ሺ�௜ሻ est la croyance certaine de l’hypothèse �௜ . C’est-à-dire qu’il s’agit de la certitude que 
l’hypothèse �௜ est vraie. ݈ܲሺ�௜ሻ est le support possible de croyance que l’hypothèse �௜ est vraie. C’est-
à-dire qu’il s’agit de la croyance totale qui peut être potentiellement accordée à l’hypothèse �௜ est vraie. 
La différence ݈ܲሺ�௜ሻ −  ܤ݈݁ሺ�௜ሻ est l’ignorance relative au fait que l’hypothèse �௜ est vraie. ܤ݈݁ሺ�௜ሻ et ݈ܲሺ�௜ሻ peuvent être considérées, dans un cadre probabiliste, comme respectivement la limite inférieure 
et la limite supérieure de la probabilité exacte que l’hypothèse �௜ soit vraie [Certa, 2017]. 
La TDS est particulièrement bien adaptée pour la fusion de données provenant de différentes 
sources observant la même situation ou des opinions d'experts comme dans [Certa, 2017]. Des 
propositions visant à combiner ou à agréger ces données ont été présentées par différents contributeurs, 
parmi eux citons : Dempster, Smets, Dubois et Prade [Smets, 1993]. 
Toutefois, dans le cas de l'évaluation de l'état de santé futur de STMC, les sources sont les 
pronostics locaux. Ils sont mis en œuvre, dans le meilleur des cas, pour prédire l'apparition d'un mode 
de défaillance d'un composant et plus souvent pour prédire la défaillance d'un composant lorsqu'ils sont 
mis en œuvre. Sinon, les résultats des études de fiabilité visant à déterminer le temps moyen de 
défaillance (MTTF) ou le temps moyen entre défaillances (MTBF) des composants devraient être 
utilisés [Desforges, 2017]. Par conséquent, les pronostics locaux observent différentes situations et 
chaque pronostic local est considéré comme l'unique source d'observation d'une situation particulière. 
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Par conséquent, leurs combinaisons doivent être faites différemment des méthodes présentées dans 
[Smets, 1993].  
Le théorème de Bayes généralisé, développé dans [Smets, 1993], généralise le modèle de croyance 
transférable qui est un développement de la TDS [Smets et Kennes, 1994]. Elle permet de traiter 
l'incertitude épistémique par des réseaux de croyances présentées en reliant les hypothèses caractérisées 
par des ܾܾܽ qui peuvent être alors assimilées à des probabilités conditionnelles [Villeneuve, 2017]. 
Cette capacité a été mise en œuvre dans [Simon, 2007 ; Simon, 2008] où une approche intéressante 
est proposée. Cette approche met en œuvre la TDS pour laquelle les ܾܾܽ des hypothèses sont traitées 
comme des probabilités conditionnelles à l’aide d'inférences et de réseaux bayésiens pour l'analyse de 
fiabilité des systèmes complexes. Cette approche est appliquée aux arbres de défaillances et aux 
diagrammes de fiabilité pour lesquels trois types de structures sont identifiées : les structures série ou 
portes "ET", les structures parallèles ou portes "OU" et les portes "݇/݊" qui sont aussi des structures 
parallèles dont la défaillance a lieu si moins de ݇ entités sur ݊ entités sont opérationnelles.  
C’est cette approche que nous avons retenue et développée. Les développements que nous y 
apportons portent sur : 
 la prise en compte des pronostics locaux pour les composants qui peuvent être surveillés 
par plusieurs pronostics locaux,  
 la prise en compte dans les inférences d’un nombre d’états plus important que « Up » et 
« Down » proposés dans [Simon, 2007 ; Simon, 2008] puisque les états pris en compte sont 
ceux que nous avons définis pour chaque « pattern » présenté dans le chapitre 2.  
 Un traitement permettant d’identifier, pour chaque entité, le composant à maintenir pour 
améliorer au mieux son aptitude à accomplir de futures tâches de production. 
Les informations des pronostics locaux doivent être traitées à l’aide de la TDS.  
 
3.4 Traitement des pronostics locaux 
Les traitements à effectuer sur les pronostics locaux consistent, selon leur type, à définir les ܾܾܽ 
sur leur cadre de discernement ܲ = {ܨ, ̅ܨ} en fonction des informations qu’ils produisent pour l’instant �� correspondant à la date à laquelle les tâches que la gestion de production souhaite assigner au STMC 
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doivent se terminer. Ces traitements sont donc des affectations de valeurs sur les ܾܾܽሺ�௜ሻ avec �௜ א ʹ௉ = {∅, {ܨ}, {̅ܨ}, {ܨ, ̅ܨ}} sachant que ܾܾܽሺ∅ሻ = Ͳ.  
Dans le paragraphe sur la typologie des pronostics locaux des composants, trois types de pronostics 
ont été identifiés : les pronostics probabilistes et les deux types de pronostics dont les informations 
comportent de l’incertitude épistémique. 
Dans le cas d’un pronostic local probabiliste, la structure de croyance est dogmatique et donc nous 
avons : 
 ܾܾܽሺ{ܨ}ሻ = ݌ிሺ�ଵሻ =  ݌ிሺ��ሻ, 
 ܾܾܽሺ{̅ܨ}ሻ = ͳ − ݌ிሺ��ሻ, 
 ܾܾܽሺ{ܨ, ̅ܨ}ሻ = Ͳ.  
Dans le cas d’un pronostic local où l’incertitude épistémique est relative au fait qu’il définit un 
intervalle dans lequel la probabilité de défaillance se trouve avec une confiance ߙ avec ݌௟௢௪ிሺ�ଵሻ =݌௟௢௪ிሺ��ሻ qui est la probabilité basse de défaillance avant �� déterminée par le pronostic local avec une 
probabilité d’erreur de 
�ଶ  et ݌௨௣ிሺ�ଵሻ = ݌௨௣ிሺ��ሻ qui est la probabilité haute de défaillance avant �� 
déterminée par le pronostic local avec une probabilité d’erreur de 
�ଶ. La structure de croyance pour ce 
type de pronostic local est alors : 
 ܾܾܽሺ{ܨ}ሻ = ݌௟௢௪ிሺ��ሻ − ଵ−�ଶ , 
 ܾܾܽሺ{̅ܨ}ሻ = ଵ+�ଶ − ݌௨௣ிሺ��ሻ 
 ܾܾܽሺ{ܨ, ̅ܨ}ሻ = ݌௨௣ிሺ��ሻ − ݌௟௢௪ிሺ��ሻ + ͳ − ߙ.  
Dans le cas des pronostics fournissant un intervalle de durée d’utilisation noté [��ܮ௠௜௡, ��ܮ௠�௫  ] 
dans lequel le RUL réel se trouve avec une probabilité donnée ߙ  et sans autre indication sur la 
répartition du RUL et de ߙ, trois situations sont à prendre en compte. 
 La première situation est lorsque �ଵ − �଴ < ��ܮ௠௜௡ pour laquelle la structure de croyance sur 
les éléments de ʹ௉ est : 
o ܾܾܽሺ{ܨ}ሻ = Ͳ,  
o ܾܾܽሺ{̅ܨ}ሻ = ߙ,  
o ܾܾܽሺ{ܨ, ̅ܨ}ሻ = ͳ − ߙ.  
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En effet, comme la probabilité d'occurrence de la défaillance entre ��ܮ௠௜௡ et ��ܮ௠�௫ est ߙ, 
la probabilité maximale de défaillance avant ��ܮ௠௜௡  est donc de ͳ − ߙ mais elle peut être 
moindre en raison du manque d'information sur la distribution du RUL (ceci est traduit par la ܾܾܽ attribuée à {ܨ, ̅ܨ}) et donc la probabilité minimale de non occurrence de la défaillance 
avant ��ܮ௠௜௡est ߙ. 
 La deuxième situation est lorsque �ଵ − �଴ > ��ܮ௠�௫ pour laquelle la structure de croyance sur 
les éléments de ʹ௉ est : 
o ܾܾܽሺ{ܨ}ሻ = ߙ, 
o ܾܾܽሺ{̅ܨ}ሻ = Ͳ, 
o ܾܾܽሺ{ܨ, ̅ܨ}ሻ = ͳ − ߙ.  
En effet, comme la probabilité d'occurrence de la défaillance entre ��ܮ௠௜௡ et ��ܮ௠�௫ est ߙ, 
donc la probabilité minimale de défaillance avant �� > ��ܮ௠�௫ + �଴  est ߙ  mais peut-être 
supérieure en raison du manque d'information sur la distribution du RUL (ceci est traduit par 
la ܾܾܽ attribuée à {ܨ, ̅ܨ}) et donc la probabilité minimale de la non occurrence de défaillance 
avant ��ܮ௠௜௡  est ߙ. 
 La troisième situation est lorsque ��ܮ௠௜௡ ≤ �ଵ − �଴ ≤ ��ܮ௠�௫ pour laquelle la structure de 
croyance sur les éléments de ʹ௉ est : 
o ܾܾܽሺ{ܨ}ሻ = Ͳ, 
o ܾܾܽሺ{̅ܨ}ሻ = Ͳ, 
o ܾܾܽሺ{ܨ, ̅ܨ}ሻ = ͳ.  
En effet, la probabilité la défaillance survienne entre ��ܮ௠௜௡ et ��ܮ௠�௫ est α. Ceci explique 
que la ܾܾܽ attribuée à {ܨ, ̅ܨ} est au moins ߙ . Néanmoins, la probabilité que la défaillance 
survienne en dehors de l'intervalle[��ܮ௠௜௡, ��ܮ௠�௫ ] est 1-α mais, en l’absence d’information 
sur la distribution du RUL, on ne peut avoir d’idée sur la façon de distribuer la masse de 
croyance restante entre les états ܨ  et ̅ܨ . Cela correspond également à une incertitude 
épistémique entre les états ܨ et ̅ܨ. C'est pourquoi la masse de croyance restante ͳ − ߙ est aussi 
assignée à {ܨ, ̅ܨ}. 
Les pronostics locaux de composants produisant de l’information avec incertitude épistémique 
semblent très pénalisants, surtout ceux produisant un intervalle de confiance pour le RUL, pour 
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l'évaluation de la fiabilité future. Néanmoins, les évaluations d'intervalles avec une très grande 
confiance ߙ  améliore la croyance en l’état ̅ܨ  bien qu'ils augmentent la largeur des intervalles. De 
nombreux travaux montrent aussi que ces largeurs diminuent lorsque �଴, la date à laquelle les pronostics 
locaux sont calculés, se rapproche de la date à laquelle les défaillances se produisent [Arnaiz, 2010 ; 
Ferreiro, 2012 ; Medjaher, 2012 ; Tobon-Mejia, 2012 ; Sankararaman, 2014]. 
L'étape suivante consiste à déterminer les valeurs des indicateurs d’aide à la décision pour la 
planification de la production et de la maintenance à partir des ܾܾܽ de chaque ensemble des parties des 
cadres de discernement de chaque entité du STMC modélisé.  
 
3.5 Inférences pour les patterns 
Dans le chapitre portant sur la modélisation des STMC afin d’évaluer leur aptitude à accomplir de 
futures tâches de production, nous avons identifié trois types d’entités que nous appelons « patterns » 
constituant un STMC : 
 le « pattern » composant qui dispose d’au moins un pronostic local et peut dépendre 
structurellement d’autres entités, 
 le « pattern » redondance qui regroupe l’ensemble des entités mettant en œuvre un même 
service ou une même fonctionnalité, 
 le « pattern » fonction qui regroupe l’ensemble des entités qui contribuent à la mise en œuvre 
d’une fonctionnalité ou d’un service. 
Les structures de croyances formées par des ܾܾܽ qui peuvent être alors assimilées à des probabilités 
conditionnelles grâce au théorème de Bayes généralisé et être traitées à l’aide réseaux de croyance qui 
peuvent être assimilés à des réseaux bayésiens pour lesquels il s’agit de fournir des inférences reprenant 
la forme de tables de probabilités conditionnelles [Smets, 1993 ; Simon, 2007 ; Simon, 2008 ; 
Villeneuve, 2017]. Nous représentons donc ces inférences au moyen de grilles qui comportent les 
éléments des ensembles des parties de deux cadres discernements Ω௫ et Ω௬ dont les ܾܾܽ sont utilisées 
pour déterminer les ܾܾܽ de l’ensemble des parties d’un cadre de discernement Ω௭. La grille d'inférence 
généralisée est présentée au Tableau 1 où les �௜௝  sont un ensemble �௭௞ א ʹΩ೥  qui peut être présent 
plusieurs fois dans la grille. 
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Tableau 1. Grille d’inférence généralisée   ʹΩ೤ ʹΩೣ  �௬ଵ �௬ଶ … �௬௡ �௫ଵ �ଵଵ �ଵଶ … �ଵ௡ �௫ଶ �ଶଵ �ଶଶ … �ଶ௡ ⋮ ⋮ ⋮ ⋱ ⋮ �௫௠ �௠ଵ �௠ଶ … �௠௡ 
 
La ܾܾܽ de chaque �௭௞ א ʹΩ೥, considérée comme une ܾܾܽ conditionnelle, est calculée à partir de la 
relation suivante : 
ܾܾܽሺ�௭௞ሻ =  ∑ ∑ {ܾܾܽሺ�௫௜ሻ. ܾܾܽሺ�௬௝ሻ, �௜௝ = �௭௞Ͳ, �௜௝ ≠ �௭௞௝=௡௝=ଵ௜=௠௜=ଵ    (R4) 
 
3.5.1 Inférences pour le « pattern » composant 
Les inférences pour le « pattern » composant sont déterminées à partir du diagramme états-
transitions présentée sur la Figure 13. Nous considérons également l’état ܭܱ qui est utilisé pour évaluer 
l'impact de l’incapacité du composant à accomplir les tâches de production prévues assignées au STMC 
par propagation dans les graphes le modélisant (nous expliquons dans le paragraphe traitant de 
l’algorithme de la FGP pourquoi plusieurs graphes de modélisation du STMC sont nécessaires). Pour 
cela, il est nécessaire d’opérer une réduction de cadre du discernement puisqu’il faut passer du cadre 
de discernement ܥ = {ܱܭ, ܨ, ܱܱ, ܨܱܱ}  à ܥ௥ = {ܱܭ, ܭܱ}  sachant que ܭܱ = {ܨ,ܱܱ, ܨܱܱ} . La 
structure de croyance sur ʹ�� est donc déterminée à partir de celle sur ʹ� par la relation suivante : 
ܾܾܽ(�௝��) = {  
  ܾܾܽ(�௜�|�௜� = �௝��), �௝�� ∩ ܭܱ = ∅∑ ܾܾܽሺ�௜�ሻ�೔�⊆�ை , �௝�� = ܭܱ∑ ܾܾܽሺ�௜�ሻ�೔�∩�ை≠∅,�೔�−�ை=�ೕ��−�ை , �௝�� − ܭܱ ≠ ∅  (R5) 
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Où �௜� א ʹ�  et �௝�� א ʹ��. Cette relation est dérivée de l’approximation bayésienne [Bauer, 1997]. 
Sachant qu’ici les éléments fusionnés sont choisis a priori et non sélectionnés en fonction de la valeur 
de leur ܾܾܽ, ce n'est pas une approximation mais la valeur exacte. 
La détermination de la structure de croyance sur ʹ� est effectuée en plusieurs étapes. 
La première étape consiste en une projection de la structure de croyance de ʹ௉భ ={∅, {ܨ}ଵ, {̅ܨ}ଵ, {ܨ, ̅ܨ}ଵ} du premier pronostic local du composant sur la structure de croyance ʹ�  du 
composant en effectuant les affectations suivantes : ܾܾܽଶ�ሺ{ܱܭ}ሻ =  ܾܾܽଶ�భሺ{̅ܨ}ଵሻ , ܾܾܽଶ�ሺ{ܨ}ሻ = ܾܾܽଶ�భሺ{ܨ}ଵሻ  et ܾܾܽଶ�ሺ{ܱܭ, ܨ}ሻ =  ܾܾܽଶ�భሺ{ܨ, ̅ܨ}ଵሻ ; les ܾܾܽ  des autres éléments de ʹ�  sont 
initialisées avec la valeur zéro. 
Si le composant a plus d’un pronostic local, la deuxième étape consiste à considérer l’impact des 
autres pronostics locaux du composant sur sa structure de croyance. Cet impact est déterminé pronostic 
local par pronostic local à l’aide de la grille d’inférence du Tableau 2 et de la relation (R4). Dans le 
Tableau 2, l'indice i désigne le ième pronostic local considéré, l'indice i-1 vaut pour les éléments de ʹ� 
dont la valeur de ܾܾܽ ne tient pas encore compte des ܾܾܽ du ième pronostic local. L'indice i désigne 
aussi les éléments de ʹ� dont la valeur de ܾܾܽ est modifiée lorsque l'inférence est traitée pour le ième 
pronostic local considéré. Les valeurs des ܾܾܽ des éléments de ʹ� qui ne figurent pas dans le Tableau 
2 ne sont pas modifiées. 
Tableau 2. Grille d’inférence pour les composants ayant plus d’un pronostic local ૛ࡼ࢏ ૛࡯ {ࡲ}࢏ {ࡲ̅}࢏ {ࡲ, ࡲ̅}࢏ {ࡲ}࢏−૚ {ܨ}௜   {ܨ}௜   {ܨ}௜   {ࡻࡷ}࢏−૚ {ܨ}௜   {ܱܭ}௜    {ܱܭ, ܨ}௜  {ࡻࡷ, ࡲ}࢏−૚ {ܨ}௜   {ܱܭ, ܨ}௜ {ܱܭ, ܨ}௜  
 
Si le composant dépend structurellement d’autres entités, la troisième étape consiste à considérer, 
une à une, l'impact des structures de croyance de ces entités à l’aide la grille d'inférence du Tableau 3 
et à la relation (R4). Pour la jième entité (ܧ௝) dont dépend le composant, l’ensemble des parties de son 
cadre de discernement est noté : ʹாೕ = {∅, {ܱܭ}௝ , {ܭܱ}௝, {ܱܭ, ܭܱ}௝}. 
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Tableau 3. Grille d’inférence pour considérer l’impact des entités dont le composant dépend 
 ૛ࡱ࢐  
 ૛࡯ {ࡻࡷ}࢐ {ࡷࡻ}࢐ {ࡻࡷ,ࡷࡻ}࢐ {ࡻࡷ}࢐−૚ {ܱܭ}௝  {ܱܱ}௝  {ܱܭ, ܱܱ}௝  {ࡲ}࢐−૚ {ܨ}௝  {ܨܱܱ}௝   {ܨ, ܨܱܱ}௝ {ࡻࡻ}࢐−૚ {ܱܱ}௝  {ܱܱ}௝  {ܱܱ}௝   {ࡲࡻࡻ}࢐−૚ {ܨܱܱ}௝   {ܨܱܱ}௝   {ܨܱܱ}௝    {ࡻࡷ, ࡲ}࢐−૚ {ܱܭ, ܨ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܭ, ܨ, ܱܱ, ܨܱܱ}௝  {ࡻࡷ,ࡻࡻ}࢐−૚ {ܱܭ, ܱܱ}௝  {ܱܱ}௝  {ܱܭ, ܱܱ}௝  {ࡻࡷ, ࡲࡻࡻ}࢐−૚ {ܱܭ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܭ, ܱܱ, ܨܱܱ}௝  {ࡲ, ࡻࡻ}࢐−૚ {ܨ, ܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ࡲ, ࡲࡻࡻ}࢐−૚ {ܨ, ܨܱܱ}௝  {ܨܱܱ}௝   {ܨ, ܨܱܱ}௝  {ࡻࡻ, ࡲࡻࡻ}࢐−૚ {ܱܱ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ࡻࡷ, ࡲ, ࡻࡻ}࢐−૚ {ܱܭ, ܨ, ܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܭ, ܨ, ܱܱ, ܨܱܱ}௝  {ࡻࡷ, ࡲ, ࡲࡻࡻ}࢐−૚ {ܱܭ, ܨ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܭ, ܨ, ܱܱ, ܨܱܱ}௝  {ࡻࡷ,ࡻࡻ, ࡲࡻࡻ}࢐−૚ {ܱܭ, ܱܱ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܭ, ܱܱ, ܨܱܱ}௝  {ࡲ, ࡻࡻ, ࡲࡻࡻ}࢐−૚ {ܨ, ܱܱ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܨ, ܱܱ, ܨܱܱ}௝  {ࡻࡷ, ࡲ, ࡻࡻ, ࡲࡻࡻ}࢐−૚ {ܱܭ, ܨ, ܱܱ, ܨܱܱ}௝  {ܱܱ, ܨܱܱ}௝  {ܱܭ, ܨ, ܱܱ, ܨܱܱ}௝  
L’état ܭܱ signifie que l'entité ne sera pas en mesure d'opérer dans les performances minimales 
requises pour accomplir les tâches prévues, quelles qu'en soient les causes. Dans le Tableau 3, l'indice 
j-1 désigne les éléments de ʹ�  dont la valeur de ܾܾܽ ne prend pas encore en compte les ܾܾܽ des 
éléments de ʹாೕ . L'indice j désigne aussi les éléments de ʹ� dont la valeur de ܾܾܽ est modifiée par le 
traitement de l’impact de la structure de croyance de la jième entité considérée. 
Selon les inférences présentées dans les Tableaux 2 et 3, ܾܾܽଶ�ሺ{ܱܭ, ܨܱܱ}ሻ =  Ͳ parce que ce 
n'est pas le résultat d'une inférence. Ceci est cohérent car, selon le diagramme états-transitions de la 
Figure 13b, l'état ܨܱܱ ne peut être atteint sans passer par l'état ܨ ou l'état ܱܱ.  
Une fois les ܾܾܽ des éléments de ʹ� calculées, les mesures de croyance et de plausibilité de chaque 
élément de ܥ sont calculées à partir de (R1) et (R2). Puis ܥ est réduit à ܥ௥ par l'utilisation (R5) à des 
fins de propagation dans les graphes de modélisation du STMC. 
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3.5.2 Inférences pour le « pattern » redondance 
Les inférences pour le « pattern » redondance sont déterminées à partir du diagramme états-
transitions présentée sur la Figure 14. Nous avons considéré dans ce « pattern » un état ܮ�  qui 
correspond à un fonctionnement du service ou de la fonctionnalité assuré par le nombre minimal 
d’entités redondantes ; les autres n’étant plus opérationnelles. Cet état correspond à un état de bon 
fonctionnement qui n’impacte pas le fonctionnement des entités qui dépendent structurellement de la 
redondance ou auxquelles la redondance appartient. Pour tenir compte de cela, il est nécessaire d’opérer 
une réduction de cadre du discernement puisqu’il faut passer du cadre de discernement �௣ ={ܱܭ, ܮ�, ܭܱ}, où ݌ désigne le nombre minimal d’entités devant rester opérationnelles pour assurer le 
service ou la fonctionnalité, au cadre de discernement réduit �௥௣ = {ܱܭ௥ , ܭܱ} sachant que ܱܭ௥ ={ܱܭ, ܮ�}. La structure de croyance sur ʹோ�� est donc déterminée à partir de celle sur ʹோ� par la relation 
suivante : 
ܾܾܽ ቀ�௝ோ��ቁ = {  
  ܾܾܽ ቀ�௜ோ�|�௜ோ� = �௝ோ��ቁ , �௝ோ�� ∩ ܱܭ௥ = ∅∑ ܾܾܽ(�௜ோ�)�೔ೃ�⊆ை�� , �௝ோ�� = ܱܭ௥∑ ܾܾܽ(�௜ோ�)�೔ೃ�∩ை��≠∅,�೔ೃ�−ை��=�ೕೃ��−ை�� , �௝ோ�� −ܱܭ௥ ≠ ∅  (R6) 
Comme (R5), cette relation est dérivée de l’approximation bayésienne. 
La structure de croyance sur de ʹோ� est calculée pas à pas au moyen de grilles d'inférence et la 
relation (R4) en considérant successivement les entités qui appartiennent à la redondance. Les grilles 
d'inférence sont définies à partir des transitions décrites dans le diagramme états-transitions de la Figure 
14. 
Pour une redondance 1/n, la première étape consiste à projeter la structure de croyance de 
l’ensemble des parties du cadre de discernement réduit ʹாభ = {∅, {ܱܭ}ଵ, {ܭܱ}ଵ, {ܱܭ, ܭܱ}ଵ}  de la 
première entité réalisant le service ou la fonctionnalité sur la structure de croyance de l’ensemble des 
parties du cadre de discernement ʹோభ  de la redondance en effectuant les affectations suivantes : ܾܾܽଶೃభሺ{ܱܭ}ሻ =  ܾܾܽଶಶభሺ{ܱܭ}ଵሻ , ܾܾܽଶೃభሺ{ܭܱ}ሻ =  ܾܾܽଶಶభሺ{ܭܱ}ଵሻ  et ܾܾܽଶೃభሺ{ܱܭ,ܭܱ}ሻ = ܾܾܽଶಶభሺ{ܱܭ,ܭܱ}ଵሻ. Les ܾܾܽ des autres éléments de ʹோభ sont initialisées à zéro.  
La deuxième étape consiste à considérer l’impact des autres entités appartenant à la redondance sur 
sa structure de croyance grâce aux grilles d’inférence présentées dans les Tableaux 4 et 5. Dans ces 
tableaux, l’indice k désigne la kième entité de la redondance, l’indice k-1 désigne les éléments de ʹோభ 
ne prenant pas encore en compte la structure de croyance de la kième entité de la redondance. L’indice 
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k désigne aussi la structure de croyance de ʹோభ une fois l’impact de la structure de croyance de la kième 
entité considérée. La grille d’inférence du Tableau 4 est utilisée seulement pour la deuxième entité de 
la redondance �ଵ. Pour les autres entités d’une redondance �ଵ, la grille d’inférence du Tableau 5 est 
utilisée. La valeur de la ܾܾܽ  des éléments ne figurants pas dans ces grilles d’inférences n’est pas 
modifiée. 
 
Tableau 4. Grille d’inférence pour considérer la deuxième entité d’une redondance �૚ ૛ࡱ૛ ૛�૚  {ࡻࡷ}૛ {ࡷࡻ}૛ {ࡻࡷ,ࡷࡻ}૛ {ࡻࡷ}૚ {ܱܭ}ଶ  {ܮ�}ଶ  {ܱܭ, ܮ�}ଶ {ࡷࡻ}૚ {ܮ�}ଶ  {ܭܱ}ଶ   {ܮ�, ܭܱ}ଶ {ࡻࡷ,ࡷࡻ}૚ {ܱܭ, ܮ�}ଶ {ܮ�, ܭܱ}ଶ {ܱܭ, ܮ�, ܭܱ}ଶ 
 
Tableau 5. Grille d’inférence pour considérer les autres entités d’une redondance �૚ 
 ૛ࡱ࢑  
 ૛�૚ {ࡻࡷ}࢑ {ࡷࡻ}࢑  {ࡻࡷ,ࡷࡻ}࢑ {ࡻࡷ}࢑−૚ {ܱܭ}௞  {ܱܭ}௞  {ܱܭ}௞  {ࡸ�}࢑−૚ {ܱܭ}௞  {ܮ�}௞  {ܱܭ, ܮ�}௞ {ࡷࡻ࢑−૚} {ܮ�}௞  {ܭܱ}௞  {ܮ�, ܭܱ}௞ {ࡻࡷ, ࡸ�}࢑−૚ {ܱܭ}௞  {ܱܭ, ܮ�}௞  {ܱܭ, ܮ�}௞ {ࡻࡷ,ࡷࡻ}࢑−૚ {ܱܭ, ܮ�}௞  {ܱܭ, ܭܱ}௞  {ܱܭ, ܮ�, ܭܱ}௞ {ࡸ�,ࡷࡻ}࢑−૚ {ܱܭ, ܮ�}௞  {ܮ�, ܭܱ}௞  {ܱܭ, ܮ�, ܭܱ}௞ {ࡻࡷ, ࡸ�,ࡷࡻ}࢑−૚ {ܱܭ, ܮ�}௞ {ܱܭ, ܮ�, ܭܱ}௞ {ܱܭ, ܮ�, ܭܱ}௞ 
 
Pour les redondances pour lesquelles ݌ > ͳ, une table peut être construite qui permet de déterminer 
la structure de croyance sur ʹோ� à partir des structures de croyance de l’ensemble des parties des entités 
appartenant à cette redondance. Un extrait de grille est représenté par le Tableau 6 pour une redondance 
2/4. Dans ces grilles, la structure de croyance de la redondance est calculée à l’aide de la relation 
suivante : 
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ܾܾܽ(�௞ோ�) = ∑ {∏ ܾܾܽሺ�௜௝ሻ௝=௡௝=ଵ , �௜,௡+ଵ = �௞ோ�Ͳ, �௜,௡+ଵ ≠ �௞ோ�௜=௡௟௜=ଵ   (R7) 
Où ݈݊ est le nombre de lignes de la grille, �௜௝  pour ݆ = ͳ, … , ݊ est un élément de ʹாೕ et �௜,௡+ଵ est un 
élément de ʹோ�. 
Lorsque la structure de croyance de ʹோ� est établie, les mesures de croyance et de plausibilité des 
éléments de �௣ sont calculés à partir de (R1) et (R2). Puis �௣ est réduit à �௥௣ en appliquant (R6) pour 
les besoins de propagation dans les graphes modélisant le STMC. 
Dans le cas de redondances passives, les inférences proposées sont pessimistes. En effet, elles 
considèrent que toutes les entités assurant le service fonctionneront ensemble pendant les tâches 
planifiées alors qu'une seule ou un groupe de ݌ minimum nécessaires sera sollicité avec l'hypothèse 
optimiste. Toutefois, les entités assurant des redondances passives sont principalement sollicitées 
lorsque toutes les autres entités assurant le service sont défaillantes. Dans cette situation, la redondance 
est en état ܮ�. Une telle situation est souvent critique en termes de sureté de fonctionnement voire de 
sécurité et nécessite une maintenance urgente qui peut conduire à un arrêt prématuré de la tâche de 
production. C'est le cas lorsque la turbogénératrice (RAT – Ram Air Turbine) doit être utilisée en ultime 
recours dans un avion. Elle fournit juste l'énergie électrique suffisante pour que les gouvernes et certains 
instruments permettent un atterrissage d'urgence [Goupil, 2011]. Bien sûr, le vol programmé n'est pas 
terminé dans les conditions attendues par la planification des vols. C'est pourquoi les valeurs de ܤ݈݁ሺܮ�ሻ et ݈ܲሺܮ�ሻ pour une redondance sont au moins aussi importantes que les valeurs de ܤ݈݁ሺܭܱሻ 
et ݈ܲሺܭܱሻ pour décider de la production ou de la maintenance. 
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Tableau 6. Extrait de la grille d’inférence pour une redondance 2/4 
૛ࡱ૚ ૛ࡱ૛ ૛ࡱ૜ ૛ࡱ૝ ૛�૛ 
{ܱܭ} 
{ܱܭ} 
{ܱܭ} {ܱܭ} {ܱܭ} {ܱܭ} {ܱܭ} {ܱܭ, ܭܱ} {ܱܭ} 
{ܭܱ} {ܱܭ} {ܱܭ} {ܭܱ} {ܮ�} {ܱܭ, ܭܱ} {ܱܭ, ܮ�} 
{ܱܭ, ܭܱ} {ܱܭ} {ܱܭ} {ܭܱ} {ܱܭ, ܮ�} {ܱܭ, ܭܱ} {ܱܭ, ܮ�} 
{ܭܱ} 
{ܱܭ} {ܱܭ} {ܱܭ} {ܭܱ} {ܮ�} {ܱܭ, ܭܱ} {ܱܭ, ܮ�} 
{ܭܱ} {ܱܭ} {ܮ�} {ܭܱ} {ܭܱ} {ܱܭ, ܭܱ} {ܮ�, ܭܱ} 
{ܱܭ, ܭܱ} {ܱܭ} {ܱܭ, ܮ�} {ܭܱ} {ܮ�, ܭܱ} {ܱܭ, ܭܱ} {ܱܭ, ܮ�, ܭܱ} 
{ܱܭ, ܭܱ} 
{ܱܭ} {ܱܭ} {ܱܭ} {ܭܱ} {ܱܭ, ܮ�} {ܱܭ, ܭܱ} {ܱܭ, ܮ�} 
{ܭܱ} {ܱܭ} {ܱܭ, ܮ�} {ܭܱ} {ܮ�, ܭܱ} {ܱܭ, ܭܱ} {ܱܭ, ܮ�, ܭܱ} 
{ܱܭ, ܭܱ} {ܱܭ} {ܱܭ, ܮ�} {ܭܱ} {ܱܭ, ܮ�, ܭܱ} {ܱܭ, ܭܱ} {ܱܭ, ܮ�, ܭܱ} {ܭܱ} {ܱܭ} {ܱܭ} {ܱܭ} {ܱܭ} ⋮ ⋮ ⋮ ⋮ ⋮ 
Selon les inférences présentées dans les Tableaux 4, 5 et 6, ܾܾܽଶೃ�ሺ{ܱܭ,ܭܱ}ሻ =  Ͳ parce que ce 
n'est pas le résultat d'une inférence. Ceci est cohérent car, selon le diagramme états-transitions de la 
Figure 14, l'état ܭܱ ne peut être atteint sans passer par l'état ܮ�. 
 
3.5.3 Inférences pour le « pattern » fonction 
Les inférences pour le « pattern » fonction sont déterminées à partir du diagramme états-transitions 
présentée sur la Figure 15.  
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La structure de croyance sur de ʹி�௧ = {∅, ܱܭ, ܭܱ, {ܱܭ, ܭܱ}} est calculée en plusieurs étapes au 
moyen de grilles d'inférence et la relation (R4). Une fonction est mise œuvre au moins par une entité 
mais plusieurs entités peuvent contribuer à sa mise en œuvre. 
La première étape consiste à projeter la structure de croyance de l’ensemble des parties du cadre 
de discernement réduit ʹாభ = {∅, {ܱܭ}ଵ, {ܭܱ}ଵ, {ܱܭ,ܭܱ}ଵ} de la première entité contribuant à la mise 
en œuvre de la fonction sur la structure de croyance de l’ensemble des parties du cadre de discernement ʹி�௧  de la redondance en effectuant les affectations suivantes : ܾܾܽଶಷ��ሺ{ܱܭ}ሻ =  ܾܾܽଶಶభሺ{ܱܭ}ଵሻ , ܾܾܽଶಷ��ሺ{ܭܱ}ሻ =  ܾܾܽଶಶభሺ{ܭܱ}ଵሻ  et ܾܾܽଶಷ��ሺ{ܱܭ, ܭܱ}ሻ =  ܾܾܽଶಶభሺ{ܱܭ, ܭܱ}ଵሻ. 
Si la fonction a plus d’une entité contribuant à sa mise en œuvre, la deuxième étape consiste à 
considérer l’impact des autres entités appartenant à la fonction sur sa structure de croyance. Cet impact 
est déterminé entité par entité à l’aide de la grille d’inférence du Tableau 7 et de la relation (R4). 
Tableau 7. Grille d’inférence pour considérer les entités contribuant à une fonction 
 ૛ࡱ࢏  
 ૛ࡲࢉ� {ࡻࡷ}࢏ {ࡷࡻ}࢏ {ࡻࡷ,ࡷࡻ}࢏ {ࡻࡷ}࢏−૚ {ܱܭ}௜   {ܭܱ}௜    {ܱܭ, ܭܱ}௜ {ࡷࡻ}࢏−૚ {ܭܱ}௜    {ܭܱ}௜    {ܭܱ}௜    {ࡻࡷ,ࡷࡻ}࢏−૚ {ܱܭ, ܭܱ}௜   {ܭܱ}௜    {ܱܭ, ܭܱ}௜   
 
Dans le Tableau 7, l'indice i-1 désigne les éléments de ʹி�௧ dont la valeur de ܾܾܽ ne prend pas 
encore en compte les ܾܾܽ des éléments de ʹா೔ et l'indice i désigne aussi les éléments de ʹி�௧ dont la 
valeur de ܾܾܽ est modifiée par le traitement de l’impact de la structure de croyance de la iième entité 
considérée. 
La dernière étape consiste, lorsque la structure de croyance de ʹி�௧  est établie, à calculer les 
mesures de croyance et de plausibilité des éléments de ܨܿ� à partir de (R1) et (R2). 
 
3.6 Indicateurs pour l’aide à la décision  
Pour les besoins de planification de la production, les indicateurs pour l’aide à la décision sont 
relatifs à l’aptitude de services ou fonctionnalités permettant d’accomplir les tâches devant être 
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assignées dans les conditions attendues. Ces conditions peuvent être multiples et combinées comme : 
le respect de délai, de qualité, de sécurité, etc. ; mais peuvent variées selon les tâches à accomplir. Ceci 
peut être illustré à l’aide de l’exemple d’un camion frigorifique permettant de transporter des produits 
devant restés au frais ou congelés requérant la fonction réfrigération pour de tels produits et d’autres 
fonctions comme, la motorisation, la direction, le freinage… Si la fonction de réfrigération n’est pas 
dans un état permettant, par exemple, d’assurer un transport disons de 300 km de produits surgelés, 
alors que les autres fonctions le sont, il peut être possible de réaliser un transport de produits surgelés 
sur une distance plus courte, un transport de produits frais sur une distance comparable (car elle sollicite 
moins la fonction de réfrigération, on retrouve ici la notion de sévérité) ou encore le transport de 
produits primeurs ne sollicitant pas cette fonction.  
Sur des ressources de production très flexibles, ces fonctionnalités sont souvent nombreuses et les 
tâches de production pouvant leur être assignées ne les sollicitent pas forcément toutes. Pour cela il est 
donc intéressant de disposer d’informations sur l’aptitude des fonctionnalités à accomplir les tâches que 
la production doit faire.  
Nous proposons ici, une approche encore plus étendue sur les indicateurs. En effet, nous proposons 
des indicateurs pour l’ensemble des entités avec, parmi elles, ces fonctionnalités. Ces indicateurs sont 
déterminés à partir des structures de croyance de l’ensemble des parties du cadre de discernement des 
entités.  
Pour chaque entité, les indicateurs d’aide à la décision sont les mesures de croyance et de 
plausibilité des éléments du cadre de discernement et du cadre de discernement réduits. En effet, comme 
nous l’avons indiqué, ces mesures peuvent être considérées respectivement comme la limite inférieure 
et la limite supérieure de la probabilité exacte pour une entité d’être dans l’état considéré.  
Les masses de croyance, les mesures de croyance et de plausibilité permettent également de 
propager l’incertitude épistémique dans l’ensemble des graphes modélisant le STMC. Cependant, il 
peut être difficile pour un décideur peu habitué à la TDS d’appréhender de telles mesures. Pour pallier 
cela, la transformation pignistique définit une mesure qui peut être considérée comme une distribution 
de probabilité [Smets et Kennes, 1994]. Ainsi, nous proposons également de calculer pour chaque entité 
les probabilités pignistiques (ܤ݁�ܲ) des éléments de son cadre de discernement et de son cadre de 
discernement réduit. Ce calcul est effectué à l’aide de la relation suivante : ܤ݁�ܲሺ�௜ሻ = ∑ ܾܾܽሺ�ሻ�אଶΩ |�೔∩�||�|   (R8) 
où �௜ est un élément du cadre discernement Ω et � est un élément de l’ensemble des parties de ce 
cadre de discernement ʹΩ. 
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A partir de ces indicateurs d’aide à la décision, les décideurs peuvent choisir :  
 de valider la séquence des tâches de production planifiées,  
 de réduire le nombre de tâches,  
 de remplacer ou supprimer des tâches qui solliciteront des fonctions ne garantissant pas 
suffisamment la réalisation de la séquence de tâches dans les conditions attendues,  
 de planifier les opérations de maintenance nécessaires. 
Pour identifier les opérations de maintenance nécessaires et les planifier en termes de durée et de 
ressources, il faut identifier les composants qui doivent faire l'objet d'un entretien. Pour cela, nous avons 
introduit deux champs supplémentaires qui sont calculés pour chaque entité.  
 Le premier champ est l'identifiant du composant dont la maintenance améliorera au mieux 
l’aptitude de l’entité à accomplir les tâches de production planifiées. Si l’entité est un 
composant, ce champ peut contenir la valeur de son identifiant. Une fois le composant 
identifié, la maintenance peut donc accéder à la structure croyance des pronostics locaux 
du composant et déterminer l’opération de maintenance la plus appropriée pour ce 
composant.  
 Le second champ contient une valeur calculée à partir des structures de croyance des 
ensembles des parties des cadres de discernement des entités appartenant à l’entité, dans le 
cas où il s’agit d’une fonction ou d’une redondance, ou dont l’entité dépend 
structurellement, principalement si l’entité est un composant. Ce champ permet d’éviter les 
parcours inverses (back tracking) dans les graphes de modélisation et ainsi permettre une 
réduction de la complexité algorithmique.  
La détermination de la valeur de ces deux champs est dérivée de celle proposée dans [Desforges, 
2017]. Nous y remplaçons la probabilité de défaillance par la probabilité pignistique de défaillance. Le 
calcul de la valeur de ces champs, respectivement ݅݀ா௫ et ܤ݁� ௠ܲ�௫ா௫ ሺܨሻ pour une entité ܧݔ, devient, 
avec ܧ݅  et ܧ݇  d'autres entités, ܤ݁�ܲா௫ሺ�௜ሻ  la probabilité pignistique de l'état �௜  du cadre de 
discernement d’une entité ܧݔ, Г−ଵሺܧݔሻ l’ensemble des prédécesseurs de ܧݔ et � l'ensemble des entités 
qui sont des redondances dans le graphe de modélisation traité du STMC : 
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Algorithme 1: Algorithme de calcul de ࡮ࢋ�ࡼ���ࡱ࢑ ሺࡲሻ et ࢏ࢊࡱ࢑ pour une entité ࡱ� qui est un composant 
 Pour une entité ܧݔ qui est un composant :  
Si ܤ݁� ௠ܲ�௫ா௞ ሺܨሻ > ܤ݁�ܲா௫ሺܨሻ où ܧ݇ est telle que 
 ܤ݁� ௠ܲ�௫ா௞ ሺܨሻ = �axா௜אГ−భሺா௫ሻ {�axா௜בோ ቀܤ݁� ௠ܲ�௫ா௜ ሺܨሻቁ ,�axா௜אோ(ܤ݁�ܲா௜ሺܭܱሻ )} alors ݅݀ா௫ ← ݅݀ா௞  ܤ݁� ௠ܲ�௫ா௫ ሺܨሻ ← ܤ݁� ௠ܲ�௫ா௞ ሺܨሻ  
Sinon  
  ݅݀ா௫ ← ܧݔ 
  ܤ݁� ௠ܲ�௫ா௫ ሺܨሻ ← ܤ݁�ܲா௫ሺܨሻ  
Fin si 
 
Algorithme 2: Algorithme de calcul de ࡮ࢋ�ࡼ���ࡱ࢑ ሺࡲሻ et ࢏ࢊࡱ࢑ pour une entité ࡱ� qui est une fonction ou une 
redondance 
 Pour une entité ܧݔ qui est une fonction ou une redondance :  
 ݅݀ா௫ ← ݅݀ா௞ 
 ܤ݁� ௠ܲ�௫ா௫ ሺܨሻ ← ܤ݁� ௠ܲ�௫ா௞ ሺܨሻ  
 où ܧ݇ est telle que ܤ݁� ௠ܲ�௫ா௞ ሺܨሻ  = �axா௜אГ−భሺா௫ሻ {�axா௜בோ(ܤ݁� ௠ܲ�௫ா௜ ሺܨሻ ) ,�axா௜אோ ቀܤ݁�ܲா௜ሺܭܱሻቁ} 
 
Cette première approche se justifie par le fait que, si les probabilités pignistiques de défaillance 
étaient calculées pour tous les pronostics locaux, les calculs basés sur des réseaux bayésiens orientés 
objets proposés dans [Desforges, 2017] pourraient être exploités mais avec la perte des informations 
sur les incertitudes épistémiques qui ne peuvent pas être propagées dans ce type de réseaux. Nous avons 
ici choisi d’exposer le calcul des deux champs servant à l’identification du composant à maintenir par 
l’intermédiaire d’un calcul basé sur les probabilités pignistiques. Néanmoins, d'autres critères peuvent 
être utilisés pour définir les composants à maintenir comme celui relatif aux coûts de maintenance 
[Nguyen, 2015b]. Nous pensons, notamment, que, si les défaillances du STMC peuvent faire des 
victimes ou provoquer de graves dommages à l'environnement, qu’il conviendrait d’utiliser des 
indicateurs plus pessimistes quant aux chances de réalisation des futures tâches de production dans de 
bonnes conditions. Pour cela, nous suggérons de remplacer l’utilisation des probabilités pignistiques 
comme indicateurs par les mesures de plausibilité des états ܭܱ des fonctions et redondances et des états ܨ et ܭܱ des composants. Dans de telles situations nous suggérons également de remplacer les mesures 
de probabilité pignistique des algorithmes 2 et 3 par les mesures de plausibilité équivalentes. 
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Le processus d'identification des composants à maintenir doit donc faire l’objet d’une adaptation à 
la politique de l'entreprise déclinée en termes de fiabilité, de sécurité, de coûts, de productivité...  
 




La fonction générique de pronostic, permettant de fournir des indicateurs d’aide à la décision quant 
à l’aptitude d’un STMC à réaliser de futures tâches de production pour une planification conjointe de 
la production et de la maintenance, consiste en un parcours de graphe dans lequel les différentes valeurs 
de chaque nœud représentant une entité du système sont calculées à partir des valeurs des nœuds 
prédécesseurs. Cette fonction est composée de cinq étapes principales : 
Algorithme 3 : Algorithme de la fonction générique de pronostic 
Etape 1 : Les pronostics locaux sont déterminés à l’aide des méthodes et moyens appropriés et à 
partir des tâches de production que l’on souhaite assignée au STMC devant s’achever à la date �� 
et de leur sévérité respective.  
Etape 2 : Le graphe de modélisation du STMC est instancié. 
Etape 3 : La structure croyance pour chaque pronostic local de composant est ensuite établie en 
fonction des résultats et du type d’informations fournies par le pronostic local. 
Etape 4 : La structure de croyance de l’ensemble des parties du cadre de discernement de chaque 
nœud (entité) est déterminée à l’aide des inférences appropriées ; s’il y a, la réduction de cadre de 
discernement est réalisée et les indicateurs d’aide à la décision sont calculés puis : 
Etape 4.1 : s’il y a une modification de la structure de croyance du nœud, alors cette 
modification est propagée aux nœuds successeurs quel que soit le type de relations (de 
dépendance structurelle ou d’appartenance). 
Etape 4.2 : puis récursivement l’étape 4.1 est effectuée. 
Etape 5 : Lorsqu’il n’y a plus de modification d’aucune structure de croyance dans les nœuds, les 
valeurs des masses de croyance, des mesures de croyance, des mesures de plausibilité et des 
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champs servant à l’identification du composant à maintenir peuvent être enregistrées et/ou 
affichées pour l’aide à la décision (une interface homme-machine présentant les résultats pertinents 
au gré des décideurs peut être conçue). 
Cet algorithme est récursif. La modélisation du STMC et les inférences qu’il met en œuvre 
exploitent fortement les théories associées aux réseaux bayésiens. C’est pourquoi le graphe de 
modélisation du STMC qui peut être obtenu à partir de modèles développés lors de sa phase de 
conception peut nécessiter des transformations. 
 
3.7.2 Transformations des graphes de modélisation 
Une des caractéristiques des réseaux bayésiens est qu’il s’agit de graphes acycliques [Koski et 
Noble, 2009]. Ceci permet notamment de résoudre le problème lié au parcours de graphe récursif de 
l’algorithme 3. Dans la modélisation originelle du STMC pour la FGP, ces cycles peuvent apparaître à 
partir de modèles de conception tels que les diagrammes SADT ou les diagrammes proposés en SysML 
comme les diagrammes d'activité ou les diagrammes bloc internes (internal block diagrams). Dans ces 
modèles de conception, une entité A peut produire un flux fa qui est l'entrée d'une entité B qui produit 
un flux fb qui est également utilisé par l'entité A. Une conséquence directe est que, si A ne produit pas 
fa, B ne produit pas fb et, si B ne produit pas fb, A ne produit pas le flux fa. Ainsi, si l'une des deux 
entités ne peut pas fonctionner, la seconde ne peut pas fonctionner non plus. Considérant que A et B 
implémentent une fonction simple, cette fonction ne pourra être opérationnelle que si A et B sont toutes 
les deux opérationnelles. Les cycles peuvent concerner plus de deux entités qui peuvent être des 
fonctions et des composants. Afin d’être traités, les cycles doivent être identifiés. L’algorithme de 
Tarjan permet d’automatiser cette identification [Tarjan, 1972]. Un cycle dans le graphe de 
modélisation peut être transformé par l’introduction d’une fonction comme cela est proposé dans 
[Desforges, 2017]. Les fonctions ainsi introduites sont appelées fonctions d’interdépendances. Cette 
transformation revient à remplacer les relations de dépendances structurelles par des relations 
d’appartenance et vice versa. Ceci ne pose pas de problème car les arcs du graphe de modélisation du 
STMC ne sont pas pondérés et ne servent qu’à orienter les parcours dans le graphe et, ainsi, ce 
remplacement n'a pas d'impact sur le calcul des valeurs des nœuds (entités). La transformation d’un 
cycle dans un graphe de modélisation d’un STMC est effectuée en trois étapes : 
1. La fonction d'interdépendance regroupe tous les composants inclus dans le cycle ainsi que 
les composants de fonctions incluses dans le cycle. 
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2. La fonction d'interdépendance devient l’unique entité des fonctions incluses dans le cycle 
ou dont au moins un composant est inclus dans le cycle. 
3. Les composants qui étaient les destinations des relations de dépendances structurelles avec 
des composants qui appartiennent maintenant à la fonction d'interdépendance sont alors 
reliés à la fonction d'interdépendance, qui est l’origine des nouvelles relations de 
dépendances structurelles pour lesquelles ces composants restent les destinations. 
Une fois que les cycles du graphe modélisation du STMC sont traités. Il convient de traiter le fait 
que plusieurs chemins puissent exister d’une entité donnée à une autre. Là aussi, la présence de tels 
chemins multiples dans le graphe de modélisation du STMC peut être la conséquence de l’utilisation 
des connaissances issues des modèles de conception. L’existence de plusieurs chemins entre une entité 
E1 et une entité E2 conduit du fait du parcours récursif et des inférences à introduire plusieurs fois la 
structure de croyance de l’ensemble des parties du cadre de discernement de E1 dans celle de 
l’ensemble des parties du cadre de discernement de E2. Ceci est expliqué dans [Desforges, 2017] pour 
des probabilités conditionnelles ; mais nous pouvons extrapoler cette explication puisque les inférences 
que nous avons établies sont basées sur le théorème de Bayes généralisé. La procédure qui y est décrite 
pour éviter cela peut donc aussi être utilisée. Cette procédure conduit, à partir du graphe acyclique 
obtenu, à la construction de plusieurs graphes de modélisation du STMC de telle sorte qu’il n’y ait plus 
qu’un chemin d’une entité à une autre sauf dans le cas où le chemin passe par une redondance. Cette 
procédure est la suivante :  
Le premier graphe est obtenu d'aval en amont à partir du graphe acyclique de modélisation du 
STMC jusqu'à ce qu'il y ait au moins deux chemins entre une entité aval Ed et une entité amont 
Eu. Dans ce premier graphe, les valeurs de Ed ne sont pas calculées.  
Les valeurs de Ed et celles des entités de la partie du graphe qui se trouve en aval sont calculées 
grâce à un deuxième graphe. Dans ce deuxième graphe, les arcs entre Eu et les entités à partir 
desquelles Ed peut être atteint sont supprimés et Eu est directement connecté à Ed. Le calcul 
des valeurs des entités de ce nouveau graphe est ensuite effectué mais seules les valeurs des 
entités qui n'ont pas été calculées pour le premier graphe sont enregistrées et/ou affichées. Ce 
nouveau calcul est effectué jusqu'à ce qu'il y ait, dans ce deuxième graphe, au moins deux 
chemins entre deux entités.  
Un troisième graphe doit ensuite être construit selon la même procédure et ainsi de suite. 
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Les étapes 2 et 4 de l’algorithme présenté doivent donc être effectuées autant de fois qu’il y a de 
graphes de modélisation du STMC afin qu’à l’étape 5 de ce même algorithme seules les valeurs finales 
des entités soient enregistrées ou affichées. 
 
3.8 Conclusion 
Dans ce chapitre, nous avons présenté les traitements effectués pour évaluer l’aptitude d’un STMC 
à accomplir de futures tâches de production. Ces traitements sont basés sur une modélisation graphique 
du STMC fortement inspirée des réseaux bayésiens présentée dans le chapitre 2 et pour laquelle nous 
avons identifié des « patterns ».  
Les traitements pour cette évaluation admettent en entrée les pronostics locaux des composants 
pour lesquels nous avons établis une typologie. Cette typologie fait apparaître que les informations 
produites par les pronostics locaux de composants peuvent contenir à la fois de l’incertitude probabiliste 
et de l’incertitude épistémique.  
Nous avons étudié les cadres mathématiques pour le traitement des incertitudes contenues dans les 
informations fournies par les pronostics locaux. Cette étude nous a conduits à retenir la Théorie de 
Dempster Shafer (TDS) pour laquelle nous avons présenté des éléments théoriques relatifs aux 
structures de croyance. Puis, nous avons proposé des traitements pour les pronostics locaux afin 
d’établir, en fonction de leur type, la structure de croyance correspondant aux informations qu’ils 
produisent.  
La TDS permet de généraliser le théorème de Bayes, qui est appliqué dans les réseaux bayésiens, 
aux structures de croyance. Ceci nous a permis de proposer des inférences et des traitements pour les 
différents « patterns » que nous avons identifiés permettant de calculer les indicateurs, que nous avons 
proposés, d’aide à la décision pour la planification conjointe de la production et de la maintenance. Ces 
indicateurs déterminent à la fois l’aptitude du STMC à accomplir de futures tâches de production mais 
aussi les maintenances nécessaires. 
Un algorithme, consistant principalement en un parcours de graphe et que nous avons présenté dans 
ce chapitre permet de calculer les indicateurs selon les inférences et traitements que nous avons décrits 
pour chaque entité. La mise en œuvre de cet algorithme peut nécessiter des transformations du graphe 
initial qui sont présentées et issues de travaux précédents menés dans le domaine. 
Toutefois, les développements présentés dans ce chapitre associés à la modélisation présentée dans 
le chapitre 2 nécessitent d’être vérifiés. Cette vérification fait en partie l’objet du chapitre suivant. Les 
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vérifications sont faites à l’aide de cas et de résultats issus de la littérature du domaine ou de domaines 
connexes. Pour cela, le logiciel ARENA a été utilisé avec lequel des blocs ont été définis pour chaque 
type d’entités identifié pouvant composer un STMC. Les modèles issus de la littérature ont été 
implémentés à l’aide de ces blocs afin de comparer les résultats produits avec ceux la littérature. Nous 
présentons, également dans cet ultime chapitre, des scénarios simulant un système fictif, afin de fournir 
des exemples sur la façon dont les indicateurs produits par la FGP peuvent être utilisés dans le cadre 
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4.1 Introduction 
Ce quatrième et dernier chapitre est consacré à la validation de la méthode d’évaluation de fiabilité 
quantitative mise en œuvre par la fonction générique proposée (FGP) à partir de benchmarks extraits 
de la littérature. 
Pour valider les modèles et les calculs associés, les développements proposés seront mis en œuvre 
pour des modèles différents de systèmes issus de la littérature dont un système Pont défini dans 
[Toledano et Sucar, 2004 ; Simon, 2007] et un système fictif complexe défini par [Desforges, 2017]. 
Ces systèmes ainsi que la FGP ont été modélisés à l’aide du logiciel de simulation à événements 
discrets ARENA. Pour cela, il a été développé pour chaque élément de base de l’approche de 
modélisation proposée, un bloc ARENA générique et configurable.   
Quatre blocs ont été ainsi créés. Un pour la génération de pronostics locaux et trois autres qui 
représentent les différents types d’entités ou « patterns » : composants, redondances et fonctions. Ces 
différents blocs sont reliés entre eux par des entrées et des sorties qui dépendent de la configuration du 
système à modéliser. 
Comme défini dans le chapitre 2, la mise en œuvre de cette fonction nécessite la représentation 
sous la forme de graphes les connaissances comportementales, structurelles et fonctionnelles du 
système étudié.  
Ensuite, une étude de cas est présentée, dans laquelle plusieurs scénarios ont été simulés afin de 
proposer des façons d'utiliser les indicateurs pour la planification conjointe de la production et la 
maintenance. 
 
4.2 Les blocs ARENA associés aux éléments de 
base 
Afin de modéliser les systèmes étudiés ainsi que la fonction générique, quatre blocs ARENA 
génériques et configurables ont été implémentés : Le Bloc générateur de pronostics locaux (BGPL), et 
les trois patterns : Le Bloc Composant (BC), Le Bloc Redondance (BR) et Le Bloc Fonction (BF). 
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Tableau 8. Les blocs de modélisation d’ARENA. 
Libellé Représentation 
Le bloc générateur de pronostics locaux 
(BGPL)  
Le Bloc Composant (BC) 
 
Le Bloc Redondance (BR) 
 
Le Bloc Fonction (BF) 
 
 
4.2.1 Le bloc « générateur de pronostics locaux » 
Le bloc générateur de pronostics locaux (BGPL) du Tableau 8 est le bloc de modélisation 
d’ARENA pour la génération de pronostics locaux. Ce bloc permet d’associer à un composant donné, 
une évaluation que le composant ne puisse pas accomplir une tâche à cause d’une dégradation trop 
importante. Pour chaque pronostic local, l’évolution dans le temps d’une dégradation est modélisée 
sous la forme d’une fonction et une incertitude épistémique y est associée. Ces éléments du BGPL sont 
paramétrés avec coefficient de défaillance ݇{ி}, une valeur d'incertitude épistémique ݇{ி,ி̅}. Un BGPL 
fournit en sortie, la structure de croyance sur l’ensemble des parties du cadre de discernement ʹ௉ ={∅, {ܨ}, {̅ܨ}, {ܨ, ̅ܨ}} d’un pronostic local d’un composant.  
Pour les simulations, la structure de croyance des pronostics locaux est générée à partir des lois 
exponentielles des relations (R9), (R10) et (R11), où les coefficients ݇{.} et l’instant �଴ correspondant à 
la date de la dernière maintenance concernant la dégradation associée au pronostic sont modifiables.  ܾܾܽ{ி}ሺ�ሻ = ݁௞{ಷ}ሺ௧−௧బሻ    (R9) ܾܾܽ{ி,ி̅}ሺ�ሻ = ݁௞{ಷ,ಷ̅}ሺ௧−௧బሻ    (R10) ܾܾܽ{ி̅}ሺ�ሻ = ͳ − ܾܾܽ{ி}ሺ�ሻ − ܾܾܽ{ி,ி̅}ሺ�ሻ  (R11) 
P1_1   
Composant 1
Redondance 1
Fonction 1  
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Après simulations, avec �଴ = Ͳ et une tâche qui dure ሺ�� − �଴ሻ unités de temps, des pronostics 
locaux sont utilisées pour évaluer la fiabilité des entités du système de telle sorte que les bba de ୨ܲ௜ 
(pronostic ݆ du composant ܥ௜) deviennent ܾܾܽଶ�ሺܨሻ, ܾܾܽଶ�ሺ̅ܨሻ et ܾܾܽଶ�ሺ{ܨ, ̅ܨ}ሻ.  
Bien que les simulations de pronostics soient basées sur des lois exponentielles, d’autres lois 
pourraient être intégrées pour lesquelles les paramètres pourraient être sélectionnés comme une loi 
normale avec pour paramètres la moyenne et l’écart type. 
4.2.2 « Pattern » composant  
Le bloc de modélisation d’ARENA qui représente le « pattern » composant, est le Bloc Composant 
(BC) du Tableau 8. Un BC admet en entrée les structures de croyance d’au moins un BGPL et/ou celles 
de blocs fonctions (BF) et/ou redondances (BR) pour les traiter selon les inférences développées pour 
le « pattern » du composant présentées dans le chapitre 3. En sortie, il fournit la structure de croyance 
sur l’ensemble des parties ʹ� du cadre de discernement d’un composant ܥ = {ܱܭ, ܨ, ܱܱ, ܨܱܱ}, les 
mesures de croyance Bel(), de plausibilité Pl() et de probabilité pignistique BetP() des états de ܥ, la 
structure de croyance sur l’ensemble des parties ʹ�� du cadre de discernement réduit d’un composant ܥ௥ = {ܱܭ,ܭܱ} qui est propagée ensuite dans les graphes de modélisation et enfin les mesures de 
croyance Bel(), de plausibilité Pl() et de probabilité pignistique BetP() des états de ܥ௥. Ce bloc fournit 
également l’identifiant du composant dont la maintenance améliorerait au mieux son aptitude à 
répondre aux sollicitations de production. Il peut s’agir de son propre identifiant. 
4.2.3 « Pattern » redondance  
Le bloc de modélisation d’ARENA qui représente le « pattern » redondance, est le Bloc 
Redondance (BR) du Tableau 8. Un BR admet en entrée les structures de croyance issues de BGPL 
et/ou celles blocs fonctions (BF) et/ou redondances (BR) pour les traiter selon les inférences 
développées pour le « pattern » redondance présentées dans le chapitre 3. En sortie, il fournit la 
structure de croyance sur l’ensemble des parties ʹோ� du cadre de discernement d’une redondance �௣ ={ܱܭ, ܮ�, ܭܱ}, les mesures de croyance Bel(), de plausibilité Pl() et de probabilité pignistique BetP() 
des états de �௣, la structure de croyance sur l’ensemble des parties ʹோ��  du cadre de discernement réduit 
d’un composant �௥௣ = {ܱܭ௥ , ܭܱ} qui est propagée ensuite dans les graphes de modélisation et enfin les 
mesures de croyance Bel(), de plausibilité Pl() et de probabilité pignistique BetP() des états de �௥௣. Ce 
bloc fournit également l’identifiant du composant dont la maintenance améliorerait au mieux son 
aptitude à répondre aux sollicitations de production. 
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4.2.4 « Pattern» fonction  
Le bloc de modélisation d’ARENA qui représente le « pattern » fonction, est le Bloc Fonction (BF) du 
Tableau 8. Un BF admet en entrée les structures de croyance issues de BGPL et/ou celles de BF et/ou 
BR pour les traiter selon les inférences développées pour le « pattern » fonction présentées dans le 
chapitre 3. En sortie il fournit la structure de croyance sur l’ensemble des parties ʹி��  du cadre de 
discernement d’une fonction ܨ�௧ = {ܱܭ, ܭܱ}  qui est propagée ensuite dans les graphes de 
modélisation, les mesures de croyance Bel(), de plausibilité Pl() et de probabilité pignistique BetP() des 
états de ܨ�௧. Ce bloc fournit également l’identifiant du composant dont la maintenance améliorerait au 
mieux son aptitude à répondre aux sollicitations de production. 
 
4.3 Validation à l’aide de cas issue de la 
littérature 
Pour illustrer et valider la FGP, aucun cas d’études suffisamment général, intégrant l’ensemble des 
configurations de base des systèmes et de leurs combinaisons, n'a été trouvé dans la littérature. Aussi, 
la méthode de validation a consisté à utiliser sur plusieurs cas d’études de systèmes extraits de la 
littérature comme un pont et un système fictif. 
Pour chacun de ces systèmes, après une petite description de la structure et du fonctionnement, le 
modèle basé sur la méthode proposée et le modèle ARENA correspondant sont décrits succinctement 
avant une interprétation des résultats. 
4.3.1 Système pont 
4.3.1.1 Description 
Le système pont, représenté par le diagramme de fiabilité de la Figure 21, est défini dans [Toledano 
et Sucar, 2004 ; Simon, 2007], bien que constitué de 5 composants C1 à C5, il est un exemple de 
système complexe vis-à-vis de l’aspect fiabilité [Villemeur, 1992]. Son nombre réduit de composants, 
facilite la compréhension. 
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Figure 21. Diagramme de fiabilité du système Pont 
 
Ce modèle a été étudié dans [Simon, 2008] pour des fiabilités de composants faisant apparaître de 
l’incertitude épistémique. Chaque composant peut être dans l’un des deux états distincts {�݌, ܦ݋ݓ݊} 
pour une évaluation de la fiabilité. En énumérant les coupures minimales ou les chemins de réussite 
minimaux pour ce système, un diagramme avec les portes logiques « ET » et « OU » présenté sur la 
Figure 22 peut être construit. 
 


















Chapitre 4 : Applications 85 
 
4.3.1.2 Modèle du système 
Pour la modélisation de ce système pont, nous établissons des équivalences entre les entités du 
diagramme de la Figure 22 et les « patterns ». Ces équivalences sont présentées le Tableau 9. 
Tableau 9. Équivalences entre éléments de diagrammes avec portes logiques, les « patterns » et les blocs ARENA. 
Elément de diagrammes à 
portes logiques 
« Pattern » ARENA 
   
   
ET1
   
�݌ ܱܭ ܱܭ 
ܦ݋ݓ݊ ܭܱ ܭܱ 
{�݌,ܦ݋ݓ݊} {ܱܭ, ܭܱ} {ܱܭ,ܭܱ} 
 
A partir du diagramme de la Figure 22 et des équivalences du Tableau 9, nous avons construit un 
modèle de fiabilité du système pont pour calculer la fiabilité du système comme. Ce modèle est présenté 
sur la Figure 23. 
Dans le modèle du système pont illustré sur la Figure 23, Cx est le numéro du composant x, ୧ܲ௫est 
le pronostic local numéro i du composant Cx, �௞ଵ est la redondance k d’ordre 1, ܨ௝�௧ est la fonction 









F1ct Fonction 1  
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Figure 23. Modélisation du système pont à l’aide des « patterns » 
 
4.3.1.4 Modèle de simulation et conditions initiales 
Sur la base du modèle de la Figure 23, un modèle de simulation a été construit avec le logiciel 
ARENA présenté sur la Figure 24. Trois scénarios sont considérés dans le Tableau 10 dont les valeurs 
sont issues de [Simon, 2007].  
Pour le scénario 1, appelé scénario de référence :  
 les valeurs de ݇{ி,ி̅}, ݇{ி} et �଴ ont été choisies pour que les pronostics locaux à l’instant �� 
correspondent aux valeurs des ܾܾܽ : ܾܾܽሺ{�݌}ሻ ܾܾܽሺ{ܦ݋ݓ݊}ሻ ݁� ܾܾܽሺ{�݌,ܦ݋ݓ݊}ሻ de 
chaques composants, 
 les valeurs des incertitudes épistémiques ܾܾܽ{ி,ி̅}ሺ��ሻ sont fixées à 0,00, 
 les pronostics locaux ଵܲଵ, ଵܲଶ et ଵܲହ des composants C1, C2, et C5 sont paramétrés de sorte 
que soient obtenues les valeurs listées dans le Tableau 10 ܾܾܽ{ி}ଶ� ሺ��ሻ = Ͳ,ͳͺͳ͵,ܾܾܽ{ி̅}ଶ� ሺ��ሻ = Ͳ,ͺͳͺ͹ et ܾܾܽ{ி,ி̅}ଶ� ሺ��ሻ = Ͳ,ͲͲ , le taux de défaillance de l'état de défaut ݇{ி} 
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 les pronostics locaux ଵܲଷ et ଵܲସ des composants C3 et C4, sont paramétrés de sorte à obtenir 
la structure de croyance ܾܾܽ{ி}ଶ� ሺ��ሻ = Ͳ,͵ʹͻ͹ , ܾܾܽ{ி̅}ଶ� ሺ��ሻ = Ͳ.͸͹Ͳ͵  et ܾܾܽ{ி,ி̅}ଶ� ሺ��ሻ =Ͳ,ͲͲ, le taux de défaillance de l'état de défaut ݇{ி} est fixé 2.0E-03. 
Tableau 10. Valeurs de croyance quel que soit le composant 
Scénario 1 2 3 
ܾܾܽଶ� ଵܲଵ, ଵܲଶ݁� ଵܲହ ଵܲଷ ݁� ଵܲସ ଵܲଵ ଵܲଵ 
ሺܨሻ Ͳ,ͳͺͳ͵ Ͳ,͵ʹͻ͹ Ͳ,ͳ͵ͳ͵ Ͳ,Ͳ͵ͳ͵ 
ሺ̅ܨሻ Ͳ.ͺͳͺ͹ Ͳ,͸͹Ͳ͵ Ͳ.͹͸ͺ͹ Ͳ.͸͸ͺ͹ 
ሺ{ܨ, ̅ܨ}ሻ Ͳ,ͲͲͲͲ Ͳ,ͲͲͲͲ Ͳ,ͳͲͲͲ Ͳ,͵ͲͲͲ 
 
La FGP est exécutée pour les structures de croyance des pronostics locaux basées sur le premier 
scénario avec une tâche qui dure (�� − �଴ሻ = ʹͲͲ UT (Unités de Temps). Le scénario 2 est basé sur la 
même situation que le scénario 1, excepté qu’à la fin de la tâche de 200 UT tous les pronostics locaux 
sont les mêmes que pour le scénario 1 sauf le pronostic local ଵܲଵ pour lequel la valeur de ݇{ி,ி̅} a été 
modifiée à 0,10, de sorte que la structure de croyance de ଵܲଵ soit ܾܾܽ{ி}ଶ� ሺ��ሻ = Ͳ,ͳ͵ͳ͵, ܾܾܽ{ி̅}ଶ� ሺ��ሻ =Ͳ.͹͸ͺ͹   et ܾܾܽ{ி,ி̅}ଶ� ሺ��ሻ = Ͳ,ͳͲ. 
De même, le scénario 3 est basé sur la même situation que le scénario 2, à l'exception du fait que 
le pronostic local ଵܲଵ pour lequel la valeur de ݇{ி,ி̅} est modifiée à 0,30, de sorte que la structure de 
croyance de ଵܲଵ soit   ܾܾܽ{ி}ଶ� ሺ��ሻ = Ͳ,Ͳ͵ͳ͵, ܾܾܽ{ி̅}ଶ� ሺ��ሻ = Ͳ.͸͸ͺ͹ et ܾܾܽ{ி,ி̅}ଶ� ሺ��ሻ = Ͳ,͵Ͳ. 
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Figure 24. Modèle de Système Pont réalisé avec les blocs logiciel ARENA 
 
4.3.1.5 Résultats et interprétation 
Afin de valider les résultats, il est seulement possible de vérifier les valeurs obtenues pour la 
structure de croyance de l’ensemble des parties du cadre de discernement réduit {ܱܭ, ܭܱ, {ܱܭ, ܭܱ}} 
par analogie à {�݌, ܦ݋ݓ݊, {�݌, ܦ݋ݓ݊}} du STMC complet. Les critères de comparaison retenus sont 
les mesures de croyance ܤ݈݁ሺܱܭሻ, ܤ݈݁ሺܭܱሻ et d’incertitude ܤ݈݁ሺ{ܱܭ,ܭܱ}ሻ proposées par le système 
de référence. Les résultats obtenus pour le scénario 1 du système complet, sont résumés dans le Tableau 
11. 
 
Tableau 11. Valeurs obtenues pour le système pont complet dans chaque scénario 
Scenario 1 2 3 
ܤ݈݁ሺܱܭሻ = 0,8501 0,8408 0,8221 
ܤ݈݁ሺܭܱሻ = 0,149866 0,140511 0,121801 
ܤ݈݁ሺܱܭ, ܭܱሻ = 0,0000 0,0187 0,0561 
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Les résultats, présentés dans le Tableau 11, obtenus pour la simulation de ces scénarios à l’aide des 
blocs ARENA définis pour chacun des « patterns » sont exactement les mêmes que ceux obtenus dans 
les scénarios 1, 2 et 3 du système décrit dans [Simon, 2007]. Par conséquent, la FGP a produit des 
résultats conformes à ceux présentés dans [Simon, 2007] pour ce système pont. 
D'autres cas d’études associés à des valeurs de scénarios ont été utilisés selon le même processus 
de validation exposé pour le système pont. Ces systèmes ont été décrits à l’aide de la modélisation 
proposée et exécutés par la FGP. Ces systèmes sont : 
 Le système Kamat Riley qui est exploité dans [Simon, 2007] pour présenter des résultats 
obtenus par la méthode d’évaluation de la fiabilité de systèmes qui y est présentée. Il s'agit 
d'un système plus complexe présenté dans [Kamat et Riley, 1976]. Un diagramme de 
fiabilité de ce système est présenté sur la Figure 25. Ce système est considéré comme un 
système complexe puisqu'il ne peut être réécrit que par une combinaison de sous-systèmes 
parallèles en série [Villemeur, 1992].  
 
Figure 25. Diagramme de fiabilité du système Kamat Riley 
 Une redondance k/n (équivalente à une redondance p/n), représentée sur la Figure 26, a été 
définie dans [Simon, 2007]. Cet article présente des résultats pour un système constitué de 
3 composants qui est opérationnel si au moins 2 composants sur les 3 sont opérationnels. 
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 Un système à processeurs redondants issu de [Malhotra 1995] et étudié dans [Bobbio, 
2001] a également été utilisé à des fins de validation. 
Les résultats obtenus à partir des implémentations de ces systèmes à l’aide de nos blocs et des 
simulations effectuées sous ARENA ont fournies les mêmes résultats pour les entrées équivalentes que 
ceux présentés dans les articles présentant dont nous avons tirés ces systèmes. Ceci nous a permis de 
vérifier la conformité des inférences que nous avons présentées dans le chapitre 3 pour, au moins, les 
cadres de discernements réduits de la FGP. 
 
4.3.2 Système fictif  
 
4.3.2.1 Description 
Le système fictif décrit sur la Figure 27 [Desforges, 2017] rassemble la plupart des situations qui 
peuvent être rencontrées dans des systèmes complexes du point de vue du calcul de la FGP proposée 
hormis les redondances pour lesquelles p>1. Il est composé de trois sous-systèmes qui contiennent des 
de redondances ou des fonctions. Plusieurs composants implémentent les fonctions. Dans la Figure 27, 
les arcs représentent les relations causales de la modélisation des connaissances structurelles et les 
boîtes les relations fonctionnelles. Ce système est exploité pour la validation de la FGP car il fait 
apparaître des états d’entités équivalents à ceux de nos « patterns » et la méthode que nous avons 
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Figure 27. Diagramme de fiabilité du système fictif des [Desforges, 2017] 
 
Ce système multi-composant fictif de quinze composants avec leurs pronostics locaux respectifs 
est modélisé à partir de connaissances comportementales, structurelles et fonctionnelles décrits dans le 
chapitre 2. Cependant, la méthode qui y est mise en œuvre est basée sur des réseaux bayésiens orientés 
objet et des probabilités sur les états des différentes entités. Le modèle de ce système fictif est illustré 
à la Figure 28 où Cx est le numéro de composant x, ୧ܲ௫est le pronostic local numéro i du composant 
Cx, RFk est la redondance k, SFl est la fonction l, SFsj est le sous-système j qui est considéré comme 
une fonction et CS représente le système complexe considéré aussi comme une fonction. 
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Figure 28. Modèle de fiabilité du système avec système fictif 
 
Après les transformations indiquées dans le chapitre 3 pour éliminer les cycles du graphe mis en 
évidence par les zones grisées en utilisant des fonctions d'interdépendance, et pour éviter d'introduire 
plusieurs fois la probabilité de l'état KO d'un nœud dans le calcul de l'état KO d'un autre nœud qui 
n’appartient pas à une fonction redondante, trois graphes sont générés (voir Figure 29). La fonction 
générique proposée est successivement exécutée sur les trois graphes. Les résultats calculés pour tous 
les nœuds du graphe de la Figure 29a sont mémorisés. Pour le graphe de la Figure 29b, seuls les résultats 
calculés pour les nœuds SFs2 et SFs3 sont enregistrés et, pour le graphe de la Figure 29c, seuls les 
résultats calculés pour le nœud CS sont enregistrés. Les valeurs enregistrées des attributs des nœuds y 
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(a) (b) (c) 
Figure 29. Graphes de modélisation du système fictif après les transformations de graphe. 
 
4.3.2.2 Modèle de simulation et conditions initiales 
Sur la base des trois graphes de la Figura 29, les modèles de simulation ont été construits avec le 
logiciel ARENA. Quatre scénarios ont été considérés. Comme l’approche décrite dans [Desforges, 
2017] ne tient pas compte des incertitudes épistémiques sur les états des entités, la vérification a été 
effectuée uniquement pour des structures de croyances dogmatiques pour les pronostics locaux. Il s’est 
agi de vérifier la conformité des résultats à partir de l’implémentation de ces 3 graphes de modélisation 
sous ARENA et ceux fournis dans [Desforges, 2017] pour les différents scénarios. 
Les valeurs des pronostics locaux des composants pour les quatre scénarios sont présentés dans le 
Tableau 12. Ils sont tous identiques dans le scénario 1. Pour les autres scénarios, seules les valeurs des 
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Tableau 12. Valeurs de croyance quel que soit le composant 
scénario 1 2 3 4 
ܾܾܽଶ� ଵܲଵଵ,…, ଵܲଷ7 ଵܲଵଶ et ଵܲଶହ ଶܲଵଵ, ଵܲଶଵ, ଵܲଷସ et ଵܲଷ7 ଵܲଶହ, ଶܲଶହ et ଵܲଷ7 ଵܲଵଶ, ଶܲଵଶ et ଵܲଷସ 
ሺܨሻ Ͳ,ͲͲͲͳ Ͳ,Ͳ͵ͲͲ Ͳ,ͲͳͲͲ ͳ.Ͳ E − ͸ ͳ.Ͳ E + Ͳ 
ሺ̅ܨሻ Ͳ.ͻͻͻͻ Ͳ.ͻ͹ͲͲ Ͳ.ͻͻͲͲ Ͳ.ͻͻͻͻ  ͳ.Ͳ E − ͸  
ሺ{ܨ, ̅ܨ}ሻ Ͳ,ͲͲͲͲ Ͳ,ͲͲͲͲ Ͳ,ͲͲͲͲ Ͳ,ͲͲͲͲ Ͳ,ͲͲͲͲ 
 
4.3.2.3 Résultats et interprétation 
Les résultats obtenus pour la simulation des quatre scénarios sous ARENA sont conformes à ceux 
présentés dans [Desforges, 2017]. Sachant que les structures de croyance introduites pour les pronostics 
locaux de composants sont dogmatiques, pour chaque état distinct X d’un cadre de discernement d’une 
entité nous avons donc ܾܾܽሺ�ሻ = ܤ݈݁ሺ�ሻ = ݈ܲሺ�ሻ = ܤ݁�ܲሺ�ሻ. Pour chaque scénario et chaque entité, 
ces mesures sur un état � correspondent à la probabilité de ce même état X obtenue dans [Desforges, 
2017].  
Cette conformité, ajoutée aux résultats des vérifications présentées dans le paragraphe 4.3.1, nous 
conduit à considérer les inférences définies pour chaque « pattern » comme valides.  
Les traitements adjoints aux « patterns » que nous avons présentés dans le chapitre 3 permettant 
d’identifier pour chaque entité quel est le composant dont la maintenance améliorerait au mieux 
l’aptitude de l’entité à accomplir les tâches de production. Pour les vérifications basées sur ces 4 mêmes 
scénarios, les traitements explicités dans le chapitre 3 basés sur des mesures de probabilité pignistique 
ont identifiés les mêmes composants que dans [Desforges, 2017] nous permettant de considérer ces 
traitements comme valides également. 
Des résultats des simulations de ces scénarios sont présentés dans le Tableau 13.  
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Tableau 13. Valeurs obtenues pour le système fictif dans chaque scénario. 
 ܧݔ Scenario 1 Scenario 2 Scenario 3 Scenario 4 ܤ݈݁ா௫ሺܮ�ሻ ܤ݈݁ா௫ሺܭܱሻ ݅݀ா௫ ܤ݈݁ா௫ሺܮ�ሻ ܤ݈݁ா௫ሺܭܱሻ ݅݀ா௫ ܤ݈݁ா௫ሺܮ�ሻ ܤ݈݁ா௫ሺܭܱሻ ݅݀ா௫ ܤ݈݁ா௫ሺܮ�ሻ ܤ݈݁ா௫ሺܭܱሻ ݅݀ா௫ ܨ�௧ௌ  1.4E-03 C23  5.98E-02 C25  2.08E-02 C34  1.00E+00 C34 ܨଶ�௧௜   3.0E-04 C36  1.02E-02 C37  2.02E-04 C36  3.01E-04 C36 ܨଵ�௧௜   2.0E-04 C21  1.01E-02 C21  1.01E-02 C21  1.01E-02 C21 ܨଷ�௧௦  6.0E-04 C32  2.03E-02 C37  1.04E-02 C34  1.00E+00 C34 ܨଶ�௧௦  8.0E-04 C23  4.03E-02 C25  1.05E-02 C21  1.05E-02 C21 ܨଵ�௧௦  8.0E-12 C13  6.08E-08 C12  6.08E-08 C12  2.02E-06 C12 ܨହ�௧   3.0E-04 C36  1.02E-02 C37  2.02E-04 C36  3.01E-04 C36 ܨସ�௧   3.0E-04 C36  1.02E-02 C37  2.02E-04 C36  3.01E-04 C36 ܨଷ�௧   3.0E-04 C32  1.02E-02 C34  1.02E-02 C34  1.00E+00 C34 ܨଶ�௧   5.0E-04 C21  4.00E-02 C25  1.02E-02 C21  1.02E-02 C21 ܨଵ�௧   5.0E-04 C23  1.04E-02 C21  1.04E-02 C21  1.04E-02 C21 �ଶଵ 2.0E-04 1.0E-08 C33 1.01E-02 1.00E-06 C34 1.01E-02 1.00E-06 C34 1.00E+00 1.00E-04 C34 �ଵଵ 1.2E-07 8.0E-12 C13 3.12E-04 6.08E-08 C12 3.12E-04 6.08E-08 C12 1.03E-02 2.02E-06 C12 
C37  1.0E-04 C37  1.00E-02 C37  1.00E-06 C37  1.00E-06 C37 
C36  1.0E-04 C36  1.01E-04 C36  1.01E-04 C36  2.00E-04 C36 
C35  1.0E-04 C35  1.00E-04 C35  1.00E-04 C35  1.00E-04 C35 
C34  1.0E-04 C34  1.00E-02 C34  1.00E-02 C34  1.00E+00 C34 
C33  1.0E-04 C33  1.00E-04 C33  1.00E-04 C33  1.00E-04 C33 
C32  2.0E-04 C32  1.01E-02 C34  1.01E-02 C34  1.00E+00 C34 
C31  1.0E-04 C31  1.00E-04 C31  1.00E-04 C31  1.02E-04 C31 
C25  2.0E-04 C25  3.01E-02 C25  2.00E-06 C25  2.00E-06 C25 
C24  3.0E-04 C21  1.02E-02 C21  1.02E-02 C21  1.02E-02 C21 
C23  3.0E-04 C23  3.00E-04 C23  3.00E-04 C23  3.00E-04 C23 
C22  1.0E-04 C22  1.00E-04 C22  1.00E-04 C22  1.00E-04 C22 
C21  1.0E-04 C21  1.00E-02 C21  1.00E-02 C21  1.00E-02 C21 
C13  2.0E-04 C13  2.00E-04 C13  2.00E-04 C13  2.00E-04 C13 
C12  2.0E-04 C12  3.01E-02 C12  3.01E-02 C12  1.00E+00 C12 
C11  2.0E-04 C11  1.01E-02 C11  1.01E-03 C11  1.01E-02 C11 
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4.4 Étude de Cas 
Les vérifications présentées dans les paragraphes précédents de ce chapitre nous ont permis de 
considérer comme valides l’ensemble des traitements réalisés par la fonction générique proposée par 
les modélisations et simulations de plusieurs systèmes et cas issus de la littérature. L’objectif de cette 
étude de cas, basée sur le même système fictif que celui proposé dans [Desforges, 2017], est de proposer 
des façons dont les indicateurs d’aide à la décision produits la FGP proposée peuvent être utilisés pour 
la planification conjointe de la production et de la maintenance. 
4.4.1 Fonctionnement 
Pour cette étude de cas, on prend comme hypothèse que les tâches de production prévues 
nécessitent que la probabilité pignistique de l’état ܭܱ du STMC (ܨ�௧ௌ sur la Figure 29) soit inférieure 
à 1.0E-2. L’identification, pour chaque entité, du composant dont la maintenance améliorerait au mieux 
son aptitude à accomplir les tâches de production est également basée sur les mesures de probabilité 
pignistique et effectuée selon les algorithmes 1 ou 2 selon le « pattern » de l’entité. 
4.4.2 Modèles de simulations et conditions initiales 
Nous proposons quatre nouveaux scénarios permettant de considérer des incertitudes épistémiques 
sur les pronostics locaux des composants illustrant des façons d’utiliser les indicateurs fournis par la 
FGP pour l’aide à la décision pour la planification des activités de maintenance et de production 
[Gonzalez, 2018]. 
Pour le premier scénario, on considère une tâche de 4.000 Unités de Temps (UT) et le fait que tous 
les pronostics locaux ont les mêmes structures de croyances, de sorte que les bba de ଵܲଵଵ,…, ଵܲଷ7 soient 
à ��  correspondant à la fin de cette tâche : ܾܾܽଶ�ሺܨሻ = Ͳ,ͲͲͲͶ , ܾܾܽଶ�ሺ̅ܨሻ = Ͳ.ͻͻͻͷ  et ܾܾܽଶ�ሺ{ܨ, ̅ܨ}ሻ = Ͳ,ͲͲͲͳ. 
Les valeurs des structures de croyance pour l’ensemble des pronostics locaux des composants sont 
présentées dans le Tableau 14. Seules les structures de croyance des pronostics locaux des composants 
qui sont modifiées pour les autres scénarios sont présentées dans ce tableau.  
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Tableau 14. Structures de croyance des pronostics locaux des composants pour les scénarios 
scénario 1 2 3 4 


















ሺܨሻ Ͳ,ͲͲͲͶ ͵.Ͳܧ − ͵ Ͷ.Ͳܧ − Ͷ ͳ.ͲͶ E − ͹ 
ሺ̅ܨሻ Ͳ.ͻͻͻͷ Ͳ.ͻͻ͸ͻ Ͳ.ͻͻͻͳ ͳ.Ͳ E + Ͳ 
ሺ{ܨ, ̅ܨ}ሻ Ͳ,ͲͲͲͳ ͳ.Ͳܧ − Ͷ ͷ.Ͳܧ − Ͷ  Ͳ,ͲͲͲͲ 
Le scénario 2 est basé sur la même situation que le scénario 1. Tous les pronostics locaux sont 
identiques sauf les pronostics locaux ଵܲଵଵ, ଵܲଶଵ, ଵܲଷସ, ଶܲଵଶ, ଶܲଶହ et ଵܲଷ7 pour lesquels les valeurs de ݇{ி} et ݇{ி,ி̅} ont été modifiées de telle sorte que les bba de ଵܲଵଵ, ଵܲଶଵ et ଵܲଷସ soient égal à  ܾܾܽଶ�ሺܨሻ = ͵.Ͳܧ −͵ , ܾܾܽଶ�ሺ̅ܨሻ = Ͳ.ͻͻ͸ͻ  et ܾܾܽଶ�ሺ{ܨ, ̅ܨ}ሻ = ͳ.Ͳܧ − Ͷ , et les bba de ଶܲଵଶ , ଶܲଶହ  et ଵܲଷ7  soient égal à  ܾܾܽଶ�ሺܨሻ = Ͷ.Ͳܧ − Ͷ, ܾܾܽଶ�ሺ̅ܨሻ = Ͳ.ͻͻͻͳ et ܾܾܽଶ�ሺ{ܨ, ̅ܨ}ሻ = ͷ.Ͳܧ − Ͷ . 
Le scénario 3 est basé sur les mêmes pronostics locaux que le scénario 2, avec une tâche de 
production d’une durée de 2000 UT. 
Le scénario 4 est également basé sur les mêmes pronostics locaux que le scénario 2 ; et fait suite à 
la simulation du scénario 2 où le composant C21 a été identifié pour réparation. Nous y supposons que 
le composant C21 a été maintenu avant la tâche de production de 4 000 UT. Pour la simulation, les 
valeurs ݇{ி} et ݇{ி,ி̅} du pronostic local ଵܲଶଵ ont été considérablement réduites (mis à une très petite 
valeur) car on suppose que tous les composants ont subi la même durée d'utilisation dans les scénarios 
proposés. Cependant dans le cas d’autres approches relatives notamment à la planification de la 
production, pour simuler le fait que la maintenance d'un composant a été effectuée, la date �଴ est mise 
à la date à laquelle une tâche de production sollicitant le composant débutera. 
4.4.3 Résultats et interprétations 
Les ensembles d’indicateurs disponibles pour les entités sont présentés dans le Tableau 15, pour 
un composant (le C24 avec le scénario 1), le Tableau 16, pour une fonction (la ܨͳܿ� avec le scénario 1), 
et le Tableau 17, pour une redondance (la �ͳʹ avec le scénario 1). A ces indicateurs, il faut ajouter 
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l’identifiant du composant dont la maintenance améliore au mieux l’aptitude de l’entité à accomplir les 
tâches de production. Ces indicateurs étant nombreux, c’est donc aux décideurs de choisir les plus 
pertinents vis-à-vis des politiques de production et de maintenance ainsi que des indicateurs de 
performance de l’organisation sociotechnique exploitant le STMC. 
Tableau 15. Valeurs des indicateurs pour l’aide à la décision du composant C24 dans le scénario 1. 
ʹ�  ܾܾܽሺ. ሻ ܤ݈݁ሺ. ሻ ܤ݁�ܲሺ. ሻ ݈ܲሺ. ሻ ʹ��  ܤ݈݁ሺ. ሻ ܤ݁�ܲሺ. ሻ ݈ܲሺ. ሻ {ܱܭ} 9.985E-01 9.985E-01 9.987E-01 9.988E-01 {ܱܭ} 9.985E-01 9.987E-01 9.988E-01 {ܨ} 3.996E-04 3.996E-04 4.496E-04 4.996E-04 {ܭܱ} 1.200E-03 1.349E-03 1.499E-03 {ܱܱ} 7.994E-04 7.994E-04 8.994E-04 9.994E-04     {ܨܱܱ} 3.199E-07 3.199E-07 4.049E-07 4.999E-07     {ܨ, ܨܱܱሻ} 7.996E-08 4.000E-04 4.500E-04 5.000E-04     {ܱܱ, ܨܱܱ} 7.998E-08 7.998E-04 8.998E-04 9.998E-03     {ܱܭ, ܨ} 9.990E-05 9.990E-01 9.991E-01 9.992E-01 {ܱܭ, ܭܱ} 2.997E-04   {ܱܭ, ܱܱ} 1.998E-04 9.995E-01 9.995E-01 9.996E-01     {ܱܭ, ܨ,ܱܱ, ܨܱܱ} 1.999E-08 1.000E+00 1.000E+00 1.000E+00     
Tableau 16. Valeurs des indicateurs pour l’aide à la décision de la fonction ܨଵ�௧ dans le scénario 1 ʹி�௧ ܾܾܽሺ. ሻ ܤ݈݁ሺ. ሻ ܤ݁�ܲሺ. ሻ ݈ܲሺ. ሻ {ܱܭ} 9.975E-01 9.975E-01 9.978E-01 9.980E-01 {ܭܱ} 1.998E-03 1.998E-03 2.248E-03 2.498E-03 {ܱܭ, ܭܱ} 4.991E-04 1.000E+00 1.000E+00 1.000E+00 
Tableau 17. Valeurs des indicateurs pour l’aide à la décision de la redondance �ଶଵ dans le scénario 1 ʹோ�  ܾܾܽሺ. ሻ ܤ݈݁ሺ. ሻ ܤ݁�ܲሺ. ሻ ݈ܲሺ. ሻ ʹோ��  ܤ݈݁ሺ. ሻ ܤ݁�ܲሺ. ሻ ݈ܲሺ. ሻ {ܱܭ} 9.990E-01 9.990E-01 9.991E-01 9.992E-01 {ܱܭ௥} 9.999E-01 9.999E-01 9.999E-01 {ܮ�} 7.996E-04 7.996E-04 8.996E-04 9.996E-04     {ܱܭ, ܮ�} 1.999E-04 9.999E-01 9.999E-01 9.999E-01     {ܭܱ} 1.600E-07 1.600E-07 2.033E-07 2.500E-07 {ܭܱ} 1.600E-07 2.050E-07 2.500E-07 {ܮ�,ܭܱ} 8.000E-08 7.998E-04 8.998E-04 9.997E-04     {ܱܭ, ܮ�, ܭܱ} 1.000E-08 1.000E+00 1.000E+00 1.000E+00 {ܱܭ௥ , ܭܱ} 9.000E-08   
 
Les résultats des indicateurs d’aide à la décision retenus sont basés sur les probabilités pignistiques. 
Les résultats obtenus pour les quatre scénarios sont résumés dans le Tableau 18. 
Pour le scénario 1, compte tenu des résultats expérimentaux, on peut observer que la valeur de 
probabilité pignistique pour que le système devienne inopérant (état KO) avant la fin de la tâche est 
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 ܤ݁�ܲி��ೄሺܭܱሻ = ͸.ʹͺܧ − ͵ et le composant qu’il convient de maintenir est le C23 ; la probabilité 
pignistique qu’il y ait une perte de redondance pour la redondance �ଶଵ  est ܤ݁�ܲோమభሺܮ�ሻ = ͻ.ͲͲܧ − Ͷ 
le composant qu’il convient de maintenir est le C33 et la probabilité pignistique que le composant C24 
devienne "KO" est ܤ݁�ܲ�ଶସሺܭܱሻ = ͳ.͵ͷE − Ͷ et le composant qu’il convient de maintenir est le C21. 
Tableau 18. Valeurs obtenues pour les scénarios simulés pour le système fictif 
ܧݔ Scenario 1 Scenario 2 Scenario 3 Scenario 4 ܤ݁�ܲா௫ሺܮ�ሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ ܤ݁�ܲா௫ሺܮ�ሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ ܤ݁�ܲா௫ሺܮ�ሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ ܤ݁�ܲா௫ሺܮ�ሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ ܨ�௧ௌ  6.28E-03 C23  1.18E-02 C21  6.48E-03 C21  8.82E-03 C34 ܨଷ�௧௦  2.70E-03 C32  5.49E-03 C34  3.00E-03 C34  5.49E-03 C34 ܨଶ�௧௦  3.59E-03 C23  6.38E-03 C21  3.50E-03 C21  3.35E-03 C25 ܨଵ�௧௦  7.55E-10 C13  3.60E-09 C11  7.06E-10 C11  3.60E-09 C11 ܨହ�௧   1.35E-03 C36  1.55E-03 C37  9.50E-04 C37  1.55E-03 C37 ܨସ�௧   1.35E-03 C36  1.55E-03 C37  9.50E-04 C37  1.55E-03 C37 ܨଷ�௧   1.35E-03 C32  3.95E-03 C34  2.05E-03 C34  3.95E-03 C34 ܨଶ�௧   2.25E-03 C21  5.04E-03 C21  2.75E-03 C21  2.00E-03 C25 ܨଵ�௧   2.25E-03 C23  4.84E-03 C21  2.55E-03 C21  1.80E-03 C23 ܨଶ�௧௜  1.35E-03 C36  1.55E-03 C37  9.50E-04 C37  1.55E-03 C37 ܨଵ�௧௜  9.00E-04 C21  3.50E-03 C21  1.80E-03 C21  4.50E-04 C22 �ଶଵ 9.00E-04 2.03E-07 C33 3.50E-03 1.37E-06 C34 1.80E-03 3.89E-07 C34 3.50E-03 1.37E-06 C34 �ଵଵ 2.46E-06 7.38E-10 C13 8.04E-06 3.51E-09 C11 2.58E-06 6.57E-10 C11 8.04E-06 3.51E-09 C11 ܧݔ ܤ݁�ܲா௫ሺܨሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ ܤ݁�ܲா௫ሺܨሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ ܤ݁�ܲா௫ሺܨሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ ܤ݁�ܲா௫ሺܨሻ ܤ݁�ܲா௫ሺܭܱሻ ݅݀ா௫ 
C37 4.50E-04 4.50E-04 C37 6.50E-04 6.50E-04 C37 4.50E-04 4.50E-04 C37 6.50E-04 6.50E-04 C37 
C36 4.50E-04 4.50E-04 C36 4.50E-04 4.51E-04 C36 2.50E-04 2.50E-04 C36 4.50E-04 4.51E-04 C36 
C35 4.50E-04 4.50E-04 C35 4.50E-04 4.50E-04 C35 2.50E-04 2.50E-04 C35 4.50E-04 4.50E-04 C35 
C34 4.50E-04 4.50E-04 C34 3.05E-03 3.05E-03 C34 1.55E-03 1.55E-03 C34 3.05E-03 3.05E-03 C34 
C33 4.50E-04 4.50E-04 C33 4.50E-04 4.50E-04 C33 2.50E-04 2.50E-04 C33 4.50E-04 4.50E-04 C33 
C32 4.50E-04 9.00E-04 C32 4.49E-04 3.50E-03 C34 2.50E-04 1.80E-03 C34 4.49E-04 3.50E-03 C34 
C31 4.50E-04 4.50E-04 C31 4.50E-04 4.50E-04 C31 2.50E-04 2.50E-04 C31 4.50E-04 4.50E-04 C31 
C25 9.00E-04 9.00E-04 C25 1.10E-03 1.10E-03 C25 7.00E-04 7.00E-04 C25 1.10E-03 1.10E-03 C25 
C24 4.50E-04 1.35E-03 C21 4.48E-04 3.95E-03 C21 2.50E-04 2.05E-03 C21 4.50E-04 9.00E-04 C22 
C23 1.35E-03 1.35E-03 C23 1.35E-03 1.35E-03 C23 7.50E-04 7.50E-04 C23 1.35E-03 1.35E-03 C23 
C22 4.50E-04 4.50E-04 C22 4.50E-04 4.50E-04 C22 2.50E-04 2.50E-04 C22 4.50E-04 4.50E-04 C22 
C21 4.50E-04 4.50E-04 C21 3.05E-03 3.05E-03 C21 1.55E-03 1.55E-03 C21 1.00E-07 1.04E-07 C21 
C13 9.00E-04 9.00E-04 C13 9.00E-04 9.00E-04 C13 5.00E-04 5.00E-04 C13 9.00E-04 9.00E-04 C13 
C12 9.00E-04 9.00E-04 C12 1.10E-03 1.10E-03 C12 7.00E-04 7.00E-04 C12 1.10E-03 1.10E-03 C12 
C11 9.00E-04 9.00E-04 C11 3.50E-03 3.50E-03 C11 1.80E-03 1.80E-03 C11 3.50E-03 3.50E-03 C11 
Pour le scénario 2, en supposant que la tâche sollicite l'ensemble du système et que le décideur 
déclare que la valeur maximale de ܤ݁�ܲா௫ሺܭܱሻ pour commencer une tâche est 1.0E-2, le système ne 
pourra pas accomplir la tâche dans les 4 000 UT. En fait, pour le scénario 2, ܤ݁�ܲி��ೄሺܭܱሻ vaut environ 
1,18E-2 comme cela est indiqué dans le Tableau 18. Dans ce cas, deux décisions peuvent être prises : 
soit la maintenance du composant C21 au moins est entreprise avant l'exécution de la tâche de 4 000 
UT, soit une tâche qui sollicitera moins le système comme une tâche plus courte peut être planifiée. 
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Notons que, si la tâche de 4 000 UT ne sollicite que les sous-systèmes ܨଵ�௧௦ et ܨଶ�௧௦ ou les sous-systèmes  ܨଵ�௧௦ et ܨଷ�௧௦, aucune maintenance préalable de C21 ne sera nécessaire. Cela peut correspondre à une 
performance dégradée mais acceptable du système. 
Pour le scénario 3, les résultats présentés dans le Tableau 18 montrent que la valeur la plus élevée 
pour ܤ݁�ܲி��ೄሺܭܱሻ est 6,48E-03 et demeure inférieure au seuil de 1,0E-2. Par conséquent, la tâche de 
production de 2000 UT peut être entreprise avant que la maintenance du composant C21 au moins ne 
soit effectuée. Cela peut donner du temps pour la logistique et la préparation de l’intervention de 
maintenance et réduire l’immobilisation du STMC. 
Pour le scénario 4 et les résultats présentés dans Tableau 17, la tâche de 4 000 minutes peut être 
effectuée. En fait, la probabilité pignistique qu'au moins un des sous-systèmes du système complexe 
devienne inopérant avant la fin de la tâche est ܤ݁�ܲி��ೄሺܭܱሻ = 8.82E-3 et reste sous le seuil 1.0E-2. 
Cependant, cette valeur est assez proche de ce seuil. Cela peut entraîner un autre immobilisation du 
STMC pour au moins la maintenance du composant C34 après l'accomplissement de cette tâche de 
production. 
Pour éviter des situations où une tâche de maintenance alterne presque toujours avec une tâche de 
production, lorsqu’un arrêt pour maintenance est programmé, un niveau de fiabilité plus élevé que le 
niveau acceptable "pour les entités d'intérêt" doit être recherché. En ce sens, l'application d’une telle 
stratégie de maintenance entraînerait également au moins la maintenance du composant C34 en plus de 
celle déjà identifiée du composant C21. 
 
4.5 Conclusion 
La mise en œuvre de la FGP a nécessité la représentation du STMC à l'aide de graphes représentant 
les connaissances comportementales, structurelles et fonctionnelles du système afin d'en analyser la 
fiabilité future. 
Dans ce chapitre, nous avons vérifié que la FGP fournissait des résultats cohérents avec ceux issus 
de cas présentés dans la littérature. Nous avons aussi présenté quelques façons d’utiliser les indicateurs 
d’aide à la décision qu’elle fournit pour une aide à la planification conjointe de la production et de la 
maintenance.  
Les vérifications que nous avons effectuées avec succès nous ont conduits à considérer la 
modélisation et les traitements développés dans le chapitre 3 comme valides.  
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Les éléments de la FGP ont été définis sous la forme de blocs et simulés pour les différents systèmes 
et scénarios à l’aide du logiciel ARENA. 
La FGP permet donc d’obtenir une image à tous les niveaux d’un STMC (système, sous-système, 
fonctions aux composants) de son aptitude à accomplir de futures tâches de production, et de proposer 
des composants à maintenir tout en prenant en compte les incertitudes épistémiques que les 
informations produites par les pronostics locaux peuvent contenir.  
Les systèmes modélisés et l'étude de cas, réalisés à l'aide du logiciel ARENA, ont permis de mettre 
en évidence la capacité de la FGP d’un STMC de prédire la propagation des défaillances de composants 
et leurs effets sur le fonctionnement des entités du système comme dans [Desforges, 2017]. Il suffirait 
de mettre les ܾܾܽሺ{ܨ}ሻ = ͳ − ߚ, ܾܾܽሺ{̅ܨ}ሻ = Ͳ et ܾܾܽሺ{ܨ, ̅ܨ}ሻ = ߚ où ߚ représente l’incertitude sur 
la détection d’une faute relative à la dégradation sur lequel porte le pronostic local. Cependant, dans le 
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1. Conclusion 
Dans ce manuscrit, nous avons présenté une fonction de pronostic pour les Systèmes Techniques 
Multi-Composants (STMC) qui prend en compte les informations incertaines (incertitude aléatoire et 
épistémique) des pronostics locaux de ses composants. Cette fonction fournit des indicateurs d’aide à 
la décision pour une planification conjointe de la production et de la maintenance. 
La Fonction Générique de Pronostic (FGP) que nous avons proposée permet d'évaluer l'état de 
santé futur de toutes les entités d’un STMC (composants, fonctions ou services, sous-systèmes et même 
le STMC complet) à partir des pronostics locaux de ses composants. Les indicateurs fournis par cette 
évaluation permettent de définir l’aptitude du STMC à accomplir les futures tâches que la gestion de 
production souhaite lui assigner et permettent également d’identifier les composants pour lesquels une 
intervention de maintenance améliorerait au mieux cette aptitude si elle s’avère insuffisante pour 
garantir l’accomplissement des tâches de production conformément aux attentes. Cet ensemble 
d’indicateurs constituent une aide à la décision pour la planification conjointe de la production et de la 
maintenance. 
Pour cela, nous avons définis une modélisation des STMC basée sur le formalisme des réseaux 
bayésiens et avons identifié différents types d’entités constituant les STMC que nous avons appelés 
« patterns ». Ces « patterns » permettent de modéliser le STMC pour lequel la FGP doit opérer. 
La FGP admet en entrée des pronostics locaux de composants. Une typologie de ces pronostics 
nous a permis d’établir que ceux-ci peuvent contenir dans l’information qu’ils fournissent de 
l’incertitude aléatoire mais aussi de l’incertitude épistémique. Pour pouvoir traiter ces imperfections de 
l’information nous avons recherché un cadre formel que nous avons trouvé dans la théorie des fonctions 
de croyance, connue aussi sous le nom de Théorie de Dempster Shafer (TDS), qui permet de généraliser 
le théorème Bayes en œuvre dans les réseaux bayésiens aux structures de croyance. Nous avons à partir 
des éléments de la TDS proposé des transformations des informations fournies par les différents types 
de pronostics locaux de composants en structures de croyance. Nous avons également proposé des 
inférences pour chaque « pattern » pour évaluer l’aptitude de chaque entité d’un STMC à accomplir de 
futures tâches de production ainsi que des traitements pour identifier pour chaque entité le composant 
dont la maintenance améliore au mieux l’aptitude du STMC dans l’accomplissement de ces tâches. Un 
algorithme général de la FGP a été proposé consistant en un  parcours de graphes. 
Nous avons validé avec succès nos développements à partir de cas et de résultats issus de la 
littérature du domaine ou de domaines connexes. Pour cela, le logiciel ARENA a été utilisé. Nous y 
avons défini des blocs pour chaque « pattern ». Les modèles issus de la littérature ont été implémentés 
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à l’aide de ces blocs afin de comparer les résultats produits avec ceux la littérature. Nous avons 
également simulé des scénarios basés sur un système fictif pour fournir des exemples sur la façon dont 
les indicateurs produits par la FGP peuvent être utilisés dans le cadre d’une planification conjointe de 
la production et de la maintenance allant ainsi au-delà des préconisations du CBM et du PHM. 
 
2. Perspectives 
Nous pensons que les travaux effectués dans le cadre de cette thèse de doctorat présentent plusieurs 
axes de développement.  
Un premier axe de développement porte évidemment sur la proposition d’une méthode permettant 
d’effectuer une planification conjointe de la production et de la maintenance exploitant les indicateurs 
d’aide à la décision proposée dans les travaux exposés dans ce manuscrit. Afin de définir les séquences 
de tâches de production exploitant au mieux les fonctionnalités des STMC dont la fiabilité future 
permettra l’exécution de ces tâches dans des conditions de réalisation satisfaisantes mais aussi de 
prévoir les interventions de maintenance pour effectuer d’autres tâches au-delà de la séquence planifiée. 
Des travaux de thèse ont débuté sur ce sujet au sein de l’équipe DIDS du LGP. La méthode en cours de 
développement est basée sur une approche multi-agent fonctionnant selon le principe d’une place de 
marché issu du modèle SCEP (Superviseur, Client, Environnement, Producteur) [Archimède et Coudert 
2001 ; Bencheikh, 2018]. 
Un deuxième axe de développement consiste évidemment en une implémentation expérimentale à 
partir de données provenant d’un STMC réel disposant de systèmes de pronostic pour ses composants 
et pour d’autres composants de distribution de probabilité extraites de données fournisseurs. Le but 
serait alors d’évaluer les apports de cette approche répondant aux préconisations du PHM par rapport 
à une politique de maintenance préventive systématique notamment en termes de coût et de 
disponibilité du STMC. 
Un troisième axe de développement pourrait porter sur l’ajout des diagnostics locaux dans la 
fonction. Ces diagnostics fournissent de l’information sur l’état présent du système. Ces traitements 
sont souvent basés sur des détecteurs présentant pour la plupart des risques de non-détection et de fausse 
détection. Cette incertitude est typiquement épistémique. Nous pensons alors que nous pourrions traiter 
le cas des fausses détections, au moins, à l’aide de la modélisation proposée dans le cadre de diagnostic 
par cohérence (consistency based diagnostics) [Biteus, 2008]. En effet, les traitements que nous avons 
proposés dans ce manuscrit permettent de propager l’incertitude épistémique sur l’état de santé des 
composants à l’ensemble des entités du STMC qui en dépende structurellement ou fonctionnellement. 
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Dans ce cas, une faute détectée sur un composant, avec un risque de fausse détection, doit avoir un effet 
sur les entités qui en dépendent. Si les effets de cette faute sont décelés sur ces mêmes entités les règles 
du diagnostic par cohérence permettent de conclure à l’effectivité de la faute ou à une fausse détection 
sinon. 
Enfin, nous pensons qu’un quatrième axe de développement pourrait consister en une utilisation 
de la méthode proposée dans ce manuscrit pour effectuer des analyses de fiabilité des systèmes à partir 
des modèles de conception et des connaissances d’experts sur les composants sachant que les analyses 
des experts pouvant être conflictuelles peuvent aussi être représentées par des structures de croyance. 
Les conflits éventuels sur les analyses d’experts apparaîtraient sous la forme de ܾܾܽሺ∅ሻ ≠ Ͳ ; et les 
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