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1. INTRODUCTION 
The n X n symmetric matrix H can be decomposed as 
H = GJGT, (1-l) 
where G has full column rank and / = diag(f 1). Further, there is a 
permutation matrix P such that the matrix PG is lower block triangular 
matrix with 1 X 1 and 2 X 2 diagonal blocks. The factorization (1.1) is a 
natural extension of the Cholesky factorization of a positive definite matrix, 
H = LLT = LlL?‘, (1.2) 
where L is lower triangular matrix, and I is the identity matrix. The 
indefinite factorization differs from the Cholesky factorization in three as- 
pects: J instead of I, 2 X 2 diagonal blocks, and the permutation matrix P. 
The number of positive (negative) diagonal elements of J is equal to the 
number of positive (negative) eigenvalues of H. Existence of 2 X 2 diagonal 
blocks in the matrix PC is necessary since, in general, an indefinite matrix 
does not allow the factorization (1.21, even with J instead of 1. As an example 
consider the matrix 
The permutation matrix P ensures stability of the factorization, as we shall 
see later. 
The factorization (1.1) is a modification of the well-known method by 
Bunch and Parlett [B]. The relationship between these two factorizations is as 
follows [27, 161: the Bunch-Parlett method decomposes H as 
PHPT = LTLT, (1.3) 
where P is a permutation matrix, L is a unit lower triangular matrix with full 
column rank, T is a block-diagonal matrix with 1 x 1 and 2 X 2 blocks, and 
the diagonal blocks of L which correspond to 2 X 2 diagonal blocks of T are 
2 X 2 identity matrices. This factorization is an extension of the LDLT 
factorization of a positive definite matrix [19, 301. Let U'TU = A = 
]A(1’2J]A]1’2 be the eigenvalue factorization of T. Then 
G = PTLU1A11'2. (1.4 
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The Bunch-Parlett method is well suited for solving symmetric systems of 
linear equations. In particular, the version of the Bunch-Parlett method with 
partial pivoting known as the Bunch-Kaufman method [6] is implemented in 
LAPACK [l]. The factorizatioh (1.1) has recently attracted attention in two 
ways: first, eigenvalues of the pair (GTG, J) are the nonzero eigenvalues of 
H, and the factorization (1.1) followed by one-sided Jacobi type method on 
the pair (G, J> makes a highly accurate eigenreduction algorithm [13, 31, 271. 
Second, a version of the matrix GGr is used as a good preconditioner for 
some indefinite systems of linear equations [16]. Factoring real symmetric 
and Hermitian matrices also has other important applications in eigenvalue 
problems, optimization, and control. The inverse iteration method [26] which 
solves a sequence of linear systems by factoring H - AI is used to determine 
a few eigenvectors of Hermitian matrix H. In optimization the so-called 
augmented systems (or the Karush-Kuhn-Tucker systems) of the form 
are used in several cases: in unconstrained least-squares problems [2] where 
the augmented-system approach has better numerical properties than the 
normal equation approach, in constrained least-squares problems [ 141, and in 
general quadratic programming [17, 331. The last application naturally ex- 
tends to the minimization of general function with linear constraints, since 
the Newton step is computed from the local quadratic problem (see e.g. the 
review paper [33]). I n control theory the above factorizations are used in 
solving algebraic Riccati equations, where the matrix sign function of the 
corresponding Hamiltonian matrix is computed by symmetric iterations [9, 
241. 
In this paper we give componentwise error bounds for the factorization 
(1.1). Our main result is the componentwise backward error bound: the 
computed G and J are the exact factors of the perturbed matrix H + E, 
GJGT = H + E, IEt < 91n(lHl + IGI IGIT)c, (l.Fj) 
Here E is the machine precision, and I . I stands for the elementwise absolute 
value. This bound compares well with the existing bound for the Bunch-Parlett 
method by Bunch [5]. M aximal predicted errors are in both cases similar and 
close to actual errors. Our bound reveals the error structure better, and has a 
simpler form which is more suitable for further applications. For example. as 
a part of the error analysis of the above-mentioned accurate eigenreduction 
algorithm, we can apply the relative perturbation theory for indefinite eigen- 
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value problems by VeseliL and Slapnicar [32, 281 to the bound (1.51, thus 
obtaining error bounds for eigenvalues and eigenvectors of H after the 
factorization [27]. Demmel and Veselid [13] used the same approach for 
positive definite matrices. 
The bound (1.5) holds for complete pivoting. We also prove similar bound 
for the partial pivoting strategy which is used in the Bunch-Kaufman method 
[6, 71 and in the LAPACK routine dsy$.Z.f. Further, we discuss normwise 
stability of the method. 
If the matrix PG has only 1 X 1 diagonal blocks, then the bound (1.5) 
reduces to [El < 3n(]H] + ]G] lG]r)~. Th’ is is, for example, always the case 
for positive definite and scaled diagonally dominant matrices [4]. Moreover, 
in both these cases the factorization (1.1) can be performed without pivoting, 
that is, with P = I. If H is positive definite and P = Z, then (1.1) reduces to 
the Cholesky factorization, and the above bound is similar to the bounds by 
Demmel [ll] and Sun [30]. 
Our second result is the componentwise forward error bound. First we ___ 
need the forward perturbation result. Let H = G]GT and H + E = GJGT 
be the factorizations of the unperturbed and perturbed matrix H. Since the 
factorization (1.1) involves pivoting, it is generally not possible to give 
reasonable bounds for the forward perturbation matrix 6G = G - G. How- 
ever, if we make additional assumptions that in both factorizations the same 
pivoting sequence and only 1 X 1 pivots have been used, and that j= ], 
then we can bound the elements of 6G in terms of G and E. This result 
generalizes the result by Sun [30, Theorem 2.2.11 for the Cholesky factoriza- 
tion. The forward error bound follows by inserting the backward error bound 
into the forward perturbation bound. 
If H is Hermitian, then the algorithm and the error bounds for the 
factorization are similar to the ones for the real symmetric case. As a special 
case, we obtain componentwise backward and forward error bounds for the 
Cholesky factorization of a Hermitian matrix. 
Further, we derive similar results for the Bunch-Parlett factorization (1.3). 
In particular, these results hold for the LAPACK implementations of the 
Bunch-Kaufman method [6], cLsy$?lf and che$.f [l]. 
All the above results can be viewed as generalizations of the results for 
LLT and LDLT factorizations of positive definite matrices by Sun [30] to 
indefinite real symmetric and Hermitian matrices. 
Finally, we prove bounds for the scaled condition of the matrix G. The 
scaled matrix of G is defined by seal(G) = GDP’, where D is a diagonal 
such that the columns of seal(G) h ave unit 2-norms. We prove a remarkable 
fact that K(scal(G)) ( O(n 3.781”) irrespective of the condition or even 
singularity of H. Here K is the spectral condition number. If H is positive 
definite, then the bound is O(n 2”), which can almost be attained. Both 
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bounds hold for the Hermitian case, as well. As an application, we show that 
the factorization usually has nontrivial diagonalization effect and, conse- 
quently, the rank-revealing property. 
The rest of this paper is organized as follows: in Section 2 we describe the 
algorithm of the factorization (1.1) in detail. In Section 3 we give the 
backward error analysis and discuss some special cases and normwise stabil- 
ity. In Section 4 we prove the forward error bound. In Sectino 5 we give the 
algorithm and the error bounds for the Hermitian case. In Section 6 we 
derive bounds for the scaled condition. In Section 7 we derive similar results 
for the Bunch-Parlett factorization. In Section 8 we summarize our results, 
and compare our backward error bounds with the existing analysis of the 
Bunch-Parlett method by Bunch [5]. We also describe results of numerical 
experiments, and illustrate our results by numerical example. 
2. ALGORITHM 
We shall now derive the algorithm of the factorization (1.1). We begin by 
describing the first step of the algorithm. Let H be a nonzero real symmetric 
matrix of order n. Let P^ be the permutation matrix such that 
&;1‘= ; CT, 
[ 1 Y 
(2.1) 
where X is nonsingular k x k matrix, k E (1,2}, ,C is an (n - k) X k 
matrix, and Y is a (n - k) X (n - k) matrix. Such P always exists because 
H is nonzero. Let Q’XQ = D be the eigenvalue factorization of X. If k = 1 
then Q = I,, and if k = 2 then 
Q=[ -“,, g], cs”+sn”=l. 
Thus, X = Q]D]1’2JklD11’2QT, where lk = diagi + 11, and we have 
(2.2) 
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where 
B = QID11’2, 2 = CQIDI-1’2J,, i? = Y - Z]lJT. 
The pivoting strategy is as follows: According to [S] we choose 1 x 1 pivot 
if and only if vi > (YV~, where 
1+J17 
CY= 8 ' vo = maxlHijl, v1 = maxIHii(. (24 
i#j i 
If we are performing a 1 X 1 pivot, then we choose P^ in (2.1) to interchange 
row and column 1 with s, where s is the least integer such that y1 = IIfs,]. 
Therefore, I X ] = vi. If we are performing a 2 X 2 pivot, we can choose P in 
(2.1) according to several complete and partial pivoting strategies which are 
described in [S, 6, 71. We shall use the unequilibrated diagonal pivoting from 
[8], that is, we choose P^ to interchange rows and columns 1 with 4 and 2 
with p, where 4 is the least column integer and p is the least row integer in 
the qth column such that v. = I H,,I. Note that p > q. This pivoting strategy 
implies that in the 1 X 1 case Ji = sign(X), and in the 2 X 2 case X has one 
positive and one negative eigenvalue, that is, either J2 = diag(I, - 1) or 
JZ = diagt- 1,l). 
If H is nonsingular, then by recursive application of (2.3) in the obvious 
manner we obtain the factorization 
PHPT = ( PG)J( PG)~, (2.5) 
where PG is a lower block triangular matrix, J = diag( &- l), and P is a 
permutation matrix. This, in turn, implies the factorization (1.1). 
The pivoting strategy can be defined with some other CY E (0,l) as well. 
The case CY + 0 ((Y -+ 1) corresponds to the use of a 1 X 1 (2 X 2) pivot at 
each step [B], and both of these cases are clearly unstable. As shown in [8], 
the choice of (Y from (2.4) minimizes the element growth which can take 
place in the transition from H to H in (2.31, and the elements of the strict 
lower triangle of the matrix L from (1.3) are bounded as follows: 
lLijI =G 1’a i 
for a 1 X 1 pivot, 
l/(1 - a) for a 2 X 2 pivot. 
We now present algorithm in the Matlab notation: 
(2.6) 
ALGORITHM 2.1 (Symmetric indefinite factorization). On entry, the array 
H contains an n X n real symmetric matrix. On exit the first r = rank H 
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columns of the array H are overwritten by the factor matrix G. The vector P 
describes the pivoting. 
,/* Initialize starting values. */ 
alphn = (1 + sqrt(17))/8 
r = n 
P=l:n 
,/* Main loop. */ 
i=l 
while i < = n 
/* Find the current v0 and ul, and the indices p, y and s. */ 
[temp, p] = max(ahs(H(i : n, i : n) - diag(diadH(i : n, i : n>))>) 
[nuO, y] = max(temp) 
r = p(y) 
[ nul, s] = max(ahs(diag(H(i : n, i : n)))) 
if nul = alpha * nu0 
/* 1 x 1 pivot. Zfth e current block is singular, then finish. */ 
if nul = = 0 
r=i-1 
i=n+l 
else 
/* Permute H such that H(s, s) comes to the position (i, i) and notify this irl 
P. */ 
s=s+i-1 
H([i, s], :) = H([s i], :> 
H(i : n, [i s]) = H(i : n, [s i]) 
P([i s]) = P([s i]) 
/* Update H. */ 
J(i, i) = sign(H(i, i)) 
H(i, i) = sqrt(abs(H(i, i))) 
if i < n 
H(i + 1 : n, i) = H(i + 1: II, i)*(J(i, i)/H(i, i)) 
H(i, i + 1: n) = zeros(1, n - i) 
H(i + 1: n, i + 1: n) = H(i + 1: n. i + 1: n) - . . . 
J(i, i>* H(i + 1 : n, i)* H(i + 1 : n, i) 
end 
i=i+l 
end /* 1 X 1 pivot. */ 
else 
/* 2 X 2 pivot. Permute H so that H(p, p) and H(q, q) come to the 
positions (i + 1, i + 1) and (i, i), respectively. Notify this in P. */ 
p=p+i-1 
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q=q+i-1 
H([i c-/l, :I = H([q il, :> 
H([i + 1 pl, :) = H([ p i + 11, :) 
H(i : 72, [i q]) = H(i : n, [q i]) 
H(i : 72, [i + 1 p]) = H(i : n, [ p i + 11) 
P([i ql) = Nq il) 
P([i + 1 p]) = P([ p i + 11) 
/* Compute the 2 x 2 orthogonal matrix Q. */ 
zeta = (H(i + 1, i + 1) - H(i, i)/(2* H(i + 1, i)) 
ifz==O 
t=1 
else 
t = sign(zeta)/(abs( zeta) + sqrt(zeta’ + 1)) 
end 
h = sqrt0 + t2) 
cs = l/h 
sn = t/h 
Q = [cs sn; -sn cs] 
/* Update H. */ 
a = H(i, i) - H(i + 1, i)* t 
b = H(i + 1,i + 1) + H(i + l,i)* t 
J(i : i + 1, i : i + 1) = dia&ign([a b])) 
D = sqrt(diag(abs([a bl))) 
H(i: i + 1, i: i + 1) = Q * D 
if i < n - 1 
H(i + 2:n,i:i + 1) = H(i + 2:n,i:i + l>*Q... 
J(i: i + 1, i: i + l)*inv(D) 
H(i : i + 1, i + 2 : n> = zeros(2, n - i - 1) 
H(i + 2: n, i + 2: n) = H(i + 2 : n, i + 2 : n) - . . . 
H(i +2:n,i:i + l>*J(i:i + 1,i:i + l)*... 
H(i + 2: n, i : i + 1) 
end 
i=i+2 
end /* 2 X 2 pivot. */ 
end /* Main loop. */ 
/* Permute rows of H to obtain the final factor. */ 
H(P, :) = H 
The fact that the symmetry of the submatrices is lost in the above 
algorithm does not influence the subsequent error analysis. The algorithm 
can easily be redefined to preserve symmetry and to use only the lower or 
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upper part of the matrix H, which saves storage and reduces the operation 
count. We omit these enhancements for the sake of simplicity. 
In some applications [31, 271 it is convenient to have the diagonal of J 
sorted, that is, first + l’s, then - l’s, or vice versa. This is easily achieved by 
appropriately permuting the columns of G in (1.1). This permutation does 
not influence the error analysis. 
If H is singular, then at some stage of the algorithm we shall have H^ = 0. 
By taking only those columns of G and elements of J which have so far been 
computed, we obtain the desired factorization (1.1). 
If H is positive definite, then Algorithm 2.1 reduces to the Cholesky 
factorization with diagonal pivoting (see e.g. [I3]). 
3. BACKWARD ERROR ANALYSIS 
In this section we give the backward error analysis of the symmetric 
factorization defined by Algorithm 2.1. In Section 3.1 we prove the error 
bound for partial pivoting. In Section 3.2 we give some comments about 
different implementations of the algorithm. In Section 3.3 we discuss norm- 
wise stability of the algorithm, and in Section 3.4 we specialize our main 
result for the case when only 1 X 1 pivots are used. 
We first present our model of the finite-precision floating-point arith- 
metic: the floating-point result fl(*) of the operation (.) is given by [I3, IS, 191 
fl(u f b) = a( 1 + &,) * h(1 + Es), 
fl(u x b) = (u x h)(l + &i), 
fl(a/b) = (n/h)(I + &4)> 
(3.1) 
fl(vq = Jql + &,), 
where 1~~1 < E -+ 1 is the machine precision. This is somewhat more general 
than the usual model which uses fl(a f b) = (u + b)(l + Ed), and includes 
machines like the Cray which do not have a guard digit. If u and b have the 
same sign, then in our model we also have fl(u + b) = (a + b)(I + 6,). 
To make the analysis simpler we shall ignore the terms O(E’), that is. we 
shall make the usual assumptions 
(1 + &i)(l + E,) = 1 + E, + E2 = 1 + E’, 
1 + &1 
~ = 1 + 6, - Fp = 1 + E”. 
1 + Es 
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where 1.41, (~“1 < 2~. Under an additional realistic assumption on E, say 
E < 0.0001, we can bound the second-order terms with terms of O(E), and 
the bound of the following theorem holds exactly but with slightly larger 
constant. 
We shall also assume that no underflow or overflow occurs. 
THEOREM 3.1. Let G and J be the factors of a real symmetric matrix H 
computed by Algorithm 2.1 in jloating-point arithmetic with precision E. 
Then, with the relative error O(E), 
G]GT = H + E, IEI < 91n(lHl + IGI IGIT)~. 
Proof. The proof is by induction on n. We use the approach from [19, 
Theorem 3.3.11. It is easy to see that the theorem holds for all matrices of 
order 1. To start the induction, we must also analyze the case of the 2 X 2 
pivot for n = 2. Let I, i, Z, - - - sn, 6, b, and G,, denote the quantities 
computed by Algorithm 2.1 in exact arithmetic. We shall show that in the 
floating-point arithmetic these quantities are computed with small relative 
errors. From now on we assume that 1~~1 < E for all i. 
We have 
H,,(l + ~1) - Hdl + 4 
2H,,(l + 8s) 
(1 + &‘$) = E+ EC, 
where I cc I < 3a.s. The bound on E[ follows from the fact that our pivoting 
strategy implies 
lH,,I = ~0, max{lHllI, IH2,1} =Z ~1, (3.2) 
which, in turn, implies 
if sign( H,,) = -sign( H,,) , 
othenvise. (3.3) 
Therefore. we have 
fl(1 + s”) = (1 + Eg)[l + (f+ &l + c,,] = (1 + E”)(l + E’), 
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where, by solving the above equation for E’, and then bounding IE’I from 
above, 
Further, the equality 
fl(lii + 4-j = (1 -I- q)[lf+ &[I + (1 + E8)(l + q2,Jgq 
= (1 + E")(lfl + 4Kf-q 
holds for some 1~” < 7&, so that finally 
t=fl l sign( 5 > I51 + 4x7 I = i(l + q), lEtI < BE, 
cs = fl( l/&-z) = G( 1 + &c,T), I&,,$ < ll&, 
(3.4) 
sn = fl(t/hTF) = G( 1 + -Zsn), I&J < ll&. 
L,et 
a = fl( H,, - H21t) = q 1 + E,), b = fl( H,, + Hz,t) = r!J(l + F,,). 
(3.5) 
If H,, = 0 and/or H,, = 0 or sign(Hll) z sign(Hz2), then both a and h are 
computed by adding numbers of the same sign; thus 
l&,1, lEbl < lEtI + 28 G lo.!?. (3.6) 
If N,, > H,, > 0 or 0 > H,, 2 H,,, then a is again computed by adding 
numbers of the same sign, so IE,~ < 10~. By using (3.2)-(X4), since I H,,I < 
I H,,tl, we have 
b = H,,(l + cY) + (1 + ~,(,)(l + cll)(l + q)H2$ = 1;(1 + q,), 
IEIl < IH,,I + lOIH,,fl 111 H,,:l (3.7) 
' ' IH,,;l - )H,,) &' IH2$ - IH,,l& = YbE "'&' 
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11 11 
7% G 1 - a/ICI G 1 - a( (Y/2 + Jizq. 
Similarly, if H, 2 H,, > 0 or 0 > H,, 2 Hz,, then l&hi G IO&, and 
lEaI < 
I H,, I + 101 H,,tl 
IH,,fl - &,I 
Thus, we conclude that in any case 
= yoYaE < 90&. (3.8) 
IqJ,IEbl Q max{lO, ya, Ybj.9 Q %I&. 
This, for example, implies 
G,, = fl( -s&l) = 6,,(1 + .+), 
lE,I 
I+[ < lccs,,l + - + 2.5 =s 588, 
2 
so we have 
G = e + SC, 16Gl < 58I&. 
(3.9) 
(3.10) 
(3.11) 
Therefore, 
GJG’= (ti + SC)@ + SGf = H + E, 
(3.12) 
[El Q 2 x 58ltil lGl% + 0( E”) = 116(GI IGI’E + 0( .s”), 
and the theorem holds. 
The induction step must also be analyzed separately for 1 X 1 and 2 X 2 
pivot. We assume without loss of generality that the permutation matrix P^ 
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from (2.1) and (2.3) is the identity. Let us first consider a 1 X 1 pivot,’ that 
is, k = 1. Then (2.3) holds with 
B = fl(lHJ’“) = IH1,1”2 + 6B, 
ISBI < IH1,1”2E, 
2 = fl(CJ,/B) = CJ11H,Il-“2 + 6Z, 
1621 < 2.&I IH,p2, 
(3.13) 
fi = fl(Y - Z],ZT) = Y - Z],ZT + F^, 
Iii < 2&(IY I + /ZI IZI“). 
By assumption the computed factors CZ and j of E? satisfy 
qc2T = ti + 2, lE^l G qn - k)E(lEil + Iel Ic3’). (3.14) 
By setting G = we have 
BJL B1 BJk Z1 
ZJk BT I ZJkZ’ + &@“ . (3.15) 
By setting ] = Jk @ f and using (3.13), we obtain 
G]GT = H + E, IEI < [‘;;;I l,ir’,l]~. (3.16) 
From (3.13) it also follows that 
Itil < (1 + 2E)(IYI + IZI IZI”). 
’ The analysis of the 1 x 1 case is similar to the one in [30, Theorem 2.1.11, although her? 
the matrix H need not be positive definite. 
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By inserting this into (3.14) and adding the bound for IF^I from (3.13), we 
have 
lJ+ + Cl < [91( n - 1) f 2](lY I + 12) lZIT + I$ KY)& (3.17) 
By inserting the above inequality into (3.16) we finally obtain 
IEI < [91(n - 1) + 3](IHI + IGI lGl’)c 
and the theorem holds. 
Let us now consider a 2 x 2 pivot, that is, k = 2. Let H be partitioned as 
in (2.3). Let Q’XQ = e be the exac_t spectral factorization of X, and let Q 
and D be the computed matrices Q and D, respectively. The analysis for 
n = 2 also applies to Q and D, that is, (3.4) and (3.9) imply that 
(3.18) 
Similarly to the 1 X 1 case, from (3.11) and (3.18) we conclude that (2.3) 
holds with 
B = fl( Ql II~‘~) = @611’2 + SB, 
ISBI < 58l@l lfil”2~, 
z = fl(cQl~(-'/~J,) = ~@lz5-‘/~j~ + sz, 
(3.19) 
16Zi < 6OlCI 101 lti’1-“2~, 
li = fl(Y - ZJ,Z?‘) = y - q2zT + 6, 
IF^I < 34Y I + lZ( IZI”). 
The induction assumption (3.14), (3.15), and (3.19) imply that 
G]GT= [$ y] + [;E ;4’$] =H+E, (3.20) 
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where 
From (3.12) it follows directly that 
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(3.21) 
16x1 =G 1161BI IBI’E. (3.22) 
Further, as in the proof of (3.171, we have 
I2 + @I < [llO( n - 2) + 31 (IY I + IZIJZIT + 161 Iklr),, (3.23) 
so it remains to bound ISCl in terms of IZllBl’ and ICI. From (3.21) and 
(3.19) we have 
16CI < 1181CI@ @I’ E < llB(IC/ + 2,sl[ IC:,l iC.1l])c, (3.24) 
where C,j denotes the jth column of C, and 
lZ\ IB17‘ > IZBrl > IC@,.Q;‘I - 1181C( @ [@I% + 0( &‘). (3.25) 
In both cases, J2 = diag(l, - 1) or Jz = diad - 1, l), we have 
ICQJ,@:r = 1(;“F2 - qc., - 2Gc., 1, 
ICQJ,Q?‘I.z =+2znc:, - (cs’-qcJ 
Therefore, 
lCQJpQ’I > GlGl[ IC,I IC.J] - (Z - ~2)lcl. (3.26) 
Now (3.3) implies IfI > l/(a + m), which in turn implies 
-2 -2 CY 
0 <cs -sn < 
W 
< 0.539. (3.27) 
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By inserting this, (3.26), and (3.25) into (3.241, and ignoring terms of order 
O(E~>, we obtain 
1x1 Q llS(lCl + 121 lBlT + 0.539lCI)E 
< 182(lCI + 121 [Blr)~. (3.28) 
The theorem now follows by inserting this, (3.22), and (3.23) into (3.20). ??
Note that the theorem also holds if H is singular, that is if Algorithm 2.1, 
encounters a zero submatrix at some step. In that case the error matrix E 
from the induction step of the proof equals zero at some stage of the 
factorization. 
We can further reduce the bound of Theorem 3.1 as follows: for each 
2 x 2 step, instead of using the worst-case bounds, we can compute the 
actual values of y from (3.91, and Z2 - G2 from (3.27). The fact that these 
quantities are computed by using t instead of t’ is not important, since this 
only contributes an error 0(.s2). By inserting these quantities into the rest of 
the proof we have 
16cl<&,= [(13+ ;) x2+2](l+Z2-mZ)E, 
and the theorem holds with 91 replaced by max{&c/2), where the maximum 
is taken over all 2 X 2 steps. In numerical experiments this procedure usually 
reduces the constant 91 by four times. 
3.1. Other Pivoting Strategies 
We can easily obtain bounds for some cr other than the one defined in 
(2.4). For example, if we set a = i, then Theorem 3.1 holds with 91 replaced 
by 41. 
Theorem 3.1 holds for any pivoting strategy for which (3.3) holds when 
we apply a 2 X 2 step. Moreover, Theorem 3.1 holds for any pivoting strategy 
for which the tangents in the 2 x 2 steps can be accurately computed, 
although with different constants. In particular, we shall show that the 
theorem holds for the partial pivoting strategy used in the Bunch-Kaufman 
method [6, 71 which is implemented in the LAPACK routine dsytj2.f [I]. This 
strategy is of interest in that it requires only 0(n2) search, whereas the 
unequilibrated diagonal pivoting that we use requires 0(n3) search. We have 
chosen the unequilibrated diagonal pivoting because (as already mentioned) it 
DIRECT FACTORIZATION 243 
has better bounds for the element growth, and (2.6) makes it possible to 
bound the scaled condition in Section 6. 
Let us now prove the backward error bound for the Bunch-Kaufman 
partial pivoting strategy. We first describe the pivoting strategy. Let A be the 
absolute value of the absolutely largest off-diagonal element in the first 
column, 
and let s be the least integer such that A = lH,rl. Further, let (T be the 
absolute value of the absolutely largest off-diagonal element in the s-th 
column, 
u = maxlH,,YI. 
i # s 
We have the following algorithm: 
ALGORITHM 3.1 (Partial pivoting). We describe only the first step of the 
pivoting strategy. The complete algorithm is obtained by combining this 
algorithm with Algorithm 2.1: 
d&ermine h 
ifh=O 
go to the next step 
else 
if IH,,I > aA 
perf;rm 1 X 1 pivot 
else 
determine s and u 
if IH,,la 2 aA 
peforrn 1 X 1 pivot 
else if IH,,I > ffu 
interchange rows and columns 1 with s 
perform 1 X 1 pivot 
else 
interchange rows and columns 2 with s 
perform 2 X 2 pivot 
end 
end 
go to the next step 
end 
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THEOREM 3.2. Let G and J be the factors of a real symmetric matrix H 
computed by symmetric indefinite composition with partial pivoting of Algo- 
rithm 3.1 in floating-point arithmetic with precision E. Then Theorem 3.1 
holds 
Proof. The induction for 1 X 1 pivots is proved as in Theorem 3.1. Let 
us assume that we are performing a 2 X 2 step. The conditions from 
Algorithm 3.1 imply 
IH I< h2<aA 11 a ’ ) 
ff (3.29) 
If n = 2. then 
A = u = IH,,I, IH1J IH,,I < ah; 
and the start of the induction is proved as in Theorem 3.1. Let us now 
assume that n > 3. If, in addition to (3.29) I H,, I < CYA, then the induction 
step is proved as in Theorem 3.1. Let 
lHlll < a: < ah < IIf,, < a~-. 
u 
We consider two cases. 
Case 1. If sign( H,,) # sign( H,,), then 5 = &l + &i ), where 1 es I < 3~; 
thus the relations (3.4) (3.5) and (3.6) hold. We proceed as in the proof of 
Theorem 3.1, with the exception that (3.27) is replaced by the trivial bound 
z2 - G2 Q 1. We finally obtain that (3.28) holds with 76 instead of 182, 
which completes the proof of this case. 
Case 2. Let sign( H,,) = sign( H,,). Then 
We consider two subcases. 
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Ca.ye 2A. If a/h < 2, then 1 El < a and (3.4) holds. In (3.5) b is computed 
by adding numbers of the same sign: thus \E~,\ < 10~. Further, F, is 
hounded by (3.8), where 
(3.30) 
The rest of the proof is the same as the proof of Theorem 3.1. 
Ca.se 2B. If cr/h > 2, th en lHlll/lH,,I < i, and l = I+ Ed, where 
I&,1< 2+ ( IH,,I + lH,ll 1 2h . fi l&E < 5lfl8. 1 
Therefore, 5 = f(l + CL>, where I&, I < 5s, and the relations (3.4) hold 
again. As above, 1~~1 < lo&, and by inserting h/u < d into (3.301, we obtain 
I &,I < yc, E < 27~. The rest of the proof is as in the proof of Theorem 
3.1, with the exception that again (3.27) is replaced by Z? - Sn* < 1. We 
obtain that (3.28) holds with 110 instead of 182, which completes the proof of 
the theorem. ??
Several pivoting strategies which ensure the normwise stability of the 
rnethod (see Section 3.3) have recently been derived by Ashcraft, Grimes, 
and Lewis in [3]. These strategies perform a number of searches for the pivot 
element that lies between complete pivoting of Algorithm 2.1 and partial 
pivoting of Algorithm 3.1. By combining Theorems 3.1 and 3.2 we see that 
our bound holds for these strategies as well. 
3.2. Diferent Implementations 
In the case of 2 X 2 pivots, cs, sn, a, and b can be computed by different 
formulas than those used in Algorithm 2.1. One can, for example, use the 
formulas which are used in the LAPACK auxiliary routine dlaevZ.f, which 
solves the 2 X 2 symmetric eigenvalue problem. Also, in the case of 2 X 2 
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l? from (2.3) can be computed by using one 
instead of using two rank-one updates E? = Y - ZJ,ZT as in Algorithm 2.1. 
These modifications only slightly change the error analysis, so Theorems 3.1 
and 3.2 still hold, but with slightly different constants. However, as noticed in 
[3], the use of two rank-one updates in real computations can lead to 
unnecessary errors in some cases (see the illustrative example in [3]). Simi- 
larly, sometimes it is better to compute X -’ by using the direct inversion 
formula. 
which is componentwise more accurate than the approach via the eigenvalue 
decomposition. We have chosen to use the rank-one updates, which are also 
used by the current LAPACK implementation of the Bunch-Kaufman method 
dsy$Z.f. This is because BLAS [l] does not implement a symmetric rank-two 
update yet. That will be cured in the next version of BLAS [12]. 
3.3. Normwise Stability 
The standard definition of normwise stability is the following: a factoriza- 
tion is considered normwise stable if the computed factorization is equal to 
the exact factorization of some matrix H + E and ]I Ell/ll H I( is small in some 
norm. Such bounds have been proved for the Bunch-Parlett factorization 
with complete and partial pivoting. Bunch [5] proved that for the Bunch- 
Parlett method (1.3) with complete pivoting, 
IlElh < 0(115n3+41H1]~, (3.31) 
where the M-norm is defined by I] H 11M = maxi, jl HijI, and p, is the growth 
factor. The growth factor is defined by p, = maxk II Hck' Il~/llH IIM, where 
Hck) is the Schur complement arising in the k th stage of the factorization. 
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The a priori upper bound for the element growth in this case is [5] 
247 
Pfl ’ < 3.07&&r - 1)“‘“““f(fr), f(n) = /p < 1.%Pgn)‘J. 
(3.32) 
The analogous bound for the Bunch-Kaufman factorization (1.3) ([6]; see 
also Section 7) with partial pivoting of Algorithm 3.1 has recently been 
proved by Higham [21]. He proved that 
which, in turn, implies the normwise stability. For the partial pivoting the 
element growth is bounded a priori by p, < 2.57”-’ [6]. However, such 
large element growth is very rare in practice, and in 161 a simple and 
inexpensive algorithm for monitoring element growth is given. 
Another possibility to ensure the normwise stability and have less search 
for pivot elements than complete pivoting is to use some pivoting stratea 
which ensures that the elements of the matrix L from (1.3) are bounded. 
Namely, for complete pivoting (2.6) holds, but it is possible to have bounds 
similar to (2.6) without complete pivoting as well. Such an approach is used in 
[3] and in El.41 for sparse matrices. 
We shall now analyze normwise stability of the symmetric indefinite 
decompositions of Algorithms 2.1 and 3.1. We shall use the technique from 
[21]. Let us first analyze Algorithm 2.1. For simplicity, we assume that G and 
J are the exact factors of H, since by Theorem 3.1 this contributes onlv an 
O(E~) term in the final bound for IjEll. Let 
IGIIGI~ E IBI ’ IBI 07 
IZI P3 Ii 1 IZI IL1 
IBI IBIT IBl /ZIT = 
lzl IBI’ I 121 lZIT + I61 161’ ’ 
where B and Z are defined by (2.2) fnd (2.3), and fi = GfGT is the 
factorizaton of the Schur complement H. If the first pivot is 1 X 1, then 
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IIlBl WllM = IIXIIM < IIHIIM, 
IIIBI lZIT IL4 = IICIIM < IIHIIM 1 
IIIZI INM GIIICI lDlrlICITIIM 
(3.33) 
In the last inequality we have used the fact that (DI = vl. If the first pivot is 
2 X 2, then IH,,I = vO and 
111~1 IBI~IIM GIIIQI IDI IQI’I~M G m={lD,,I, ID221] 
=G IlXII1 G 2IlHllM 
hBl IZl% <I/IQ1 IQl*lClll,l G 211H11~4, 
hl IZI%i & IQ1 I~I-llQITICITh,. 
(3.34) 
It is easy to see that 
[IZI IzlT]ij Q ID l1lD ) [ Vo %] (3.35) 
11 22 
X 
1 
dowel + snW,,I VO VO 
VO I[ 1 cs21D111 + sn21D,,I vO 
< ID ;“, ,(2v, + ID,,1 + l&l) =G 11lIHllM. (3.36) 
11 22 
The last inequality follows from 
D,, D,, = H,, H,, - ~0’) IHlll l&I Q a’~;> 
which combined gives v,“/<I D,,I I D,,I) < l/(1 ; (~‘1. 
By applying the above boAunds recursiv$y to G and Ij and by noting that 
every Schur complement H satisfies II H IlM < p,II H I/M, where p,, is the 
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growth factor, we conclude that II IGI IGl?‘ll~ < llnpnIIHII~. By using Theo- 
rem 3.1 and IHJ < IGI IGIT, we finally have 
IlaM =G 182 x 11~2~p”II~II.t!> 
where p, is bounded by (3.32). Note that this bound is of the same order as 
(3.31). 
Let us now analyze Algorithm 3.1. If the first pivot is 1 X 1, then (3.33) 
holds, with the exception that now 
if lHlll 2 ah or l~,,lu 2 ah”, and 
IIIZI IZT II*, =s & < ” G 2llHllM 
T II 
(y 
if 1 H,,yI >, CY(T. Therefore, we conclude that the method of Algorithm 3.1 is 
normwise stable if only 1 X 1 pivots are used. This includes some important 
classes of matrices which are described in Section 3.4. 
However, if 2 X 2 pivots are used, the method of Algorithm 3.1 is not as 
stable as Algorithm 2.1 or the Bunch-Kaufman method. Namely, (3.34) holds, 
but with the exception that now 
[lzlIziT]ij G lD 
II 
lllD ,l[A CT] 
22 
[ 
cs21D221 + sn”lD,,l A 
X A 
A Ii 1 cs”lD,,I + dID2”I O- 
=z lD,,,:D221 [(A  + a21 r=&&,I, D,,I} + 2ah’], 
and even though h”/(l D,, I ID,, 1) < l/(1 - a’), no bound such as (3.35) 
exists. Examples where such a worst case is attained can be easily constructed 
by taking (T large enough. 
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3.4. Lower Triangular Factor 
In the proof of Theorem 3.1 we see that 2 X 2 steps contribute much 
more to the error bound than 1 X 1 steps. If only 1 X 1 steps are performed, 
that is, if the factor PG from (2.5) is lower triangular, then the bound of 
Theorem 3.1 reduces to 
IE] 6 3n(]NI + ]GI 1Glr)~. (3.37) 
Indeed, if only 1 X 1 steps are performed, then the constant 91 from the 
induction assumption (3.14) can be changed to 3, which combined with (3.17) 
gives (3.37). Also note that (3.37) h Id 1 y o s a wa s when only 1 X 1 pivots are 
used, even without pivoting, so long as the algorithm does not break down. 
Such factorization may, however, lead to large element growth, which will 
then be included in the ]G] 1Glr term. 
Two important classes of matrices which can be decomposed by perform- 
ing only 1 X 1 steps without pivoting are positive definite matrices and scaled 
diagonally dominant matrices [4]. 
If H is positive definite, then Algorithm 2.1 reduces to the Cholesky 
factorization with diagonal pivoting, and only 1 X 1 steps are performed, so 
(3.37) holds. From the proof we see that (3.37) holds even if we do not use 
pivoting, in which case it closely resembles the results by Sun [3O, Section 21. 
Even more, by analyzing the proofs, we see that these results by Sun, which 
are slightly stronger than (3.371, hold f or all indefinite matrices which can be 
by using only 1 X 1 pivots. Further, since 1 H 1 + JG] ]GJr Q 
Hii Hjj , which holds with relative error O(E), we have 
IEijI < 6n(HiiHjj)1’2c. 
This is similar to the result by Demmel [ll]. There the constant 6n is 
replaced by (n + l)/[l - (n + DE], which is slightly better. Note, however, 
that the above bound holds for the outer-product version of the Cholesky 
factorization [19, Algorithm 4.2.21 with or without diagonal pivoting, whereas 
Demmel analyzed the Gaxpy version [19, Algorithm 4.2.11. 
A scaled diagonally dominant matrix is defined as H = D(J + N)D, 
where D is diagonal positive definite, J = diag(f l), and N has zero 
diagonal with 11 N II2 < 1 [4]. We shall now show that such a matrix can be 
decomposed by performing only 1 X 1 steps either with or without pivoting, 
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so that (3.37) holds. Indeed, the form of H implies that H,, z 0; thus we 
can start by performing a 1 X 1 step. Therefore, (2.3) implies 
H = D(J + N)D = 
[: z,q; ;I[: Z?O, I 1 - - -7’ = LHL . 
Also, sign( Hi,) = sign( Gii): f or i = I this is obvious1 for 
have 
i = 2,...,n we 
Hii = zliJit - Ni~L$JI, = zl;(Jji - NJJ,,), (3.38) 
and the statement follows from the fact that 1 N,, 1 < 1. Thus, we can write 
ti = O(J + N)Z5, where fi is diagonal positive definite and N has zero 
diagonal. Since J + N and J + N are congruent, they have the same inertia, 
and we conclude that II@ )I2 < 1. 
. 
Th f ere ore, E?i and, consequently, H arc 
scaled diagonally dominant matrices, and by induction we conclude that the 
factorization can be continued by performing only 1 X 1 steps without 
pivoting. 
A similar problem of performing LU factorization without pivoting was 
analyzed by Funderlic, Neumann, and Plemmons in [15]. They showed that 
the Gaussian elimination can be performed without pivoting for generalized 
diagonally dominant matrices, that is, the matrices which can be row-scaled 
to be diagonally dominant. By definition, H is such a matrix if there exists a 
vector y such that 
y > 0, yT(\diag(H)I -IH - diag(H)l) a 0, (3.39) 
where the last two inequalities are interpreted componentwise. We shall 
restrict ourselves to strictly generalized diagonally dominant matrices, that is, 
to the case where > in (3.39) is replaced by > . Let now H = DCJ + N )lJ 
be a scaled diagonally dominant matrix. Then (3.39) (with > instead of > ) 
is equivalent to 
y > 0, yT(Z - INI) > 0. 
Notice that such y exists if and only if I - 1 N I is an M-matrix [23, p. 1141. 
This implies that if Z? is strictly generalized diagonally dominant, then 
II IN1 112 < 1, which, in turn, implies that H is scaled diagonally dominant. 
The converse is not true, that is, there exist scaled diagonally dominant 
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matrices which are not (strictly) g eneralized diagonally dominant. Indeed, let 
I 0 0.4 -0.4 -0.4 H=D(z+N)D, N _;*; 0 0.4 -0.4 = 
-0.4 0.4 0 0 
I . 
-0:4 
Then ]I N]]z = 0.8 and ]I INI 112 > 1. W e h ave therefore enlarged the class of 
symmetric matrices from [15] f or which the Gaussian elimination can be 
performed without pivoting. 
4. FORWARD ERROR BOUND 
The forward error is defined as the matrix SG = G - 6, where 6 and G 
are the exact and the computed factors of a given matrix H, respectively. In 
this section we shall derive the componentwise forward perturbation bound, 
and then combine it with Theorem 3.1 to obtain the componentwise forward 
error bound. An example is given in Section 8. 
Since the decomposition (1.1) and Algorithm 2.1 require pivoting, small 
relative componentwise perturbations of H can cause different permutations 
and different choices of 1 X 1 and 2 X 2 pivots. This implies that it is not, in 
general, possible to obtain useful bounds for SG. We illustrate this by a 
simple example: let 
g= 1 2 
[ 1 2 1 
and H=['i& ~1. 
Then 
Gz 0.70711 1.22474 1 1.22474 - and G 0.70711 = -0.70711 I ’ 
and we see that even J need not remain the same. It is also easy to construct 
examples where 1 X 1 pivots are used, but the permutation sequence changes, 
or where the inertia changes. 
Our results are generalizations of the results by Sun [30, Sections 2.2 and 
2.31 to indefinite matrices. In order to prove the following theorems we need 
some additional assumptions. These assumptions are the weakest possible, 
and our results apply to a large class of matrices which includes e.g. scaled 
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diagonally dominant matrices. We shall first prove the perturbation theorem: 
THEOREM 4.1. Let H and H + E be nonsingular matrices with the same 
inertia, and let H = k]C?’ and H + E = G]GT. Set 6G = G - 6. lf the 
permutation_ sequences are the same in both decompositions, and if both 
matrices PG and PC from (2.5) are lower triangular, then 
Here trill A) denotes the lower triangle of the matrix A. Moreover, if 
E = min ((( od))’ Ile(l(~~)-‘(IIII~~~Il~ < 1, 
DC9 
(4.2) 
where 9 is the set of all n x n diagonal positive definite matrices. then 
1% < IGltril(lG-ll IEI IG-‘I’) 
+ IGltril(lG-‘1 IEI IG-‘I1’@lG~‘I IEI E’I’), (4.3) 
where QiI = l/(1 - ~‘1. 
Proof. Our proof is very similar to the proof by Sun [30, Theorem 22.11. 
The matrices PG and @G are by assumption lower triangular, which implies 
that only 1 X 1 pivots have been used in both decompositions. From Algo- 
rithm 2.1 we see that both matrices have all positive diagonal elements. From 
PEPT = (PSG)J( Pk)T + (PG)J( PcYG)~ 
we have 
( PG)-~PEP’( ~6)~~ = (PC)-‘(P6G)I +j(P6G)T(Pii) -I‘. 
Further, (PC)-‘( PSG)J is lower triangular, J( P SGIT( Pd)Y7. is upper 
triangular, and 
sign([(PG)-l(pfiG)J]iJ = sipn([l(pfiG)‘(pc)~i],~). 
254 IVAN SLAPNICAR 
This implies that 
l(PG)-'p~)l < td(~(PG)-lPEPT(Pd)-T(). (4.4) 
Finally, (4.1) follows by inserting this into ] 6G] d ]G] ]G-’ 6G]. 
The inequality (4.4) also implies that for any D ~9 
IIG-’ SGIIF . < (JG-'H-~II~ &DG)-'DI~D( ~d)-‘j, 
The assumption (4.2) gives l]G-’ SG]]F Q E < 1, which implies that the 
matrix 2 = Z - (G-’ SG] is invertible. The rest of the proof is as in [30, 
Theorem 2.2.11. ??
As in [30, Section 2.31, the componentwise forward error bound is now 
obtained by inserting (3.37) into Theorem 4.1: 
THEOREM 4.2. Let H = 616’ be the decomposition of H computed by 
Algorithm 2.1 in exact arithmetic. Let G and J be the factors of H computed 
by $gor+hm 2.1 in joating-point arithmetic with precision E. Set SG = G 
- G. Zf G and G satisfy the assumptions of Theorem 4.1, and if 
3ncp$//( Dd)-’ I1211(~~)-‘IInll~(~~~ + IQ EIT)~IIF < 1, 
then 
]6G( Q 3n]G]tril(]G-‘I(IHI + IGI lGI’)IG-‘IT)~ + 0(c2)- 
5. HERMITIAN CASE 
In this section we consider the decomposition of a Hermitian matrix H, 
H = GIG*, (5.1) 
where G has full column rank and 1 = diag( + 1). We derive the algorithm, 
and show that all results from previous sections hold here as well. 
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The description of the algorithm is as in Section 2, except that the 
transposed matrices CT, Q’, and ZT are replaced by conjugate transposed 
matrices C*, Q*, and Z*, respectively. Also, the matrix Q from (2.2) is now 
(5.2) 
The elements of Q and D are computed as in the auxiliary routine claec2lf, 
which is used in the Hermitian implementation of the Bunch-Parlett method 
(1.3) in the LAPACK routine chelJZ,f [I]. Since in Matlab H’ = H 7‘ if H is 
real, and H’ = H * if H is complex, the only parts in Algorithm 2.1 which 
change are the computation of Q, a, and b. 
ALKI~WHM S.1 (Hermitian indefinite decomposition). On entry the 
array H contains an II X n coniplex Hermitian matrix. On exit the first 
r = rank H columns of H are overwritten bv the Actor matrix G. The vector 
Y describes the pivoting. Only the part which differs from Algorithm 2.1 is 
displayed: 
I’* Compute the 2 x 2 unitary matrix Q. */ 
phi = H(i + 1, i)/abs(H(i + 1, i)) 
z&n = (H(i + 1, i + 1) - H(i, i))/(2*abs(H(i + 1. i))) 
if1_7==0 
t=1 
else 
t = sign(;eta)/(abs( zeta) + sqrt(zeta’ + I)) 
end 
/1 = sqrt(1 + t’) 
C’S = 1 /h 
sn = t * phi/h 
Q = [ cs conj(sn); -sn cs] 
/ /* Update H. */ 
(1 = H(i, i> - abs(H(i + 1, i))* t 
b = H(i + 1, i + 1) + abs(H(i + 1, i)>* t 
All comments about Algorithm 2.1 hold here as well. 
In order to prove error bounds, we first need to describe complex 
finite-precision floating-point arithmetic. All subscripted and superscripted 
E’S denote complex numbers, 8 denotes the machine precision, and wc 
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assume that 1.~~1 < E for all i. It is easy to see that for y E R and a, b E @ 
the real model (3.1) implies 
fl(u x y) = (u x y)(l + Cl>; 
w/r> = (a/7)(1 + &2)7 
fl(u f b) = a(1 + Es) * b(1 + &,), 
fl(u x b) = (u x b)(l + 24. 
The backward error bound is given by the following theorem. 
THEOREM 5.1. Let G and ] be the factors of a Hermitian matrix H 
computed by Algorithm 5.1 in flouting-point arithmetic with’pr-e&ion E. 
Then, with relative error O(E), 
G]G* = H + E, IEI < 126n(lHI + IGI IG?)e. 
Proof. The proof is very similar to the proof of Theorem 3.1, so we state 
only the parts where they differ. First, all transposed matrices should be 
replaced by conjugate transposed matrices, where applicable 
Let 
H,, = IHzll4~ = (Re H21)2 + (Im H22)2 4. 
Then 
fl(lH,,l) = IH,,I(l + Q,,,), l~,,,l G 2&, 
= &(1 + Q), IQ,1 < 3.s. 
This, (3.2), and (3.3) imply that 
which further implies JE’~ < (I2 cy2 + 1)~ and l.s”l Q %. Thus, we conclude 
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that (3.4) holds with 
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I&,1 < 10-5, I&,.,>1 < 13E. I&,,,1 < 13s + I&+1 + & < 176. 
If H,, = 0 and/or H,, = 0 or sign( HII > # sign( H,,), then 
n = fl(H,, - IH,,lt) = $1 + &cl)> b = fl( H,, + 1 H&) = I;( 1 + q,) 
(5.3) 
holds with /qI, 1~~~1 G 1~~1 + ~~/H2,,~ + 2 ~<14&.If H,,>H,,>OorO> 
H,, > H,,, then (5.3) holds with 
lH,,l + 141H,,I Itl 
I&,ll~14&> l%lG ,H II;l_IH,I E<122&, 
21 22 
and if H,, >, H, , > 0 or 0 > H, , > H,, , then (5.3) holds with 
1% G 146, I%l G 
IH,,l + 14lH,,I Itl 
II-I 
21 
, ,il _ IH I 
II 
Therefore, (3.11) holds with 
=z 1226. 
ma{ I c, I + I} 
2 
and (3.12) holds with IEl < 1601G( ICI’.& + O(E’), which completes the start 
of the induction. 
The proof of the induction step for a 1 X 1 pivot as in Theorem 3.1, 
except that now (3.13) holds with ICI < 3.s(IYJ + IZI IZl’). 
The proof of the induction step for a 2 X 2 pivot is as in Theorem 3.1 
with the following changes: (3.19) holds with 
IFI < 4E(IY I + IZI ET), 
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and (3.26) and (3.27) hold with G2 replaced by L12, so that finally 
The computational effort in search for v0 = maxi fjl Hij( can be reduced 
by using l-norm instead of 2-norm. That is, we can set v,, = maxi,j(lRe Hijl 
+ 1Im Hi,)). Such an approach is used in the LAPACK routine che9.J Since 
the two norms differ by at most a factor fi, Theorem 5.1 also holds for the 
above choice of v,,, but with slightly larger constant. 
All comments from Sections 3.1, 3.2, 3.3, and 3.4 apply to Theorem 5.1 as 
well. From the proof we see that if the matrix is decomposed by using only 
1 X 1 pivots, then the elements of E are again bounded by (3.37). In 
particular (3.37) bounds the componentwise backward error for the Cholesky 
decomposition of a Hermitian semidefinite matrix. Also, a scaled diagonally 
dominant Hermitian matrix can be decomposed by using only 1 X 1 steps 
with or without pivoting. The proof of this fact is as in Section 3.4, with the 
exception that in (3.38) the term NiT should be substituted by lNi112. 
Finally, let us consider forward error bounds. From the proof of Theorem 
4.1 we see that the forward componentwise perturbation bounds (4.1) and 
(4.3) hold for the Hermitian decomposition (5.1). By combining (4.3) with 
(3.37), we see that the Theorem 4.2 also holds for the Hermitian decomposi- 
tion. For example, these results hold for the Hermitian Cholesky decomposi- 
tion and scaled diagonally dominant Hermitian matrices. 
6. BOUNDS FOR THE SCALED CONDITION 
Let H = GJGT be the factorizaiton of a real symmetric IZ X n matrix H, 
where G has full column rank and J = diag( f l>, and let us define the matrix 
seal(G) by 
G = seal(G) D, Dii = IIG:iII2 > Dij = 0 for i Zj. (6-I) 
The matrix seal(G) is the scaled matrix of the matrix G, and its condition 
K&~(G)) = Ilscal~G>ll~~l~scal~G~l~‘ll~ is the scaled condition of the matrix 
G. Note that the columns of seal(G) have unit norms. According to the result 
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by van der Sluis [29, Theorem 4.11, such scaling is almost the best possible 
over all diagonal scalings A, that is, 
K(scal(G)) < fimpK(GA). (6.2) 
Demmel and Veselid [13] proved a remarkable fact that if H is positive 
semidefinite and the factorization H = GG' is obtained by the Cholesky 
decomposition with complete pivoting, &Cal(G)) is bounded by a function 
of rr irrespective of the condition or even singularity of H. However, their 
bound is, as they stated, a large overestimate. Here we show that a much 
better bound from [25, (6.1311, w lc 1s essentially almost attainable, readily h’ h 
applies here, and extend the result to indefinite, possibly singular matrices. 
By combining these results, numerical evidence, and the perturbation results 
of [13] and [32], we show that the indefinite decomposition usually has 
diagonalization effect and rank revealing property. All results also hold for 
Hermitian matrices. 
In the positive semidefinite case we have the bound 
K(scal(G)) < ~(4” + 6n - I))“‘, (6.3) 
which follows from [25, (6.13)]. Indeed, if H is positive definite, then the fact 
that we are performing Cholesky decomposition with complete pivoting 
implies that the matrix PG is such that 
[ PG]fi > h [ PG]ik > i = l,...,n - 1, j > i. (6.4) 
k=i 
Therefore, scal(PG) is equal to both matrices A and R from [25, (6.13)]. so 
Il[scal( PG)]-r/l, < i(4” + (in - 1)-l”. 
Here we have also used the fact that [scal( PC)],,,, = 1. Combining the above 
inequality with ]]scal(PG)]]2 < 6 gives (6.3). 
By inspecting the proof of [25, (6.13)] ‘t 1 can be seen that the proof also 
applies to singular H, and the bounds are even better, since some summa- 
tions have fewer terms. The full proof of this result is in [27]. A similar proof 
was also used by Higham [20] in a different context. 
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The bound (6.3) is almost attained, as 
due to Kahan [25]: Let H = LL?', where 
1 
--c I! 1 L= -c -c 1 -c -c *** ... I_ -c 1 
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we see in the following example 
S2 
. 1 
S(-l) 
2 + s* = 1. 
Then L is itself the Cholesky factor with complete pivoting of $,-and when 
c + 1, then K(H) + m, while [scal( L)]-' tends to the matrix DL from the 
proof of the theorem. Examples like this are, however, very rare, and 
~&al(G)) is usually much smaller, typically O(n). Even the above example 
can be improved: if we apply Algorithm 2.1 to the permuted matrix F'HPT, 
where P swaps the first and the last row and column, we get K(scal(G)) < n 
-see also the related result of Hong and Pan [22]. 
Demmel and Veseli; [13, Proposition 2.101 proved the following result for 
a positive definite matrix H: if H = DAD, where D is diagonal such that 
Aji = 1, then 
*i 
where hi are the eigenvalues of H and hi are the diagonal entries of H, both 
sorted in the ascending order. 
If H is positive semidefinite, then the matrices H = GGT and GTG have 
the same nonzero eigenvalues. By applying the above inequality to the matrix 
GTG, we obtain 
u,‘,,( scal( G)) < ; < o,“,*( scal( G)) , 
I 
(6.5) 
where a,,,, and a,,, are the minimal and the maximal elements from the 
spectrum of seal(G), A, are the nonzero eigenvalues of H, and hi are the 
diagonal entries of G7’G (squares of the norms of the columns of G), both 
sorted in ascending order. The above relation holds, of course, for any factor 
G. If G is obtained by the Cholesky decomposition with complete pivoting, 
then, by combining the above relation with (6.3) and the fact mentioned 
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above that &al(G)) is usually very small (even if H is singular), we 
conclude that the decompositon with complete pivoting usually has strong 
diagonalization effect. Also, by looking only at the small eigenvalues, we 
conclude that such decomposition usually has rank-revealing property. This 
property is similar to that of QR factorization with complete column pivoting 
as described by Chan [lo] and Hong and Pan [22]. From the previous 
example we also conclude that in some cases the complete diagonal pivoting 
does not produce good results. This, too, corresponds to the results from [lo, 
221, where rank-revealing QR factorization requires some additional informa- 
tion about singular vectors of small singular values in order to find satisfacton, 
pivoting sequence. 
Let us now turn to the indefinite case. 
THEOREM 6.1. Let H = GJG” be the decompsiton of (1 symnwtric~ 
matrix H obtainecl by Algorithm 2.1 in exact arithmetic. Then 
K(scal(G)) < m 3.781”. (fif4 
Proof. Assume that H is nonsingular. From (1.4) we see that the matrix 
PG = LU]A]1’2 1s lower block-triangular with 1 X 1 and 2 X 2 diagonal 
blocks. Here U is orthogonal and block-diagonal, and L is lmit lower 
triangular. According to (2.61, the subdiagonal elements of L are bounded bv 
1 L,,I < 2.781 = p. By using the monotoniciti property of the 2-norm, 
we have 
I A,fI G B,j ==, IlAllz < IIHlIz. 
where 
l 1, 
i =j. 
Lij = ~(1 + p)‘plp’, i >.j, 
0, i <.j, 
(1+/-k i =.i 
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and D is diagonal with Fiji = 41 + 2( n - i) /_L’ . Therefore, 
= k 1 + (1 + p)2 + ‘2 [ p(1 + &-j)(2 + Y)12 
i=l i j=l I 
x [l + 2(” - q/_&s] 
= i (1 + 42 + /L)[(l + /_gZCi-l) - l])[l + 2(” - i)$ 
i=l 
G (1 + 2np2)(1 + p)““, 
and the theorem follows by using this and IlGD-’ 112 < 6. It is easy to see 
that the theorem holds for singular H as well. ??
Note that the optimal value of (Y in (2.6) is i, in which case the theorem 
holds with 3.781 replaced by 3. As in the positive definite case, numerical 
experiments showt hat ~(scal(G)) is usually very small, typically O(n). 
We shall generalize (6.5) to the indefinite case. 
THEOREM 6.2. Let H = GJGT be the decomposition of a symmetric 
matrix H obtained by Algorithm 2.1 in exact arithmetic. Then (6.5) holds, 
where now hi are the nonzero eigenvalues of H, and h, are the diagonal 
elements of GTGJ, both sorted in ascending order. 
Proof. Let r = rank H, and let 
be the nonzero eigenvalues of H. Let hi < 0, and let us without loss of 
generality assume that the columns of G are permuted so that J = -Zk $ 
Z r-k, and 
1 1 1 
- [G~G],~ ' - [GIG],, ' "* ' - [Q'clkk ' 
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Let B = seal(G). Since the nonzero eigenvalues of H are the inverses of the 
eigenvalues of the pair (1, CT G), by applying the Courant-Fischer minimax 
theorem we have 
1 
min 
x’jx X’JX 
n,= 
’ ----< max 
dirrr s=k-i+ I OYZS x~G’Gx OZIES,, x”DBTBDx ’ 
Here S,, is spanned by the first k - i + 1 standard basis vectors, and D and 
B are defined by (6.1). By setting y = Dx we have 
1 
A,< max 
yTD-‘JD- ‘y -l/‘[G7‘G]~-t+l,k~i+I I/h, 
0 # y t s,, yTBTBy ’ m=lizl12= I - -‘BTBz = A,,,,,( B’B) ’ 
which proves the right-hand side of (6.5). Further, 
1 x ‘Jx y7‘D-‘JD-’ y l/h 
where S,, is spanned by the last r - k + i standard basis vectors. Thus, the 
theorem is proved for hj < 0. For hi > 0 consider the matrix -H. ??
If G is obtained by Algorithm 2.1, then by combining the above relation 
with Theorem 6.1 and the fact that &Cal(G)) is usually very small, we 
conclude that such a decomposition usually has a strong diagonalizaton effect 
and the rank-revealing property. 
Finally, note that, since both key properties (6.4) and (2.6) hold for 
Hermitian matrices (for the latter see [S]), the results of this section also hold 
for the Hermitian decomposition from Section 5. 
7. ANALYSIS OF THE BUNCH-PARLE’IT METHOD 
In this section we prove results similar to the results of Sections 3, 4, and 
5 for the Bunch-Parlett method. By combining (2.1)-(2.3) with (1.4) we see 
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that one step of the decomposition (1.3) is given by 
where 
W=CQ, ti = Y - WD-lWT, Z = WD-‘QT, 
and X = QDQ’ is the eigenvalue decomposition of X. These formulas are 
used in the LAPACK implementation of the method, dsy/$F~, and are formally 
slightly different from the original formulas from [8] or [19, Section 4.4.41. 
The remarks from Section 3.2 hold here as well. 
Let us begin by the backward error analysis. 
THEOREM 7.1. Let L and T be the factors of a real symmetric matrix H 
computed by the Bunch-Parlett method with unequilibrated diagonal pivoting 
from Section 2 in floating-point arithmetic with precision E. Then, with 
relative error O(E), 
LTLT = PHPT + E, (El Q 5148n(PIHIPT + IL1 IUI IAI IUl’lLlr)~, 
where UA U T is the computed eigenvalue decomposition of T. 
Proof. We use the notation from the proof of Theorem 3.1. The 
theorem holds for n = 1, and for n = 2 for a 2 X 2 pivot, since in both cases 
E = 0. 
We must analyze the induction step separately for 1 X 1 and 2 X 2 
pivots. We assume without loss of generality that the permutation matrices t 
from (7.1) and P from (1.3) are the identity matrices. 
Let us first consider a 1 X 1 pivot, that is, k = 1, W = C, Q = 1, and 
X = H,,. The analysis is similar to the one of [30, Theorem 3.1.11, although 
here the matrix H need not be positive definite. We have 
I-i = fl(Y - cx-lcT) = Y - cx-‘CT + F^, 
V-2) 
z = fl( wx-‘) = cx-l + sz, 
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where 
IFIl < 3E(IY I + ICI IXP’l ICT), ISZI < &ICI lx-‘/. 
The induction assumption is 
A AA 
LTLT = ti + E^, 121 =G 5148(n - k)~(lti( + IL1 lfil IA1 Ifi(TIilT), 
(7.3) 
where %cT is the computed eigenvalue decomposition of f. By setting 
we have 
LTL7’ = 
I 
X XZT 
=HfE, 
zx ZXZT + _k!YT I 
E = [ ,& (Ef]. (7.4) 
From (7.2) we have C = (Z - 6Z)X and 
l6Cl = l6ZXI < EICI Ix-‘/ 1x1 = &ICI. 
From (7.2) and (7.3), by ignoring the terms O(&‘), we have 
(7.5) 
16Yl= 12 + F^ + ZXZT - cx-‘CT1 
=S 5148(n - I)+ + /Cl IXP’I ICI + Ii1 lrij 181 Ir::l’lii’! 
+ 3&(IYI + ICI lx-‘1 ICI’) + 2&ICI IXP’/ (Cl’ 
< [5148(n - 1) + 5]((Yl + IZI 1x1 121 + Ii1 jc;l \A1 Iti17 lilT),. 
(7.6) 
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The theorem now follows by inserting this and (7.5) into (7.4) and setting 
u=[’ J *=[” J. 
Let us now consider a 2 X 2 pivot, that is, k = 2. Let X = ofi@’ and 
QDQ’ be the exact and the computed eigenvalue decompositions of X, 
respectively. The relationship between these two decompositions is given by 
(3.18). Now (7.1) holds with 
W = fl(CQ) = Co + SW, 
ti = fl(Y - WD-‘WT) = Y - C@-l~TCT + l?, (7.7) 
Z = fl(WD-‘QT) = C@-‘@’ + 6Z, 
where 
16WI G 13lCl @I~> 
lF^I Q 12O(lY I + ICI 101 Ifi-‘I I@ITICIT)E, 
ISZI < 1171cI 101 l&‘l lQl$. 
Therefore, (7.4) holds with 
1x1 = Isz@@TI < 1171cI IQ1 I~-‘I@1’1~1 Ial @I%, (7.8) 
and we have to bound the right-hand side in terms of ICI and JZI IQ1 I DI IQI’. 
After a tedious computation we obtain 
+ 2i&l 
i( 
1 + z2; + -2; IC:,J 
-i ( 
-!2 I61 -2 Ial 
1 + cs m + sn fi IC:,l , 
1 1 
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and 
By combining these two relations and using &“z2 < l/4, we get 
ICI IQI IP’I lQITIQl ICI IQI’ 
151 @I’ + 4 + ; 
( 
Further, (3.2)-(3.5) imply that 
=z +! + 4i-z) + 1 < 2.171 
for sign(H,, ) = - sign(H,,), and 
I+” + Vl 2cY 
Itlv, - v, G l + 1 
< 15.322 
(Y/2 + J-G-G$ 
-ff 
otherwise, so that 
Id IhI 
7 + jq < 15.387. 
Ibl 
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By inserting this and (7.7) into (7.9), we have 
IVAN SLAPNIEAR 
ICI IQ1 Ifi-‘IIQITIQl lOI 101’ < 2121 101 IDI \Ql’ + 27.081(Cj + O(E). 
(7.10) 
By inserting this into (7.8) and ignoring the O(E~) term, we finally have 
16CI > 3168.5(IZI IQI IDI IQI’ + lcl)~. (7.11) 
To complete the l+roof it remains to bound I6Y I from (7.4) in terms of 
IY I and IZI IQI IDI IQ1 (ZIT. Indeed, (7.3) and (7.7) imply that 
(6Y ( = Ii + l? + ZXZT - cx-VI 
< 121 + I:( + 1621 lCIT + ICI 16ZIT + O( 8) 
< 5148(n - 2)# + Ii/ lril IAl li:l’lil’) 
Since 
- 1204YI + (120 + 2 x 117)&j 101 Ifi-‘1 I@ICI’. (7.12) 
we have 
IfiI < IYI + IZI IQI IDI IQITIZIT + O(c). 
Further, (7.10) and (7.7) imply that 
ICI 101 Ifi-’ l@lTICIT 
(7.13) 
< ICI I@1 1m IQTIQI II3 l~l’l@-‘~“c’l 
< (21Zl1Q1 (DI 101’ + 27.0811( Z - SZ)@@ I)(@-‘@CT 1 
< 29.081121 IQI IDI IQITIZIT + O(E). 
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By inserting this and (7.13) into (7.12) and ignoring the O( c2) term we have 
l6Y I G [5148( n - 2) + 1029f.q 
X(lYl + IZllQl IDI IQI’lZl“ + Ir:l lfil IAl liilW)E. 
The theorem now follows by inserting this and (7.11) into (7.4) and setting 
ci=[(’ i]. A=[” H]. ??
Even though the constant of the theorem is larger than the constant from 
Theorem 3.1, numerical experiments show that the entire factor O(n) is 
usually an overestimate. All remarks from Sections 3.1, 3.2, and 3.4 hold here 
as well. In particular, if the matrix T from the theorem is diagonal, then (7.6) 
irnplies that the error is bounded by 
IEl < 5(PIHlP" -t IL/ ITI ILI“)e. (7.14) 
This bound holds e.g. for positive definite and scaled diagonally dominant 
matrices. For positive definite matrices it is slightly worse than the bound of 
[30, Theorem 3.1.11. Further, by inspecting its proof, we see that this 
theorem gives the backward error for the Bunch-Parlett decomposition, too, 
if T is diagonal. The only exception is that the matrix fi from 130, (3.1.4)] 
should be replaced by 161. 
Normwise stability has been proved by Bunch [,5] for the Bunch-Parlett 
method with complete pivoting, and recently by Higham 1211 for the Bunch- 
Kaufman method with partial pivoting (see also Section 3.3). 
Let us now consider forward error. Let us make assumptions similar to 
the ones in Section 4: nonsingular unperturbed and perturbed problems are 
decomposed by using the same permutation sequence, resulting in matrices T 
from (1.3) being diagonal and having the corresponding diagonal elements of 
the same sign. Then we see that the componentwise forward perturbation 
and error bounds are given by [30, Theorem 3.2.11 and [30, Theorem 3.3.11, 
respectively. Here, too, in the statements of the theorems the matrices D and 
D should be replaced by 1 DI and 161, respectively. 
Similarly as in Section 5 we conclude that all above results hold for 
Hermitian matrices, with the exception that the constant in Theorem 7.1 is 
slightly larger due to the complex arithmetic. 
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Finally, in view of Section 3.1, all results of this section hold for the 
LAPACK implementations of the real symmetric and Hermitian versions of the 
Bunch-Kaufman-Parlett method [6, 71, dsytj2.f and chetj2.J 
8. CONCLUDING REMARKS 
In this section we summarize our contributions, describe results of 
numerical experiments, and compare our results with the existing analysis by 
Bunch [5]. We also illustrate our results by a small example. 
We have proved componentwise backward error bounds for two versions 
of the real symmetric and Hermitian decomposition, the H = GJGT decom- 
position and the Bunch-Parlett decomposition PHPT = LTLT. The bounds 
hold for the outer-product version of the algorithms. They are easy to 
compute, and simple to use in further applications. Numerical experiments 
show that the bounds reveal well the structure of actual errors, and that the 
factors O(n) are usually an overestimate. More precisely, the bounds of 
Theorems 3.1 and 5.1 can usually be replaced by the simpler bound ]E] < 
IGI IGI’E, and the bound of Theorem 7.1 can be replaced by I El < 
ILI IUI IAl IUITILI%. 
For nonsingular real or Hermitian matrices which have lower triangular 
factor G or diagonal factor T, we proved a componentwise forward error 
bound, that is, we are able to estimate the precision of the computed factors. 
Our results extend the results by Sun [3O] by enlarging the class of 
matrices to indefinite matrices and by including the Hermitian case. 
We proved attainable bounds for the scaled condition of the matrix G, 
and showed that the decomposition H = G]GT usually has a nontrivial 
diagonalization effect and the rank-revealing property. 
It is interesting to compare our result with the analysis of the Bunch-Parlett 
decomposition (1.3). Bunch [5, (2.3.4)] showed that the factors L and T 
computed with the unequilibrated diagonal pivoting in floating-point arith- 
metic with precision E satisfy LTLT = PHPT + E, where the elements of the 
backward error matrix E are bounded in terms of absolutely maximal 
elements of the reduced matrices: 
IEj,I = IEkjI G Cjk&> for j>k, (8.1) 
(k) 
k-l 
cjk = 5.71 c vb”) + 31.65 i 
vo if pk=l, 
vp + 13.7vp if pk=2, 
i=l i=l 
p,=l p,=2 I 13.7vg - l) if pk = 0. 
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Here Y$) denotes the value of v. in step i of Algorithm 2.1. If in step i - 1 
a 2 X 2 pivot was chosen, then ~6”) = 0. The quantities pi have the following 
meaning: pi = 1 if in step i a 1 X 1 pivot was chosen; pi = 2 if in step i a 
2 X 2 pivot was chosen; and pi = 0 if in step i - 1 a 2 X 2 pivot was chosen 
(in this case v!) does not exist). Although Bunch [5] gives no explicit error 
bound for the Hermitian version of the Bunch-Parlett decomposition, the 
nature of his proof is such that it holds for the Hermitian version as well. 
Our bounds and (8.2) are all a po,steriori bounds, since they are com- 
puted after the decomposition is completed. The bounds for maximal ele- 
ments, Y;), are implicitly included in the ICI lG/r or IL1 lUI IAl IUIrIL17 
terms of our bounds. Note that our bounds are more convenient for further 
applications such as in [27]. The comparison of the bound (8.2), our bounds. 
and actual errors is as follows: the maximal elementwise bounds are almost 
the same; our bounds often reveal better the actual error structure [note that 
in (8.2) all elements Elk, j > k, have the same bound, and the bound grows 
with k]; bounds for particular elements of E can vary by as much as several 
orders of magnitude, although our bounds are on average better; for smaller 
dimensions all bounds approximate the actual errors well, and for larger 
dimensions all bounds overestimate the actual errors by a factor of O(n). 
We conclude the paper by illustrating our results with the following 
example: let 
H= 
3207938000 300000 - 423212 19800 
300000 1600 - 300 14 
- 423212 - 300 43.5 -4.75 
19800 14 -4.75 0.1875 1. 
Note that H is stored exactly on machines with base 2 [lS]. The decomposi- 
tion (1.1) computed by Algorithm 2.1 in single precision, F z 10H, is 
I 
56648.662 0 0 0 
G= 5.2967353 39.6477567 0 0 - 7.4721398 ’ - .568393 7.4482656 
0.34958453 0.30640682 0.01681668 0.16826074 
I 
with J = diag(-1, 1, 1, -1) and P = 1. The backward error matrix E = 
GJGT - H is 
3.32~ + 01 3.60~ - 04 - 5.4OE - 04 3.51E - 05 
3.60~ 
- 
04 4.00E 
- 
05 3.81E 
- 
06 
- 
1.37E 
-- 
E= 07 
-5.49E - 04 3.81~ - 06 -6.55~ - 07 9.13E - 09 ’ 
3.51E - 05 -1.37E - 07 9.I3E - 09 5.61~ - 09 I 
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and its elements are bounded by (3.37) as follows: 
7.703 + 02 
IEI < L 7.20~ 02 
7.20~ - 02 1.20E - 01 4.75E - 03 
- 
3.84~ 
- 
04 7.20~ 05 
- - 
1 02 - 1 7 20 - 5 2 38 - 1.143 - 06 
4.75~ - 03 3.36~ - 06 1.143 - 06 
3 36~ 1 * 
5.193 - 08 
Further, we assume that the factor d computed by Algorithm 2.1 in double 
precision, .s = lo- 16, is exact. The forward error matrix SG = G - d is 
2.93E - 04 
= [ -2.10E 08 
0 0 0 
- 
5.07E 
- 
SC 07 0 0 
2.89E - 08 1.72~ - 07 -1.37E - 07 0 ’ 
-1.19E - 09 -7.03E - 09 1.49E - 08 -3.34E - 08 1 
and its elements are bounded by Theorem 4.2 as follows: 
1.36~ - 02 
ISGl < I 3.81~ 06 
0 0 0 
- 
1.02~ 
- 
05 0 5 0 - 5.80  - 6 1.28~ - 05 0 * 
2.88~ - 07 2.89E - 07 6.48~ - 07 
I 
1.36~ - 06 
This also illustrates the perturbation bound of Theorem 4.2. Finally, note that 
o,&(scal(G)) = 0.83628307, o:a,(scal(G)) = 1.1635069, while the eigenval- 
ues of H, the diagonal elements of the matrix GTGJ, and their respective 
quotients from (6.5) are 
hi = - 54.043364, - 0.028309685,1613.7487,3207938084, 
hi = -55.476945, - 0.028311688,1615.1823,3207938040, 
hi/hi = 0.97415898,0.99992925,0.99911242,1. 
This illustrates Theorem 6.2, and the diagonalization effect and rank-reveal- 
ing property of the symmetric indefinite composition. 
The Bunch-Parlett decomposition defined by (1.3) and (7.1) computed in 
single precision is 
1 0 
[ 9.351807E 05 1 
0 0 
- 
L= 0 0 
- 1.3192649E 04 0.16566872 - 1 0 ’ - 
6.1721891E - 06 7.7282259E - 03 2.257798E - 03 1  
T = diag (3207938000, 1571.9446, - 55.476663, - 0.02831168)) 
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and P = 1. The backward error matrix E = LTLT - H is 
O.OOE + 00 4.19E - 04 -4.78~ - 04 -4.29E - 05 
E= 4.19E - 04 5.14E - 06 3.15E - 06 -2.963 - 07 
-4.78~ - 04 3.15E - 06 -1.60~ - 06 
I 
-2.52~ - 08 ’ 
-4.29E - 05 -2.96E - 07 -2.52~ - 08 1.99E - 09 
and its elements are bounded by (7.14) as follows: 
i 
1.28~ + 03 1.20~ - 01 1.69E - 01 7.92E - 03 
[El Q 1.20~ - 01 6.40~ - 04 1.20~ - 04 5.60~ - 06 
1.69E - 01 1.20E - 04 3.96E - 05 1.9OE - 06 ’ 
7.92E - 03 5.60~ - 06 1.9OE - 06 8.64~ - 08 I 
On the other hand, the bound by Bunch (8.2) is 
i 
4.23~ - 03 4.23~ - 03 4.23~ - 03 4.23~ - 03 
(El Q 
4.23~ - 03 2.42~ - 02 2.42~ - 02 2.42~ - 02 
4.23~ - 03 2.42~ - 02 4.42~ - 02 2.42~ - 02 ’ 
4.23~ - 03 2.42~ - 02 2.42~ - 02 4.42~ - 02 I 
and we see that in this example both our bounds reveal the error structure 
much better. Further, we assume that the factors f, and T’ computed in 
double precision are exact. The forward error matrices i3L = L - i and 
6T= T - T are 
I 
0 0 0 0 
1.31E 
- 
6L 13 0 0 0 = 
-1.49E - 13 2.60~ ’ - 09 0 0 
-1.34E - 14 -2.12E - 10 1.93E - 09 0 ! 
6T = diag(0,5.06 X lo-? -5.12 x lo-‘, 7.87 x lo-“), 
and their elements are bounded by [30, Theorem 3.3.11 (modified as de- 
scribed in Section 7) as follows: 
0 0 0 0 
ISLI < 5.05E 
- 
11 0 0 
7.68~ - 11 l.lOE - 07 0 0’ 
3.81~ - 12 5.47~ - 09 6.62~ - 08 0 1 0 
16TI < diag(577,3.03 x 10e4,7.13 X 10-s, 1.71 X 107). 
This also illustrates the perturbation bound of [30, Theorem 3.2.11. 
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