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BANDIT PROBLEMS WITH INFINITELY MANY ARMS1
By Donald A. Berry, Robert W. Chen, Alan Zame,
David C. Heath and Larry A. Shepp
Duke University, University of Miami, University of Miami,
Cornell University and AT&T Bell Laboratories
We consider a bandit problem consisting of a sequence of n choices
from an infinite number of Bernoulli arms, with n → ∞. The objective
is to minimize the long-run failure rate. The Bernoulli parameters are
independent observations from a distribution F. We first assume F to be
the uniform distribution on 0;1 and consider various extensions. In the
uniform case we show that the best lower bound for the expected failure
proportion is between
√
2/
√
n and 2/
√
n and we exhibit classes of strategies
that achieve the latter.
1. Introduction. A bandit problem consists of a sequence of choices from
among a set of stochastic processes, or arms. We consider discrete time and
Bernoulli arms, with Arm i having success probability pi; i = 1; : : : ;A. The
parameters pi are unknown. Regard them to be independent random variables
with pi having (known) distribution Fi. The (unconditional) probability of
success on the initial selection of Arm i is the mean of pi: Epi =
∫
pFidp.
The decision maker chooses an arm for observation at each of a number n
of decision epochs; n is called the horizon. Information accrues about an arm
that is selected for observation: namely, the distribution of pi is updated using
Bayes’ theorem based on the resulting observation. Choices are sequential in
the sense that they can depend on which arms were chosen previously and on
the resulting observations. A strategy (or decision procedure) specifies which
arm to select at any time for every possible history of previous selections and
observations.
The general setting of bandit problems is described in Berry and Fristedt
(1985). Other pertinent references include Whittle (1982, 1983) and Gittins
(1989). A common objective in bandit problems is to maximize the expected
value of some function of the sequence of observations. A strategy is optimal
if this expected value is maximal when following that strategy. An example
objective function is the sum of the n observations. The decision problem that
corresponds to this objective in the Bernoulli case is finding a strategy that
maximizes the expected number of successes.
If n = 1 (and A <∞), then the decision problem is trivial: choose the arm
with the largest mean, and the expected maximum is maxEp1; : : : ;EpA.
The decision problem is trivial for any n if all the Fi are one-point distribu-
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tions, or if one Fi is wholly to the right of the others (i.e., if there exist an
i and a u such that Fiu = 0 and Fju = 1 for all j 6= i). However, when
A > 1, n > 1 and none of the Fi is wholly to the right of the others, then the
problem is nontrivial. Generally speaking, when n is large the decision maker
is willing to sacrifice immediate gain (eschewing an arm with large mean if
necessary) while testing arms and searching for one with an even larger mean
that will yield a long-term benefit. But when n is small, information has less
value for helping to glean future profits; such information might reasonably
be eschewed in favor of selecting an arm that has a large mean. Therefore,
during the course of a trial and as the horizon nears, arms having greater
mean become more appealing even if they have little potential for providing
information.
We consider the horizon n to be infinite. Typically, when n = ∞ the expected
number of successes is infinite for a wide class of strategies—perhaps even for
every strategy—and so the decision problem is trivial. There are at least two
modified objectives that give rise to interesting decision problems. One is to
discount future observations [Berry and Fristedt (1985), Chapter 3]. A special
case is geometric discounting [Gittins (1989); Banks and Sundaram (1992)]
in which an observation at time t has utility βt−1, where 0 ≤ β < 1, and
the goal is to maximize the expected discounted number of successes. Banks
and Sundaram (1992) show that in this discounted case, optimal strategies
have the characteristic that when an arm is indicated for selection there is a
positive probability that the same arm will be selected forever into the future,
and that this is so whether A is finite or A = ∞.
The other variation is that of Robbins (1952), who considered maximiz-
ing the long-run success proportion. Robbins considered A = 2 arms and
showed that basing selections on the immediately preceding observation (stay-
ing with a winner and switching on a loser) dominates strategies that do not
use the history of observations. He also exhibited selection strategies that are
asymptotically optimal in the sense that their long-run success proportion is
maxp1; p2.
In this paper, we adopt Robbins’s objective, maximizing the long-run success
proportion. We assume throughout that A = ∞ and that Fi = F for all i.
The latter assumption means that all arms are exchangeable before making
any observations. In view of exchangeability we can restrict consideration to
strategies that call for using Arm 1 first and for using the smallest numbered
arm whenever a new arm (one never used before) is selected. A nonrecalling
strategy is one that always uses a new arm when switching from the current
arm. So a nonrecalling strategy indicates Arm 1 for a period of time and then
Arm 2 for a period of time and then Arm 3 for a period of time and so on. Also,
if the period of time on Arm i is empty, then the same is true for that of Arm
j for j > i.
We assume thatF is not a one-point distribution. Therefore, once Arm 1 has
been selected and has produced an observation, it is no longer exchangeable
with the other arms: the distribution of p1 becomes pFdp/
∫
pFdp after a
success and 1−pFdp/
∫
1−pFdp after a failure, while the distribution
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of the other pi continues to be Fdp. It seems reasonable to expect (and
it is true) that Arm 1 should be used again after an immediate success and
never again after an immediate failure. But suppose Arm 1 yields s immediate
successes and then a failure, is it better to switch to Arm 2 or to stay with
Arm 1? The answer depends on s and on the horizon n, and it is not easy to
find in general. It is even more difficult to say which arm should be used when
sample information including both successes and failures becomes available
about several of the pi. We address such questions in this paper for the case
in which n→∞.
Infinite horizon problems are forgiving of finite (and some infinite) ex-
ploratory excursions. So when there is a strategy that maximizes the expected
long-run proportion of successes, there are an infinite number that do as well.
In the current problem there even exist strategies that maximize the expected
long-run proportion of successes uniformly over the space of distributions F.
For example, Herschkorn, Pekoz and Ross (1995) show that the nonrecalling
strategy that indicates Arm i until it gives i failures in a row yields a long-run
proportion of successes that is the essential supremum of p ∼ F. While such
robustness is appealing, such a strategy performs relatively poorly for given
F and any fixed value of n < ∞. Suppose F is uniform on 0;1. Then the
limiting proportion of successes for this strategy is 1. However, the strategy
of Herschkorn, Pekoz and Ross can spend inordinate amounts of time waiting
for a long run of failures before dispensing with arms whose performances are
clearly mediocre. For example, when n = 500 this strategy’s success proportion
is only 0.79. We give strategies (in Section 4) that also have a limiting success
proportion of 1 but that achieve success rates as high as 0.92 when n = 500.
The focus of the current paper is the order of magnitude (depending on n) of
a strategy’s failure proportion; all strategies that we consider are optimal in
the sense that their limiting expected failure proportions equal 0.
Bandit problems have applications in clinical trials, in on-line industrial
experimentation and in many other settings. The version in which there are
an unlimited number of exchangeable arms has applications as described by
Banks and Sundaram (1992): (1) labor markets in which a worker has a many
opportunities for jobs [A worker who accepts a job receives salary (on-line pay-
off) and she also gets information about her ability to do the job and therefore
to earn good money in the long term. See also Jovanovic (1979), Wilde (1979)
and Viscusi (1979). In a related vein, there may be a large number of cities in
which a salesperson can ply his trade. Each day he chooses a city in which to
operate and either has a successful sales day or not. Success brings immedi-
ate payoff but it also suggests that the city is a fruitful location to visit in the
future.]; (2) a voter model of repeated elections in which a single voter elects a
representative from a large set of candidates to represent her during the cur-
rent period; (3) worker selection in which a firm chooses one at a time from a
pool of workers and gets to observe the performance of the workers chosen for
as long a period as desired; (4) general search for nondurable experience goods
in which the consumer has numerous brands from which to choose; (5) dating
(or marriage) in which an individual strives to maximize the proportion of
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successful dates—however defined—and can choose from among a large pool
of candidates, with the possibility of repeating dates in an exploratory way
to assess that candidate’s success proportion. Two other possible applications
are as follows: (6) mining for valuable resources such as gold or drilling for
oil when there are many areas available for exploration (the miner or min-
ing company can move to another location or continue in the same location,
depending on results); (7) drug testing when there is an abundant supply of
molecules available for consideration [in cancer research, for example, drugs
can be tested on one patient at a time, with a success being defined as a
patient’s tumor responding (shrinking)].
The assumptions made in this paper may not be appropriate in any par-
ticular setting of the applications mentioned above. When they are not ap-
propriate then the results of this paper do not apply, at least not perfectly.
In the following example settings the assumptions are inappropriate or ques-
tionable. In drug testing the available molecules may be neither exchangeable
nor independent. In labor markets observations of performance may not be
exchangeable within a particular worker, as when a worker becomes better
at a job because of experience gained while working at the job. We assume a
0–1 payoff; in drilling for oil, for example, successful wells have different val-
ues. Also, drilling in different locations may entail different costs and we do
not consider sampling costs. Finally, the objective in a practical setting may
be other than maximizing the long-run proportion of successes. Firms tend
to discount successes that may be obtained in the distant future. Also, when
a firm’s distribution F is uniform on 0;1, maximizing the long-run success
proportion means that the firm should fire many employees after but a single
mistake (see Section 2). Employers associate negative utility with firing em-
ployees. There may be few actual settings in which firms would use a strategy
that is optimal based solely on maximizing long-run success proportion. (One
may be when the employees are air traffic controllers.) In medical trials it
may be ethically questionable to gather information about an untested drug
when a well-studied drug has been found to be successful on a substantial
proportion of patients. Despite these caveats, there are a variety of instances
within each of the applications described in which the assumptions made and
results obtained in this paper apply reasonably well.
In Section 2, we assume that F is beta1;1, the uniform distribution on
0;1. Section 3 extends Section 2 to the case in which F is a uniform distribu-
tion on a subset of 0;1. This extension is important for the following reason.
When pi is uniform on 0;1 [or on a;1], the expected number of successes
before the first failure on arm i is infinite. Therefore, one may be tempted to
discard an arm as soon as it gives a failure, and indeed such a strategy is not
bad (see Section 2). However, when pi is uniform on a; b for b < 1, some pro-
portion of failures (at least 1−b) is inevitable and therefore optimal strategies
are qualitatively different. In Section 4 we consider the case in which F is an
arbitrary distribution. In this paper we do not consider the interesting and
difficult hierarchical setting in which F is itself unknown and observations on
Arm i give information about F and therefore also about Arm j for j 6= i.
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2. Uniform distribution on (0, 1). In this section, we consider the case
in which the distribution F is uniform on the interval 0;1, that is, beta1;1.
We show that discarding an arm whenever it yields a failure and never using
it again is an excellent strategy. In particular, its asymptotic failure propor-
tion has order of magnitude 1/ lnn: But we show that this strategy can be
improved. Namely, we find that
√
2/n [which is less than 1/ lnn] is an asymp-
totic lower bound over all strategies for the expected failure proportion and
we exhibit several strategies with this asymptotic failure proportion.
First some notation and definitions. For each positive integer k, a strategy
is called a k-failure strategy if it calls for using the same arm until that arm
produces k failures, and when this happens, it calls for switching to a new
arm (never returning to arms that have yielded failures). With the possible
exception of the arm being used at the end of the experiment (i.e., after a total
of n observations), every arm that has been used at least once yields exactly
k failures.
For each constant α in 0;1, a strategy is called an α-rate strategy if it
stays on the same arm until that arm has produced a failure rate greater
than α, and when this happens discarding it and switching to a new arm.
Again, discarded arms are never used again.
A 1-failure strategy and a 0-rate strategy are the same. This strategy is
a modification of Robbins’s stay-with-a-winner/switch-on-a-loser strategy to
the infinite-arm setting. The failure proportion of this strategy in n trials is
asymptotically 1/ lnn. To see this consider the number S of immediate suc-
cesses with any particular arm having parameter p ∼ F. For s = 1;2; : : : ; n,
the probability of at least s immediate successes on this arm is PS ≥ s =∫
psFdp = 1/s+ 1. Hence
ES =
n∑
s=1
1
s+ 1 ≈ lnn:
Thus, when following the 1-failure strategy, the expected number of failures
in the first n trials, which is within one of the expected number of arms used,
is approximately n/ lnn. Hence the expected proportion of failures in n trials
is asymptotically 1/ lnn.
Consider the k-failure strategy. LetNn;k be the expected number of trials
until the kth failure or until the horizon is reached, whichever comes first. For
n ≤ k, Nn;k = n. The more interesting case is n > k:
Nn;k =
∫ 1
0
k−1∑
j=0
j
(
n
j
)
un−j1− uj du+
∫ 1
0
n∑
j=k
j
(
j− 1
k− 1
)
uj−k1− uk du
=
k−1∑
j=0
n
n+ 1 +
n∑
j=k
k
j+ 1 = k
[
1+
n−1∑
j=k
1
j+ 1
]
:
This applies for fixed k and asymptotically as n→∞.
The next result implies that asymptotically the best strategy among k-
failure strategies has k = 1.
2108 BERRY, CHEN, ZAME, HEATH AND SHEPP
Theorem 1. As n→∞ the expected failure proportion for k-failure strate-
gies is increasing in k.
Proof. Asymptotically, the expected failure proportion when following a
k-failure strategy is
k
Nn;k =
1
1+∑n−1j=k 1/j+ 1
:
Since
∑n−1
j=k 1/j+ 1 is decreasing in k, when n is large, k/Nn;k is increas-
ing in k. So, asymptotically, the expected failure proportion is increasingly
in k. 2
Theorem 1 implies that the 1-failure strategy has the smallest asymptotic
expected failure rate among k-failure strategies. The next theorem implies
that, asymptotically, the advantage of k = 1 is not great: all k-failure rate
strategies have the same asymptotic failure proportion.
Theorem 2. For any fixed k the expected failure proportion of the k-failure
strategy is asymptotically 1/ lnn.
Proof. For n = 1;2; : : : ; let φn;k be the expected number of failures
in n trials produced by the k-failure strategy. Fix k ∈ 1;2; : : :: For n ≤ k,
φn;k = n/2. For n ≥ k, φn;k can be found recursively as follows, where
φ0; k = 0:
φn;k =
∫ 1
0
k−1∑
j=1
j
(
n
j
)
un−j1− uj du
+
∫ 1
0
n∑
j=k
k+φn− j; k
(
j− 1
k− 1
)
uj−k1− uk du
=
k−1∑
j=1
j
(
n
j
)n− j!j!
n+ 1! +
n∑
j=k
k
(
j− 1
k− 1
)j− k!k!
j+ 1!
+
n∑
j=k
φn− j; k
(
j− 1
k− 1
)j− k!k!
j+ 1!
= k− 1
n+ 1
(
k+ 1
2
)
+ k
n∑
j=k
φn− j; k
jj+ 1 :
Let Gkt be the generating function of φn;kn≥1; that is,
Gkt =
∞∑
n=0
φn;ktn:
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Then
Gkt =
k∑
n=0
n
2
tn +
∞∑
n=k+1
{
k− 1
n+ 1
(
k+ 1
2
)}
tn + k
∞∑
n=k+1
n∑
j=k
φn− j; k
jj+ 1 t
n
=
k∑
n=1
n
2
tn + k
1− tt
k+1 −
(
k+ 1
2
)
1
t
∫ t
0
1
1− uu
k+1 du
+ k
∞∑
j=k
∞∑
n=j
φn− j; k
{
1
j
tj − 1
j+ 1t
j
}
tn−j:
Hence
Gkt
{
1− k
∫ t
0
1
1− uu
k−1 du+ k
t
∫ t
0
1
1− uu
k du
}
=
{ k∑
n=1
n
2
tn + k
1− tt
k+1 −
(
k+ 1
2
)
1
t
∫ t
0
1
1− uu
k+1 du
}
:
Alternatively,
Gkt
{
1− tk−1 + k
t
1− t
∫ t
0
1
1− uu
k−1 du
}
=
{ k∑
n=1
n
2
tn + k
1− tt
k+1 −
(
k+ 1
2
)
1
t
∫ t
0
1
1− uu
k+1 du
}
:
Therefore,
1− t
t
Gkt
{k−1∑
n=0
tn + k
∫ t
0
1
1− uu
k−1 du
}
= 1
t1− t
{
1− t
k∑
n=1
n
2
tn+1 + ktk+2 −
(
k+ 1
2
)
1− t
∫ t
0
1
1− uu
k+1 du
}
:
That is,
Gkt =
1
1− t2
{
H1t +H2t
J1t +J2t
}
:
Here,
H1t = 1− t
{ k∑
n=1
n
2
tn+1 −
(
k+ 1
2
) ∫ t
0
1
1− uu
k+1 du
}
;
H2t = ktk+2; J1t =
k−1∑
n=0
tn; J2t = k
∫ t
0
1
1− uu
k−1 du:
It is easy to see that as t → 1−, H1t/H2t → 0 and J1t/J2t → 0:
Therefore,
H1t +H2t
J1t +J2t
≈ H2t
J2t
≈ 1
ln1/1− t as t→ 1− :
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Since, for fixed k, φn;k is increasing in n, it follows by Theorem 5 of Feller
[(1971), page 447] that, for any fixed k, φn;k/n ≈ 1/ lnn as n→∞: 2
The 1-failure strategy indicates a switch to a new arm whenever the current
arm produces a failure. Discarding an arm that has given a very large number
of successes and a single failure seems wasteful. One might expect an α-rate
strategy to do better for some α. However, the following argument shows that,
for any α > 0, the α-rate strategy has a positive expected failure proportion
asymptotically.
Since F is uniform on 0;1, for any α > 0 there is a positive probability
that any particular arm has parameter p such that
1− 34α < p < 1− 14α:
By the strong law of large numbers, the failure rate produced by this arm is
between α/2 and α with positive probability. Hence the proportion of failures
when following the α-rate strategy is at least α/2 with positive probability.
Therefore, the expected failure proportion of the α-rate strategy is greater
than a positive constant as n→∞ for any α > 0. Therefore, for any α > 0 and
sufficiently large n, the α-rate strategy is inferior to the 1-failure strategy.
Is it possible to do better than the asymptotic expected failure proportion of
the 1-failure strategy, 1/ lnn? We seek the best lower bound for the expected
failure proportion. To this end, define an m-run strategy as one that follows
the 1-failure strategy until either the current arm has produced a success
run of length m or Arm m is used. If the former obtains, then the current
arm is used for the remaining trials. If the latter obtains, then the arm with
highest proportion of successes among the m arms used so far is used for the
remaining trials. So an m-run strategy uses at most m arms; if it uses m
arms, then the best performing arm is recalled and used for the duration.
The next two theorems show that
√
2/n is a lower bound for the expected
failure proportion over all strategies and the failure rate of the
√
n-run strat-
egy has the same order of magnitude as this lower bound.
Theorem 3.
√
2/n is a lower bound for the expected failure proportion over
all strategies.
Proof. Let C be the number of arms actually used when following a par-
ticular strategy. Given C = c, and since each arm is used at least once, the
conditional expected number of failures is greater than or equal to
c
c+ 1 +
c− 1
c+ 1 + · · · +
1
c+ 1 +
n− c
c+ 1 :
(Imagine that each arm is used once and then the best performing arm of these
c arms is used for the remaining n − c trials.) Hence, by Jensen’s inequality,
the expected number of failures is greater than or equal to
EC+ 1
2
+ n+ 1
EC+ 1 −
3
2
:
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Since a/2 + x/a ≥
√
2x, the expected failure proportion is greater than or
equal to
√
2n+ 1
n
− 3
2n
∼
√
2
n
for any particular strategy. Therefore,
√
2/n is a lower bound for the expected
failure proportion over all strategies. 2
Theorem 4. The expected failure proportion for the
√
n-run strategy is less
than or equal to 2/
√
n.
Proof. Let C be the number of arms used in the
√
n-run strategy and let
T be the corresponding number of failures produced. It is easy to see that
ET ≤ √n+ n√
n+ 1 ≤ 2
√
n:
Therefore, the expected failure proportion for the
√
n-run strategy isET/n ≤
2/
√
n. 2
The
√
n-run strategy is not the only strategy that has expected failure pro-
portion less than or equal to 2/
√
n. The following is another.
A strategy is called anm-learning strategy if it follows the 1-failure strategy
for the firstm trials (with the arm selected at trialm used until it yields a fail-
ure), and then for the remaining trials it calls for using the arm that performed
best during the firstm trials. The next theorem shows that a lnn√n-learning
strategy has expected failure proportion less than or equal to 2/
√
n.
Theorem 5. The lnn√n-learning strategy has expected failure proportion
less than or equal to 2/
√
n.
Proof. Since the expected number of trials to the first failure of each
new arm is asymptotically equal to lnn, the expected number of arms used
during the learning period will be lnn√n/ lnn. Also, the expected number
of failures and the expected number of arms used during this learning period
is
√
n. The (expected) probability of failure on the best of these
√
n arms is
1/√n+ 1. So the expected number of failures is less than or equal to
√
n+ n− lnn√n 1√
n+ 1 ≤
√
n+√n = 2√n:
Therefore, the expected failure proportion of the lnn√n-learning strategy is
asymptotically less than or equal to 2/
√
n and the proof of Theorem 5 now is
complete. 2
The
√
n-run strategy of Theorem 4 and the lnn√n-learning strategy of
Theorem 5 are recalling strategies. Is there a nonrecalling strategy that is
asymptotically as good as these two recalling strategies? The next theorem
gives an affirmative answer.
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A strategy is a nonrecalling m-run strategy if it uses the 1-failure strategy
until an arm produces a success run of length m at which time this arm is
used for all remaining trials; if no arm produces a success run of length m, the
1-failure strategy is used for all n trials. The following theorem says that the
nonrecalling
√
n-run strategy has expected failure proportion asymptotically
less than or equal to 2/
√
n.
Theorem 6. The expected failure proportion of the nonrecalling
√
n-run
strategy is less than or equal to 2/
√
n asymptotically.
Proof. Let B be the number of arms tried until finding one that produces
a success run of length
√
n. If an arm has produced a success run of length
√
n,
then this arm is expected to produce no more than n1/√n failures. Hence
the expected number of failures produced by the nonrecalling
√
n-run strategy
will be less than or equal to
√
n+EB, where
EB =
n∑
j=1
jPB = j =
n∑
j=1
PB ≥ j ≤ 1+
n∑
j=1
PB > j:
PB > j is the probability that none of the first j arms has produced a
success run of length
√
n, which is the jth power of the probability that any
particular arm has not produced a success run of length
√
n. That is,
PB > j =
{∫ 1
0
1− u + u1− u + · · · + u
√
n−11− udu
}j
=
{∫ 1
0
1− u
√
ndu
}j
=
(
1− 1√
n+ 1
)j
=
( √
n√
n+ 1
)j
:
Therefore,
n∑
j=1
PB > j =
n∑
j=1
( √
n√
n+ 1
)j
≤
∞∑
j=1
( √
n√
n+ 1
)j
= √n:
Therefore, the expected number of failures produced by the nonrecalling
√
n-
run strategy is less than 2
√
n + 1 and the expected failure proportion is less
than or equal to 2/
√
n asymptotically. 2
Based on Theorems 3, 4, 5 and 6, we have the following corollary.
Corollary 1. The best lower bound for the expected failure proportion over
all strategies is between
√
2/n and 2/
√
n.
Remark. We suspect that the best lower bound for the expected failure
proportion over all strategies is 2/
√
n. However, we do not have a proof.
3. Uniform distribution on [a, b]. In this section we investigate the
situation in which the prior distribution F is uniform over a subinterval a; b
of the unit interval.
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Using the same argument as for Theorem 3, we can show that the expected
failure proportion is greater than or equal to 1− b + b− a
√
2/n− 3/2n.
Therefore, 1 − b + b − a
√
2/n is a lower bound for the expected failure
proportion over all strategies for the assumed F.
Theorem 7. If the distribution F is uniform over subinterval a; b of the
unit interval, then 1 − b + b − a
√
2/n is a lower bound for the expected
failure proportion over all strategies.
With little modification, the arguments for Theorems 4–6 apply to the cur-
rent situation. Hence we have the following theorems.
Theorem 8. The expected failure proportion of the
√
nb− a-run strategy
is less than or equal to 1− b + 2
√
b− a/n asymptotically.
Theorem 9. The expected failure proportion of the
√
nb− a lnnb− a-
learning strategy is less than or equal to 1− b+2
√
b− a/n asymptotically.
Theorem 10. The expected failure proportion of the nonrecalling
√
nb−a-
run strategy is less than or equal to 1− b + 2
√
b− a/n.
Remark. We suspect that the best lower bound for the expected failure
proportion is 1− b + 2
√
b− a/n. However, we do not have a proof.
4. Arbitrary prior distributions. In this section, we briefly discuss the
case in which F is an arbitrary distribution on the interval 0;1. We assume
that F is continuous, F0 = 0 and F1 = 1.
Suppose that the number of arms used over the course of the n trials is C.
Then, given C = c, there will be at least
Gc = c
∫ 1
0
1− αdFα + n− c
∫ 1
0
1− αdFcα
= c
∫ 1
0
Fαdα+ n− c
∫ 1
0
Fcαdα
(on the conditional space) expected failures. (Imagine that each arm is used
only once; then an oracle tells us which of these c arms is the best arm and
we use this best arm for the remaining n− c trials.) Since
G′′c = −2
∫ 1
0
Fcα lnFαdα+ n− c
∫ 1
0
FcαlnFα2 dα > 0
if c < n, Gc is a convex function. By Jensen’s inequality,
EGC ≥ GEC = EC
∫ 1
0
Fαdα+ n−EC
∫ 1
0
FECαdα:
2114 BERRY, CHEN, ZAME, HEATH AND SHEPP
Since G′1 < 0, G1 = Gn = n
∫ 1
0 Fαdα, and G′′c > 0 if c < n, there
exists a positive integer cn such that
1 < cn < n and Gcn = min
1<c<n
Gc:
Therefore, we have the following theorem.
Theorem 11.
Gcn
n
= 1
n
{
cn
∫ 1
0
Fαdα+ n− cn
∫ 1
0
Fcnαdα
}
is a lower bound for the expected failure proportion over all strategies.
For k = 0;1;2; : : : ; n, let
Hk = k+ n− k
∫ 1
0
Fkαdα:
We have that H0 =Hn = n,
H′0 = n
∫ 1
0
lnFαdα < 0;
H′n = 1−
∫ 1
0
Fnαdα > 0;
H′′k > 0 for 0 ≤ k < n. Therefore there exists a positive integer kn such
that Hkn = min0≤k≤nHk:
Let h0 = 0, and for each i = 1;2; : : : ; n let
ei =
n−hi−1∑
j=0
∫ 1
0
1− ααj dFα
and hi = hi− 1 + ei. Define
Mi = i+ n− hi
∫ 1
0
Fiαdα
for all i = 0;1;2; : : : and hi ≤ n. Since h is increasing and ei is decreasing,
Mi is a convex function. Since M0 = n and Mi∗ = n if hi∗ = n, there
exists a positive integer in such that Min = min0≤i; hi≤nMi:
When n is large, in is small, and e1 ≈ e2 ≈ · · · ≈ ein. Asymptotically
we can write
Mi = i+ n− ie1
∫ 1
0
Fiαdα:
Then we can find an i∗n such that Mi∗n = min0≤i≤n/e1Mi:
LetBu be the number of arms tried until finding one that produces a success
run of length u. If an arm has produced a success run of length u, then the
expected number of failures on this arm is no more than
m
{
1−
∫ 1
0
αu+1 dFα
/∫ 1
0
αu dFα
}
;
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where m is the number of remaining trials. Hence the expected number of
failures produced by the nonrecalling u-run strategy is less than or equal to
EBu + n−EBuEWu
{
1−
∫ 1
0
αu+1 dFα
/∫ 1
0
αu dFα
}
;
where Wu is the number of trials when following a 1-failure strategy that does
not produce a success run of length u; EBu and EWu are easy to compute.
Now we define
Nu = EBu + n−EBuEWu
{
1−
∫ 1
0
αu+1 dFα
/∫ 1
0
αu dFα
}
for each u = 1;2; : : : such that EBuEWu < n. By a similar argument, we
can show that, for each n, there exists a un such that Nun = min0<u<nNu.
With slight modifications of the proofs of Theorem 4 and 5, we have the
following theorems.
Theorem 12. The expected failure proportion for the kn-run strategy is less
than or equal to Hkn/n asymptotically.
Theorem 13. The e1i∗n-learning strategy has expected failure proportion
less than or equal to Mi∗n/n asymptotically.
By a slight modification of Theorem 6, we have the following theorem.
Fig. 1. Lower and upper bounds and possible range; shown shaded of failure proportion de-
pending on n shown for n between 100 and 1000 for each of five distributions F; as labeled. The
lower bound is Gcn/n and the upper bound is Mi∗n/n.
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Theorem 14. The expected failure proportion of the nonrecalling un-run
strategy is less than or equal Nun/n asymptotically.
It is difficult to find the minimum values of G, H, M and N analytically.
However, numerical investigations are straightforward. All three strategies
considered in this section perform well in the sense that the asymptotic ex-
pected failure proportions are close to the lower bound. Figure 1 shows graphs
of the lower bound Gcn/n and the upper bound Mi∗n/n when F is one of
the five indicated beta distributions and for n varying from 100 to 1000. In
all cases considered in Figure 1, Mi∗n/n is the smallest of the three upper
bounds presented in this section.
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