In this article, we present new algorithms for the nonclassic Adomian polynomials, which are valuable for solving a wide range of nonlinear functional equations by the Adomian decomposition method, and introduce their symbolic implementation in MATHEMATICA. Beginning with Rach's new definition of the Adomian polynomials, we derive the explicit expression for each class of the Adomian polynomials, e.g.
Introduction
The Adomian decomposition method (ADM) is a versatile technique for solving nonlinear functional equations [1] [2] [3] [4] [5] [6] [7] [8] [9] . The method, which requires neither linearization nor perturbation, works efficiently for a large class of initial value or boundary value problems including linear or nonlinear equations and even stochastic systems. For example, it has been applied to ordinary, partial and delay differential equations, as well as algebraic, differential-algebraic, integral, integro-differential, non-integer-order differential equations, and so on [3] [4] [5] [6] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Let us recall the basic principles of the ADM with an initial value problem for the nonlinear ordinary differential equation
where L is usually chosen as the highest order linear differential operator L = d p u dt p , R is the remainder linear operator containing the lower order linear derivatives, Nu represents the analytic nonlinear term and g is a given analytic function. We remark that the choice for the operator L is generally nonunique [20] [21] [22] . Applying the p-fold definite integral operator L −1 , from t 0 to t, to both sides of Eq. (1) yields
where Φ comprises the initial conditions such that LΦ = 0.
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The method supposes a decomposition series solution and decomposes the nonlinear term Nu into a series
where A m depend on u 0 , u 1 , . . . , u m , are called the Adomian polynomials and defined by the implicit formula, e.g. for the simple nonlinearity Nu = f (u),
, m = 0, 1, 2, . . . .
We remark that more complex forms for the nonlinearity Nu are also definable in a similar manner [1, 23, 24] . For example,
when Nu = f (t, u(t)), we have a more general form 
where we have used the partial differential operator ∂ to emphasize that only the dependent variable(s) and their derivative(s), if any, are parametrized by the grouping parameter λ, and not the independent variable(s), i.e. such as the state variables t, x, y and z.
The decomposition method consists in computing the solution components u m by means of the recurrence scheme
We remark that other choices for u 0 as well as other recurrence schemes for the solution components are possible. For example, Wazwaz [25, 26] has adopted a different decomposition of u 0 in order to obviate the appearance of the so-called noise terms occurring in special cases as first identified by Adomian and Rach [27, 28] . Wazwaz and El-Sayed [29] , Abbaoui and Cherruault [30] and Duan [31] have also introduced different recurrence schemes for computational convenience.
The convergence of the method was extensively studied in [7, [30] [31] [32] [33] [34] [35] . Comparisons of the method with Picard's iterative method were made in [36] [37] [38] and several computational advantages of the ADM were demonstrated. Bellomo and Monaco [39] reported their comparison between the ADM and the perturbation techniques which show that the ADM provides several improvements over perturbation techniques including minimizing the volume of computational work. Wazwaz [40] demonstrated that the ADM provides a fast convergent series of easily computable components and eliminates cumbersome computational work needed by the Taylor series method.
Besides the classic Adomian polynomials, Adomian [4] introduced the accelerated Adomian polynomialsÂ m , and later Adomian and Rach [41] presented two new kinds of modified Adomian polynomialsĀ m and = Am. Daftardar-Gejji and Jafari [42] , Behiry et al. [43] and El-Kalla [44] have each re-discovered the accelerated Adomian polynomials. In [42] some nonlinear differential, integral and algebraic equations were solved by the accelerated Adomian polynomials. In [43, 44] convergence analysis and numerical experiments of the method were applied to a class of differential equations.
Recently, Rach [7] has given a new definition of the Adomian polynomials, in which different classes of the Adomian polynomials were defined within the same context.
In this article, we begin with his new definition of the four classes of the Adomian polynomials and derive their explicit expressions, investigate the recurrence algorithms for the three classes of the nonclassic Adomian polynomials, present MATHEMATICA programs for the algorithms, and develop formulas for the number of summands for each class of these polynomials.
A review of the four classes of the Adomian polynomials
In [7] , the Adomian polynomials A n are defined by determining the partial sums Θ m of ∑ ; see Section 6.
The four classes of Adomian polynomials correspond respectively to the values of the decomposition parameters [7] :
II:
III:
IV:
The corresponding class of the Adomian polynomials is defined by the difference of its consecutive partial sums
where we define the initial Adomian polynomial to be
for each class, then we shall discuss A m for m ≥ 1 in the sequel.
The Class I Adomian polynomials
The Class I Adomian polynomials [7] also called the accelerated Adomian polynomials in [4] , are denoted byÂ m in [4] and A (I) m in [7] . On applying the truncation operators in Eq. (8) with the decomposition parameters (9), the partial sum becomes
By Eqs. (14)- (16), we have
and
Inserting the multinomial formula
yields
where
is a function of m-variables and is called a reduced polynomial of the Class I Adomian polynomials. We also use Z m,k as a shorthand for Z m,k (u 1 , u 2 , . . . , u m ).
Next we introduce the set of vectors with nonnegative integer entries
Then the reduced polynomials (21) can be expressed as 
The proof of Algorithm 1 is trivial. We list S m,k for first few m and k in Table 1 by using Algorithm 1. The Class I Adomian polynomials A 2 and A 3 are
From Algorithm 1, we derive the recursive algorithm for the reduced polynomials.
Algorithm 1
In particular, for the polynomial nonlinearity f (u) = u n for n = 1, 2, 3, . . . , we see from Eq. (20) that the Class I Adomian polynomial A m has a closed form, i.e. a finite sum
We remark that from Eqs. (13)- (16) the Class I Adomian polynomials can be elegantly written as
which is usable for simple polynomial nonlinearities, such as f (u) = u 2 , nevertheless the Class I Adomian polynomials can lead to a difficult integration for general nonlinearities, such as e u ; see Examples 2 and 3 in Section 7.
Next, we discuss the number of the summands in Z m,k (u 1 , . . . , u m ), i.e. the number of the vectors in S m,k , where we denote the number by N m,k .
We rewrite the Diophantine equation in Eq. (21) or (22) as
Based on the theory of combinatorics [45, 46] , the number of solutions of the Diophantine equation (32) 
is the usual binomial coefficient.
The Class II Adomian polynomials
The Class II Adomian polynomials [7] alias the modified Adomian polynomials of the first kind [41] are denoted by = Am in [41] and A (II) m in [7] . On applying the truncation operators in Eq. (8) with the decomposition parameters (10), the partial sum becomes
By Eqs. (14), (15) and (34), we have
Inserting the multinomial formula (19) yields
where the reduced polynomials are
or
The index vector sets for the Class II Adomian polynomials are the following sets of vectors with nonnegative integer entries
In terms of the index vector sets, the reduced polynomials (38) and (40) can be expressed as
Next we present the recursive algorithm of the index vector sets S m,k for the Class II Adomian polynomials. 
Then S m,k , m ≥ 1, 1 ≤ k ≤ m, constitute the index vector sets of the Class II Adomian polynomials. We list S m,k for the first few m and k in Table 2 by using Algorithm 2. From Table 2 , the Class II Adomian polynomials A 2 and A 3 are
From Algorithm 2, we derive the reduced polynomials of the Class II Adomian polynomials from that of the Class I Adomian polynomials. 
Algorithm 2
With the help of Eq. (33) and the combinatorial formula
we obtain the number of summands in the Class II Adomian polynomials A m as
In light of Stirling's formula the asymptotic behavior is determined as
The Class III Adomian polynomials
The Class III Adomian polynomials [7] alias the modified Adomian polynomials of the second kind [41] are denoted bȳ A m in [41] and A (III) m in [7] . On applying the truncation operators in Eq. (8) with the decomposition parameters (11), the 
partial sum becomes
By Eqs. (14), (15) and (49), we have
where the reduced polynomials Z m,k are functions of m − k + 1 variables
The index vector sets for the Class III Adomian polynomials are the set of vectors with nonnegative integer entries
The recursive algorithm for the index vector sets S m,k of the Class III Adomian polynomials can be given as follows.
Algorithm 3.
We list S m,k for the first few m and k in Table 3 by using Algorithm 3. The Class III Adomian polynomials A 2 , A 3 and A 4 are
From Algorithm 3, we derive the recurrence algorithm for the reduced polynomials (53) of the Class III Adomian polynomials.
Algorithm 3
′ . 
From Eqs. (33) and (59) we derive
The Class IV Adomian polynomials
Applying the truncation operators in Eq. (8) with the parameters (12) and the multinomial formula (19) yields
which yields
Using Eqs. (13)- (15) and (61) we obtain the Class IV Adomian polynomials, which are just the classic Adomian polynomials [1-3,31,47,48]
We list the index vector sets
in Table 4 and the Class IV Adomian polynomials A 1 , A 2 , A 3 and A 4 as follows for a comparison with the preceding three classes. 
We remark that the system of equations
Thus Eqs. (62) and (63) can be rewritten as
From Eq. (67), we see that the generating function [45, 46] for the number N n of summands of the classic Adomian polynomials A n is
Hence the number of summands of the classic Adomian polynomials A n is just the well-known partition function [45, 46] N n = p(n).
From the theory of partitions we know that the N n 's satisfy the following recurrence relation [45, 46] 
where σ (k) is the sum of the divisors of k, e.g. σ (1)
In addition, the asymptotic behavior of N n is known to be
We remark that although the number of summands per A n grows rapidly with respect to the index n for either of the Class II, III or IV Adomian polynomials, Rach has previously shown that the magnitude of A n for all four classes of the Adomian polynomials equals zero as n approaches infinity for the reasonable and physical prerequisites of the Cauchy-Kovalevskaya Theorem [7] .
We present three MATHEMATICA programs generating these classes of the first n Adomian polynomials for a userspecified n in Appendix B. Program 1 generates the Class II and Class III Adomian polynomials based on the definitional formulas (13)- (15) . By running this program, a function is set up, where its second input parameter accepts the value of either 2 or 3 only, corresponding to the Class II or III Adomian polynomials, respectively; e.g. AP23 [10, 2] generates the Class II Adomian polynomials A 0 , A 1 , . . . , A 10 , and AP23 [20, 3] generates the Class III Adomian polynomials A 0 , A 1 , . . . , A 20 .
Program 2 generates the Class III Adomian polynomials based on Algorithm 3
′ . Program 3 generates the Class IV Adomian polynomials based on Algorithm i in Appendix A. We have validated these three programs by computing the Class II, III and IV Adomian polynomials, respectively, for the abstract analytic function f (u) in MATHEMATICA 7.0 on a commercially available laptop computer with an Intel (R) Core (TM) 2 Duo P8700 CPU at a clock rate of 2.53 GHz, 2.96 GB of random access memory, and Microsoft's Windows Vista (32-bit) operating system. The running times have been recorded within MATHEMATICA. By Program 1, the first 11 Class II Adomian polynomials were generated within 5 s, and the first 11 and 21 Class III Adomian polynomials were generated within 0.04 s and 61 s, respectively. By Program 2, the first 11 and 21 Class III Adomian polynomials were generated within 0.04 s and 51 s, respectively, which is more efficient than the definitional algorithm in Program 1. By Program 3, the first 11 and 21 Class IV Adomian polynomials were generated within 0.00 s and 0.1 s, respectively.
For more complicated nonlinearities such as f (t, u), each class of the Adomian polynomials is obtained by simply replacing the derivatives f (k) (u 0 ) in the preceding Adomian polynomials by the partial derivatives
Illustrative examples
We consider the following nonlinear differential equations by using different classes of the Adomian polynomials.
Example 1.
Consider the nonlinear partial differential equation
This equation has the exact solution
On the interval |t| < 1, the solution has the Taylor series expansion 
where we have replaced the product nonlinearity by its equivalent polynomial form. Let u = ∑ ∞ k=0 u k , then the solution components are determined by the recurrence scheme
For the polynomial nonlinearity f (u) = u 2 the Class I Adomian polynomials are
From the recurrence scheme (76) we derive .
The 5-term approximations derived by using the Class II, the Class III and the Class IV Adomian polynomials for the polynomial nonlinearity f (u) = u 
Compared with the Taylor expansion (74) of the solution, each 5-term approximation provides the first five exact terms plus fractions of the next few terms of the Taylor series, the 5-term approximation derived from the Class I Adomian polynomials includes 11 fractional terms, the 5-term approximation derived from the Class II Adomian polynomials includes 7 fractional terms and the 5-term approximation derived from the Class III Adomian polynomials includes one fractional term. By using the Class IV Adomian polynomials in this particular example, we observe that the components of the decomposition solution are just the terms of the Taylor expansion (74) of the solution.
The curves of the exact solution u * (x, t) and the 5-term approximate solutions φ (I)
5 (x, t) and φ (IV) 5 (x, t) at x = 1 are plotted in Fig. 1 . We can see that the φ (I)
5 (x, t) has the largest effective region as an approximation.
Verifications for other values of x display the same characteristics. 
The exact solution of the equation is
On the interval |t| < e −1 the solution has the Taylor series expansion
Integrating the differential equation in (77) yields
The components of the decomposition solution u = ∑ ∞ n=0 u n are determined by the recurrence scheme
(i) Using the Class I Adomian polynomials for f (u) = e u we obtain
but the computation for u 3 involves a difficult integral in the scope of closed forms. (ii) Using the Class II Adomian polynomials for f (u) = e u we obtain 
, . . . .
(iv) Using the Class IV Adomian polynomials for f (u) = e u we obtain
, . . . , which are just the general terms of the Taylor expansion (79) of the solution [30] . The curves of the exact solution u * (t), 5-term approximations φ 
The exact solution can be expressed in terms of the Jacobi elliptic function
Integrating the differential equation in (82) yields
The components of the decomposition solution u = ∑ ∞ n=0 u n are given by the recurrence scheme (i) Using the Class I Adomian polynomials for sin u yields
but then we encounter a difficult integral in the computation of u 2 . (ii) Using the Class II Adomian polynomials for sin u we obtain Fig. 3 . 
The implicit exact solution is
Integrating the differential equation in (86) yields
The components of the decomposition solution u = ∑ ∞ n=0 u n are given by the recurrence scheme
(i) The first three Class II Adomian polynomials for the nonlinearity f (t, u) = 1 (t+u) 2 are [1, 5] in Fig. 4 . We have checked that the errors can be reduced if more Adomian polynomials are used.
We remark that the domain of the convergence for the decomposition solution, like other series solutions, may not always be sufficiently large for engineering purposes. But we can readily solve this problem by means of solution continuation or convergence acceleration techniques, such as analytic continuation [57, 58] , the multistage ADM [59] , diagonal Padé approximants [6, 8, 14, [60] [61] [62] , the iterated Shanks transform [6] , Adomian's asymptotic decomposition method [3, 6, 63] , numeric methods based on the ADM and the Rach-Adomian-Meyers modified decomposition method (MDM) [57, 58, 64, 65] , and so on.
Conclusion
We have introduced the index vectors and the reduced polynomials for the three classes of the nonclassic Adomian polynomials and derived their recurrence relations. From them we have developed new recurrence algorithms for the Class II and Class III Adomian polynomials. MATHEMATICA programs generating the Class II and Class III Adomian polynomials are presented next. Computer generation of the Class III Adomian polynomials using the new algorithm requires less time than does the definitional algorithm. For each of the Class II, Class III and Class IV Adomian polynomials, formulas for the number of summands in each A n and its asymptotic behavior have been presented. The Class I Adomian polynomials are especially valuable for polynomial nonlinearities, while each of the last three classes of the Adomian polynomials is in the form of finite sums and can be readily applied to any nonlinearity to solve nonlinear differential equations. Several examples have demonstrated the versatility of these nonclassic Adomian polynomials for solving nonlinear differential equations, emphasizing polynomial, exponential, sinusoidal and even negative-power nonlinearities. 
Program 2 (Generation of the Class III Adomian Polynomials Based on Algorithm 3
′ ).
