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Abstract
We analyse whether, and when, a large set of Google search data can be useful
to increase euro area GDP nowcasting accuracy once we control for information
contained in official variables. To deal with these data we propose an estimator
that combines variable pre-selection and Ridge regularization and study its the-
oretical properties. We show that in a period of cyclical stability Google data
convey useful information for real-time nowcasting of GDP growth at the begin-
ning of the quarter when macroeconomic information is lacking. On the other
hand, in periods that exhibit a sudden downward shift in GDP growth rate, in-
cluding Google search data in the information set improves nowcasting accuracy
even when official macroeconomic information is available.
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1 Introduction
Large sets of alternative data are now widely used by practitioners for short-term
macroeconomic forecasting and nowcasting purposes. The main research questions re-
lated to alternative datasets are: (i) when such data improve nowcasting accuracy, and
(ii) whether they are useful even after controlling for official variables, such as opinion
surveys or production, generally used by forecasters. This paper is the first to use Google
search data (GSD in the following) to nowcast the euro area quarterly GDP growth rate
(EA-GDP in the following). The GSD that we use have a ultra-high dimension and
the main contributions of this paper are twofold. First, we propose a new methodology
to deal with these data. Second, we answer questions (i) and (ii) above for GSD with
respect to EA-GDP nowcast. An important building block of our methodology relies on
the Sure Independence Screening (SIS in the following) method proposed by Fan and
Lv [2008] to preselect the variables in the GSD by targeting EA-GDP. Then, we couple
it with Ridge regularisation and study theoretical properties of the resulting Ridge after
SIS selection estimator, which to the best of our knowledge has not been considered
in the literature. Through our empirical analysis we establish that GSD are useful to
increase EA-GDP nowcasting when there is a sudden downward shift in GDP growth,
as for example during recession periods. For periods of low macroeconomic volatility we
establish that GSD are useful at the beginning of the quarter when official data are not
yet available.
Nowcasting GDP growth is crucial for policy-makers to assess macroeconomic con-
ditions in real-time. The concept of macroeconomic nowcasting has been popularized
by Giannone et al. [2008] and differs from standard forecasting approaches in the sense
it aims at evaluating current macroeconomic conditions on a high-frequency basis. The
idea is to provide policy-makers with a real-time evaluation of the state of the economy
ahead of the release of official Quarterly National Accounts, which come out with a
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delay.1
Usual GDP nowcasting tools integrate standard official macroeconomic information
stemming, for instance, from national statistical institutes, central banks, international
organizations. Typically, three various sources of official data are considered: (i) hard
data (production, sales, employment ... ), (ii) opinion surveys (households or companies
are asked about their view on current and future economic conditions), and (iii) financial
markets information (generally available on high frequency basis). In addition, alterna-
tive sources of high-frequency information, sometimes referred to as Big Data have been
used in the recent literature such as web scraped data, scanner data or satellite data,
see e.g. Ng [2017]. One of the main sources of alternative data is Google Trends and
seminal papers on the use of such data for forecasting different series are the ones by
Choi and Varian [2009, 2012], Scott and Varian [2015], Vosen and Schmidt [2011] and
D’Amuri and Marcucci [2017]. While these papers show evidence of some forecasting
power for Google data, other papers find that these gains are weak when other sources
of information are accounted for, see e.g. Goetz and Knetsch [2019] and Li [2016]. So,
the jury is still out on the gain that economists can get from using Google data for
forecasting and nowcasting.
This paper contributes to this debate and establishes when GSD improve nowcasting
accuracy for EA-GDP and when they do not while controlling for standard usual macroe-
conomic information. We analyse three different periods: a period of cyclical stability
(2014q1−2016q1), a period that exhibits a downturn in EA-GDP (2017q1−2018q4) and
a period of recession (the Great Recession period from 2008q1 to 2009q2). For the first
period we show that GSD are useful at the beginning of the quarter as long as no official
1For example, the New York Fed and the Atlanta Fed have recently developed new tools
in order to evaluate US GDP quarterly growth on a high-frequency basis. See the web-
sites https://www.newyorkfed.org/research/policy/nowcast and https://www.frbatlanta.org/
cqer/research/gdpnow.aspx. The tool developed by the Atlanta Fed, referred to as GDPNow, is
updated 6 to 7 times per month, while the NY Fed’s tool is updated every Friday. There is a large
literature dealing with nowcasting GDP growth for different countries, see e.g. Aastveit and Trovik
[2012], Aruoba et al. [2009], Doz et al. [2011] and Ferrara and Marsilli [2018].
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macroeconomic variables for the current period are available (this can be the fourth or
the fifth week of the quarter depending on the official series considered). In this initial
time interval GSD provide an accurate picture of the EA-GDP and so they are a good
source of information for policy-makers in the absence of official information. As soon as
official series become available the gain from using GSD for EA-GDP nowcasting rapidly
vanishes. These results hold both in pseudo-real-time and in real-time, meaning that
GSD should be used by practitioners when official data are lacking.
In the second type of period where there is a downward shift in the EA-GDP, we show
that including GSD in the information set improves nowcasting accuracy even when we
account for official information. We interpret this fact as an indicator that official series
respond with a delay to a shift in the EA-GDP while GSD are more receptive of (and
may anticipate) a sudden change in the economy. A similar result is found for the Great
Recession period for which nowcast based on GSD outperforms nowcast without Google
data.
There is an important difference in the treatment of GSD for the Great Recession
period and the previous two: while during a recession period is preferable to use all
the variables in the GSD, for the other two periods we show that nowcasting accuracy
improves if the researcher pre-selects the GSD variables before entering the nowcasting
model. Against a different background, the importance of pre-selecting when a large
number of variables is available was also stressed in Bai and Ng [2008] and Boivin and
Ng [2006], who pointed out that pre-selection should be done by targeting the variable to
be nowcast. Indeed, GSD have a large dimension since they contain 296 (sub)categories
per country to which Google assigns queries done with Google search engine. In our
analysis we consider the six main euro area countries which makes a total of 1776 vari-
ables/categories. In this paper we use the SIS method proposed by Fan and Lv [2008]
to preselect the Google variables by targeting EA-GDP. In particular, in our empirical
analysis, Fan and Lv [2008]’s SIS method outperforms other pre-selection methods pro-
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posed in the literature.
Our nowcasting model is based on a bridge equation model. We propose a new ap-
proach that uses Ridge regularisation after SIS pre-selection. So, it extends previously
proposed forecasting methods based on Ridge regression, e.g. De Mol et al. [2008] and
Carrasco and Rossi [2016]. We establish theoretical properties of this procedure for both
in-sample and out-of-sample prediction error and for regression parameters estimation.
The rest of the paper is organized as follows. In Section 2 we describe the nowcast-
ing model and our Ridge after SIS-selection estimation procedure for which theoretical
results are provided in Section 3. Section 4 describes the structure of the GSD. The
empirical results are presented in Section 5 and Section 6 concludes. Additional results
and proofs are in the Supplementary Appendix and in the Annex inside it.
2 Methodology
2.1 The nowcasting equation
To nowcast the euro area quarterly GDP growth rate we focus on linear bridge
equation models, which allow to construct GDP nowcasts by using predictors available
at different frequencies, for instance a small set of key monthly indicators. Because
GSD are available on a weekly basis, our bridge equation model involves weekly and
monthly predictors. More precisely, we include three types of predictors: soft variables,
such as opinion surveys, hard variables, such as industrial production or sales, and
variables stemming from GSD. Let t denote a given quarter of interest identified by
its last month, for example the first quarter of 2005 is dated by t = March2005. A
bridge equation model to nowcast any series of interest Yt for a specific quarter t is the
following, for t = 1, . . . , T :
Yt = β0 + β
′
sxt,s + β
′
hxt,h + β
′
gxt,g + εt, E[εt|xt,s, xt,h, xt,g] = 0, (2.1)
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where xt,s is the Ns-vector containing soft variables, xt,h is the Nh-vector containing hard
variables, xt,g is the Ng-vector of variables coming from GSD, and εt is an unobservable
shock. In our empirical analysis Yt is the EA-GDP. Because variables xt,s, xt,h and
xt,g are sampled over different frequencies – monthly and weekly, respectively – and
are released with various reporting lags the relevant information set for calculating the
nowcast evolves within the quarter. We assume in the remaining of this paper that a
given quarter is made up of thirteen weeks. Thus, by denoting with x
(w)
t,j,i, j ∈ {s, h, g},
the i-th series in vector xt,j released at week w = 1, . . . , 13 of quarter t, we define the
relevant information set at week w of a quarter t as
Ω
(w)
t := {x(w)t,j,i, j ∈ {s, h, g}, i = 1, . . . , Nj, such that xt,j,i is released at week ≤ w}.
For simplicity, we keep in Ω
(w)
t only the observations relative to the current quarter t
and do not consider past observations. While the series in xt,g are in Ω
(w)
t for every
w = 1, . . . , 13, the other variables are in the relevant information set only for the weeks
corresponding to their release and so the dataset is unbalanced.
To explicitly account for the different frequencies of the variables, we replace model
(2.1) by a model for each week w denoted by M1, . . . ,M13 and defined as:
Ŷt|w := E[Yt|Ω(w)t ], t = 1, . . . , T and w = 1, . . . , 13
and E[Yt|Ω(w)t ] = β0,w + β′s,wx(w)t,s + β′h,wx(w)t,h + β′g,wx(w)t,g , (2.2)
where βj,w,i = 0 if x
(w)
t,j,i /∈ Ω(w)t . For instance, as the first observation of industrial
production relative to the current quarter t is only released in week 9, then we set the
corresponding βh,w = 0 for every w = 1, . . . , 8. The bridge equations (2.2) exploit weekly
information to obtain more accurate nowcasts of EA-GDP. The idea of having thirteen
models is that a researcher that wants to nowcast the current-quarter values of Yt will
use the model corresponding to the current week of the quarter. For instance, to nowcast
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the current-quarter value of Yt at the end of week 2, model w = 2 will be used. We refer
to Table 1 in the Annex for a detailed description of the models for each week.
2.2 Pre-selection of Google data
The recent literature on nowcasting and forecasting with large datasets comes to
the conclusion that using the largest available dataset is not necessarily the optimal ap-
proach when aiming at nowcasting a specific macroeconomics variable such as GDP, at
least in terms of nowcasting accuracy, see for instance Boivin and Ng [2006], Barhoumi
et al. [2010]. Indeed, the problem arises because we have too many variables and using
all the variables would only add noise in the estimation process. As shown in Bai and
Ng [2008], an empirical way to circumvent this issue is to target more accurately the
choice of predictors to the variable to be nowcast.
As we will explain in Section 4 the GSD that we used in our empirical analysis have
a very high dimension (with Ng  T ) and we have experienced that using all the cat-
egories in the GSD is not always a good strategy because one would pay the price of
dealing with ultra-high dimensionality without increasing the nowcasting accuracy as
measured by the Mean Squared Forecasting Error (MSFE). In fact, many of the GSD
categories are not much correlated with the EA-GDP that we want to nowcast. For this
reason, before estimating model (2.2) we pre-select GSD by retaining only the variables
the most relevant for EA-GDP nowcasting, that is, the variables that are the most “re-
lated” with the EA-GDP and that capture much of the variability in it.
We preselect GSD by using the Sure Independence Screening procedure (SIS here-
after) put forward by Fan and Lv [2008]2. The basic idea of this approach is based
on correlation learning and relies on the fact that only the variables with the highest
absolute correlation with the GDP should be used in modelling.
2While in our empirical analysis we have tried several pre-selection procedures, it turns out that the
innovative approach put forward by Fan and Lv [2008] outperforms other selection methods. Indeed,
the SIS procedure is adapted to a ultra-high dimension as we have in the GSD and in addition, it
appears to provide interesting and intuitive results
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Let us start from the standard linear regression equation (2.1) with only the stan-
dardized Ng Google variables as explanatory variables, that is β0 = βs = βh = 0 in
equation (2.1). Let Y denote the T -vector of quarterly GDP growth: Y := (Y1, . . . , YT )
′
and x
(13)
t,g :=
∑13
w=1 xt,g,(w)/13 denote the average of the Google variables over the thirteen
weeks of quarter t, with xt,g,(v) the vector of Google variables released at week v of quar-
ter t. We compute ω := (ω1, . . . , ωNg)
′, the vector of marginal correlations of predictors
with the response variable Yt, such as ω = X
′
gY, where Xg := (x
(13)
1,g , . . . , x
(13)
T,g )
′ is the
T ×Ng matrix of averaged Google data for each quarter which have been centered and
standardized columnwise. The average over each quarter is taken to make the weekly
Google data comparable to the quarterly EA-GDP in terms of frequency. For any given
λ ∈]0, 1[, the Ng components of the vector ω are sorted in a decreasing order and we
define a submodel M̂g such as:
M̂g = M̂g(λ) := {1 ≤ j ≤ Ng : |ωj| is among the first [λT ] largest of all} ,
where [λT ] denotes the integer part of λT . Since only the order of componentwise
magnitudes of ω is used, this procedure is invariant under scaling and thus it is identical
to selecting predictors using their correlations with the response. The SIS approach is
an easy way to filter out Google variables with the weaker correlations with EA-GDP
so that we are left with d = [λT ] < T Google variables. The empirical choice of the
parameter λ is discussed in Appendix A.4.
The SIS method is desirable because it has the sure screening property, that is, with
probability tending to one, all the important variables in the true model are retained
after applying this method, see Fan and Lv [2008]. Let N := 1 + Ns + Nh + Ng,
β := (β0, β
′
s, β
′
h, β
′
g)
′ and let M∗ := {1 ≤ j ≤ N : βj 6= 0} be the true sparse model with
non-sparsity size s∗ = |M∗|. Moreover, let M∗g := {1 ≤ j ≤ Ng : βg,j 6= 0} be the subset
of the true sparse model containing only the indices of the active Google variables with
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size s∗g = |M∗g |. The Ng−s∗g Google variables whose index is not included in M∗g can also
be correlated with Y via linkage to the predictors contained in the true sparse model M∗g .
Finally, denote M̂ = M̂(λ) := {1 ≤ j ≤ (1 + Ns + Nh)} ∪ {1 + Ns + Nh + j; j ∈ M̂g}.
Fan and Lv [2008, Theorem 1] show that under normality of εt and other conditions
(see Fan and Lv [2008, Conditions 1-4]) the sure screening property holds, namely for
λ = cT−θ where c > 0 is a constant and θ < 1− 2κ− τ with κ and τ defined in Fan and
Lv [2008, Conditions 3-4]: P (M∗ ⊂ M̂) = 1−O(exp{−CT 1−2κ/ log(T )}). In particular,
SIS can reduce the dimension from Ng to [λT ] = O(T
1−θ) < T for some θ > 0 and the
reduced model M̂ still contains all the variables in the true model M∗ with a probability
converging to one as T → ∞. In the Annex (Section B.2) we discuss the use of the
Lasso as an alternative to the SIS method to pre-select Google variables.
2.3 Ridge regression
Because GSD have a very high dimension, with the number of variables much larger
than the number of observations, even after implementing the preselection described in
subsection 2.2, the number of selected Google variables may still be large compared to
the time dimension T . To deal with this large number of pre-selected covariates we use
the Ridge regression (also known as Tikhonov regularisation). Let β := (β0, β
′
s, β
′
h, β
′
g)
′
and denote Xt,M̂ := (1, x
′
t,s, x
′
t,h, x
′
t,g,M̂g
)′, where xt,g,M̂g = {xt,g,j; j ∈ M̂g} is the vector
containing only the preselected Google variables and where for simplicity we omit the
superscript ‘(w). Ridge regression estimates β in equation (2.2) by minimizing a pe-
nalized residuals sum of squares where the penalty is given by the Euclidean squared
norm ‖ · ‖2. Our procedure consists in first pre-selecting data by using the SIS method
and then, in a second step, we apply the Ridge regularisation to the selected model M̂ .
By using model (2.2) for each week w ∈ {1, . . . , 13, } we define the Ridge after model
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selection estimator as: β̂(w) = β̂(w)(α) where
β̂(w)(α) := argmin
β;βg,i=0,i∈M̂cg
{
1
T
T∑
t=1
(
Yt − β0 − β′sx(w)t,s − β′hx(w)t,h − β′gx(w)t,g
)2
+ α‖β‖22
}
,
where α > 0 is a regularization parameter that tunes the amount of shrinkage. Without
loss of generality, we can assume that the selected elements of x
(w)
t,g corresponding to
the indices in M̂g are the first elements of the vector. Then, we can write β̂
(w) as
β̂(w) = (β̂
(w)′
1:|M̂ |,0
′)′ where
β̂
(w)
1:|M̂ | = β̂
(w)
1:|M̂ |(α) =
(
1
T
T∑
t=1
Xt,M̂X
′
t,M̂
+ αI
)−1
1
T
T∑
t=1
X ′
t,M̂
Yt,
0 is the (N − |M̂ |)-dimensional column vector of zeros, and I is the |M̂ |-dimensional
identity matrix. This is the estimator we are going to use in our empirical analysis.
Its theoretical properties are established in the next section. Empirical choice of the
parameter α is discussed in Appendix A.4.
3 Theoretical Properties
In this section we present theoretical properties of the Ridge after model selection
estimator. SIS pre-selection has been coupled with the SCAD method of Fan and Li
[2001] and with the Dantzig selector in Candes and Tao [2007] by Fan and Lv [2008]
who establish consistency of the corresponding estimator. The Lasso pre-selection has
been coupled with the Least square and the Ridge estimator by Liu and Yu [2013] who
also establish consistency by considering the case where P (M∗ = M̂) → 1 as T → ∞.
Asymptotic properties for the out-of-sample prediction error associated with the Ridge
estimator without model selection have been analysed in De Mol et al. [2008] and Car-
rasco and Rossi [2016] while asymptotic properties for the in-sample prediction error are
well known in the inverse problems literature, see e.g. Carrasco et al. [2007] and Florens
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and Simoni [2012, 2016] for a Bayesian interpretation of the Ridge estimator.
To the best of our knowledge theoretical properties of the SIS method coupled with
the Ridge estimator have not been established in the previous literature. Here, we fill
this gap and establish an upper bound for both the in-sample and out-of-sample predic-
tion error associated with the Ridge after model selection estimator. This upper bound
gives the rate of covergence as N, T →∞.
Let β := (β0, β
′
s, β
′
h, β
′
g)
′ andXt := (1, x′t,s, x
′
t,h, x
′
t,g)
′ for t = 1, . . . , T , beN -dimensional
column vectors where we have eliminated the week w index for simplicity, and let X :=
(X1, . . . , XT )
′ be a (T × N) matrix. Recall the definition M∗ := {1 ≤ j ≤ N : βj 6= 0}
with s∗ := |M∗|, and let M∗c denote the complementary set of M∗ in {1, . . . , N}. For
a vector β ∈ RN and an index set M ⊂ {1, . . . , N}, denote βM,j := βj1{j ∈ M},
βM = (βM,j)
N
j=1 and, for a (T ×N) matrix X denote by XM the (T × |M |) matrix made
of the columns of X corresponding to the indices in M and by Xt,M the transpose of
the t-th row of XM . Thus, βM has zero outside the set M . We denote by PX (resp.
PXτ ) the conditional probability given the covariates X (resp. X and Xτ ). For a vector
δ ∈ RN and given covariates Xt, t = 1, . . . , T , define the squared prediction norm of δ
as ‖δ‖22,T := δ′X ′Xδ/T , the `0-norm of δ as ‖δ‖0 :=
∑N
j=1 1{δj 6= 0} and the Euclidean
norm is denoted by ‖δ‖2 :=
√
δ′δ.
We now state the assumptions that we use to derive the theoretical results where
we denote by N1 the dimension of (β0, β
′
s, β
′
h)
′. For simplicity, we leave implicit the
dependence of each model on the week w.
Assumption A.1. Assume that : (i) Yt = β
′
∗Xt + εt, t = 1, . . . , T , with β∗ the true
value of β, and let εt ∼ N (0, σ2) be independent for t = 1, . . . , T ; (ii) β∗j 6= 0, ∀j ≤ N1
and β∗g = (β∗g,1, . . . , β∗g,s∗g ,0
′)′, where 0 is a (Ng − s∗)-vector of zeros.
Assumption A.1 (i) states that the true model is linear with Gaussian errors, while
Assumption A.1 (ii) states that the subvector of the true β∗ corresponding to the Google
variables is s∗g-sparse and that M
∗ = {1, . . . , N1}∪{N1+j; j ∈ {1, 2, . . . , Ng} and β∗g,j 6=
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0}. Next, we introduce an assumption which is known in the literature as a restricted
sparse eigenvalue condition on the empirical Gram matrix (X ′
M̂
XM̂)/T , see e.g. Belloni
and Chernozhukov [2013].
Assumption A.2. For a given m < T , κ(m)2 := min‖δM∗c‖0≤m, δ 6=0
‖δ‖22,T
‖δ‖22 > 0 and
φ(m) := max‖δM∗c‖0≤m, δ 6=0
‖δ‖22,T
‖δ‖22 .
We also define the condition number associated with the empirical Gram matrix (X ′
M̂
XM̂)/T :
µ(m̂) =
√
φ(m̂)
κ(m̂)
, where m̂ := |M̂ \M∗|1{M̂ ⊇M∗} is the number of incorrect covariates
selected. Similarly, define k̂ := |M∗\M̂ |1{M̂ ⊆M∗}. We start by establishing an upper
bound on the in-sample prediction error. Its proof is provided in Appendix A.1.
Theorem 3.1 (In-sample prediction error). Suppose that Assumptions A.1 and A.2 are
satisfied and let M̂ be the model selected in the first step. Let β̂(w) be the Ridge estimator
defined in (2.3). Then, for every  > 0, there is a constant K independent of T such
that with PX-probability at least 1− ,
‖β̂ − β∗‖2,T ≤
(
K
√
m̂ log(N) + (m̂+ s∗) log(e2µ(m̂))
T
+ 2α‖β∗‖2 1
κ(m̂)
)
1{M̂ ⊇M∗}
+
(
Kσ√
T
√
k̂ log(s∗) + k̂ log(e2µ(0)) +
2α
κ(0)
‖β∗‖2 + ‖β∗,M∗\M̂‖2,T
)
1{M̂ ⊂ M∗}.
The theorem is stated in terms of conditional probability given covariates X and
selected model M̂ . We could eliminate the conditioning on X by adding an assumption
about boundedness of the second moment of each component of X. For both Lasso
and SIS pre-selection methods the probability of the event {M̂ ⊃ M∗} converges to 1
(and so is the probability of {M̂ ⊇ M∗}). Under Conditions 1-4 in Fan and Lv [2008]:
(m̂ + s∗) . T 1−θ for some θ > 0. We remark that if M̂ ⊂ M∗ we get a bias term given
by ‖β∗,M∗\M̂‖2,T . This is intuitive since the second-step Ridge estimator is always biased
for the components in M∗ \ M̂ .
The next corollary establishes an upper bound for the Euclidean norm of (β̂ − β∗).
Corollary 3.1 (Coefficient estimation). Suppose that Assumptions A.1 and A.2 are
satisfied and let M̂ be the model selected in the first step. Let β̂(w) be the Ridge estimator
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defined in (2.3). Then, for every  > 0, there is a constant K independent of T such
that with PX-probability at least 1− ,
‖β̂ − β∗‖2 ≤
(
K
√
m̂ log(N) + (m̂+ s∗) log(e2µ(m̂))
Tκ(m̂)2
+ 2α‖β∗‖2 1
κ(m̂)2
)
1{M̂ ⊇M∗}
+
(
Kσ
κ(0)
√
T
√
k̂ log(s∗) + k̂ log(e2µ(0)) +
2α
κ(0)2
‖β∗‖2 +
‖β∗,M∗\M̂‖2,T
κ(0)
)
1{M̂ ⊂M∗}.
Compared to the upper bound for the in-sample prediction error, every term in the
upper bound in Corollary 3.1 has an additional factor of 1/κ(m̂). As seen in Assumption
A.2, κ(m̂) has to be interpreted as the smallest restricted eigenvalue of the empirical
Gram matrix and so it can be small when N is large. Therefore, the upper bound in
Corollary 3.1 can be larger than the upper bound in Theorem 3.1. In the next theorem
we establish an upper bound for the out-of-sample prediction error.
Corollary 3.2 (Out-of-sample prediction error). Suppose that Assumptions A.1 and
A.2 are satisfied and let M̂ be the model selected in the first step. Let β̂(w) be the Ridge
estimator defined in (2.3). Let Xτ be such that
∑m̂+s∗
j=1 X
2
τ,j < C
2(m̂+ s∗) for a constant
0 < C < ∞. Then, for every  > 0, there is a constant K independent of T such that
with PXτ -probability at least (1− ),
X ′τ (β̂ − β∗) ≤ (
√
m̂+ s∗)C
×
[(
K
√
m̂ log(N) + (m̂+ s∗) log(e2µ(m̂))
Tκ(m̂)2
+ 2α‖β∗‖2 1
κ(m̂)2
)
1{M̂ ⊇M∗}+(
Kσ
κ(0)
√
T
√
k̂ log(s∗) + k̂ log(e2µ(0)) +
2α
κ(0)2
‖β∗‖2 + 1
κ(m̂)
‖β∗,M∗\M̂‖2,T
)
1{M̂ ⊂M∗}
]
.
The upper bound for the out-of-sample prediction error is larger than the upper
bound for the in-sample prediction error. This is because Xτ has dimension N which is
large. So, thanks to pre-selection, this dimension is reduced from N to (m̂ + s∗) which
gives the factor outside the square bracket in the upper bound in Corollary 3.2. Hence,
we do not need to assume that ‖Xτ‖2 = Op(1) as e.g. in Carrasco and Rossi [2016].
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4 Design of the empirical analysis
This section describes the data used in the empirical analysis and how we deal with
the various reporting lags in the series in the dataset.
4.1 Data
The variable Yt in model (2.1)-(2.2) that we target is EA-GDP stemming from Euro-
stat. The official macroeconomic series that we use in Sections 5.1 and 5.2 as regressors
x
(w)
t,s and x
(w)
t,h are, respectively: growth rate of the index of industrial production for
the euro area as a whole provided by Eurostat, which is a global measure of hard data,
denoted by IPt, and a composite index of opinion surveys from various sectors computed
by the European Commission (the so called euro area Sentiment Index) denoted by St.
Both these series are monthly. In the analysis in Section 5.3 we use additional official
series which are described in Table 4 in the Annex.
The GSD that we use cover Google searches for the six main euro area countries:
Belgium, France, Germany, Italy, Netherlands and Spain. We have at disposal a total
of Ng = 1776 variables, corresponding to 26 categories divided in 270 subcategories for
each country. GSD are data related to queries performed with Google search machines.
The queries are assigned by Google to particular categories using natural language pro-
cessing methods. The data are indexes of weekly volume changes of Google queries
grouped by category and by country. They differ from Google Trends data which are
indices expressing the weekly average search share of a particular term in a particular
region compared with the largest value over the requested period. GSD are normalized
at 1 at the first week of January 2004 which is the first week of availability of these data.
Then, the following values indicate the deviation from the first value. However, there is
no information about the search volume. GSD are weekly data which are received and
made available by the European Central Bank every Tuesday. Treating weekly data is
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particularly challenging as the number of entire weeks present in every quarter is not
always the same, and a careful analysis has to be done when incorporating these data.
Original data are not seasonally adjusted, thus we take the growth rate over 52 weeks
to eliminate the seasonality within the data.
4.2 Dealing with various reporting lags
In addition to frequency mismatch in the data, another challenge arises because
data on official series and Google search are released with various reporting lags, leading
thus to an unbalanced information set at each point in time within the quarter. In the
literature, this issue is refereed to as ragged-edge database (see Angelini et al. [2011])
and, as discussed in Section 2.1, we deal with it by considering a different model for
every week of the quarter (i.e. the thirteen models given by equation (2.2)). For the
macroeconomic series we mimic the exact release dates as published by Eurostat, see a
scheme of the release timeline in Figure 5 and Table 4 in the Annex. For St and IPt,
for instance, this means that the first survey of the quarter, referring to the first month,
typically arrives in week 5. Then, the second survey of the quarter, related to the second
month, is available in week 9. The IPt for the first month of the quarter is available
about 45 days after the end of the reference month, that is generally in week 11. Finally,
the last survey, related to the third month of the quarter, is available in week 13.
To construct the variable x
(w)
t,g in equation (2.2) containing GSD, we take the sample
average of the Google variables observed from week 1 to week w of quarter t. That is, by
denoting with xt,g,(w) the Google variable released at week w of period t (not averaged)
we construct x
(w)
t,g =
∑w
v=1 xt,g,(v)/w. Take for instance w = 3 (i.e. model 3 which is used
at week 3), then x
(3)
t,g is equal to (xt,g,(1) + xt,g,(2) + xt,g,(3))/3.
3
As regards the survey St in x
(w)
t,s , and the industrial production IPt in x
(w)
t,h , we
3As robustness check we have considered models that do not use the average over weeks of GSD
as explanatory variables, but instead construct x
(w)
t,g = xt,g,(w). Our findings clearly point that models
that use averaged GSD give smaller MSFE than models that do not use the averaged GSD.
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impose the following structure which mimics the data release explained above. The
variable x
(w)
t,s is not present in models 1 to 4 because the current St is not available in the
first four weeks of the quarter, so that βs,1 = βs,2 = βs,3 = βs,4 = 0. Then, for models
w ∈ {5, . . . , 8}, x(w)t,s is the value of St for the first month of the quarter: x(w)t,s = St,1,
where St,i denotes the variable St referring to the i-th month of quarter t. In models
w ∈ {9, . . . , 12}, x(w)t,s is equal to the average of the survey data available at the end of
the first and second month of the quarter: x
(w)
t,s = (St,1 +St,2)/2. Last, in model 13, x
(w)
t,s
is the average of the survey data over the quarter: x
(w)
t,s = (St,1 +St,2 +St,3)/3. Similarly,
the variable x
(w)
t,h is not present in models w ∈ {1, . . . , 10} (so that βh,1 = . . . = βh,10 = 0),
and in models w ∈ {11, . . . , 13}, x(w)t,h is the value of IPt for the first month of quarter t.
The other macroeconomic series are treated in a similar way.
An additional issue with the reporting lags concerns the release of EA-GDP figures.
The first EA-GDP assessment is generally released about 45 days after the end of the
reference quarter, but sometimes the delay may be longer. For instance, EA-GDP figures
for the first quarter of 2014 were only released on the 4th of June 2014 and so before this
date a training sample including EA-GDP for 2014q1 is not available. For this reason
if one wants to nowcast in real-time EA-GDP growth for 2014q2 one has to use the
estimated parameters computed with the training sample ending at 2013q4. Because of
this, we impose a gap of two quarters between the training sample used for fitting the
model and the sample used for the out-of-sample analysis. For coherence, we use this
structure in both the pseudo-real-time and the true real-time analysis.
In addition to reporting lags, the EA-GDP is not released at a fixed date and varies
from one quarter/year to another. Hence, for the pseudo-real-time analysis one does not
know when a lagged EA-GDP is available. Therefore, for the pseudo-real-time analysis
we have not included the lagged EA-GDP among the explanatory variables in model
(2.2) since one does not know when a lagged EA-GDP is available. On the other hand,
for the true real-time analysis, as we know the exact releasing date, we have included
16
the lagged EA-GDP among the explanatory variables when it is available. Table 3 in
the Annex indicates the releasing dates of EA-GDP for our real-time analysis as well as
the time from which we can include the lagged EA-GDP in the model.
5 Empirical Results
In this section we present the results of our empirical exercise that establish the rel-
evance of GSD for nowcasting EA-GDP in three different periods: the period 2014q1−
2016q1 of cyclical stability (in Section 5.1), the period 2017q1− 2018q4 that exhibits a
downturn in EA-GDP and the Great Recession period from 2008q1 to 2009q2 (both in
Section 5.2). In Section 5.3 we extend our analysis by considering a richer set of official
macroeconomic variables. For comparison purposes, we estimate models M1, . . . ,M13
and also model (2.2) without GSD (i.e. with β
(w)
t,g = 0). The latter leads to four models,
each corresponding to a release within the quarter of the official series considered, and
are denoted NoGoogle1, . . . , NoGoogle4 and described in Table 2 in the Annex. We split
our dataset in two non-overlapping subsamples: the training set and the out-of-sample
set. The latter starts at 2014q1, 2017q1 or 2008q1 depending on the period we are
considering, and the training sample always finishes 2 quarters before the beginning of
the out-of-sample period to take into account the releasing lag in EA-GDP. We use a
recursive scheme method, that is, the parameters are re-estimated at each new nowcast-
ing quarter using all the past information available until the penultimate quarter before
the nowcasting one. The estimation is conducted by using Ridge regularization coupled
with the SIS pre-selection approach as described in Sections 2.2 and 2.3.
5.1 Overall evaluation of Google search data
Here, we consider the nowcasting period 2014q1−2016q1. First, we compare nowcasts
obtained with and without GSD in a pseudo real-time exercise to assess: (i) if GSD are
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informative when there is no official data available for the forecaster, and (ii) to what
extent GSD remain informative when official data become available. Then, we look at
the effects of pre-selecting GSD before estimating Ridge regressions. Finally, we perform
a true real-time analysis. We include only St and IPt to focus on the essentials. The
analysis in Section 5.3 includes more macroeconomic variables.
5.1.1 Is there a gain from using Google search data, and when?
We compare the evolution over the quarter of weekly Root MSFEs (RMSFEs) stem-
ming from the nowcasting models with and without GSD. We do this exercise in pseudo-
real time, that is, by using historical data but by accounting for their ragged-edge nature.
We estimate: (a) the nowcasting models M1, . . . ,M13 by using only GSD, that is, with
βs,w = βh,w = 0 for every w = 1, . . . , 13 in Equation (2.2), (b) the nowcasting models
M1, . . . ,M13 accounting for the full set of information (Google, hard and soft data), (c)
the four models NoGoogle1, . . . , NoGoogle4 that only account for hard and soft data (i.e.
without GSD). Then, we compare the RMSFEs from (a) and (b) and the RMSFEs in
the following pairs of models: (NoGoogle1,M5), (NoGoogle2,M9), (NoGoogle3,M11),
and (NoGoogle4,M13). The RMSFEs for these comparisons are reported in Figure 1a
and in Table 8 in the Annex. Figures 8 and 9 in the Annex are similar to Figure 1a but
with pre-selection conducted by using the Lasso.
The first feature that we observe in Figure 1a is the downward sloping evolution of
RMSFEs over the quarter stemming from models M1, . . . ,M13 with full information.
This is in line with what could be expected from nowcasting exercises when integrating
more and more information throughout the quarter (see Angelini et al. [2011]). Second,
when using Google information only (light gray bars), we still observe a decline but to
a much lower extent and the RMSFEs stay above 0.25 even at the end of the quarter.
Third, when focusing on the beginning of the quarter, models that only integrate Google
information provide reasonable RMSFEs that do not exceed 0.30. This result shows that
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GSD possess an informational content that can be valuable for nowcasting EA-GDP for
the first four weeks of the quarter, when there is no other available official information
about the current state of the economy. When information about the first survey of
the quarter arrives, that is in week 5, the model that only incorporates GSD suddenly
underperfoms. Looking at Table 8 in the Annex, we see that the RMSFE goes from
0.2887 in week 4 when only Google information is used to 0.2361 in week 5 when the full
information model is used. In addition, we note that a simple model only including St
and IPt leads to a lower RMSFE in week 5 (equal to 0.1807). Comparing black bars and
gray bars in Figure 1a shows evidence that in periods of low macroeconomic volatility
there is no gain by adding GSD to the model starting from week 5: a simple model with
only hard and soft information cannot indeed be outperformed.
5.1.2 Is it worth to pre-select Google data?
As discussed in Section 2.2, the literature suggests that it could be useful to first pre-
select a sub-sample of variables in the GSD by targeting the EA-GDP before estimating
the thirteen models given in (2.2). The idea of the SIS pre-selection method is to retain,
among the initial 1776 Google search categories, the ones that have the highest absolute
correlation with the EA-GDP. Figure 6 in the Annex shows the relationship between
the number of selected variables through the SIS procedure and the absolute correlation
between each Google variable and the EA-GDP at the same quarter. We see that only 4
variables have an absolute correlation larger than 0.15 and no variable has an absolute
correlation larger than 0.35. Thus it seems useful to only focus on a core dataset with
the highest correlations.
Table 11 in the Annex and Figure 2a present the evolution over the 13 weeks of the
quarter of the RMSFEs stemming from models M1, . . . ,M13 including full information
with and without SIS pre-selection. For comparison we also report results obtained with
the LASSO pre-selection approach. We see that pre-selecting the categories in the GSD
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(light and dark gray bars in the figure) allows for an overall improvement in nowcasting
accuracy: the RMSFEs are lower for all the weeks when a pre-selection approach is used.
Moreover, when pre-selection is implemented, the RMSFEs evolve over the quarter in a
smoother way. For example, without any pre-selection, we observe that in week 6 the
RMSFE jumps to 0.3829, from 0.3239 in week 5. When comparing the two pre-selection
approaches, namely SIS and Lasso, we observe that for the first weeks of the quarter
SIS approach leads to lower RMSFEs, especially as regards the first two weeks. This
result is noteworthy since, as we pointed out in the previous sub-section, the first weeks
are those of interest for the use of Google data. The overall gain underlines the need for
pre-selecting data using a targeted approach.
5.1.3 A true real-time analysis
We now show the results of a true real-time analysis where we use vintages of data
for EA-GDP and IPt
4 and account for the observed timeline of data release as provided
by Eurostat. When available, we also include the lagged EA-GDP growth among the
explanatory variables of the nowcasting models. Table 3 in the Annex gives the exact
weeks in the out-of-sample period 2014q1-2016q1 where the lagged EA-GDP is included
in the real-time analysis.
In Figure 1b, we show the impact of GSD on EA-GDP nowcasting accuracy in the
context of a true real-time nowcasting analysis. The corresponding RMSFEs values are
reported in Table 13 in the Annex. Similarly to the pseudo real-time exercise, we get
that during the first 4 weeks of the quarters, when only Google information is available,
RMSFEs are quite reasonable. This fact is reassuring about the reliability of the real-
time use of Google search data when nowcasting EA-GDP. However, starting from week
5, as soon as the first survey of quarter is released, the marginal gain of using Google data
4Survey data are generally not revised.
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vanishes.5 In Figure 2b (and Table 12 in the Annex) we show that pre-selecting Google
data is still worth in real-time. Indeed, RMSFEs obtained from models integrating
pre-selected Google data are systematically lower (light bars), for all weeks, than those
obtained without any pre-selection (dark bars).
Finally, Figure 7 in the Annex (and Table 14 in the Annex) aims at comparing
the results from the pseudo-real-time analysis with the ones from the real-time analysis
where we do not include the lagged EA-GDP among the explanatory variables. Both
analyses lead to a similar shape in the evolution of RMSFEs within the quarter although,
as expected, the uncertainty around weekly nowcasts is a bit higher in real time.
5.2 Turning points in EA-GDP and recession periods
We evaluate in this subsection to what extent GSD are useful to improve nowcasting
accuracy of EA-GDP during periods of sudden downward shifts in GDP growth. In this
respect, we consider two specific periods. First, we focus on the 2017-18 period during
which we observed a sudden deceleration in economic activity. Indeed, it turns out that
GDP growth was quite strong in 2017, in fact much stronger than expected by economic
forecasters, reaching an average growth per quater of about 0.7%. Yet, GDP growth
rapidly declined to stay at about 0.2% starting from 2018q3, amidst trade and geopolit-
ical tensions between China and the U.S. leading to an increase in global uncertainties
and a sharp drop in international trade. Second, we focus on the well documented Great
Recession period from 2008q1 to 2009q2.
We start by considering the period 2017q1 − 2018q4. Figure 3a (and Table 15 in
the Annex) report the RMSFEs for the EA-GDP, over the 13 weeks of each quarter,
obtained by estimating four models: (i) models M1, . . . ,M13 with all available informa-
tion, that is, Google data, St, and IPt and without pre-selection (in black), (ii) models
5There is an exception in week 11, where it is surprising to note that the integration of IPt (in
addition to St and past EA-GDP) increase the RMSFEs, in opposition to what could be expected from
previous empirical results. This stylized has to be further explored.
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M1, . . . ,M13 with St, IPt and all information coming from the GSD retained after the
SIS pre-selection (in dotted gray), (iii) models M1, . . . ,M13 with only the information
coming from the GSD retained after the SIS pre-selection (in gray), and (iv) models
NoGoogle1, . . . , NoGoogle4 with St, IPt and without GSD. Pre-selection of variables
using the SIS method is specifically carried out for this period by chosing the tuning
parameter λ̂
(w)
τ by minimising the MSFE of the nowcast of the EA-GDP growth of the
last quarter τ of the training sample.
The results show that when there is a shift in the EA-GDP the information arising
from GSD is particularly valuable with respect to the official information. The RMSFEs
obtained from the approach (ii) – represented by the dotted gray bars in the figure – are
indeed much lower than the RMSFEs obtained with the three other approaches. They
are also decreasing over the weeks of the quarter. A possible explanation is that official
series react with a delay to a shift in the EA-GDP, and they do not anticipate it, while
GSD are more captive of sudden changes in the economy.
Pre-selection is worth both in periods that exhibit shifts of the EA-GDP growth rate,
as the period 2017q1 − 2018q4, and in periods that do not exhibit shifts, as the period
2014q1− 2016q1 analysed in the previous sections. This means that one does not have
to adapt the method to estimate nowcasts depending on the type of periods.
Second, we consider the Great Recession period from 2008q1 to 2009q2 during which
all the euro area economies have been largely negatively affected by an adverse financial
shock. The research question for us is to check whether Google data do present a specific
pattern during this major event, in spite of a relatively low number of quarters under
consideration (6 quarters). In this respect, we compute the RMSFEs for the EA-GDP,
over the 13 weeks of each quarter, obtained by estimating the four models (i) - (iv)
described above. Pre-selection of variables using the SIS is specifically carried out for
this recession.
Figure 3b (and Table 16 in the Annex) reports the RMSFEs. As a first result,
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when comparing nowcasts obtained by using only Google data (in grey) and by using all
available data without pre-selection (in black), we observe relatively similar results on
average over the 13 quarters. Second, the nowcast based on GSD outperforms nowcast
without GSD (bars with black lines). Third, Google-based nowcasting during the Great
Recession performs better when data are not pre-selected using the SIS approach, in
opposition to what has been observed in the previous analysis over the out-of-sample
periods 2014q1− 2016q1 and 2017q1− 2018q4. Indeed, RMSFEs are about twice higher
when we pre-select variables (dotted grey bars). This result suggests that during a re-
cession phase, a broader information set is needed to adequately assess the state of the
economy, while a core dataset is likely to be sufficient during expansions. There is here
an asymmetric result between expansion and recessions phases.
5.3 Controlling for additional official series
So far, we have only controlled for economic surveys, St, and industrial production,
IPt, as official series. This makes sense to us as both series are considered by practition-
ers as the two most important variables to asses the state of the euro area economy. In
this section we aim at checking the robustness of our evaluation about GSD to a richer
macroeconomic information set. For this purpose we include additional macroeconomic
series among the covariates x
(w)
t,s and x
(w)
t,h in model (2.2). These series, which are com-
monly used in the nowcasting literature, are described in Table 4 in the Annex and are
continuously monitored by policymakers and market participants. We refer to this richer
set of variables as Big Official Set and to the set made of the previously considered vari-
ables, IPt and St, as Small Official Set. The robustness check is made for two periods:
the period 2014q1 − 2016q1 of cyclical stability and the period 2017q1 − 2018q4 where
there is a downward shift in the EA-GDP series.
Figure 4 (and Table 17 in the Annex) shows the ratios between the RMSFEs obtained
by using: GSD together with the Small Official Set of data (resp. the Big Official Set of
23
data) in the numerator (resp. in the denominator). A ratio larger than one indicates that
including additional official series improves nowcasting accuracy despite the presence of
GSD. On the other hand, a ratio smaller than one indicates that, given the information
in the GSD, including a larger set of official macroeconomic variables does not improve
the nowcasting accuracy and even worsens it. The figure shows that in the period of
cyclical stability 2014q1 − 2016q1 the inclusion of additional macroeconomic variables
does not improve the nowcasting accuracy except for week 4. On the other hand, when
there is a downward shift in the EA-GDP as in the period 2017q1− 2018q4 it is worth
including a larger set of macroeconomic variables, except for weeks 9, 10, 12 and 13. An
explanation is that some official series, like St and IPt, could be slow at detecting turn-
ing points in the EA-GDP series while other series could be faster, like IFO, empexp
and financial series (all series available starting from week 4). A comparison with the
RMSFE ratios of the models without GSD shows that, for the period 2017q1− 2018q4,
the gain we have from including a larger set of macroeconomic variables is larger when
GSD are not included in the analysis, with the exception of week 11. This shows that
Google data capture in part the information contained in the additional macroeconomic
series. On the other hand, for the period 2014q1−2016q1, the effect of including a larger
set of macroeconomic variables is more negative without Google data which is in line
with our previous finding that, for that period, the series St is very informative.
6 Conclusions
This paper sheds new light on the question about the usefulness of alternative dataset
to assess the current state of the economy on a high-frequency basis compared to stan-
dard macroeconomic series. To the best of our knowledge, we are the first to use GSD
to nowcast the EA-GDP series. Our first contribution is methodological: to deal with
the high-dimension and complicated structure of GDP we propose to use Ridge regular-
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isation coupled with the SIS selection method of Fan and Lv [2008]. These two methods
have not been gathered together in the past literature, and we provide theoretical prop-
erties for the resulting procedure. Empirically, we experience that the SIS method of
Fan and Lv [2008] outperforms the selection based on Lasso in this framework.
Our second contribution consists in establishing, through an empirical analysis, when
GSD are useful for nowcasting. For the period of cyclical stability 2014q1−2016q1, GSD
provide an accurate picture of the EA-GDP at the beginning of the quarter in the ab-
sence of official information and so they are a good source of alternative information
for policy-makers. For periods that exhibit a downward shift in the EA-GDP series (for
example the period 2017q1−2018q4) we show that including GSD in the information set
improves nowcasting accuracy even when we account for official information. Finally,
we have considered the Great Recession period from 2008q1 to 2009q2 and our empiri-
cal analysis reveals that nowcasts based on GSD outperform those carried out without
Google data.
Supplementary Appendix: it contains all the proofs of the results in the paper,
discussion on the selection of the tuning parameters and the Annex with additional
figures, tables and the discussion of macroeconomic series used in the empirical study.
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