Abstract With the dramatic increase of the worldwide threat of dengue disease, it has been very crucial to correctly diagnose the dengue patients in order to decrease the disease severity. However, it has been a great challenge for the physicians to identify the level of risk in dengue patients due to overlapping of the medical classification criteria. Therefore, this study aims to construct a noninvasive diagnostic system to assist the physicians for classifying the risk in dengue patients. Systematic producers have been followed to develop the system. Firstly, the assessment of the significant predictors associated with the level of risk in dengue patients was carried out utilizing the statistical analyses technique. Secondly, Multilayer perceptron neural network models trained via Levenberg-Marquardt and Scaled Conjugate Gradient algorithms was employed for constructing the diagnostic system. Finally, precise tuning for the models' parameters was conducted in order to achieve the optimal performance. As a result, 9 noninvasive predictors were found to be significantly associated with the level of risk in dengue patients. By employing those predictors, 75% prediction accuracy has been achieved for classifying the risk in dengue patients using Scaled Conjugate Gradient algorithm while 70.7% prediction accuracy were achieved by using Levenberg-Marquardt algorithm.
Introduction
Dengue virus, a mosquito-borne human viral pathogen, has recently become the most common arboviral infection in many tropical and subtropical regions of the world [1] [2] [3] . The worldwide threatens of Dengue virus has increased dramatically. Annually, the World Health Organization (WHO) estimated of 100 million cases of dengue fever (DF) occurs and between 250,000 to 500,000 cases of dengue hemorrhagic fever (DHF) [3] . In Malaysia, dengue disease is a major public health problem. It has dramatically increased since the first major outbreak occurred in 1973 [4] . In 1995, 6543 cases were occurred. This number was significantly increased in 2008 by 75.4% with 122 deaths [5] .
Currently no any effective vaccines or antiviral drugs exist for dengue infection [3] . Although some of the dengue patients might recover spontaneously, others faced critical plasma loss and they require proper intravenous fluid therapy so that they can be prevented from death. Two ways have been followed to reduce the severity of the disease: closely monitoring the dengue patients or accurately diagnosis the dengue patient to determine the risk level.
By monitor dengue patients the onset of plasma leakage can be detected so that prompt intravenous fluid replacement can be administered [6] . However, this will have major impact on health care cost saving due to the huge incident of dengue fever in the country. On the other hand, accurately diagnosis the dengue patients to determine the risk level has been a great challenge for the physicians due to the overlapping of the medical classification criteria for classifying the dengue patients.
Few studies have been conducted to overcome these issues from the engineering prospective [7] [8] [9] [10] [11] F. Ibrahim et al., 2005a Ibrahim et al., , 2005b [7, 8] utilized the Bioelectrical Impedance Analysis (BIA) technique for monitoring and classifying the daily risk in DHF patients. The results demonstrated the capability of the reactance for classifying the risk in DHF patients. F. Ibrahim et al., 2005c [9] employed the clinical symptoms and signs for predicting the day of defervescence of fever in dengue patients incorporated with artificial neural network (ANN). The study achieved 90% prediction accuracy for predicting the day of defervescence of fever. Tarig et al. [10] reexamined the risk criteria in dengue patients using self organized map. Three risk criteria were defined to classify the risk in dengue patients. The risk criteria were able to classify the dengue patients as high risk and low risk patients. Another study conducted by T. Faisal et al. [11] proposed a noninvasive intelligent technique for predicting the risk in dengue patients. A combination of the self-organizing map (SOM) and multilayer feed-forward neural networks (MFNN) were employed for this task. However, only 70% prediction accuracy was achieved by using the proposed model.
Designing a noninvasive medical diagnostic system to classify the risk in dengue patients utilizing a Multilayer perceptron (MLP) neural network trained via LevenbergMarquardt algorithm (LMA) or Scaled Conjugate Gradient algorithm (SCGA) has never implemented in dengue disease field even though it has been successfully used in several medical applications for classifying and predicting several diseases [12] [13] [14] [15] . Most of the medical applications that utilized those algorithms have been relied on the fact that those algorithms are fully automated including no any learning factors need to be modified apart from the number of the neurons and the iterations. However, some other significant parameters are included in those algorithms can be optimized to achieve the highest performance.
Therefore, this study aimed to construct a diagnostic system for classifying the risk in dengue patients. Clinical symptoms, signs and BIA measurements presented with the dengue patients were used as the predictors for constructing the diagnostic system. The significant predictors were obtained based on the statistical analyses technique. The system employed the SCGA and LMA for constructing the MLP network models. All the internal parameters included in those algorithms were precise tuned in order to achieve the highest performance from the diagnostic models. Finally, the models were evaluated and some conclusions were drawn concerning the models performances.
Dengue fever and dengue haemorrhagic fever
Dengue infection has been classified by the World Health Organization as dengue fever (DF) and dengue haemorrhagic fever (DHF)/dengue shock syndrome (DSS). DF begins with a sudden temperature increase accompanied by headache, myalgia, macular rash, loss of appetite nausea, vomiting, abdominal pain, metallic taste of food, change in psychological state and moderate thrombocytopenia. Due to the increase in the vascular permeability, significant number of DF patients might progress to dengue haemorrhagic fever (DHF). DHF patients present with some of the haemorrhagic evidence. The first sign of DHF is Fever or history of acute fever lasting 2-7 days [3] . Second sign is the Hemorrhagic tendencies evidenced by at least one of the following: a positive tourniquet test (TT), petechiae, purpura, ecchymoses; bleeding from mucosa, gastrointestinal tract, injection sites or other location; haematemesis or melena. Third sign is Thrombocytopenia (100,000 cells per mm 3 or less). Finaly, Haemoconcentration (20% or more rise in the haematocrit (Hct) value relative to baseline average for the same age, sex and population) or sings of plasma leakage such as pleural effusion, ascites and hypoproteinaemia. Furthermore, the WHO classified DHF patients into four categories: DHF I, DHF II, DHF III, DHF IV. DHF I is DF patient who has fever and hemorrhagic manifestation (indicated by only positive tourniquet). DHF II is the DF patient who has spontaneous bleeding plus the manifestations of DHF I. DHF III is the DF patient who has the signs of circulatory failure (rapid/weak pulse, narrow pulse pressure, hypotension, cold/clammy skin). Finally, DHF IV is a DF patient who profound shock with undetectable blood pressure or pulse. Both DHF III and DHF IVare considered as DSS. Even though WHO classification criteria have been used for long time, recent studies have shown that several difficulties have been faced by the clinicians to apply these criteria [10] . Therefore, in this study the dengue patients were classified by the risk criteria proposed by Tarig et al. [10] . The study proposed three risk criteria:
1-Platelet counts (PLT) less or equal than 40,000 cells per mm 3 . 2-Hematocrit concentration (HCT) great than or equal 25%. 3-Aspartate aminotransferase (AST) rose by 5-fold the normal upper limit for AST or alanine aminotransfansferase (ALT) rose by 5-fold the normal upper limit for ALT.
Based on those criteria, the dengue patients were classified as high risk patients or low risk patients. High risk patients are the dengue patients who experienced at least two risk criteria whereas low risk patients are the dengue who experienced less than two risk criteria
Multilayer perceptron MLP
Generally, multilayer perceptron (MLP) contains three main layers: input layer, hidden layer, and output layer. Each layer composes of number of neurons. The number of neurons in each layer is chosen according to the system requirement. The number of the neurons in the input and the output layers corresponds to the number of the system inputs and the outputs respectively. The number of neurons in the hidden layer should be set experimentally (try and error) based on the desired system performance. The neurons in all layers are fully connected through varying weights as it's shown in Fig. 1 .
Initially, two sets of data are given to the network: the inputs and the desired outputs. The principle of neural network is that: when the inputs are presented to the first layer, the outputs are calculated for each consecutive layer. By comparing the last layer outputs with the desired outputs, the error is calculated. The learning process takes a place by adjusting the values of the weights until an adequately small value of the error is achieved or a given number of iterations are completed.
The calculation of the neural network output is carried out according to the following procedures:
Two sets of data are provided: the inputs data (x o :o= 1,2,...,k) (where k is the number of the inputs) and the desired outputs (y dr :r=1,2,...,n) (where n is the number of the outputs) (in our cause k=9 and n=1). As it's shown in Fig. 1 the outputs from the first layer are connected to the second layer through the weights w oj ð Þ q (where q is the iteration number and j is the second layer neuron's number). The outputs from the second layer neurons are calculated as
Where Γ() represents the activation function of the hidden layer neurons which was chosen as Log sigmoid transfer function in our application. The outputs from the hidden layer are connected to the output layer through the weights w jr ð Þ q where r represents the neuron's number in the output layer. The output from the output layer is represented similar to the pervious layer except that the activation function for this layer was chosen as hyperbolic tangent sigmoid transfer function. Accordingly, the output from the output layer is
Finally, the output from the last layer is compared with the desired output y dr . The same procedures are repeated again for all data samples. The sum of squared difference between the output layer and the desired output for all data samples is determined in order to evaluate the performance of the network according to the following formula
where Q is the number of the data samples The best performance of the network is achieved by minimizing the value of E.
The training process of the network starts with updating the weights (how the weights are updated depends on the selected training algorithm). After the weights are updated the iteration is increased by 1 and the previous procedures for calculating the output from each layer and updating the weights are repeated again until satisfactorily small value of the error is achieved or a given number of iterations are completed.
Levenberg-Marquardt algorithm
The consideration of training the feedforward neural networks as an unconstrained optimization problem has led to the introduction of powerful first and second order algorithms in neural networks [18] . Levenberg-Marquardt algorithm (LMA) [16] represents the interpolation between the firstorder optimization method (steepest-descent method) with stable but slow convergence and the second-order optimization method (Gauss-Newton method) with the excellent local convergence properties.
If the cost function E w ð Þ (continuously differentiable function of some unknown weight vector w ð Þ can be expressed as the sum of error squared such as
where w is the vectors of all weights and thresholds, then the basic idea of the LMA is to minimize the quadratic approximation of the cost function E w ð Þ around the weights vector w with the second-order training speed and without compute the Hessian matrix (the hessian matrix is defined as H=∇ 2 E (w) which required the cost function E(w) to be twice continuously differentiable with respect to the elements of the weight vector w).
Using the LMA the new weights vector w qþ1 can be obtained from the previous weights vector w q such as
where Δw q is defined as
where J is the Jacobian matrix, μ is Marquardt parameter and I is an identity matrix. Generally, the parameter μ is modified according to the changes of E w q À Á in the way that it's multiplied by a factor l when E w q À Á increases within an epoch such as
and divided by l when E w q À Á decreases as follow
The common values of μ and l are 0.01 and 10 respectively [19] . Those values have been used in most of the applications that utilized LM algorithm. However, in this study, the values of μ and l were varied in order to investigate the performance of the algorithm.
The implementation of the LMA for training the neural networks can be summarized as follow
(ii) Initialize the value of μ (iii) Solve Eq. 6 for Δw q and calculate
, decrease μ by a factor of l, update the weight and go to (iii) Scaled conjugate gradient algorithm Conjugate Gradient Algorithm (CGA) belongs to the second order optimization methods known as conjugate direction methods [20] . Generally, these methods produce faster coverage than the steepest descent methods since the search is performed along conjugate directions while the search in steepest descent methods is performed perpendicular to the old direction. Using the CGA the weights vector w is updated according to the following equation.
Where α q is the step size, p q is the direction vector The algorithm starts at q=1 with an initial direction vector set to the opposite of the gradient vector as follow
The step size α q needs to be calculated for each iteration. The technique employed for calculating the optimal step size α q to move along the current search direction, called the line search. The next search direction is determined so that it is conjugate to previous search direction such as
where β q is the iteration-varying parameter which can be determined with different formula [21] . Even thought the CGA provides faster coverage comparing with the steepest descent methods, it has some drawbacks. One of the important drawbacks of CGA is the requirement of an exact line search to determine the optimum step size which is time consuming because of its try and error nature [20] . To avoid the time-consuming line search, A. F. Moller [17] developed a modified version of the CGA, called the scaled conjugate gradient algorithm (SCGA). Generally, the algorithm utilizes LevenbergMarquardt approach for scaling the step size [22] .
The algorithm is summarized as follow [17 
4. If δq ≤ 0 then make the hessian matrix positive definite
5. Calculate step size:
7. If Δ q ≥0 then a successful reduction in error can be made: Two parameters play important role in the algorithm: the scalar factor l 1 which directly scales the step size α and the parameter σ which controls the second derivation approximation of the Hessian matrix. Generally, σ can be chosen within 0<σ<10 −4 while l 1 can be chosen from 0<l 1 ≤ 10 −6 [11] . In this study the values of l 1 and σ were varied in order to examine the performance of the algorithm.
K-fold cross validation
In this study, the K-fold cross validation (CV) technique was employed for the validation process. This technique has been used to minimize the bias associates with the random sampling of the training and testing data so that the robustness of overall diagnostic models performance is maintained [23, 24] . The K-fold CV is implemented by randomly dividing the data set into K sets of equal size. Each time, one of the K sets is used as a testing set while the other K-1 sets are joined together to form a training set. The training process is repeated K times. For evaluating the model's performance, the average Mean Squared Error (MSE) and average accuracy across all K trials are calculated. The disadvantage of K-fold CV is the requirement of an excessive amount of computation since the training process is repeated for K-times [20] . The common K-fold CV methods that have been used in many studies are 10-fold CV and 5-fold CV. However, many studies didn't reveal any statistical advantages of 10-fold CVover 5-fold CV [25] . Therefore, in this study the 5-fold CV was used.
Performance evaluation of the diagnostic systems
Relies only on the overall accuracy for the evaluation of our neural network models may not be adequate, for instance, if the prevalence of high risk dengue patients is 20% in the testing data and the diagnostic model detects 100% of low risk patients and 0% of high risk patients, then the overall accuracy will be calculated as 80%. However, this is an unacceptable performance from a clinical perspective since all high risk dengue patients are misdiagnosed and thus left without providing them by the appropriate therapy. To account for this issue, the performance of the models is evaluated in terms of sensitivity, specificity, and overall accuracy. The specificity reflects the fraction of correct classification of the low risk patients, while the sensitivity reflects the fraction of correct classification of the high risk patients. The sensitivity, specificity, and overall accuracy are calculated as follow The diagnostic decisions from our models depends on the models' operating threshold value such as the patient is classified as low risk dengue patient when the model's output is less than 0.5 (threshold), and classified as high risk dengue patient when the model's output equal to or greater than 0.5. Accordingly, changing the threshold value directly changes the values of the sensitivity, specificity and overall accuracy. Therefore, it's very crucial to determine the optimal threshold in order to obtain the highest accuracy with adequate sensitivity and specificity. Receiver Operating Characteristic (ROC) analysis and the Area Under the Receiver Operating Characteristic (AUROC) are often used for these tasks [26] . The ROC analysis shows the trade-off between the sensitivity and specificity as the threshold varies [27] . The ROC plots sensitivity vs. [1-specificity] for every possible decision threshold imposed on the classification decision so that the optimal threshold can be chosen [28] . The purpose of calculating the AUROC is to assess overall models' performance. The AUROC provides the best measures of the global accuracy of the model for discriminating the two risk levels such as AUROC equal to or less than 0.5 indicates that the model has no discriminatory power, whiles AUROC equal to 1 indicates that the model has perfect separation of the two risk levels. Generally, the prognostic accuracy of the model can be determined from the AUROC as follow [30] 
Methodology
The block diagram for the developing the neural network models for the dengue patients' diagnostic system is shown in Fig. 2 . Four phases were followed to developing the model.
Dengue patients' data collection and labeling Samples of 210 dengue patients recorded by [7] were included in this study. The samples were recorded with reference to the day of defervescence of fever. The day of defervescence of fever is defined as the day when the dengue patient has no fever [29] . The day of defervescence of fever day was renamed as Day 0. Days after the day of defervescence of fever were renamed as: Day 1 (one day after defervescence of fever), Day 2, and onwards. The samples from Day 0 until Day 5 were used. Each sample was recorded using a structured Proforma, which included details about physiology measurements such as gender and weight, clinical manifestations, laboratory investigations and BIA measurements. One of our concerns in this study is to design a prognostic model that utilizes only the noninvasive predictors which don't expose the dengue patients to the risk. Therefore, only physiology measurements, clinical manifestations and BIA measurements were used for constructing the prognostic model. The clinical manifestations composes of 18 symptoms and signs resented with dengue patients whereas the BIA measurements composes of 15 parameters. The samples were stratified according to the level of risk as high risk and low risk dengue patients' samples Tarig et al. [10] . Therefore, our diagnostic model contains the 35 parameters as independent variables (inputs) and one output (dependent variable) which is the rick classification. Table 1 shows the considered parameters  while Table 2 shows the mean and the standard deviation for the continuous variables.
Data pre-processing
To enhance the efficiency of the analysis, data preprocessing is required before training the neural network. Typical procedures includes data filtering or cleaning, inputs assessment, and data normalization.
Data filtering or cleaning was performed by removing the uncompleted samples (missing one or more than one variable). After removing the uncompleted samples from the original data, 505 samples were remained.
Statistical analyses technique was employed to select the significant predictors associated with the level of risk in dengue infection. The Statistical analyses were performed using a commercial statistical software (the Statistical Package for the Social Sciences (SPSS) statistical package version 10.01). The risk level acts as the dependent variable and the other measured variables as the independent variables.
Four steps were conducted to define the significant predictors: Firstly, simple logistic regression was employed to select variables to be included in the multivariable Fig. 2 Flowchart for the developing of neural network models for the dengue patients' diagnostic system analysis. Secondly, the correlations between the selected variables were investigated to eliminate some of the correlated variables in order to avoid the multicollinearities in the analysis. Thirdly, the linearity assumptions were tested for the continuous predictors. Finally, the Multiple Logistic Regression (MLR) was performed using the selected predictors to determine the significant predictors' remains in the final model (details about the results are shown in the Appendix).
As a result from those analyses, 9 noninvasive parameters were found to be significantly associated with the level of risk Finally, before feeding the data into the neural network, it was transformed or normalized according to the data type. Numerical data such as symptoms and signs were normalized as 0 and 1: for instance, presenting of any symptoms or signs in dengue patients was indicated as 1 while 0 for absents. Categorical variable such as BIA parameters were normalized to zero mean and unity standard deviation.
Neural network models training and optimization
As mentioned earlier, the neural network models were trained via two algorithms: LMA and SCGA. Threelayer network with hyperbolic tangent sigmoid activation function in hidden layer's neurons and sigmoid transfer function in the output layer's neuron were used. The 5-fold CV technique was implemented. The implementation of the 5-fold CV was carried out by splitting the data into five sets; each set contains 101 samples (45 high risk patients, 56 low risk patients). Four sets (404 samples) were used for training and the remaining set was used for testing. The training process was repeated for five times, at each time one of the sets was used as testing set.
The optimization of the neural network model was carried out systematically to determine the optimal parameters for each algorithm. Four parameters were examined for each algorithm. The examined parameters for the LMA were the number of neuron, initial μ, l and the number of the training iterations whereas the examined parameters for the SCGA were: number of neurons, scalars σ, l 1 , and the number of the iterations. Accordingly, four stages were performed to define the optimal model for each algorithm. At each step, the parameter to be optimized was being varied while the other parameters were fixed. Neural network toolbox in MATLAB 7.0 software [19] was used for training the neural networks.
Performance evaluation of the neural network models
The selection criteria for the optimal parameters were based on the minimum average Mean Squared Error (MSE) and the maximum average prediction accuracy across the 5 trials.
The sensitivity and specificity were calculated for the optimal networks. Since the values of the sensitivity and specificity depend on the defined threshold value, the ROC curves were calculated in order to determine the optimal thresholds for the models. The selection of the optimal thresholds was based on the highest accuracy with acceptable sensitivity and specificity values. Finally, The AUROC curves were calculated to determine the overall accuracy of the models for discriminating the two levels of risk. Figure 4 shows the results for determining the optimal initial value of μ. The initial value of μ was varied from 0.01 to 0.09. As it shown in the figure, the highest average prediction accuracy of 70% obtained when μ was initialized as 0.05. The network produced the average MSE of 0.018. This setting was chosen as the optimal initializing value for μ.
Determining the optimal value of l is shown in Fig. 5 . The value of l was varied from 2 to 10. The figure shows that the highest average prediction accuracy of Fig. 7 The training performance and the risk prediction accuracy of the MLPSCG with varying hidden layer size 70.7% with 0.021 average MSE was achieved when l equal to 9. Therefore, this value was chosen as the optimal value of l. Figure 6 shows the results for determining the number of the iterations. It can be seen from the results that when the number of the iterations is increased the average MSE is decreased. The highest average prediction of 70.7% with 0.02 average MSE was produced with 250 iterations.
Based on the above mentioned results, the final MLPLM network was defined by 12 hidden neurons, the initial value of μ is 0.05, the value of l equal to 9, and 250 iterations.
Multilayer perceptron trained via scaled conjugate gradient algorithm (MLPSCG)
The results for optimizing the MLPSCG network are shown in Figs. 7, 8, 9 and 10. Determining the optimal value of l 1 is shown in Fig. 9 . It can be seen that the value of l 1 was varying from 1×10 −7 to 9×10
−7 . As it shows in the figure, changing the value of l 1 dose not significantly affects the average MSE since the average MSE were varied from 0.01949 to 0.1958. The optimal value of l 1 was chosen as 5×10 −7 since it produced the highest average predicative accuracy of 75% with 0.01957 average MSE. Figure 10 shows the results for determining the number of the iterations. It can be seen from the results that when the number of the iterations is increased the average MSE is decreased. The highest average prediction accuracy is 75% with 0.01957 average MSE was produced with 200 iterations.
Based on the above mentioned results, the optimal MLPSCG network was defined by 26 hidden neurons, l 1 equal to 5×10 −7 , σ equal to 5×10 −5 , and 200 iteration.
Evaluation of the models' performance
The final optimal neural network models (MLPSCG and MLPLM) were evaluated by generating the ROC curves for each of them as it's shown in Fig. 11 . The values of the sensitivity, specificity for every possible decision threshold imposed on the classification decision are shown in Table 3 . It can be seen from the table that the MLPSCG network has better performance than the MLPLM network in terms of sensitivity and specificity. The optimal threshold for the MLPSCG network is 0.2 which achieved 73% sensitivity and 74% specificity. In order to assess the overall performance of the models and measure the global accuracy for discriminating the two levels of risk, the AUROC was calculated as shown in Table 3 .
It can be seen that the AUROC for the MLPSCG network is 0.777±0.02 while AUROC for the MLPLM is 0.74±0.02. These results indicate that both models are moderately accurate.
Conclusion
In this study, a dengue patients' diagnostic system was developed. The system's inputs were determined using the statistical analyses. Two multilayer perceptron neural networks models were employed for constructing the diagnostic system. The models were trained via Levenberg-Marquardt and Scaled Conjugate Gradient algorithms. Precise tuning for the models' parameters was conducted in order to achieve the highest performance from the models. Prediction accuracy of 75% prediction accuracy was achieved by using Scaled Conjugate Gradient Algorithm while 70.7% was achieved by using Levenberg-Marquardt Algorithm. The robustness of the models with regards to the sampling variations was maintained by employing the fivefold cross validation method. The area under the Receiver Operating Characteristic results verified that the model trained via Scaled Conjugate Gradient Algorithm has better performance compares with the model training via LevenbergMarquardt Algorithm. The results sound satisfactory and in agreement with the fact indicate that the Scaled Conjugate Gradient Algorithm performs better than the LevenbergMarquardt Algorithm in pattern recognition problems.
Overall, promising results were achieved from the prospective study for assisting the physicians to classify the level of risk in dengue patients. However, future investigations are needed in order to enhance the system accuracy. Better results might be achieved by employing adaptive neuro-fuzzy modeling. 
