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Abstract. This paper surveys some results regarding decision prob-
lems for probabilistic and max-plus automata, such as containment and
equivalence. Probabilistic and max-plus automata are part of the gen-
eral family of weighted automata, whose semantics are maps from words
to real values. Given two weighted automata, the equivalence problem
asks whether their semantics are the same, and the containment problem
whether one is point-wise smaller than the other one. These problems
have been studied intensively and this paper will review some techniques
used to show (un)decidability and state a list of open questions that still
remain.
Keywords: Weighted automata · Probabilistic automata · Max-plus au-
tomata · Equivalence problem · Containment problem · Decidability
1 Introduction
Weighted automata have been introduced by Schu¨tzenberger in 1961 in [37] as a
quantitative generalisation of non deterministic finite-state automata. While non
deterministic finite automata have a Boolean behaviour (each word is mapped
to 0 or 1), weighted automata allow a more fine grained output: each word is
mapped to an element in a chosen semiring. This allows for example to map
words with real values, modelling probabilities or costs. They have been inten-
sively studied both:
1. in a general setting, i.e. giving frameworks and results that are valid for any
semiring,
2. and on particular instances, for example when focusing on the classic semir-
ing R with the standard addition and product operations.
For any semiring, a weighted automaton can be viewed as a graph with
labelled transitions carrying weights, or as a morphism from words to matrices
(both definitions are given in section 2). Recently, Alur introduced another equiv-
alent model, closer to the implementation level: the cost register automata [2,
3]. These have engendered a lot of research works, in particular regarding ques-
tions around minimisation. Weighted automata also admit an equivalent logic
[14] introduced by Droste and Gastin and while this paper focuses on weighted
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automata on words, they have also been generalised to other structures such as
trees [4, 38, 29].
Specific instances that have been particularly studied are the probabilistic
automata on the standard semiring R with operations + and × (the exact def-
inition is given in Section 2) [35]; and the max-plus (resp. min-plus) automata
on the semiring R with operations max (resp. min) and + [40].
They have been applied in image compression [25], natural language process-
ing [6, 33, 32], model-checking of probabilistic systems [42, 30], automatic analysis
of complexity of programs [9], study of discrete event systems [18], and in the
proofs of results in tropical algebra [10] and automata theory [21, 39, 40].
One of the first natural question which arises when dealing with computa-
tional models is the equivalence problem: in our case, this would ask whether
two distinct weighted automata map words to the same values? Since proba-
bilistic and max-plus automata compute functions from words to real values,
another natural problem is to wonder whether the function computed by a given
probabilistic (resp. max-plus) automaton is point-wise smaller than the function
computed by another probabilistic (resp. max-plus) automaton. This is called
the containment problem. These problems are highly dependant on the semir-
ing under consideration and have originally been tackled using very different
techniques for probabilistic and max-plus automata. We will however present
one technique that can be used in both cases to show the undecidability of the
containment problem for both max-plus and probabilistic automata which are
linearly ambiguous.
Another mainstream topic that have been intensively studied is the one of
determinisation. Weighted automata are not determinisable in general: there ex-
ist for example max-plus automata that do not have an equivalent deterministic
one. This question is of particular interest for max-plus automata and is linked
to the minimisation of cost register automata [13, 11]. Deciding whether a given
max-plus automaton is determinisable is still open. This topic is out of the scope
of this paper but the interested reader is referred to [27, 26, 17].
In the rest of this paper, we will explain a way to prove undecidability of
the containment problem for probabilistic and max-plus automata and discuss
restricted classes as well as approximations to obtain more positive results and
decidability in some cases.
2 Weighted automata
In this section, we start by recalling basic notions used to define weighted au-
tomata. The paper should be self-contained but the reader is referred to [36] for
a full exposition on the topic.
2.1 Preliminaries
Semiring. Given a set M , a binary operation · on M and an element 1 of
M (called neutral element), (M, ·, 1) is called a monoid if · is associative and
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1 · x = x · 1 = x for all x ∈ M . The monoid is said to be commutative if
x · y = y · x for all x, y ∈M .
A semiring (S,⊕,⊗, 0, 1) is a set S equipped with two binary operations such
that (S,⊕, 0) is a commutative monoid, (S,⊗, 1) is a monoid, 0⊗ x = x⊗ 0 = 0
and x ⊗ (y ⊕ z) = (x ⊗ y) ⊕ (x ⊗ z) and (y ⊕ z) ⊗ x = (y ⊗ x) ⊕ (z ⊗ x) for all
x, y, z ∈ S. In the rest of the paper, we will simply use S to denote the semiring
(S,⊕,⊗, 0, 1). For x in S, we will use the standard notation xk to denote the
product x⊗ · · · ⊗ x︸ ︷︷ ︸
k times
.
Matrices. Given a semiring S, we consider the set of matrices with coefficients
in S. Given a matrix M , M [i][j] denotes the coefficient at row i and column
j of the matrix. For two matrices M and M ′, one defines the product M ·M ′
provided the number of columns of M is equal to the number of rows of M ′
(denoted by N) by:
(M ·M ′)[i][j] =
⊕
k=1,...,N
(M [i][k]⊗M ′[k][j])
Given a positive integer N , the set of square matrices of dimension N × N
with coefficients in S is denoted by MN (S) or simply MN when S is clear
from context. The set MN equipped with the binary operation · is a monoid
with neutral element the identity matrix (the matrix with 1 on the diagonal
coefficients and 0 everywhere else).
Words. In the rest of the paper, Σ denotes a finite alphabet, Σ∗ the set of words
on this alphabet, and ε the empty word. For a word w, |w| denotes the length
of w.
Notation. Given a finite set Q, |Q| denotes the number of elements in Q.
2.2 Graphical definition
We give now a first definition of weighted automata.
Definition 1. A weighted automaton over a semiring S and alphabet Σ is a
tuple (Q,QI , QF , T ) where:
– Q is a finite set of states,
– QI ⊆ Q is the set of initial states,
– QF ⊆ Q is the set of final states,
– T is the transition function Q×Σ ×Q→ S.
Given p, q ∈ Q and a ∈ Σ, whenever T (p, a, q) 6= 0, we say that (p, a, q) is a
transition, T (p, a, q) is its weight and we write:
p
a:T (p,a,q)−−−−−−→ q
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A run on a word w = w1w2 . . . wn where for all i = 1, . . . , n, wi ∈ Σ is a
sequence of compatible transitions:
q0
w1:m1−−−−→ q1 w2:m2−−−−→ q2 w3:m3−−−−→ · · · wn:mn−−−−→ qn
The weight of a run is the product of the weights of the transitions in the run
i.e.
⊗n
i=1mi. A run is said to be accepting if q0 ∈ QI and qn ∈ QF . The weight
of a word in the automaton is the sum ⊕ of the weights of the accepting runs on
w, and 0 if there is no such run. By convention, the weight of the empty word is
1 if there exist a state which is both initial and final and 0 otherwise.
Definition 2. The semantics of a weighted automaton A over the semiring S
and alphabet Σ is the function which maps every word of Σ∗ to its weight in S.
It is denoted by [[A]].
Variants. There exist several alternative definitions for weighted automata. A
classic one allows also initial and final weights: each state q is associated with
two elements iq and fq from S (possibly 0). The weight of a run:
q0
w1:m1−−−−→ q1 w2:m2−−−−→ q2 w3:m3−−−−→ · · · wn:mn−−−−→ qn
is then the product iq0 ⊗m1 ⊗ · · · ⊗mn ⊗ fqn and the weight of a word w the
sum of the weights of the runs on w.
Adding initial and final weights does not increase the expressive power of
weighted automata: the set of semantics is the same. The problems we are con-
sidering in this paper are also not affected by this: equivalence or containment
will be decidable for both variants or for none.
However, these considerations will have to be taken into account when dealing
with determinisation issues, but this is not in the scope of this paper.
Example 1. Figure 1 shows a weighted automaton on a semiring S and alphabet
{a, b, t}. It has two initial states q1 and q2 and two final states q3 and q4. Let
w be the word ai0bj0tai1bj1t · · · taikbjk for some non negative integers i0, j0, . . .
There are k accepting runs on w: each accepting run corresponds to read one
of the occurrences of t from q2 to q3 and has weight m
i` ⊗ ni`+1 for some ` ∈
{0, . . . , k − 1}. The weight of w is then:⊕
`∈{0,...,k−1}
mi` ⊗ ni`+1
Ambiguity. The notion of ambiguity that applies for finite non deterministic
automata applies here too: A weighted automaton is said to be unambiguous is
there is at most one accepting run on every word, and finitely ambiguous if there
is an integer L such that for all words w, there are at most L accepting runs
labelled by w. Finally, a run is polynomially ambiguous if there is a polynomial
P such that for all words w, there are at most P (|w|) accepting runs labelled by
w, and linearly ambiguous whenever this polynomial is of degree 1.
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q1 q2 q3 q4
a, b, t : 1
t : 1
a : m
b : 1
t : 1
a : n
b, t : 1
a, b, t : 1
Fig. 1. Weighted automaton
2.3 Matrix representation
An equivalent way to see weighted automata is by using a matrix representation.
Definition 3 (equivalent definition). A weighted automaton over a semiring
S and alphabet Σ is a tuple (N, I, F, µ) where N is an integer and:
– I is a set of matrices with 1 row and N columns, and coefficients in {0, 1},
– F is a set of matrices with N rows and 1 column, and coefficients in {0, 1},
– µ is a map Σ →MN (S).
The semantics of a weighted automaton is a function mapping each word
w = w1w2 · · ·wn, where for all i, wi ∈ Σ to:
I · µ(w1) · µ(w2) · · ·µ(wn) · F
Note that the later is an element of S. There are easy translations to go from
the graphical definitions to the matrix one and conversely:
– starting from (Q,QI , QF , T ), set N = |Q|, and denote by q1, q2, . . . , qN the
states in Q. Set I with 1 row and N columns, defined by I[1][j] = 1 if qj ∈ QI
and 0 otherwise. Similarly, set F with N rows and 1 column, defined by
F [j][1] = 1 if qj ∈ QF and 0 otherwise. Finally, set µ such that for all a ∈ Σ,
µ(a)[i][j] = T (qi, a, qj). It is easy to check that the semantics of the two
weighted automata are the same. In particular, for any word w, µ(w)[i][j] is
the sum of the weights of the runs labelled by w going from qi to qj .
– Similarly, starting from (N, I, F, µ), set Q = {q1, q2, . . . , qN}, QI = {qj |
I[1][j] = 1}, QF = {qj | F [j][1] = 1} and T (qi, a, qj) = µ(a)[i][j] for all
a ∈ Σ, i, j ∈ {1, . . . , N}.
Example 2. The weighted automaton from Figure 1 is represented by the fol-
lowing set of matrices:
µ(a) =

1 0 0 0
0 m 0 0
0 0 n 0
0 0 0 1
 µ(b) =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 0 1
 µ(t) =

1 1 0 0
0 0 1 0
0 0 0 1
0 0 0 1

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I =
(
1 1 0 0
)
F =

0
0
1
1

2.4 Classic examples
In the rest of the paper, we will consider two classic examples of weighted au-
tomata: max-plus automata and probabilistic automata.
Non deterministic finite automata (or Boolean automata). Non deterministic
finite automata can be seen as weighted automata over the Boolean semiring.
They can also be seen as weighted automata in any semiring as follows: for a
given Boolean automaton B, and a semiring S, construct the weighted automaton
A by giving weight 1 to transitions in B (and 0 to non-existing transitions). It is
easy to see that for every word w, w is accepted by B if and only if [[A]](w) = 1
([[A]](w) = 0 otherwise).
Max-plus automata. The semiring {R∪{−∞},max,+,−∞, 0} is called the max-
plus semiring. Max-plus automata are weighted automata over the max-plus
semiring. Alternatively, the min-plus semiring is {R∪{+∞},min,+,+∞, 0} and
min-plus automata are weighted automata over this semiring. Given a max-plus
automaton A, it is easy to construct a min-plus automaton B by changing all
the weights to their opposite to obtain [[A]] = −[[B]]. Most of the results later on
given for max-plus automata can thus be easily translated for min-plus automata.
However, when restricting the domain of the semiring to N, the translation does
not work anymore and for the results which are only valid in N, one has to be
more careful when translating from max-plus to min-plus and vice-versa.
Probabilistic automata. Probabilistic automata are weighted automata over the
semiring {R,+,×, 0, 1} with the extra restriction that all the weights on transi-
tions are in [0, 1] and for a given state q and a given letter a of Σ, the weights
of the transitions exiting q labelled by a have to sum to 1.
Example 3. Let us consider the weighted automaton given in Figure 1 and the
word w defined in Example 1. For S taken as the max-plus semiring, the weight
of w would be:
max
`∈{0,...,k−1}
(i`m+ i`+1n)
For S taken as the semiring {R,+,×, 0, 1}, the weight of w would be:∑
`∈{0,...,k−1}
mi`ni`+1
The later is not a probabilistic automaton, as for example there are two transi-
tions labelled by t each of weight 1 exiting q1.
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3 Decision problems
Many decision problems arise naturally when considering weighted automata.
We will consider two of them (and their variants): the equivalence and the con-
tainment problems. Generally speaking, the decidability of these problems highly
depends on the semiring under consideration, and there is no general results that
would work for the whole class of weighted automata. However, we will see that
some techniques can be used both for max-plus and for probabilistic automata.
3.1 The equivalence and containment problems
The equivalence and containment problems are stated as follows:
Equivalence problem: Given two weighted automata A and B
over an alphabet Σ and a semiring S, is it true that [[A]] = [[B]]?
This problem has been known to be decidable for Boolean automata since
the 50’s and for probabilistic automata since the 70’s. Surprisingly at the time,
it was proved to be undecidable for max-plus automata, in the 90’s.
Containment problem: Given two weighted automata A and B
over an alphabet Σ and a semiring S whose domain is equipped
with an order ≤, is it true that for all w ∈ Σ∗, [[A]](w) ≤ [[B]](w)?
This problem is the counterpart of the containment problem for Boolean
automata: given two non deterministic finite automata A and B, is it true that
the regular language accepted by A is a subset of the regular language accepted
by B.
Several other problems of the same kind have been investigated: the bound-
edness problem for min-plus automata, the isolation, emptiness and value 1
problems for probabilistic automata. They will be discussed later on.
3.2 Undecidability of the containment problem
The containment problem is undecidable both for max-plus and for probabilistic
automata and we will explain here one common idea used in specific proofs of
this result in both cases.
Probabilistic automata. The more specific emptiness problem:
Given a probabilistic automaton A and a constant c, is it true that
for all w ∈ Σ, [[A]](w) < c?
was proved to be undecidable by Paz in 1971 [34]. Other similar problems were
also proved to be undecidable like the c-threshold problem [5]:
Given a probabilistic automaton A and a constant c, does there
exist ε > 0 such that for all words w, |[[A]](w)− c| ≥ ε?
and the value 1 problem [19]:
Given a probabilistic automaton A and a constant c, for all ε > 0,
does there exist a word w such that [[A]](w) ≥ 1− ε?
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Max-plus automata. Regarding max-plus automata, the undecidability of the
containment problem was first proved in a seminal paper by Krob [28], by re-
duction from Hilbert’s tenth problem: given a diophantine equation, is there a
solution with only integral values?
More recently, a new proof has been given by reduction from the halting
problem of two-counter machines [1].
More specifically, the two following problems are already undecidable:
– Given a max-plus automaton A with weights in Z, is it true that for all
words w, [[A]](w) ≥ 0?
– Given a max-plus automaton A with weights in N, is it true that for all
words w, [[A]](w) ≥ |w|?
Restricted classes. Given the negative results stated above, restricted classes
of weighted automata have been studied to get decidability. For probabilistic
automata one can cite hierarchical [7] and leaktight [16] automata, and both
for probabilistic and max-plus automata, classes of automata with restricted
ambiguity (see Section 3.4).
However, even for the classes of linearly ambiguous max-plus automata and
linearly ambiguous probabilistic automata the containment problem remains un-
decidable (it is proved in [12] for probabilistic automata, previous proofs were
not attaining linear ambiguity - for max-plus automata, this could have already
been deduced from the original proof of Krob). In both cases, one can use the
reduction from the halting problem of a two counter machine.
Reduction from the halting problem of two counter machines. Two counter ma-
chines or Minsky machines have many equivalent definitions. We consider here
the following one: A two counter machine is a deterministic finite state machine
with two non-negative counters which can be incremented, decremented and
checked to be equal to 0. Transitions are of the form (p, updatec, q) where p and
q are states of the machine, i ∈ {1, 2} and updatec can be equal to:
– incc, meaning that the value of the counter c is incremented,
– decc meaning that the value of the counter c is decremented and that the
transition can only be taken if the value of the counter c is not 0,
– checkc meaning that the transition can only be taken if the value of the
counter c is 0.
Determinism is guaranteed if for every state p, every two distinct transitions
exiting from p are labelled by decc and checkc respectively for c = 1 or c = 2.
A run of the machine starts from an initial state, follows the unique transitions
that can be taken and halts when a final state is reached. If the unique run halts,
the machine is said to halt.
The halting problem, i.e. given a two-counter machine, does the unique run
halts? is undecidable [31].
Given a two counter machine M, let ΣM be the alphabet containing letters
a, b and one letter for each transition of the two-counter machine. The idea
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is to encode the value of the first counter into the size of blocks of consecu-
tive occurrences of the letter a and the value of the second counter into the
size of blocks of consecutive occurrences of the letter b. More precisely, we say
that a word on ΣM encodes a halting run of the machine if it is of the form
ai0bj0t1a
i1bj1t2 · · · tkaikbjk where:
1. t1, t2, . . . , tk are transitions of the machine, such that the sequence forms a
valid run with compatible states,
2. i0 = 0, j0 = 0, t1 starts in the initial state,
3. tk ends in a final state,
4. for all t`, if t` = (p, updatec, q), then (i`−1, i`) and (j`−1, j`) have to be
compatible with updatec. For example, if updatec = inc1, then we should
have i` = i`−1 + 1 and j`−1 = j`. If updatec = dec2 then we should have
i` = i`−1, j`−1 6= 0 and j` = j`−1 − 1. And similarly for the other cases.
Clearly, a two-counter machine halts if and only if there exist a halting word
on ΣM. In the case of max-plus automata and probabilistic automata, one can
prove that:
Theorem 1 ([1]). Given a two-counter machine, one can construct a linearly
ambiguous max-plus automaton A such that a word w ∈ ΣM encodes a halting
run if and only if [[A]](w) < 0.
Theorem 2 ([12]). Given a two-counter machine, one can construct a linearly
ambiguous probabilistic automaton A such that a word w ∈ ΣM encodes a halting
run if and only if [[A]](w) > 12 .
This later theorem is also true for all the variants: ≥, <, ≤.
To prove the first result, one needs to construct a max-plus automaton which
will give high value (greater than 0) to any word that does not encode a halting
run. Or, in other words, a high value to any word that does not satisfy at least
one of the conditions 1-4 above. This is done by taking the union of several
max-plus automata, each giving high value to words not fulfilling one of the
conditions. Conditions 1-3 are regular conditions, and such a construction will
be straightforward. Conditions 4 will be dealt with by a similar automaton as
the one given in Figure 1.
For probabilistic automata, the idea is similar. However, the construction of
an automaton giving high value (greater than 12 ) to any word encoding a halting
run, while ensuring the probabilistic condition is much more intricate than in
the max-plus case.
Remark 1. By considering a universal two-counter machine, which encodes ini-
tially any two-counter machine in the value of the first counter, these two results
prove that the containment problem is also undecidable on classes of max-plus
(resp. probabilistic) automata with a bounded number of states.
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3.3 Equivalence
For max-plus automata, it is easy to see that the equivalence problem is as
difficult as the containment problem, and thus undecidable. This is due to the
use of the operation max in the semiring. Indeed, given two automata A and B,
one has that [[A]] ≤ [[B]] if and only if [[B]] = max([[A]], [[B]]). The later function
is the semantics of a max-plus automaton constructible from A and B (just
taking the union). These problems are also undecidable even when restricting
the weights in N.
This is a very different situation for probabilistic automata, as the equivalence
is decidable (this is generally true when the domain of the semiring is a field).
Tzeng gave an algorithm in PTIME to solve this problem [41].
3.4 Decidability: restricting the ambiguity
On the positive side, containment and equivalence are decidable when restricting
sufficiently the ambiguity of the automaton:
Theorem 3 ([24, 43]). The containment and equivalence problems are decid-
able on the class of finitely ambiguous max-plus automata.
For probabilistic automata, the situation is more complex and the decidabil-
ity of the containment problem on the class of finitely ambiguous probabilistic
automata is open. A restricted case is shown to be decidable in [12], and the
proof of this result is mathematically difficult.
Theorem 4 ([12]). If Schanuels conjecture holds then the containment problem
is decidable for the class of finitely ambiguous probabilistic automata, provided
that at least one of the input automata is unambiguous.
4 Approximations
Approximations of the containment and equivalence problems have also been
studied, in the hope to get decidability, in particular considering algorithms
that do not always output the correct result.
4.1 Probabilistic case
Unfortunately, in the probabilistic case, even by allowing quite a lot of flexibility,
undecidability persists. Fijalkow gives in [15] a result which subsumes all the
results of undecidability for the problems mentioned above (emptiness, value 1
and isolation).
Theorem 5 ([15]). There exists no algorithm such that: given a probabilistic
automaton A,
– if supw∈Σ∗ [[A]](w) = 1 then the algorithm outputs “Yes”,
– if supw∈Σ∗ [[A]](w) ≤ 12 , then the algorithm outputs “No”.
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4.2 Approximating max-plus and min-plus automata
For max-plus and min-plus automata, the situation is slightly different and one
can obtain good approximations of their semantics provided the weights are
restricted to be non-negative.
Since we are now considering only non-negative weights, it is unclear whether
the results that are stated below for max-plus automata are also valid for min-
plus automata and vice-versa.
Approximate comparison. The following result shows that an approximation of
the containment problem can be decided for min-plus automata. Given two min-
plus automata with weights in N, one can compare their semantics up to any
small multiplicative error.
Theorem 6 ([8]). There exist an algorithm which, given ε > 0, given two min-
plus automata A and B with weights in N, has the following behaviour:
– if [[A]] ≤ [[B]] then the algorithm outputs “Yes”,
– if there is a word w such that [[A]](w) ≥ (1 + ε)[[B]](w), then the algorithm
outputs “No”.
Note that in the remaining cases, the algorithm can answer “Yes” or “No”.
It is unclear whether a similar result holds for max-plus automata.
Boundedness and asymptotic descriptions. The semantics of a max-plus or min-
plus automaton A with weights in N can be represented as follows (let us suppose
that no word has weight −∞ or +∞ - it would be easy to reduce the problems
to this case).
words of
length `
words of
weight p
[A] inf
[A] sup
We are interested in describing the functions Asup and Ainf defined by:
Asup : N→ N Ainf : N→ N
n 7→ sup
w s.t |w|=n
[[A]](w) n 7→ inf
w s.t |w|=n
[[A]](w)
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The function Asup is easy to described for max-plus automata, and similarly
the function Ainf is easy to describe for min-plus automata. However, the other
way around is much more difficult.
The boundedness problem asks whether Asup is bounded for A a min-plus
automaton. This problem was proved to be decidable by Hashiguchi is 1982 [20,
22, 23].
Theorem 7 ([20]). The boundedness problem is decidable for min-plus au-
tomata with weights in N.
The function Ainf can also be described for max-plus automata, and it was
proved that this function is asymptotically equivalent to nα for some rational α
in [0, 1]. Moreover, all the rationals α in [0, 1] can be attained by some max-plus
automata.
Theorem 8 ([9]). There exist an algorithm which, given a max-plus automaton
A with weights in N, such that no word is mapped to −∞, computes the value
α ∈ {β ∈ Q : β ∈ [0, 1]} such that: Ainf = Θ(nα).
This result was applied in the automatic analysis of complexity of programs.
All the results given in this section were proved using the forest factorisation
theorem and the matrix representation given in Section 2.
5 Conclusion
The containment and equivalence problems have been studied intensively for
probabilistic and max-plus automata. Though many open questions remain.
First, cost register automata gives an alternative model for weighted automata.
Containment and equivalence could be studied on restricted classes of this model.
For probabilistic automata, the (un)decidability of the containment problem over
the class of finitely ambiguous automata is unknown. For max-plus and min-plus
automata, approximations should be generalised and it is unclear if the ones that
are decidable for max-plus automata are also decidable for min-plus automata
and vice-versa. Finally, generally speaking, complexity issues could be investi-
gated.
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