We compare three representative high performance PV materials: halide perovskite MAPbI3, CdTe, and GaAs, in terms of photoluminescence (PL) efficiency, PL lineshape, carrier diffusion, and surface recombination, over multiple orders of photo-excitation density. An analytic model is used to describe the excitation density dependence of PL intensity and extract the internal PL efficiency and multiple pertinent recombination parameters. A PL imaging technique is used to obtain carrier diffusion length without using a PL quencher, thus, free of unintended influence beyond pure diffusion. Our results show that perovskite samples tend to exhibit lower Shockley-Read-Hall (SRH) recombination rate in both bulk and surface, thus higher PL efficiency than the inorganic counterparts, particularly under low excitation density, even with no or preliminary surface passivation. PL lineshape and diffusion analysis indicate that there is considerable structural disordering in the perovskite materials, and thus photo-generated carriers are not in global thermal equilibrium, which in turn suppresses the nonradiative recombination. This study suggests that relatively low point-defect density, less detrimental surface recombination, and moderate structural disordering contribute to the high PV efficiency in the perovskite. This comparative photovoltaics study provides more insights into the fundamental material science and the search for optimal device designs by learning from different technologies. 
Introduction
The lead based organic-inorganic hybrid perovskite, such as MAPbI3, has exhibited the fastest improvement in solar cell efficiency among all the known materials, since Kojima et al. first attempted to use it in photovoltaic application in 2009 [1] . It is one of the few materials that have been shown capable of achieving greater than 20% single-junction efficiency: GaAs (29.1%), Si (26.7%), InP (24.2%), CIGS (22.9%), CdTe (21.0%/22.1%), and MAPbI3 (20.9%/23.7%) [2] . The material properties of MAPbI3 and related structures have been studied extensively and intensively in recent years [3, 4] , and various mechanisms have been proposed to explain the impressive performance of these materials in PV and other applications, in particular in their polycrystalline forms with which the best performance were typically achieved. The explanations are largely along the line of "defect tolerance", which could mean any of these: (1) defect states being either shallow relative to the band edges or in resonant with the band states [5, 6] , (2) defect densities being low [7, 8] , and (3) defect capture cross-sections being small [9] . Other explanations are based on the intrinsic properties of the material, for instance, low radiative recombination rate, implying a long diffusion length [10, 11] , high absorption [12] , band-like charge transport [13] , high external photoluminescence (PL) efficiency [14] [15] [16] [17] . Ultimately, any of these intrinsic attributions requires the defects being ineffective. We note that these considerations view the hybrid as an ordered structure, which neglects the potential impact of the disordering nature of the structure, associated with the random orientations of the organic molecules. It has been shown through electronic structure simulation that variations in the molecular orientation could lead to a large fluctuation in bandgap, from an order of 0.1 eV [18] up to 2 eV [19] , simulated using small supercells. We note that the impact of the structural disordering depends on not only how it is simulated but also the material parameter of interest and method of probe [20] . The disordering-assisted "defect tolerance"
is not at all unique in the perovskite. It is well known that despite high dislocation densities in the order of low 10 8 cm -2 in epitaxially grown InxGa1-xN quantum well (QW) light emitting devices (LEDs), high external quantum efficiencies in electroluminescence (e.g., > 75% [21] ) are readily achievable at low injection level (typically < 5 A/cm 2 ) [22] . The primary mechanism is actually the unintended structural fluctuation in the QWs that suppresses the carrier diffusion, leading to a reduced diffusion length in the order of 200 nm [23] , and thus weakens non-radiative recombination loss [24] . A similar effect also exhibits in intentionally induced lateral carrier confinement in GaAs QWs [25] . This work will examine the disordering effects in the hybrid perovskites.
The hybrid perovskites were often compared against the organic semiconducting materials.
Since all the other high-performance PV materials are inorganic, it would be more meaningful to compare the perovskites with those inorganic materials, which can better reveal advantages and disadvantages of the two groups, and help to improve both. After all, besides the similarity in the achieved record efficiencies, being a crystalline material, the hybrid perovskite resembles more a typical inorganic semiconductor than an organic material. Despite the existence of the large amount of literature on the perovskites, a detailed comparative study of the perovskite and conventional semiconductors under the same conditions is rare, besides cosmetic comparison of metrics. Therefore, the primary goal of this work is to offer an objective and direct comparison under the same conditions between the hybrid perovskites and two representative inorganic materials of the above-mentioned set, namely, GaAs and CdTe, in terms of a few key material properties, such as PL efficiency, PL lineshape, carrier diffusion length, and surface passivation.
PL efficiency, in particular under low excitation density close to the solar illumination, has been shown to have a positive correlation with PV efficiency [26, 27] . Internal PL quantum efficiency of 93% (external 42%) under one Sun has recently been reported for TOPO treated MAPbI3 [17] , approaching that of the best GaAs (internal PL quantum efficiency of 99.7%) [28] .
However, even for a material like GaAs that has been studied for decades, PL efficiency can vary greatly between samples with subtle variations in their growth conditions. It is of great interest to compare perovskite samples prepared by different methods and conditions with GaAs and CdTe samples prepared under close to optimal growth conditions. Furthermore, it is important to compare the impact of the surface recombination to PL efficiency between the perovskite and inorganic materials. It is well-known that appropriate surface passivation is critical for achieving high device efficiency for the inorganic materials [29, 30] . In the perovskites, surface recombination has been shown to be significant in both carrier lifetime [31] and PL efficiency [17] .
Nevertheless, the fact that high PL and device efficiencies have been achieved for the perovskites with relatively small effort seems to suggest the surface recombination in the perovskites are possibly less detrimental or easier to be passivated.
It is a common belief that long carrier diffusion length is important for superior PV performance for the perovskites or desirable in general. Although carrier diffusion lengths over 10
m [32] even exceeding 3 mm [33] were reported for single crystalline MAPbI3, the reported values for the polycrystalline samples were much shorter: 100 nm from time-resolved PLquenching measurements [34, 35] . These values are indeed much longer than most organic semiconductors (typically 10 nm) [10] , but much shorter than most inorganic materials with decent quality. For instance, the carrier diffusion lengths in GaAs epilayers with proper surface passivation were readily found to be  5 m [36, 37] , and could even be > 50 m in lightly doped samples [38] . While the carrier diffusion length in a single crystalline perovskite is important as a fundamental property of the material, here we are more interested in knowing the diffusion length in a poly-crystalline perovskite sample, because the high efficiency solar cells were typically realized with the latter type and the technology is more likely to be scalable. In the literature, the carrier diffusion length was often obtained with a "quencher" of one type or another, such as a surface recombination layer or an electrode. It has been shown that the presence of a "quencher" in a semiconductor, for instance an extended defect, can alter the carrier diffusion that is supposed to be purely induced by the concentration gradient without any bias or additional driving force [37, 39] . Another significant difference between the perovskite and a conventional semiconductor like GaAs may be that the PL lineshape of the perovskite at room temperature is rather different from the latter, suggesting subtle difference in carrier thermalization within the band states [40] . A more careful comparison should be made between these materials to reveal the actual significance of the diffusion length in device performance and the implication of the differences in their spectroscopy features.
In this work, we make side-by-side comparison of PL efficiencies, over a wide range of excitation density (from around 0.01 Sun to over 4,000 Sun), for poly-and single crystalline Furthermore, thermal distributions of photo-generated carriers are compared between the three materials. We find that the polycrystalline perovskite can readily achieve a higher PL efficiency at the low excitation density (1 Sun or below) than CdTe and GaAs, despite that the latter two typically exhibit much larger diffusion lengths. The comparison in PL efficiency, diffusion, and PL lineshape between the three materials indicates existence of significant structural disordering and band structure distortion in the perovskite. The disordering plays an important role in suppressing nonradiative recombination, which, together with the low defect density, contributes to the high performance of perovskite solar cells.
Materials and Methods
MAPbI3 samples from three different sources are used in this study: (1) Polycrystalline thin films of University of North Carolina at Chapel Hill group [41] : one consists of ~200 nm size grains under SEM but with smooth surface morphology under optical microscope (referred to as "UNC"), and another consists of ~250 nm size grains under SEM and 50 m domains under optical microscope, both being about 500 nm in thickness. The second sample has an oxysalt protection layer on top for the purpose of surface passivation and protection ("UNC-passivated") [42] . (2) A polycrystalline thin film of Los Alamos National Lab group [43] , about 450 nm thick and 50 m in optical domain size ("LANL"). (3) Macroscopic size (millimeters to centimeters) single crystalline samples of Shaanxi Normal University group ("SNU") [44] . All perovskite samples were received in vacuum or with inert gas packed, and stored in a vacuum desiccator to slow the degradation process induced by humidity. For up to a few months, no observable change in PL intensity and peak position were found, which reflects significant improvement in material stability compared to the polycrystalline samples that were used in our previous studies [40] . by the ASU group ("GaAs-DH-B2206") [48] . The other is a Ga0.51In0.49P/GaAs/Ga0.51In0.49P DH with 0.5 μm GaAs, 0.1 μm Ga0.51In0.49P lower barrier and 5 nm upper barrier of the same grown by MOCVD by National Renewable Energy Laboratory (NREL) group ("GaAs-DH-WA540").
Details of the growth method can be found elsewhere [49] .
The measurements were conducted with a Horiba LabRAM HR800 confocal Raman microscope with a 1200 g/mm grating. A 532 nm laser was used as the excitation source. Data were taken using a 4× (NA = 0.1) or 10× (NA = 0.25) microscope lens. The excitation density is estimated as D = P/A, where A is the area determined by the full width at half maximum of the measured laser profile. The spot sizes are 15.5 and 6.0 μm, respectively, for the 4× and 10× lens.
The low NA lens was used to reduce the impact of carrier diffusion on the internal quantum efficiency (IQE), because the diffusion effect is equivalent to nonradiative recombination for the radiative recombination at the excitation site under the confocal mode [50] . This effect is only significant when the diffusion length is significantly larger than the laser spot size. Since the carrier diffusion length depends on the excitation density [39] , the excitation spot size could potentially affect the excitation density dependence of PL. The comparison between the 4× and 10× lens confirms that with the use of the 4× lens the diffusion effect is minimal even for GaAs samples that tend to have much longer diffusion lengths than the perovskite samples (See Figure S1 for the comparison). The laser power was measured at the exit of the microscope lens. The laser power (∼16 mW of full power) was attenuated either using built-in attenuators D1-D4, approximately giving 1-4 order attenuation, or by reducing the operation current of the laser. The power density varies from below 0.01 W/cm 2 to around 10 5 W/cm 2 . All measurements were performed at room temperature in ambient condition. For the perovskite sample, it has been widely reported in the literature [40, [51] [52] [53] that PL intensity exhibits various forms of slow time dependence, i.e., PL intensity increases gradually over a time scale up to a few hundred seconds, particularly at low excitation density. We have observed the similar effect in all perovskite samples measured.
However, it typically reached a steady intensity after certain time, depending on the power density and sample (See Figure S2 for a few typical examples). The data reported here are the stabilized intensities. For each PL spectrum or intensity shown in the main text, it is averaged over at least 8 different locations on the sample surface.
To obtain the actual laser power absorbed by the sample, surface reflection loss has been corrected by using a white light source and a UV enhanced aluminum mirror of known reflectance.
The calibration was performed with a 100× (NA = 0.9) lens to collect the light of both specular and most diffuse reflection [54] . Reflectivity (R) of MAPbI3, CdTe and GaAs were determined to be 0.22, 0.247 and 0.37, respectively at the excitation wavelength 532 nm, which match well with the calculated values from their refractive indexes in literatures [55] [56] [57] . All power densities mentioned are corrected values by multiplying a factor (1-R) to the laser power. 
Results and Discussion

FIG.1. Excitation density dependences of three
Surface effects
Firstly, we examine the influence of the surface passivation/barrier layer on the set of CdTe samples: CdTe-DH-A1561, CdTe-Top, CdTe-Bottom. The 10× lens was used for these measurements. The passivation/barrier layer serves two purposes: to passivate the surface defect states and confine the photo-generated carriers inside the active layer. Figure 1 (a) presents several PL spectra for the CdTe samples at different excitation densities. Their PL intensities differ greatly.
CdTe-DH-A1561 exhibits the highest PL intensity among all the three samples, whereas the "CdTe Top" is in between, indicating that the passivation/barrier layers are crucial and effective. For instance, at 76 W/cm 2 , PL intensity of "CdTe Bottom" is ~1/700 and ~1/15,000 of the CdTe-Top and CdTe-DH-A1561, respectively. The results also indicate that relatively speaking, the top surface passivation is more important than the bottom surface. Clearly, the PL signal of "CdTe Bottom" is always the weakest among the three under the same excitation density. It is interesting to note that when the power density is reduced to ~0.4 W/cm 2 and below, the PL intensities of the DH and top-barrier-only samples show very little difference, which suggests that at the low excitation density, the bulk Shockley-Read-Hall (SRH) dominate.
However, with increasing laser density, the contrast between CdTe-DH-A1561 and CdTe-Top becomes apparent. At the excitation wavelength of 532 nm, CdTe absorption length is about 110 nm. Qualitatively, the change could be explained as that increasing excitation density leads to partial saturation of the SRH recombination loss and an increase in carrier diffusion length [39] , thus, interface recombination loss at the back InSb/CdTe interface or carrier transfer into the InSb substrate becomes more significant for CdTe-Top. The comparison between the three samples suggests that the front surface recombination alone led to over three orders in magnitude reduction in PL efficiency.
In contrast, the surface recombination appears to be much less detrimental in the perovskite samples. At the 1 Sun level, the difference between the control and TOPO capped sample was found to be about a factor of 25 difference [17] . Between all our perovskite samples, with or without top surface treatment, the maximum PL intensity difference varies from around a factor of 60 at ~0.1 Sun to around 4 at ~250 Sun (to be discussed in detail later). We note that in general the surface recombination effect is relatively more important in the high illumination regime than in the low illumination where SRH is more dominant. The relatively small sample variation under high excitation suggests that surface recombination, although does exist, is less effective in the perovskite. In fact, as will be discussed next, the IQE could be as high as 80% at 50 Sun even for a non-passivated perovskite thin film, and close to 100% for a surface passivated sample. by MBE and GaAs-DH-WA540 by MOCVD. The former has a considerably higher efficiency at the low excitation region but lower at the high excitation region. The peak positions are around 1.424 eV, again very close to the excitonic bandgap at 1.425 eV [59] , and the FWHM is around 30 -35 meV. Both CdTe and GaAs PL lineshape exhibit major broadening toward the higher energy side due to thermal distribution of carriers, as expected in a conventional semiconductor [60] . Note that at room temperature despite the GaAs exciton binding energy (Ex) is merely 4.2 meV << kT, excitonic absorption is visible albeit being weak, as shown by the absorption spectrum included in Figure 2 (b) [59] . For CdTe, despite a larger Ex around 10 meV, room temperature excitonic absorption is not observable because of stronger exciton-LO phonon coupling [61] .
PL lineshape comparison
However, there is still a significant amount of excitonic contribution in room-temperature PL in
CdTe [58] . Also note that the excitonic bandgaps determined by different techniques are consistent with each other typically within a few meV for a high purity conventional semiconductor. For instance, for the same piece of the GaAs sample that yielded the excitonic absorption peak at 1.425 eV shown in Figure 2 (b), modulation spectroscopy resulted in a bandgap of 1.422 eV [59] ; for single crystalline CdTe, modulation spectroscopy resulted a bandgap of 1.513 eV [62] , also very close to the excitonic bandgap determined by PL [58] . Another important indication of the PL emission being intrinsic in nature is that its peak position and lineshape do not show significant variations with excitation density except for the intensity, which is the case for CdTe and GaAs samples studied in this work.
In contrast, the PL and absorption spectra of the perovskite samples are rather different from those of the conventional semiconductors in key aspects such as:
(1) The PL peak position varies substantially from sample to sample [40] , and is often significantly below the excitonic bandgap, estimated at 1.634 eV (by extrapolating from the lower temperature data) [63] . Small exciton binding energy, around 12 meV [63] , is often cited as reason for not being able to observe excitonic absorption peak at room temperature in MAPbI3, as shown in virtually all absorption spectra reported in the literature for the material and the one included in Figure 2 (d) from one of our samples (UNC-passivated). However, the comparison to GaAs indicates that the small exciton binding energy does not limit the observation of excitonic absorption, but rather the disordering likely plays an important role, and phonon scattering might also contribute, which is supported by the observation that their PL linewidths are substantially larger than the inorganic counterparts, in the range of 80 -100 meV. As a matter of fact, a small amount of impurities (e.g., 0.5% N) added to GaAs, which leads to structural disordering and electronic perturbation, can already smear or wash out the excitonic absorption peak even at 1.5 K at which the pure GaAs absorption peak is stronger than 40,000 cm -1 [64] . In fact, absorption spectra of thin film MAPbI3 could vary substantially from sample to sample (see Figure S3 for the poly-crystalline thin-film samples studied in this work) by the standard of a well-behaved crystalline semiconductor. PL peak energies of MAPbI3, as shown in Figure 2 (c) and (d), tend to be significantly lower than the estimated excitonic transition energy of 1.634 eV [63] . However, modulation (electroabsorption) or derivative spectroscopy has yielded a bandgap of 1.633 eV [65] or 1.61 eV [66] that is close to the estimated excitonic bandgap, but typically higher than one would get by using Tauc-plot, for instance, 1.598 eV from the absorption curve shown in the middle of the slope of absorption profile is a signature of a disordered semiconductor [64] . The large variation in the reported bandgaps for MAPbI3 could be due to real sample variation but also deficiency in measurement. For the former, the possible strain in the small crystalline domains and/or variation in the degree of MA molecule alignment (similar to the variation in degree of ordering in a semiconductor alloy [67] ) could lead to some degree of bandgap variation. For the latter, using Tauc-plot for determining bandgap on one hand will yield different bandgaps due to different spectral regions used for extrapolation [64, 66] ; and on the other hand, when a thick sample is used, Tauc-plot can lead to a substantially small bandgap due to the tail absorption, which is known to the absorption measurement of a conventional semiconductor, such as GaAs [68] . The tail absorption explains the multiple reports where the PL peak energy was found to be above the "bandgap" when a thick perovskite sample was used [32, 33, 69, 70] . Clearly, Tauc-plot cannot provide a consistent way of determining the bandgap of a semiconductor.
(2) The PL lineshapes appear to be much more symmetric with respect to the peak energy, as noted earlier [40] . The broadening to the lower energy side is typically due to disordering or existence of shallow impurities or defects. An assemble of inhomogeneous but independent regions of slightly different bandgaps due to disordering often yields a Gaussian function like PL lineshape.
In contrast, for a conventional semiconductor, ideally the higher energy side should reflect carrier thermalization. The log(IPL) vs. 1/kT plot of the higher energy side is customarily used for estimating the electronic temperature (or lattice temperature at low excitation density) by assuming that the thermal distribution of the carriers follows Boltzmann-
, where E is the emission energy and Eg is band gap [71] . As shown in Figure   2 (e), the slopes for the CdTe and GaAs samples indeed closely match that given by the 300 K slope, whereas in Figure 2 (f) the slopes for the hybrid samples would suggest a lattice temperature below < 300 K, which is impractical. The slope reflects the electron temperature, which is often slightly higher than the lattice temperature due to unintended laser heating. It is known that perovskite has relatively poor thermal conductivity [72] . The abnormality in PL lineshape reminds us the spectroscopy signatures of a semiconductor alloy where disordering leads to the similar effects such as broadening and distortion in PL and absorption lineshape [67] .
PL efficiency comparison
Since PL efficiency for a given type of material can vary greatly with changing growth conditions and surface passivation, it is not straightforward to make meaningful comparison of the PL efficiencies between different materials. By studying perovskite samples from a few groups synthesized with diverse methods [41] [42] [43] [44] , we intend to show that perovskite samples are relatively easier to achieve a high PL efficiency at low excitation density (e.g., 1 Sun), compared to the best quality CdTe and GaAs DH samples that we have identified [47, 49] . The CdTe and GaAs samples used in this study have very low densities of dislocation type extended defects (in the order of 10 3 /cm 2 ) from PL imaging studies [50] . Therefore, their PL efficiencies are mostly dictated by the point defects that act as SRH recombination centers and by surface passivation. To minimize the potential impact of carrier diffusion, all data for PL efficiency comparison were taken with the 4× lens. The highest excitation density used for the perovskite was around 80 W/cm 2 , beyond that significant degradation occurred [40] . For CdTe, PL efficiency droop was observed at around 160 W/cm 2 , possibly due to photo-induced tellurium precipitation [73] . For GaAs, PL efficiency droop may occur after reaching 10 4 W/cm 2 (perhaps due to heating and other high carrier density effects), but permanent structural damage will not happen at least till 10 6 W/cm 2 [39] . Here we compare the PL intensity vs. excitation density for the perovskite, CdTe, and GaAs samples described earlier under identical measurement conditions, as summarized in Figure 3 in a log-log plot. The comparison clearly shows that the differences between the samples are most significant in the low excitation density region. Significantly, the hybrid samples almost consistently exhibit higher PL efficiencies than the inorganic ones. For instance, in the region of near 0.01 W/cm 2 , close to the power density of 0.1 Sun, only one inorganic sample, CdTe-DH-A1671, is able to yield above-noise-level signal practically measurable by the spectroscopy system.
Among the four types of perovskite samples, the polycrystalline film with oxysalt cap (UNCpassivated) shows the strongest PL signal, especially in the low power density region. The difference between two CdTe DH or two GaAs DH are also most apparent in the low excitation density region, reflecting the strong sample dependence of the SRH recombination loss, which is pertinent to the solar cell efficiency under one Sun. It is interesting to note that for GaAs, the MBE sample (B2206) is more efficient than the MOCVD sample (WA540) at the low excitation densities, likely due to less SRH recombination loss, but less efficient at high excitation density, possibly due to less effective surface passivation.
The relative PL intensities reflect the variations in PL external quantum efficiency (EQE).
Ultimately, we are interested in comparing IQE rather than EQE. Referring IQE from EQE might be affected by the variation in light extraction efficiency between different type of samples [28] .
This effect does exist, but contributes only to a small extent, because the variation in refractive index is relatively small: n = 2.6, 2.9, and 3.6, respectively for MAPbI3, CdTe, and GaAs at their emission wavelengths. The estimated extraction efficiencies will be 3.7%, 3.0%, and 1.9%, respectively for the three types of samples (estimated with 1/(4n 2 ), without taking into account the further reduction by the NA value of the lens under confocal mode). Sample thickness may also play a role in EQE. As long as the thickness is much thicker than the absorption length, which is the case here for all the samples, one may assume that all light is absorbed. However, if the sample is too thick, vertical diffusion could lower the EQE, for instance, for the case of a macroscopic size single crystal. Therefore, on the qualitative level, the direct comparison of PL intensity is useful between most samples studied in this work.
Besides the comparison in PL intensity, the slope of the PL intensity vs. excitation density in the double-log plot can provide very useful information about the recombination mechanism [74] .
Under the commonly adopted assumption that EQE is directly proportional to IQE, a linear excitation density dependence of PL intensity implies 100% IQE. This assumption could be invalid when photon-recycling is significant [28] . However, we argue that under the confocal collection mode, the photon-recycling effect is minimal, because it is known that it will take many cycles, thus a long lateral travel distance, before the photon could escape and be recycled [28] . As shown in Figure 3 , it is quite apparent that most samples exhibit nonlinear dependence throughout the whole excitation density range, except for UNC-passivated approaching linearity at the highdensity region, although to different degrees, the slopes of all samples are reduced with increasing excitation density. The results indicate that all samples measured have much lower than 100% IQE in the low excitation density region, even for the best perovskite sample. The nonlinear dependence for MAPbI3 is consistent with multiple previous reports for the same material [17, [75] [76] [77] [78] . Note that the reported over 90% IQE at 1 Sun [17] was obtained by applying the nonlinear IQE vs. EQE relationship [28] to the EQE data. As will be discussed below, the analysis of the functional dependence of the EQE vs. excitation density curve can offer more useful information than the absolute intensity itself, for instance, giving the value of IQE.
In short, from either direct comparison of the PL intensity or examining the excitation density dependence, we conclude that in general the hybrid materials are more immune from the SRH recombination loss or more defect tolerant compared to the inorganic counterparts.
Diffusion length comparison
Conceptually, a straightforward approach to investigate the diffusion of photo-generated carriers is using a tightly focused laser beam to generate carriers locally, then imaging the spatial distribution of the PL signal in the vicinity of the illumination site. This approach can be performed in either a CW [79] or a time-resolved mode [80] . The CW mode can directly yield the carrier diffusion length L, which is often more relevant to the device operation condition, whereas the time-resolved mode yields the diffusivity D that should be complemented by the measurement of the PL decay time  to obtain the diffusion length through L = (D). However, time resolved measurements often involve excitation densities far above the device operation condition, and the determination of the decay time to match with the diffusivity measurement could be ambiguous.
Therefore, we adopt the CW mode and use a chromatically corrected 50× microscope lens with NA = 0.95 that produces a spot size of ~1.0 m. Other details about the measurement set-up can be found in a previous publication [36] . Diffusion length depends on the excitation density [37, 39] and potentially even the kinetic energies of the carriers [36] . Different narrow bandpass filters can be used for probing the carriers of different kinetic energies and systematic discussion of the results of different excitation densities and imaging wavelengths will be presented elsewhere. Here we focus on the comparison of different samples under the same measurement condition. To improve detection sensitivity, a 633 nm long-pass filter is used instead of a bandpass filter to maximize collection of all emitted photons. respectively, all at 119 W/cm 2 . Note that the radial decay of the PL intensity described by K0(/L  ) tends to be faster than the commonly adopted simple exponential decay function exp(-/Lexp), which will result in a shorter apparent diffusion length if the profile is fit to the exponential decay.
The 1/e points yield Lexp = 0.7, 1.1, 2.5, and 3.4 m, respectively, for the same data of Figure 4 
(b).
To examine the potential excitation density dependence, we compare for the perovskite samples between 119 W/cm 2 and 2 W/cm 2 , and find that the variations are relatively small, as shown in
Figure 4(c) and (d).
We can conclude that the diffusion lengths of the polycrystalline perovskite samples are much shorter compared to the inorganic samples, which, however, does not prevent the perovskite samples similar to those studied here to achieve high PV efficiencies around 20%.
For the inorganic samples, despite exhibiting much larger diffusion lengths than the perovskite samples for instance at 119 W/cm 2 , their PL intensities are much weaker. Thus, for the inorganic samples, the diffusion lengths are still limited by the SRH defects even in such a moderately high excitation. In contrast, for the perovskite samples, the diffusion lengths are instead largely limited by the disordering due to both microscopic domain structures [81] and intrinsic molecular random orientations. The difference between the two perovskite samples could be due to surface passivation.
Because the absorber layer thickness in a typical perovskite solar cell is around 0.5 m, a 1-2 m diffusion length is more than adequate for carrier collection along the vertical direction, and longer diffusion lengths would in fact increase the lateral diffusion loss through SRH recombination. In this context, the carrier diffusion lengths for the direct bandgap inorganic materials like CdTe and GaAs are probably longer than what are preferred for the optimal PV performance. If the diffusion length could be moderately reduced but without introducing additional defects, the PV performance of the inorganic materials might even be improved.
The PL imaging method implicitly assumes that photon-recycling does not contribute appreciably to the emission away from the excitation site, which is valid in most realistic situations.
Photon-recycling effect can be significant only in the case of close to unity IQE. Even in that case, it typically takes a few tens of cycles, corresponding to a distance greater than the carrier diffusion length, for a re-emitted photon to escape from the front surface. Our data for the perovskite samples apparently do not yield much emission beyond the excitation site, which indicates both short diffusion length and negligible photon-recycling.
Discussion
To analyze the power dependent PL intensity in Figure 3 more quantitatively, we apply a threelevel model that can adequately capture the physical processes of SRH centers under different generation levels [82] . The model includes two levels representing the band edge states of the conduction and valence band, respectively, and the other mimicking the "defect" states that are below the conduction band and can capture the carriers from the conduction band, then through which recombine with holes in the valence band. We can write two rate equations as:
where n is the conduction band electron density, N the defect state electron density, Nt the total defect state density, f = N/Nt the fraction of the occupied defect states, G the generation rate, which is proportional to laser power density P, Wr the radiative recombination rate, t the defect capture coefficient with ct = tNt the maximum capture rate, et the re-emission rate from the defect states to conduction band, Wt the defect recombination rate. Similar rate equation approaches have been used to analyze the CW PL excitation density dependence [58, 82] , including some on the perovskite [75, 76, 78] . Here we adopt the approach of Ref. [82] that allows us to extract the internal quantum efficiency (IQE) η from the excitation density dependence of CW PL.
Steady state solutions of n and N leads to the following formula for η and f:
where α=Wr(Wt+et)/t and β=NtWt. β represents the maximum recombination rate of the defect states, and α describes coupling and competition between the radiative recombination and nonradiative recombination of the defect states through the capture process. This result implies in a general case a nonlinear relationship between PL efficiency and the excitation density, and it is inappropriate to write the total recombination rate as a sum of the radiative and non-radiative recombination rates, unless f << 1. To describe the relative EQE, EQE = IPL/P, where IPL is PL intensity (in count/s), and P is the excitation power density (in W/cm 2 ), we rewrite Eq. (2) as
where G is replaced by ξP, ξ is a constant, α and β by α =α/ξ and β= β/ξ, and 1/2 by C/2 with C being a scaling constant that depends on the PL collection efficiency. By fitting experimental data of IPL/P vs. P, one can obtain IQE vs. P through IQE = EQE/C. For instance, if IQE = 100% (when  = 0), those terms inside parentheses (…) add to 2. Alternatively, as P is sufficiently large such that the defect states are saturated, (…) also approaches 2. Thus, Eq. (4) can be used to obtain the IQE curve as a function of excitation density, without having to explicitly determine the carrier density or directly measure the EQE then convert it to IQE. In general, α and β can be P dependent through Wr and Wt. If the recombination is bimolecular, we have Wr (Wt)  p = p0 + p for a ptype material. It is impractical to obtain an analytic solution for p, however, it is expected to be P dependent. Therefore, we write Wr = Wr0(1+dP  ) and Wt = Wt0(1+dP  ), where Wr0 = Bp0 with B being radiative recombination coefficient, and p/p0 = dP  with d and  being treated as fitting parameters. Note that in the simplest case of bimolecular recombination without trapping states,  = 0.5. As a result, we can re-write Eq. (4) as:
where u is defined to be α0/β0  Wr0/ct, assuming Wt >> et. Note that when writing Eq. (1), we implicitly assume the material is p-type. However, the results are equally applicable to n-type, simply by replacing n with p, and interpreting the parameters accordingly.
The PL intensity data in Figure 3 are fitted with Eq. (5). After obtaining scaling parameter C, the data of Figure 3 are re-plotted to yield IQE curves for those samples, as shown in Figure 5 together with the fitted curves. The key fitting parameters are summarized in Table 1 . Despite very different excitation density dependences between the samples, the model is able to fit most samples rather well over an excitation density range of about four orders in magnitude, for instance, from below 0.01 Sun to over 250 Sun for the perovskite sample UNC-passivated. In Figure 5 (a), the more efficient CdTe sample, DH-A1671, exhibits efficiency of ~2.9% IQE at 0.1 W/cm 2 and ~50% at 60 W/cm 2 . However, increasing the density further to ~160W/cm 2 (the last data point in Figure 5 (a), the efficiency starts to reduce, likely due to material degradation [73] . In Figure 5 (b),
GaAs-DH-B2206 only has ~1.2% IQE at 0.1 W/cm 2 but reaches ~70% at ~400 W/cm 2 . Different from the inorganic samples, in Figure 5( (5) is small, a large ratio u = α 0 /β0  Wr0/ct is important for having high IQE at low excitation density and fast building up with increasing excitation density.
To be specific, as it can be seen from Table 1 , u value of CdTe-DH-A1671 is one order of magnitude larger than CdTe-DH-A1561, suggesting that the traps are less effective in the former.
However, the difference could be either in the background doping level (in Wr0) or the defect density (in ct). At the same time, u value of GaAs-DH-WA540 is much smaller than that of GaAs-DH-B2206, which results in the lower PL efficiency of the former in the low power density region Thus, we have reached an important conclusion that the inorganic material, even with good surface passivation, tends to have a much higher defect capture rate in the bulk, relative to the radiative emission rate, than the poly-crystalline perovskite sample even without surface passivation. If further assuming the parameter B and t do not vary strongly between these materials, we could claim that the most important differences between them are the effective SRH type defect density, which tends to be much lower in the high quality hybrid perovskites. We suggest that the lower carrier mobility, manifested as the smaller carrier diffusion length, plays an important role in suppressing the defect capture rate in the poly-crystalline perovskite sample, thus, contributes to the high PL, possibly also PV efficiency.
Above analyses were carried out under the assumption that EQE is linearly proportional to IQE, as commonly assumed. However, if the photon recycling effect is significant, a nonlinear relationship is expected [28] . In fact, the IQE curve for the most efficient perovskite sample (UNC-passivated) shown in Figure 5( Figure S4 . This exercise indicates that the UNCpassivated represents the perovskite samples of the highest PL efficiency.
The fact that a high PL efficiency at the low excitation density is relatively easy to achieve explains why with relatively simply device structures and limited optimization effort a perovskite solar cell can regularly reach above 20% efficiencies, whereas a typically lower PL efficiency at the low excitation density explains why with relatively complex device structures and long term optimization effort in material growth and device design it is still not so easy to achieve above 20% efficiency for the inorganic cells.
Conclusions
We present an objective, side-by-side, comparison on the optical properties of three representative high performance PV materials, including hybrid perovskite MAPbI3, CdTe, and GaAs. It is relatively easy for the poly-crystalline perovskite samples to exhibit higher PL efficiency than the inorganic counterparts, in particular under low excitation density, despite the inorganic materials tend to have longer carrier diffusion lengths. Relatively speaking, the perovskites are more immune to the surface recombination than the inorganic materials, and exhibit less effective SRH type nonradiative recombination, which together helps to achieve high PV efficiency. Comparison in PL spectrum, including relative PL peak position to the excitonic transition energy, linewidth, and spectral shape, between the three materials suggests the existence of significant intrinsic (i.e., random orientation of the molecules) and extrinsic (micro-grains) disordering effect in the hybrid perovskite. We point out that moderate disordering is actually beneficial for low non-radiative carrier recombination in achieving high luminescence and solar cell efficiency. This study provides new insights towards comprehensive understanding of halide perovskite materials and improving device performance for both hybrid and inorganic materials.
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Internal quantum efficiency ηIQE can be written as below: Eq. (S1) is the same formula as Eq. (5) in main text for relative external quantum efficiency ηEQE, except for removing the constant C. Now measured relative external efficiency ηEQE can be linked to ηIQE in the following way: 
Eq. (S2) adopts the relationship between IQE and absolute EQE proposed in Ref. [1] , where C is a scaling factor because we do not measure the absolute EQE. nr is the average refractive index at the perovskite PL peak position, α0 is the average band-edge absorption coefficient over the perovskite emission band, d0 is the absorber thickness, L is the loss factor, defined as L = 1 − Reflectivity. Eq. (S2) can be used to fit the experimental data of relative EQE. The absolute EQE can then be calculated by dividing fitting curve of Eq. (S2) and the experimental data with C. Taking the same value of nr = 2.65, and the same α0 value as in Ref. [2] , but adjusted for the thickness difference (in our case d0 = 500 nm), yielding α0d0 = 0.6, and L = 0.796. The fitting results of the IQE and absolute EQE curve are shown in Fig. S4 , which yields a EQE of 60% (normalized) and IQE of 85%, compared to the reported 35% EQE (normalized) and 92% IQE for a TOPO capped sample, under 1 Sun equivalent (60 mW/cm 2 at 532 nm) [2] . In the main text where photo-recycling is not considered, we obtain an IQE of 60% under 1 Sun equivalent.
