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Many practical applications, such as Data Warehousing, Market-basket analysis and 
Information Retrieval, rely on Iceberg queries.  Such queries compute aggregate 
functions over an attribute or a set of attributes to find aggregate values above some 
specified threshold, and return the qualified tuples. They are called Iceberg queries, 
because the result is usually very small (i.e., the tip of an iceberg) compared to the large 
amount of input set (the iceberg). 
 
 Nowadays these queries are computed over the distributed and centralized 
databases. In a distributed system, data is distributed to various services based on theme 
and/or location. It is a collection of sites connected on a common network. This 
distributed model is cheap, efficient, easily maintainable and steers clear of integration 
constraints like legacy constraints. The query processing in this model requires retrieval 
and transmission of data from different sites through the network, which is not only 
expensive, but also causes time delays. On the other hand, for the centralized databases, 
the storage space and time are major constraints.  
 
   In this thesis we intend to provide query optimization frameworks for processing 
Iceberg queries on both models. Our intension is to reduce the transfer cost and storage 
space, time in distributed and centralized systems respectively.  We apply Bloom filters in 
distributed system to save the transfer cost, and coalescing technique in centralized 
system to save the storage space. 
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Multiple Filter Iceberg SemiJoin (MulFIS) is the first algorithm we proposed for 
the distributed system.  Consider an iceberg semijoin query. “Find all products in R 
which are at least sold T items in S”.  R and S are stored in two remote servers R and S. 
MulFIS use multiple Bloom filters. It first use the Bloom filter of R to eliminate the non-
joining tuples during the execution of iceberg query in S (finding the items sold greater 
than or equal to T is called iceberg query), also it can access the internal hash tables 
generated to process the iceberg query; these are used to construct accurate Bloom filters. 
These filters are exchanged between the processing sites enabling the elimination of 
unnecessary tuples at the early stages. MulFIS interleaves the execution of joining and 
iceberg query in the remote servers.  Our results revealed that the network cost of 
distributed iceberg query is reduced by 80% compared to other naive methods. 
 
For the centralized database we proposed an algorithm Bottom-up Computation of Dwarf.  
We compute the data cube in a bottom-up manner by starting from the cuboid with 
“ALL”; to a cuboid on a single dimension; then on a pair of dimensions and so on. The 
algorithm partition the first dimension based on its cardinalities, and for each partition the 
algorithm recursively computes the cuboids of remaining dimensions.  It switches to next 
partition, once it has computed all cuboids for the current partition.  For sparse data cubes 
we expect more number of prefix and suffix redundancies in each partition. The 
algorithm coalesce the storage space of redundant tuples in each partition, in order to 
save the storage space and computation time. The result shows that the algorithm created 










1.1 Background and Problem Definition 
 
 
Distributed database system: In recent years the development and implementation of 
distributed systems have been increased. The major driving force behind this trend is the 
decreasing cost of hardware and increasing cost of large-scale software development 
efforts. Some of the advantages offered by distributed systems are reliability, availability, 
easily maintainable, and cheap. Some of these advantages raised other problems in 
distributed systems.  One of the chief problems is to process the queries efficiently, where 
the data needed to processes the queries are stored at multiple sites.  Retrieving data from 
multiple sites involves transmission of data through networks.  
 
The challenging part in distributed systems is to design an efficient query processing 
techniques to minimize the overall cost including communication cost. The query 
optimization problem can be categorized in to two main approaches: 
1.  Minimize the transfer cost across the network by reducing the data transferred  
     across the network. 
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2. Minimize the response time of the query by using parallel processing. 
 
In this thesis we mainly focus on the first approach. We proposed a set of algorithms to 
evaluate Distributed Iceberg SeimiJoins (ISJ).  
 
Consider an example scenario: Server S stores the transactions of a supermarket’s 
cashiers in a table S (pID, rest), where pID identifies the product and rest is a set of 
attributes containing the details of the transaction (e.g., cashier ID, timestamp, etc).  
Another remote server R contains a set R (pID) of “interesting” products. Formally the 
query is defined as “find all of the products in R sold at least T items in supermarket S”. 
Where T is the user defined threshold value. This query require to join information from 
two non-collaborative remote servers R and S and retrieve only the tuples from R that 
join with relation S with tuples greater than T.  The result is usually very small like a tip 
of an iceberg.  The equivalent SQL statement of ISJ is: 
 
SELECT S.pID, COUNT (S.rest) 
FROM R, S 
WHERE R.pID = S.pID  
GROUP BY S.pID  
HAVING COUNT (S.rest) >= T 
 
Centralized database system: The space and processing time are the major constraints in 
centralized data base. Conventional data cubes compute the complete group-by partitions 
for every combination of the grouping attributes. The inherent difficulty with the cube 
operator is its size, both for computing and storing it. The major draw back of the cube 
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problem is it’s exponential in the number of dimension. A number of algorithms were 
proposed to deal the space problem either by pre computing a subset of the possible 
group-bys or by using online aggregation.  We proposed an algorithm which computing 
iceberg cube by applying the Appriori pruning method, also efficiently save the space by 
using suffix coalescing technique. 
 
1.2 Our Solutions 
 
1.2.1 Distributed Iceberg SemiJoin 
 
 
Since the datasets reside in remote servers, a straight-forward way to evaluate the 
ISJ is to employ two-steps algorithm: (i) Execute iceberg query in server S to find the set 
of tuples SICE which appear at least T times in S. (ii) Transfer SICE to server R and 
evaluate the join R  SICE. We call this method Naïve Iceberg SemiJoin (nIS). 
 
The simplest way to evaluate the iceberg query is to maintain one counter per 
group in the main memory. Using this method, we can compute the answer by reading S 
only once. However, this is inapplicable in practice, since the number of groups is usually 
larger than the available memory. Another approach is to sort S on the product Id (pID) 
attribute by employing external sorting; subsequently, iceberg query can be answered by 
reading the sorted data from the disk. External sorting, however, may require several 
passes over the data if the available memory is limited. Moreover, in some applications 
like Information retrieval [7], Market-basket analysis [6] S is computed on-the-fly from 
other relations and is impractical to be materialized. The implicit drawback of both 
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methods is that they generate all possible groups, although only few of them are expected 
to satisfy the threshold. Fang et.al [9] solved this problem by designing a family of 
algorithms based on sampling and multiple hashing. We call their method Efficient 
Iceberg Computation (EIC). 
  
The drawback of the straight forward method is it prunes only the tuple with the 
threshold values lower than the given threshold. Still there are lot of un-matching tuple 
between R and S, which increase the network transfer cost when we transfer the SICE to R 
to make the final join. 
  
To overcome the drawbacks of the straight forward method, we apply Bloom 
filters. The aim is to prune the un-matching tuple along with lower threshold tuple at 
early stage. Applying Bloom filter is inspired by Bloom join [4, 14, 16], where Bloom 
filter is a substitute to Semi Join [2] in order to reduce the network cost. In other words 
Bloom filter reduce the size of the tables that have to be transferred. 
  
Using Bloom filters we developed an algorithm called “Multiple Filter Iceberg 
semi join” (MulFIS). MulFIS exploits the intermediate steps of EIC in order to minimize 
the cost of Distributed ISJ. Specifically, instead of computing SICE and, R  SICE in two 
independent steps, MulFIS interleaves the execution in the remote servers. Therefore it 
can access the internal hash tables which are generated by EIC; these are used to 
construct accurate Bloom filters [4] with minimal extra cost. The resulting Bloom filters 
are exchanged between the processing sites enabling the elimination of unnecessary tuple 
at the early stages.  
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We developed a prototype and performed extensive experimentation with 
standard industry benchmark. Our method avoid the maximum drawbacks of the straight 
forward method, and the results revealed that MulFIS can reduce the network cost of the 
Distributed ISJ by 80% compared to nIS, while the Disk I/O cost also decreases. MulFIS 
can be efficiently applied in practice. 
 
1.2.2 Centralized Iceberg Cube 
 
To materialize the whole data cube, all cuboids need to pre compute. However, pre 
computing and storing every group-by is not feasible due to the space and time 
constrains, especially for the large data cubes where the space consumed becomes 
excessive. Since the space requirements for large cubes are so high, often cannot compute 
the full cube in realistic. Simply writing the entire output to disk can take an immoderate 
amount of time, and can easily dominate the computing cost of the cube. Moreover for 
high dimensional and cardinalities the cube become sparser.  
 
We proposed an algorithm called Bottom-up computation of Dwarf (BUD). Our algorithm 
works similar to BUC but with prefix and suffix coalescing techniques, with the spirit of 
[15]. BUD builds the cube in bottom-up manner and partitions the data on each 
dimension. The number of partition per dimension d is equal to the number of 
cardinalities on d. BUD iterates through the partitions. If the partition meets the minimum 
support (minimum support = 1 for full cube), the algorithm search for prefix and suffix 
redundancies on each partition before passing as input to the next recursive call. If the 
redundancy found, it coalesce the storage space of the redundant tuple. The coalescing 
happens at two different situations. (1). All tuples in a partition have the same values 
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from dimension dim to d. Where dim is the dimension the Dwarf currently processing, 
and d varies from current dimension to last dimension. (2).If a node has only one cell. It 
means that particular partition has keys with same values. By coalescing the storage 
spaces, it avoids creating new nodes for each redundant tuples, which leads to the savings 
of storage space. After coalescing the total number of nodes to represent the dwarf is 
fewer. Total time is also reduced based on the number of nodes in the dwarf to process. 
 
On each partition we apply Apriori pruning method to compute iceberg cubes. 
Iceberg-cube is a variant of the cube problem. Instead of computing every group-bys, it 
computes all group-by partitions for every combination of the grouping attributes that 
satisfy an aggregate selection condition (user specified), as in the HAVING clause of an 
SQL query. The Iceberg cube query is given below. 
SELECT A,B,C,COUNT(*), SUM(X) 
FROM R 
CUBE BY A,B,C 
HAVING COUNT(*) >= N 
 
The parameter N is called the minimum support of a partition. The iceberg cube with 
minimum support of 1 is exactly the same as the original cube problem. We implemented 
the BUC for comparison. Our result shows BUD efficiently saves the storage space and 
time compared to BUC.  
 
1.3 Thesis Overview 
 
 
 The rest of the thesis is organized as follows: In Chapter 2 we present the related 
work together with essential background; the EIC, BUC, Dwarf methods are described in 
 14
more details, because these are the base for our proposed algorithms. Next, in Chapter 3 
we discuss several variations of our approach to “Distributed Iceberg SemiJoin” and 
explain the MulFIS algorithm. In Chapter 4 we discuss our algorithm “Bottom-up 
computation of Dwarf” to compute dwarf in bottom-up manner. Chapter 5 concludes the 








2.1 Semi join 
There are several distributed join algorithms that apply to distributed databases. 
Most of them focus on the filter step to reduce the network cost, by projecting the join 
key attribute. Their aim is to find all pairs that match between the given datasets. The 
most popular method is semi join [2]. Most of the distributed query processing algorithms 
[2, 19] published so for depend on some variants of the semi join technique to reduce the 
network cost. The common steps to process a distributed query is as follows: (i) First, 
perform all local selection, projection and local join operations. (ii) Communicating 
between two remote sites using a cost-effective semi join program to reduce the size of 
the joining relations took part. The semiJoin program is designed in such a way not only 
to reduce the network cost, but also to reduce the local processing cost. (iii) Finally, all 
the reduced relations are transferred to an assembling site (usually the client site) to 
compose the final result, which is presented to the user finally. 
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Assume that two relations R and S are located at different sites R and S. A 
semiJoin reduces the amount of data transferred between the two sites as follows: (i) At 
site R, it computes a new relation R’ by projecting R on the join attributes of R and S, 
and sorts the result. (ii) R’ is transferred to site S to compute the join of R’ with S, to 
produce the result S’. S’ is often much smaller than the original relation S, while it 
contains all the necessary information to construct full join. (iii) S’ is transferred back to 
site R, where the full join is executed with relation R and the results are presented to the 
user. 
 
There are some important extensions to semiJoin is “two-way” semiJoin (2SJ) 
[20], where S’ is projected onto the join attributes to get a new relation S’’. Now S’’ is 
send back to site R (or final assembling site) instead of S’. S’’ is joined with R to reduce 
its size and thus reduce the cost of later transmitting R.  
 
 Another extension is 2SJ+ [26], where the smaller of S’’ and R’ – S’’ is send 
back to site R to do the final join.  
 
2.2 Bloom Join 
 
Bloom Join [4] is another approach which uses Bloom filters to eliminate non-matching 
tuples. Bloom filters are hash-based filters, also called bitmap vectors which represents 
the contents of a relation in a compact way. When joining two relations R and S, the join 
attribute values of R are hashed to some addresses in the Bloom filter whose 
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corresponding bits are then set to one. A zero bit after hashing would indicate that no join 
attribute value that hashes to that bit participates in the join. 
  
Bloom join works as follows: (i) A k-bit-vector (i.e., Bloom filter) is initialized to zero at 
site R. The relation R is scanned and projected on the joining attribute. Each value of 
projected attribute is hashed in the vector setting the corresponding bit to one. (ii) The 
created vector is sent to site S. At the site S, the relation S is scanned and mapped to the 
vector by using the same hashing function. If the bit hashed to be one, then the tuple may 
participate in the final result. If the bit hashed to be zero, then the tuple is eliminated from 
the join result. Let S’ be the stream of tuples hashed to one. (iii) The S’ is sent to site R. 
Finally the join of relation R and S is evaluated at site R. Thus, as with semi joins, Bloom 
join reduce the size of the relations that have to be transferred, sorted, merged etc. The bit 
vectors used in Bloom join will typically be smaller than the join column values 
transmitted for semi join. Thus Bloom join typically outperforms semi join in terms of 
network cost since the filter is generally smaller than the projection on the join attribute. 
On the other hand Bloom join can be viewed as a loosy implementation of semi join, due 
to the nature of hash collisions present in the Bloom filter. Therefore, the candidate set S’ 










To defeat the hash collision pitfall of Bloom filter Li et.al. [16] proposed a 
technique called PERF Join (An acronym for “Positionally Encoded Record Filters). The 
basic idea of PERF join is, it has a bit in the vector for every joining tuple. It works as 
follows: As in 2SJ, the relation S is reduced by a semi join with R’ to get S’. S’ is 
projected onto the join attributes to get a new relation S’’. Instead of sending S’’ back to 
site R, send a PERF bit-vector that contains one bit for every tuple in R’. The bit is set to 
true for joining tuple, and false for non-joining tuple. PERF is mainly designed to 
minimize the cost of the “backward” phase of 2SJ. 
 
Bloom filters are popular in systems where many set tests must be performed and 
where putting the entire set in a location with fast access times is not feasible. An 
example which employs the use of Bloom filter is a peer-to-peer network in which peers 
exchange summary information about the content available at each peer in the form of 
Bloom filter. Another useful application of Bloom filter is in web cache sharing protocol 
where, Bloom filter is used to reduce the web traffic and alleviate network bottlenecks.  
 
2.3 Iceberg Queries 
2.3.1 Efficient Iceberg Computation (EIC) 
 
In this section we present in details of the EIC [9] method since it is the basis of our 
algorithm. In database iceberg problem means the relation between a huge data and a few 
results is similar to it between an iceberg and the tip of an iceberg. The query have four 
characteristics; (i) Compute aggregate functions (ii) for huge data (iii) of which the 
number of unique data is greater than the number of bucket counters and, (iv) presenting 
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the results whose value is greater than given threshold. A family of algorithms for 
efficiently computing iceberg queries were defined and evaluated by Fang et, al.,[9]. 
These algorithms were designed to compute a set of F potentially heavy targets.  
 
SICE is the answer set for the Iceberg query.  We call the tuples in SICE as heavy 
targets, since they satisfy the threshold T. The aim of EIC is to select a set F of 
potentially heavy targets by eliminating fast many groups which cannot satisfy the 
threshold T. Observe that F does not necessarily contain the correct answer. There are 
two types of errors for the members in F: (i) If SICE - F is non empty then the algorithm 
generates false positives, meaning that F contains tuple which do not satisfy T. (ii) If F- 
SICE is non empty, there are false negatives meaning that some heavy targets are missed.  
 
EIC uses two simple algorithms to compute F which they use as building blocks 
for the more sophisticated algorithms. Each algorithm uses some simple data structure 
such as list, bitmaps and counters for efficient counting. By combining the advantages of 
two simple algorithms in different way, they also proposed three hybrid algorithms: 
 
Sampling: The basic idea of sampling is a set Srnd of random samples is selected from 
relation S. Then we calculate the count of each target in the sample, scaled by |S| / |Srnd|. 
If it satisfies the threshold, the target is added into F. Sampling is very good for 
identifying some of the heaviest targets, even though it was not good for finding all the 
heavy candidates. Although this algorithm is simple and efficient to run, obviously the 
result may contain both false positives and false negatives. But the targets added to F 
have a very high probability of being heavy. 
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Course Count: This technique employ an array A[1..m] of m counters initialized to zero 
and a hash function h which maps the grouping attributes v of a tuple to a cell of A. The 
algorithm works as follows: (i) For each tuple in S with grouping attributes v, the counter 
A[h(v)] is incremented by one. After scanning the entire relation S the algorithm 
generates a bitmap vector BMAP[1..m]. A bit BMAP[i], 1 ≤· i ≤· m is set if A[i] ≥ T. 
Intuitively, BMAP indicates which hash values correspond to potential heavy targets. 
Notice that BMAP is much smaller than A and contain all the information required to the 
next phase. (ii) Candidate Selection: Relation S is scanned, and a target with grouping 
attributes v is added to F if BMAP[h(v)] is one. Observe that F may contain false 
positives but no false negatives. (iii) Count (F): To remove the false positives completely, 
dataset S is scanned once again to explicitly count the frequency of targets in F. The 
targets that occur less than T times (i.e., false positives) are eliminated, while the 
remaining targets are the final answer set SICE. Several hybrid approaches are possible by 
combining sampling and course count. The algorithm first performs sampling. Then, it 
executes K hash scans using a different hash function hi, 1 ≤· i ≤· K each time and keeps 
in memory all resulting bitmap vectors BMAPi. During the (i + 1) hashing scan, 
A[hi+1(v)] is incremented by one for the target v only if BMAPj [hj(v)] = 1, j : 1 ≤· j ≤· i. 
However, the counter is not incremented if v belongs to the heavy targets discovered by 
sampling. Intuitively, this method decreases the number of false positives in F. Notice 
that the Count (F) step is still necessary to eliminate any remaining false positives. 
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 The author proposed three hybrid techniques by combining the sampling and 
counting in different approaches to remove false negatives and false positives. They are, 
(i) DEFER-COUNT Algorithm (ii) MULTI-LEVEL Algorithm, and (iii) MULTI-
STAGE Algorithm. Each technique first samples the data to identify candidates for heavy 
targets; then it uses coarse-counting principles to remove false positives and false 
negatives. These algorithms were optimized. A brief description about the three HYBRID 
techniques is given below. 
 
DEFER-COUNT : The first step is to compute a small sample of the data to select f most 
frequent targets in the sample, and add them to F. Then it executes hashing scan of 
Course Count, but did not increment the counters in A for the targets in F, because these 
targets are likely to be heavy. This leads to fewer heavy buckets, and therefore fewer 
false positives. Finally remove the existing false positives by executing the procedure 
count (F). 
  
The major drawback of DEFER-COUNT algorithm is that it splits up valuable 
main memory between the sample set, and the counting buckets. Another problem is the 
overhead of checking the target existence in f during the hashing scan. 
 
MULTI-LEVEL : Unlike DEFER-COUNT algorithm, MULTI-LEVEL algorithm does 
not explicitly maintain the list of potentially heavy candidates in main memory. Instead 
of splitting the main memory, this algorithm allocates auxiliary buckets in main memory. 
It works as follows. It computes a sampling scan and increment A[h(v)], for hash function 
h. After the sampling scan, if the count of each buckets of A satisfies the threshold vale 
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scaled by |S| / |Srnd|, it marks that particular bucket as potentially heavy, and allocate 
auxiliary bucket for that.  
 
Then it performs a hashing scan by resetting all the counters of array A to zero. 
During the hashing scan, for each target v in the data, it increments A[h(v)] if the bucket 
corresponding to h(v) is not marked as potentially heavy (called primary bucket).  If the 
bucket is marked as potentially heavy, it applies a second hashing function h2(v) and it 
increments the corresponding auxiliary bucket. 
 
The drawback of MULTI-LEVEL algorithm is it split up the given memory 
between primary and secondary buckets and it is difficult to decide how to split the 
memory across the primary and secondary buckets. Also the cost of rehashing into the 
auxiliary buckets could be expensive. 
 
MULTI-STAGE: Instead of allocating auxiliary buckets for each potentially heavy 
bucket MULTI-STAGE algorithm allocates a common pool of auxiliary buckets. Then it 
performs the hashing scan same as MULTI-LEVEL  algorithm, and increment the pool of 
auxiliary buckets by applying second hashing function, if the bucket is market potentially 
heavy. 
 
 The main intuition of the common pool of auxiliary buckets across potentially 
heavy buckets is that several heavy targets when rehashed in to pool could fall into the 
same buckets as other heavy targets. Hence this algorithm has fewer false positives than 
MULTI-LEVEL where the heavy targets are rehashed into their local auxiliary structure. 
 23
This algorithm shares the disadvantage with MULTI-LEVEL in terms of the difficulty of 
splitting the main memory between primary and secondary buckets. 
 
 The HYBRID algorithms explained above may still suffer from many false-
positives, if many light values fall into buckets with (i) one or more heavy targets, or (ii) 
many light targets fall together in one bucket. To overcome these problems, they optimize 
the hybrid techniques by using multiple sets of primary and auxiliary buckets, to reduce 
the number of false positives significantly. Among those optimized hybrid techniques we 
have implemented MULTI-SCAN DEFER-COUNT with shared bitmaps based on their 
performance evaluation. We call this algorithm as Efficient Iceberg Computation (EIC). 
We use EIC to compute iceberg queries in the processes of ISJ. The explanation and 
algorithm of EIC is given below. 
 
EIC apply DEFER-COUNT algorithm with an additional scans during course 
counting hashing scan. After the sampling scan, it executes multiple hashing scans with 
multiple hash functions hi. But the counter array A is incremented as follows. During the 
(i+1) hashing scan for the target v, it increments the array A[hi+1(v)] by one, only if the 
bitmap of previous hashing scan BMAPj[hj(v)] is one, for all j, 1≤ j≤ i. 
 
Therefore these BMAPS have more pruning power than earlier, while using the 
same storage space. Hence the number of false positives after multi scan pruning is 









Algorithm  Efficient Iceberg Computation (EIC) 
 
/*S is a relation hosting iceberg dataset cardinality is N*/ 
/* Input the threshold vale (T) */ 
/* Do sample scan S */      
1. Do a random sample of size s. 
If target v ≥ N/s then F[i] = v 
2. Do course counting using an array A[1..m]. 
Hashing scan S, for each target v A[hi(v)]++; 
3. Compute BMAPj by scanning array A 
if A[hi(v)] ≥ T then BMAPj[i] == 1; 
4. Delete array A 
5. Repeat step 2. but only increment,  
If BMAPj[hi(v)]==1 then A[hi+1(v)]++; 
6. Compute BITMAPj+1.by scanning array A. 
7. Delete array A 
8. Do candidate selection. 
Scan S, for each target v, If BMAPj+1[hi+1(v)]==1 then F[i] = v; 
9. Execute count F to remove false positives. 
Scan S and explicitly count the frequency of targets in F. 
If F[i] ≥ T then F[i] is in iceberg answer set. 
 
Figure 1.  The algorithm for EIC 
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2.4 Top-K Queries 
Several papers discussed the evaluation of Top-K queries in distributed environments. In 
the work of Fagin et. al., [8] for instance, the measure function is evaluated by a 
distributed join involving several sites. Their work was originally motivated by top-k 
selection queries to multimedia databases. TA (the Threshold algorithm), an algorithm 
that is more efficient than FA(Fagin’s Algorithm): unlike FA, TA is instance optimal, 
does not need an unbounded buffer, and considers object grades to decide when to stop 
retrieving new objects. TA stops retrieving new objects when it finds a “threshold” grade 
G such that at least k objects with grade G or higher have  been identified, and  no un-
retrieved object can have a grade greater than G. 
 
This paper is also not relevant to ours in terms of the problem we focus on. This 
paper focuses on the fuzzy logic used for aggregation function. In contrast, our paper 
concentrated on computing aggregates for a combination of the specified attributes. 
 
 Yu et. al., [13] focus on selecting the appropriate sites which contribute to the 
answer from a large set of remote sources. This paper considers the problem of 
processing top-N queries in a distributed environment with possibly un-co-operative local 
database systems. It presents a method for constructing the middleware site where a user 
query is accepted, suitable tuple from appropriate sites are retrieved and the results are 
merged and then presented to the user. The method consists of two steps. The first step 
determines which databases are likely to contain the desired tuple for a given query so 
that the databases can be ranked based on their desirability with respect to the query. The 
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second step determines how the ranked databases should be searched and what tuple from 
the searched database should be returned. 
 
This paper does not propose much interesting techniques on either aggregation or 
iceberg query. Instead, it is designed to find the N tuple that satisfy the query the best but 
not necessarily completely in an efficient manner given a top-N query. Notice, however, 
that the requirements of distributed Top-K queries are very different from the Distributed 
ISJ. 
 
2.5 Data Cubes 
Data cube is a structure that stores multi-dimensional information, having one cell for 
each possible combination of dimensions. The values in each cell of the data cube are 
some measures of interest. The cube is a symbol for multidimensional data storage, 
which allows data to be modeled and viewed in multiple dimensions. Abstractly the cube 
consists of a core or base cuboid, surrounded by a collection of sub-cubes/cuboids that 
represent the aggregation of the base cuboid along one or more dimensions. 
 
In the data cube systems data exist in a high-dimensional space. Multidimensional 
data is gathered by many corporations for decision-support applications, where they 
analyze information such as sales to better understand company operations. Users of 
decision support systems frequently pre compute many aggregates to improve the 
response time of aggregation queries. The users generally see data in the form of data 
cubes. They explore and analyze a collection of data from many different perspectives, 
trying to discover interesting information. Jim Gray [17] et al. proposed the data cube 
operator as a means of simplifying the process of data cube construction. The data cube 
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operator is the n-dimensional generalization of the standard group by operator. It 
computes group bys corresponding to all possible combinations of a list of attributes. 
 
An example of a data cube is as follows. Let the three features are Make, Color, 
and Year, and a single measure attribute Sales of a relation database Sales. The 
measuring attribute is computed with the aggregate function sum. By selecting cells, 
planes, or sub cubes from the base cuboid, user can analyze sales figures at varying 
granularities. For example, the sum of sales over the cube of make, color, and year 
produces the sum of sales for the whole relation.(i.e., no group bys), for each make 
(group by make), for each color, for each year, for each pair: (make, color), (make, year), 
(color, year) and lastly for each (make, color, year) combination.  
 
The major difficulty of the cube problem is, it is exponential in the number of 
dimensions. For a d-dimensional base cube, 2d cuboids need to compute. Each cuboid 
represents a unique view of the data at a given level of granularity. The size of each 
cuboid is depends upon the cardinality of its dimensions. For example (make,color) 
cuboid would have |make| x |color| resultant tuples. If the number of dimensions 
increases, the product of the cardinalities grossly exceeds the size of the input relation for 
many of the cuboids. Not all these cuboids need actually be present, however, since any 
cuboid can be computed by aggregating across one or more dimensions in the base 
cuboid. Nevertheless, for anything but the smallest data warehouses, some or all of these 
cuboids may be computed so that users may have best query responses at run time.  
 
After Jim Gray [17] et al., introduced the data cube operator to simplify the 
process of data cube construction, a number of independent research projects began to 
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focus on designing efficient algorithms for computation of the complete cube. Most of 
them were based on the exploitation of the data cube lattice. A lattice is a directed graph 
that depicts the relationships between all 2d cuboids in a given d-dimensional space. 
Starting from the base cuboid, the lattice branches out by connecting every parent node 
with the set of child nodes that can be derived from its dimension list. In lattice many 
nodes share common dimension values. This property helps to produce more efficient 
algorithm for the cube construction. 
 
2.6 Dwarf: Shrinking the PetaCube 
Even though the data cube operator performs the computation of one or more aggregate 
function for all possible combinations of grouping attributes, the size of the cube operator 
degrade the performances. The size is the inherent difficulty with the data cube operator 
[17]. The size increases exponentially with the number of cube dimension.  As a result, 
the computation and storage of all the view of a cube was not feasible for a huge dataset. 
Unfortunately, the factual databases are extremely huge. For instance, market analyses on 
large (market basket) data warehouses that store customer sales transaction, the data cube 
operator required to generalize the standard group-by operator to compute aggregates for 
every combination of group-by attributes, which identifies interesting information like 
user buying patterns, from the item pairs that are bought together by many customers. 
The curse of data cube operator is the views increases exponentially with the number of 
dimension, which also increase the total cost, space, and time to update, query, and to 
construct the cube. To overwhelm the limitations of the data cube operator [15] proposed 
a procedure called Dwarf.  
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 Dwarf is a highly compressed, complete architecture for computing, storing, 
indexing, querying and updating both fully and partially materialized data cubes. Dwarf 
cube compresses the cuboid cells by exploiting sharing of prefixes and suffixes. It 
identifies prefix and suffix structural redundancies of a relation among the dimension 
values of multiple views and coalesce their storage space, in order to save the space and 
creation time. The prefix redundancies are considerably high on dense areas of cubes but 
suffix redundancies are more substantial in sparse areas. The techniques of prefix and 
suffix redundancy coalescing, affects the cube management in all aspects. The size 
tremendously shrinks from high dimensional full cube to dramatically condensed data 
structure. The suffix redundancy plays an important roll in the size reduction of the cube, 
because re-computation of redundant suffixes is avoided. Dwarf exploits structural 
redundancies while computing, indexing, storing and querying aggregate data. It made 
possible of the materialization of gigantic, high-dimensional data cubes.  Figure 14(a) 
shows the Dwarf cube structure for the fact table in Figure 14(b). 
 
 The Dwarf construction algorithm employs a unique top-down computation 
strategy for the data cube. It automatically discovers and eliminates all prefix and suffix 
redundancies on a given dataset in a single pass. It does not require an earlier knowledge 
or user involvement of the value distributions.  The most beautiful thing is that the 
elimination happens prior to the computation of the redundant values. The advantage of 
prior elimination is not only reduces the size of the cube radically by saving the space, 












(a) Dwarf cube structure 
 
Store Customer Product Price 
S1 C2 P1 $70 
S1 C3 P2 $50 
S2 C1 P3 $40 
S2 C1 P1 $50 
 
     (b) Fact table 
Figure 2. Dwarf cube 
 
2.6.1 Dwarf Algorithm  
The Algorithm of dwarf has two non-interleaved passes. While constructing the cube, the 
first pass of the algorithm eliminates the prefix redundancy, and the second pass check in 
it for nodes that can be coalesced. It is imperative to be able to determine when a node 
can be coalesced with another node before actually creating it.  
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Algorithm  Create DwarfCube Algorithm 
 Input: fact table sorted. 
1. Read the table tuple by tuple. 
2. Create all nodes and cells for the first tuple 
3. while !eof() do 
4.     Check the prefix of current and previous tuple. 
5.      if new closed nodes exist then 
6.          write aggregate values in the leaf node,  and the new homeNode is the node  
               where last_tuple was stored. 
                For the rest D - |P| - 2 new closed nodes, starting from homeNode’s parent  
           node and moving in bottom-up manner to create ALL cells and call SC  
                algorithm. 
7.      endif 
8.      Create all nodes and cells for the current tuple 
9. end while 
10. write aggregate values in the leaf node,  and the new homeNode is the node  
      where last_tuple was stored. 
11. For the rest of open nodes, starting from homeNode’s parent  
 node and moving in bottom-up manner to create ALL cells and call SC  
      algorithm 
 
Algorithm 2 SuffixCoalesce Algorithm 
Input: Single (aggregated) view 
1. if (view == 1) then return view  
2. end if 
3. while (view’s top nodes have unprocessed cells) do 
4.     find the minimum value (keymin) of the cell of the unprocessed cells in the top  
          node of the view. 
          Merge the set of cells of top node of the view, if the cell have the key equal to  
          keymin 
5.      if (last levet of the structure) then 
        write cell[keymin, merged aggregate values] 
      6.        else 
        write cell[keymin, call SuffixCoalesce] 
7.       endif 
8.     endwhile 
9 .    create ALL cell for the current node 
10.   return position in disk where resulting dwarf starts (to read next tuple) 
________________________________________________________________________ 
Figure 3. Algorithm for creating Dwarf structure. 
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The cube is constructed by reading the sorted fact table only once. The table is sorted 
using one of the cubes dimensions as the primary key. The choice of the dimension’s 
ordering has an effect on the total size of the Dwarf cube. If the dimensions with higher 
cardinality placed on the top dimension will decrease the branching factor, and leads the 
coalesce happenings at the higher levels of the structure.  The algorithm for constructing 
Dwarf is presented in Figure 3  
 
In short the first part of the algorithm reads the sorted fact table, and outputs all 
possible views over the fact table. The second part of the algorithm reads the single 
aggregated view and outputs all possible sub-ordinate views. After the cube is 
constructed, any aggregate can be extracted with one scan over the Dwarf structure. 
 
The construction of a Dwarf requires a single sequential scan over the sorted fact 
table. The algorithm creates all necessary nodes for the first tuple of the fact table. In the 
Dwarf cube figure, nodes 1, 2 and 3 are created for first tuple <S1,C2,P2>, and insert one 
cell to each node. As the scan continues, necessary cell are created to accommodate new 
key values. For the second tuple <S1,C3,P1> shares the prefix S1, but C3 need to be 
insert in the node where C2 is. The prefix expansion is work as follows. Let p be of the 
common prefix of the tuples read so far. The first |p| + 1 nodes along the path to traverse 
and to store the aggregates of the current tuple up to a node N have already been created. 
Therefore, for a D dimensional cube, D - |p| -1 new nodes have to be created by 
expanding the structure downwards from node N.  At the same time equal number of 
nodes becomes closed now. In the cube figure, the second tuple deviate from first tuple at 
the leaf node, the first tuple’s leaf node containing P2 (node 3) is now closed. When the 
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leaf node is closed, the ALL cell (aggregation the contents of the other cells in the node) 
for the leaf node (node 3) is produced. When a non-leaf node is closed, ALL_cell is 
created for this node and the Suffix Coalesce algorithm is called to create the sub-dwarf 
for this cell. In the figure, the third tuple <S2,C1,P1> have no common prefix with the 
previous second tuple, node 2 is closed. Before that, ALL_cell is created for leaf node 
(node 4) and call Suffix Coalesce for node 2 to create the sub-dwarf of the node’s 
ALL_cell. 
 
The second part of the algorithm is Suffix Coalescing, creates the sub-dwarfs for 
the ALL cell of a node. It is a recursive algorithm which tries to identify identical dwarfs 
at each stage and coalesce their storage space. In the figure, Suffix Coalesce is called to 
create the sub-dwarf of the ALL_cell of node 6, after the ALL_cell for node 7 has been 
calculated. If the input is a single dwarf, then immediately coalescing will happens. Since 
only one sub-dwarf exists, the ALL_cell of node 6 is pointed to node 7. If a node is 
coalesced, that node can be reachable by more than one path. The sub-dwarf of the 
ALL_cell for node 1 is created, by calling Suffix Coalesce recursively. The cell C1 is 
added to the resulting node. The input dwarf will be the one that has node 7 and coalesce 
happens here. Similarly, cells C2 and C3 will be added to the resulting node. Finally the 
ALL_cell for node 8 is created. Aggregate the key P1 from the nodes pointed by C1 and 






2.7 QC-Trees  
 
Authors in [24] introduced QC trees. They claim that Dwarf is a syntactic compression 
method, without taking into the account of semantics among cells. QC-trees are semantic 
basically, preserving the cube lattice structures. Dwarf stores all cube cells while QC 
trees storage base is class. In the Dwarf the roll-up and drill-down relation is lost in the 
compression. For answering the query, it may need to be uncompress again which causes 
significant overhead.  
 
2.8 Bottom-Up Computation of Sparse and Iceberg CUBEs  
 
BUC [3] computes the data cube in a bottom-up manner. It starts from computing the 
cuboid with “ALL”; to a cuboid on a single dimension; then on a pair of dimensions and 
so on The building blocks of the BUC algorithm are, partitioning the relation on each and 
every attribute based on the attribute’s cardinalities and applying Apriori pruning method 
on each partition. BUC was developed based on PartitionedCube and MemoryCube 
algorithms [18], where PartitionedCube partitions the data on some attributes into 
memory-sized units, and MemoryCube computes the CUBE on each in-memory partition 
 
Apriori based pruning:  The basic idea of Apriori pruning is based on the anti-
monotonic property. For example, suppose the count of a particular cell c or cardinality in 
a cuboid A is not satisfied the given minimum support, then the count of any descendant 
cell of c also never satisfy the minimum support. Therefore, calculating the cuboids based 
on A like AC, ACD is also not necessary. Apriori pruning reduces the unnecessary work 
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immediately in the BUC, which is not possible in the top-down methods. Because in the 
top-down approach the pruning is applied after the full cube is computed. 
 
Partitioning: BUC partitions the dimensions based on the cardinalities of each 
dimension. For example, if the first dimension has two cardinalities, BUC partition the 
first dimension in to two. BUC is a divide and conquer algorithm. After computing the 
particular partition completely, including the calculation of the descendant cuboids, the 
algorithm switches to another partition and so on. 
 
Figure 4 shows the BUC processing tree and partitions over the lattice. The 
numbers indicate the order of BUC visiting to the nodes. BUC starts by reading the first 
dimension and partitioning it based on its cardinalities. It checks at every step to make 
sure the current partition meets a threshold. If it does not meet the requirements, the 
algorithm skips the partition since any ancestors of the partition would be smaller. The 
pruning is based on the Apriori method used to reduce unnecessary computation based on 
























             (a) BUC processing Tree                                           (b) BUC Partition 
 
Figure 4 Bottom-Up Computation of Sparse Cubes. 
 
 
2.8.1 Algorithm Bottom-Up Cube 
 
 
The algorithm of BUC is given in the figure 5. At line 1 BUC aggregate the entire input 
and write the records in output file at line 3. A for loop iterates from line 5 to end of the 
algorithm, for each dimension d between dim and numDims. Where dim is the current 
dimension in processing, and numDims is total number of dimensions. After finding the 
cardinalities for the current dimension at line 6, data is partitioned according to the value 
in the dataCount array. Line 9 iterates through the partition. If the partition satisfies the 
minimum support value, that particular partition becomes the input to the next recursive 
call to Bottom-UpCube, which computes the cube on the current partition for dimension 
d+1 to numDims. After completing the cube building work for the particular partition, the 
algorithm returns from the recursive call, and continue for the next partition and so on.  
 
The algorithm BUC generates Iceberg cubes at line 11, when a small partition is 













A 2           B 10            C 14            D 16
AB 3            AC 7         AD 9            BC 11           BD 13           CD 15
ABC 4            ABD 6                    ACD 8                BCD 12
ABCD 5
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if the partition is less than the given minimum support. This is where the HAVING clause 
is executed.  The pruning is correct because the partition sizes are always decreasing 
when BUC execute recursively, and therefore none of the ancestors can meet the 






//input is a relation to aggregate 
//dim is a starting dimension for this iteration 
//numDims is the total number of dimension 
//array cardinality[numDims] stores the cardinality value of each dimension 
//array dataCount[numDims] stores the size of each partition 
//minsup is the given threshold value 
Procedure Bottom-UpCube(input, dim) 
1. Aggregate (input); 
/* places result in outputRec*/ 
2. if(input.count() == 1) then write Ancestors(input[0], dim) return; 
3. write outputRec; 
4. /*call sort procedure to sort the dim */ 
5.  for d = dim; d<numDims; d++ do 
6.      let C = cardinality[d]; 
7.      Partition(input, d, C, dataCount[d]); 
8.      let k = 0; 
9.      for i = 0; i < C ; i++ do 
10.        let c = dataCount[d]i] 
11.        if c >= minsup then 
12.           /*places result in outputRec */ 
13.            Bottom-UpCube(input[k..k+c], d+1); 
14.       endif 
15.      k += c; 
16.    endfor 








2.8.2 Optimization of BUC 
Line 2 in the BUC algorithm, calculates the aggregation only once. If there is a 
single input tuple, they directly write to outputRec for each of its ancestor cuboids, by 
simply setting the dimension values appropriately. This saves the further partitioning and 
aggregation of a single tuple. This optimization improves the performance of BUC, 
because sparse cubes have more number of single tuples. 
 
This idea was extended by Han et.al [10] for iceberg cubes with complex 
measures. They proposed a top-k average pruning method, and extended to Apriori and 
BUC. The pruning strategy is extended to handle some popularly used complex 
measures, such as average which do not satisfy the anti-monotonic property. 
 
2.9 Iceberg CUBE with PC clusters 
 
 
Ng et.al [12] focus on the parallel computation of iceberg cubes using low cost PC 
clusters. The algorithmic space it explores considers trade-offs between parallelism, 
computation and I/O. The main contribution is the development and a comprehensive 
evaluation of various novel, parallel algorithms. Specifically: (i) Algorithm RP is a 
straightforward parallel version of BUC. (ii) Algorithm BPP attempts to reduce I/O by 
out putting results in a more efficient way. (iii) Algorithm ASL, which maintains cells in 
cuboids in a skip list, is designed to put the utmost priority on load balancing; and (iv) 
alternatively, Algorithm PT load-balances by using binary partitioning to divide the cube 
lattice as evenly as possible. 
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This paper investigates the approach of using PC clusters to parallelize the 
computation of iceberg-cube queries. The scenario is online querying of large, high-
dimensional datasets where it is assumed that the total cube has not been pre computed. 
Furthermore, it focuses on practical techniques that could be readily implemented on low 
cost PC clusters using open source. This is different from our work, since they do not 
consider joins. 
 
2.10 Star cubes 
 
The two major approaches for efficient computation of data cubes are top-down 
vs. bottom-up. MultiWay Array Cube was developed in top-down manner. It aggregates 
simultaneously on multiple dimensions. In order to save the space, the array structure is 
partitioned into chunks. It reads the chunks from disk which is carefully arranged in the 
computation order. However it does not take the advantage of Apriori pruning method 
when computing iceberg cubes. BUC and H-Cubing computes the iceberg cube bottom-
up. BUC explores fast sorting and partitioning technique. H-cubing explores a data 
structure called H-Tree for shared computation. 
 
Star-Cubing [25] integrates the strengths of the three previous algorithms, 
MultiWay, BUC and H-cubing. It explores a data structure, star-tree, which computes 
lossless data compression and prunes unpromising cells using an Apriori dynamic sub-set 
selection strategy. The structure star-tree explores both the top-down and bottom-up 
models. On the global computation order, it uses the top-down model.  But the sublayers 
of the tree based on the bottom-up model by exploring the notion of shared dimension. 
This integration allows the algorithm to aggregate on multiple dimensions while still 
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Distributed Iceberg SemiJoin 
 
3.1 Motivation and Problem Definition 
 
We deal with the evaluation of Distributed Iceberg SemiJoins (ISJ). Let q be a 
Distributed Iceberg SemiJoin query. It combines information from two relations R and S, 
located at two different remote servers R and S. Since the query performs the join on two 
datasets, it needs to access the information from different sites. The accessed data 
transmitted through the networks, which is expensive. We want to minimize the cost of 
the query with respect to communication cost. Also the query need to process aggregate 
function at site S, which store the iceberg data set, before performing join. This additional 
iceberg processing increases the local processing cost. Our aim is to minimize the total 
cost in terms of transfer and disk I/O cost. Here, we will focus on distributed iceberg 
queries which involve two relational databases, although in a more general version the 
number of relations could be larger. 
 
 The most general join type which close to the above specifications is semi join 
[2]. The semi join is a relational algebraic operation that selects a set of tuple in one 
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relation that match one or more tuple of another relation on the joining domains. The 
main purpose of semi joins is to reduce the number of tuple involved in the evaluation of 
a query. To reduce the cost of processing a join, semi join plays a crucial role. Suppose a 
query requires the join of relation R and S. Instead of computing the join directly, first 
reduce the size of R and S by using semi join. For the semi joins to be performed, only 
the projections of the joining columns need to be sent. Semi joins have been used as a 
basic ingredient in a distributed query processing strategies for a number of database 
systems. However, not all queries can be solved entirely using only semi joins.  
  
Another popular join close to it is Bloom join [14] which use Bloom filters.  A 
Bloom filter is a randomized data structure for briefly representing a set in order to 
support approximate membership queries (“Is element X in set Y?”). The space efficiency 
is achieved at the cost of a small probability of false positives. When joining relation R 
with S, the join attribute values of R are hashed to some address in the Bloom filter 
whose corresponding bits are then set to one. A zero bit after hashing would indicate that 
no join attribute value hashes to that bit participates in the join. Compared with semi 
joins, Bloom join have lower network cost. Because a Bloom filter is generally smaller 
than the join attribute projections. Observe that due to hash collisions, Bloom join 
perform lossy compression. In other words Bloom join can be viewed as lossy 
implementation of semi join. Therefore a relation reduces by Bloom filters can still 
contain unmatched tuple which would otherwise be eliminated by a semi join.  
 
By combining the conventional methods such as semi join, Bloom join, and EIC 
together, we can now define a group of algorithms for Distributed Iceberg joins. Our 
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methods employ Bloom filters to minimize the amount of information transferred through 
the network. Since Bloom filters implement lossy compression, they may contain false 
positives. Several design parameters affect the number of false positives. These are: the 
number of hash functions k, the size m of the filter in bits and the number of keys n. The 
following formula expresses the probability of having false positives: 
 
 FP(k,m,n) = ( 1 – (1 – 1/m) kn )k  ≈  (1 – e –kn/m) k     (1) 
 
More details of equation (1) can be found in [23]. In our implementation, we used 
only one hash function for simplicity. In order for our methods to perform well, we must 
use an appropriate value for the size of the Bloom filter. If m is too small, there will be 
too many false positives and the pruning will not be effective; if m is too large, the Bloom 
filters will add excessive overhead. Since the value of m depends on n, we must estimate 
the number of unique keys in the relations. For R we can simply check the statistics of the 
DBMS. However, it is more difficult to estimate the unique keys of SICE, since they 
depend on the threshold T. In our prototype, we selected m empirically. Compared to 
conventional two-phase approaches, out experiments demonstrate that out method 
transmits up to 80 percent less data through the network, while reducing the disk I/O cost.  
 
3.1.1 Naïve Iceberg SemiJoin (nIS) 
Since the price to pay here is transmission cost, it is essential to reduce the data 
transferred between two sites. Because many telecommunication companies typically 
charge the connections based on the amount of data transferred in bytes or packets, rather 
than by the connection time. In the previous works such as semi join, the joining 
attributes are transmitted to and fro between the servers. The cost reduction in the semi 
 44
join algorithms is not notorious. And in the Bloom join, it is mainly focused on 
processing join between n distributed databases. Even though the Bloom join is cost 
effective, it suffers from loss of join information incurred by hash collisions. First we are 
discussing a conventional method with out using the Bloom filter. 
 
Consider the following scenario: Server S stores the transactions of a 
supermarket's cashiers in a table S(pID; rest), where pID identifies the product and rest 
is a set of attributes containing the details of the transaction (e.g., cashier ID, timestamp, 
etc). A remote server R contains a set R(pID) of “interesting” products. The user at server 
R wants to find which of the products in R sold at least T items in supermarket at server 
S. For the dataset of Figure 6 and assuming that T = 2, the only qualifying product is 
coffee (notice that some of the products in R may not appear in S and visa versa). 
Formally, the ISJ query corresponds to the following SQL statement (Query_A): 
 





(a) Dataset R 
 
pID           rest 
coffee Cashier 2, 10:01 
fruit Cashier 1, 10:02 
fruit Cashier 1, 10:02 
cola Cashier 3, 10:03 
coffee Cashier 1, 10:30 
 
(b) Dataset S 
Figure 6. Two datasets to be joined 
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Query_A:  
SELECT S.pID, COUNT(S.rest) 
FROM R, S 
WHERE R.pID = S.pID 
GROUP BY S.pID 
HAVING COUNT(S.rest) >= T 
 
Since the datasets reside in remote servers, a straight-forward way to evaluate the ISJ is 
to employ a two-steps algorithm: (i) Execute Query_B in server S to find the set of tuple 
SICE which appear at least T times1 in S. 
 
Query_B:  
SELECT S.pID, COUNT (S.rest) 
FROM S 
GROUP BY S.pID 
HAVING COUNT (S.rest) >= T 
 
(ii) Transfer SICE to server R and evaluate the join R SICE. We call this method Naive 
Iceberg SemiJoin (nIS). 
 
The simplest way to evaluate Query_B is to maintain one counter per group in the 
main memory (i.e., 3 counters in our example). Using this method, we can compute the 
answer by reading S only once. However, this is inapplicable in practice, since the 
number of groups is usually larger than the available memory.  Another approach is to 
sort S on the pID attribute by employing external sorting; subsequently, Query_B can be 
answered by reading the sorted data from the disk. External sorting, however, may 
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require several passes over the data if the available memory is limited. Moreover, in some 
applications (e.g., Information Retrieval [8] S is computed on-the-fly from other relations 
and is impractical to be materialized. The implicit drawback of both methods is that they 
generate all possible groups, although (by the definition of Iceberg queries) only few of 
them are expected to satisfy the threshold. Fang et.al.[9] solved this problem by designing 
a family of algorithms based on sampling and multiple hashing. We call their method 
Efficient Iceberg Computation (EIC). We discussed this method in Chapter 2 in detail. 
 
 
Server R Server S














Server R Server S
Send Bloom filter of R
Send S ICE
Send EIC internal filter
Send updated Bloom filter
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Next, we present three algorithms which evaluate the Distributed ISJ by using Bloom 
filters. 
3.2.1 Naïve Filtered Iceberg SemiJoin (nFIS) 
 
Naïve Filtered Iceberg SemiJoin is a straight-forward extension of the naive algorithm 
nIS.  This algorithm starts by computing SICE at server S.  Meanwhile at server R a 
Bloom filter is generated for the dataset R. Then it continues as a traditional Bloom join 
[14]: After computing SICE at server S, it receives a Bloom filter of R which is used to 
eliminate unnecessary tuple from SICE. The remaining tuple S’ICE are sent to server R 
where the join R S’ICE is evaluated. This method reduces the transfer cost to some 
extent. But the local processing cost and time is not reduced. We designed better 
algorithms to reduce local processing cost and time further is explained below. 
3.2.2 Iceberg SemiJoin with Internal Filtering (ISIF) 
 
Figure 7 shows ISIF evaluation method. It works as follows: Server R generates and 
sends a Bloom filter of R to server S. Then, at server S executes the EIC algorithm; in 
every step of EIC (i.e., sampling, candidate selection and counting) it uses the Bloom 
filter to prune the non-qualifying groups. That is, it scan the dataset, and map each tuple 
(join attribute) to Bloom filter using the same hashing function used in R, to check 
whether the bit is set to one or not. If the bit is set to one, then that tuple is part of the 
candidate set. The unmatched tuple (zero bits) are pruned from the beginning even 
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though the tuple may satisfy the give threshold value, which leads to fewer candidate set. 
When EIC terminates, it generates a set S’ICE which is essentially the same as in nFIS. 
S’ICE is sent to server R where the final join is evaluated and result is presented to the 
user.  
Please note that, the number of tuple in iceberg answer set S’ICE is same, if we 
apply Bloom filter at the beginning or at the end of EIC algorithm. The advantage of 
applying Bloom filter at the beginning of ISIF is that it prunes many groups earlier at 
each step, and reduces the number of groups in candidate set (i.e., the final F, input to 
count (F) procedure). Therefore it saves some effort from EIC, in terms of processing 
cost. And, there will be more chances to keep the candidate set in main memory for faster 
processing. Otherwise we have to keep the candidate set in disk. So that the procedure 
Count (F) executes using a disk-based sorting algorithm, which increase both execution 
time and cost. We show in the up coming section that ISIF outperforms nFIS in terms of 
execution time. 
 
3.2.3 Multiple Filter Iceberg SemiJoin (MulFIS) 
 
To improve ISIF algorithm in terms of eliminating false positives more efficiently, we 
proposed a new algorithm called Multiple Filter Iceberg SemiJoin (MulFIS), which uses 
multiple Bloom filters. Figure 8 shows MulFIS evaluation method. The intuition of the 
MulFIS algorithm is that the internal hash tables generated by EIC during the 
computation of the iceberg set can be used as accurate Bloom filters to reduce further the 
network cost.  
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Similar to ISIF, MulFIS algorithm starts by creating a Bloom filter BF1 using a 
hashing function HF1 of R and sending the same to server S. There, the execution of EIC 
starts and BF1 (using HF1) is used to eliminate non-qualifying groups during the 
sampling phase and the construction of the first hash table. By using the intermediate 
hash table of EIC, a new Bloom filter BF2 with new hashing function HF2 is generated 
and sent back to server R. Now, the execution of EIC algorithm hit the “wait” stage until 
it receives BF3. At server R, BF2 is used to prune tuple from R using the second hashing 
function. From the resulting tuple of second hashing function of R we construct a third 
Bloom filter BF3 (using HF3) which is transferred to server S. There, the evaluations of 
EIC resumes and for the rest of the steps (i.e., second hash scanning, candidate selection 
and counting), BF3 with third hashing function HF3 is used to prune more tuple. The 
result SICE of EIC is sent to server R, where the final join R  SICE is computed.  
 
In figure 9 the details of MulFIS algorithm are presented Until now we have 
assumed that EIC performs only two hash scans. In practice more scans may be necessary 
if the available memory in server S is very small; in this case, steps 3b - 7 are repeated. 
By employing multiple filters, MulFIS manages to reduce significantly the network cost, 
as we will see at the next section. Additionally, it reduces the false positive tuple in F and 







Algorithm Multiple Filter Iceberg SemiJoin (MulFIS) 
 
1. Generate a Bloom filter BF1 for R 
2. Send the query and BF1 to server S 
3a. Perform sampling in S. Use BF1 to prune tuple during sampling 
3b. Perform hash scanning h1 in S. Use BF1 to prune tuple during scanning 
4. Use the hash table from 3b to generate a Bloom filter BF2 
5. Send BF2 to server R 
6a. Scan R and use BF2 to eliminate un-matching tuple 
6b. Generate a Bloom filter BF3 from the qualifying tuple of R 
7. Send BF3 to server S 
8a. Perform hash scanning h2 in S. Use BF3 to prune tuple during scanning 
8b. Perform Candidate Selection. Use BF3 to prune tuple while generating F 
8c. Generate SICE by executing Count (F). Use BF3 to prune tuple 
9. Send SICE to server R 
10. Evaluate the join R SICE in server R 
________________________________________________________________________ 
Figure 9. MulFIS Algorithm 
 
3.2 Experimental Evaluations  
In order to evaluate the effectiveness of the proposed algorithms, we developed a 
prototype in C++ running on Sun UltraSparc III machines. The servers were physically 
connected to a 100Mbps LAN and the communication between them was achieved 
through Unix sockets. We extracted our datasets from the industry standard TPC-H 
benchmark. The S relation consists of around 1.3M tuple from the LineItems table. We 
generated three instances of R denoted as R10,R30,R60. All instances contain 10K tuple, but 
only a subset of them (i.e., 10%, 30% and 60%, respectively) joins with at least one tuple 
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of S. We executed Query_A for several threshold values T. We selected T such that the 
cardinality of the iceberg result SICE varied from around 130 to 35,000 
 
We measured the network cost of each algorithm by counting the number of bytes 
transmitted through the network. The largest amount of data that can be transferred in one 
physical frame is referred to as MTU (Maximum Transmission Unit); for Ethernet, MTU 
= 1500 bytes. Each packet consists of a header and the actual data. The largest segment of 
TCP data that can be transmitted is called MSS (Maximum Segment Size). 
 
Essentially, MTU = MSS +BH, where BH is the size of the TCP/IP headers 
(typically, BH = 40 bytes). Let D be a set of data.  The size of D in bytes is BD = |D| . 
Bobj , where Bobj is the size of each object in bytes (e.g., 4 bytes for an integer attribute). 
Thus, when the whole D is transmitted through the network, the number of transferred 
bytes is: TB(BD) = BD + BH .┌BD/ MSS┐, where the second component of the equation is 
































Figure 10. Transfer cost vs. the threshold T for the R60 dataset. 
 
In the first set of experiments we measured the performance of the algorithm for 
varying threshold T. For fairness, we used the R60 dataset, which represents the worst 
case for MulFIS, while we set the size of the Bloom filters to 60K.  
 
Figure 10 shows the graph of performance between four proposed algorithms. The 
graph shows the transfer cost of naïve method (nIS) is extremely higher than other three 
algorithm at lower threshold values (eg., until T = 30). This is because the naïve method 
(nIS) does not use Bloom filters to prune unmatched tuple. EIC algorithm will prune only 
the tuple whose aggregate value is lower than the given threshold value. The iceberg 
answer set of nIS is huge and contains more number of unmatched tuple. Transferring 
these huge set of SICE to server R increase the transfer cost. Observe that, however for 
large values of T nIS performs slightly better. In this case, the cardinality of SICE is so 
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small naturally that does not justify the overhead of the Bloom filters. The transfer cost of 
algorithms ISIF and nFIS are same. Recall that the iceberg answer set S’ICE is same for 
both algorithms. This is because both algorithms apply only one Bloom filter, the 
difference is that ISIF apply the Bloom filter at the beginning of the EIC while nFIS 
apply at the end of EIC algorithm. 
 
MulFIS clearly outperforms the other algorithms in terms of transfer cost for most 
values of T. This is due to the multiple filters which manage to eliminate most 
unnecessary tuples early. Notice that while ISIF and nFIS achieves some improvement 
over nIS, it is still much worse than MulFIS due to the lack of feedback from the 
intermediate hash tables in server S. In practice, we can minimize the performance loss of 

























Figure 11. Total disk I/O vs. the threshold T for the R60 dataset. 
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Figure 11 shows the disk I/O cost comparison between the algorithms. The trend 
is similar to transfer cost, although the relative difference is considerably smaller. The 
I/O cost of naïve method is higher than other methods. This is because the iceberg answer 
SICE contains large number non matching tuple due to the absence of Bloom filter. While 
writing/reading this iceberg answer set in disk as an intermediate relation increases disk 
I/O cost. The common factor for all algorithms which affect the I/O cost is dominated by 
the scanning of relation S. But in the server R, nIS always scan just once to find 
matching tuples. On the other hand the other three algorithms need an additional scans to 
generate Bloom filters.  
 
For higher thresholds the disk I/O cost of nIS is lower than other algorithms. This 
is because writing/reading the small set of iceberg answer set spends lower cost. The 
additional overhead of scanning the relations to generate Bloom filter increases the I/O 
cost of nFIS, ISIF and MulFIS algorithms, even though the SICE is small for higher 
threshold. Notice that, the disk I/O cost of nFIS is higher than other algorithms for lower 
threshold values. This is because, in nFIS, the Bloom filter is applied at the end of EIC 
algorithm, so the iceberg answer set is same as the nIS. At server S the disk I/O cost is 
same as nIS, but at server R nFIS need to scan the relation R twice to generate and to find 
matching tuples, which increase the disk I/O cost slightly larger than nIS.  In the next 
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                      Figure 12. Transfer cost vs. the Bloom filter size ( T =20, R60 dataset). 
 
 
In Figure 12 we present the transfer cost for different Bloom filter size for the 
four algorithms. The graph clearly shows that when we increase the size of Bloom filter 
up to an extent it prunes better. Because, for larger values the collisions are fewer; thus 
MulFIS performs similarly for 40-60KB large filters If the Bloom filter size is very small 
(i.e., 10KB), there are many hash collisions; therefore MulFIS cannot prune enough 
tuple. After a certain size of Bloom filter (e.g., 60KB) the transfer cost saturates, because 
the transferred cost includes cost of transferring Bloom filter also. Please note that when 
the size of the Bloom filter is 80 KB the transfer cost is increasing instead of decreasing. 
This is because, the transfer cost is effective only when the cost of the number of tuple 
pruned should be greater than the transferring the Bloom filter. In our example, after 
60KB memory size of Bloom filter, the number of tuples pruned is more or less the same. 
At that stage if we increase the memory of Bloom filter it increases the transfer cost 
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unnecessarily. Obviously, nIS is constant since it does not employ any filter. Notice that 
the performance of ISIF and nFIS is same, also does not vary significantly. This indicates 
that the cost important factor for the performance gain of MulFIS is the feedback 
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Figure 13. | SICE | and # of false positives ( T =20, R60 dataset). 
 
 
To investigate this further, we show in Figure 13 the size of the iceberg result 
SICE (bars) and the number of false positives (lines). As expected, both metrics decrease 
in MulFIS when we use more accurate (i.e., larger 60KB) filters due to the feedback, 
while ISIF is almost unaffected. Since it does not have any feed back from the filters. 
And nIS and nFIS are constant through out the experiments. 
 
When we tried to prune more number of tuples by increasing the Bloom filter size 
to 80KB, it prunes the tuples same as 60KB Bloom filter. This is because the number of 
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hash collisions are saturated after some extent of Bloom filter size (e.g., 60KB). In the 
figure the straight line from 60 to 80KB of Bloom filter shows that the number of tuples 
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Figure 14. Candidate set vs. Threshold  (BF 60K, R60 dataset). 
 
 
Figure 14 again proves that MulFIS performs better. It is having the least number 
of candidates comparing to other algorithms. The algorithm nIS and nFIS are having the 
highest number of candidates. These two algorithms are same until the iceberg answer set 
SICE is calculated. Later nFIS apply the Bloom filter for further pruning. Naturally the 
candidate set is smaller for large threshold (e.g., T=40), because few number of tuples 
satisfy the large threshold. Since candidate set is an input to the procedure Count (F), the 
candidate set need to store in main memory if the size of the main memory is able to 
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accommodate the candidate set. Otherwise, the candidate set stream on to disk. Writing 
and reading the candidate set increase the disk I/O cost. These drawbacks reduced to 
some extents in the multiple Bloom filtering due the feedback from the intermediate hash 
tables.  
 
Figure 15 shows the experiment result of candidate set produced by different sizes 
of Bloom filter from 10KB to 80KB. The graph shows that MulIFS outperforms all other 
algorithms. The maximum numbers of unwanted tuples are pruned at 60KB Bloom filter. 
Eagerly when we tried with 80KB Bloom filter, the results are same as 60KB. This is 
because, the number of hash collisions keep on decreasing with increasing Bloom filter 
size, and saturated after an extent (i.e., 60KB). If we increase the Bloom filter size 
further, there will be no improvements in the results.  ISIF does not prune the tuples 
efficiently due to the lack of feedback of Bloom filters. And for nIS and nFIS the 
candidate set are constant, because both algorithms are not using the Bloom filter until 
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In Figure 16 we draw the transfer cost for each of the three datasets R10, R30, R60 
we used 60KB Bloom filters and T was set to 20. nIS is constant since it always transmits 
the same SICE result (i.e., no pruning). As expected, ISIF and nFIS performs better when 
more tuple of R join with S, since a larger percentage of the Bloom filter contains 
accurate information. Observe, however, that the trend for MulFIS is different. This 
happens because there is an overhead of the additional Bloom filters, while the feedback 
step of MulFIS does not depend on the number of joining tuple. Nevertheless, the 
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         Figure 17. Performance vs. R and total execution time (T =20) 
 
In the final experiment (Figure 17) we show the actual running time of the 
algorithms. The trend is similar to this of the transfer cost (compare with Figure 12). 
Recall that the transfer cost of nFIS is the same as ISIF, since both algorithms employ 
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only one Bloom filter. The difference is that the filter is used at the intermediate steps of 
ISIF but only at the last step of nFIS. Observe that the actual running time is affected 
considerably, due to the larger set of intermediate results in nFIS. The performance is 
even worse than nIS, due to the additional overhead of the filter.  
 
In Appendix A more figures are included. The graph shows the transfer cost and disk I/O 













Beyer and Ramakrishnan [3] proposed an algorithm to compute sparse and Iceberg cubes 
(BUC). This algorithm BUC works as follows. It employs a bottom-up computation by 
starting from the cuboid with “ALL”; to a cuboid on a single dimension; then on a pair of 
dimensions and so on.  Since the cuboids of a small group of dimensions were computed 
before the cuboids of large group of dimensions; cuboids with fewer dimensions become 
the parents of cuboids with more dimensions. BUC begins the processing by taking and 
aggregating the entire input; then reading the first dimension, and partitioning it based on 
its cardinalities.  A partition on any dimension might have a single unique value or a 
group of duplicate values.  For each partition in the first dimension, it recursively 
computes the remaining dimensions.  It switches to next partition, once it has computed 
all cuboids for the current partition. 
 
 While, in the computation of the cuboids, Apriori pruning method is applied to 
compute Iceberg cubes.  It prunes the unnecessary cells of a cuboid whose count value is 
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lower than the given minimum support value. The pruning method is based on the anti-
monotonic property. For example, if the count of a cell c in a cuboid C is smaller than 
minimum support value, then the count of any descendant cells of c can never be higher 
than minimum support. This is true because the partition sizes are always decreasing 
when BUC recurs. 
 
 Partitioning and sorting are the major costs of BUC computation. Moreover BUC 
is sensitive to skew in the data. Another disadvantage is the result of a parent cuboid does 
not help to compute its children. For example, the computation of cuboid AB does not 
help to compute the children cuboid ABC. The children cuboids need to compute from 
the scratch. BUC does not try to share the computation of aggregates between parent and 
child cuboids.  Also, for the huge sparse cube the output get extremely large, so the 
output time dominated the cost of computation. There is no exception for the BUC. We 
noticed that apart from taking huge space and time to write output files, it is also difficult 
to execute any type of queries in the output file. Again the output file act as a database for 
the queries to process.  
 
 We tried to improve the BUC algorithm to create a compact structure in order to 
save the memory and also able process different queries in the structure. This is done by 
coalescing the spaces of prefix and suffix redundancies. We execute our algorithm 
exactly same as BUC but with prefix and suffix coalescing. In the large sparse data cube, 
we expect more number of suffix redundancies. We search for the prefix and suffix 
redundancies in each partition, if found, we coalesce their storage space. If the coalescing 
happens at the higher levels the algorithm saves huge amount of space and computation 
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cost of the cube.  We call our method as “Bottom-up Computation of Dwarf” in short 
BUD. 
  
Coalescing suffix and prefix redundancies are inspired by the algorithm Dwarf 
[15]. Dwarf is a highly compressed structure for computing, storing and querying the data 
cubes with high dimensionality and cardinality. Dwarf solves the storage space problem, 
by identifying prefix and suffix redundancies in the structure of the cube and factoring 
them out of the store.  
 
The details of the algorithms of BUC and Dwarf were discussed in chapter 2.  
 
 
4.2 Prefix and Suffix redundancies  
Prefix Redundancy:  A path from the root to leaf in a BUD corresponds to an instance of 
a group-by. BUD creates minimum number of cells to accommodate all instances. The 
number of cells in each dimension is equal to the number of cardinalities of the 
dimension.  
 
Suffix Redundancy: Suffix redundancy occurs when two or more cuboids share a 
common suffix. For example consider the cuboids (ABC) and (BC), where the values A, 
B, and C belong to the dimensions a, b, and c. If the value B of dimension b appears with 
a single value A of dimension a, then the group-bys <a,b,c> and <all,b,c> will always 
have the same results. 
 
Our algorithm searches for prefix suffix redundancies in every partition. If found 
it coalesces their space, instead of creating each individual node. So the time and storage 
space for creating individual nodes is saved.  
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4.3 Properties of BUD 
The BUD Dwarf structure has the following properties.  
- It is a directed acyclic graph. It has one root node, and it has number of levels equal 
to number of dimensions.  
- A leaf node contains leaf_cell in the form of [key, aggregatevalue]. 
- A non leaf node contains leaf_cell is in the form of [key, pointer]. Key stores the 
input value, and pointer point to the node in next level. 
- Each node contains a special cell (also called ALL_cell) which is corresponds to the 
pseudo-value key “ALL”. The special cell contains a pointer to non leaf nodes and 
aggregate values to leaf nodes.  
- All nodes pointed to at least one cell / ALL_cell.  
- The cells of the nodes at ith level contain all the keys of the dataset of ith dimension. 
 
No two cells of a node contain the same key.  If two or more nodes create an 
identical cell, then their storage is coalesced, and only one copy of them is stored. By 
coalescing the identical cell, we can avoid by creating number of identical cell, which 
save considerable space. The coalesced cells will be accessed in more than one path from 
root.  
 
4.4 Bottom-up computation of Dwarf: Algorithm 
 
The idea of our proposed algorithm is to combine the I/O and pruning efficiency of BUC 
[3], but to take advantage of Suffix coalescing technique from Dwarf [15]. Bottom-up 
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computation of Dwarf was inspired by the algorithms BUC and Dwarf. Our algorithm is 
similar to a version of BUC, but with Suffix coalescing. We cannot use the algorithm of 
Suffix Coalescing directly from Dwarf, since the direction of creating the Dwarf is 
different from BUC. Dwarf works in a Top-Down manner, while BUC works in Bottom-
up order. In our algorithm Dwarf is constructed in bottom-up order. The coalescing 
happens at two different situations. (1) All tuples in a partition have the same values from 
dimension dim to d. Where dim is the dimension that Dwarf currently processing and d 
varies from current dimension to last dimension. (2) If a node has only one cell. It means 
that the particular partition has keys with same values. 
 
Before we present the description of the BUD Dwarf algorithm, we present some 
terms that will be frequently used in the algorithm. The variable “current_node” stores 
the node for current processing. “new_node” variable stores the node for future 
processing i.e., for next level. “current_node” is stored in a variable “dim_node” to 
facilitate the coalescing part in the programming. “C” is the cardinalities of current 
dimension. “dataCount” is an array which stores the number of unique tuples in the 
dimension. Another array “coalesce” stores Boolean values, indicating “true” or “false” 
for coalescing.  
 
A simplified BUD Dwarf structure is given in figure 19 (entire nodes are not 
shown). The numbers in the figure shows the order of cells created. The algorithm is 
given in Figure 18. The construction of BUD Dwarf includes the creation of node and 
cells. First we need to create an empty root node before calling the BUD_Dwarf 
procedure. We pass this root node as a parameter to the procedure. The procedure 
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receives this root node as current_node for further processing. The first step is to 
aggregate the entire input (line 1). Before writing the output, we create enough nodes and 
ALL_cells of the nodes at all level equal to number of dimensions. In the leaf_node’s 
ALL_cell we store the aggregate value.  For each dimension d between dim and 
numDims, the input is partitioned on dimension d at line 7.  On return from the function 
Partition(), dataCount array contains the number of records for each unique value of the 
dth dimension. Array coalesce contains the Boolean values. If dimension d is equal to 
dim or d is equal to numDims, the coalesce array set to false. Otherwise set to true, if it is 
true the tuples of the partition have the same values from dim to d. Each partition is 
imposed to check the minimum support.  If it satisfies, we check immediately for first 
type of coalescing (line 13). 
 
 If coalescing is set to true, we search for the coalescing cell. For that, we use the 
input tuple k to traverse from dim_node to dimension d, and stops at a cell say col_cell 
whose key is matching with k. If the coalescing cell is found, a new_cell is created for 
current node to store the key value, the pointer of new_cell is pointed now to the 
col_cell’s node. Further processing of the new_cell is eliminated, because new_cell’s 
descendants are exactly the same as the col_cell. If the coalescing cell is not found, the 








Algorithm BUD_Dwarf(input, cur_node, dim) 
1. Aggreate(input); 
2. for d=dim+1; d<numDims; d++ do 
      Create the spl_cell and new_nodes; 
    end for 
3. write the aggregation value to the special cell; 
4. let dim_node = cur_node; 
5. for d =dim; d < numDims; d++ 
6.  let C = cardinality[d]; 
7.  Partition(input, d, C, dataCount[d], coalesce); 
// (if d==dim || d=numDims-1) set coalesce[d][i] false; 
   else  check all tuples of a group have the same values from dim to d and set   
   true; //  
8.  let k =0; 
9.     for i=0; i<C; i++ do 
10.        let c = dataCount[d][i] 
11.        if c >= minsup then  
12.          create new_cell in cur_node; 
13.          if coalesce[d][i] 
                    use tuple input[k] to traverse from dim_node to level d and stop at a cell          
                   say col_cell; and set the pointer of new_cell as the ptr of the col_cell; 
14.              if(C==1) 
15.               change the ptr of the spl_cell of the curr_node to new_cell; 
16.             end if 
17.          else 
18.              if (C==1) 
19.                 let new_node = the node pointed by the spl_cell of cur_node; 
20.             else  create new_node; 
21.             end if 
22.          set the new_cell ptr point to new_node; 
23.          BUD_Dwarf(input[k..k+c], new_node,d+1); 
24.         end if   
25.       end if 
26.     k += c; 
27.    end for 
28.   lec cur_node = the node pointed by the spl_cell of the cur_node; 
29. end for 
               
______________________________________________________________________________________ 
      




During the iceberg pruning, some of the partitions are pruned due to the lower 
thresholds. But the coalescing array may be set to true for the pruned tuples. We first 
search for col_cell, instead of creating the new_cell. If col_cell is not found the algorithm 
understand that the cell is already prune, and there is no need of creating a new_cell. 
 
Also, we check for the second type of coalescing (line 14). If the cardinality of C 
is one, (means the partition has replicate values) the new_cell’s pointer is redirected to 
current_node’s ALL_cell. It has the aggregation for the partition. Here we create only 
one cell for all replicated values. In BUC the processing of all replicate vales take place. 
The parent node of ALL_cell becomes the new_node. If coalescing is not set we create a 













Figure19. The BUD_Dwarf structure 
 
Line 9 iterates through the partitions.  A partition which satisfies the minimum 
support becomes the input to the next recursive call of BUD Dwarf. Each time we create 
a new_node before calling the procedure, and pass the new_node as parameter. This 
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new_node is a root node for the sub-partition. Upon return from the recursive call, we 
continue with the next partition of dimension d. Once all the partitions are processed, we 
repeat the whole process for the next dimension.  
 
4.5 Experimental Evaluation 
4.5.1 Partitioning 
 
Our algorithm partitions the data as same as the BUC. If data does not fit in memory, the 
data must be partitioned on disk and to sort the data external sorting must be used. Since 
this is our initial stage of implementation, we assume that the data fits in main memory, 
so that we can use memory sorting. In future we will work for the external sorting. Once 
we assume that the data fits in memory, the input to all recursive call also fit in memory. 
We use Quick sort to sort the in memory data. It needs fewer numbers of pointers, which 
reduce the need of more memory.  
 
4.5.2 Data generation 
 
We randomly generate two types of database with multiple and uniform cardinalities. The 
first set of databases have fixed dimension 10 and cardinalities on each dimension is 1000, 
1000, 1000, 500, 500, 500, 100, 100, 100, and 10. We varied the number of tuples of the 
databases from 20 thousand to 100 thousand. The reason for the above cardinality 
ordering is, dimensions with higher cardinalities are more beneficial if they are placed on 
the higher level of Dwarf cubes. For the second set of databases, we varied the 
dimensions from 2 to 10, and number of tuples in each database is fixed to 100 thousand. 
We repeatedly generate the databases with three different cardinalities 10, 100, and 1000. 
All dimensions in each database have the same number of cardinalities. We developed a 
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prototype in C++ running on Linux server with Intel Xeon 2.8GHZ CPU and 2.5GB 
RAM. We implemented BUD for main memory only. We did not count the time to read 
the file, and we did not output the results. All attributes of the dataset are integer values. 
 
4.5.3 Full cube and Iceberg cube computation  
 
 
Full cube: For higher dimensions and higher cardinalities, the data cube becomes sparser. 
For sparser cubes, the output will be extremely large, so the output time dominates the 
cost of computation and also huge storage space is required. Usually suffix redundancies 
are considerably higher in sparse cubes. We expected that our algorithm works better in 
large suffix redundancies, in terms of time and space.  
 
 In the first set of experiments we computed the time (Figure 20) and storage space 
occupied (Figure 21) for full cubes. We measure the performance of the algorithm with 
first set of databases. It has multiple cardinalities (the cardinalities in one dimension is 
different from another dimensions) and number of tuples varying from 20 to100 thousand. 
In the graphs the time taken and storage space occupied by BUC for 100 thousand tuple 
dataset is extremely higher than BUD. This is because the BUC process for every tuple in 
the partition. All partitions are qualified to process, because for full cube the minimum 
support is 1. BUD also processes all the partition but coalesce the storage space of the 
redundant tuples in the partition, which saves the time and space of the redundant tuple 
from further processing.  At higher cardinalities and higher dimensionalities we expect 
high number of suffix and prefix coalescing. The memory calculation is based on the 
number of cells created by the Dwarf. For BUC it is calculated based on the number of 























































Iceberg cube: In the algorithm, to compute an iceberg cube we pass a parameter with 
different minimum support values from 2 to 10.  For full cubes the minimum support is 1.  
We compute the iceberg cube on the first set of dataset, which we used in the full cube 
computation. Time and storage space graphs for an iceberg cubes are shown in the 
figures 22 and 23.  We present the graph for the database with 100 thousand tuples for 
convenience.  We also experimented with all databases of first set whose number of 




















Figure 22. Time vs. minimum support (D =10, # of tuples = 100,000)  
 
Figure 22 shows the time taken by BUD and BUC for iceberg cube computation. For 
lower minimum support values, BUD performs much better than BUC. This is because, 
more number of suffix coalescing take place at the higher level of the Dwarf, which saves 
creating more nodes and cell. This coalescing technique outperforms the BUC’s 
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optimization techniques. The BUC optimization only skips the aggregation and further 
partitioning of a single tuple, but does not find for similar tuples to coalesce.  
 
For larger minimum support values the graph shows that BUC slightly performs 
better than BUD. This is because the Apriori pruning method prunes most of the 
partitions whose count value is less than the minimum support. The number of qualified 
tuples after pruning is so small naturally, still BUD take some time to search for the 
redundant tuple in the qualified tuples. But there is no searching for redundant tuples in 
BUC, so it perform slightly better than BUD. Dwarf is always better than BUC only 
when large number of prefix and suffix coalescing happens. The prefix and suffix 
coalescing take place in large number at lower threshold values. For larger minimum 




























Figure 23 Storage space vs. minimum support (D =10, # of tuples = 100,000)  
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Figure 23 shows that the storage space occupied by both algorithms. BUD saves more 
memory for smaller minimum supports, where more coalescing takes place. If there is no 
coalescing, the memory taken to process the cube is same for both algorithms. 
 
We have included more graphs on appendix B for the second type of datasets, whose 
cardinalities is uniform for all dimensions. For convenience we have shown performance 
the graphs for full cube and iceberg cubes with cardinality 100 and 1000. The 
cardinalities are same for all dimensions. For Iceberg cubes we have presented the graphs 













In this thesis we dealt with the query optimization on distributed and centralized 
databases. For distributed systems we dealt with evaluation of Distributed Iceberg 
SemiJoin operator. This operator is essential in numerous real-life applications such as 
data warehousing, market-baket analysis, information retrieval etc., It is used, for 
instance, to analyze information from two independent data marts, or to extract correlated 
documents from a remote digital library.   
 
We proposed a set of algorithms to handle Distributed Iceberg SemiJoins.  
MulFIS is an efficient algorithm which interleaves the execution of the iceberg query and 
the join in the two remote servers. The algorithm uses multiple Bloom filters to prune the 
non-qualifying groups at the early stages. While computing SICE, the scanned tuples are 
mapped in to the joining Bloom filter. If the cell of the Bloom filter is zero for the 
mapped tuple, it eliminates the tuple from further processing. It proceeds with the rest of 
the tuples to evaluate SICE. It makes use of the internal hash tables as filters created 
during the evaluation of SICE. It passes back the internal hash table to joining site, to get 
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back cleaner Bloom filter.  At the joining site the scanned tuples are mapped and pruned 
by using the internal hash tables. The iceberg query evaluation site to get the feed back 
from joining site, to complete SICE.  
 
In the experimental section, we compared MulFIS with naive methods. The 
results show that the algorithm MulFIS saves the maximum transfer cost. We also 
evaluated the algorithms with different sizes of datasets and Bloom filter. Varying T is 
applied to measure the performance of the algorithm. MulFIS outperforms all the naive 
algorithm from small to moderate threshold vales in terms of transfer cost. For large 
threshold vales, naive methods exceed MulFIS. This is because the cardinality of SICE is 
so small like an iceberg tip that does not justify the overhead of the Bloom filters. We 
developed a prototype and used an industry standard benchmark to validate that MulFIS 
provides significant advantages over the competitors.  
 
In the future work we plan to support iceberg join query which involve more than 
two datasets in distributed environment. 
 
 For centralized systems we dealt with evaluation of Bottom-up computation of 
Dwarf. Conventional data cubes compute the complete group-by partitions for every 
combination of the grouping attributes. The inbuilt difficulty with the cube operator is its 
size, both for computing and storing. In this thesis we dealt with problem of creating a 
data cube with prefix and suffix coalescing techniques in order to save the storage space 
and processing time. 
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 Our proposed algorithm creates the Dwarf structure in bottom-up manner. The 
algorithm works similar to BUC but with Suffix coalescing technique. It partition the data 
based on the cardinalities on each dimension. It recurs on each partition. While recurring, 
it addresses the following issues: (i) search for prefix and suffix redundancies in the 
partitions and coalesce their storage space. (ii) it eliminates the group-bys less than the 
aggregate values while computing iceberg cubes. Since more number of suffix 
redundancies appears in the sparse area and prefix redundancies in dense areas of the 
cube, our algorithm efficiently find out and eliminate the prefix and suffix redundancies. 
The results show that our algorithm outperforms the BUC in terms of space saving and 




Figure 24 shows the transfer cost and disk I/O cost for R10 dataset. Figure 25 shows the 
transfer cost and disk I/O cost for R30 dataset. The trend is similar to the data set R60. As 
expected the algorithm MulFIS outperform all other algorithm in terms of transfer cost 

















































(b) Total disk I/O 


















































(b) Total disk I/O 
 
 


























The following graphs show the performance for the second type of datasets, whose 
cardinalities is uniform for all dimensions. For convenience we have shown performance 
the graphs for full cube and iceberg cubes with cardinality 100 and 1000. The 
cardinalities are same for all dimensions.  Figure 26 shows the execution time and storage 
space occupied by the algorithms for the dataset with dimensions 2 to 10 and 1000 
cardinalities on each dimension, and figure 27 shows the performance of the algorithm 
for dataset with dimensions 2 to 10 and 100 cardinalities on each dimension. The graph 
shows that the algorithm BUD outperforms BUC in terms of time and storage space due 












































(b) Storage space 
 












































(b) Storage space 
 
 




Figure 28 and 29 shows the performance of algorithm with iceberg pruning for 
the dataset with cardinalities 1000 and 100 respectively with 10 dimensions only. We 
observe the trend is similar for iceberg cubes in all dimensions. In the graphs the 
execution time of the BUD is extremely smaller than BUC at smaller minimum support 
values. Where as it is same are slightly greater that BUC at greater minimum support 
values. This is because at smaller minimum support values, we expect more number of 

















































(b) Storage space 
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