Many rings and algebras arising in quantum mechanics can be interpreted as skew P BW (Poincaré-Birkhoff-Witt) extensions. Indeed, Weyl algebras, enveloping algebras of finite-dimensional Lie algebras (and its quantization), Artamonov quantum polynomials, diffusion algebras, Manin algebra of quantum matrices, among many others, are examples of skew P BW extensions. In this short paper we study the d-Hermite condition about stably free modules for skew P BW extensions. For this purpose, we estimate the stable rank of these non-commutative rings. In addition, and close related with these questions, we will prove the Kronecker's theorem about the radical of finitely generated ideals for some particular types of skew BW extensions.
Introduction
Skew P BW extensions are a class of non-commutative rings and algebras of polynomial type that generalize classical P BW extensions and include many important types of quantum algebras. Skew P BW extensions were defined in [7] , and some homological properties of them were investigated in [9] . In particular, if the ring of coefficients satisfies some suitable conditions, then the finitely generated projective modules over a skew P BW extension are stably free. However, it is easy to present examples of skew P BW extensions that are not Hermite rings (a ring S is Hermite if every stably free module is free). In fact, if K is a division ring, then S := K[x, y] is a trivial skew P BW extension that has a module M such that M ⊕ S ∼ = S 2 , but M is not free, i.e., S is not Hermite ( [6] , p. 36). Another example occurs in Weyl algebras: Let K be a field, with char(K) = 0, the Weyl algebra
d dt ] is a skew P BW extension but is not Hermite since there exist stably free modules of rank 1 over A n (K) that are not free ( [2] , Corollary 1.5.3; see also [12] , Example 11.1.4). In this paper we will study a weaker condition than the Hermite property for skew P BW extensions: the d-Hermite condition.
Some notations and well known elementary properties of linear algebra for left modules are needed in the rest of the paper. The reader can see also [8] . If nothing contrary is assumed, all modules in this paper are left modules. Let S be a ring, S satisfies the rank condition (RC) if for any integers r, s ≥ 1,
given an epimorphism S r f − → S s , then r ≥ s. S is an IBN ring (invariant basis number ) if for any integers r, s ≥ 1, S r ∼ = S s if and only if r = s. It is well known that RC implies IBN . From now on we will assume that all rings considered in the present paper are RC. Let M be an S-module and t ≥ 0 an integer. M is stably free of rank t ≥ 0 if there exist an integer s ≥ 0 such that S s+t ∼ = S s ⊕ M . It says that a ring S is Hermite, property denoted by H, if every stably free S-module is free. Let F be a matrix over S of size r × s. Then (i) For r ≥ s, F is unimodular if and only if F has a left inverse.
(ii) For s ≥ r, F is unimodular if and only if F has a right inverse.
The set of unimodular column matrices of size r × 1 is denoted by U m c (r, S). U m r (s, S) is the set of unimodular row matrices of size 1 × s. We conclude this preliminary section with a result due Stafford about stably free modules. A matrix constructive proof can be found in [13] , and also in [8] .
Proposition 1.1. Let S be a ring. Then any stably free S-module M with rank(M ) ≥ sr(S) is free with dimension equals to rank(M ).
Skew P BW extensions
In this section we recall the definition of skew P BW (Poincaré-Birkhoff-Witt) extensions defined firstly in [7] , and we will review also some basic properties about the polynomial interpretation of this kind of non-commutative rings. Two particular subclasses of these extensions are recalled also. Definition 2.1. Let R and A be rings. We say that A is a skew P BW extension of R (also called a σ − P BW extension of R) if the following conditions hold:
(ii) There exist finite elements x 1 , . . . , x n ∈ A such A is a left R-free module with basis
(iii) For every 1 ≤ i ≤ n and r ∈ R − {0} there exists c i,r ∈ R − {0} such that
Under these conditions we will write A := σ(R) x 1 , . . . , x n .
The following proposition justifies the notation and the alternative name given for the skew P BW extensions.
Proposition 2.2. Let A be a skew P BW extension of R. Then, for every 1 ≤ i ≤ n, there exists an injective ring endomorphism σ i : R → R and a σ i -derivation δ i : R → R such that
Proof. See [7] , Proposition 3.
A particular case of skew P BW extension is when all derivations δ i are zero. Another interesting case is when all σ i are bijective and the constants c ij are invertible. We recall the following definition (cf. [7] ). Definition 2.3. Let A be a skew P BW extension.
(a) A is quasi-commutative if the conditions (iii) and (iv) in Definition 2.1 are replaced by (iii') For every 1 ≤ i ≤ n and r ∈ R − {0} there exists c i,r ∈ R − {0} such that
(iv') For every 1 ≤ i, j ≤ n there exists c i,j ∈ R − {0} such that
(b) A is bijective if σ i is bijective for every 1 ≤ i ≤ n and c i,j is invertible for any 1 ≤ i < j ≤ n.
Some useful properties of skew P BW extensions that we will use later are the following.
Proposition 2.4. Let A be a skew PBW extension of a ring R. If R is a domain, then A is a domain.
Proof. See [9] .
Proposition 2.5. Let A be a quasi-commutative skew P BW extension of a ring R. Then, (i) A is isomorphic to an iterated skew polynomial ring of endomorphism type, i.e.,
(ii) If A is bijective, then each endomorphism θ i is bijective, 1 ≤ i ≤ n.
Proof. See [9] . Proposition 2.6. Let A be an arbitrary skew P BW extension of R. Then, A is a filtered ring with filtration given by
and the corresponding graded ring Gr(A) is a quasi-commutative skew P BW extension of R. Moreover, if A is bijective, then Gr(A) is a quasi-commutative bijective skew P BW extension of R.
Proposition 2.7 (Hilbert Basis Theorem). Let A be a bijective skew P BW extension of R. If R is a left (right) Noetherian ring then A is also a left (right) Noetherian ring.
Since the objects studied in the present paper are the skew P BW extensions, it is necessary to guarantee the IBN and RC properties for these rings.
Proof. Let {B p } p≥0 be the filtration of B and f : B r → B s an epimorphism. For M := B r we consider the standard positive filtration given by
where
is the canonical basis of B r . Let e ′ i := f (e i ), then B s is generated by {e
and N := B s has an standard positive filtration given by
If we prove that Gr(M ) and Gr(N ) are free over Gr(B) with bases of r and s elements, respectively, then from the hypothesis we conclude that r ≥ s and hence B is RC.
Since every e i ∈ F 0 (M ) and
, e i := e i + F −1 (M ) = e i (recall that by definition of positive filtration, F −1 (M ) := 0). For Gr(N ) note that N is also filtered-free with respect the filtration {F p (N )} p≥0 given above: Indeed, we will show next that the canonical basis
for every q, and consequently, {f j } s j=1 is a filtered basis of N . From this we conclude that Gr(N ) is graded-free with graded-basis {f j }
We can repeat the previuos proof for the IBN property but assuming that f is an isomorphism. Theorem 2.9. Let A be a skew P BW extension of a ring R. Then, A is RC (IBN ) if and only if R is RC (IBN ).
Proof. We consider only the proof for RC, the case IBN is completely analogous.
⇒): Since R ֒→ A, if A is RC, then R is RC. In fact, let S and T be rings and let S f − → T be a ring homomorphism, if T is a RC ring then S is also a RC ring: T is a right S-module, t · s := tf (s); suppose
s is also an epimorphism of left T -modules, i.e., we have an epimorphism T r → T s , so r ≥ s ⇐): We consider first the skew polynomial ring R[x; σ] of endomorphism type, then R[x; σ] → R given by p(x) → p(0) is a ring homomorphism, so R[x; σ] is RC since R is RC. By Propositions 2.5 and 2.6, Gr(A) is isomorphic to an iterated skew polynomial ring R[z 1 ; θ 1 ] · · · [z n ; θ n ], so Gr(A) is RC. Only rest to apply Lemma 2.8.
d-Hermite rings and stable rank
There is a famous conjecture in commutative algebra that says that if R is a commutative H-ring, then the polynomial ring R[x] is H (see [6] ). As we observed at the beginning of the paper, this conjecture for skew P BW extensions is not true. Another example is the skew polynomial ring K[t][x; σ], with K a field and σ(t) := t + 1; in [12] is proved that
is H. Thus, instead of considering the H condition and the conjecture for skew P BW extensions, we will study a weakly property, the d-Hermite property. The following proposition induces the definition of d-Hermite rings. (ii) Any unimodular row matrix over S of length ≥ d + 1 can be completed to an invertible matrix over S.
(iii) For every r ≥ d + 1, if u is an unimodular row matrix of size 1 × r, then there exists an invertible matrix U ∈ GL r (S) such that uU = (1, 0, . . . , 0), i.e., the general linear group GL r (S) acts transitively on U m r (r, S).
(iv) For every r ≥ d + 1, given an unimodular matrix F of size s × r, r ≥ s, there exists U ∈ GL r (S) such that
Proof. We can repeat the proof of Theorem 2 in [8] taking r ≥ d + 1. Proof. According to Proposition 3.5, S is 1-H, however, it is well known that rings with stable rank 1 are cancellable (see [3] ), so by proposition 12 in [8] , S is H. Proof. See [14] .
From this we get the following result. Proof. The inequalities follow from Proposition 3.7 and Theorem 4.2 in [9] . The second statement follows from Proposition 3.5.
Example 3.9. The results in [9] for the Krull dimension of bijective skew P BW extensions can be combined with Theorem 3.8 in order to get an upper bound for the stable rank. With this we can estimate also the d-Hermite condition. The next table gives such estimations: n + 1 
Kronecker's theorem
Close related to the stable range theorem is the Kronecker's theorem staying that if S is a commutative ring with Kdim(S) < d, then every finitely generated ideal I of S has the same radical as an ideal generated by d elements. In this section we want to investigate this theorem for noncommutative rings using the Zariski lattice and the boundary ideal, but generalizing these tools and its properties to noncommutative rings. The main result will be applied to skew P BW extensions. Zar(S) is ordered with respect the inclusion. The description of the Zariski lattice is presented in the next proposition, X}, X , {X will represents the left, two-sided, and right ideal of S generated by X, respectively. ∨ denotes the sup and ∧ the inf.
Proposition 4.2. Let S be a ring, I, I 1 , I 2 , I 3 two-sided ideals of S, X ⊆ S, and x 1 , . . . , x n , x, y ∈ S. Then,
(ii) D(I) = rad(S) if and only if I ⊆ rad(S). In particular, D(0) = rad(S).
(iii) D(I) = S if and only if I = S. (xii) Zar(S) is distributive:
Proof. (i), (ii), (iv), (ix) and (x) are evident from the definitions.
(iii) If I = S there is no prime ideal containing I, so the intersection of prime ideals containing I is taken equals S (see [4] , p. 51). Conversely, if I = S the intersection of proper ideals containing I is proper (this collection is not empty since I is contained in at least one prime ideal), thus
The last inclusion follows from the fact that if P is a prime ideal containing I 1 I 2 , then I 1 ⊆ P or I 2 ⊆ P , thus if x ∈ D(I 1 ) ∩ D(I 2 ), then x ∈ P , i.e., x ∈ D(I 1 I 2 ). This implies that
(vii) Since x + y ⊆ x, y , then the result follows from (iv).
(viii) According to (vii), D(x + y) ⊆ D(x, y); for the other inclusion note first that D(x, y) = D(x + y, x y ): the inclusion D(x + y, x y ) ⊆ D(x, y) is clear since any prime containing x, y contains x + y, x y . Let P a prime that contains x + y, x y , so x ∈ P or y ∈ P , in the first case x ∈ P and y ∈ P and the same is true in the second case. This implies that D(x, y) ⊆ D(x + y, x y ).
By the hypothesis and numeral (ii), x y ⊆ rad(S), i.e., x y is contained in all primes, so D(x + y, x y ) = D(x + y) and hence D(x, y) = D(x + y).
(xi) The first assertion is clear from the definition of D(I) and rad(S/I). If u ∈ D(I), then u ∈ rad(S/I) and hence u is strongly nilpotent, but this implies that u is nilpotent (see [12] ), i.e., there exists k ≥ 1 such that u k = 0, i.e., u k ∈ I. (xii) For the first identity we have:
For the second relation we have
the other inclusion follows from the fact that
, thus P ⊇ I 1 and P ⊇ I 2 ⊇ I 2 I 3 , or, P ⊇ I 1 and P ⊇ I 3 ⊇ I 2 I 3 , i.e., P ⊇ I 1 + I 2 I 3 . 
Example 4.5. (i) Any commutative Noetherian ring satisfies the boundary condition: Indeed, for commutative Noetherian rings, the classical Krull dimension and the Krull dimension coincide, so we can apply Theorem 13.2 in [11] .
(ii) Any prime ring S with left Krull dimension satisfies the boundary condition: In fact, for prime rings, any non-zero two sided ideal is essential, so lKdim(S/I v ) < lKdim(S) (see [12] , Proposition 6.3.10).
(iii) Any domain with left Krull dimension satisfies the satisfies the boundary condition: Indeed, any domain is a prime ring. 
Proof. The proof is by induction on d. Let d = 1 and u 1 , u ∈ S, if lKdim(S) = −1, then by definition S = 0 and u 1 , u = 0, so we take x 1 := 0. Let lKdim(S) = 0; by the boundary condition, lKdim(S/I u1 ) = −1, i.e., Corollary 4.7. Let S be a domain such that lKdim(S) exists. If lKdim(S) < d and u 1 , . . . , u d+1 ∈ S are such that u 1 , . . . , u d+1 = S, then there exist elements x 1 , . . . , x d ∈ S such that u 1 + x 1 u d+1 , . . . , u d + x d u d+1 = S.
