This paper is devoted to the numerical approximation of a nonlinear parabolic balance equation, which describes the heat evolution of a magnetically confined plasma in the edge region of a tokamak. The nonlinearity implies some numerical difficulties, in particular for the long-time behaviour approximation, when solved with standard methods. An efficient numerical scheme is presented in this paper, based on a combination of a directional splitting scheme and the implicit-explicit scheme introduced in Filbet and Jin [A class of asymptotic preserving schemes for kinetic equations and related problems with stiff sources,
Introduction
Nowadays, the description and simulation of the transport of charged particles confined in a tokamak is one of the main problems for fusion-generated energy production. A tokamak is a device, containing a very hot plasma gas, which is confined via a combination of a toroidal and poloidal magnetic field. Indeed, this combination leads to a better confinement of the charged particles, which gyrate around the magnetic field lines. The magnetic field lines twist around the (nested) toroidal magnetic surfaces, as illustrated in Figure 1(a) . The inner volume of the plasma is called core plasma, whereas the plasma region, where the magnetic field lines intercept the limiter, is called scrape-off layer (SOL). The parallel direction/coordinate corresponds to the direction parallel to the magnetic field lines, and the radial coordinate is orthogonal to the magnetic surfaces. In this paper, we are interested in the dynamics of magnetically confined fusion plasmas in the edge region (SOL) of a tokamak, as well as in the fundamental plasma-wall interactions.
The understanding of the physics in this edge region is fundamental for the performances of the tokamak, in particular, the plasma-wall interactions as well as the occurring turbulence have an important impact on the confinement properties of the plasma. For example, an obstacle as a limiter is installed in SOL to cool down the device [6] . From a modelling point of view, an accurate approximation of the plasma evolution in the edge region is essential since energy fluxes as well as particle fluxes at the boundary are used as boundary conditions to describe the plasma evolution in the centre region (core) of the tokamak. The physical properties of these two regions (core/edge) are rather different so that several models are used for the respective plasma evolution modelling: the gyrokinetic approach for the collisionless core plasma and the fluid approach for the collisional edge plasma. A large variety of models can be found in the literature, we refer to [6, 17] for the description of the SOL, based on various assumptions and aimed to describe different physical phenomena. In this paper, we shall concentrate on a simplified model, introduced in [16] . The aim of this model is the investigation of the instabilities occurring in this plasma edge region, as, for example, the Kelvin-Helmholtz instability, the electron-temperature-gradient instability, ion-temperaturegradient instability, etc. This model is based on a two-fluid description (ions and electrons) and consists of the usual continuity equation, equation of motion and energy balance equation, closed by the so-called Braginskii closure. These equations are ∂ t n α + ∇ · (n α u α ) = S nα ,
where the unknowns are the particle density n α , where α = e for electrons and α = i for ions, u α the velocity and T α the temperature, the parameters m α is the particle mass and e α is the particle charge with e e = −1 for electrons and e i = 1 for ions. Moreover, p α := n α T α (perfect gas assumption) is the pressure, S nα is a particle source term coming from the core plasma, R α is the friction force due to collisions and q α is the energy flux, which is supposed to have a diffusive form q α := −κ α ∇T α coming from the Fourier law with κ α the thermal conductivity coefficient. Finally, Q α is the particle exchange energy term due to collisions:
where τ e is the electron-ion collision time and (E, B) represents the electro-magnetic fields. Finally, boundary conditions have to be imposed, which is a rather delicate task from a physical, mathematical and numerical point of view. Several difficulties arise when trying to solve numerically the system (1). In this paper, we shall concentrate only on the temperature equation, which requires at the moment still a lot of effort, due to its inherent numerical burden. The resolution of the two other equations was the aim of the PhD thesis [16] . The numerical difficulties in solving the temperature equation are firstly related to the thermal conductivity coefficients, which depend on the temperature itself, thus leading to a nonlinear problem. Secondly, the strong magnetic field, which confines the tokamak plasma, introduces a sharp anisotropy into the problem. Indeed, the charged particles gyrate around the magnetic field lines, moving thus freely along the field lines, but their dynamics in the perpendicular directions are rather restricted. Thus, quantities as, for example, the resistivity or the conductivity differ in several orders of magnitude when regarded in the parallel or perpendicular directions.
Let us now present in more details the model we are interested in. In this paper, we study a simplified version of the temperature evolution equation in Equation (1) and propose an efficient numerical method to solve it. We focus on how to handle this with the nonlinear terms and the boundary conditions.
Here, we assume that the magnetic field to confine the plasma is strong enough such that all quantities are invariant with respect to the poloidal direction, that is the short way around the torus, thus by following the helical field, we reduce the energy equation of Equation (1) to a twodimensional problem. The simulation domain = (0, 1) × (0, 1) with boundary ∂ is presented in Figure 1 (b). It consists of a periodic core region, separated by a separatrix from the non-periodic SOL region. Its axes represent the direction parallel to the magnetic field lines (s) and the radial direction (r). The parallel thermal conductivities κ ,α depend on T 5/2 α , whereas the perpendicular ones κ ⊥,α , governed by the turbulence, are independent of the temperature [1] .
Therefore, by neglecting the conductive terms in the energy equation of Equation (1), we obtain the following temperature evolution equation:
completed with the boundary conditions [15] ∂ r T α = −Q ⊥,α , r = 0, s ∈ (0, 1),
and the initial condition
The diffusion parameters 0 < K ⊥,α K ,α and the core heat flux Q ⊥,α > 0 are considered as given. According to [15] , Bohm boundary conditions describe the continuity of the heat fluxes at the limiter, which give rise to the third and fourth boundary conditions in Equation (3). The constant γ α is different for electrons and ions, in particular, γ i ∼ 0 for ions and γ e ∼ 2 for electrons. In the case of ions, we thus have homogeneous Neumann boundary conditions at the limiter. From the energy estimate given later in Equation (6), we indeed observe that these boundary conditions give an additional contribution to the temperature dissipation at the SOL.
The outline of this paper is as follows. In Section 2, we focus on the one-dimensional nonlinear parabolic problem
completed with the nonlinear boundary conditions in s = 0, 1. Explicit, implicit and implicitexplicit (IMEX) schemes are compared for the resolution of this one-dimensional problem with respect to accuracy and computational cost. In Section 3, we consider the complete two-dimensional problem for one species (without the source term). A directional Lie splitting method is used in order to transform the two-dimensional problem in two one-dimensional problems and to apply the results of the previous section. Finally, in Section 4, we solve the complete two-dimensional ion-electron-coupled problem. The shapes of the different electron/ion temperatures are compared.
The one-dimensional nonlinear problem
In this section, let us consider the one-dimensional nonlinear problem, corresponding to the temperature balance equation in the parallel direction, that is,
where γ ≥ 0 is a given constant and K ∈ L ∞ ( ), T 0 ∈ L 2 ( ), with T 0 ≥ 0 and K ≥ 0 almost everywhere. In this section, let us denote the domain by = (0, 1). The aim of this section is to introduce an efficient numerical scheme for its resolution. From a physical point of view, problem (5) describes the rapid diffusion process of the initial temperature T 0 and the outflow through the boundary.
Concerning the existence of solution to Equation (5), we refer, for instance, to [8, [12] [13] [14] for a general parabolic equation with a homogeneous Neumann boundary condition. This proof can be easily adapted to nonlinear boundary condition case of Equation (5) thanks to the following energy estimate:
Indeed, from this latter estimate, we deduce that T is bounded in L 2 ( ) and also obtain the following estimation of nonlinear operator:
Now, we present several numerical schemes for Equation (5).
A finite volume approximation
In this section, we propose to derive a numerical scheme for Equation (5) in which we apply a finite volume approach for the discretization in the space variable. Let us consider a set of points (s i−1/2 ) 0≤i≤n s of the interval (0, 1) with s −1/2 = 0, s n s −1/2 = 1 and n s + 1 representing the number of discrete points. For 0 ≤ i ≤ n s − 1, we define the control cell C i by the space interval C i = (s i−1/2 , s i+1/2 ). We also denote by s i the middle of C i and by s i the space step s i = s i+1/2 − s i−1/2 where we suppose that there exists ξ ∈ (0, 1) such that
with s = max i s i . We shall construct a set of approximations T i (t) of the average of the solution to Equation (5) on the control volume C i and first set
Applying a finite volume discretization to Equation (5), T i is the solution to a system of ODEs, which can be written as
where the numerical flux is given by
Moreover, at the boundary s = 0 and s = 1, we apply the boundary conditions,
Note that the above discretization on space is first order due to the loss of precision at the boundary.
To complete the discretization to the system (5), the finite volume scheme (8)-(10) has to be supplemented with a stable and consistent time discretization step. In the following, we present different time discretizations starting from classical explicit and implicit schemes and then propose a new stable and accurate numerical approximation based on the work [5] .
Time explicit discretization
We denote by t > 0 the time step, t n = n t for any n ∈ N and T n is an approximation of the solution T to Equation (5) at time t n . Then, we apply a backward Euler scheme to Equations (8)- (10) , which yields
with F n i+1/2 the flux (9) and (10) computed from the approximation at time T n . Classically, to guarantee the stability of the scheme (11), the time step t is restricted by a CFL condition.
Proposition 2.1 Consider that the initial datum T 0 is non-negative and T 0 ∈ L ∞ (0, 1) and assume the stability condition t ≤ min ξ 2 s 2
where ξ is given in Equation (7) . Then, the numerical solution (T n i ) i,n obtained by the explicit scheme (11) is stable and converges to the exact solution to Equation (5) .
We refer to [4] or [19] for the proof of a similar result. Unfortunately, this simple scheme is not really efficient since it becomes costly when the mesh is very fine and the constraint on the time step is too restrictive.
Time implicit discretization
To avoid the restrictive constraint on the time step (12) , an implicit scheme is more suitable. Therefore, we consider the finite volume scheme (8)-(10) to the system of equations (5) , but apply a forward Euler time discretization. This yields
with F n+1 i+1/2 the flux (9) computed from the approximation at time T n+1 . Hence, a fully nonlinear system has to be solved at each time step.
The scheme (13) coupled with Equations (9) and (10) is uniformly stable and leads to a numerical approximation which converges to the exact solution to Equation (5) . We refer to [2] [3] [4] for a similar result or to [19] for a complete proof of convergence. Here, we only perform a stability analysis, which is the key point of the convergence proof of the numerical solution to the unique weak solution.
Proposition 2.2 Consider that the initial datum T 0 is non-negative and T 0 ∈ L ∞ (0, 1). Then, the numerical solution given by the implicit scheme (13) coupled with Equations (9) and (10) is unconditionally stable, that is,
and
Moreover, the following discrete semi-norm is uniformly bounded
where the constant C > 0 depends only on the initial datum T 0 .
Proof Let us consider a convex function φ ∈ C 1 (R, R), then we have
Thus, we multiply the scheme (13) by t s i φ (T n+1 i ) and sum over i ∈ {0, . . . , n s − 1}, which gives
Using the definition of the numerical flux (9) and the discrete boundary conditions (10), we get
Observing that a similar inequality holds true when φ(x) is only Lipschitzian, we take φ(x) = x − , where x − = −x for x < 0 and x − = 0 for x ≥ 0, and prove the non-negativity of the approximation
Hence, we deduce that 0 ≤ T n i ≤ M, for all 0 ≤ i ≤ n s − 1. Then, we take φ(x) = x 9/2 in Equation (18), which yields that
Finally, we sum over n ∈ {0, . . . , N t } and immediately deduce that there exists a constant C > 0 only depending on the initial datum T 0 such that
The implicit scheme (13) is unconditionally stable, but it requires the numerical resolution of a nonlinear system. For this purpose, Newton's method is applied. By rewriting the implicit scheme in the form of F(T n+1 ) = 0, where F is a nonlinear function, and by denoting T n,k , k ∈ N, a sequence of approximation of T n+1 calculated by the Newton method, the criterion step is that the discrete L 2 -norm of F(T n,k ) is smaller than a threshold ε = 10 −6 . However, Newton's method may increase considerably the computational cost and would make this implicit scheme inefficient. Therefore, another strategy would consist in applying a semi-implicit scheme for the time discretization, but it still requires the implementation of a new linear system at each time iteration and the computational cost remains too important. In the following, we propose a numerical scheme inspired by the work of Filbet and Jin [5] to handle this problem.
An IMEX scheme
In [5] , the authors proposed to handle a stiff and nonlinear problem. The main point is to write the nonlinear problem in a different form in order to split the nonlinear operator in the sum of a dissipative linear part, which can be solved in an implicit way, and a non-dissipative and nonlinear part which will be solved with a time explicit solver. The main difficulty is to find an adequate decomposition of the operator. For instance, the nonlinear diffusive operator can be written as
and the time discretization to Equation (5) becomes
To choose an appropriate ν for the scheme (19), we perform an energy estimate of the numerical approximation.
Proposition 2.3 Assume that the viscosity term ν is such that
Then, the numerical solution satisfies the following:
Proof We multiply Equation (19) by T n+1 and integrate on s ∈ (0, 1), hence we have
Using the assumption that K |T n | 5/2 ≤ ν and applying Young's inequality, we obtain
Therefore, with the choice ε = ν, we have
Hence, the scheme (19) is stable when K T n 5/2 ∞ ≤ ν. Now, we can give the fully discrete scheme, called in the sequel IMEX, as follows:
with the numerical flux F n+1/2 i+1/2 given for i ∈ {0, . . . , n s − 2} by
whereas at the boundary s = 0 and s = 1, we apply the boundary conditions written in the form (19) ,
Moreover, the viscosity ν > 0 is initially chosen as an upper bound of K T 0 5/2 ∞ and is then readjusted along iterations n ∈ N in order to satisfy the condition (20).
Algorithm to compute ν ν := 2 K T 0 5/2 ∞ and n = 0 while n ≤ N T end do compute the numerical solution T n+1
Numerical results
To compare the numerical results obtained with the different schemes, we take γ = 2 and K = 1, and the initial temperature is T 0 = 5, whereas the final time of the numerical simulation is equal to T end = 1. We do not consider a degenerate case, for instance, an initial condition which vanishes on some interval, since in physics the temperature could not reach 0 K. On the one hand, a reference solution is computed using the finite volume method with an explicit scheme (11) on a uniform grid with n s = 450. On the other hand, we basically compare both implicit (13) and IMEX (22)-(24) schemes with different uniform grids with n s = 50, 150. Furthermore, we choose the time step equal to t = 10 −2 , 10 −3 , 10 −4 and 10 −5 , respectively.
In the implementation of implicit scheme (13), the mean number of iterations by time step for Newton's method is between 2 and 4, and when t ≤ 10 −4 , we need only two iterations to achieve the convergence. We observe from Table 1 that the IMEX scheme is much more efficient than the implicit scheme in terms of computational cost since the linear system corresponding to the implicit part does not depend on the iteration n when the viscosity ν > 0 is large enough. For n s = 50, the computational time of the IMEX scheme (22)-(24) is less than one-fourth of the one corresponding to the implicit scheme (13) , whereas for n s = 150, the implicit scheme is 10 times more consuming than the IMEX scheme.
Concerning the accuracy and stability, Table 2 shows that the numerical solution computed with both implicit and IMEX schemes is stable for any time step t and the numerical errors are of the same order. Moreover, we get similar results when time step is smaller than 10 −4 . Of course, when we increase the number of points n s , the numerical error decreases and the IMEX scheme (22)-(24) seems to be more accurate for small time steps. In Figure 2 , we observe that these two schemes have first-order convergence speed in the case t = 10 −2 . However, in the case t ≤ 10 −3 , the convergence speed approaches second order in a fine mesh. This is because first-order approximation is used at two boundaries, thus in a coarse mesh large errors appear around the boundaries. Finally, Figure 3 illustrates the temperature evolution in log scale. We note that the temperature has a fast decay at the beginning, then the decay rate slows down when t approaches the final time T end = 1. Furthermore, we observe that the temperature develops steep gradients at the boundary modelling the cooling of the plasma due to the limiter effects. Indeed, on the one hand, the thermal diffusion depends on the term T 5/2 which is large at the beginning and then becomes smaller and smaller. On the other hand, due to the nonlinear flux at the boundary when the temperature becomes small, the temperature gradient becomes larger and larger.
The two-dimensional problem
In this section, we consider the two-dimensional problem where the temperature T depends on time t and two space variables (s, r) ∈ = (0, 1) × (0, 1) with appropriate boundary conditions
where K and K ⊥ are non-negative constants with K ⊥ K . For the boundary conditions, we impose a boundary flux in r = 0 and assume that for r = 1, the flux of temperature is zero, that is,
and at the boundary s = 0 and s = 1, we consider periodic boundary conditions or of modelling describing the effects of the limiter which allows to decrease the temperature in the device. Thus, in the transition layer, we have
and in the scrape layer, we have
(28)
This model also satisfies an energy estimate given by
To discretize the system (25)-(28), we apply a finite volume method in space coupled with a time-splitting scheme for the time discretization. We first present the numerical scheme and describe precisely the discretization of the boundary conditions. Finally, we compare our numerical results with those obtained by standard explicit and implicit time discretizations.
Time-splitting scheme
We apply a time-splitting scheme in both directions. As for the one-dimensional case, we apply an IMEX scheme to treat the nonlinear equation and find a condition on the viscosity ν > 0 to get a uniformly stable scheme. We first consider the nonlinear problem in the s direction,
with the boundary conditions (1, r) 
which allow to compute a first approximation T . Then, we compute a numerical approximation of the linear heat equation,
with non-homogeneous Neumann boundary conditions
For the sake of clarity, we present a stability estimate on this semi-discrete scheme (discrete in time and continuous in space), but the proof can be easily adapted to the fully discrete case.
Proposition 3.1 Assume that the viscosity term ν is such that for any r ∈ (0, 1), K T n 5/2 ∞ ≤ ν ∀n ∈ N. Then, the numerical solution satisfies the following:
Proof Multiplying Equation (29) by T and integrating in , we obtain
Then, applying the Young inequality and taking ν such that for all r ∈ (0, 1),
we have
Similarly, we multiply Equation (31) by T n+1 and integrate with respect to (s, r) ∈ , and we get
Furthermore, we derive Equation (31) with respect to s and get
Then, we multiply this latter equality by ν∂ s T n+1 and integrate over (s, r) ∈ ,
Hence, using that ∂ s (∂ r T n+1 (s, r)) = 0, r ∈ {0, 1}, it yields
Then, gathering Equations (34) and (35), we get
Finally, the latter inequality together with Equation (33) gives
By induction and summing over k = 0, . . . , n, we get the result
A finite volume approximation
For the space discretization, we consider a set of points (s i−1/2 ) 0≤i≤n s , a set of points of the interval (0, 1) with s −1/2 = 0, s n s −1/2 = 1 and n s + 1 representing the number of discrete points in the direction s, and (r j−1/2 ) 0≤j≤n r , a set of points of the interval (0, 1) with r −1/2 = 0, r n r −1/2 = 1 and n r + 1 representing the number of discrete points in the direction r. For 0 ≤ i ≤ n s − 1 and 0 ≤ j ≤ n r − 1, we define the control cell C i,j by C i,j = (s i−1/2 , s i+1/2 ) × (r j−1/2 , r j+1/2 ). We also denote by (r i , s i ) the centre of C i,j , the space step s i = s i+1/2 − s i−1/2 and the space step r j = r j+1/2 − r j−1/2 where we assume that there exists ξ ∈ (0, 1) such that
with h = max i,j { s i , r j }. We shall construct a set of approximations T i,j (t) of the average of the solution to Equations (2) and (3) on the control volume C i,j and set
Hence, the finite volume discretization to Equation (29) can be written as
where the flux F i+1/2,j corresponds to the one-dimensional flux given by Equation (23) and periodic boundary conditions are applied for r j ∈ (0, 1/2) and conditions (24) for r j ∈ (1/2, 1) . Then, the finite volume discretization to Equation (29) can be written as
where G i,j+1/2 is given by
i,j r j+1 + r j , j = 0, . . . , n r − 2.
Moreover, at the boundary r = 0 and r = 1, we apply the boundary conditions,
Numerical results
In this section, we compare the different numerical results related to the two-dimensional problem (25)-(28) obtained using a time-splitting scheme with an explicit, implicit and IMEX treatment of each step. As before, we first compute a reference solution obtained from an explicit scheme with a small time step satisfying a CFL condition t ∼ h 2 . In the following numerical simulations, we choose the different physical parameters as K = 1, K ⊥ = 10 −2 , γ = 2, Q ⊥ = 10. Moreover, the initial temperature is given by
and the final time of the simulation is T end = 2.
To compute the reference solution, we have chosen n s = 300 and n r = 300, whereas the numerical results using implicit and IMEX schemes are obtained with n s = 100 and n r = 100 with several time steps t = 10 −1 , 10 −2 , 10 −3 and 10 −4 . First, concerning the computational time, in Table 3 , we observe that the IMEX scheme is much faster than the implicit scheme. Furthermore, the numerical error presented in Table 4 for both schemes is of the same order of magnitude and thus the IMEX scheme is clearly much more efficient than the fully implicit scheme. Now, we want to investigate the effect of the splitting scheme on the numerical error and the computational cost. Therefore, we also propose a comparison between the different schemes. We first compare the computational time applying the IMEX scheme with and without the splitting method with a time step t = 10 −3 , (n s , n r ) = (50, 50), (100, 100), (300, 300) and (500, 500), respectively. On the one hand, in Table 5 , we observe that the splitting method is much faster than the non-splitting method when the number of discrete points increases.
On the other hand, we compare the numerical errors corresponding to the two strategies with (n s , n r ) = (100, 100), t = 10 −3 in Table 6 , in particular, the fully implicit scheme with and without splitting and the IMEX scheme with and without splitting. We observe that the method without splitting is always more accurate than the one with the splitting method. Table 3 . Computational time for the two-dimensional problem (25)-(28) using implicit and IMEX schemes at time T end = 2. In Figure 4 , we present the evolution of the approximation of the temperature (Equations (25)-(28)) in computational domain , which is divided into two regions: the transition layer and the SOL as illustrated in Figure 1(b) . We first initialize the temperature to a constant and then observe immediately that temperature decreases rapidly in the SOL and becomes singular around the limiter (which corresponds to the boundary s = 0 and 1 with r ≥ 1/2). On the other hand, in the transition layer, the temperature converges to a steady state which is homogeneous in s ∈ (0, 1). The different numerical schemes give the same qualitative behaviour of the solution.
In Figure 5 , we plot the temperature evolution at the section r = 0.25, r = 0.75 and s = 10 −2 and s = 0.5, respectively. According to Kočan et al. [9, 11] , the parallel thermal diffusivity is much larger than the perpendicular one, that is, K K ⊥ . Therefore, the temperature becomes constant along the magnetic field lines, that is, for s ∈ (0, 1). In Figure 5 , we observe that the temperature is constant at all time in transition region, whereas steep gradients develop at the boundary layer s = 0 and s = 1 in the SOL region. In the perpendicular direction r, the situation is different. We also observe that at time t = 2, the temperature decreases linearly with respect to r in the transition layer (0 ≤ r ≤ 0.5), according to the heat flux Q ⊥ at edge r = 0, and then decreases exponentially in the SOL (0.5 ≤ r ≤ 1). These numerical results correspond to the retarding field analyser [9] [10] [11] .
Finally, we present the evolution of the energy dissipation with respect to time: Energy dissipation Figure 6 . Evolution of the energy dissipation with respect to time for problem (25), with t = 0.001. (a) Implicit scheme and (b) IMEX scheme.
T (t, s, 0) ds. Figure 6 states the terms E 1 , E 2 , E 3 as function of t. We plot these terms obtained from implicit and IMEX schemes. Note that these two figures are almost the same. In fact, at the beginning of the simulation, there is a fast decay of the temperature, thus the quantity −E 1 representing the total energy exchange ratio in the domain is increasing for t < 0.1. Then, it converges to an equilibrium state for larger time. On the other hand, the quantity −E 2 decreases with respect to time, and it is due to the anisotropy between K and K ⊥ . Indeed, the energy is transferred to the limiters in the SOL region whereas in the perpendicular direction r, the thermal diffusivity is small. Finally, as we see in Figure 5 , on the edge of the core, the temperature does not vary significantly, thus the quantity E 3 increases slightly with respect to time.
The coupling problem
In this section, we consider the full two-dimensional model (2) composed of two different particle species, that is, ions and electrons. We denote by T i (resp. T e ) the temperature of ions (resp. electrons) which depends on time t and two space variables (s, r) ∈ . The two equations are coupled by a non-zero source term which balances the temperature between the two particle species,
where K ⊥,i K ,i , K ⊥,e K ,e and β is a negative constant. These two equations are completed with the boundary conditions (3) and the initial condition (4).
Time-splitting scheme
Now we discretize the full system (40) using a splitting scheme in three steps. We assume that an approximation of the solution (T e , T i ) at time t n is known and denote it by (T n e , T n i ). Therefore, Finally, we have
Summing over k = 0, . . . , n, we complete the proof.
Finally, space discretization is performed using the finite volume scheme presented in Section 3.2.
Numerical results
In this section, we compare the numerical results obtained from the implicit scheme and the IMEX scheme for Equation (40). We choose K ,i = 2 × 0.01, K ,e = 1, K ⊥,i = 0.01, K ⊥,e = 0.01, γ i = 0, γ e = 2.5, Q ⊥,i = Q ⊥,e = 10 and β = −0.02. The initial temperature is such that T 0 i (s, r) = 3 and T 0 e (s, r) = 3, (s, r) ∈ .
The final time of the simulation is T end = 1 and the mesh size is chosen as n s = 100 and n r = 100.
We plot the electron and ion temperature and compare their ratio at different time. The aim is to compare the different behaviours between electron and ion temperatures at the edges and in the SOL of a tokamak [7] .
On the one hand, in Figure 7 , we propose the temperature evolution. On the left-hand side, we present the electron temperature, whereas on the right-hand side we present the ion temperature. We first notice that the electron parallel thermal diffusivity is about 100 times larger than the one for ions [1, 18] , and the electron energy exchange ratio at the edge r ∈ (0.5, 1) depends on O(T −3/2 e ), thus the temperature has a fast decay when it is small in the SOL. However, the boundary conditions for ions in the SOL are given by the homogeneous Neumann condition ∂ s T i = 0, which means that there is no energy exchange at the limiters. Thus, the ion temperature does not vary significantly at the SOL.
On the other hand, the ratio between electron temperature and ion temperature is presented in Figure 8 . Figure 8 illustrates that in the transition layer, the ion and electron temperatures are almost identical. However, in the SOL, at the final time T end = 1, the ratio τ becomes large around the limiters due to the boundary condition ∂ s T e ∝ T −3/2 e . The evolution of the ratio τ in the radial direction is given in Figure 8 . We observe that in the transition layer the ratio τ is almost equal to 1, whereas in the SOL this ratio becomes large. For example, at time t = 1 the ratio τ = 6 for s = 1/2, while it is τ = 45 for s = 10 −2 . These behaviours correspond to the experiment results in Kočan [9, 11] . At last, we vary the parameter β to study the equilibrium source term in Figure 9 and observe that when the parameter |β| is large, the ratio τ decreases. 
Conclusion
We have presented various numerical approximations for a nonlinear temperature balance equation describing the heat evolution of a magnetically confined plasma in the edge region of a tokamak. Numerical comparisons show that an IMEX scheme based on a 'smart' decomposition of the nonlinear diffusive operator coupled with a splitting strategy gives an efficient numerical scheme in terms of accuracy, stability and reasonable computational cost. The next step would consist of coupling the present model with the transport equations for the plasma density and momentum.
