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CHAPTER 1
Introduction
§ 1.1. Pade´ approximation.
Let (fn)n≥0 be a solution of the recurrence relation
fn + αn,1fn−1 + · · ·+ αn,mfn−m = 0, n ≥ m, (1.1)
with given initial values f0, . . . , fm−1. If for all n the coefficients αn,1, . . . , αn,m
are given, it is well known that the solutions of the recurrence relation form
a vector space of dimension ≤ m.
Recurrence relations play a central role in several areas of mathematics
such as number theory, difference equations, continued fractions, and approx-
imation theory to name a few. In the general theory, two results due to H.
Poincare´ [23] and O. Perron [30, 31] single out (see also [14]).
In the sequel, we assume that the limits
lim
n→∞
αn,j = aj, j = 1, . . . ,m, am 6= 0 (1.2)
exist. Define the so called characteristic polynomial of (1.1)
p(z) = zm + a1z
m−1 + · · ·+ am =
m∏
j=1
(z − λj). (1.3)
Theorem 1.1.1 (Poincare´). Suppose that 0 < |λ1| < · · · < |λm|. Then,
any solution (fn)n≥0 of (1.1) verifies that either fn = 0, n ≥ n0, or
lim
n→∞
fn+1
fn
= λk, (1.4)
where λk is one of the roots of the characteristic polynomial.
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Theorem 1.1.2 (Perron). Suppose that 0 < |λ1| < · · · < |λm| and αn,m 6=
0, n ≥ m. Then, there exists a fundamental system of solutions (fkn)n≥0, k =
1, . . . ,m, of (1.1) such that
lim
n→∞
fkn+1
fkn
= λk, k = 1, . . . ,m. (1.5)
Each solution (fn)n≥0 of (1.1) can be identified with a formal series
f(z) =
∑
n≥0
fnz
n. (1.6)
We will frequently identify a solution of (1.1) and its associated Taylor
series. The analytic properties of an analytic element are encoded in its
Taylor coefficients. Due to a deep result of E. Fabry [13], more can be said.
Theorem 1.1.3 (Fabry). Given a Taylor series f whose coefficients verify
(1.4) then |λk|−1 is the radius of convergence of (1.6) and λ−1k is a singular
point of f.
Set
αn(z) := 1 + αn,1z + · · ·+ αn,mzm. (1.7)
Unless otherwise stated, in the sequel we will assume that αn,m 6= 0, n ≥ m.
If [f]n denotes the n-th taylor coefficient of a formal power series f, then (1.1)
adopts the expression
[fαn]n = 0, n ≥ m. (1.8)
It is well known that
R0(f) =
(
lim sup
n−→∞
|fn|1/n
)−1
,
R0 (f) denotes the radius of convergence of the series (1.6) and D0 (f) =
{z : |z| < R0 (f)} is the disk of convergence. In the sequel, Dm(f), m ∈ Z+,
denotes the mth disk of meromorphy of f. When R0(f) = 0 this disk is defined
to be the empty set. If R0(f) > 0 then Dm(f) is the largest disk centered
at the origin to which the analytic element (f, D0(f)) can be extended as a
meromorphic function having no more than m poles. Let Rm(f) denote the
radius of Dm(f).
Definition 1.1.1. Let f be a formal Taylor expansion about the origin as
in (1.6). Let n,m ∈ Z+, be non-negative integers. There exists a pair of
polynomials (pn,m, qn,m) such that:
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a.1) deg(pn,m) ≤ n, deg(qn,m) ≤ m, qn,m 6≡ 0,
a.2) qn,m(z)f(z)− pn,m(z) = An,mzn+m+1 + · · · .
Any pair (pn,m, qn,m) satisfying a.1)-a.2) defines a unique rational function
pin,m(f) = pn,m/qn,m called the (n,m)-Pade´ approximant associated with f.
Thus, to each pair (n,m) you can assign the rational function pin,m(f).
In this way, you construct the so called Pade´ table of rational functions
associated with f. For m fixed, you get the m-th row of the table. Taking
n = m for all m you have the main diagonal. Rows and diagonals are the
main components of the table. When m = 0 you get the Taylor polynomials.
Unless otherwise stated, we will assume that qn,m is normalized with
leading coefficient equal to 1.
With this notation, a.2) in Definition 1.1.1 reduces to
[qn,mf]ν = 0, ν = n+ 1, · · · , n+m.
In terms of recurrence relations, this means that the system of functions
(f, zf, · · · , zm−1f) (1.9)
is made up of solutions of a recurrence realtion of type (1.8) (or, what is the
same, (1.1)) with αn replaced by qn,m.
One of the main interests in the theory of Pade´ approximation is that in
many cases it allows not only to recover the function but also to detect the
location of its singularities. For row sequences, an important result in this
direction is due to R. de Montessus de Ballore (see [29]) which we state as
follows.
Theorem 1.1.4 (Montessus de Ballore). Assume that f has in Dm(f)
exactly m poles λ1, . . . , λm (counting multiplicities). Set qm(z) =
m∏
k=1
(z −
λk) and let qn,m denote the denominator of pin,m normalized with leading
coefficient equal to 1. Then, for all sufficiently large n, deg qn,m = m,
lim sup
n
‖qn,m − qm‖1/n ≤ max{|λk| : k = 1, · · · ,m}
Rm(f)
, (1.10)
where ‖ · ‖ denotes the norm in the space of polynomial coefficients and
lim sup
n
‖pin,m − f‖1/nK ≤
max{|z| : z ∈ K}
Rm(f)
, (1.11)
where K denotes an arbitrary compact subset of D′m(f) = Dm(f)\{λ1, · · · , λm}
and ‖ · ‖K denotes the sup-norm on K.
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From Montessus de Ballore’s Theorem it follows that if ξ is a pole of f in
Dm(f) of order τ , then for each  > 0 sufficiently small, there exists n0 such
that for n ≥ n0, qn,m has exactly τ zeros in {z : |z − ξ| < }. We say that
each pole of f in Dm(f) attracts as many zeros of qn,m as its multiplicity.
We wish to mention that in [6] and [7] similar problems were studied for
different types of approximants. For scalar functions, several approximating
models have been explored which in one way or another extend the notion
of Pade´ approximation, for example, see [4], [15], [16], [17].
In the theory of Pade´ approximation the problems may be classified in
two groups. In the first group, we have the direct type results in which start-
ing out from a function of which we know some of its analytic properties (for
example, region where it is meromorphic, number and location of some of its
singularities) we wish to study the convergence of a certain sequence of its
Pade´ approximants (this is the nature of the analytic results you will find in
[2]). In the second group, we have the inverse type results where one knows
the asymptotic behavior of the poles of a sequence of Pade´ approximants and
one wishes to discover the analytic properties of the analytic element from
which the approximants were constructed, and locate some of its singular-
ities. Fabry’s theorem is an eloquent example of an inverse type theorem
since (fn/fn+1)n≥0 turns out to be the sequence of poles of the denominators
corresponding to the first row of the Pade´ approximants.
The systematic study of inverse type results was initiated and promoted
by A.A. Gonchar in [17].
Theorem 1.1.5 (Gonchar). Let f be a formal Taylor expansion about the
origin and fix m ∈ N. Then, the following two assertions are equivalent:
a) R0(f) > 0 and f has exactly m poles in Dm(f) counting multiplicities.
b) There is a monic polynomial qm of degree m, qm(0) 6= 0, such that the
sequence of denominators {qn,m}n≥m of the Pade´ approximations of f,
normalized to be monic, satisfies
lim sup
n→∞
‖qm − qn,m‖1/n = θ < 1,
where ‖ · ‖ denotes the coefficient norm in the space of polynomials.
Moreover, if either a) or b) takes place the zeros of qm coincide with the set
P(f) of poles of f in Dm(f),
θ =
max{|ξ| : ξ ∈ Pm(f)}
Rm(f)
, (1.12)
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and
lim sup
n→∞
‖f−Rn,m‖1/nK =
‖z‖K
Rm(f)
, (1.13)
where K is any compact subset of Dm(f) \ Pm(f).
So stated Gonchar’s Theorem first appears as a remark in Section 3, Sub-
section 4, in [15] (see also [18, Section 2]). Montessus’ Theorem is contained
in a) implies b) and relations (1.12)-(1.13) with ≤ replacing the equality sign.
These are the so called direct statements of the theorem. The inverse state-
ments, b) implies a), θ ≥ max{|ξ| : ξ ∈ Pm(f)}/Rm(f), and the inequality
≥ in (1.13) are immediate consequences of [17, Theorem 1]. The study of
inverse problems of Pade´ approximation was suggested by A. A. Gonchar in
[17, Subsection 12] where he presented some interesting conjectures. Some
of them were solved in [33], [34] and [35] by S. P. Suetin.
A beautiful extension of Fabry’s theorem, conjectured in [17], was given
by S.P. Suetin in [34] under the assumption that the sequence of denominators
of the m-th row of the Pade´ approximants is convergent.
Theorem 1.1.6 (Suetin). Suppose that m ∈ N is fixed and (1.6) is a power
series which is not a rational function having at most m− 1 poles. Assume
that there exists a polynomial qm(z) =
∏m
k=1(z − λk), qm(0) 6= 0, such that
lim
n−→∞
qn,m(z) = qm(z)
where {qn,m}, n ≥ 1, is the sequence of denominators of the m-th row of
Pade´ approximants of (1.6). Then
a) Rm−1(f) = max1≤k≤m |λk|. All the points λk (k = 1, · · · ,m) lying in the
disk |z| < Rm−1(f), and only they, are poles of f (counting multiplicity)
in this disk.
b) All the points λk (k = 1, · · · ,m) lying on the circle |z| = Rm−1(f) are
singular points of f.
§ 1.2. Hermite-Pade´ approximation.
In [19] Ch. Hermite publishes his proof of the transcendence of e making
use of simultaneous rational approximation of systems of exponentials. That
paper marked the beginning of the modern analytic theory of numbers. The
formal theory of simultaneous rational approximation for general systems of
analytic functions, now called Hermite-Pade´ approximation, was initiated by
K. Mahler in lectures delivered at the University of Groningen in 1934-35.
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These lectures were published years later in [27]. Important contributions in
this respect are due to his students J. Coates and H. Jager, see [11] and [20].
Basically, there are two types of Hermite-Pade´ approximants, called of type
I and II. We restrict our attention to type II Hermite-Pade´ approximants
because they are the ones related with higher order recurrence relations.
Let f =
(
f1, f2, . . . , fd
)
be a system of d formal series, where for each
k = 1, . . . , d,
fk(z) =
∞∑
n=0
fknz
n, fkn ∈ C. (1.14)
Let D = (D1, D2, . . . , Dd) be a system of domains such that, for each k =
1, . . . , d, fk is meromorphic in Dk. We say that the point ξ is a pole of f in
D of order τ if there exists an index k ∈ 1, . . . , d such that ξ ∈ Dk and it is
a pole of fk of order τ , and for j 6= k either ξ is a pole of fj of order less than
or equal to τ or ξ 6∈ Dj. When D = (D, . . . , D) we say that ξ is a pole of f
in D.
Let R0(f) be the radius of the largest open disk D0(f) in which all the
expansions fk, k = 1, . . . , d correspond to analytic functions. If R0(f) = 0,
we take Dm(f) = ∅, m ∈ Z+; otherwise, Rm(f) is the radius of the largest
open disk Dm(f) centered at the origin to which all the analytic elements
(fk, D0(f
k)) can be extended so that f has at most m poles counting multi-
plicities. The disk Dm(f) constitutes for systems of functions the analogue
of the m-th disk of meromorphy defined by J. Hadamard in [25] for d = 1.
Moreover, in that case both definitions coincide.
In the sequel, m = (m1, . . . ,md) ∈ Zd≥0 \ {0} is fixed. Here, Z≥0 :=
{0, 1, 2, . . .} and 0 ∈ Zd≥0 denotes the zero vector. Set |m| = m1 + · · ·+md.
Definition 1.2.1. Let (f ,m) and n ≥ max{mk : k = 1, . . . , d} be given.
Then, there exist polynomials q, pk, k = 1, . . . , d, such that
b.1) deg pk ≤ n−mk, k = 1, . . . , d, deg q ≤ |m|, q 6≡ 0,
b.2) (qfk − pk)(z) = Akzn+1 + · · · .
The vector rational function Rn,m = (Rn,m,1, . . . , Rn,m,d) where Rn,m,k =
pk/q is called an (n,m) (type II) Hermite-Pade´ approximation of f .
The existence of such polynomials reduces to solving a homogeneous lin-
ear system of |m| equations on the |m|+ 1 unknown coefficients of q. Thus a
nontrivial solution exists. Once q is found, the polynomial pk, k = 1, . . . , d, is
the Taylor polynomial of degree n−mk of qfk. Hermite-Pade´ approximants
are not uniquely determined in general, except when d = 1. For each n we
choose one candidate.
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Without loss of generality, we can assume that q has no common zero
simultaneously with all the polynomials pk except possibly at z = 0. Indeed,
if z0 6= 0 was such a common zero, we can divide both sides of b.2) by z − z0
lowering the degrees of q and pk while preserving the starting power on the
right hand of b.2). This last observation cannot be achieved if the common
zero is z0 = 0. We can take the leading coefficient of q equal to 1. With these
normalization, we write qn,m and pn,m,k instead of q and pk, respectively.
With this notation, b.2) in Definition 1.2.1 reduces to
[zνqn,mf
k]n = 0, k = 1, . . . , d, ν = 0, . . . ,mk − 1.
In terms of recurrence relations, this means that the system of functions
(f1, . . . , zm1−1f1, f2, . . . , zm2−1f2, f3, . . . , zmd−1fd) (1.15)
is made up of solutions of the recurrence relations
[qn,mf]n = 0, n ≥ |m|, (1.16)
of type (1.8) (or, what is the same, (1.1)) with αn replaced by qn,m. We
cannot guarantee that the independent term or the coefficient accompanying
z|m| of qn,m are different from zero, but this will not cause any problem for
the applications we have in mind.
On the other hand, given the recurrence (1.1), let f = (f1, . . . , fm) be a
fundamental system of solutions of (1.1) and take m = (1, 1, . . . , 1), where 1
is repeated m times. It is easy to verify that αn is non other than the common
denominator qn,m of the (n,m) type II Hermite Pade´ approximation of f .
Returning to the setting of Hermite-Pade´ approximation, when d = 1,
then f = f reduces to a scalar function, m = m is a non-negative integer, and
Definition 1.2.1 gives rise to the so called (n−m,m) Pade´ approximation of
f.
By construction, all the polynomials qn,m have degree ≤ |m|. The se-
quence (Rn,m)n≥n0 of vector rational functions, where m remains fixed, is
called a row sequence of Hermite-Pade´ approximants of f in consonance with
the denomination established in the scalar case d = 1 in the theory of Pade´
approximation. One can consider sequences of type II Hermite-Pade´ approx-
imations in which m depends on n, but this drives us far away from the
connection established above with the theory of recurrence relations, spe-
cially if |m| increases to ∞ with n.
It should be stressed that [24] was pioneering in the sense that it initiated
a convergence theory for row sequences of Hermite- Pade´ approximation.
The result proved in [24] does not allow a converse statement in the sense
of Gonchar’s Theorem. Inspired in the concept of polewise independence, in
[10] the following relaxed version of it was introduced.
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Definition 1.2.2. Given f = (f1, . . . , fd) and m = (m1, . . . ,md) ∈ Zd≥0 \{0}
we say that ζ ∈ C \ {0} is a system pole of order τ of (f ,m) if τ is the
largest positive integer such that for each s = 1, . . . , τ there exists at least
one polynomial combination of the form
d∑
k=1
pkf
k, deg pk < mk, k = 1, . . . , d, (1.17)
which is analytic on a neighborhood of D|ζ| = {z : |z| ≤ |ζ|} except for
a pole at z = ζ of exact order s. If some component mk equals zero the
corresponding polynomial pk is taken identically equal to zero.
We wish to underline that if some component mk equals zero, that compo-
nent places no restriction on Definition 1.2.1 and does not report any benefit
in finding system poles; therefore, without loss of generality one can restrict
the attention to multi-index m ∈ Nd.
Definition 1.2.3. Given f = (f1, . . . , fd) and m = (m1, . . . ,md) ∈ Zd≥0 \{0}
we say that ζ ∈ C \ {0} is a system singularity of (f ,m) if there exists at
least one polynomial combination of the form (1.17) analytic in D|ζ| = {z :
|z| < |ζ|} and ζ is a singular point of (1.17).
In this context, the concepts of singular point and pole depend not only
on the system of functions f but also on the multi index m. For example,
poles of the individual functions fk need not be system poles of f and system
poles need not be poles of any of the functions fk (see interesting examples
in [10]).
The example of Table 5.3 shows that given (f ,m) a point in C∗ may be
simultaneously a system pole and a singularity of a different nature. Obvi-
ously, 1 is a system pole of (f ,m) of order one because of f2, and it is also a
system syngularity of logarithmic type because of f1.
Definition 1.2.4. A vector f = (f1, . . . , fd) of d formal Taylor expansions
is said to be polynomially independent with respect to m = (m1, . . . ,md) ∈
Nd,N := {1, 2, . . .}, if there do not exist polynomials p1, . . . , pd, at least one
of which is non-zero, such that
b.1) deg pk < mk, k = 1, . . . , d,
b.2)
d∑
k=1
pkf
k is a polynomial.
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In particular, polynomial independence implies that for k = 1, . . . , d, fk is
not a rational function with at most mk−1 poles and the system of functions
(1.15) is linearly independent. Moreover, (1.15) constitutes a fundamental
system of solutions of (1.16).
To each system pole ξ of f with respect to m one can associate several
characteristic values. Let τ be the order of ξ as a system pole of f . For
each s = 1, . . . , τ denote by rξ,s(f ,m) the largest of all the numbers Rs(g)
(the radius of the largest disk containing at most s poles of g), where g is a
polynomial combination of type (1.17) that is analytic on a neighborhood of
D|ξ| except for a pole at z = ξ of order s. Set
Rξ,s(f ,m) := min
k=1,...,s
rξ,k(f ,m),
Rξ(f ,m) := Rξ,τ (f ,m) := min
s=1,...,τ
rξ,k(f ,m).
It is not difficult to verify that if d = 1 and (f ,m) = (f,m), the concepts
of system poles and poles in Dm(f) coincide.
Let Q(f ,m) denote the monic polynomial whose zeros are the system
poles of f with respect to m taking account of their order. The set of distinct
zeros of Q(f ,m) is denoted by P(f ,m).
Gonchar’s theorem was extended to the context of row sequences of type II
Hermite-Pade´ approximation in [10, Theorem 1.4]. Taking into consideration
the connection with the general theory of recurrence relations established
above, this result may be reformulated in terms of the analytic continuation
and singularities of a fundamental system of solutions of a general recurrence
relation.
Theorem 1.2.1. Let f be a system of formal Taylor expansions as in (1.14)
and fix a multi-index m ∈ Nd. Then, the following assertions are equivalent.
a) R0(f) > 0 and f has exactly |m| system poles with respect to m counting
multiplicities.
b) The denominators qn,m, n ≥ |m|, of simultaneous Pade´ approximations
of f are uniquely determined for all sufficiently large n and there exists
a polynomial qm of degree |m|, qm(0) 6= 0, such that
lim sup
n−→∞
‖qm − qn,m‖1/n = θ < 1.
Moreover, if either a) or b) takes place then qm ≡ Q(f ,m) and
θ = max{ |ξ|
Rξ(f ,m)
: ξ ∈ P(f ,m)}. (1.18)
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If d = 1, Rn,m and qn,m are uniquely determined; therefore, Theorem 1.2.1
contains Gonchar’s Theorem.
Inspired in the conjectures posed by A.A. Gonchar in [17] for the scalar
case, some natural questions arise. Is it true that each system pole attracts
with geometric rate at least as many zeros of the polynomials qn,m as its order
(even if the total number of system poles is less than |m|)? Reciprocally, if
some point in C∗ attracts a certain number of zeros of the polynomials qn,m
with geometric rate, does it mean that the point is necessarily a system pole
of (f ,m)? What can be said about the points which are limit of the zeros of
the denominators? Are they singular points of (f ,m) in some sense? In this
regards, the numerical results in Chapter 5 make us suspect that the answer
is yes.
We wish to investigate the case when
lim
n−→∞
qn,m = qm, deg qm = |m|, qm(0) 6= 0, (1.19)
but the rate of convergence is not known in advance.
Assuming (1.19), one of the goal of this thesis is to study the connection
between the zeros of qm and the system singularities of (f ,m) which would
give a generalization of Suetin’s Theorem.
In the proof of Theorem 1.2.1 the concept of incomplete Pade´ approxima-
tion plays a central role. This notion was introduced in [9]. We will further
explore its potential for our purpose. In the next section we give its formal
definition and mention some of its properties.
§ 1.3. Incomplete Pade´ approximation.
We begin with a formal definition of this concept.
Definition 1.3.1. Let f be a formal Taylor expansion about the origin. Fix
m ≥ m∗ ≥ 1. Let n ≥ m, we say that the rational function rn,m is an
incomplete Pade´ approximation of type (n,m,m∗) with respect to f if rn,m is
the quotient of any two polynomials p and q that verify
(c.1) deg(p) ≤ n−m∗, deg(q) ≤ m q 6≡ 0,
(c.2) q(z)f(z)− p(z) = Azn+1 + · · · .
Given (n,m,m∗), n ≥ m ≥ m∗, the Pade´ approximantsRn−m∗,m∗ , ..., Rn−m∗,m
can all be regarded as incomplete Pade´ approximation of type (n,m,m∗) of
f. In particular this means that rn,m is not uniquely determined (in general)
when m∗ < m. Therefore, when we refer to such approximants we under-
stand that once we fix m and m∗ for each given n a candidate is chosen.
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This liberty is the main convenience of incomplete Pade´ approximation. For
example, notice that according to the definition of Hermite Pade´ approxi-
mation Rn,m,k is an incomplete Pade´ approximation of type (n, |m|,mk) of
the kth component fk of the vector f . In Chapter 5, the components Rn,m,k
are incomplete Pade´ approximations of type (n, 2, 1) in the examples of Ta-
bles 5.1, 5.2 and 5.3, while in the other examples they are incomplete Pade´
approximations of type (n, 3, 1).
Cancelling out common factors between p and q, we write rn,m = pn,m/qn,m,
where qn,m is normalized as follows
qn,m(z) =
∏
|ζn,k|<1
(z − ζn,k)
∏
|ζn,k|≥1
(1− z/ζn,k) (1.20)
With this normalization, it is easy to check that on any compact subset K
of C
‖qn,m‖K := max
z∈K
|qn,m(z)| ≤ C <∞ (1.21)
where C is a constant that is independent of n ∈ N (but depends on K).
Suppose that p and q have a common zero at z = 0 of order λn. Notice
that 0 ≤ λn ≤ m. Then
(c.3) deg pn,m ≤ n−m∗ − λn, deg qn,m ≤ m− λn, qn,m 6≡ 0
(c.4) qn,m(z)f(z)− pn,m(z) = Azn+1−λn + · · · .
From the definition it is not hard to prove (see proposition 2.1.1) that
rn+1,m − rn,m =
An,mz
n+1−λn−λn+1q∗n,m−m∗
qn,mqn+1,m
, (1.22)
where An,m is a constant and q
∗
n,m−m∗ is a polynomial of degree less than or
equal to m−m∗ normalized as in (1.20).
We introduce a notion of convergence which will be very useful in the
sequel.
Definition 1.3.2. Let E be a subset of the complex plane C. By U(E) we
denote the class of all coverings of E by at most a numerable set of disks.
Set
σ1(E) := inf
{ ∞∑
ν=1
|Uν | : {Uν} ∈ U(E)
}
where |Uν | denotes the radius of the disk Uν.
The quantity σ1(E) is called the σ1 content of the set E. The following
properties are immediate consequences of the definition.
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b.1) σ1(E1 ∪ E2) ≤ σ1(E1) + σ1(E2).
b.2) if E1 ⊂ E2 then σ1(E1) ≤ σ1(E2).
Obviously, if E is itself a (closed or open) disk then σ1(E) is equal to its
radius. We have the following concept of convergence.
Definition 1.3.3. Let ϕ and ϕn, n ∈ Z+, be functions defined on a region
Ω ⊂ C. We say that the sequence (ϕn)n≥0 converges σ1 on each compact
subset K ⊂ Ω to ϕ if for every K ⊂ Ω and  > 0
lim
n−→∞
σ1 {z ∈ K : |(ϕn − ϕ)(z)| ≥ } = 0.
We denote this by
σ1 − lim
n
ϕn = ϕ, K ⊂ Ω.
Using telescopic sums, equation (1.22) implies that σ1 convergence of the
sequence (rn,m)n≥0 can be reduced to the σ1 convergence of the series
∞∑
n=m
An,mz
n+1−λn−λn+1q∗n,m−m∗(z)
(qn,mqn+1,m)(z)
, 0 ≤ λn ≤ m.
Define
R∗m(f) =
1
lim sup
n−→∞
|An,m|1/n , D
∗
m(f) = {z : |z| < R∗m(f)}. (1.23)
Among other results, in [9] the authors proved
Theorem 1.3.1. Let f be a formal power series. Fix m and m∗ nonnegative
integers, m ≥ m∗. Let (rn,m)n≥m be a sequence of incomplete Pade´ approxi-
mants of type (n,m,m∗) for f . If R∗m(f) > 0 then R0(f) > 0. Moreover,
Dm∗(f) ⊂ D∗m(f) ⊂ Dm(f)
and D∗m(f) is the largest disk in compact subsets of which σ1 − lim
n→∞
rn,m = f.
Moreover, the sequence (rn,m)n≥m is pointwise divergent in {z : |z| > R∗m(f)}
except on a set of σ1−content zero.
When dealing with inverse type problems, one of the main difficulties is
to determine from the data if the formal expansion represents an analytic
element in a vicinity of the origin; that is, if the formal expansion is indeed
convergent about z = 0. The previous theorem says that a sufficient con-
dition is that R∗m(f) > 0. Notice that in that result the convergence of the
denominators of the incomplete Pade´ approximants is not required. When
this is true some additional information can be drawn. A direct consequence
of [10, Corollary 2.4] establishes
14
Theorem 1.3.2. Let f be a formal power series that is not a polynomial. Fix
m ≥ m∗ ≥ 1. Let (rn,m)n≥m, rn,m = pn,m/qn,m, be a sequence of incomplete
Pade´ approximants of type (n,m,m∗) corresponding to f. Assume that there
exists a polynomial qm of degree m, qm(0) 6= 0, such that
lim
n→∞
qn,m = qm. (1.24)
Then, 0 < R0(f) < ∞ and the zeros of qm contain all the poles, counting
multiplicities, that f has in D∗m(f).
Therefore, incomplete Pade´ approximation allows to recover the poles of
f inside D∗m(f). When m
∗ = m we are in the case of Pade´ approximation and
Suetin’s Theorem says that all the zeros of qm are singular points of f, whether
they lie in Dm(f) or its boundary. For truly incomplete Pade´ approximants
(m∗ < m), what can be said about the zeros of qm in relation with the
singular points of f? We know that not all of them need to be singular points
as can be deduced from the examples in [9, Section 5]. However, f may have
less than m∗ poles in D∗m(f), we can see that clearly in the example of Table
5.3, where R1(f1) = R
∗
2(f1) = R2(f1) = 1 and f1 has no poles in D
∗
2(f1). In
this situation, do the zeros of qm contain some singularities of f lying on the
boundary of D∗m(f)? This and other related questions will be addressed in
this thesis.
In Chapter 5 we show some examples which make us wonder the following:
- Is it true or false that
lim
n−→∞
qn,m = qm (1.25)
implies that
lim
n−→∞
q∗n,m−m∗ = q
∗
m−m∗ (1.26)
- Suppose that (1.25) and (1.26) hold. Is it true or false that qm is
divisible by q∗m−m∗?
§ 1.4. Multipoint Pade´ approximation.
Suppose that E is a bounded continuum with connected complement con-
taining more than one point, α = {αn,k} (n = 1, 2, . . .; k = 1, . . . , n) is a
table of interpolation nodes.
Definition 1.4.1. Let f(z) ∈ H(E). Then, there exist polynomials Pn,m,
Qn,m, such that
d.1) degPn,m ≤ n, degQn,m ≤ m, Qn,m 6≡ 0,
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d.2) (Qn,mf− Pn,m)/an+m+1 ∈ H(E),
where an(z) =
∏n
k=1(z−αn,k). A multipoint Pade´ approximant of type (n,m)
for the function f(z) is defined to be a rational function given as the ratio
Pn,m/Qn,m of any plynomials Pn,m and Qn,m satisfying d.1)− d.2).
In the study of the convergence of general interpolation schemes, it is
common to impose on the table of interpolation nodes various restrictions
which determine the asymptotic behavior of the sequence of polynomials an.
Let ΦE be a holomorphic univalent function mapping the complement of E
onto the exterior of the unit disk, with ΦE(∞) = ∞,Φ′E(∞) > 0. It is well
known that there exist tables of points α satisfying the condition
lim
n→∞
|an(z)|1/n = c|ΦE(z)|, (1.27)
or the stronger condition
lim
n→∞
an(z)/c
nΦnE(z) = G(z) 6= 0, (1.28)
uniformly on compact subsets of C \ E, where c denotes some positive con-
stant, see [37, Chapters 8-9]. For each ρ > 1, we introduce
Γρ := {z ∈ C : |ΦE(z)| = ρ}, and Dρ := E ∪ {z ∈ C : |ΦE(z)| < ρ}
as the level curve of index ρ and the canonical domain of index ρ, respectively.
Let ρ0(f) be equal to the index ρ of the largest canonical domain Dρ to which
f can be extended as holomorphic functions, and ρm(f) is the largest number
ρ such that f admits meromorphic extension to the domain Dρ and has at
most m poles in this domain.
Gonchar proved that the following analogue of the Cauchy-Hadamard
formula holds for f ∈ H(E) and interpolation tables satisfying (1.28):
ρ0(f)
−1 = c lim sup
n→∞
∣∣∣∣∣
∫
Γρ
an+1(t)
−1f(t)dt
∣∣∣∣∣
1/n
. (1.29)
With the help of this formula he obtained the following theorem.
Theorem 1.4.1 (Gonchar). Suppose that f(z) ∈ H(E), the interpola-
tion nodes satisfy condition (1.28), and for all sufficiently large n the m-th
row of the table of multipoint Pade´ approximants has exactly m finite poles
λn,1, . . . , λn,m, which converge to limits λ1, . . . , λm at the rate of a geomet-
ric progression: lim supn→∞ |λn,p − λp|1/n = δp < 1 (p = 1, · · · ,m). Then
ρm(f) = δ
−1|ΦE(λp)| (p = 1, · · · ,m), and all the points λ1, . . . , λm (and only
they) are poles of f(z) (counting multiplicity) in Dρm(f).
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In [3] the author shows that the conditions characterizing the rate of con-
vergence of the poles can be waived in Gonchar’s Theorem. More precisely,
he proves the following analogue of Suetin’s Theorem for the m-th row of the
table of multipoint Pade´ approximants of a function f(z) holomorphic in a
neighborhood of a continuum E.
Theorem 1.4.2. Suppose that f(z) ∈ H(E), the interpolation nodes satisfy
condition (1.28), and for all sufficiently large n the m-th row of the table
of multipoint Pade´ approximants has exactly m finite poles λn,1, . . . , λn,m,
which converge to limits limn→∞ λn,p = λp (p = 1, · · · ,m). Then ρm−1(f) =
max1≤p≤m |ΦE(λp)|, all the points λp (p = 1, · · · ,m) lying on the boundary
of Dρm−1(f) are singular points of f(z).
In Chapter 4 we gived necessary and sufficient conditions for the con-
vergence with geometric rate of the common denominators of multipoint
Hermite-Pade´ approximants.
§ 1.5. Methodology and structure of the thesis.
In terms of the asymptotic behavior of the sequence of common denomina-
tors, in Chapter 2 we describe some analytic properties of f and restate some
conjectures corresponding to questions once posed by A. A. Gonchar for row
sequences of Pade´ approximants. The main result of this chapter is Theorem
2.3.1 contained in Section 2.3. Its proof is based on two fundamental lemmas
proved in Section 2.2. Theorem 2.3.1 is an extension of Suetin’s Theorem
for the case of incomplete Pade´ approximation. Actually, when m∗ = m,
Theorem 2.3.1 reduces to Theorem 1.1.6. In Section 2.4 we prove that the
system poles are strong attractors. In Section 2.5 we consider row sequences
of (type II) Hermite-Pade´ approximations with common denominator asso-
ciated with a vector f of formal power expansions about the origin and we
apply Theorem 2.3.1 to Hermite-Pade´ approximation.
In Chapter 3 we obtain extensions of the Poincare´ and Perron theorems
for higher order recurrence relations. The main result is Theorem 3.2.1 con-
tained in Section 3.2. In Section 3.3 we prove some auxiliary lemmas needed
for the proof of Theorem 3.2.1, which is in Section 3.4. We obtain some con-
sequences of Theorem 3.2.1 in the study of row sequences of Hermite-Pade´
approximation contained in Section 3.5.
In Chapter 4, given a system of functions f = (f1, . . . , fd) analytic on
a neighborhood of some compact subset E of the complex plane, we give
necessary and sufficient conditions for the convergence with geometric rate
of the common denominators of (MHP) multipoint Hermite-Pade´ approxi-
mants. The main result of this chapter is the Theorem 4.1.1, which extends
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Theorem 1.2.1 to the case of MHP approximation. We prove the direct and
inverse statements in Sections 4.2 and 4.3 respectively. The exact rate of con-
vergence of the denominators and of the approximants themselves is given
in terms of the analytic properties of the system of functions. These results
allow to detect the location of the poles of the system of functions which are
in some sense “closest” to E.
Chapter 5 contains some computational experiments to illustrate the be-
havior of the denominators of Hermite-Pade´ approximants and the relation-
ship between the zeros of qm and q
∗
m−m∗ . For Pade´ approximants this problem
does not arise because q∗m−m∗ ≡ 1 since m = m∗.
Some of the results of this thesis were announced without proofs in [26].
That paper served as guidance and inspiration for the research we have car-
ried out. The contents of Chapter 2 appears in [21]. The contents of Chapter
3 is contained in [22]. The contents of Chapter 4 was submitted and accepted
for publication in [8].
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CHAPTER 2
Direct and inverse results on row
sequences of Hermite-Pade´
approximation
§ 2.1. Some auxiliary results.
We begin proving formula (1.22) which plays a central role in our reasonings.
Proposition 2.1.1. Let a formal power series (1.6) be given. Fix m ≥ m∗
two positive integers. Then, for each n ≥ m (1.22) takes place.
Proof. Using (c.4) on page 12 we have
zλn [qn,mf− pn,m](z) = Azn+1 + · · ·
and
zλn+1 [qn+1,mf− pn+1,m](z) = A2zn+2 + · · · .
Multiplying the first equation by zλn+1qn+1,m, the second by z
λnqn,m and
deleting one of the equations thus obtained from the other, it follows that
zλn+λn+1 [qn,mpn+1,m − qn+1,mpn,m](z) = A3zn+1 + · · ·
Taking into consideration (c.3) we see that on the left hand side we have a
polynomial of degree ≤ n+ 1 +m−m∗. Consequently,
zλn+λn+1 [qn,mpn+1,m − qn+1,mpn,m](z) = q˜n,m−m∗zn+1,
where deg(q˜n,m−m∗) ≤ m−m∗. Dividing by zλn+λn+1qn,mqn+1,m and normal-
izing q˜n,m−m∗ as in (1.20) the desired result is obtained.
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The next lemma is very useful for studying the convergence of sequences
of rational functions with free poles. It is due to A. A. Gonchar [16, Lemma
1]. For completeness we include the proof. Under appropriate assumptions,
it allows to deduce uniform convergence from the weaker σ1 convergence.
Lemma 2.1.1. Assume that σ1 − lim
n
ϕn = ϕ, K ⊂ Ω, where Ω is a region
of the complex plane.
(i) If all ϕn ∈ H(Ω) (the class of analytic functions in Ω), then
lim
n
ϕn = ϕ, K ⊂ Ω,
uniformly on compact subsets of Ω and ϕ ∈ H(Ω) (more precisely, ϕ
differs from a certain ϕ0 ∈ H(Ω) at most on a set e such that σ1(e) =
0).
(ii) If for all n ∈ N, ϕn ∈ Mµ(Ω) (the class of all meromorphic functions
in Ω with at most µ poles counting multiplicities), then ϕ ∈Mµ(Ω).
(iii) If for all n ∈ N, ϕn ∈ M(Ω) and ϕ has exactly µ poles in Ω, then
there exists n0 ∈ N such that for n ≥ n0 each ϕn has exactly µ poles
in Ω. Moreover, if ζ ∈ Ω is a pole of ϕ of order ν, then for each
 > 0 sufficiently small there exists n0(ζ) such that for all n ≥ n0(ζ)
the functions ϕn have exactly ν poles in the disk {z : |z − ζ| < }.
We express this saying that the poles of ϕn converge as n −→∞ to the
poles of ϕ in Ω according to their order. Finally,
lim
n
ϕn = ϕ, K ⊂ Ω′,
where Ω′ is the region obtained deleting from Ω the poles of ϕ.
Proof. Let B = {z : |z − z0| < r} be an arbitrary disk such that B ⊂ Ω.
Let B1 = {z : |z − z0| < r1}, r1 > r, be such that B1 ⊂ Ω. It is sufficient to
prove that lim
n
ϕn = ϕ uniformly on B. Set d = (r1 − r)/4(> 0). Fix  > 0.
By hypothesis, there exists n0 such that for n ≥ n0
|(ϕ− ϕn)(z)| < 
2
, z ∈ B1 \ en, σ1(en) < d.
Therefore,
|(ϕn − ϕm)(z)| < , z ∈ B1 \ (en ∪ em) (2.1)
and
σ1(en ∪ em) ≤ σ1(en) + σ1(em) < 2d, n,m ≥ n0.
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Let us show that for each n,m ≥ n0 there exists rn,m, r < rn,m < r1, such
that
Cn,m = {z : |z − z0| = rn,m} ⊂ B1 \ (B ∪ en ∪ em).
It fact, let lz0 be a half line departing from z0. By (en ∪ em)∗ we denote the
circular projection with center at z0 of the points in en ∪ em onto lz0 . Then
σ1((en ∪ em)∗) ≤ σ1(en ∪ em) < 2d = σ1(lz0 ∩ (B1 \B)).
In this chain of relations it is used that under circular proyection the σ1
content of a set diminishes and that the σ1 content of a segment is half its
length. Therefore, lz0 ∩ (B1 \B) must contain a point zn,m not belonging to
(en ∪ em)∗.
Obviously,
Cn,m = {z : |z − z0| = |zn,m − z0|} ⊂ B1 \ (B ∪ en ∪ em)
as desired. From (2.1) and the maximum principle
|ϕn(z)− ϕm(z)| ≤ , z ∈ B.
Therefore {ϕn} satisfies the Cauchy condition for uniform convergence on B
as we needed to prove.
Fix a bounded region Ω1 such that Ω1 ⊂ Ω. Let ζn,1, · · · ζn,k, k = kn ≤ µ
be the poles of ϕn in Ω1. Set
gn(z) =
k∏
i=1
(z − ζn,i)
(gn ≡ 1 if k = 0). Since µ < +∞, there exists a sequence of indices Λ ⊂ N
such that
lim
n∈Λ
gn(z) = g(z), K ⊂ C,
where g is a polynomial not identically equal to zero. Therefore,
σ1 − lim
n∈Λ
gnϕn = gϕ, K ⊂ Ω1.
From the first part it follows that gϕ ∈ H(Ω1) and, hence, ϕ ∈ Mµ(Ω1)
(because g can have at most µ zeros). Since Ω1 is arbitrary, we have that
ϕ ∈Mµ(Ω1) as claimed.
In order to prove iii) consider a neighborhood B which contains only one
of the poles of ϕ in Ω. If this is a pole of order ν then for all sufficiently large
n, ϕn must have at least ν poles in B. Since this is true on a neighborhood
of each one of the poles of ϕ in Ω the statement readily follows.
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In the study of singular points on the boundary of the convergence region
of Taylor and Dirichlet series an important instrument is what is called a
regularizing sequence of the sequence of its coefficients. The proof of the
following theorem may be found in [1] and [28].
Theorem 2.1.1. Let (αn)n≥1 be a sequence of complex numbers such that
lim sup
n→∞
|αn|1/n = 1.
Then, there exists a sequence (α∗n)n≥1 of positive numbers which satisfies:
(i) lim
n→∞
α∗n
α∗n+1
= 1,
(ii) (log(α
∗
n
n!
))n≥m is concave,
(iii) |αn| ≤ |α∗n|, n ∈ Z+,
(iv) |αn| ≥ c|α∗n|, n ∈ Λ ⊂ Z+, c > 0 for an infinite sequence Λ of indices.
The sequence (α∗n)n≥1 is called a regularization of (αn)n≥1. In [34],
S.P.Suetin extended the use of regularizing sequences to Pade´ approximation
in order to prove Theorem 1.1.6. His arguments were based on two lemmas
[34, Lemmas 1, 2] which we will generalize in order to adjust them for the
study of singularities of incomplete Pade´ approximation. The next section is
dedicated to their proofs.
§ 2.2. Two fundamental lemmas.
The first lemma concerns bounds related with incomplete Pade´ approximants
on compact subsets of the complement of the circle {z : |z| = R∗m} defining
D∗m, see (1.23). We will assume that 0 < R
∗
m < +∞. In this case, making a
change of variables if necessary, we can assume that R∗m = 1.
Lemma 2.2.1. Let f be a formal power series. Fix m ≥ m∗ ≥ 1 and assume
that
lim sup
n→∞
|An,m|1/n = 1,
where the coefficients An,m are the ones appearing in (1.22). Let
(
A∗n,m
)
n≥m
be a regularizing sequence associated with (An,m)n≥m. Then
1. for any δ > 0
max
|z|≥eδ
∣∣∣∣pn,m(z)A∗n,mzn
∣∣∣∣ = O(1), n −→∞ (2.2)
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2. for every compact K ⊂ {z : |z| < e−δ} \ P(f), where P(f) is the set of
poles of f,
max
z∈K
∣∣∣∣(qn,mf− pn,m)(z)A∗n,mzn
∣∣∣∣ = O(1), n −→∞. (2.3)
Proof. Let rn,m =
pn,m
qn,m
, n = 1, 2, ..., where the polynomials pn,m and qn,m do
not have common zeros.The set Pn,m(f) = {ζn,1, ..., ζn,mn} denotes the set of
zeros of qn,m.
Now consider the difference
(rn,m − rm,m)(z) =
n−1∑
k=m
Ak,mz
k+1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
=
A∗n,mz
n
n−1∑
k=m
Ak,mz
k+1−λk−λk+1q∗k,m−m∗(z)
A∗n,mzn(qk,mqk+1,m)(z)
=
A∗n,mz
n
n−1∑
k=m
Ak,m
A∗n,m
zk−n
z1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
.
Therefore
|(rn,m − rm,m)(z)| =
∣∣∣∣∣A∗n,mzn
n−1∑
k=m
Ak,m
A∗n,m
zk−n
z1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
∣∣∣∣∣ ≤
∣∣A∗n,mzn∣∣ n−1∑
k=m
∣∣∣∣Ak,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1
∣∣q∗k,m−m∗(z)∣∣
|(qk,mqk+1,m)(z)| .
By (iii) of Theorem 2.1.1 we have
|(rn,m − rm,m)(z)| ≤
∣∣A∗n,mzn∣∣ n−1∑
k=m
∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1
∣∣q∗k,m−m∗(z)∣∣
|(qk,mqk+1,m)(z)|
where z ∈ K.
The property (ii) of Theorem 2.1.1 implies that∣∣A∗n−1,mA∗n+1,m∣∣ ≤ (A∗n,m)2.
Then ∣∣∣∣A∗n−1,mA∗n,m
∣∣∣∣ ≤ ∣∣∣∣ A∗n,mA∗n+1,m
∣∣∣∣ .
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Therefore,
{
A∗k,m
A∗k+1,m
}
monotonically increases to 1 due to (i) and
A∗k,m
A∗k+1,m
≤ 1.
This implies ∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ =
∣∣∣∣∣ A∗k,mA∗k+1,m
∣∣∣∣∣
∣∣∣∣∣A∗k+1,mA∗k+2,m
∣∣∣∣∣ · · ·
∣∣∣∣A∗n−1,mA∗n,m
∣∣∣∣ ≤ 1.
Hence
|(rn,m − rm,m)(z)| ≤
∣∣A∗n,mzn∣∣ n−1∑
k=m
|z|k−n |z|
1−λk−λk+1
∣∣q∗k,m−m∗(z)∣∣
|(qk,mqk+1,m)(z)| .
Fix a compact set K ⊂ {z : |z| > 1} and let z′ ∈ K. Set U2r(z′) = {z :
|z − z′| < 2r}. Take r sufficiently small so that |z| > 1 for all z ∈ U2r(z′).
Then |z| ≥ 1
α
, 0 < α < 1 for all z ∈ U2r(z′). Consequently,
|(rn,m − rm,m)(z)| ≤ |A∗n,mzn|
n−1∑
k=m
αn−k
|z|1−λn−λn+1|q∗k,m−m∗(z)|
|(qk,mqk+1,m)(z)| .
or, what is the same,
|(rn,m − rm,m)(z)| ≤ C1|A∗n,mzn|
n−m∑
k=1
αk
|q∗n−k,m−m∗(z)|
|(qn−k,mqn−k+1,m)(z)| (2.4)
Since q∗k,m−m∗(z) is normalized as in (1.20) we have that∥∥q∗k,m−m∗∥∥K = maxz∈K |q∗k,m−m∗(z)| ≤ C < +∞
where C does not depend on k ∈ N. Obviously, deg(qn−k,mqn−k+1,m) ≤ 2m,
k = 1, 2, ..., n−m. Take  > 0 so that

∞∑
k=1
1
k2
=
2r
3
< r
For each k = 1, 2, ..., n−m let Vk, be the set consisting of the (/(4mk2))−
neighborhood of the zeros of the polynomial (qn−k,mqn−k+1,m) and let V n =
n−m⋃
k=1
Vk,. The sum of the diameters of the disks in V

n does not exceed
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
∞∑
k=1
1
k2
< r. Therefore, there is a circle γn centered at z
′ of radius rn,
r < rn < 2r which does not intersect V

n . Then, for all z ∈ γn and
k = 1, 2, ..., n− 1
|(qn−k,mqn−k+1,m)(z)| ≥ C2(/4mk2)2m
where C2 > 0 does not depend on k. Consequently, from (2.4)
|(rn,m − rm,m)(z)| ≤ C3|A∗n,mzn|(4m/)2m
n−1∑
k=1
αkk4m ≤ C4|A∗n,mzn|, (2.5)
since the series
∞∑
k=1
αkk4m converges because 0 < α < 1. Now |A∗n,mzn|⇒∞
as n −→∞ in U2r(z′); therefore, (2.5) implies the inequality
|rn,m(z)| ≤ C5|A∗n,mzn|, z ∈ γn, n ∈ Λ. (2.6)
Multiplying both sides of (2.6) by qn,m, using (1.21), and the maximum
modulus principle for holomorphic functions, we get the estimate∣∣∣∣pn,m(z)A∗n,mzn
∣∣∣∣ ≤ C6, z ∈ U2r(z′), n ∈ Λ. (2.7)
By the Heine-Borel Theorem it follows that (2.7) is true for all z ∈ K.
Then the desired result (2.2) follows immediately taking K = {z : |z| =
eδ}, δ > 0, using the maximum principle and the fact that pn,m/A∗n,mzn is
holomorphic in {z : |z| > 1} ∪ {∞}.
Fix a compact subset K contained in {z : |z| < 1} \ P(f) and z ∈ K.
Choose r > 0 sufficiently small so that U2r(z′) ⊂ {z : |z| < 1} \ P(f). By
the σ1 − convergence of the sequence (rn,m)n≥m to f on compact subsets of
{z : |z| < 1}, the next representation holds for almost all circles centered at
z′ contained in U2r(z′)
f(z) = rn,m(z) +
∞∑
k=n
Ak,mz
k+1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
. (2.8)
That is
(f− rn,m)(z) = A∗n,mzn
∞∑
k=n
Ak,m
A∗n,m
zk−n
z1−λk−λk+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
.
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Then, on any such circle
|(f− rn,m)(z)| ≤ |A∗n,mzn|
∞∑
k=n
∣∣∣∣Ak,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1|q∗k,m−m∗(z)||(qk,mqk+1,m)(z)| .
By (iii) of Theorem 2.1.1 we have
|(f− rn,m)(z)| ≤ |A∗n,mzn|
∞∑
k=n
∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ |z|k−n |z|1−λk−λk+1|q∗k,m−m∗(z)||(qk,mqk+1,m)(z)| .
where z ∈ K.
We know that∣∣∣∣A∗k,mA∗n,m
∣∣∣∣ =
∣∣∣∣∣ A∗k,mA∗k−1,m
∣∣∣∣∣
∣∣∣∣∣A∗k−1,mA∗k−2,m
∣∣∣∣∣ · · ·
∣∣∣∣A∗n+1,mA∗n,m
∣∣∣∣ ≤ ∣∣∣∣A∗n+1,mA∗n,m
∣∣∣∣k−n
On account of property (i) in Theorem 2.1.1, for any  > 0 there exists n0
such that if n ≥ n0 ∣∣∣∣A∗n+1,mA∗n,m
∣∣∣∣ < (1 + ).
Take  > 0 sufficiently small, such that
|1 + | |z| ≤ α < 1, z ∈ U2r(z′).
Using (1.21) it follows that
|(f− rn,m)(z)| ≤ C|A∗n,mzn|
∞∑
k=n
αk−n
|z|1−λk−λk+1
|(qk,mqk+1,m)(z)| . (2.9)
on almost any circle centered at z′ contained in U2r(z′).
Now, define V̂k, as the set consisting of the (/4m(k + 1− n)2)−neighborhood
of the zeros of the polynomial qk,mqk+1,m, k ≥ n, and V̂ n =
∞⋃
k=n
V̂k,. Take
 > 0 so that

∞∑
k=1
1
k2
≤ 2r
3
< r.
The sum of the diameters of the disks constituting V̂ n does not exceed

∞∑
k=1
1
k2
< r. Therefore, there is a circle γn, 0 /∈ γn, centered at z′ of ra-
dius rn, r < rn < 2r, which does not intersect V̂

n . Then, for all z ∈ γn and
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k ≥ n.
|(qk,mqk+1,m)(z)| ≥ C1
(

4m(k + 1− n)2
)2m
and using (2.9) we obtain
|(f− rn,m)(z)| ≤ C1|A∗n,mzn|
∞∑
k=n
αk−n(k + 1− n)4m ≤ C3
∣∣A∗n,mzn∣∣ (2.10)
since
∞∑
k=0
αk(k + 1)4m < +∞.
From (2.10) it follows that∣∣∣∣(qn,mf− pn,m)(z)A∗n,mzn
∣∣∣∣ ≤ C4, z ∈ γn,
and from the maximum principle, we obtain∣∣∣∣(qn,mf− pn,m)(z)A∗n,mzn
∣∣∣∣ ≤ C5, z ∈ Ur(z′).
Using the Heine-Borel Theorem it follows that∣∣∣∣(qn,mf− pn,m)(z)A∗n,mzn
∣∣∣∣ ≤ C6, z ∈ K.
Now K ⊂ {z : |z| < 1} \ P(f); therefore, (2.3) follows immediately.
The second lemma refers to bounds on neighborhoods of arcs contained
in {z : |z| = R∗m} so the proof is more complicated. We will assume that
the denominators of the incomplete Pade´ approximants converge. As before,
we restrict our attention to the case when R∗m is finite and without loss of
generality consider that R∗m = 1.
Lemma 2.2.2. Let f be a formal power series. Assume that lim supn |An,m|1/n =
1 and limn,m qn,m = q where q is a polynomial of degree m. Suppose that f
is holomorphic at the point z0, |z0| = 1. Then there is a δ = δ(z0) > 0 such
that
max
e−δ≤|z|≤eδ,| arg(z)−arg(z0)|≤δ
∣∣∣∣(qn,mf− pn,m)(z)A∗n,mzn
∣∣∣∣ = O(1), n −→∞ (2.11)
where arg(z) denotes the argument of the complex number z.
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Before proving Lemma 2.2.2 we introduce some tools to be used. For this
we single out some inequalities connected with the function ez and present
the basic properties of the Borel transform that we shall need later. Let
Sn(z) be the nth partial sum of the Taylor series of e
z with center at z = 0.
We know that
Sn−1(z) =
n−1∑
k=0
zk
k!
and
ez =
∞∑
k=0
zk
k!
.
Then
ez − Sn−1(z) =
∞∑
k=n
zk
k!
.
Dividing by 1
n!
zn and applying the triangle inequality we have∣∣∣∣ ∞∑
k=n
zk
k!
∣∣∣∣∣∣ 1
n!
zn
∣∣ ≤ 1 + |z|n+ 1 + |z|2(n+ 2)(n+ 1) + · · · ≤
1 +
|z|
n
+
|z|2
n2
+
|z|3
n3
+ · · · =
∞∑
k=0
∣∣∣ z
n
∣∣∣k = 1
1− ∣∣ z
n
∣∣ , |z| < |n|.
Thus ∣∣∣∣ez − Sn−1(z)zn/n!
∣∣∣∣ ≤ 11− |z/n| , |z| < n. (2.12)
Similarly, we obtain ∣∣∣∣Sn−1(z)zn/n!
∣∣∣∣ ≤ 1|z/n| − 1 , |z| > n. (2.13)
Hence
max
|z|≤ne−δ
∣∣∣∣ez − Sn−1(z)(1/n!)zn
∣∣∣∣ = O(1), n −→∞ (2.14)
and
max
|z|≥neδ
∣∣∣∣ Sn−1(z)(1/n!)zn
∣∣∣∣ = O(1), n −→∞ (2.15)
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Moreover, we have
c(δ)
∣∣∣∣zkk!
∣∣∣∣ ≤ ∣∣∣∣ zk+m(k +m)!
∣∣∣∣ ≤ C(δ) ∣∣∣∣zkk!
∣∣∣∣ , (2.16)
where ne−δ ≤ |z| ≤ neδ, ne−δ ≤ k ≤ k+m ≤ neδ, and C(δ) and c(δ) depend
only on δ and m.
On the ray arg(z) = ϕ we have |ez| = e|z| cosϕ. Therefore, using Stirling’s
formula it is easy to deduce that for every  > 0 there is a δ > 0 such that
max
ne−δ≤|z|≤neδ,| arg(z)|≥
∣∣∣∣ ezzn/n!
∣∣∣∣ = o(1), n −→∞. (2.17)
Let us prove the following bound.
Proposition 2.2.1. For every  > 0 there exists δ > 0 such that
max
|z|≤neδ,| arg(z)|≥
∣∣∣∣ez − Sn−1(z)zn/n!
∣∣∣∣ = O(1), n −→∞. (2.18)
Proof. Fix δ > 0,  > 0. In order to prove (2.18), due to (2.14) it rests to
show that
max
ne−δ≤|z|≤neδ, | arg(z)|≥
∣∣∣∣ez − Sn−1(z)zn/n!
∣∣∣∣ = O(1), n −→∞. (2.19)
Consider the closed curve
γn = γn,1 ∪ γn,2 ∪ γn,3 ∪ γn,4,
where
γn,1 = {z : |z| = ne−2δ, | arg z| ≥ /2}, γn,2 = {z : |z| = ne2δ, | arg z| ≥ /2},
γn,3 = {z : z = rei/2, ne−2δ ≤ r ≤ ne2δ},
γn,4 = {z : z = re−i/2, ne−2δ ≤ r ≤ ne2δ},
The proof consists in obtaining adequate bounds on the curves γn,k, k =
1, · · · , 4 of an auxiliary function.
Notice that for |z| ≤ ne2δ∣∣∣1− z
ne±i/2
∣∣∣ ≤ (1 + e2δ). (2.20)
Consider the auxiliary function
ϕn(z) :=
(
1− z
nei/2
)(
1− z
ne−i/2
) ez − Sn−1(z)
zn/n!
.
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From (2.14) and (2.20), we have
max
z∈γn,1
|ϕn(z)| = O(1), n→∞
The same bound is obtained on γn,2 as a consequence of (2.15), (2.17), and
(2.20).
The bounds on γn,3 and γn,4 are obtained similarly, so we will restrict our
attention on γn,3. Let us divide this curve in two. We denote by γn,3,+ those
points of γn,3 whose absolute value is smaller than n and γn,3,− = γn,3 \γn,3,+.
Without loss of generality we can assume that 0 <  < pi/2.
Using (2.12), for z ∈ γn,3,+ we have
max
γn,3,+
|ϕn(z)| ≤ max
γn,3,+
∣∣(1− z
nei/2
) (
1− z
ne−i/2
)∣∣
1− |z/n| ≤ maxr≤n
∣∣∣∣1− re2in
∣∣∣∣ ≤ 2.
On the other hand, from (2.13), (2.17), and (2.20)
max
γn,3,−\{nei/2}
|ϕn(z)| ≤ max
γn,3,−\{nei/2}
∣∣∣∣(1− znei/2)(1− zne−i/2) ezzn/n!
∣∣∣∣+
max
γn,3,−\{nei/2}
∣∣∣∣(1− znei/2)(1− zne−i/2) Sn−1(z)zn/n!
∣∣∣∣ ≤
o(1) + max
γn,3,−\{nei/2}
∣∣(1− z
nei/2
) (
1− z
ne−i/2
)∣∣
|z/n| − 1 ≤
o(1) + max
r≤ne2δ
∣∣∣∣1− re2in
∣∣∣∣ ≤ o(1) + 1 + e2δ = O(1), n→∞.
Putting these estimates together, it follows that
max
γn,3
|ϕn(z)| = O(1), n→∞
(At the point z = nei/2 the bound is true by continuity.)
We have proved that
max
γn
|ϕn(z)| = O(1), n→∞.
Since γn surrounds the set on which we wish to prove (2.19), by the maximum
principle
max
ne−δ≤|z|≤neδ, | arg(z)|≥
|ϕn(z)| = O(1), n→∞.
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Now
min
|z|≤neδ, | arg(z)|≥
∣∣∣(1− z
nei/2
)(
1− z
ne−i/2
)∣∣∣ ≥
min
| arg(z)|≥
∣∣(1− zei/2) (1− ze−i/2)∣∣ ≥ sin2(/2) > 0.
Consequently, (2.19) follows and we are done.
Let the following conditions be satisfied: for all sufficiently large n the
function rn,m has exactly m finite poles ξn,1, ξn,2, · · · , ξn,m and
ξn,j → aj ∈ C \ {0}, as n→∞, j = 1, · · · ,m. (2.21)
That is to say
lim
n→∞
qn,m(z) = qm(z) = C
m∏
j=1
(z − aj),
where C is a constant. Recall that qn,m is the denominator of rn,m after
canceling out all common factors with the numerator. Therefore, (2.21)
implies that deg qn,m = m for all sufficiently large n. If follows that λn = 0
for all sufficiently large n. It is worth mentioning that (2.21) together with
Lemma 2.1.1 and Theorem 1.3.1 imply that limn→∞ rn,m = f, uniformly on
each compact subset of D∗m(f) \ {a1, . . . , am}.
On the other hand, taking (2.21) into consideration we can normalize
the polynomials qn,m to be monic so that C = 1. The passage from one
normalization (see (1.20)) to this new one means that the initial coefficients
An,m are multiplied by certain numbers (depending on the zeros of the poly-
nomials qn,m that have for limit a quantity that is different from zero, since
aj 6= 0, j = 1, . . . , n. Therefore, lim supn→∞ |An,m|1/n does not change its
value after the renormalization.
To summarize, in the rest of this section we suppose that (2.21) takes
place, assume that the polynomials qn,m are monic and λn = 0 for all suffi-
ciently large n.
As before, 1/R∗m = lim supn→∞ |An,m|1/n and D∗m(f) denotes the disk of
radius R∗m. Without loss of generality we suppose that R
∗
m = 1.
The proof of Lemma 2.2 is based on the use of the Borel transform B(g)
of a holomorphic function g. Let
g(z) =
∞∑
k=0
gkz
k
be a power series with radius of convergence equal to R > 0. The Borel
transform of g is defined as
B(g)(z) :=
∞∑
k=0
gk
k!
zk.
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It readily follows that
B(g)(z) =
∞∑
k=0
gk
k!
zk =
1
2pii
∫
Γ
g(t)ez/t
dt
t
, (2.22)
where Γ is any contour lying in the domain of holomorphy of g surrounding
the origin. From the integral representation we see that B(g) is an entire
function. When R = 1 it is known that B(g) is of exponential type ≤ 1 and
if g is holomorphic at z0 = e
iϕ0 , there are a number h, 0 < h < 1, and an
 > 0 such that
|B(g)(z)| ≤ Ceh|z| (2.23)
for | arg z − ϕ0| ≤ , where C is independent of z.
It is well known (see [5]) that g can be recovered from B(g) in neighbor-
hoods of its points of holomorphy on the unit circle by
g(reiϕ) =
1
r
∞∫
0
B(g)(ρeiϕ)e−ρ/rdρ (2.24)
From (2.23) it follows that in a neighborhood of z0 = e
iϕ0 formula (2.24)
is valid for all r < 1/h, where 1/h > 1 and |ϕ− ϕ0| ≤ .
According to Theorem 1.3.1, D∗m is the largest disk inside of which σ1 −
limn→∞ rn,m = f. It follows that each pole of f in D∗m attracts as many zeros
of the polynomials qn,m as its multiplicity (see proof of 2.1.1). Therefore,
if D∗m contains at least m
∗ poles of f then qm has at least m∗ zeros that
coincide with singularities of f (counting multiplicities). We wish to prove
that is the case regardless of the number of poles which f has in D∗m. Since
the assertion is true when f has at least m∗ poles in D∗m we can restrict our
attention to the case when the number of poles of f in D∗m is less than m
∗.
Let a1, . . . , aµ, µ < m
∗, be the zeros of qm inside D∗m which are poles of f
counting multiplicities and set
ω(z) =
µ∏
j=1
(z − aj).
By (2.21) the coefficients of the polynomials qn,m = z
m+ · · · are bounded
as n → ∞. Hence by (2.23), replacing g by the functions zj(fω)(z), j =
0, 1, · · · ,m, it follows that there are numbers h, 0 < h < 1, and ′ > 0
independent of n such that, when | arg(z)| ≤ ′,
|B(qn,mfω)(z)| ≤ C1eh|z|. (2.25)
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In the sequel, C1, C2, · · · denote positive quantities, independent of n and z,
and also of the summation index k and the variable t used below.
If we define
Fn(z) = (qn,mfω − pn,mω)(z) (2.26)
Then in accordance with (2.24) and (2.25) we have
Fn(re
iϕ) =
1
r
∞∫
0
B(Fn)(ρe
iϕ)e−ρ/rdρ, (2.27)
where r < h−1, |ϕ| ≤ ′, and h and ′ are independent of n. Note also that
Fn(z)
zn+1
=
(qn,mfω − pn,mω)(z)
zn+1
(2.28)
is holomorphic in D∗m since (qn,mf− pn,m)(z) = O(zn+1) when z → 0, and ω
eliminates the poles of f in this disk.
Proposition 2.2.2. For every δ > 0
max
|z|≤ne−δ
∣∣∣∣ B(Fn)(z)(A∗n/n!)zn
∣∣∣∣ = O(1), n −→∞ (2.29)
Proof. Let ρ = e−δ/2 and Γρ = {z : |z| = ρ}. Then by (2.22) and (2.28) we
have
B(Fn)(z) =
1
2pii
∫
Γρ
Fn(t)e
z/tdt
t
=
1
2pii
∫
Γρ
(qn,mfω − pn,mω)(t)
[
ez/t − Sn−1
(z
t
)] dt
t
=
A∗n
n!
zn
1
2pii
∫
Γρ
(qn,mfω − pn,mω)(t)
A∗ntn
[
ez/t − Sn−1 (z/t)
]
(1/n!)(z/t)n
dt
t
Since |z/t| ≤ ne−δ/2 for t ∈ Γρ and |z| ≤ ne−δ, we obtain (2.29) from (2.3)
and (2.14). In the second equality it is used that
1
2pii
∫
Γρ
(qn,mfω − pn,mω)(t)Sn−1
(z
t
) dt
t
= 0
which follows from the fact that the function under the integral sign is holo-
morphic in the unit disk with respect to t.
We also have
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Proposition 2.2.3. For every δ > 0
max
|z|≥neδ
∣∣∣∣B(pn,mω)(z)(A∗n/(n)!)zn
∣∣∣∣ = O(1), n −→∞ (2.30)
Proof. Let ρ = eδ/2 > 1 then
B(pn,mω)(z) =
1
2pii
∫
Γρ
(pn,mω)(t)e
z/tdt
t
=
1
2pii
∫
Γρ
(pn,mω)(t)Sn−1
(z
t
) dt
t
+
1
2pii
∫
Γρ
(pn,mω)(t)
[
ez/t − Sn−1
(z
t
)] dt
t
The last integral is zero, since deg(pn,mω) ≤ n − 1 and thus the function
under the integral sign has a zero of order ≥ 2 at infinity with respect to t.
Consequently
B(pn,mω)(z) =
1
2pii
∫
Γρ
(pn,mω)(t)Sn+m−1
(z
t
) dt
t
=
A∗nz
n
n!
1
2pii
∫
Γρ
(pn,mω)(t)
A∗ntn
Sn−1(z/t)
(1/n!)(z/t)n
dt
t
.
Since |t| = eδ/2 we have |z/t| ≥ neδ/2 for |z| ≥ neδ. Consequently, (2.30)
follows from (2.2) and (2.15).
Suppose that z0 is a point on the boundary of D
∗
m where f is holomorphic
(therefore |z0| = 1, according to our assumption on R∗m). Without loss of
generality, making a rotation in the variable if necessary, we may assume that
z0 = 1. The function (fω)(z) is holomorphic in D
∗
m, and on a neighborhood
of z = 1.
Proposition 2.2.4. If f is holomorphic at z0 = 1, there is a δ > 0 such that
max
ne−δ≤|z|≤neδ, | arg z|≤δ
∣∣∣∣ B(Fn)(z)(A∗n/n!)zn
∣∣∣∣ = O(1), n −→∞ (2.31)
Proof. Let us consider first the case when z0 6= aj, j = 1, . . . ,m. We will
show there are numbers δ > 0 and  > 0 such that, for ne−δ ≤ |z| ≤ neδ and
| arg z| ≤ ,
|B(Fn)(z)| ≤ C2
∞∑
k=n
A∗k
k!
|z|k (2.32)
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and
|B(Fn)(z)| ≤ C3
n−1∑
k=n0
A∗k
k!
|z|k, (2.33)
where n0 is sufficiently large. Let  satisfy the following conditions: 0 <  <
′/2, the function f is holomorphic on the set
∆ =
{
z : e−2 ≤ |z| ≤ e2, | arg z| ≤ 2} ,
and the points a1, a2, · · · , am are outside ∆.
Now choose δ = δ(, h) ∈ (0, ) so that (2.18) holds and the following
inequalities are satisfied
xxee
2δ cos +2δx−x < 1 (2.34)
for all x ∈ [e−3δ, 1],
ehe
δ−1+δ < 1 (2.35)
where the value of h is given in (2.25),
eh−e
−δ
< 1 (2.36)
and e−δ > max
|aj |<1
|aj|. The reason for these requirements will become clear
later. Note that (2.36) follows from (2.35).
Since 0 < h < 1, it is easy to see that (2.35) holds for all δ > 0 sufficiently
small. For such small values of δ the last assumption is easy to achieve. It
is easy to see that (2.36) takes place whenever (2.35) holds. Therefore, it
remains to show that (2.34) takes place. Indeed, taking logarithms it follows
that (2.34) is equivalent to
`(x) := x log x+ e2δ cos + 2δx− x < 0, 0 < δ < , x ∈ [e−3δ, 1]. (2.37)
Now `′(x) = log x + 2δ. So `′(e−2δ) = 0 and `′′(x) = 1/x > 0, x > 0.
Consequently, ` is convex on [0, 1] with a global minimum at e−2δ. To prove
(2.37) it suffices to choose δ so that at the extreme points of [e−3δ, 1] the
the function is less than 0. Now, `(1) = eδ cos  + 2δ − 1. Since  > 0 is
fixed, cos  < 1 and `(1) < 0 for all sufficiently small δ > 0. Analogously,
`(e−3δ) = −(δ + 1)e−3δ + e2δ cos , which is also < 0 for all sufficiently small
δ. Choosing δ, 0 < δ <  so that these two values are negative we know that
at all intermediate points ` is also negative.
Finally, we choose n0 = n0(, δ) so that for n ≥ n0 all finite poles of rn,m
are in the set
{
z : |z| < eδ/2} \∆ and the circle |z| = e−δ contains no poles
of rn,m. Recall that we are considering the case when 1 is not a zero of q.
35
First we prove (2.32). Let ρ = e−δ < 1. According to (2.8)
B(Fn)(z) =
1
2pii
∫
Γρ
Fn(t)e
z/tdt
t
=
∞∑
k=n
1
2pii
∫
Γρ
Akt
k+1qk,m−m∗(t)
(qk,mqk+1,m)(t)
(qn,mω)(t)
[
ez/t − Sk−1
(z
t
)] dt
t
+
∞∑
k=n
1
2pii
∫
Γρ
Akt
k+1qk,m−m∗(t)
(qk,mqk+1,m)(t)
(qn,mω)(t)Sk−1
(z
t
) dt
t
= Σ1(z) + Σ2(z).
Let the curve γ be the boundary of the set
{
z : |z| ≤ e−δ}∪∆. By the
choice of  and n0 we have, for n ≥ n0,
Σ1(z) =
∞∑
k=n
1
2pii
∫
γ
Akt
k+1qk,m−m∗(t)
(qk,mqk+1,m)(t)
(qn,mω)(t)
[
ez/t − Sk−1
(z
t
)] dt
t
=
∞∑
k=n
Ak
k!
zk
1
2pii
∫
γ
tqk,m−m∗(t)
(qk,mqk+1,m)(t)
(qn,mω)(t)
ez/t − Sk−1(z/t)
(1/k!)(z/t)k
dt
t
(2.38)
If |z| ≤ neδ and | arg z| ≤ , we have, for t ∈ γ, either |z/t| ≤ ne2δ and
| arg(z/t)| ≥ , or |z/t| ≤ ne−δ. Therefore, by (2.14) and (2.18), we obtain∣∣∣∣ez/t − Sk−1(z/t)(1/k!)(z/t)k
∣∣∣∣ ≤ C4
uniformly for z ∈ Kn(, δ), t ∈ γ, and k ≥ n, where Kn(, δ) = {z : |z| ≤
neδ, | arg z| ≤ }. Consequently, the inequality
|Σ1(z)| ≤ C5
∞∑
k=n
|A∗k|
k!
|z|k, z ∈ Kn(, δ), (2.39)
follows from (2.38).
Now, we take up Σ2(z). To abbreviate we write rk in place of rk,m.
Σ2(z) =
∞∑
k=n
1
2pii
∫
Γρ
[(rk+1 − f) + (f− rk)] (t)(qn,mω)(t)Sk−1
(z
t
) dt
t
. (2.40)
Since
N−1∑
k=n
1
2pii
∫
Γρ
[(rk+1 − f) + (f− rk)] (t)(qn,mω)(t)Sk−1
(z
t
) dt
t
=
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12pii
∫
Γρ
(qn,mfω − pn,mω)(t)Sn−1
(z
t
) dt
t
− 1
2pii
∫
Γρ
(f− rN)(t)qn,m(t)SN−2
(z
t
) dt
t
+
N−1∑
k=n
1
2pii
∫
Γρ
(f− rk+1)(t)(qn,mω)(t)
[
Sk
(z
t
)
− Sk−1
(z
t
)] dt
t
and since
(f− rN)(t)⇒ 0, SN−2(z/t)⇒ ez/t as N −→∞,
uniformly for t ∈ Γρ and |z| ≤ R (where R ∈ (0,∞) is any real number), we
obtain from (2.40), taking account of the holomorphy of the function (2.28),
the equality
Σ2(z) =
∞∑
k=n
1
2pii
∫
Γρ
(f− rk+1)(t)(qn,mω)(t) 1
k!
(z
t
)k dt
t
.
Hence, using Lemma 2.2.1 we have
|Σ2(z)| ≤ C6
∞∑
k=n
|A∗k|
k!
|z|k, z ∈ Kn(, δ) (2.41)
Then, (2.32) follows from (2.39) and (2.41), for z ∈ Kn(, δ).
Now we prove (2.33). Let R = eδ > 1 and ρ = e−δ < 1. By the choice of
n0, all the finite poles of rn, n ≥ n0, lie on a compact subset surrounded by
ΓR. Using this fact and the equality
(pn,mω)(z) = (rn0qn,mω)(z) +
n−1∑
k=n0
Akz
k+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
(qn,mω)(z),
we obtain
B(Fn)(z) = B(qn,mfω)(z)−B(pn,mω)(z) =
B(qn,mfω)(z)− 1
2pii
∫
ΓR
(rn0qn,mω)(t)Sn0+m
(z
t
) dt
t
−
n−1∑
k=n0
1
2pii
∫
ΓR
Akt
k+1q∗k,m−m∗(z)
(qk,mqk+1,m)(z)
(qn,mω)(z)Sk+m
(z
t
) dt
t
.
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In deducing these equalities we make use of the fact that integrals containing
factors of the form ez/t − Sk+m(z/t) vanish since they have a zero at t = ∞
of order k + m + 1 which multiplied by the other factor under the integral
sign, which is rational, produces a function holomorphic in the complement
of ΓR with a zero of order at least two at infinity. Then
B(Fn)(z) = B(qn,mfω)(z)− I(z)− Σ(z). (2.42)
Let n > n′0 ≥ e3δ(n0 + m); then for |z| ≥ ne−δ and t ∈ ΓR, we have the
inequalities |z/t| ≥ ne−2δ ≥ eδ(n0 +m). Consequently,∣∣∣Sn0+m (zt)∣∣∣ ≤ C7 1(n0 +m)!
∣∣∣z
t
∣∣∣n0+m . (2.43)
Therefore
|I(z)| ≤ C8
A∗n0+m
(n0 +m)!
|z|n0+m for |z| ≥ ne−δ. (2.44)
Now we estimate Σ(z). Let
L =
{
t : |t| = eδ, | arg(t)| ≥ 2} ∪ {t : |t| = e−δ, | arg(t)| ≥ 2}
∪{t : e−δ ≤ |t| ≤ eδ, | arg(t)| = 2} .
Then
Σ(z) =
n−1∑
k=n0
1
2pii
∫
Γρ
Akt
k+1q∗k,m−m∗
(qk,mqk+1,m)(t)
(qn,mω)(t)Sk+m
(z
t
) dt
t
+
n−1∑
k=n0
1
2pii
∫
L
Akt
k+1q∗k,m−m∗
(qk,mqk+1,m)(t)
(qn,mω)(t)Sk+m
(z
t
) dt
t
= Σ1(z) + Σ2(z).
Moreover, since the function (2.28) is holomorphic, we have
Σ1(z) =
n−1∑
k=n0
1
2pii
∫
Γρ
[(rk+1 − f) + (f− rk)] (t)(qn,mω)(t)Sk+m
(z
t
) dt
t
=
1
2pii
∫
Γρ
(f− rn0)(t)(qn,mω)(t)Sn0+m
(z
t
) dt
t
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+
n−2∑
k=n0
1
2pii
∫
Γρ
(f− rk+1)(t)(qn,mω)(t) 1
(k +m)!
(z
t
)k+m dt
t
. (2.45)
Let n ≥ n′0. Then, by (2.43), Lemma 2.2.1, and (2.16), we obtain
|Σ1(z)| ≤ C9
n−1∑
k=n0
A∗k
k!
|z|k, ne−δ ≤ |z| ≤ neδ, (2.46)
from (2.45).
Now we estimate Σ2(z). Let λ = e
−3δ < 1. We rewrite Σ2(z) in the
following form ([x] denotes the integer part of x):
Σ2(z) =
[λn]−m∑
k=n0
1
2pii
∫
L
Akt
k+1q∗k,m−m∗
(qk,mqk+1,m)(t)
(qn,mω)(t)Sk+m
(z
t
) dt
t
−
n−1∑
k=[λn]−m+1
1
2pii
∫
L
Akt
k+1q∗k,m−m∗
(qk,mqk+1,m)(t)
(qn,mω)(t)
[
ez/t − Sk+m
(z
t
)] dt
t
+
n−1∑
k=[λn]−m+1
1
2pii
∫
L
Akt
k+1q∗k,m−m∗
(qk,mqk+1,m)(t)
(qn,mω)(t)e
z/tdt
t
= Σ2,1(z)− Σ2,2(z) + Σ2,3(z).
Let ne−δ ≤ |z| ≤ neδ. For t ∈ L we have |t| ≤ eδ; therefore |z/t| ≥ ne−2δ. If
n0 ≤ k ≤ [λn]−m, then
|z/t| ≥ ne−2δ = λneδ ≥ (k +m)eδ.
Consequently, for the specified values of z, t, and k, we have by (2.15)
|Sk+m(z/t)| ≤ C10
(k +m)!
∣∣∣z
t
∣∣∣k+m
and
|Σ2,1(z)| < C11
[λn]−m∑
k=n0
|Ak|
k!
|z|k, ne−δ ≤ |z| ≤ neδ. (2.47)
Now let [λn] − m + 1 ≤ k ≤ n − 1; then for |z| ≤ neδ, | arg z| ≤  and
t ∈ L, we have the inequalities |z/t| ≤ ne2δ < (k+m)e5δ, and | arg(z/t)| ≥ .
Hence, by (2.18), ∣∣∣ez/t − Sk+m (z
t
)∣∣∣ ≤ C12
(k +m)!
∣∣∣z
t
∣∣∣k+m ,
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and therefore by (2.16)
|Σ2,2(z)| ≤ C13
n−1∑
k=[λn]−m+1
A∗k
k!
|z|k, ne−δ ≤ |z| ≤ neδ, | arg z| ≤ . (2.48)
For t ∈ L and | arg z| ≤  we have Re(z/t) ≤ |z/t| cos  ≤ |z|eδ cos .
Consequently
|ez/t| ≤ e|z|eδ cos .
Therefore
limn−→∞|ez/t|1/n ≤ ee2δ cos . (2.49)
uniformly for z ∈ Kn(, δ) and t ∈ L. Moreover,∣∣∣∣ k!(z/t)k
∣∣∣∣ ≤ Ckk+1e−knke−2kδ = Ck
(
k
n
)k
e−k+2kδ
for [λn]−m+ 1 ≤ k ≤ n− 1, |z| ≥ ne−δ and t ∈ L. Therefore
limn−→∞max
∣∣∣∣ k!(z/t)k
∣∣∣∣1/n ≤ max
e−3δ≤x≤1
xxe−x+2xδ = xx00 e
−x0+2x0δ (2.50)
It follows from (2.49), (2.50) and (2.34) that, uniformly for z ∈ En(, δ) ={
z : | arg(z)| ≤ , ne−δ ≤ |z| ≤ neδ}, t ∈ L and [λn] −m + 1 ≤ k ≤ n − 1,
we have
limn−→∞
∣∣∣∣ ez/t(1/k!)(z/t)k
∣∣∣∣1/n ≤ xx00 ee2δ cos −x0+2x0δ < 1.
Consequently
|Σ2,3(z)| ≤ C14
n−1∑
k=[λn]−m+1
|Ak|
k!
|z|k, z ∈ En(, δ). (2.51)
From (2.46), (2.47), (2.48) and (2.51) we obtain
|Σ(z)| ≤ C15
n−1∑
k=n0
A∗k
k!
|z|k, z ∈ En(, δ). (2.52)
Next, if we take account of (2.27) and (2.35), we have, uniformly for z ∈
En(, δ),
limn−→∞
∣∣∣∣ B(qn,mfω)(z)(A∗n−1/(n− 1)!)zn−1
∣∣∣∣1/n ≤ eheδ+δ−1 < 1,
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and therefore
|B(qn,mfω)(z)| ≤ C(16)
(
A∗n−1/(n− 1)!
) |z|n−1, z ∈ En(, δ). (2.53)
Then (2.33) follows from (2.42), (2.44), (2.52) and (2.53).
Now we show that (2.31) follows from (2.32) and (2.33). Put
Rn =
A∗n−1
(n− 1)!
n!
A∗n
= n
A∗n−1
A∗n
= neθn ,
where θn → 0 as n → ∞. Then we obtain, from (2.32) and (2.33), respec-
tively,
|B(Fn)(z)| ≤ C2
∞∑
k=n
A∗k
k!
|z|k, ne−δ ≤ |z| ≤ Rn, | arg(z)| ≤ ,
and
|B(Fn)(z)| ≤ C3
n−1∑
k=n0
A∗k
k!
|z|k, Rn ≤ |z| ≤ neδ, | arg(z)| ≤ .
Hence by the concavity of the sequence log(A∗n/n!) it follows that∣∣∣∣ B(Fn)(z)(A∗n/n!)zn
∣∣∣∣ ≤ C171− |z/Rn| , ne−δ ≤ |z| ≤ Rn, | arg(z)| ≤ , (2.54)
and∣∣∣∣ B(Fn)(z)(A∗n/n!)zn
∣∣∣∣ ≤ C18|z/Rn| − 1 , Rn ≤ |z| ≤ neδ, | arg(z)| ≤ . (2.55)
From (2.54) and (2.55) we obtain∣∣∣∣ B(Fn)(z)(A∗n/n!)zn
∣∣∣∣ ≤ C19, ne−δ ≤ |z| ≤ neδ, | arg(z)| ≤ 2 ,
from which (2.31) follows. This completes the proof of Proposition (2.2.4).
Now we proceed directly to the proof of Lemma 2.2.2.
Proof. It follows from (2.29) and (2.31) that
max
|z|≤neδ | arg(z)|≤δ
∣∣∣∣ B(Fn)(z)(A∗n/n!)zn
∣∣∣∣ = O(1), n −→∞ (2.56)
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We write (2.27) in the form
Fn(re
iϕ) =
1
r
neδ∫
0
B(Fn)(ρe
iϕ)e−ρ/rdρ+
1
r
∞∫
neδ
B(qn,mfω)(ρe
iϕ)e−ρ/rdρ−
1
r
∞∫
neδ
B(pn,mω)(ρe
iϕ)e−ρ/rdρ =
In,1(r, ϕ) + In,2(r, ϕ)− In,3(r, ϕ),
where e−δ ≤ eδ and |ϕ| ≤ δ. From (2.56) we obtain
|In,1(r, ϕ)| ≤ C20A
∗
n
n!
neδ∫
0
ρne−ρ/r
dρ
r
≤ C20A
∗
n
n!
rn
∞∫
0
xne−xdx = C20A∗nr
n.
(2.57)
Moreover, by (2.25) and (2.36),
|In,2(r, ϕ)| ≤ C21
∞∫
neδ
e(h−1/r)ρdρ ≤ C21
∞∫
neδ
e(h−e
−δ)ρdρ = C22e
(h−e−δ)neδ ,
and consequently, taking account of (2.35), we have
limn−→∞ |In,2(r, ϕ)|1/n ≤ e(h−e−δ)eδ = eheδ−1 < e−δ.
Since
limn−→∞(A
∗
nr
n)1/n ≥ e−δ
for e−δ ≤ r ≤ eδ, we have
|In,2(r, ϕ)| ≤ C23A∗nrn, e−δ≤r≤e
δ
, || ≤ δ. (2.58)
Now we estimate In,3(r, ϕ). Using (2.30) and property (i) of A
∗
n, we obtain
|In,2(r, ϕ)| ≤ C24 A
∗
n+m
(n+m)!
∞∫
neδ
ρn+me(−ρ/r)
dρ
r
≤
C24
A∗n+m
(n+m)!
rn+m
∞∫
0
xn+me−xdx ≤ C25A∗nrn, e−δ ≤ r ≤ eδ. (2.59)
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It follows from (2.57)-(2.59) that
|Fn(reiϕ)| ≤ C(26)A∗nrn, e−δ ≤ r ≤ eδ, |ϕ| ≤ δ.
Thus Lemma 2.2.2 is proved under the condition z0 6= aj, j = 1, · · · ,m.
In the general case, we obtain (2.11) for points near z0. With Lemma 2.2.1
this yields the uniform boundedness of the family Fn(z)/A
∗
nz
n of holomorphic
functions on the boundary of the set
Kδ = {z : e−δ ≤ |z| ≤ eδ, | arg(z)− arg(z0)| ≤ δ}.
By the maximum principle for holomorphic functions we obtain the uniform
boundedness of this family on the whole set Kδ, that is to say, in a neigh-
borhood of z0. Therefore we have proved Lemma 2.2.2.
§ 2.3. Inverse results.
In the sequel dist(ζ, Bn) denotes the distance from a point ζ to a set Bn.
Let Pn,m(f) = {ζn,1, · · · , ζn,mn} be the set of zeros of qn,m and the points are
enumerated so that
|ζn,1 − ζ| ≤ · · · ≤ |ζn,mn − ζ|.
We say that λ = λ(ζ) points of Pn,m tend to ζ if
lim
n→∞
|ζn,λ − ζ| = 0, lim sup
n→∞
|ζn,λ+1 − ζ| > 0.
By convention, lim supn→∞ |ζn,k − ζ| > 0 for k > lim infn→∞mn.
Theorem 2.3.1. Let f be a formal power series as in (1.6). Fix m ≥ m∗ ≥ 1.
Assume that 0 < R∗m(f) < +∞. Suppose that
lim
n→∞
dist(ζ,Pn,m(f)) = 0.
Let Zn(f) be the set of zeros of q∗n,m−m∗. If |ζ| > R∗m(f), then
lim
n∈Λ
dist(ζ,Zn(f)) = 0 (2.60)
where Λ is any infinite sequence of indices verifying (iv) in the regularization
of (An,m)n≥m. If |ζ| < R∗m(f), then either (2.60) takes place or ζ is a pole of
f of order greater or equal to λ(ζ). If
lim
n→∞
qn,m = qm, deg qm = m, qm(0) 6= 0 and |ζ| = R∗m(f),
then we have either (2.60) or ζ is a singular point of f and lies on the closure
of D∗m(f).
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Proof. Without loss of generality, we can assume that R∗m(f) = 1. The
general case reduces to it with the change of variables z → z/R∗m(f). Assume
that |ζ| 6= 1 and ζ is a regular point of f should |ζ| < 1. Choose δ > 0
such that |ζ| > eδ or |ζ| < e−δ depending on whether |ζ| > 1 or |ζ| < 1,
respectively. Let qn,m(ζn) = 0, limn→∞ ζn = ζ.
Evaluating at ζn, using (2.2), if |ζ| > 1 or (2.3), when |ζ| < 1, and taking
(iv) of Theorem 2.1.1 into account, it follows that∣∣pn,m(ζn)/A∗n,mζnn ∣∣ ≤ C1, n ≥ 0, n ∈ Λ,
where C1 is some constant and Λ is the sequence of indices which appears in
the regularization of (An,m)n≥m. (In the sequel C1, C2, · · · denote constants
which do not depend on n.) However, from (1.22) it follows that
pn,m(ζn)/A
∗
n,mζ
n
n = −ζ1−λn−λn+1n q∗n,m−m∗(ζn)/qn+1,m(ζn),
which combined with the previous inequality gives
|q∗n,m−m∗(ζn)| ≤ C2|qn+1,m(ζn)|, n ≥ n0, n ∈ Λ.
Therefore, (2.60) takes place.
If |ζ| = 1 and ζ is a regular point the proof of (2.60) is the same as for
the case when |ζ| 6= 1. In this case use (2.3) on a closed neighborhood of ζ
contained in G ⊃ D∗m(f) \ P(f).
Now, assume that |ζ| < 1 and lim supn∈Λ dist(ζ,Zn(f)) > 0. Then, ζ is a
singular point of f. Since D∗m(f) ⊂ Dm(f) according to Theorem 1.3.1, ζ must
be a pole of f. Let τ be the order of the pole of f at ζ. Let ω(z) = (z − ζ)τ
and F = ωf. Notice that F (ζ) 6= 0. Using (2.3) and (iv), it follows that there
exists a closed disk Ur centered at ζ of radius r sufficiently small so that
max
Ur
∣∣∣∣(qn,mF − pn,mω)(z)A∗n,mzn
∣∣∣∣ ≤ C3, n ≥ n0, n ∈ Λ. (2.61)
Suppose that τ < λ(ζ). Since σ1 − limn→∞ rn,m = f (see Theorem 1.3.1),
it follows that for each n ∈ Z+ there exists a zero ηn of pn,m such that
limn→∞ ηn = ζ. Take r > 0 sufficiently small so that minUr |F (z)| > 0.
Substituting ηn in (2.61), we have
|qn,m(ηn)/A∗n,mηnn| ≤ C4, n ≥ n0, n ∈ Λ,
and taking into account that (1.22) leads to
|qn,m(ηn)/A∗n,mηnn| = −η1−λn−λn+1n q∗n,m−m∗(ηn)/pn+1,m(ηn),
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we obtain
|q∗n,m−m∗(ηn)| ≤ C5|pn+1,m(ηn)|, n ≥ n0, n ∈ Λ.
Since lim supn∈Λ dist(ζ,Zn(f)) > 0, it follows that
lim
n∈Λ′
|pn+1,m(ηn)| > 0, (2.62)
for some subsequence Λ′ ⊂ Λ.
The normalization (1.20) imposed on qn,m implies that for any compact
K ⊂ C we have supn maxK |qn,m(z)| ≤ C6. So, any sequence (qn,m)n∈I , I ⊂
Z+, contains a subsequence which converges uniformly on any compact subset
of C. This, combined with σ1− limn→ rn,m = f in D∗m(f), and the assumption
that τ < λ(ζ) imply that there exists a sequence of indices Λ′′ ⊂ Λ′ such that
limn∈Λ′′ pn+1,m = F1 uniformly on a closed neighborhood of ζ, where F1 is
analytic at ζ and F1(ζ) = 0 (see [16, Lemma 1] where it is shown that under
adequate assumptions uniform convergence on compact subsets of a region
can be derived from convergence in 1-dimensional Hausdorff content). This
contradicts (2.62). Thus, τ ≥ λ(ζ) as claimed.
Since deg q∗n,m−m∗ ≤ m−m∗ for all n ≥ m. Should limn→Λ q∗n,m−m∗ = q∗m
then deg q∗m ≤ m−m∗. This places some restriction on the number of zeros
of qm which verify (2.60); that is, at most m −m∗ distinct zeros of qm can
fulfill (2.60). In particular we have
Corollary 2.3.1. Suppose that limn qn,m = qm, deg qm = m, qm(0) 6= 0, all
the zeros of qm are distinct and R
∗
m(f) < +∞. Then at least m∗ of the zeros
of qm are singular points of f and lie in the closure of D
∗
m(f), those lying in
D∗m(f) are simple poles.
Proof. By Theorem 1.3.2, we have 0 < R0(f) ≤ R∗m(f). We know that
deg q∗n,m−m∗ ≤ m − m∗ for all n ≥ m. In particular, this implies that for
each n ∈ Λ the set Zn(f) has at most m −m∗ points. We can assume that
R∗m(f) = 1. Suppose that less that m
∗ zeros of qm are singular points of f in
the closure of D∗m(f). This means that m−m∗+ 1 of them are either regular
points of f in the closure of D∗m(f) or have absolute value greater than R
∗
m(f).
According to Theorem 2.3.1 there exists a subsequence of indices Λ′ ⊂ Λ
such that
lim
n→Λ′
q∗n,m−m∗ = Cq
∗
m, deg q
∗
m ≥ m−m∗ + 1,
where C is a constant different from zero. This is clearly impossible. On the
other hand, according to Theorem 1.3.2 those zeros lying in D∗m(f) are simple
poles as we claimed.
45
Now, suppose we know that
lim
n→∞
q∗n,m−m∗ = q
∗
m (2.63)
and Z(f) is the set of zeros of q∗m. Let P(f) denote the set of zeros of qm.
Corollary 2.3.2. Suppose that limn qn,m = qm, deg qm = m, qm(0) 6= 0 and
(2.63) take place. Then all the points in P(f) \ Z(f) are singular points of f.
This corollary is a direct consequence of Theorem 2.3.1. Notice that when
m = m∗ then q∗n,m−m∗ ≡ 1; consequently, Z(f) = ∅ and the corollary reduces
to Suetin’s Theorem.
In order to improve this corollary it would be convenient to establish a
closer connection between the zeros of qm and the accumulation points of
the zeros of q∗n,m−m∗ , at least under assumption (2.63). Numerical evidence
obtained in Chapter 5 suggests that the following statements hold true.
Let ζ be a zero of qm of multiplicity τ . Assume that either |ζ| > R∗m or
|ζ| ≤ R∗m and it is a regular point of f; then, ζ is a zero of q∗m of multiplicity
≥ τ . Additionally, if |ζ| < R∗m and it is a pole of f of order τ ∗ then it must
be a zero of q∗m of multiplicity ≥ τ − τ ∗.
The validity of these statements would allow to weaken the assumption
regarding the simplicity of the zeros of qm in Corollary 2.3.1 and the results
of Section 2.5.
§ 2.4. System poles are strong attractors.
Fix (f,m) and ζ ∈ C∗. Let ζn,1, . . . , ζn,`n , 0 ≤ `n ≤ |m|, be the zeros of qn,m
indexed in increasing distance from ζ. That is
|ζ − ζn,1| ≤ |ζ − ζn,2| ≤ · · · ≤ |ζ − ζn,`n|.
Following A.A. Gonchar in [17], we define two characteristic values. Set
λ(ζ) := ν if
lim
n→∞
|ζ − ζn,ν | = 0, lim sup
n→∞
|ζ − ζn,ν+1| > 0
(for ν > `n by convention |ζ− ζn,ν | := 1, and when lim supn→∞ |ζ− ζn,1| > 0,
we take λ(ζ) = 0). Analogously, µ(a) := ν if
lim sup
n→∞
|ζ − ζn,ν |1/n < 1 lim sup
n→∞
|ζ − ζn,ν+1|1/n ≥ 1.
We start out proving the following direct type result.
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Theorem 2.4.1. Let ζ be a system pole of (f ,m) of order τ then µ(ζ) ≥ τ .
Proof. For each n ≥ |m|, let Qn,m be the polynomial qn,m normalized so
that
|m|∑
k=0
|λn,k| = 1, Qn,m(z) =
|m|∑
k=0
λn,kz
k. (2.64)
This normalization entails that for any fixed j ∈ Z+ the sequence of polyno-
mials (Q
(j)
n,m)n≥|m| is uniformly bounded on each compact subset of C.
Let ζ be a system pole of order τ of (f ,m). Consider a polynomial
combination g1 of type (1.17) that is analytic on a neighborhood ofD|ζ| except
for a simple pole z = ζ and verifies that R1(g1) = Rζ,1(f ,m)(= rζ,1(f ,m)).
Then we have
g1 =
|m|∑
k=1
pk,1f
k, deg pk,1 < mk, k = 1, . . . , |m|,
and
Qn,m(z)h1(z)− (z − ζ)
|m|∑
k=1
pk,1(z)Pn,m,k(z) = Az
n+1 + · · · ,
where h1(z) = (z − ζ)g1(z). Hence, the function
Qn,m(z)h1(z)
zn+1
− z − ζ
zn+1
|m|∑
k=1
pk,1(z)Pn,m,k(z)
is analytic on D1(g1). Take 0 < r < R1(g1), and set Γr = {z ∈ C : |z| = r}.
Using Cauchy’s formula, we obtain
Qn,m(z)h1(z)− (z − ζ)
|m|∑
k=1
pk,1Pn,m,k(z) =
1
2pii
∫
Γr
zn+1
ωn+1
Qn,m(ω)h1(ω)
ω − z dω,
for all z with |z| < r, since deg
|m|∑
k=1
pk,1Pn,m,k < n. In particular, taking z = ζ
in the previous formula, we obtain
Qn,m(ζ)h1(ζ) =
1
2pii
∫
Γr
ζn+1
ωn+1
Qn,m(ω)h1(ω)
ω − ζ dω. (2.65)
Then
lim sup
n→∞
|Qn,m(ζ)h1(ζ)|1/n ≤ |ζ|
r
.
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Using that h1(ζ) 6= 0 and making r tend to R1(g1), we have
lim sup
n→∞
|Qn,m(ζ)|1/n ≤ |ζ|
Rζ,1(f ,m)
< 1.
Now, we use induction to prove that for each s = 0, . . . , τ − 1
lim sup
n→∞
|Q(s)n,m(ζ)|1/n ≤
|ζ|
Rζ,s+1(f ,m)
≤ |ζ|
Rζ(f ,m)
. (2.66)
For s = 0 the property is true as was shown above. Suppose that
lim sup
n→∞
|Q(j)n,m(ζ)|1/n ≤
|ζ|
Rζ,j+1(f ,m)
, j = 0, 1, . . . , s− 2, (2.67)
where Rζ,j+1(f ,m) = mink=1,...,j+1 rζ,k(f ,m). Let us prove that (2.67) holds
for j = s− 1, with s ≤ τ .
Consider a polynomial combination gs of type (1.17) that is analytic on
a neighborhood of D|ζ| except for a pole of order s at z = ζ and verifies that
Rs(gs) = rζ,s(f ,m). Then,
gs =
|m|∑
k=1
pk,sf
k, deg pk,s < mk, k = 1, . . . , |m|.
Set hs(z) = (z − ζ)sgs(z). Reasoning as in the previous case, the function
Qn,m(z)hs(z)
zn+1(z − ζ)s−1 −
z − ζ
zn+1
|m|∑
k=1
pk,s(z)Pn,m,k(z)
is analytic on Ds(gs)\{ζ}. Set Ps =
|m|∑
k=1
pk,sPn,m,k. Fix an arbitrary compact
set K ⊂ (Ds(gs) \ {ζ}). Take δ > 0 sufficiently small and 0 < r < Rs(gs)
with K ⊂ Dr. Using Cauchy’s integral formula and the residue theorem,
since degPs < n for all z ∈ K we have
Qn,m(z)hs(z)
(z − ζ)s−1 − (z − ζ)Ps(z) = In(z)− Jn(z), (2.68)
where
In(z) =
1
2pii
∫
Γr
zn+1
ωn+1
Qn,m(ω)hs(ω)
(ω − ζ)s−1(ω − z)dω
and
Jn(z) =
1
2pii
∫
|ω−ζ|=δ
zn+1
ωn+1
Qn,m(ω)hs(ω)
(ω − ζ)s−1(ω − z)dω.
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The first integral In is estimated as in (2.65) to obtain
lim sup
n→∞
‖In(z)‖1/nK ≤
‖z‖K
Rs(gs)
=
‖z‖K
rζ,s(f ,m)
. (2.69)
For Jn(z), as degQn,m ≤ |m| write
Qn,m(ω) =
|m|∑
j=0
Q
(j)
n,m(ζ)
j!
(ω − ζ)j.
Then
Jn(z) =
s−2∑
j=0
1
2pii
∫
|ω−ζ|=δ
zn+1
ωn+1
hs(ω)
(ω − ζ)s−1−j
Q
(j)
n,m(ζ)
j!(ω − z)dω. (2.70)
Using the induction hypothesis, (2.67), and making δ tend to zero, we obtain
lim sup
n→∞
‖Jn(z)‖1/nK ≤
‖z‖K
|ζ|
|ζ|
Rζ,s−1(f ,m)
=
‖z‖K
Rζ,s−1(f ,m)
,
which, together with (2.68) and (2.69), gives
lim sup
n→∞
‖Qn,m(z)hs(z)− (z − ζ)sPs(z)‖1/nK ≤
‖z‖K
Rζ,s−1(f ,m)
. (2.71)
As the function inside the norm in (2.71) is analytic in Ds(gs), inequality
(2.71) also holds for any compact set K ⊂ Ds(gs). Moreover, we can differ-
entiate s− 1 times that function and the inequality still holds true by virtue
of Cauchy’s integral formula. So, taking z = ζ in (2.71) for the differentiated
version, we obtain
lim sup
n→∞
|(Qn,mhs)(s−1)(ζ)|1/n ≤ |ζ|
Rζ,s(f ,m)
.
Using the Leibniz formula for higher derivatives of a product of two functions
and the induction hypothesis (2.67), we arrive at
lim sup
n→∞
|Q(s−1)n,m (ζ)|1/n ≤
|ζ|
Rζ,s(f ,m)
≤ |ζ|
Rζ(f ,m)
, (2.72)
since hs(ζ) 6= 0. This complete the induction.
Now, let us prove the weaker statement that λ(ζ) ≥ τ. It is sufficient to
show that for any subsequence of indices Λ such that
lim
n∈Λ
Qn,m = QΛ,
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QΛ is a non null polynomial with a zero at ζ of multiplicity ≥ τ . Indeed,
QΛ 6≡ 0 due to the normalization on the polynomials Qn,m. On the other
hand,
Qn,m(z) =
|m|∑
k=0
Q
(k)
n,m(ζ)
k!
(z − ζ)k.
Using (2.67), and Weierstrass’ theorem for the derivatives it follows that
lim
n→Λ
Qn,m(z) = Qλ(z) =
|m|∑
k=τ
Q
(k)
Λ (ζ)
k!
(z − ζ)k,
as needed, since QΛ(ζ) = Q
(1)
Λ (ζ) = · · · = Q(τ−1)Λ (ζ) = 0.
Set Uε = {z : |z− ζ| < ε}. Let ε be sufficiently small so that U2ε contains
no other system pole of (f ,m) except ζ. Let ζn,1, . . . , ζn,λn be the zeros of
Qn,m contained in U2ε. Since λ(ζ) ≥ τ , we have τ ≤ λn ≤ |m| for all
sufficiently large n. In the sequel we only consider such values of n. Set
Q˜n(z) =
λn∏
k=1
(z − ζn,k).
It is easy to see that the functions Q˜n/Qn,m are holomorphic in U2ε and
uniformly bounded on any compact subset of U2ε; in particular on U ε. There-
fore, for any k ≥ 0 the sequence
(
Q˜n/Qn,m
)(k)
is uniformly bounded on U ε.
Since
Q˜n = Qn,m
Q˜n
Qn,m
,
from (4.6) it readily follows that for each s = 0, . . . , τ − 1
lim sup
n→∞
|Q˜(s)n (ζ)|1/n ≤
|ζ|
Rζ(f ,m)
< 1. (2.73)
Now, using (2.73) for s = 0 and the ordering imposed on the indexing of
the zeros of qn,m it follows that
lim sup
n→∞
|ζ − ζn,1|1/n < 1
so that µ(ζ) ≥ 1. Let us assume that for each j = 1, . . . , k where k ≤ τ − 1,
lim sup
n→∞
|ζ − ζn,j|1/n < 1, (2.74)
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and let us show that it is also true for k + 1. Consider Q˜
(k)
n (ζ). One of the
terms thus obtained is
∏λn
j=k+1(ζ− ζn,j), each one of the other terms contains
at least one factor of the (ζ−ζn,j), j = 1, . . . , k. Combining (2.73) and (2.74)
it follows that
lim sup
n→∞
|
λn∏
j=k+1
(ζ − ζn,j)|1/n < 1,
and due to the ordering of indexes, we get
lim sup
n→∞
|ζ − ζn,k+1|1/n < 1.
Consequently, µ(ζ) ≥ τ as we wanted to prove.
§ 2.5. Applications to Hermite-Pade´ approximation.
Let f =
(
f1, f2, . . . , fd
)
and m = (m1, . . . ,md) be given. Consider the sequence
(Rn,m), n ≥ max{m1, . . . ,md}, of Hermite-Pade´ approximants. In the rest
of this section we assume that the sequence of commom denominators (qn,m),
n ≥ max{m1, . . . ,md} verifies (1.19).
Theorem 2.5.1. Let f =
(
f1, f2, . . . , fd
)
and m = (m1, . . . ,md) be given.
Assume that (1.19) takes place and all the zeros of qm are simple. Fix an
integer m∗, 1 ≤ m∗ ≤ max{m1, . . . ,md}. Assume that for all n sufficiently
large qn,m is unique and deg(qn,m) = |m|. Let
F =
d∑
k=1
pkf
k, deg pk ≤ mk −m∗, (2.75)
where the pk denote arbitrary fixed polynomials (by convention deg pk < 0
means that pk ≡ 0). Then, the closure of Dm∗−1(F ) contains at least m∗
singular points of F which are zeros of qm and those lying in Dm∗−1(F ) are
simple poles of F . In particular, all such zeros are system singularities of f .
Proof. In the first part of the proof it is not used that the zeros of qm
are simple. Multiplying each relation a.2) in Definition 1.2.1 by pk for k =
1, · · · , d and adding them up it follows that
qn,m(z)F (z)− Pn,m(z) = An,mzn+1 + · · · (2.76)
where Pn,m(z) =
∑d
k=1 pk(z)pn,m(z) is of degree n − m∗. It follows that
Pn,m/qn,m is an incomplete Pade´ approximation of type (n, |m|,m∗) with
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respect to F . From Theorem 1.3.2 it follows that 0 < R0(F ) < ∞ and due
to Theorem 1.3.1
σ1 − lim
n→∞
Pn,m
qn,m
= F
on compact subsets of D∗|m|(F ), where D
∗
|m|(F ) is the disk of radius R
∗
|m|(F )
given by (1.23) relative to the function F and the indices |m|,m∗.
In D∗|m|(F ), F contains only poles and according to [16, Lemma 1], each
pole of F in D∗|m|(F ) ⊃ Dm∗(F ) must be a zero of qm (counting multiplici-
ties). If R∗|m|(F ) > Rm∗(F ) from the definition of Dm∗(F ) the closure of this
region has at least m∗ poles. There are two possibilities, either Dm∗(F ) has
exactly m∗ poles and whence the closure of Dm∗−1(F ) has exactly m∗ poles
or Dm∗−1(F ) = Dm∗(F ) and their closure coincide from which it follows that
the closure of Dm∗−1(F ) has at least m∗ poles. So in this case the asser-
tion of the theorem is true. Therefore, in the following we can assume that
R∗|m|(F ) = Rm∗(F ). As above, should Dm∗(F ) contain m
∗ poles, they all lie
in the closure of Dm∗−1(F ), and the proof is complete.
Now, assume that R∗|m|(F ) = Rm∗(F ) and Dm∗(F ) contains less than m
∗
poles of F ; then, R∗|m|(F ) = Rm∗(F ) = Rm∗−1(F ). Let w be the polynomial
of degree ≤ m∗ − 1 whose zeros are the poles of F in Dm∗−1(F ) (counting
multiplicities). Multiplying (2.76) by w, we obtain
qn,m(z)(ωF )(z)− ω(z)Pn,m(z) = An,mzn+1 + · · · ,
where deg(ωPn,m) ≤ n − 1. Notice that D0(wF ) = Dm∗−1(F ) and that
wPn,m/qn,m is an incomplete Pade´ approximation of type (n, |m|, 1) of wF .
From hypothesis, for all sufficiently large n, qn,m is unique and deg(qn,m) =
|m|, using [10, Lemma 3.2] we obtain that wF is not a polynomial. Then,
using [10, Lemma 2.5] we conclude that R0(wF ) < ∞. Consequently,
R∗|m|(F ) = Rm∗(F ) = Rm∗−1(F ) = R0(wF ) < 0. Without loss generality,
we can assume that R∗|m|(F ) = 1. In the rest of the proof we use that the
zeros of qn,|m| are simple. Suppose that between the zeros of qm lying in the
closure of Dm∗−1(F ) less than m∗ of them are singular points of F . Using
Theorem 2.3.1 and that the sequence of polynomials (qn,|m|−m∗)n≥|m| corre-
sponding to the function F is uniformly bounded on compact sets, we deduce
that there exists a sequence of indices Λ′ ⊂ Λ, a constant 0 < C <∞, and a
polynomial Q, deg(Q) > |m| −m∗, such that
lim
n∈Λ′
q∗n,|m|−m∗ = CQ.
This is so because each zero of qm in the closure of Dm∗−1(F ) = D∗|m|(F )
which is a regular point of F and each zero lying outside the closure of
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D∗|m|(F ) is a limit point of the zeros of qn,|m|−m∗ , n ∈ Λ. This is clearly
impossible because deg(qn,|m|−m∗) ≤ |m| −m∗ for all n. Thus, F has at least
m∗ singularities in the closure of Dm∗−1(F ) as claimed. That they are system
singularities of f follows from Definition 1.2.3. The proof is complete.
In the next chapter we use a different approach to study the system
singularities of f . In particular Theorem 3.2.1 supplements Theorem 2.5.1
giving a wide class of systems f for which all the zeros of qm are system
singularities of f .
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CHAPTER 3
Higher order recurrences and row
sequences of Hermite-Pade´
approximation
§ 3.1. Background.
Let
Pn = {ζn,1, . . . , ζn,m}, n ≥ m,
denote the collection of zeros of αn repeated according to their multiplicity
where αn is the polynomial (1.7) associated with the recurrence (1.1). Set
S = sup
N≥m
inf
n≥N
{|ζ| : ζ ∈ Pn}
and
G = inf
N≥m
sup
n≥N
{|ζ| : ζ ∈ Pn} .
The following result is a consequence of [10, Theorem 2.2]
Theorem 3.1.1. Assume that S > 0 and G < +∞. Then, any nontrivial
solution f of (1.1) verifies 0 < c ≤ R0(f) ≤ C < +∞, where c and C only
depend on S and G.
Proof. For the benefit of the reader, we establish a connection between the
notation employed here and the paper [10, Theorem 2.2].
Let f be any non-trivial solution of (1.1) and tn = tn(f) the polynomial
part of degree ≤ n− 1 of αnf. Due to (1.1) and (1.8) it follows that
(αnf− tn)(z) = O
(
zn+1
)
.
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This means that the rational function tn/αn is what in [10] is called an
(n,m,m∗) incomplete Pade´ approximation of f with m∗ = 1.
In [10], αn is denoted qn,m, tn is denoted pn,m, λn is the degree of the
common zero which pn,m and qn,m may have at z = 0, mn = deg(qn,m),
and τn = min{n − m∗ − λn − deg(pn,m),m − λn − mn}. In our case, since
αn(0) = 1 and deg(qn,m) = m, we have that λn = 0,mn = m, τn = 0, and
m∗ = 1. Thus, the assumptions in (i) and (ii) of [10, Theorem 1.2] are fulfilled
and, therefore, 0 < R0(f) <∞ as claimed. The proof gives lower and upper
estimates of R0(f) depending on S and G which imply the last assertion of
Theorem 3.1.1.
This means that under such general conditions, every solution of (1.1)
has a singularity in the annulus {z : c ≤ |z| ≤ C}. A more precise result
may be given when the sequence of polynomials (αn)n≥m, has a limit.
In the following, we assume that (1.2) takes place and
lim
n→∞
αn(z) := α(z) =
m∏
k=1
(
1− z
ζk
)
, deg(α) = m. (3.1)
According to (1.3), we have α(z) = zmp(1/z); therefore, the zeros of α and
of the characteristic polynomial p are reciprocals one of the other.
Putting together Theorems 1 and 2 of V. I Buslaev in [3], we can formulate
the following:
Theorem 3.1.2 (Buslaev). Assume that (1.2) takes place and f is a non-
trivial solution of (1.1). Then R0(f) is equal to the absolute value of one of
the zeros of α, the coefficients of f satisfy a reduced recurrence relation of the
form
fn + βn,1fn−1 + · · ·+ βn,`fn−` = 0, lim
n
βn,k = bk, k = 1, . . . , `, (3.2)
where ` ≤ m is equal to the number of zeros of α on the circle {z : |z| =
R0(f)}, all the zeros of β(z) = 1 + b1z + · · · b`z` lie on that circle, β divides
α, and at least one of its zeros is a singular point of f.
In [3, Theorem 1] it is required that the solution of (1.1) under consider-
ation is not a polynomial. We have stipulated that αn,m 6= 0, n ≥ m. This
restriction implies that any non-trivial solution cannot be a polynomial. In
fact, the contrary would imply that fn = 0 for all n ≥ n0 and solving the
recurrence backwards (taking advantage that αn,m 6= 0, n ≥ m,) we conclude
that fn = 0, n ≥ 0, and the solution would be the trivial one.
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In [3, Theorem 2] the author imposes that 0 < R0(f) <∞. Our assump-
tions imply this as Theorem 3.1.1 shows. The polynomials that we have
denoted αn play the role of the functions αn in [3, Theorem 2].
When all the zeros of α have distinct absolute value, it is easy to see that
Buslaev’s theorem reduces to Poincare’s result. A natural question arises.
Question: Is there a fundamental system of solutions of (1.1) such that
every zero of α is a singular point of at least one function in the system?
The answer to this question is positive if it is known in advance that
(1.1) has a fundamental system of solutions of the form (f, zf, . . . , zm−1f) for
some (formal) Taylor expansion f about the origin. This is a consequence of
Theorem 1.1.6 proved by S.P. Suetin in [34, Theorem 1].
§ 3.2. Statement of the main result.
Without loss of generality, let the zeros of α be enumerated in such a way
that
0 < |ζ1| ≤ |ζ2| ≤ · · · ≤ |ζm|. (3.3)
If several ζk coincide, they are enumerated consecutively. We shall also as-
sume that the zeros in the collections of points Pn are indexed so that
lim
n→∞
ζn,k = ζk, k = 1, . . . ,m. (3.4)
Several circles centered at the origin may contain more than one zero of α
(or a zero of α of multiplicity greater than 1). Let C be one such circle (if
any). Let ζj, ζj+1, . . . , ζj+N−1 be the zeros of α lying on C. In this case, we
assume that
lim sup
n→∞
|ζn,k − ζk|1/n < 1, k = j, . . . , j +N − 1. (3.5)
The existence of such a circle C is not required. If such a circle does not exist,
all the zeros of α have distinct absolute value and we are in the situation of
the Poincare´ and Perron theorems.
Theorem 3.2.1. Assume that (3.4) and (3.5) take place. Then there is
a fundamental system of solutions (f1, . . . , fm) of (1.1) such that R0(f
k) =
|ζk|, k = 1, . . . ,m, and ζk is a singular point of fk. Each ζk verifying (3.5) is
a pole of fk. Moreover, if ζk is a zero of multiplicity τ and ζk = ζk+1 = · · · =
ζk+τ−1 then for each s = 1, . . . , τ , fk+s−1 is analytic in a disk of radius larger
than |ζk| except for a pole of exact order s at ζk.
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If the zeros of α have distinct absolute value, the statement of Theorem
3.2.1 is deduced directly from the Perron and Fabry theorems. When (3.5)
takes place for k = 1, . . . ,m, the thesis of Theorem 3.2.1 follows directly from
the fact that statement (b) of [10, Theorem 1.4] implies statement (a) of the
same theorem.
We will see some consequences of Theorem 3.2.1 in the study of row
sequences of Hermite-Pade´ approximation. We will not state those results
here to avoid introducing more concepts and notation. In the next Section,
we prove some auxiliary results needed for the proof of Theorem 3.2.1.
§ 3.3. Some auxiliary lemmas.
The proof of Theorem 3.2.1 is somewhat constructive. We start out from
a fundamental system of solutions of (1.1) and through analytic continua-
tion, carried out in successive steps, we find another fundamental system of
solutions which fulfills the desired properties. As we carry out these steps,
we find collections of solutions which according to Buslaev’s theorem have
radius of convergence equal to the absolute value of a zero of α. On any such
circle, there may fall one or several zeros of α. The proof distinguishes two
cases. The first when all the zeros on the circle satisfy (3.5). In this case, the
analytic continuation is based on [3, Corollary 2]. If the circle contains only
one zero of α of multiplicity 1 and we do not have (3.5), we adapt a proof of
Perron’s Theorem given by M.A. Evgrafov in [12] to continue the process.
Lemma 3.3.1 is exactly [3, Corollary 2]. We state it for the reader’s
convenience and refer to the original paper for the proof.
Lemma 3.3.1. Suppose that the assumptions of Buslaev’s theorem hold and
f is a non trivial solution of (1.1). Let ζj, . . . , ζj+N−1, N ≥ 1, be the zeros of
α on the circle {z : |z| = R0(f)} and suppose that (3.5) takes place. Then
R0(g) > R0(f), where g(z) =
∏j+N−1
k=j (z − ζk)f(z).
Evgrafov’s proof of Perron’s theorem is based on several lemmas. His
paper has not been translated so for completeness we include the proof of
those results that we will need. In this regard, Lemmas 3.3.2 and 3.3.3
correspond to [12, Lemma 1] and [12, Lemma 2], respectively, while Lemma
3.3.4 is a slightly improved version of [12, Lemma 3], which is necessary to
cover our more general situation.
Lemma 3.3.2. Let (fn)n≥0 be a solution of (1.1) and let (γn)n≥0 be a se-
quence such that γn 6= 0, n ≥ 0. Then (Fn = fn/γn)n≥0 is a solution of the
recurrence relation
Fn + α
′
n,1Fn−1 + · · ·+ α′n,mFn−m = 0, n ≥ m, (3.6)
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where
α′n,j = αn,j
γn−j
γn
, j = 1, . . . ,m.
Moreover, if limn→∞ γn+1/γn = 1 and the αn,j, j = 1, . . . ,m, verify (1.2)
then so do the α′n,j, j = 1, . . . ,m, and the recurrences (1.1) and (3.6) have
the same characteristic polynomial.
Proof. Indeed, if we divide (1.1) by γn, we obtain that for all n ≥ m
0 =
fn
γn
+ αn,1
γn−1
γn
fn−1
γn−1
+ · · ·+ αn,mγn−m
γn
fn−m
γn−m
,
which is (3.6).
Now, limn→∞ γn+1/γn = 1 implies that limn→∞ γn−j/γn = 1, j = 1, . . . ,m,
so from (1.2) it follows that
lim
n→∞
α′n,j = lim
n→∞
αn,j = aj, j = 1, . . . ,m.
Therefore, in that case both equations have the same characteristic polyno-
mial.
Proposition 3.3.1. The sequences (f jn)n≥0, j = 1, . . . , N, 1 ≤ N ≤ m, are
linearly independent solutions of (1.1) if and only if (f jn/γn)n≥0, j = 1, . . . , N,
(where γn 6= 0, n ≥ 0) are linearly independent solutions of (3.6).
Proof. Non-zero vectors are linearly independent so the statement is mean-
ingful for N ≥ 2. From the definition the sequences (f jn)n≥0, j = 1, . . . , N ,
are linearly dependent if and only if there exist constants α1, . . . , αN , not all
zero, such that
α1
(
f 1n
)
n≥0 + · · ·+ αN
(
fNn
)
n≥0 = 0,
where 0 denotes the null vector. Obviously, this occurs if and only if
α1f
1
n + · · ·+ αNfNn = 0, n ≥ 0,
and since γn 6= 0 for all n this happens if and only if
α1
f 1n
γn
+ · · ·+ αN f
N
n
γn
= 0, n ≥ 0,
or what is the same if and only if
α1
(
f 1n
γn
)
n≥0
+ · · ·+ αN
(
fNn
γn
)
n≥0
= 0,
with constants α1, · · · , αN , not all zero, which mean if and only if the se-
quences (f jn/γn)n≥0, j = 1, . . . , N are linearly dependent.
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Lemma 3.3.3. If equation (1.1) has the solution (λn)n≥0, λ 6= 0, then its
left hand side may be expressed in the form
Fn−1 + βn,1Fn−2 + · · ·+ βn,m−1Fn−m = 0, (3.7)
where
Fn = fn+1 − λfn.
Additionally, if the αn,j verify (1.2) then
lim
n,j
βn,j = bj, j = 1, . . . ,m− 1, bm−1 6= 0, (3.8)
and the characteristic polynomials of (1.1) and (3.7) are connected by the
relation
(z − λ)(zm−1 + b1zm−2 + · · ·+ bm−1) = zm + a1zm−1 + · · ·+ am. (3.9)
Proof. Consider the polynomial
pn(z) = z
m + αn,1z
m−1 + · · ·+ αn,m.
Substituting the solution (λn)n≥0 in (1.1) and factoring out λn−m, we get
pn(λ) = λ
m + αn,1λ
m−1 + · · ·+ αn,m = 0;
therefore,
pn(z)
z − λ = z
m−1 + βn,1zm−2 + · · ·+ βn,m−1.
That is
pn(z) = (z − λ)(zm−1 + βn,1zm−2 + · · ·+ βn,m−1). (3.10)
Equating coefficients of equal power of z, we obtain
βn,j − λβn,j−1 = αn,j, j = 1, . . . ,m, βn,0 = 1, βn,m = 0. (3.11)
In particular,
βn,m−1 = −αn,m/λ 6= 0.
From (3.11) the existence of limn→∞ αn,j and limn→∞ βn,j−1 imply the exis-
tence of limn→∞ βn,j. Since βn,0 = 1, it follows that (1.2) implies (3.8) and
then (3.9) is immediate taking limit over n in (3.10).
It remains to verify (3.7). Put Fn = fn+1 − λfn in the left hand side of
(3.7). Using (3.11) and (1.1), we get
Fn−1 + βn,1Fn−2 + · · ·+ βn,m−1Fn−m =
fn − λfn−1 + βn,1(fn−1 − λfn−2) + · · ·+ βn,m−1(fn−m+1 − λfn−m) =
fn + (βn,1 − λβn,0)fn−1 + · · ·+ (βn,m − λβn,m−1)fn−m = 0
as we needed to prove.
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Proposition 3.3.2. Suppose that (λn)n≥0, λ 6= 0, is a solution of (1.1).
Then (fkn)n≥0, k = 1, . . . , N ≤ m − 1, and (λn)n≥0 constitute a system of
linearly independent solutions of (1.1) if and only if (F kn )n≥0, k = 1, . . . , N,
is a system of linearly independent solutions of (3.7), where F kn = f
k
n+1 −
λfkn , k = 1, . . . , N .
Proof. Set f 0n = λ
n, n ≥ 0. Assume that (fkn)n≥0, k = 0, . . . , N are linearly
dependent solutions of (1.1). Then, there exist constants α0, . . . , αN , not all
zero, such that
N∑
k=0
αkf
k
n = 0, n ≥ 0. (3.12)
Multiplying by λ we get
N∑
k=0
αkλf
k
n = 0, n ≥ 0. (3.13)
Deleting (3.13) for the index n from (3.12) for the index n+ 1 we obtain
0 =
N∑
k=0
αk
(
fkn+1 − λfkn
)
=
N∑
k=1
αk
(
fkn+1 − λfkn
)
=
N∑
k=1
αkF
k
n , n ≥ 0,
(3.14)
because f 0n+1− λf 0n = λn+1− λn+1 = 0 and for k = 1, . . . , N F kn = fkn+1− fkn .
Now if α0 = 0, then one of the coefficients α1, . . . , αN must be different
from zero because of the definition of linear dependence. On the other hand,
if α0 6= 0 then also one of the coeffients α1, . . . , αN must differ from zero since
otherwise (3.12) could not hold. We have shown that these exist coefficients
α1, . . . , αN , not all zero such (3.14) takes place. Consequently, the system(
F kn
)
n≥0, k = 1, . . . , N is linearly dependent.
Reciprocally, suppose that the system
(
F kn
)
n≥0, k = 1, . . . , N is linearly
dependent. Then, there exist constants α1, . . . , αN not all zero such that
0 =
N∑
k=1
αkF
k
n =
N∑
k=1
αkf
k
n+1 − λ
N∑
k=1
αkf
k
n , n ≥ 0. (3.15)
If we denote fn =
∑N
k=1 αkf
k
n relation (3.15) entails that
fn+1 = λfn, n ≥ 0. (3.16)
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Applying (3.16) recurrently we find that
fn = λfn−1 = λ2fn−2 = λnf0, n ≥ 0. (3.17)
Suppose that f0 = 0, then fn = 0, n ≥ 0, and it follows that
N∑
k=1
αkf
k
n = 0, n ≥ 0
which means that the system
(
fkn
)
n≥0, k = 1, . . . , N is linearly dependent. If
f0 6= 0 then relation (3.17) tells us that
(fn)n≥0 = f0
(
f 0n
)
n≥0 ,
therefore
f 0n =
N∑
k=1
αk
f 0n
fkn , n ≥ 0
which implies that the system
(
fkn
)
n≥0, k = 0, . . . , N is linearly dependent.
With this we conclude the proof.
Lemma 3.3.4. Suppose that (Fn)n≥0 is such that lim supn→∞ |Fn|1/n =
µ, µ 6= |λ|. Then, there exists a solution (fn)n≥0 of the equations Fn =
fn+1 − λfn, n ≥ 0, such that lim supn→∞ |fn|1/n = µ.
Proof. We give two different expression for the solution (fn)n≥0 depending
on whether µ < |λ| or µ > |λ|. In the first case we set
fn = −Fn
λ
− Fn+1
λ2
− Fn+2
λ3
− · · · , (3.18)
and in the second
fn = Fn−1 + λFn−2 + · · ·+ λn−1F0. (3.19)
We will see in a minute that (3.18) is convergent for each n. With this in
mind, it is easy to verify that so defined the sequence (fn)n≥0 satisfies the
required equations.
Let us verify that the numbers fn in (3.18) are finite and lim supn→∞ |fn|1/n =
µ. Indeed, take ε > 0 such that µ+ ε < |λ|. From the assumption on the Fn
we get that there exists some constant C ≥ 1 such that
|Fn| ≤ C(µ+ ε)n, n ≥ 0.
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Consequently,
|fn| ≤ C
(
(µ+ ε)n
|λ| +
(µ+ ε)n+1
|λ|2 +
(µ+ ε)n+2
|λ|3 + · · ·
)
=
C(µ+ ε)n
|λ| − (µ+ ε) <∞.
(3.20)
Moreover, (3.20) implies that
lim sup
n→∞
|fn|1/n ≤ µ+ ε.
Letting ε tend to zero we get that lim supn→∞ |fn|1/n ≤ µ. On the other hand,
|Fn| ≤ |fn+1| + |λfn|. This in turn implies that µ = lim supn→∞ |Fn|1/n ≤
lim supn→∞ |fn|1/n, so indeed we have equality.
When µ > |λ|, we proceed analogously. Using (3.19), we have
|fn| ≤ C(µ+ ε)n−1
(
1 +
|λ|
µ+ ε
+ · · ·+ |λ|
n−1
(µ+ ε)n−1
)
≤ C(µ+ ε)
n
µ+ ε− |λ| . (3.21)
From (3.21) we get that lim supn→∞ |fn|1/n ≤ µ, and equality is derived just
as before.
§ 3.4. Proof of the main result.
Proof. Let f1 = (f1,1, f1,2, . . . , f1,m) be a fundamental system of solutions
of (1.1) and ζ1, . . . , ζm the collection of zeros of α enumerated as in (3.3).
According to Buslaev’s theorem
0 < |ζ1| ≤ R0(f1,j) ≤ |ζm| <∞, j = 1, . . . ,m.
Let D0(f
1) denote the intersection of all the disks centered at the origin
and radii R0(f
1,j), j = 1, . . . ,m whose boundary we denote C1. By Buslaev’s
theorem, the circle C1 of radius R1 := R0(f1) contains at least one zero of
α. Moreover, several (and at least one) of the functions in f1 has radius of
convergence equal to R1 = R0(f
1). Let ζj, . . . , ζj+N−1 be the collection of all
the zeros of α lying on C1. We distinguish the cases when N ≥ 2 and when
N = 1. We remark that so far we cannot assert that |ζj| = |ζ1|; in principle,
it may be larger.
Suppose that N ≥ 2. In this case, according to our assumptions, (3.5)
takes place. Due to Lemma 3.3.1, R0(
∏j+N−1
k=j (z−ζk)f1,`) > R0(f1) = R1, ` =
1, . . . ,m; that is, either f1,` has radius of convergence larger than R1 to start
with or, f1,` has at most poles on C1 at zeros of α and their order is less than
or equal to the multiplicity of the corresponding zero of α.
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Let us find coefficients c1, . . . , cm such that
m∑
`=1
c`f
1,` (3.22)
is analytic in a neighborhood of D0(f1). Finding the coefficients c` reduces
to solving a homogeneous linear system of N equations on m unknowns. In
fact, if ζ is one of the zeros of α on C1 and it has multiplicity τ we obtain τ
equations choosing the coefficients c` so that∫
|ω−ζ|=δ
(ω − ζ)ν
(
m∑
`=1
c`f
1,`(ω)
)
dω = 0, ν = 0, . . . , τ − 1. (3.23)
where δ is sufficiently small. We do the same with each distinct zero of
α on C1. The homogeneous linear system of N equations so obtained has
m − N1, N1 ≤ N, linearly independent solutions, where N1 equals the rank
of the linear system of equations. Denote the solutions of the linear system
by c1,j, j = N1 + 1, . . . ,m. Set
c1,j = (c1,j1 , . . . , c
1,j
m ), j = N1 + 1, . . . ,m,
and
f2,j =
m∑
ν=1
c1,jν f
1,ν , j = N1 + 1, . . . ,m.
We wish to emphasize several points:
1. The collection of functions f2 = (f2,N1+1, . . . , f2,m) is made up of non-
trivial linearly independent solutions of (1.1).
2. Because of (3.23), R0(f
2,j) > R1, j = N1 + 1, . . . ,m.
3. If N1 = N ; that is, the system of equations has full rank, then the
system is solvable if for some specific value of ν = 0, . . . , τ − 1 in (3.23)
instead of equating the left hand side to zero we equate it to 1. Doing
this for each zero ζ of α on C1 and for each ν = 0, . . . , τ − 1, we obtain
N1 linearly independent solutions of (1.1) which are meromorphic on
a neighborhood of D0(f1) except for a pole of exact order ν + 1 at ζ.
On this circle, this would settle the last statement of the theorem. (We
will show that on each circle containing more than one zero of α the
corresponding system of equations has full rank. This conclusion will
be drawn at the very end of the proof of the theorem.)
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Now let us suppose that C1 contains only one zero ζj of α of multiplicity 1;
that is N = 1. If, nevertheless, (3.5) takes place we could proceed as before,
so we will not use (3.5) in the arguments that follow. We have,
R0(f
1,ν) ≥ R1 = R0(f1) = |ζj|, ν = 1, . . . ,m,
with equality for some ν. Without loss of generality we can assume
R0(f
1,1) = · · · = R0(f1,M) = R1, 1 ≤M ≤ m,
and R0(f
1,ν) > R1, ν = M+1, . . . ,m (if any). According to (3.2) (with ` = 1)
and the fact that ζj is the unique zero of α on C1, we have
lim
n→∞
f 1,νn−1
f 1,νn
= ζj, ν = 1, . . . ,M, (3.24)
where (f 1,νn )n≥0 denotes the collection of Taylor coefficients of f
1,ν , and ζj is
a singular point of each f1,ν , ν = 1, . . . ,M . Should M = 1 we have obtained
one solution of (1.1), namely f1,1, with radius of convergence R1 and the
remaining solutions in f1 have radius of convergence larger than R1. We aim
to show that if M > 1 we can also find one solution of (1.1) with radius R1
and additional m− 1 linearly independent solutions of (1.1) (not necessarily
f1,2, . . . , f1,m) with radius larger than R1.
Without loss of generality, we can assume that f 1,1n 6= 0, n ≥ 0. Indeed,
(3.24) entails that f 1,1n 6= 0, n ≥ n0. Let Tn(f) be the Taylor polynomial of f
of degree n. Consider the collection of functions fˆ1, . . . , fˆM , where
fˆν(z) = (f1,ν(z)− Tn0(f1,ν)(z))/zn0 , ν = 1, . . . ,M.
It is easy to verify that these functions are linearly independent, satisfy the
recurrence (1.1) with the indices n shifted by n0, have radii of convergence
equal to R1, have the same singularities as the corresponding f
1,ν on C1, and
fˆ νn 6= 0, n ≥ 0. Should it be necessary, we derive the desired properties of the
functions f1,1, . . . , f1,M from fˆ1, . . . , fˆM .
Let λ = ζ−1j . This point is a root of the characteristic polynomial p(z) =
zmα(1/z) of (1.1). Set
γn = f
1,1
n /λ
n, n ≥ 0.
According to Lemma 3.3.2, (λn)n≥0, λn = f 1,1n /γn, is a solution of (3.6). From
(3.24) we have
lim
n→∞
γn+1
γn
=
1
λ
lim
n→∞
f 1,1n+1
f 1,1n
= 1. (3.25)
64
Consequently, the recurrences (1.1) and (3.6) have the same characteristic
polynomial. Aside from the solution (λn)n≥0, (3.6) also has the solutions
(f 1,νn /γn)n≥0, ν = 2, . . . ,M . Using Lemma 3.3.3, with these solutions of (3.6)
we can construct M−1 linearly independent solutions (F νn )n≥0, ν = 2, . . . ,M,
of (3.7) where
F νn =
f 1,νn+1
γn+1
− λf
1,ν
n
γn
, n ≥ 0, ν = 2, . . . ,M. (3.26)
The radii of convergence of the functions f1,ν , ν = 2, . . . ,M, equal R1 =
|λ|−1. This together with (3.25) and (3.26) imply that
lim sup
n→∞
|F νn |1/n ≤ R−11 , ν = 2, . . . ,M.
According to Buslaev’s theorem, for each ν = 2, . . . ,M the radius of conver-
gence of F ν(z) =
∑∞
n=0 F
ν
n z
n is equal to the reciprocal of the absolute value
of one of the zeros of the characteristic polynomial pˆ(z) = zm−1 + β1zm−1 +
· · · + βm−1 associated with (3.7). According to (3.9), and our assumptions,
λ is not a zero of pˆ. Therefore,
lim sup
n→∞
|F νn |1/n < R−11 , ν = 2, . . . ,M.
Using Lemma 3.3.4 and Lemma 3.3.3, with formula (3.18) we can find
M−1 linearly independent solutions fˆν , ν = 2, . . . ,M, of the recurrence (3.7)
whose radius of convergence is greater than R1. Now, using again Lemma
3.3.2 with γn = λ
n/f 1,1n , n ≥ 0 we find a system f2 = (f2,2, . . . , f2,m) of m− 1
linearly independent solutions of (1.1) each of which has radius of convergence
greater than R1 = |ζj|. Here, (f2,2, . . . , f2,M) comes from the last application
of Lemma 3.3.2 whereas f2,ν = f1,ν , ν = M +1, . . . ,m. Summarizing, we have
found that R0(f
1,1) = |ζj| with ζj a singular point of f1,1 and all the functions
in f2 are linearly independent solutions of (1.1) with radius of convergence
larger than |ζj|.
Now we proceed with f2 exactly the same way as we did with f1 and
construct a system f3 with m − N1 − N2 linearly independent solutions of
(1.1), where N2 denotes either the rank of the corresponding system of ho-
mogeneous linear equations (when the circle C2 has more than one zero of
α) or N2 = 1 if C2 has exactly one zero of α. In a finite number of steps,
say r, we either run out of linearly independent solutions of (1.1) because
N1 + . . . + Nr = m or we find at least one non trivial solution of (1.1) with
radius of convergence R > |ζm|.
The second possibility is impossible because according to Buslaev’s theo-
rem R has to be equal to the absolute value of one of the zeros of α. On the
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other hand, since Nk, k = 1, . . . , r, is less than or equal to the number of zeros,
say Nˆk, of α on Ck, if N1 + . . .+Nr = m, if follows that Nk = Nˆk, k = 1, . . . , r.
This happens only when ∪rk=1Ck contains all the zeros of α (we skip no cir-
cle at all as we carry out the process). In turn this means that either any
given circle contains exactly one zero of α or the rank of the corresponding
homogeneous linear system of equations is equal to the number of zeros of
α on the circle. As we saw in the proof of the first step this means that
associated with each circle Ck we have Nk linearly independent solutions of
(1.1) with the properties announced in the statement of the theorem. Since
the circles are contained one inside the other the collection of these linearly
independent solutions form a fundamental system of solutions of (1.1).
§ 3.5. Consequences for Hermite-Pade´ approximation.
Let f = (f1, . . . , fd) and m = (m1, . . . ,md) ∈ Zd≥0 \ {0} be fixed and let qn,m
denote the denominator of the (n,m) Hermite Pade´ approximation of f with
respect to n ≥ max{m1, . . . ,md}. Set
qn,m(z) = bn,|m|z|m| + bn,|m|−1z|m|−1 + · · ·+ bn,0, (3.27)
where bn,0 = 1 if qn,0(0) 6= 0 and equals 0 otherwise (see Definition 1.2.1).
It would be more appropriate to write bn,m,k in place of bn,k, k = 0, . . . , |m|,
but since m will remain fixed we drop it to shorten the notation.
In the sequel, we will assume that the sequence (3.27), n ≥ max{m1, . . . ,md},
verifies
lim
n−→∞
qn,m(z) = qm(z) =
|m|∏
k=1
(1−zζ−1k ), deg qm = |m|, qm(0) = 1. (3.28)
Theorem 3.5.1. Let m = (m1, . . . ,md) ∈ Nd be given. Suppose that
f = (f1, . . . , fd) is a vector of formal power expansions as in (1.14) which
is polynomially independent with respect to m. Assume that (3.3), (3.4), and
(3.5) take place. Then, each ζk, k = 1, . . . , |m|, is a system singularity of
(f ,m). Moreover, if ζk is a zero of multiplicity τk of qm which verifies (3.5),
then it is a system pole of (f ,m) of order τk.
Proof. We have limn→∞ qn,m = qm where deg qm = |m| and qm(0) = 1.
Therefore, there exists n0 such that bn,|m| 6= 0, bn,0 = 1, for all n ≥ n0.
Given f(z) =
∑∞
ν=0 fνz
ν define
fˆ(z) := (f(z)− Tn0(f)(z))/zn0 =
∞∑
ν=0
fn0+νz
ν =
∞∑
ν=0
fˆνz
ν ,
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where Tn0(f) is the Taylor polynomial of f of degree n0 − 1. Notice that the
coefficients of fˆ are shifted by n0 in relation with the coefficients of f; that is
fˆν = fn0+ν , ν ≥ 0.
Consequently,
[qn0+n,mf]n0+n = fn+n0 + bn+n0,1fn+n0−1 + · · ·+ bn+n0,|m|fn+n0−|m| =
fˆn + bn+n0,1fˆn−1 + · · ·+ bn+n0,|m|fˆn−|m|
with bn+n0,|m| 6= 0, n ≥ 0. If we set qˆn,m = qn+n0,m, we have
[qn0+n,mf]n0+n = 0 if and only if [qˆn,mfˆ]n = 0.
Set fˆ = (ˆf1, . . . , fˆd). Notice that the system of functions
(ˆf1, . . . , z
m1−1fˆ1, f2, . . . , zmd−1fˆd) (3.29)
is linearly independent for otherwise the system f would not be polynomi-
ally independent. Consequently, (3.29) constitutes a fundamental system of
solutions of the recurrence relations
[qˆn,mfˆ]n = 0, n ≥ |m|, (3.30)
which verifies deg(qˆn,m) = |m|, qˆn,m(0) = 1, n ≥ 0, and
lim
n→∞
qˆn,m = qm.
Therefore, the recurrence relation (3.30) is exactly like (1.1), including the
assumption that the coefficient of qˆn,m which plays the role of αn,m (the coef-
ficient accompanying z|m|) is different from zero, and fulfills the assumptions
of Theorem 3.2.1.
Applying Theorem 3.2.1 to (fˆ ,m) we obtain that this pair fulfills the
thesis of Theorem 3.5.1. However, it is easy to verify that (f ,m) and (fˆ ,m)
have the same system singularities and the same system poles including their
order.
Two immediate consequences of Theorem 3.5.1 which are worth singling
out are the following.
Corollary 3.5.1. Suppose that f = (f1, . . . , fd) is a vector of formal power
expansions as in (1.14) which is polynomially independent with respect to
m = (m1, . . . ,md) ∈ Nd. Assume that all the zeros of qm verify (3.5). Then,
(f ,m) has exactly |m| system poles which coincide with the zeros of qm, taking
account of their order.
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Corollary 3.5.1 contains the inverse statement, (b) implies (a), in [10,
Theorem 1.4].
Corollary 3.5.2. Suppose that f = (f1, . . . , fd) is a vector of formal power
expansions as in (1.14) which is polynomially independent with respect to
m = (m1, . . . ,md) ∈ Nd. Assume that all the zeros of qm have distinct
absolute value. Then, all the zeros of qm are system singularities of (f ,m).
This corollary was suggested to hold in the sentence following [21, Corol-
lary 5.2]. In [21] there are other results on Hermite-Pade´ approximation
which complement those given here.
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CHAPTER 4
Direct and inverse results for
Multipoint Hermite-Pade´
approximants
§ 4.1. Necessary and sufficient conditions for conver-
gence.
We shall consider a general interpolation scheme for constructing vector ratio-
nal approximations to a given vector of analytic functions which generalizes
the construction of the classical Hermite-Pade´ approximants.
Let E be a bounded continuum with connected complement in the com-
plex plane C. By H(E) we denote the space of all functions holomorphic in
some neighborhood of E. Set
H(E)d := {(f1, . . . , fd) : f ∈ H(E), j = 1, . . . , d}.
Let α ⊂ E be a table of points; more precisely, α = {αn,k}, k = 1, . . . , n,
n = 1, 2, . . .. We propose the following definition.
Definition 4.1.1. Let f ∈ H(E)d. Fix a multi-index m = (m1, . . . ,md) ∈
Nd and n ∈ N. Set |m| = m1 + · · · + md. Then, there exist polynomials
Pn,m,k, Qn,m, k = 1, . . . , d such that
b.1) degPn,m,k ≤ n−mk, degQn,m ≤ |m|, Qn,m 6≡ 0,
b.2) (Qn,mfk − Pn,m,k)/an+1 ∈ H(E),
where an(z) =
∏n
k=1(z − αn,k). The vector rational function
Rn,m = (Rn,m,1, . . . , Rn,m,d) = (Pn,m,1, . . . , Pn,m,d)/Qn,m
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is called multipoint Hermite-Pade´ (MHP) approximant of f with respect to
m and α.
This vector rational approximation, in general, is not uniquely deter-
mined. Hereafter, we assume that given (n,m), one particular solution is
taken. Without loss of generality we can assume that Qn,m is a monic poly-
nomial that has no common zero simultaneously with all Pn,m,k. In all what
follows m remains fixed and {Rn,m}n∈N is called a row sequence of MHP of
f with respect to m. Notice that the degree of the common denominators
remains fixed as n varies.
MHP reduce to classical Hermite-Pade´ approximants when E is a disk
about the origin and an(z) = z
n. There are not many papers dealing with
the convergence properties of row sequences of HP approximation. Here, we
generalize the results in [9] to MHP approximants. Extensions in other di-
rections using expansions in orthogonal and Faber polynomials of the verctor
function to produce the vector rational approximants of f were provided in
[6, 7]. For other approaches to the study of row sequences of vector valued
rational approximation see [32] and [36].
In analogue with Definition 1.2.2 we give
Definition 4.1.2. Given f = (f1, . . . , fd) ∈ H(E)d and m = (m1, . . . ,md) ∈
Nd we say that ξ ∈ C is a system pole of order τ of (f ,m) if τ is the largest
positive integer such that for each s = 1, . . . , τ there exists at least one poly-
nomial combination of the form
d∑
k=1
pkfk, deg pk < mk, k = 1, . . . , d, (4.1)
which is analytic on a neighborhood of D|ΦE(ξ)| except for a pole at z = ξ of
exact order s.
Let τ be the order of ξ as a system pole of f . For each s = 1, . . . , τ , let
ρξ,s(f ,m) denote the largest of all the numbers ρs(g) (the index of the largest
canonical domain containing at most s poles of g), where g is a polynomial
combination of type (4.1) that is holomorphic on a neighborhood of D|ΦE(ξ)|
except for a pole at z = ξ of order s. Then, we define
Rξ,s(f ,m) := min
k=1,...,s
ρξ,k(f ,m),
and
Rξ(f ,m) := Rξ,τ (f ,m) = min
k=1,...,τ
ρξ,k(f ,m).
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Fix k = {1, . . . , d}. Let Dk(f ,m) be the largest canonical domain in
which all the poles of fk are system poles of f with respect to m, their order
as poles of fk does not exceed their order as system poles, and fk has no other
singularity. By Rk(f ,m), we denote the index of this canonical domain. Let
ξ1, . . . , ξN be the poles of fk in Dk(f ,m). For each j = 1, . . . , N , let τˆj be the
order of ξj as pole of fk and τj its order as a system pole. By assumption,
τˆj ≤ τj. Set
R∗k(f ,m) := min
{
Rk(f ,m), min
j=1,...,N
Rξj ,τˆj(f ,m)
}
and let D∗k(f ,m) be the canonical domain with this index.
By Qfm we denote the monic polynomial whose zeros are the system poles
of f with respect to m taking account of their order. The set of distinct zeros
of Qfm is denoted by P fm.
The following theorem constitutes our main result in this chapter. It
extends Theorem 1.2.1 to the case of MHP approximation.
Theorem 4.1.1. Suppose (1.28) takes place. Let f ∈ H(E)d and fix a multi-
index m ∈ Nd. Then, the next two assertions are equivalent:
(a) f has exactly |m| system poles with respect to m counting multiplicities.
(b) For all sufficiently large n, the denominators Qn,m of multipoint Hermite-
Pade´ approximations of f are uniquely determined and there exists a
polynomial Qm of degree |m| such that
lim sup
n−→∞
‖Qn,m −Qm‖1/n = θ < 1, (4.2)
where ‖ · ‖ denotes the coefficient norm in the space of polynomials of degree
≤ |m|. Moreover, if either (a) or (b) takes place, then Qm ≡ Qfm,
θ = max
{ |ΦE(ξ)|
Rξ(f ,m)
: ξ ∈ P fm
}
, (4.3)
and for any compact subset K of D∗k(f ,m) \ P fm,
lim sup
n−→∞
‖Rn,m,k − fk‖1/nK ≤
‖ΦE‖K
R∗k(f ,m)
, (4.4)
where ‖·‖K denotes the sup-norm on K and if K ⊂ E, then ‖ΦE‖K is replaced
by 1.
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§ 4.2. Direct statements.
For each n ≥ |m|, let qn,m be the polynomial Qn,m normalized so that
|m|∑
k=0
|λn,k| = 1, qn,m(z) =
|m|∑
k=0
λn,kz
k. (4.5)
This normalization implies that the polynomials qn,m are uniformly bounded
on each compact subset of C.
Lemma 4.2.1. Assume that (1.28) takes place and let ξ be a system pole of
order τ of f with respect to m. Then
lim sup
n→∞
|q(s)n,m(ξ)|1/n ≤
|ΦE(ξ)|
Rξ,s+1(f ,m)
, s = 0, . . . , τ − 1. (4.6)
Proof. Consider a polynomial combination g1 of type (4.1) that is analytic
on a neighborhood of D|ΦE(ξ)| except for a simple pole z = ξ and verifies that
ρ1(g1) = Rξ,1(f ,m)(= ρξ,1(f ,m)). Then, we have
g1 =
d∑
k=1
pk,1fk, deg pk,1 < mk, k = 1, . . . , d.
Define h1(z) = (z − ξ)g1(z). The function
qn,m(z)h1(z)
an+1(z)
− z − ξ
an+1(z)
|m|∑
k=1
pk,1(z)Pn,m,k(z)
is analytic on Dρ1(g1). Take 1 < ρ < ρ1(g1), and set Γρ = {z : |ΦE(z)| = ρ}.
Set Pn,1(z) =
|m|∑
k=1
pk,1(z)Pn,m,k(z). Since deg(z − ξ)Pn,1(z) ≤ n, we have
1
2pii
∫
Γρ
(t− ξ)Pn,1(t)
(t− z)an+1(t)dt = 0,
Using Hermite’s interpolation formula (see [37]), we obtain
qn,m(z)h1(z)− (z − ξ)
|m|∑
k=1
pk,1Pn,m,k(z) =
1
2pii
∫
Γρ
an+1(z)
an+1(t)
qn,m(t)h1(t)
t− z dt,
for all z with |ΦE(z)| < ρ. In particular, taking z = ξ in the above formula,
we arrive at
qn,m(ξ)h1(ξ) =
1
2pii
∫
Γρ
an+1(ξ)
an+1(t)
qn,m(t)h1(t)
t− ξ dt. (4.7)
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Then, taking account of (1.28), it easily follows that
lim sup
n→∞
|qn,m(ξ)h1(ξ)|1/n ≤ |ΦE(ξ)|
ρ
.
Using that h1(ξ) 6= 0 and making ρ tend to ρ1(g1), we obtain
lim sup
n→∞
|qn,m(ξ)|1/n ≤ |ΦE(ξ)|
Rξ,1(f ,m)
< 1.
Now, we employ induction. Suppose that
lim sup
n→∞
|q(j)n,m(ξ)|1/n ≤
|ΦE(ξ)|
Rξ,j+1(f ,m)
, j = 0, 1, . . . , s− 2, (4.8)
where s ≤ τ . Let us prove that formula (4.8) holds for j = s − 1. This will
imply (4.6).
Consider a polynomial combination gs of type (4.1) that is analytic on a
neighborhood of D|ΦE(ξ)| except for a pole of order s at z = ξ and verifies
that ρs(gs) = Rξ,s(f ,m). Then,
gs =
|m|∑
k=1
pk,sfk, deg pk,s < mk, k = 1, . . . , |m|.
Set hs(z) = (z − ξ)sgs(z). The function
qn,m(z)hs(z)
an+1(z)(z − ξ)s−1 −
z − ξ
an+1(z)
|m|∑
k=1
pk,s(z)Pn,m,k(z)
is analytic on Dρs(gs)\{ξ}. Set Pn,s =
|m|∑
k=1
pk,sPn,m,k. Fix an arbitrary compact
set K ⊂ Dρs(gs)\{ξ}. Take δ > 0 sufficiently small and 1 < ρ < ρs(gs). Using
Hermite’s interpolation formula, for all z ∈ K, we have
qn,m(z)hs(z)
(z − ξ)s−1 − (z − ξ)Pn,s(z) = In(z)− Jn(z), (4.9)
where
In(z) =
1
2pii
∫
Γρ
an+1(z)
an+1(t)
qn,m(t)hs(t)
(t− ξ)s−1(t− z)dt
and
Jn(z) =
1
2pii
∫
|t−ξ|=δ
an+1(z)
an+1(t)
qn,m(t)hs(t)
(t− ξ)s−1(t− z)dt.
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The first integral In is estimated as in (4.7) to obtain
lim sup
n→∞
‖In(z)‖1/nK ≤
‖ΦE‖K
ρs(gs)
. (4.10)
For Jn, as deg qn,m ≤ |m| write
qn,m(t) =
|m|∑
j=0
q
(j)
n,m(ξ)
j!
(t− ξ)j.
Then
Jn(z) =
s−2∑
j=0
1
2pii
∫
|t−ξ|=δ
an+1(z)
an+1(t)
hl(t)
(t− ξ)s−1−j
q
(j)
n,m(ξ)
j!(t− z)dt. (4.11)
Using the inductive hypothesis (4.8), from (4.11) it easily follows that
lim sup
n→∞
‖Jn(z)‖1/nK ≤
‖ΦE‖K
|ΦE(ξ)|
|ΦE(ξ)|
Rξ,s−1(f ,m)
=
‖ΦE‖K
Rξ,s−1(f ,m)
. (4.12)
Now, (4.9), (4.10), and (4.12) give
lim sup
n→∞
‖qn,m(z)hs(z)− (z − ξ)sPn,s(z)‖1/nK ≤
‖ΦE‖K
Rξ,s(f ,m)
. (4.13)
As the function inside the norm in (4.13) is analytic in Dρl(gl), from the
maximum principle it follows that (4.13) also holds for any compact set
K ⊂ Dρl(gl). Using Cauchy’s integral formula from (4.13) we also obtain that
lim sup
n→∞
‖(qn,m(z)hs(z)− (z − ξ)sPn,s)(s−1)(z)‖1/nK ≤
‖ΦE‖K
Rξ,s(f ,m)
. (4.14)
Taking z = ξ in (4.14), we obtain
lim sup
n→∞
|(qn,mhs)(s−1)(ξ)|1/n ≤ |ΦE(ξ)|
Rξ,s(f ,m)
.
Using the Leibniz formula for higher derivatives of a product of two functions,
the induction hypothesis (4.8), and that hs(ξ) 6= 0, it follows that
lim sup
n→∞
|q(s−1)n,m (ξ)|1/n ≤
|ΦE(ξ)|
Rξ,s(f ,m)
,
This completes the induction.
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§ 4.2.1. Proof of (a)⇒ (b).
Let {ξ1, . . . , ξp} be the distinct system poles of f with respect to m, and let τj
be the order of ξj as a system pole, j = 1, . . . , p. By assumption, τ1+· · ·+τp =
|m|. We have proved that, for j = 1, . . . , p and s = 0, 1, . . . , τj − 1
lim sup
n→∞
|q(s)n,m(ξj)|1/n ≤
|ΦE(ξj)|
Rξj ,s+1(f ,m)
≤ |ΦE(ξj)|
Rξj(f ,m)
, (4.15)
where Rξj(f ,m) := Rξj ,τ (f ,m). Using Hermite interpolation, it is easy to
construct a basis {`j,s}, 1 ≤ j ≤ p, 0 ≤ s ≤ τj−1, in the space of polynomials
of degree at most |m| − 1 satisfying
`
(k)
j,s (ξi) = δi,jδk,s, 1 ≤ i ≤ p, 0 ≤ k ≤ τi − 1.
Then,
qn,m(z) =
p∑
j=1
τj−1∑
s=0
q(s)n,m(ξj)`j,s(z) + λn,|m|Q
f
m. (4.16)
Using (4.15) and (4.16), we have
lim sup
n→∞
‖qn,m − λn,|m|Qfm‖1/nK ≤ θ (4.17)
for any compact K ⊂ C, where
θ = max
{ |ΦE(ξ)|
Rξ(f ,m)
: ξ ∈ P fm
}
< 1. (4.18)
Now, necessarily
lim inf
n→∞
|λn,|m|| > 0. (4.19)
Indeed, if there is a subsequence of indices Λ ⊂ N such that limn∈Λ |λn,|m|| = 0
then from (4.18), as the polynomials qn,m converge, we would have that
limn∈Λ qn,m = 0 which contradicts (4.5). Since
qn,m = λn,|m|Qn,m, (4.20)
from (4.17) and (4.19) it follows that
lim sup
n→∞
‖Qn,m −Qfm‖1/nK ≤ θ. (4.21)
In finite dimensional spaces all norms are equivalent; therefore, (4.21) is also
true with the coefficient norm which means that (4.2) is satisfied with =
replaced by ≤.
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In particular, for all sufficiently large n necessarily degQn,m = |m|. The
difference of any two distinct monic polynomials satisfaying Definition 4.1.1
with the same degree produces a new solution of degree strictly less than
|m|, but we have proved that any solution must have degree |m| for all
sufficiently large n. Hence, the polynomial Qn,m is uniquely determined for
all sufficiently large n.
Now, we prove the equality in (4.2). To the contrary, suppose that
lim sup
n→∞
‖Qn,m −Qfm‖1/n < max
{ |ΦE(ξ)|
Rξ(f ,m)
: ξ ∈ P fm
}
. (4.22)
Let ζ be a system pole of f such that
|ΦE(ζ)|
Rζ(f ,m)
= max
{ |ΦE(ξ)|
Rξ(f ,m)
: ξ ∈ P fm
}
. (4.23)
Clearly, the inequality (4.22) implies that Rζ(f ,m) <∞.
Choose a polynomial combination
g =
d∑
k=1
pkfk, deg pk < mk, k = 1, . . . , d, (4.24)
that is holomorphic on a neighborhood of D|ΦE(ζ)| except for a pole of some
order l at z = ζ with ρl(g) = Rζ(f ,m). On the boundary of Dρl(g), the
function g must have a singularity which is not a system pole. In fact, if all
the singularities were of this type, then we could find a different polynomial
combination g1 of type (4.24) for which ρl(g1) > ρl(g) = Rζ(f ,m), which con-
tradicts the definition of Rζ(f ,m). Therefore, ρl(g) = ρ0(Q
f
mg) = Rζ(f ,m).
Choose 1 < ρ < |ΦE(ζ)|. Using (1.29), we have
1
Rζ(f ,m)
= lim sup
n→∞
∣∣∣∣∣
∫
Γρ
Qfm(t)g(t)
an+1(t)
dt
∣∣∣∣∣
1/n
. (4.25)
Now, (
Qn,m(z)g(z)−
d∑
k=1
pk(z)Pn,m,k(z)
)
/an+1(z)
is holomorphic in Dρl(g) and deg
∑d
k=1 pkPn,m,k < n; therefore, from Cauchy’s
integral theorem we have that
0 =
∫
Γρ
Qn,m(z)g(z)−
∑d
k=1 pk(z)Pn,m,k(z)
an+1(z)
dz =
∫
Γρ
Qn,m(z)g(z)
an+1(z)
dz (4.26)
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Combining (4.25) and (4.26), we get
1
Rζ(f ,m)
= lim sup
n→∞
∣∣∣∣∣
∫
Γρ
g(t)
an+1(t)
(
Qfm(t)−Qn,m(t)
)
dt
∣∣∣∣∣
1/n
. (4.27)
This equality is impossible because from (1.28), (4.22), and (4.23) it is not
hard to deduce that (4.27) is strictly less than 1/Rζ(f ,m). This proves the
equality in (4.2).
If ξ is any one of the system poles of f and τ its order, from (4.15) and
(4.19), we have
max
j=0...,l
lim sup
n→∞
|Q(j)n,m(ξ)|1/n ≤
|ΦE(ξ)|
Rξ,l+1(f ,m)
, l = 0, 1, . . . , τ − 1. (4.28)
Now we are ready to prove (4.4). Let us fix k ∈ {1, . . . , d}. Let K be a
compact subset contained in D∗k(f ,m) \ P fm. Take δ > 0 sufficiently small
and 1 < ρ = R∗k(f ,m) − δ, so that K lies in the region bounded by Γρ and
the circles Cj = {z : |t − ξj| = δ}, j = 1, . . . , Nk, where ξ1, . . . , ξNk are the
poles of fk in D
∗
k(f ,m). Let Γρ,δ be the positively oriented curve determined
by Γρ and those circles Cj. On account of Definition 4.1.1, using Hermite’s
formula, we have
(Qn,mfk − Pn,m,k)(z) = 1
2pii
∫
Γρ,δ
an+1(z)
an+1(t)
(Qn,mfk)(t)
t− z dt. (4.29)
From (1.28) it readily follows that
lim sup
n→∞
∣∣∣∣∣ 12pii
∫
Γρ
an+1(z)
an+1(t)
(Qn,mfk)(t)
t− z dt
∣∣∣∣∣
1/n
≤ ‖ΦE‖K
R∗k(f ,m)
(4.30)
Let τˆj be the order of ξj as pole of fk. Using the expansion
Qn,m(t) =
|m|∑
l=0
Q
(l)
n,m(ξj)
l!
(t− ξj)l,
for the circle Cj we have
1
2pii
∫
Cj
an+1(z)
an+1(t)
(Qn,mfk)(t)
t− z dt =
τˆj−1∑
l=0
1
2pii
∫
Cj
an+1(z)
an+1(t)
(t− ξj)τˆj fk(t)
(t− ξ)τˆj−l
Q
(j)
n,m(ξ)
l!(t− z)dt
(4.31)
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because the function under the integral sign is analytic inside Cj for τˆj ≤ l ≤
|m|. Now, (1.28) and (4.28) allow to deduce from (4.31) that
lim sup
n→∞
∣∣∣∣∣ 12pii
∫
Cj
an+1(z)
an+1(t)
(Qn,mfk)(t)
t− z dt
∣∣∣∣∣
1/n
≤ ‖ΦE‖K|ΦE(ξj)|
|ΦE(ξj)|
Rξj ,τˆj(f ,m)
. (4.32)
Finally, (4.29), (4.30), and (4.32) give (4.4). 2
A slight variation of the arguments employed above allow to deduce the
following corollary of independent interest.
Corollary 4.2.1. Suppose that (1.28) takes place and f has exactly |m|
system poles with respect to m. Then, for every system pole ξ of f
max
j=0...,l
lim sup
n→∞
|Q(j)n,m(ξ)|1/n =
|ΦE(ξ)|
Rξ,l+1(f ,m)
, l = 0, 1, . . . , τ − 1. (4.33)
where τ is the order of ξ.
Proof. If (4.33) fails, due to (4.28), there is a system pole ξ of f of order τ
such that for some l, 0 ≤ l < τ
max
j=0...,l
lim sup
n→∞
|Q(j)n,m(ξ)|1/n <
|ΦE(ξ)|
Rξ,l+1(f ,m)
. (4.34)
Now, we argue by contradiction as in the proof of the equality in (4.2).
Choose a polynomial combination as in (4.24) that is analytic on a neigh-
borhood of D|ΦE(ξ)| except for a pole of order s(≤ l + 1) at z = ξ with
ρs(g) = Rξ,s(f ,m) ≥ Rξ,l+1(f ,m). On the boundary of Dρs(g), the function
g must have a singularity which is not a system pole. Set Qfm = Qm. Take
δ > 0 sufficiently small and 1 < ρ < ρs(g). Let Γρ,δ be the positively oriented
curve determined by Γρ and {t : |t− ξ| = δ}. According to (1.29)
1
ρs(g)
= lim sup
n→∞
∣∣∣∣∣
∫
Γρ,δ
Qm(t)g(t)
an+1(t)
dt
∣∣∣∣∣
1/n
. (4.35)
The function
Hn(z)
an+1(z)
=
Qn,m(z)g(z)−
|m|∑
k=1
pk(z)Pn,m,k(z)
an+1(z)
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is analytic in Dρs(g) \ {ξ} and∫
Γρ,δ
Hn(t)
an+1(t)
dt = 0
Set Pn =
d∑
k=1
pkPn,m,k and h(t) = (t− ξ)sg(t). Obviously,
Qmg = (Qm −Qn,m)g + Pn +Hn,
and since degPn ≤ n− 1, we obtain∫
Γρ,δ
Qm(t)g(t)
an+1(t)
dt =
∫
Γρ,δ
[Qm −Qn,m](t)h(t)
(t− ξ)san+1(t) dt
=
∫
Γρ
[Qm −Qn,m](t)h(t)
(t− ξ)san+1(t) dt−
|m|∑
j=0
∫
|t−ξ|=δ
[Q
(j)
m −Q(j)n,m](ξ)h(t)
j!(t− ξ)s−jan+1(t) dt
=
∫
Γρ
[Qm −Qn,m](t)h(t)
(t− ξ)san+1(t) dt+
s−1∑
j=0
∫
|t−ξ|=δ
Q
(j)
n,m(ξ)h(t)
j!(t− ξ)s−jan+1(t)dt.
Estimating these integrals, using (1.28), (4.3) and the assumption (4.34) it
is easy to deduce that
lim sup
n→∞
∣∣∣∣∣
∫
Γρ,δ
Qm(t)g(t)
an+1(t)
dt
∣∣∣∣∣
1/n
<
1
ρs(g)
which contradicts (4.35). Therefore, (4.34) cannot occur and there is equality
in (4.33).
§ 4.3. Inverse statements.
§ 4.3.1. Some auxiliary results.
It is easy to see that Buslaev’s theorem remains valid also for Laurent se-
ries f(z) =
∑∞
−∞ fnz
n such that lim supn→∞ |f−n|1/n ≤ R0(f). Moreover,
Buslaev’s theorem can be supplemented by the following assertion (see [3]).
Supplement to Buslaev’s Theorem. Suppose that the power series (1.6)
is not a polynomial, R0(f) =∞, and
αn,0fn + αn,−1fn+1 + · · · = 0 (n = 1, 2, . . . ) (4.36)
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where the αn(z) =
∑∞
p=0 αn,−pz
−p (n = 1, 2, . . . ) are holomorphic and con-
verge to α(z) in the exterior of some disk as n → ∞. Then α(∞) = 0, and
the coefficients {fn} of the series (1.6) satisfy
n,0fn + · · ·+ n,−N+1fn+N−1 + fn+N = 0, lim
n
n,p = p, (4.37)
where p = 1, . . . , k and N is the multiplicity of the zero of α(z) at z =∞.
This result will be useful in the next section to prove Lemma 4.3.1.
§ 4.3.2. Incomplete multipoint Pade´ approximants.
Let us introduce the notion of incomplete multipoint Pade´ approximants,
proving results of inverse type. Similar concepts proved to be effective in the
study of Hermite-Pade´ approximation, see [9] and [10].
Definition 4.3.1. Let f ∈ H(E). Fix m ≥ m∗ ≥ 1, n ≥ m. We say
that the rational function Rn,m is an incomplete multipoint Pade´ approxima-
tion of type (n,m,m∗) corresponding to f if Rn,m is the quotient of any two
polynomials Pn,m, Qn,m that verify
c.1) degPn,m ≤ n−m∗, degQn,m ≤ m, Qn,m 6≡ 0,
c.2) Qn,mf−Pn,m
an+1
∈ H(E)
where an(z) =
∏n
k=1(z − αn,k).
Since Qn,m 6≡ 0, we normalize it to be monic. We call Qn,m the denomina-
tor of the corresponding (n,m,m∗) incomplete multipoint Pade´ approximant
of f. Notice that for each k = 1, . . . , d, the polynomial Qn,m given in Defi-
nition 4.1.1, is a denominator of an (n, |m|,mk) incomplete multipoint Pade´
approximant for fk.
In this section, we will study the relation between the convergence of Qn,m
and some analytic properties of f.
Lemma 4.3.1. Let f ∈ H(E) and fix m ≥ m∗ ≥ 1. Suppose that f is not a
rational function with al most m∗− 1 poles and there exists a polynomial Qm
of degree m such that
lim sup
n→∞
‖Qn,m −Qm‖1/n ≤ θ < 1. (4.38)
Then, either f has exactly m∗ poles in Dρm∗ (f) or ρ0(Qmf) > ρm∗(f).
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Proof. For each n ≥ m, let qn,m be the polynomial Qn,m normalized so that
|m|∑
k=0
|λn,k| = 1, qn,m(z) =
|m|∑
k=0
λn,kz
k. (4.39)
Let {ξ1, . . . , ξω} be the distinct poles of f in Dρm∗ (f) and τ1, . . . , τω be their
orders, respectively. Consequently,
ω∑
j=1
τj ≤ m∗.
Modifying conveniently the proof of (4.6), we can show that for j = 1, . . . , ω
and ν = 0, 1, . . . , τj − 1,
lim sup
n→∞
|q(ν)n,m(ξj)|1/n ≤
Φ(ξj)
ρm∗(f)
< 1. (4.40)
Since the sequence of polynomials Qn,m converges to Qm, (4.40) entails that
ξj is a zero of Qm of multiplicity at least τj. Being this the case, for each
pole of f in Dρm∗ (f), we have
ρ0(Qmf) ≥ ρm∗(f).
Should ρ0(Qmf) > ρm∗(f) we are done.
Suppose that ρ0(Qmf) = ρm∗(f). To conclude the proof, let us show that
in this situation f has exactly m∗ poles in Dρm∗ (f). To the contrary, suppose
that f has in Dρm∗ (f) at most m
∗ − 1 poles. Then, there exists a polynomial
degQm∗ < m
∗ such that
ρ0(Qm∗f) = ρm∗(f) = ρ0(QmQm∗f).
It follows from Definition 4.3.1 that
Qm∗(Qn,mf− Pn,m)
an+1
∈ H(E).
Then ∫
Γρ
Qm∗(z)(Qn,mf− Pn,m)(z)
an+1(z)
dz = 0,
where Γρ is a contour encircling E and lying in the domain of holomorphy of
f(z). Since each one of the n + 1 zeros of the polynomial an+1(z) lies on E
and deg(Qm∗Pn,m)(z) ≤ n− 1, it follows that∫
Γρ
Qm∗(z)Pn,m(z)
an+1(z)
dz = 0.
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Therefore, ∫
Γρ
Qm∗(z)Qn,m(z)f(z)
an+1(z)
dz = 0. (4.41)
Take 1 < ρ < ρm∗(f). Then, by (1.29)
1
ρm∗(f)
=
1
ρ0(QmQm∗f)
= lim sup
n→∞
∣∣∣∣∣
∫
Γρ
(QmQm∗f)(t)
an+1(t)
dt
∣∣∣∣∣
1/n
= lim sup
n→∞
∣∣∣∣∣
∫
Γρ
(Qm∗f)(t)
an+1(t)
(Qn,m −Qm) (t)dt
∣∣∣∣∣
1/n
.
Using (1.28) and (4.38) to estimate the last integral, it readily follows that
1
ρm∗(f)
≤ θ
ρm∗(f)
, θ < 1,
which implies that ρm∗(f) =∞. Now, let us show that this is not possible.
Take F (w) = Qm∗(ϕ(w))f(ϕ(w)), where ϕ = ψ
−1
E . Let γ be a contour
encircling {w : |w| = 1} lying in the domain of holomorphy of F (w). Using
(4.41), we obtain
0 =
∫
γ
F (w)Qn,m(ϕ(w))
an+1(ϕ(w))
ϕ′(w)dw =
∫
γ
F (w)
Qn,m(ϕ(w))
wm
wn+1
an+1(ϕ(w))
ϕ′(w)
dw
wn+1−m
Setting
αn(w) =
Qn,m(ϕ(w))
wm
(cw)n+1
an+1(ϕ(w))
ϕ′(w),
the previous inequality means that
[F (w)αn(w)]n−m = 0. (4.42)
The functions αn(w) (n = 1, 2, . . . ) are holomorphic in the exterior of the
unit disk (including w = ∞) and, due to (1.28) and (4.3.1), converge as
n→∞ to
α(w) = ϕ′(w)
Qm(ϕ(w))
wmG(ϕ(w))
=
∞∑
p=0
α−pw−p, α0 = α(∞) 6= 0.
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Let
∑∞
−∞ Fnw
n be the Laurent expansion of the function F outside the
unit circle, i.e:
F (w) =
∞∑
−∞
Fnw
n = F1(w) + F2(w),
where F1(w) =
∑∞
0 Fnw
n. Then, R0(F1) = ∞ and (4.42) holds (for all
sufficiently large n) replacing F with F1. According to the Supplement to
Buslaev’s Theorem and the fact that α(∞) 6= 0, we get that F1 must be a
polynomial. Consequently, F is either analytic or has a pole at ∞. In turn
this implies that Qm∗f is either analytic or has a pole at ∞. However, Qm∗f
is an entire function because it is holomorphic in C since R0(Qm∗f) = ∞.
Therefore, Qm∗f is a polynomial, or what is the same f is a rational function
with at most m∗ − 1 poles against our hypothesis on f. This contradiction
implies that the assumption that f had in Dρm∗ (f) at most m
∗ − 1 poles is
false. So the number of poles on f in Dρm∗ (f) must equal m
∗ as claimed.
§ 4.3.3. Polynomial independence.
Let us introduce the concept of polynomial independence of a vector of func-
tions.
Definition 4.3.2. A vector f = (f1, . . . , fd) ∈ H(E)d is said to be polynomi-
ally independent with respect to m = (m1, . . . ,md) ∈ Nd if there do not exist
polynomials p1, . . . , pd, at least one of which is non-null, such that
(i) deg pk < mk; k = 1, . . . , d,
(ii)
∑d
i=k pkfk is a polynomial.
In particular, polynomial independence implies that for each k = 1, . . . , d,
fk is not a rational function with at most mk − 1 poles.
Lemma 4.3.2. Let f ∈ H(E)d and fix a multi-index m ∈ Nd. Suppose that
for all n ≥ n0, the polynomial Qn,m is unique and degQn,m = |m|. Then the
system f is polynomially independent with respect to m.
Proof. Except for a small detail, the proof coincides with that of [10, Lemma
3.2]. Given f := (f1, . . . , fd) and m := (m1, . . . ,md) ∈ Nd, we consider the
associated system
f¯ := (f1, . . . , z
m1−1f1, f2, . . . , zmd−1fd) = (¯f1, . . . , f¯|m|).
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We also define an associated multi-index m := (1, . . . , 1) with |m| = |m|.
The systems f and f¯ share most properties. In particular, poles and sys-
tem poles of (f ,m) and (¯f ,m) coincide. Then, we can assume without loss
generality that m = (1, . . . , 1) and d = |m|.
Suppose that there exist constants ck, k = 1, . . . , d, not all zero, such that∑d
k=1 ckfk is a polynomial. Without loss of generality, we can assume that
c1 6= 0. Then,
f1 = p−
d∑
k=2
ckfk,
where p is a polynomial of degree N .
On other hand, for each n ≥ d − 1, there exist polynomials Qn, Pn,k,
k = 2, . . . , d, such that
- degPn,k ≤ n− 1, degQn ≤ d− 1, Qn 6≡ 0,
-
Qnfk−Pn,k
an+1
∈ H(E).
Therefore,
Qn
(
p−∑dk=2 ckfk)− (Qnp−∑dk=2 ckPn,k)
an+1
∈ H(E)
and, for n ≥ d + N , the polynomial Pn,1 = Qnp −
∑d
k=2 ckPn,k verifies
degPn,1 ≤ n − 1. Thus, for all n sufficiently large, the polynomials Pn,k,
k = 1, . . . , d satisfy Definition 4.1.1 with respect to f and m. Naturally,
Qn gives rise to a polynomial Qn,m with degQn,m < d = |m| against our
assumption on Qn,m.
The following corollary is a straightforward consequence of Lemma 4.3.1.
Corollary 4.3.1. Let f ∈ H(E)d and fix a multi-index m ∈ Nd. Assume that
f is polynomially independent with respect to m and there exists a polynomial
Qm of degree |m| such that.
lim sup
n→∞
‖Qn,m −Qm‖1/n ≤ θ < 1. (4.43)
Then for each k = 1, . . . , d, either fk has exactly mk poles in Dρmk (fk) or
ρ0(Qmfk) > ρmk(fk).
Before proving the inverse statements of Theorem 4.1.1, we wish to de-
scribe some properties of system poles. For the proof see [10, Lemma 3.5].
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Lemma 4.3.3. Let f ∈ H(E)d and m ∈ Nd, f can have at most |m| system
poles with respect to m (counting their order). Moreover, if the system f has
exactly |m| system poles with respect to m and ξ is a system pole of order τ ,
then for all s > τ there can be no polynomial combination of the form (4.1)
holomorphic on a neighborhood of D|Φ(ξ)| except for a pole at z = ξ of exact
order s.
§ 4.3.4. Proof (b)⇒ (a).
Given f := (f1, . . . , fd) and m := (m1, . . . ,md) ∈ Nd, we consider the associ-
ated system
f¯ := (f1, . . . , z
m1−1f1, f2, . . . , zmd−1fd) = (¯f1, . . . , f¯|m|).
We also define an associated multi-index m := (1, 1, . . . , 1) with |m| = |m|.
From Definition 4.3.2, it readily follows that f is polynomially independent
with respect to m if and only if there do not exist constant ck, k = 1, . . . , |m|,
not all zero, such that
|m|∑
k=1
ck f¯k
is a polynomial. That is, f is polynomially independent with respect to m
if and only if f¯ is polynomially independent with respect to m. Moreover,
due to Lemma 4.3.2, on account of the hypothesis we know that f is polyno-
mially independent with respect to m which implies that f is polynomially
independent with respect to m. So, it is enough to prove that f has exactly
|m| system poles with respect to m and without loss of generality we can
assume that m = (1, 1, . . . , 1).
The auxiliary results that we have obtained thus far allow us to adapt the
proof employed in [10] to obtain a similar result for the case of row sequences
of Hermite-Pade´ approximations. For completeness we include the whole
proof.
The plan is as follows. First, we collect a set of |m| candidates to be
system poles of f (counting their orders) and prove that they are zeros of
Qm. In the second part we prove that all these points previously selected are
actually system poles of f .
Notice that for each k = 1, . . . , |m|, by Corollary 4.3.1, either Dρ1(fk) con-
tains exactly one pole of fk and it is a zero of Qm, or ρ0(Qmfk) > ρ1(fk).
Hence, Dρ0(f) 6= C and Qm contains as zeros all the poles of fk on the bound-
ary of Dρ0(fk) counting their order for k = 1, . . . , |m|. Moreover, the function
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fk cannot have on the boundary of Dρ0(fk) singularities other than poles.
Hence, the poles of f on the boundary of Dρ0(f) are all zeros of Qm counting
multiplicities and the boundary contains no other singularity except poles.
Let us call them candidate system poles of f and denote them by a1, . . . , an1
repeated according to their order. They constitute the first layer of candidate
system poles of f .
Since degQm = |m|, n1 ≤ |m|. If n1 = |m|, we are done. Let us assume
that n1 < |m| and let us find coefficients c1, . . . , c|m| such that
|m|∑
k=1
ckfk
is holomorphic in a neighborhood of Dρ0(f). Finding those c1, . . . , c|m| reduces
to solving a homogeneous system of n1 linear equations with |m| unknowns.
In fact, if z = a is a candidate system pole of f with multiplicity τ , we obtain
τ equations choosing the coefficients ck so that∫
|ω−a|=δ
(ω − a)k
 |m|∑
k=1
ckfk(ω)
 = 0, k = 0, . . . , τ − 1. (4.44)
We have the same type of system of equations for each distinct candidate
system pole on the boundary of Dρ0(f). Combining these equations, we obtain
a homogeneous system of n1 linear equations with |m| unknowns. Moreover,
this homogeneous system of linear equations has at least |m| − n1 linearly
independent solutions, which we denote by c1j , j = 1, . . . , |m| − n∗1, where
n∗1 ≤ n1 denotes the rank of the system of equations.
Let
c1j := (c
1
j,1, . . . , c
1
j,|m|), j = 1, . . . , |m| − n∗1.
Define the (|m| − n∗1)× |m| dimensional matrix
C1 :=
 c
1
1
...
c1|m|−n∗1
 .
Define the vector g1 of |m| − n∗1 functions given by
gt1 := C
1f t = (g1,1, . . . , g1,|m|−n∗1)
t,
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where (·)t means taking transpose. Since all the rows of C1 are non-null and
f is polynomially independent with respect to m, none of the functions
g1,j =
|m|∑
k=1
c1j,kfk, j = 1, . . . , |m| − n∗1,
are polynomials.
Consider the canonical domain
Dρ0(g1) =
|m|−n∗1⋂
j=1
Dρ0(g1,j).
Obviously, by construction, Dρ0(f) is strictly included in Dρ0(g1). Therefore,
for each j = 1, . . . , |m|−n∗1, Qn,m is a denominator of an (n, |m|, 1) multipoint
incomplete Pade´ approximant of g1,j. Since all g1,j are not polynomials, by
Lemma 4.3.1 with m∗ = 1, for each j = 1, . . . , |m| − n∗1, either Dρ1(g1,j)
contains exactly one pole of g1,j and it is a zero of Qm, or ρ0(Qmg1,j) >
ρ1(g1,j). In particular, Dρ0(g1) 6= C and all the singularities of g1 on the
boundary of Dρ0(g1) are poles which are zeros of Qm counting their order.
They form the next layer of candidate system pole of f .
Denote by an1+1, . . . , an1+n2 these new candidate system poles. Again, if
n1 + n2 = |m|, we are done. Otherwise, n2 < |m| − n1 ≤ |m| − n∗1, and we
keep repeating the same process by eliminating the n2 poles an1+1, . . . , an1+n2 .
In order to do that, we have |m| − n∗1 functions which are holomorphic in
Dρ(g1) and meromorphic on a neighborhood of Dρ(g1). The corresponding
homogeneous system of linear equations, similar to (4.44), has al least |m| −
n∗1 − n∗2 linearly independent solutions c2j , where n∗2 ≤ n2 is the rank of the
new system. Let
c2j := (c
2
j,1, . . . , c
2
j,|m|), j = 1, . . . , |m| − n∗1 − n∗2.
Define the (|m| − n∗1 − n∗2)× |m− n∗1| dimensional matrix
C2 :=
 c
2
1
...
c2|m|−n∗1−n∗2
 .
Define the vector g2 of |m| − n∗1 − n∗2 functions given by
gt2 := C
2gt1 = C
2C1f t = (g2,1, . . . , g2,|m|−n∗1−n∗2)
t.
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It is a basic fact from linear algebra that if C1 has full rank and C2 has full
rank, then C2C1 has full rank. This means that the rows of C2C1 are linearly
independent, particulary, they are non-null. Therefore, none of the compo-
nent functions of g2 are polynomials because of the polynomial independence
of f with respect to m. Thus, we can apply again Lemma 4.3.1. Using finite
induction, we find a total on |m| candidate system poles.
In fact, on each layer of system poles, nk ≥ 1. Therefore, in a finite
number of steps, say N − 1, their sum equals to |m|. Consequently, the
number of candidate system poles of f in some disk, counting multiplicities,
is exactly equal to |m|, and they are precisely the zeros of Q|m| as we wanted
to prove.
Summarizing, in theN−1 steps we have taken, we have producedN layers
of candidate system poles. Each layer contains nk candidates, k = 1, . . . , N .
At the same time, on each step k, k = 1, . . . , N − 1, we have solved a
system of nk linear equations, of rank n
∗
k, with |m| − n∗1− · · · − n∗k, n∗k ≤ nk,
linearly independent solutions. We find ourselves on the N -th layer with nN
candidates.
Let us try to eliminate the poles on the last layer. Write the corresponding
homogeneous system of liner equations as in (4.44), and we get nN equations
where
nN = |m| − n1 − · · · − nN−1 ≤ |m| − n∗1 − · · · − n∗N−1 =: nN
with nN unknowns. For each candidate system pole a of multiplicity τ on
the N -th layer, we impose the equations∫
|ω−a|=δ
(ω − a)i
(
nN∑
k=1
ckgN−1,k(ω)
)
= 0, i = 0, . . . , τ − 1, (4.45)
where δ is sufficiently small and the gN−1,k, k = 1, . . . , nN , are the functions
associated with the linearly independent solutions produced on step N − 1.
Let n∗N be the rank of this last homogeneous system of linear equations.
Assume that n∗N < nk for some k ∈ {1, . . . , N}. Then, the rank of the last
system of equations is strictly less than the number of unknowns, namely
n∗N < nN . Therefore, repeating the same process, there exists a vector of
functions
gN := (gN,1, . . . , gN,|m|−n∗1−···−n∗N )
such that none of the gN,k is a polynomial because of the polynomial inde-
pendence of |f | with respect to m. Applying Lemma 4.3.1, each gN,k has on
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the boundary of its disk of analyticity a pole which is a zero of Qm. However,
this is impossible because all the zeros of Qm are strictly contained in that
disk. Consequently, n∗k = nk, k = 1, . . . , N .
We conclude that all the N homogeneous systems of linear equations
that we have solved have full rank. This implies that if in any one of those
N systems of equations we equate one of its equations to 1 instead of zero
(see (4.44) or (4.45)), the corresponding nonhomogeneous system of linear
equations has a solution. By the definition of a system pole, this implies that
each candidate system pole is indeed a system pole of order at least equal to
its multiplicity as zero of Qm. Moreover, by Lemma 4.3.3, f can have al most
|m| system pole with respect to m; therefore, all candidate system poles are
system poles, and their order coincides with the multiplicity of that point
as a zero of Qm. This also means that Qm = Q
f
m. Thus, the proof of the
inverse type result is complete. 2
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CHAPTER 5
Anexos
§ 5.1. Numerical examples.
Example 1: Fix m = (1, 1) and take f = (f1, f2) where
f1(z) =
1
z − 1 + e
z and f2(z) =
1
z − 1 + log(2− z).
We get that qm(z) = (z−1)(z/2−1) but one sequence of zeros converges
very fast to 1 whereas the other one converges slowly to 2, we can see
it in Table 5.1. The q∗k(z) denote the polynomials in this case of degree
less than or equal to 1 which appear in (1.22). There is a polynomial
q∗k(z) for each function of the system fk, in this example k = 1, 2.
Table 5.1: Example 1
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Example 2: Fix m = (1, 1) and take f = (f1, f2) where
f1(z) =
1
z − 1 + e
z and f2(z) =
1
z − 1 + log(3− z).
We get that qm(z) = (z−1)(z/3−1) but one sequence of zeros converges
very fast to 1 whereas the other one converges slowly to 3, we can see
it in Table 5.2. The q∗k(z) denote the polynomials in this case of degree
less than or equal to 1 which appear in (1.22). There is a polynomial
q∗k(z) for each function of the system fk, in this example k = 1, 2.
Table 5.2: Example 2
Example 3: Fix m = (1, 1, 1) and take f = (f1, f2) where
f1(z) = log(1− z) and f2(z) = 1
z − 1 + e
z.
We get that qm(z) = (z− 1)2 but one sequence of zeros converges very
fast to 1 whereas the other one does it slowly, we can see it in Table
5.3. The q∗k(z) denote the polynomials in this case of degree less than
or equal to 1 which appear in (1.22). There is a polynomial q∗k(z) for
each function of the system fk, in this example k = 1, 2.
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Table 5.3: Example 3
Example 4: Fix m = (1, 1, 1) and take f = (f1, f2, f3) where
f1(z) =
1
z − 1 + e
z f2(z) = log(1− z) and f3(z) = 1
z + 1
+ ez.
We get that qm(z) = (z − 1)2(z + 1), that is, two sequences of zeros
converge to 1, one of them very fast whereas the other one does it
slowly and one sequence converges very fast to −1, we can see it in
Table 5.4. The q∗k(z) denote the polynomials in this case of degree less
than or equal to 2 which appear in (1.22). There is a polynomial q∗k(z)
for each function of the system fk, in this example k = 1, 2, 3.
92
Table 5.4: Example 4
Example 5: Fix m = (1, 1, 1) and take f = (f1, f2, f3) where
f1(z) =
1
z − 1 + e
z f2(z) = log(1− z) and f3(z) = 1
z − 2 + e
z.
We get that qm(z) = (z − 1)2(z − 2), that is, two sequences of zeros
converge to 1 one of them very fast whereas the other one does it slowly
and one sequence converges very fast to 2, we can see it in Table 5.6.
The q∗k(z) denote the polynomials in this case of degree less than or
equal to 2 which appear in (1.22). There is a polynomial q∗k(z) for each
function of the system fk, in this example k = 1, 2, 3.
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Table 5.5: Example 5
Example 6: Fix m = (1, 1, 1) and take f = (f1, f2, f3) where
f1(z) =
1
z − 1 + e
z f2(z) = log(1− z) and f3(z) = 1
(z − 1)3 + e
z.
Put f̂ = (f1, f2, f4) where f4 = f1−f3. The (n,m) Hermite-Pade´ approxi-
mants of the systems f and f̂ have the same common denominator qn,m.
We obtain the numerical results to the system f̂ in Table ??. We get
that qm(z) = (z − 1)3 but one sequence of zeros converges very fast to
1 whereas the other two do it slowly. The q∗k(z) denote the polynomials
in this case of degree less than or equal to 2 which appear in (1.22).
There is a polynomial q∗k(z) for each function of the system fk, in this
example k = 1, 2, 3.
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Table 5.6: Example 6
Example 7: Fix m = (1, 1, 1) and take f = (f1, f2, f3) where
f1(z) =
1
z − 1 + e
z f2(z) =
1
(z − 1)2 + e
z and f3(z) = log(1− z).
Put f̂ = (f1, f4, f3) where f4 = f1 − f2. The (n,m) Hermite-Pade´ ap-
proximants of the systems f and f̂ have the same common denominator
qn,m. We obtain the numerical results to the system f̂ in Table ??. We
get that qm(z) = (z − 1)3 but one sequences of zeros converges very
fast to 1 whereas the other one does it slowly. The q∗k(z) denote the
polynomials in this case of degree less than or equal to 2 which appear
in (1.22). There is a polynomial q∗k(z) for each function of the system
fk, in this example k = 1, 2, 3.
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Table 5.7: Example 7
96
Bibliography
[1] S. Agmon. Sur les series de Dirichlet. Ann. Sci. E´cole Norm. Sup. 66
(1949), 263-310.
[2] G. Baker and P.R. Graves-Morris. Pade´ Approximants, Parts I and II.
Encycl. Math. Vols. 13 and 14. Cambridge University Press, Cambridge,
1981.
[3] V. I. Buslaev. Relations for the coefficients, and singular points of a
function. Math. USSR Sb. 59 (1988), 349-377.
[4] V.I. Buslaev. An analogue of Fabry’s theorem for generalized Pade´ ap-
proximants. Sb. Math. 200 (2009), 39-106.
[5] L. Bieberbach. Analytische Fortsetzung. Springer-Verlag, 1955.
[6] N. Bosuwan and G. Lopez Lagomasino. Determining system poles using
row sequences of orthogonal Hermite-Pade´ approximants. J. Approx.
Theory 231 (2018), 15-40.
[7] N. Bosuwan and G. Lopez Lagomasino. Direct and inverse results on
row sequences of simultaneous Pade´-Faber approximants. Mediterranean
Journal of Mathematics (2019) on-line.
[8] N. Bosuwan, G. Lo´pez Lagomasino, and Y. Zaldivar Gerpe. Direct
and inverse results for multipoint Hermite-Pade´ approximants. arxiv
1810.07061 (accepted for publication in Journal of Analysis and Math-
ematical Physics).
[9] J. Cacoq, B. de la Calle Ysern, and G. Lo´pez Lagomasino. Incomplete
Pade´ approximation and convergence of row sequences of Hermite-Pade´
approximants. J. Approx. Theory 170 (2013), 59-77.
97
[10] J. Cacoq, B. de la Calle Ysern, and G. Lo´pez Lagomasino. Direct and
inverse results on row sequences of Hermite-Pade´ approximants. Constr.
Approx, 38 (2013), 133-160.
[11] J. Coates. On the algebraic approximation of functions. I, II, III. Indag.
Math. 28 (1966), 421-461.
[12] M.A. Evgrafov. A new proof of Perron’s theorem. Izv. Akad. Nauk SSSR
Ser. Math. 17 (1953), 77-82.
[13] E. Fabry. Sur les points singuliers d’une fonction donne´e par son
de´velopement de Taylor. Ann. Ec. Norm. Sup. Paris 13 (1896), 367-
399.
[14] A. O. Gel’fond. Calculus of Finite Differences. International monographs
on advanced mathematics and physics. Hindustan Pub. Corp., Delhi,
1971.
[15] A. A. Gonchar. On convergence of Pade´ approximants for some classes
of meromorphic functions. Math. USSR Sb. 26 (1975), 555-575.
[16] A. A. Gonchar. On the convergence of generalized Pade´ approximants
of meromorphic functions. Math. USSR Sb. 27 (1975), 503-514.
[17] A. A. Gonchar. Poles of rows of the Pade´ table and meromorphic con-
tinuation of functions. Sb. Math. 43 (1982), 527-546.
[18] A. A. Gonchar. Rational approximation of analytic functions. Proc.
Steklov Inst. Math. 272 (2011), S44-S57.
[19] Ch. Hermite. Sur la fonction exponentielle, C. R. Acad. Sci. Paris 77
(1873), 18-24, 74-79, 226-233, 285-293; reprinted in his Oeuvres, Tome
III, Gauthier-Villars, Paris, 1912, 150-181.
[20] H. Jager. A simultaneous generalization of the Pade´ table. I-VI. Indag.
Math. 26 (1964), 193-249.
[21] G. Lo´pez Lagomasino and Y. Zaldivar Gerpe. Inverse results on row
sequences of Hermite-Pade´ approximation. Proc. Steklov Inst. Math.
298 (2017), 152-169.
[22] G. Lo´pez Lagomasino and Y. Zaldivar Gerpe. Higher order recurrences
and row sequences of Hermite-Pade´ approximation. Journal of Difference
Equations and Applications, 24:11 (2018), 1830-1845.
98
[23] H. Poincare´. Sur les equations line´aires aux diffe´rentielles ordinaires et
aux diffe´rences finies. Amer. J. Math. 7 (1885), 203-258.
[24] P. R. Graves-Morris and E.B. Saff. A de Montessus theorem for vector-
valued rational interpolants. Lecture Notes in Math. Vol. 1105, 227-242,
Springer, Berlin, 1984.
[25] J. Hadamard. Essai sur l’e´tude des fonctions donne´es par leur
de´veloppement de Taylor. J.Math. Pures Appl. 8 (1892), 101-186.
[26] G. Lo´pez Lagomasino. On row sequences of Pade´ and Hermite-Pade´
approximation. Contemporary Mathematics, Vol. 661, 141-152, Amer.
Math. Soc., Providence, R.I., 2016.
[27] K. Mahler. Perfect systems. Compos. Math. 19 (1968), 95-166.
[28] S. Mandelbrojt. Dirichlet Series. Principles and Methods. Reidel Pub.
Co., Dordrecht, 1972.
[29] R. de Montessus de Ballore. Sur les fractions continues alge´briques. Bull.
Soc. Math. France 30 (1902), 28-36.
[30] O. Perron. Uber eine Satz des Herrn Ponccare´. J. Reine Angew. Math.
136 (1909), 17-37.
[31] O. Perron. Uber die Poincaresche lineare Differenzengleichung. J. Reine
Angew. Math. 137 (1910), 6-64.
[32] A. Sidi. A de Montessus type convergence study of a least-squares vector-
valued rational interpolation procedure II. Computational Methods and
Function Theory 10 (2010), 223-247.
[33] S. P. Suetin. On poles of the mth row of a Pade´ table. Math. USSR Sb
48 (1984), 493-497.
[34] S. P. Suetin. On an inverse problem for the mth row of the Pade´ table.
Math. USSR Sb. 52 (1985), 231-244.
[35] S. P. Suetin. Pade´ approximation and efficient analytic continuation of
a power series. Russian Math. Surveys 53 (2002), 43-141.
[36] M. Van Barel and A. Bultheel. A new approach to the rational inter-
polation problem: the vector case. J. Comput. Appl. Math. 33 (1990)
331-346.
99
[37] J.L. Walsh. Interpolation and Approximation by Rational Functions
in the Complex Domain. Coll. Pub XXI Amer. Soc. Providence, R.I.,
(1956).
100
