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Resumen
En este trabajo se presenta una metodolog´ıa de entrenamiento de ma´quina a partir de
ambientes multi-etiquetador, cuando la presencia de un conjunto de etiquetas confiable o
Ground Truth no puede obtenerse de manera trivial y requiere obtenerse a partir del criterio
de un grupo de evaluadores. Mediante la modificacio´n de la formulacio´n esta´ndar de una
ma´quina de soporte vectorial es posible no solo obtener un conjunto de etiquetas confiable,
sino tambie´n penalizar la calidad de evaluacio´n de cada persona y emitir un valor de cara´cter
objetivo de cara a la naturaleza de los datos.
La metodolog´ıa es probada sobre bases de datos reales como son la base de datos de voz
para el estudio de hipernasalidad y la base de datos de fonocardiograf´ıa para el estudio
de soplos, ambas bases de datos cuentan con etiquetas obtenidas de personal especialista.
Tambie´n es sometida a la base de datos Iris, ampliamente utilizada para ilustrar procedimien-
tos relacionados con el reconocimiento de patrones y a la cual se han adicionado conjuntos
de etiquetas simulados para presentar caracter´ısticas particulares de la metodolog´ıa expuesta.
De manera adicional, se presenta la extensio´n de la metodolog´ıa al caso multiclase abor-
dado desde las propuestas habituales para ma´quinas de soporte vectorial y se sugiere una
formulacio´n especial del problema de optimizacio´n que incluye los datos de todas las clases
al tiempo.
Palabras clave: Multi-etiquetador, Vector de etiquetas, Aprendizaje de Ma´quina
Abstract
In this work, a machine training methodology from multi-labeler environments is presented,
when a truthful label set (Ground Truth) can not obtain by a trivial way and it is necessary
to obtain from the experts team criteria. A modification of traditional Support Vector Ma-
chine formulation is proposed to obtain a truthful label set and a penalization value for each
expert, this penalization values is an objective criterion corresponding with the data nature.
The methodology is tested over real database, for instance voice and phonocardiography
database used to detect hypernasality and heart murmurs, respectively. Also, the Iris
database widely used in pattern recognition scenarios and a simulated label set allow to
show particular characteristics of the methodology.
Additionally, the multiclass methodology extension is addressed by means of habitual sup-
port vector machine proposes. Finally a special optimization formulation is considered to
take the information from all the classes at the same time.
Key words: Multi-labeler, labeling vector, Machine learning
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Part I.
Preliminares
1. Introduccio´n
En cualquier a´mbito de Reconocimiento de Patrones el punto de partida es la existencia de
una buena base de datos confiable, de este punto de partida depende el e´xito de las etapas
subsiguientes como son la caracterizacio´n y el entrenamiento de clasificadores, entre otras. La
gran mayor´ıa de trabajos relacionados con la materia suponen que las condiciones de calidad
de dichas bases de datos son o´ptimas, esto incluye factores que van desde la poblacio´n obje-
tivo, pasando por la calidad de los equipos y me´todos de adquisicio´n de los datos, hasta la
configuracio´n para la grabacio´n de los archivos (en el caso de registros electro´nicos). Si bien
existen procedimientos que gu´ıan el desarrollo de bases de datos, no existe una metodolog´ıa
general que estandarice este procedimiento.
En las u´ltimas de´cadas a surgido un creciente intere´s por desarrollar sistemas de apoyo al
diagno´stico de patolog´ıas, es as´ı como puede encontrarse en el estado del arte amplias ref-
erencias a bases de datos de sen˜ales biome´dicas. Es as´ı como se habla de sen˜ales de voz,
fonocardiogra´ficas, electrocardiogra´ficas, electroencefalogra´ficas, entre muchas otras y han
sido desarrolladas para asistir el desarrollo de estos sistemas para la deteccio´n de patolog´ıas
tan variadas como, la calidad de la voz, la hipernasalidad, los soplos, las arritmias, la apnea
y hasta condiciones complejas a nivel cerebral como la epilepsia.
Es bien conocido que los estados cl´ınicos de cada paciente son variados y en muchos casos
de gran complejidad para el entendimiento humano. En te´rminos generales lo anterior hace
referencia a la dificultad que existe de tipificar los patrones de comportamiento fisiolo´gico
de cada individuo, ma´s au´n si se tiene en cuenta que quienes tratan de aproximarse a estos
comportamientos tambie´n son humanos y por sus propias limitaciones pueden incurrir en
error.
Claro es, que el caso me´dico no es el u´nico en el que la evaluacio´n humana se impone
como la u´nica forma de cuantificar los posibles estados de un feno´meno en particular. En
general, todos aquellos eventos que son susceptibles de la evaluacio´n sensorial de un ser
humano son de dif´ıcil distincio´n para cualquier sistema automa´tico. Es por lo anterior que
se puede hablar de problemas como la cata de vinos (donde se involucra el gusto de los
catadores), la deteccio´n de fallas en materiales (donde la visio´n juega un papel importante),
la calidad del sonido en sistemas de comunicaciones (que involucra el o´ıdo) o la clasificacio´n
de ima´genes complejas (como pueden ser la distincio´n objetos), entre muchos otros ejemplos.
Sin embargo, es justo en esa evaluacio´n sensorial, donde se puede incurrir fa´cilmente en er-
rores a la hora de constituir una base de datos confiable, esto toda vez que las limitaciones
f´ısicas de cada individuo, impiden que en todo momento se realice un juzgamiento objetivo
acerca de situaciones como las arriba descritas. Es por lo anterior que en toda actividad en la
que el ser humano evalu´a un evento, la apreciacio´n difiere entre individuos, debido entre otras
cosas al nivel de percepcio´n que cada persona tiene. Es complejo garantizar que un grupo
de personas emita un veredicto ide´ntico al respecto de un mismo feno´meno, esto so´lo puede
lograrse con an˜os de estructurado entrenamiento y bajo para´metros rigurosos de aprendizaje.
Un ejemplo claro es el adiestramiento me´dico, en el que los estudiantes de medicina deben
aprender a interpretar de forma fidedigna las sen˜ales corporales. La semiolog´ıa se convierte
para el me´dico en su estrategia natural de diagno´stico, por ello la herramienta tradicional
para ellos siempre sera´ el estetoscopio. No es complicado imaginar el arduo esfuerzo que
implica adiestrar el o´ıdo y el cerebro para distinguir las diferencias entre el sonido de un
corazo´n sano y uno enfermo, o de un pulmo´n fuerte a aquel que presenta un estado de´bil
como consecuencia de alguna enfermedad. Au´n bajo un estricto entrenamiento, es comu´n
apreciar la forma en que un criterio var´ıa entre expertos.
Es simple imaginar entonces, que es indispensable que toda base de datos cuente con un
marco de referencia claro y que no de lugar a ambigu¨edades, esto es, un conjunto de etique-
tas robusto y que al ser obtenido de un conjunto de expertos sopese los problemas arriba
descritos. A partir de esta afirmacio´n surge el planteamiento del problema bajo el cual se
sustenta el presente trabajo.
1.1. Justificacio´n
Cuando se habla del desarrollo de sistemas automa´ticos para la asistencia en el diagno´stico de
patolog´ıas, es comu´n la necesidad de tener bases de datos lo suficientemente confiables para
poder realizar un entrenamiento cuidadoso del sistema. En muchas situaciones de cara´cter
me´dico no basta con el criterio de un so´lo especialista para obtener una evaluacio´n objetiva
de la situacio´n abordada, lo que hace necesario tomar el consenso de varios de ellos para
alcanzar un margen de objetividad tolerable. Tal es el caso de la evaluacio´n de ima´genes
radiolo´gicas, ecograf´ıas, valoracio´n de pacientes con trastornos psicolo´gicos, evaluacio´n de
afecciones en la voz, entre otras. Emitir un concepto correcto en este tipo de eventos de-
manda un entrenamiento dedicado, cuidadoso y tedioso del personal me´dico, para alcanzar
un nivel lo suficientemente riguroso de evaluacio´n.
En otros escenarios, como por ejemplo los procesos de cata de alimentos y bebidas el resul-
tado del etiquetamiento esta´ ligado al cara´cter subjetivo que impone el factor sensorial de
los evaluadores, razo´n evidente limita la obtencio´n de un concepto objetivo. Nuevamente es
necesario tomar el concenso de varios evaluadores alcanzar un margen de objetividad toler-
able. En este tipo de entorno es comu´n encontrar que las concordancias entre etiquetadores
disminuye ostensiblemente o incluso en ocasiones puede ocurrir que no exista concordancia.
Un contexto adicional en el que este tipo de problemas ocurre, surge debido a los ambientes
propios de internet. Cada vez se hace mas habitual que organizaciones se valgan de internet
para crear entornos de cooperacio´n, en estos entornos personas voluntarias pueden emitir su
criterio con relacio´n a un problema en particular, lo anterior implica que incluso personas
con ninguna clase de entrenamiento puedan emitir un juicio respecto al problema abordado.
Esta situacio´n puede observarse en pa´ginas como Galaxy Zoo (http://www.galaxyzoo.org/)
o el (https://www.mturk.com/mturk/) [23] [6], en la primera pa´gina se hace el trabajo de
clasificacio´n de galaxias mediante la evaluacio´n de fotograf´ıas y en el segundo entorno las
personas del comu´n pueden cooperar con el objeto de sacar adelante tareas HITs (Human
Intelligence Tasks) que usualmente esta´n fuera del alcance de una ma´quina. Para estas orga-
nizaciones es indispensable saber que nivel de confianza tienen las personas que cooperan con
sus labores, toda vez que muchas de estas organizaciones ofrecen algu´n tipo de remuneracio´n
por la labor desempen˜ada.
Los ambientes anteriormente mencionados tienen aspectos en comu´n como son la sensibili-
dad que atan˜e a cada individuo y que impide que el criterio de una persona sea totalmente
objetivo, mas au´n cuando no existe un marco de referencia absoluto que garantice esta ob-
jetividad. Otro punto en comu´n se evidencia en el entrenamiento asociado que deben tener
los evaluadores para realizar una tarea de etiquetado eficiente, este punto demuestra que
el entrenamiento puede no garantizarse en muchos entornos o incluso puede no existir. Un
punto a favor expuesto en lo anterior es que sin lugar a dudas, cada d´ıa es ma´s fa´cil obtener
informacio´n en la que se evalu´e algu´n dato en particular, ahora el punto de trabajo es como
abordar esa informacio´n para que sea verdaderamente u´til.
Segu´n lo anteriormente expuesto, resulta importante que en toda aplicacio´n donde se in-
volucre la obtencio´n de datos y que requiera el criterio de diferentes evaluadores para la
obtencio´n de etiquetas, encontrar una manera de definir quien tiene la razo´n o au´n ma´s pre-
ciso que esto, determinar cual o cuales individuos tienen un criterio realmente objetivo en el
concepto que emiten. Tambie´n resulta importante plantear un me´todo capaz de retornar un
conjunto de etiquetas confiables que de paso libre a las estapas siguientes de entrenamiento
y clasificacio´n. Por su parte cuando existe la posibilidad de adquirir informacio´n abundante
en te´rminos de evaluadores, resulta valioso tener un procedimiento definido que haga uso de
toda esta informacio´n.
En te´rminos generales debe plantearse un me´todo que aproveche toda la informacio´n disponible
en las etiquetas de todos los evaluadores, que sea capaz de penalizar la calidad de etique-
tado de cada uno y que entre otras cosas sea robusto, incluso a situaciones en las que los
evaluadores emitan conceptos malintencionados.
1.2. Planteamiento del Problema
Teniendo claro la subjetividad propia de cada ser humano, surge una primer hipo´tesis a tener
en consideracio´n, ¿Basta con la evaluacio´n de un solo individuo para determinar
objetivamente las clases presentes en un grupo de datos?.
La respuesta si bien puede no ser evidente, es fa´cilmente deducible si se tienen en cuenta
argumentos como los siguientes:
• La percepcio´n de cada individuo esta´ confinada por condiciones fisiolo´gicas
• La objetividad en el veredicto de una persona esta´ limitada por factores como: el
entrenamiento que tenga en la materia, la calidad de los datos, la ausencia de reglas
claras de evaluacio´n, la existencia de datos at´ıpicos, entre otras.
• Las caracter´ısticas intr´ınsecas del feno´meno analizado pueden conducir a error cuando
los estados no son claramente diferenciables.
Razonamientos como los anteriores nos conducen a responder que la valoracio´n sensorial de
datos puede no ser confiable si es llevada a cabo por una u´nica persona. Esto sugiere que
en el caso de evaluaciones que dependan de los sentidos humanos, es indispensable contar
con el juicio de diferentes personas que permitan garantizar un grado tolerable de objetividad.
Con base en esto, surgen varias hipo´tesis adicionales, la primera de ellas: Siendo nece-
sario de un equipo de evaluadores para emitir un criterio objetivo, ¿Es posible
aprovechar la informacio´n de varias personas para construir un conjunto de eti-
quetas confiable?
En cuanto a esta pregunta puede pensarse que, al no ser u´nicamente una persona la encar-
gada de evaluar los datos, es posible compensar las falencias de algunas con las virtudes de
otras. Adicionalmente, si se aprovecha de forma eficiente la informacio´n intr´ınseca de los
datos, es posible inferir informacio´n valiosa en relacio´n a la forma en que el feno´meno obser-
vado puede clasificarse. En te´rminos generales puede admitirse que la sensibilidad asociada
a los individuos evaluadores puede complementarse y otorgar un concepto ma´s pro´ximo a
la realidad de los datos. Tambie´n puede suponerse que la objetividad del etiquetado crece
conforme puedan correlacionarse y posteriormente hallar concordancias de los datos a partir
de criterios obtenidos de diferentes fuentes (evaluadores).
Siguiendo este razonamiento podemos conducir hacia nuestra siguiente hipo´tesis ¿Es posi-
ble cuantificar la calidad de etiquetado individual, de cada evaluador?.
Como tal la solucio´n a esta pregunta no tiene una respuesta trivial, pues es necesario hacer
un ana´lisis concienzudo de los criterios que han de tenerse en cuenta para la obtencio´n de
este valor. No obstante, se puede afirmar que la correlacio´n que exista entre evaluadores
puede allegar una solucio´n a esta hipo´tesis puesto que al hallar concordancias entre etique-
tas, aquellos que discrepen con el comportamiento general, podra´n en te´rminos generales
identificarse. Es por tanto necesario crear una me´trica que pueda cuantificar la calidad del
etiquetado otorgado por cada evaluador, dicha me´trica debe ser de cara´cter objetivo, esto
implica que considere para´metros generales para su estimacio´n. Entie´ndase como para´metros
generales aquellos que no dependen directamente del etiquetado, sino por ejemplo, que ten-
gan soporte sobre los datos mismos.
Teniendo en consideracio´n los conceptos arriba descritos, podemos considerar una hipo´tesis
final ¿Que cantidad de evaluadores son necesarios para conseguir un grupo de
etiquetas robusto?
Para hablar en relacio´n a la cantidad de evaluadores necesarios, podemos acogernos de igual
forma al planteamiento de la concordancia y la correlacio´n entre etiquetas, sin embargo para
que dichas correlaciones sean va´lidas debe existir una cantidad suficiente de evaluaciones
para que exista relevancia estad´ıstica y dichas correlaciones sean va´lidas.
Todas estas hipo´tesis son abordadas a lo largo del presente trabajo y son evaluadas en los
cap´ıtulos presentados, buscando dar solucio´n a cada uno de ellos. Para lograr lo anterior
se aborda el problema desde el punto de vista de las ma´quinas de soporte vectorial (SVM),
se propone una variacio´n de la funcio´n primal de una SVM de margen suave. Se propone
una medida de penalizacio´n capaz de estimar el desempen˜o de los evaluadores y se define
una forma clara de calcular un vector de etiquetas confiable. Finalmente se presenta una
extensio´n del me´todo al caso multiclase. Es importante poner en conocimiento al lector que
en adelante sera´n utilizadas a manera de sino´nimo e indistintamente las palabras: evaluador,
etiquetador, experto, observador y panelista; muestra, dato e instancia; clase, grupo y cluster.
1.3. Organizacio´n del documento
El presente documento consta de 11 cap´ıtulos distribuidos en 4 partes, asi: Preliminares,
Marco Teo´rico, Marco experimental, y comentarios finales. El contenido es el siguiente:
• Parte I.
– El cap´ıtulo 2 contiene los objetivos de este estudio.
– En el cap´ıtulo 3 se presenta una revisio´n del estado del arte acerca de las metodolog´ıas
propuestas para resolver el caso de mu´ltiples evaluadores en la realizacio´n de bases
de datos.
• Parte II
– El cap´ıtulo 4 aborda el marco teo´rico desde el punto de vista biclase, en este
cap´ıtulo se presenta el desarrollo matema´tico que muestra entre otras cosas la
modificacio´n realizada sobre la formulacio´n de una SVM tradicional, la forma de
obtener los valores de penalizacio´n y estimacio´n de nuevas etiquetas.
– El cap´ıtulo 5 trata acerca de la extensio´n al caso multiclase, se presentan las dis-
tintas metodolog´ıas para el manejo multiclase desde la o´ptica SVM y se exponen
las consideraciones necesarias para estimar los valores de penalizacio´n cuando se
habla de ma´s de dos clases. Finalmente se propone un primer aporte que busca
cuantificar toda la estructura SVM aprovechando la informacio´n de todas las
clases a la vez.
• Parte III
– El capitulo 6 describe las bases de datos consideradas para evaluar el presente
me´todo, cabe resaltar que la base de datos Iris sirve de marco de referencia tanto
para el caso biclase como para el multiclase, la de hipernasalidad y la de fono-
cardiograf´ıa u´nicamente son utilizadas para ejemplificar resultados a nivel biclase.
– El cap´ıtulo 7 muestra el marco experimental considerado para la formulacio´n
biclase y presenta diferentes experimentos realizado para evaluar todas las posib-
lidades que plantea el me´todo.
– En el cap´ıtulo 8 se exhiben los resultados y discusiones acerca del caso biclase.
– Los capitulos 9 y 10 presentan respectivamente el marco experimental y los re-
sultados y discusiones concernientes al caso multiclase. Entre otras cosas se hace
una amplia descripcio´n de los experimentos que demuestran el comportamiento
del me´todo bajo diferentes consideraciones.
• Parte IV
– El capitulo 11 muestra las conclusiones a las que el presente trabajo condujo y se
hace alusio´n a los futuros trabajos que pueden realizarse para dar continuidad al
trabajo. Tambie´n se presenta la discusio´n acade´mica a la que dio lugar el presente
trabajo y puntualmente se resaltan los aportes al estado del arte
2. Objetivos
2.1. Objetivo general
Desarrollar una metodolog´ıa basada en ma´quinas de vectores de soporte que, a partir de
la evaluacio´n de un grupo de expertos, sea capaz de establecer un conjunto de etiquetas
objetivas y que adema´s pueda valorar la calidad de etiquetado de cada experto; de tal
forma que la informacio´n prove´ıda sea confiable para su posterior uso en el disen˜o de un
sistema de reconocimiento de patrones, espec´ıficamente, en el entrenamiento y validacio´n de
clasificadores.
2.2. Objetivos espec´ıficos
1. Extender las formulaciones tradicionales de ma´quinas de soporte vectorial, con el fin
de disen˜ar una metodolog´ıa que pueda estimar de manera suficientemente precisa las
etiquetas propias de cada registro.
2. Proponer una medida que permita evaluar la calidad de las etiquetas otorgadas por
cada evaluador y que sea estimada a partir de una relacio´n entre las caracter´ısticas
intr´ınsecas de los datos y la naturaleza del clasificador.
3. Desarrollar una esquema de evaluacio´n de la metodolog´ıa propuesta, empleando bases
de datos con etiquetas simuladas y reales, para refinar la robustez y confiabilidad de
la misma.
Part II.
Marco teo´rico y estado del arte
3. Estado del arte
3.1. Introduccio´n
El presente cap´ıtulo hace una revisio´n acerca de los trabajos propuestos en el estado del arte
y que son referencia del presente trabajo. Se discute en general acerca de las metodolog´ıas
multievaluador encontradas, de las formulaciones acerca de ma´quinas de soporte vectorial y
las formas de abordar problemas multiclase por medio de combinaciones biclase de SVM o
bajo la generalizacio´n de la formulacio´n esta´ndar.
3.2. Aprendizaje multietiquetador
Una de las primeras aproximaciones que intenta remover el ruido de etiquetamiento puede
verse en [23], en este trabajo presentan un algoritmo para determinar la veracidad de las eti-
quetas entregadas por los evaluadores. El aporte realizado, basa sus desarrollos en me´todos
estad´ısticos como el algoritmo de Maximizacio´n de Esperanza (Expectation- Maximization,
EM). El objetivo principal de este trabajo es determinar que tanto mas discriminante es
una ma´quina en relacio´n con la capacidad de evaluacio´n humana y que tan diferente ser´ıa la
evaluacio´n ma´quina - humano a la evaluacio´n entre humanos.
Los art´ıculos [6] y [4] hablan sobre el aprendizaje de ma´quina partiendo de mu´ltiples eval-
uadores, la diferencia de importancia ocurre pues se conoce previamente su capacidad para
discriminar, es decir, es posible asignarle originalmente algu´n valor de ponderacio´n al criterio
de cada observador.
En [21], tienen como motivacio´n resolver el problema de ima´genes radiolo´gicas, en las que
se pretende identificar tumores cancer´ıgenos, el esquema que plantean ofrece la posibilidad
de que una misma imagen sea analizada por diferentes radio´logos, teniendo en cuenta que
el criterio de ellos puede diferir en gran medida del gold standard, por lo tanto se presenta
un escenario propio en el que es preciso determinar cual experto emite etiquetas pro´ximas
a la realidad. Esencialmente el art´ıculo aborda tres tareas: como obtener a partir de las
metodolog´ıas de aprendizaje supervisado, te´cnicas que incluyan mu´ltiples observadores en
los que cada uno emite un concepto subjetivo no necesariamente cercano al gold standard;
encontrar te´cnicas de aprendizaje de ma´quina aptas para trabajar en escenarios en los que
no existen gold standard y finalmente determinar que tan acertado o equivocado es cada uno
de los mu´ltiples observadores.
En este articulo, muestran que la principal deficiencia en los me´todos que estiman la eti-
queta, mediante el promedio de las etiquetas de todos los observadores, radica en que este
ana´lisis tiene validez u´nicamente, si todos los evaluadores tienen el mismo nivel de experticia
en el ana´lisis del feno´meno observado. Presentan su metodolog´ıa como el trabajo en conjunto
entre el clasificador, la precisio´n del observador y la etiqueta actual de la observacio´n, para
encontrar un gold standard de manera iterativa, es decir, poder ponderar la eficiencia de
cada observador, asignarle un peso y a partir de esto crear un modelo de etiquetas acertado.
El trabajo realizado, adema´s lo extienden al manejo de variables catego´ricas y ordinales. En
este art´ıculo consideran la necesidad de realizar clasificacio´n multiclase, para lo cual realizan
una extensio´n del me´todo desarrollado para el caso binario.
El objetivo en [10], es realizar un algoritmo que permita remover el ruido en las etiquetas
entregado por la informacio´n de evaluadores inadecuados. Como el escenario que plantean es
meramente web, identifican una serie de dificultades a resolver, que son ba´sicamente la falta
de conocimiento previo respecto a la calidad del criterio de los observadores, la baja cantidad
de muestras evaluada por cada observador y la imposibilidad de controlar que observaciones
son evaluadas por cada persona. En este art´ıculo consideran que si los evaluadores son pre-
cisos, un promedio sobre sus etiquetas puede determinar una linea base, que ser´ıa el esta´ndar
de etiquetado, posterior a esto revisan y eliminan el ruido en las etiquetas e identifican aque-
llos observadores con tendencia a equivocarse en el etiquetado. La metodolog´ıa presentada
fue evaluada en una base de datos del Amazon.com s Mechanical Turk destacando resultados
elevados en la eliminacio´n de etiquetas erradas.
En [9], abordan el problema de entrenamiento de ma´quina, a partir del etiquetado de los
datos otorgado por un grupo heteroge´neo de evaluadores, dicho grupo puede incluir personas
incompetentes, mediocres o inclusive malintencionadas. El algoritmo presentado se basa en
un entorno de ma´quinas de soporte vectorial, que es capaz de identificar cuales observadores
son deficientes y determina de que manera puede hacer que su influencia sea menor en el
aprendizaje de ma´quina. Esta metodolog´ıa aprovecha la posibilidad que presentan las SVM
para determinar que tan importante es cada observacio´n en el proceso de aprendizaje, pues
estas tienen la capacidad de distinguir cuales sera´n los vectores de soporte para la con-
struccio´n del clasificador, lo cual permite remover aquellos datos que no aporten a dicha
construccio´n sin afectar o cambiar el aprendizaje de ma´quina alcanzado.
Siguiendo con el razonamiento anterior, se puede decir que si todos los observadores a cargo
del etiquetado de los datos, tienen las mismas habilidades y capacidades en cuanto a la
evaluacio´n del problema, todos deber´ıan aportar un nu´mero de vectores de soporte similar,
sin embargo, es evidente que para el caso de observadores poco entrenados o maliciosos di-
cho valor restringe su comportamiento, haciendo evidente su incompetencia en la evaluacio´n
presentada.
Otro trabajo [3], en donde se aplica el aprendizaje a partir de multitudes en donde existen
mu´ltiples anotaciones, se concentra en el ana´lisis cuando los etiquetadores o evaluadores
presentan etiquetas inconsistentes con respecto a una muestra, creando as´ı ambigu¨edad en
la supervisio´n. En particular, este trabajo se concentra en la evaluacio´n de temas o to´picos
en documentos on-line.El enfoque propuesto se basa en una formulacio´n de optimizacio´n
min-max para tratar el problema de la ambigu¨edad modificando una funcio´n de pe´rdida de
forma en la que se incluyen unos factores de ponderacio´n relacionados con el consenso de los
diferentes evaluadores. Luego, esta formulacio´n se extiende para el ana´lisis de un conjunto
de muestras. Para esto, los autores proponen combinar dos problemas de programacio´n bi-
convexa: uno es min-max para el ana´lisis de pe´rdidas y otro para estimar la confiabilidad de
los mu´ltiples evaluadores. Para resolver eficientemente el problema de optimizacio´n se usa
un algoritmo alternante.
En [27] se aborda el problema de descubrir las etiquetas originales de datos ruidosos, en la
percepcio´n social como paradigma de la recopilacio´n de datos, donde los seres humanos real-
izan tareas de recoleccio´n de datos sensoriales. Uno de los retos en aplicaciones de deteccio´n
radica en la naturaleza de los datos ruidosos. A diferencia del caso de los datos provenientes
de sensores bien calibrados, los seres humanos son menos fiables, y la probabilidad a priori
de que las mediciones de los participantes sean correctas es a menudo desconocida. Este tra-
bajo es una alternativa a los me´todos convencionales de bu´squeda heur´ıstica y es o´ptimo en
el sentido de la estimacio´n de ma´xima verosimilitud. Dicha estimacio´n se hace con ma´xima
esperanza y muestra mejor desempen˜o que algunas te´cnicas de referencia como el voto may-
oritario.
La tesis doctoral [29], presenta un modelo probabil´ıstico de aprendizaje para un clasificador
de mu´ltiples anotadores, donde la fiabilidad de los etiquetadores puede variar con respecto
a cada etiquetador o bien los datos que se observan. El enfoque propuesto permite estimar
las etiquetas verdaderas cuando se introducen nuevas instancias y tambie´n cuantifica la vari-
abilidad de la experiencia para cada etiquetador dadas diferentes muestras de datos.
En [8] se presenta un nuevo algoritmo de aprendizaje en l´ınea para evaluar profesores que
consiste en un muestreo selectivo para elegir que´ subconjunto de profesores consultados es
eficiente.
Los enfoques de aprendizaje semi-supervisado han demostrado que la utilizacio´n de los datos
sin etiqueta suelen ser beneficiosos en casos de etiquetadores mu´ltiples. En [30] se propone
un modelo probabil´ıstico semi-supervisado que permite el aprendizaje a partir de datos eti-
quetados y no etiquetados en la presencia de mu´ltiples evaluadores. El enfoque propuesto
permite dar las estimaciones de la verdadera etiqueta y evaluar la experiencia de los eti-
quetadores para analizar datos etiquetados y sin etiquetar. Experimentalmente, se muestra
que este enfoque proporciona claras ventajas sobre los me´todos de mu´ltiples etiquetadores
convencionales que no utilizan los datos no etiquetados y sobre los me´todos que no utilizan
la informacio´n de mu´ltiples etiquetadores simulta´neamente.
Un trabajo similar se realiza en [31], aunque la apuesta aqu´ı es hacia las te´cnicas super-
visadas. Este estudio plantea un modelo probabil´ıstico considerando que la experiencia de
los evaluadores es diversa, es decir que depende de los datos observados.
La aparicio´n de etiquetado social y los sistemas de crowdsourcing proporciona una plataforma
u´nica en la que mu´ltiples etiquetadores no totalmente confiables pueden formar un grupo
para cumplir con una tarea de clasificacio´n. Por tanto, este proceso de etiquetado genera
etiquetas ruidosas e inexactas. En [12] se propone un paradigma autodidacta de apren-
dizaje activo (STAL), donde etiquetadores imperfectos son capaces de aprender conocimien-
tos complementarios unos de otros para ampliar sus sistemas de conocimiento y beneficiar al
estudiante activo subyacente. Para este propo´sito se plantea un modelo probabil´ıstico para
caracterizar el conocimiento de cada etiquetador a trave´s del cual un etiquetador de´bil puede
aprender los conocimientos complementarios de un compan˜ero fuerte. Como resultado, el
proceso de aprendizaje activo autodidacta finalmente ayuda a lograr una alta precisio´n de
la clasificacio´n minimizando costos y errores de etiquetado.
3.3. Ma´quinas de soporte vectorial
Con relacio´n a las M-SVM puede hablarse de dos grandes formas de abordar el problema,
una mediante la combinacio´n de clasificadores biclase y otra mediante la formulacio´n de una
nueva funcio´n objetivo, que estime al tiempo todos los para´metros asociados a las multiples
clases. Con relacio´n a la primera forma de solucio´n en [15] hacen una descripcio´n amplia y
sugieren un par de te´cnicas nuevas para la solucio´n del problema incluyendo todas las clases
a la vez. En [16] plantean las estrategias para combinacio´n de clasificadores biclase que a
lo largo de los an˜os han evolucionado con algoritmos como las ma´quinas de soporte vectorial.
En [1] hacen referencia a estrategias de combinacio´n de clasificadores biclase a partir de
grafos, en concreto discuten los me´todos DDAG y ADAG, en esencia son a´rboles de de-
cisio´n binaria donde cada ramificacio´n representa la comparacio´n de un par de clases, la
ruta que sigue el algoritmo determina la clase final donde se asigna cada muestra, los algo-
ritmos relacionados con a´rboles de decisio´n fundan su teor´ıa a partir de lo presentado en [19].
La primer referencia que puede encontrarse acerca de la extensio´n en la formulacio´n de una
SVM al caso multiclase aparece en [28], donde hacen una somera explicacio´n de la forma en
la que las fronteras de decisio´n son estimadas todas al tiempo. Otros aportes relacionados
al estado del arte son [25, 24], donde resuelven modelos de regresio´n para mu´ltiples salidas
conforme la teor´ıa de ma´quinas de soporte.
3.4. Comentarios sobre el estado del arte
Segu´n lo visto en el estado del arte, el intere´s por encontrar sistemas de diagno´stico, en
lo relacionado con la obtencio´n de etiquetas fiables, es un a´rea de gran intere´s en ramas
de la ciencia como la estad´ıstica y el aprendizaje de ma´quina. A pesar de lo anterior, los
desarrollos alcanzados hasta el momento au´n presentan limitaciones y desaf´ıos por resolver.
Sin duda, gran parte de estos desaf´ıos radica en encontrar la manera de incluir adema´s de
mu´ltiples evaluadores, mu´ltiples clases, esto teniendo en cuenta que muchas de las tareas en
el ambiente del reconocimiento de patrones no se limitan al caso binario. Como trabajo pen-
diente tambie´n se encuentra la formulacio´n de una medida capaz de penalizar el etiquetado
de los evaluadores, esto es, un para´metro que indique de que forma los evaluadores aciertan
o no con sus veredicto. Adema´s de lo anterior, deben implementarse metodolog´ıas que sin
tener conocimiento previo de la calidad de los evaluadores sean capaces de distinguir, entre
buenos y malos evaluadores.
4. Me´todos basados en SVM
4.1. Introduccio´n
En te´rminos de sistemas de reconocimiento de patrones, es cotidiano encontrar ambientes
en los cuales los datos asociados son evaluados o etiquetados por diferentes evaluadores.
En algunos de estos ambientes es posible que algunos de estos evaluadores puedan entregar
informacio´n erro´nea, bien pueda ser por falta de experticia en el diagno´stico, por ruidos al
interior de los registros (errores de adquisicio´n, ruido de fondo, artefactos, etc) que impiden
una correcta revisio´n o inclusive algunos entornos son susceptibles a ser manipulados.
Adicional a lo anterior es posible que existan varias etiquetas para la misma observacio´n,
o que todo el conjunto de observaciones sea revisado por diferentes expertos sin dar lugar
a mu´ltiples etiquetas [9]. Complementando lo anterior, en el caso en que no exista un gold
standard definido [20], es preciso encontrar me´todos que permitan asociar la informacio´n
proveniente de los evaluadores de tal manera que se obtengan resultados pro´ximos al ground
truth.
En resumen, el peor escenario posible es aquel en el que los datos pueden ser etiquetados
por diferentes expertos, sin la posibilidad de tener etiquetas repetidas, cuando no se tiene
conocimiento previo de los datos y adicionalmente no existe un gold standard que permita
hacer una clara comparacio´n. En un entorno como este es dif´ıcil realizar el entrenamiento
de cualquier sistema, esto debido a la imposibilidad de tener unas etiquetas confiables.
Las SVM son un me´todo de aprendizaje originalmente utilizado para clasificacio´n biclase,
en te´rminos generales permite encontrar un hiperplano que permita separar perfectamente
ambas clases, esto ser´ıa en el caso de tener datos con clases perfectamente diferenciables y
que permitan establecer lo que se conoce como SVM de margen dura, sin embargo en muchos
problemas los datos no son linealmente separables y para ello la teor´ıa de SVM introduce la
utilizacio´n de kernels, siendo estos una transformacio´n que permite utilizar espacios de alta
dimensio´n donde los datos tengan esta propiedad de separabilidad [5].
Cuando las clases son altamente traslapadas y au´n el concepto de kernel es insuficiente para
lograr dicha separabilidad, es necesario el uso de SVM de margen suave, que en te´rminos
generales es una reconsideracio´n de la funcio´n a optimizar, incluyendo la posibilidad de
admitir errores en el entrenamiento del clasificador, esto es hacer ma´s o menos laxa la
clasificacio´n a partir de un para´metro de holgura que permite constituir un margen ma´s
flexible al interior de los hiperplanos de soporte.
4.2. Aprendizaje de ma´quina por SVM a partir de
mu´ltiples evaluadores
A partir de esta seccio´n se expone la forma de acceder al aprendizaje de SVM, tomando por
punto de partida un entorno multietiquetador.
Ma´quina de soporte vectorial
Definiendo la pareja ordenada {xi, yi} como la i-e´sima muestra donde xi ∈ R
d es el vec-
tor de caracter´ısticas con dimensio´n d y yi es la etiqueta de clase correspondiente, tal que
yi ∈ {1,−1}. En te´rminos matriciales, tendr´ıamos X ∈ R
m×d y y ∈ Rm, donde d es el
nu´mero de caracter´ısticas y m es el nu´mero de muestras.
Todo hiperplano en Rd, puede parametrizarse por una expresio´n de la forma
w · x+ b = w⊤x+ b = 0, (4-1)
donde w es el vector ortogonal a este hiperplano, b es una constante de sesgo y · denota el
producto punto en Rd.
Asumiendo este plano como frontera de decisio´n para un clasificador bi-clase, y considerando
que los puntos mayores a dicho hiperplano correspondan a una clase y los menores a otra
clase, podemos establecer el siguiente criterio de asignacio´n de clase:
Puntos mayores: w · x+ b > 0⇒ Clase 1
Puntos menores: w · x+ b < 0⇒ Clase 2
Puntos en la frontera: w · x+ b = 0
Por tanto, una funcio´n de decisio´n se puede escribir de la forma:
f(x) = sign(w⊤x+ b) (4-2)
Donde sign es la funcio´n que obtiene el signo de la expresio´n en su interior.
Con esta funcio´n es posible clasificar todas las muestras e incluso predecir una etiqueta
para nuevos elementos, sin embargo para los casos en los que las muestras coincidan con el
hiperplano existira´ ambigu¨edad en la decisio´n. Por e´sta razo´n se introduce el te´rmino de
hiperplano de soporte, e´ste sera´ un plano que garantizara´ que las muestras ma´s cercanas a
la frontera tengan un margen igual a 1/||w|| [22], donde ||.|| es la norma Euclidiana, esto es:{
w⊤xi + b ≥ 1, para yi = 1
w⊤xi + b ≤ −1, para yi = −1
Lo anterior puede resumirse con la siguiente condicio´n que satisface el producto de la etiqueta
y la evaluacio´n de la muestra en el plano, as´ı:
yi(w
⊤xi + b) ≥ 1; ∀i (4-3)
Con esto, la distancia geome´trica entre un punto definido xi y el hiperplano (w, b), puede
encontrarse a trave´s de la condicio´n dada en la ecuacio´n (4-3) y normalizando con respecto
de la norma Euclidiana de w para evitar los efectos de la amplitud:
d ((w, b),xi) =
yi(w
⊤xi + b)
||w||2
≥
1
||w||2
(4-4)
donde d(·, ·) es un operador de distancia.
Por esta razo´n el objetivo primordial es que yi sea lo mas aproximado al punto i evaluado
en el hiperplano, es decir, yi ≃ w
⊤xi + b dado que la cota inferior es 1/||w||2. En otras
palabras la asignacio´n de clase se hace con respecto al mayor valor de distancia, por lo tanto
la funcio´n objetivo del clasificador biclase se puede escribir como:
max
w
yi(w
⊤xi + b)
||w||2
; ∀i (4-5)
Asumiendo el numerador constante, la expresio´n 4-5 puede reescribirse como un problema
de minimizacio´n de la forma:
min
w
1
2
||w||2 (4-6)
s. a. yi(w
⊤xi + b) = 1; ∀i (4-7)
El problema (4-8) puede relajarse como la siguiente formulacio´n basada en ma´quinas de
soporte vectorial (SVM):
min
w
f(w|λ, b) = min
w
λ
2
||w||2 +
1
m
m∑
i=1
(1− yi(w
⊤x+ b)) (4-8)
donde λ es un para´metro de regularizacio´n
Formulacio´n dual
La formulacio´n dual para un problema de optimizacio´n, se traduce en la obtencio´n de unas
variables llamadas duales, que resuelvan de manera o´ptima el problema, pero que en general
presentan una solucio´n ma´s sencilla al problema original; cuando un problema es resuelto
mediante la solucio´n dual, las variables originales o variables primales, quedan expresadas en
te´rminos de las variables duales, de tal manera que siempre es posible obtener el resultado
o´ptimo para el planteamiento inicial.
Para dar solucio´n a la funcio´n objetivo (4-8), planteamos el lagrangiano simplificado:
L(w, αi|λ) =
λ
2
||w||2 + αi(1− yi(w
⊤xi + b)) (4-9)
Ahora, aplicando las condiciones de Karush-Kuhn-Tucker (KKT)se tiene:


∂L
∂w
= λw −
m∑
i=1
αiyixi = 0⇒ w =
1
λ
m∑
i=1
αiyixi
∂L
∂α
= 1− yi(w
⊤x+ b) = 0⇒ yi(w⊤xi + b) = 1
∂L
∂b
=
m∑
i=1
αiyi = 0
(4-10)
Reemplazando la variable primalw en la formulacio´n original se obtiene una funcio´n g(α|λ, b),
adema´s en este punto existe el intere´s en evaluar datos no sesgados (asumiendo que existe
simetr´ıa entre las dos clases con respecto al plano que define la frontera de decisio´n) por tal
motivo b = 0 y teniendo en cuenta las condiciones KKT, tenemos:
g(α|λ, b) =
λ
2λ2
(
m∑
i=1
αiyixi
)⊤( m∑
j=1
αjyjxj
)
+
1
m
m∑
i=1
αi

1− yi
(
1
λ
m∑
j=1
αjyjxj
)⊤
xi + yib


g(α|λ, b) =
1
2λ
m∑
i=1
m∑
j=1
αiαjyiyjx
⊤
j xi +
1
m
m∑
i=1
m∑
j=1
αi
(
1−
1
λ
αjyiyjx
⊤
i xj + yib
)
g(α|λ, b) =
1
2λ
m∑
i=1
m∑
j=1
(αiαjyiyjx
⊤
i xj) +
1
m
m∑
i=1
αi −
1
λm
m∑
i=1
m∑
j=1
(αiαjyiyjx
⊤
i xj)
Agrupando te´rminos similares:
g(α|λ, b) =
(
m− 2
λ
) m∑
i=1
m∑
j=1
(αiαjyiyjx
⊤
i xj) +
1
m
m∑
i=1
αi (4-11)
(4-12)
Por tanto el problema (4-8) puede reescribirse de forma dual como el siguiente problema de
maximizacio´n:
max
α
g(α|λ) = max
α
1
m
m∑
i=1
αi +
(
m− 2
λ
) m∑
i,j=1
αiαjyiyj < xi,xj > (4-13)
donde < ·, · > es el operador de producto interno.
En el presente trabajo se propone llevar esta expresio´n a una formulacio´n de programacio´n
cuadra´tica, asumiendo α centrado, es decir haciendo
∑m
i=1 αi = 0 el problema de opti-
mizacio´n se reduce a:
max
α
−
1
2λ
m∑
i,j=1
αiαjyiyj < xi,xj > (4-14)
Ahora definiendo una matriz H ∈ Rm×m tal que:
hij = −
1
λ
m∑
i,j=1
yiyj < xi,xj >, (4-15)
el problema se reduce a una formulacio´n de programacio´n cuadra´tica as´ı:
max
α
1
2
α⊤Hα (4-16)
s. a. 0 ≤ αi ≤
1
m
∀i ∈ [m] (4-17)
Hasta este punto, el desarrollo puede referirse a las ma´quinas de soporte, consideradas de
margen dura.
Margen suave
Reconstruyendo la ecuacio´n (4-8), el funcional puede ser extendido a la formulacio´n de SVM
de margen suave (SM), incluyendo una variable de holgura ξi, ∀i, tal que:
1− yi < xi, w >≤ ξi (4-18)
En estos te´rminos podemos escribir una formulacio´n primal para las SVM-SM de la siguiente
manera:
min
w,ξ
fˆ(w, ξ|λ) = min
w,ξ
λ
2
||w||2 +
1
2m
m∑
i=1
ξi (4-19)
s. a. ξi ≥ 1− yi < xi,w > (4-20)
donde ξ ∈ Rm = [ξ1, . . . , ξm].
Esta formulacio´n la denominaremos lineal con respecto a la variable ξ, de forma similar a lo
discutido en [9]. Ahora incluyendo te´rminos de penalizacio´n con respecto a los evaluadores,
se asume una variable ξˆi ≥ ξi tal que ξˆi ≥ ξi + (1/m)(
∑k
t=1 θt). Entonces el problema de
optimizacio´n de (4-19) podemos reescribirlo asi:
min
w,ξ,θ|λ
λ
2
||w2||+
1
m
m∑
i=1
ξi +
k∑
t=1
θt (4-21)
s. a. ξi +
1
m
k∑
t=1
θt ≥ 1− yiw
⊤xi (4-22)
En te´rminos matriciales tenemos:
min
w,ξ
fˆ(w, ξ|λ) = min
w,ξ
λ
2
||w||2 +
1
2m
m∑
i=1
ξ2i (4-23)
s. a. ξˆi ≥ 1− yi < xi,w > (4-24)
donde ξ ∈ Rm = [ξ1, . . . , ξm].
Dado que en el funcional del problema inicial (4-8) se tiene un te´rmino de la forma
1− yi < xi,w >, acotado superiormente por ξi, minimizar f(·) con respecto a w, es equiv-
alente a minimizar fˆ(·) con respecto a w y ξi.
bw
Vector de soporteVector de soporte
Margen= 2√
wTwξ > 1
ξ = 0
wTx+ b = 0
wTx+ b = +1
wTx+ b = −1
K(xi, xj) = x
T
i xj
Punto mal
clasificado
ξ < 1
Figura 4-1.: Figure example
Mu´ltiples evaluadores
Ahora, considerando el panorama de mu´ltiples evaluadores y teniendo en cuenta que el ob-
jetivo primordial es construir un buen clasificador a partir de la informacio´n suministrada
por diferentes fuentes, en este trabajo se propone incluir un te´rmino de penalizacio´n θt tal
que fˆ(·) de la expresio´n (4-23) decrezca al incluir la informacio´n de los evaluadores que eti-
quetaron correctamente y aumente con las etiquetas incorrectas [9].
Entendiendo lo anterior podemos decir que, cada evaluador puede identificarse por un ı´ndice
t ∈ k, donde k sera´ el total de evaluadores.
Teniendo claro esto y considerando la formulacio´n en (4-23)e incluyendo el te´rmino de pe-
nalizacio´n, podremos reescribir la funcio´n objetivo primal como:
min
w,ξ
fˆ(w, ξ|λ) = min
w,ξ
λ
2
||w||22 +
1
2m
m∑
i=1
(
ξi +
1
k
k∑
t=1
citθt
)2
(4-25)
s. a. ξi ≥ 1− yi < xi,w > −
1
k
k∑
t=1
citθt (4-26)
donde cit es el coeficiente de θt que indica la importancia del ana´lisis del evaluador t sobre
la muestra i y se calcula de la forma:
ci,t = (ne(y
(t) = yref)/m)|w
⊤xi| (4-27)
donde ne es el numero de elementos que cumplen la condicio´n. Entonces, el te´rmino
1/k
∑k
t=1 citθt, es un promedio ponderado de la penalizacio´n de los evaluadores con respecto
a cada muestra.
En este trabajo se propone resolver el problema haciendo el cambio de variable:
ξˆi = ξi +
1
k
k∑
t=1
citθt (4-28)
es decir
ξˆ = ξ +
1
k
Cθ (4-29)
Por tanto podemos reescribir el problema como:
min
w,ξˆ|λ
λ
2
||w||22 +
1
2m
m∑
i=1
ξˆ2i (4-30)
s. a. ξˆi ≥ 1− yi < xi,w > (4-31)
que tambie´n puede expresarse en te´rminos de vectores como:
min
λ
2
w⊤w +
1
2m
ξˆ⊤ξˆ (4-32)
s. a. ξˆ ≥ 1m − (Xw) ◦ y (4-33)
Ahora calculando el lagrangiano del problema y asumiendo el caso cr´ıtico ξˆ = 1m−(Xw)◦y
se tiene:
L(w, ξˆ|λ) = fˆ(w, ξˆ|λ) + gˆ(ξˆ,w)⊤α (4-34)
=
λ
2
w⊤w +
1
2m
ξˆ⊤ξˆ + (ξˆ − (1m + (Xw) ◦ y))Tα (4-35)
Ahora, resolviendo las KKT condiciones

∂L
∂w
= λw − (x⊤ ◦ (y⊤ ⊗ 1d))α = 0→ w =
1
λ
(x⊤ ◦ (y⊤ ⊗ 1d))α
∂L
∂ξ
=
1
m
ξˆ +α = 0→ ξˆ = −mα
∂L
∂α
= ξˆ − 1m −Xw ◦ y = 0
(4-36)
Teniendo en cuenta las condiciones en (5-17), podemos reescribir el problema en te´rminos
de las variables duales, esto es fˆ(w, ξˆ|λ,C) = fˆ(α|λ,C)
fˆ(α|λ,C) =
λ
2
(
1
λ
(
X⊤ ◦
(
1d ⊗ y
⊤))α)⊤( 1
λ
(
X⊤ ◦
(
1d ⊗ y
⊤))α)
+
1
2m
(−mα)⊤ (−mα) +
[
(−mα)− 1m +
(
x
(
−
1
λ
(
X⊤ ◦
(
1d ⊗ y
⊤))α) ◦ y)]⊤α
fˆ (α|λ,C) =
1
2λ
(
α⊤
(
X⊤ ◦
(
1d ⊗ y
⊤)))⊤ ((X⊤ ◦ (1d ⊗ y⊤)))α
+
m
2
α⊤Idα−mα⊤Idα− 1m⊤α+
(
X
(
−
1
λ
(
X⊤ ◦
(
y⊤ ⊗ 1d
))
α
)
◦ (y ⊗ 1d)
)⊤
α
Reordenando los te´rminos, se puede reescribir la expresio´n de la siguiente forma.
fˆ (α|λ,C) =
1
2λ
(
α⊤
(
X⊤ ◦
(
1d ⊗ y
⊤)))⊤ ((X⊤ ◦ (1d ⊗ y⊤)))α
+
m
2
α⊤Idα−mα
⊤Idα− 1m
⊤α+α⊤
(
−
1
λ
(
X ◦
(
1d ⊗ y
⊤))⊤) ◦ ((1d ⊗ y⊤) ◦X⊤)α
Agrupando te´rminos similares:
fˆ(α|λ,C) =
1
2λ
(α⊤ (x⊤ ◦ (1d ⊗ y⊤)))⊤((X⊤ ◦ (1d ⊗ y⊤)))︸ ︷︷ ︸
P
α)
+
m
2
α⊤Idα−mα⊤Idα− 1m⊤α+α⊤ (−
1
λ
(X ◦ (1d ⊗ y
⊤))⊤) ◦ ((1d ⊗ y⊤) ◦X⊤)︸ ︷︷ ︸
D
α
Factorizando
fˆ(α|λ,C) =
1
2λ
(α⊤ (x⊤ ◦ (1d ⊗ y⊤)))⊤((X⊤ ◦ (1d ⊗ y⊤)))︸ ︷︷ ︸
P
α)
−
m
2
α⊤Idα− 1m⊤α+α⊤ (−
1
λ
(X ◦ (1d ⊗ y
⊤))⊤) ◦ ((1d ⊗ y⊤) ◦X⊤)︸ ︷︷ ︸
D
α
Simplificando con los te´rminos agrupados, la expresio´n se reduce a:
fˆ(α|λ) =
1
2λ
α⊤Pα+α⊤Dα −
m
2
α⊤Idα− 1⊤mα
Finalmente las expresiones con factorizaciones de α por derecha e izquierda, tendremos:
fˆ(α|λ) = α⊤
[
1
2λ
P +D −
m
2
Id
]
α− 1⊤mα
Una formulacio´n como esta puede resolverse a trave´s de un me´todo de bu´squeda por progra-
macio´n cuadra´tica, con una restriccio´n lineal de la forma ξˆ = 1m −Xw ◦ y, que se puede
escribir en te´rminos de la variable dual como:
−mIα +X(
1
λ
(X⊤ ◦ y))α = 1m
En conclusio´n se propone el siguiente problema de optimizacio´n para determinar los valores
de penalizacio´n de diferentes evaluadores.
fˆ(α|λ) = α⊤(
1
2λ
P +D −
m
2
Id)α− 1
⊤
mα (4-37)
s. a. Eα = 1m (4-38)
donde E =
(
−mI +X
(
1
λ
(
X⊤ ◦ y
)))
Una vez resuelto el problema cuadra´tico y conforme a las ecuaciones (4-28) y (4-29) el valor
para el para´metro de penalizacio´n θ, es decir el peso asignado a cada evaluador por sus
etiquetas es:
θ = C†(1− y ◦Xw − ξ) (4-39)
La obtencio´n de la frontera de decisio´n entre clases w, adema´s permite retornar un vector
de etiquetas estimado yest, este vector cuenta con la bondad de acogerse a la distribucio´n
intr´ınseca de los datos y es una versio´n mas confiable para posteriores etapas relacionadas
al procesamiento de sen˜ales y al reconocimiento de patrones, como es el entrenamiento de
clasificadores. La forma de estimar estas nuevas etiquetas:
yest =< w
⊤,X > (4-40)
4.3. Algoritmo
Algorithm 1 Co´mputo del factor de penalizacio´n Biclase
Entradas: X, Y = {y(1), ...,y(k)}, ξ
1. Estimar yref
y = yref = sign(1/k
∑k
t=1 y
(t))
2. Construir Matriz C:
ci,j =
ne(y
(t) = yref)
m
|w⊤xi|
3. Resolver el problema de optimizacio´n
maxα⊤
[
1
2λ
P +D −
m
2
Id
]
α− 1⊤mα
s. a. Eα = 1m
4. Obtener w
w = − 1
λ
(x⊤ ◦ (y⊤ ⊗ 1d))α
5. Calcular θ
θ = C†(1− (Xw ◦ yref)− ξ)
6. Calcular yest =< w
⊤X >
Salidas:θ
5. Extensio´n al caso multiclase
5.1. Introduccio´n
Si bien muchas de las aplicaciones abordadas en te´rminos de reconocimiento de patrones se
restringen a situaciones biclase, muchas otras extienden sus dominios a ma´s de dos clases.
En algunas ocasiones un problema biclase puede extenderse a uno multiclase, cuando no
basta con determinar la normalidad y patolog´ıa de un grupo de datos sino tambie´n su grado
de afeccio´n. En los cap´ıtulos anteriores se describio´ la dificultad que implica obtener una eti-
queta eficiente cuando no existe un Gold-Standard y las etiquetas provienen de un conjunto
de evaluadores. Hablando ahora de un problema multiclase, el proceso de obtener un con-
junto de etiquetas confiables se hacen au´n ma´s complejo, esto debido a que la diferenciacio´n
entre las clases puede no ser trivial para el evaluador e incluso la subjetividad impl´ıcita en
el proceso se hace au´n ma´s evidente. Por lo anterior, es importante extender la metodolog´ıa
propuesta en el cap´ıtulo 4 al caso de mas de 2 clases y lograr un aporte adicional, que pueda
cuantificar el nivel de relevancia de las etiquetas otorgadas por cada etiquetador y adema´s
indicar como percibe y evalu´a los datos clase a clase.
En el presente cap´ıtulo, es una extensio´n de los me´todos tradicionales de multiclase SVM
(M-SVM), al objetivo de penalizar el etiquetado de cada evaluador. En todos los me´todos
expuestos se busca preservar la penalizacio´n entre clases y la penalizacio´n global para cada
experto. Estos me´todos pueden agruparse en tres categor´ıas ba´sicas, la primera hace uso de
combinaciones biclase, la segunda utiliza a´rboles de decisio´n y la tercera considera todas las
clases al tiempo.
En el caso multiclase cada pareja ordenada {xi, yi} para la i-e´sima muestra puede corre-
sponder con un vector de etiquetas donde yi ∈ Y = {1, 2..., g} donde g es el nu´mero total de
grupos.
5.2. Metodolog´ıas de combinacio´n biclase
A continuacio´n se presentan las metodolog´ıas para M-SVM, relacionados con combinaciones
biclase adaptadas para penalizar el desempen˜o de los evaluadores. Estas formulaciones
ba´sicamente aprovechan el planteamiento de SVM y subdividen el conjunto de datos en
subconjuntos, de cuyas combinaciones se obtiene una funcio´n o conjunto de funciones de
decisio´n.
Una Contra Todas (One-against-all)
Para esta estrategia se construyen g ∈ G modelos de SVM donde G es el nu´mero total de
clases. La clase g es comparada con las dema´s clases y asume una etiqueta positiva, las
dema´s sera´n etiquetadas de forma negativa [15]. De esta manera nuestro problema en 5-9:
min
w,ξ
fˆ(w, ξ|λ) = min
w,ξ
λ
2
||w||22 +
1
2m
m∑
i=1
(
ξi +
1
k
k∑
t=1
citθt
)2
(5-1)
s. a. ξi ≥ 1− yi < xi,w > −
1
k
k∑
t=1
citθt (5-2)
Puede generalizarse como:
min
wg,ξ
fˆ(wg, ξ|λ) = min
wg,ξ
λ
2
||wg||22 +
1
2m
m∑
i=1
(
ξi +
1
k
k∑
t=1
citθt
)2
(5-3)
s. a. ξi ≥ 1− yi < xi,w
g > −
1
k
k∑
t=1
citθt (5-4)
de esta manera se construyen g funciones de decisio´n, donde
(wg)⊤xi
.
.
.
(wG)⊤xi
El conjunto de vectores ortonormales w, nos permite establecer un nuevo conjunto de etique-
tas conforme a la distribucio´n de los datos y que constituyen el vector de etiquetas confiable
entregado por el presente me´todo. Este nuevo conjunto de etiquetas yest sera´:
yesti = argmaxg=1,...,G((w
g)⊤xi) (5-5)
Por su parte, en cada modelo que se construye se obtiene un valor de penalizacio´n, que
correspondera´ a la sensibilidad que tiene cada evaluador entre la clase g y las dema´s clases,
esto es el vector θ = C†(1 − y ◦ Xwg − ξ). As´ı tendremos la matriz Θ ∈ R(gxt) donde
cada fila corresponde a los valores de penalizacio´n para los t evaluadores, en el modelo g.
Finalmente el valor de penalizacio´n global es estimado de la siguiente forma:
ϑ =
1
G
G∑
g=1
Θtg (5-6)
De esta manera ϑ sera´ un vector de t valores que asigna un valor de penalizacio´n relacionado
con la calidad de etiquetado de cada evaluador.
(a) Original Dataset
(b) Modelo 1 (c) Modelo 2 (d) Modelo 3
Figura 5-1.: Uno respecto a todos, modelos para estrategia multiclase, ejemplo 3 clases
En la figura 9-9, puede apreciarse las configuraciones de los datos para un conjunto de datos
con 3 clases, originalmente distribuidas as´ı: • clase x1,• clase 2 y • clase 3 . Las subfiguras
5.1(b),5.1(c) y 5.1(d) muestran los modelos biclase que se utilizan para establecer la solucio´n
multiclase.
Una Contra Una (One-against-one)
La otra estrategia para resolver un problema multiclase a trave´s de SVM, por medio de
una forma combinacional biclase, utiliza modelos en los que se incluye en cada operacio´n
u´nicamente dos clases, todas las posibles combinaciones biclase sin repeticio´n son consid-
eradas, esto es κ = G(G − 1)/2 combinaciones [15]. Por ejemplo para un caso de 3 clases
G = 3 las combinaciones posibles sera´n: 1-2, 1-3, 2-3. Para este caso nuestra formulacio´n en
5-9:
min
w,ξ
fˆ(w, ξ|λ) = min
w,ξ
λ
2
||w||22 +
1
2m
m∑
i=1
(
ξi +
1
k
k∑
t=1
citθt
)2
(5-7)
s. a. ξi ≥ 1− yi < xi,w > −
1
k
k∑
t=1
citθt (5-8)
debe generalizarse de la siguiente manera:
min
wgq,ξ
fˆ(wgq, ξ|λ) = min
wgq ,ξ
λ
2
||wgq||22 +
1
2m
m∑
i=1
(
ξi +
1
k
k∑
t=1
citθt
)2
(5-9)
s. a. ξi ≥ 1− yi < xi,w
gq > −
1
k
k∑
t=1
citθt, ∀ o 6= qx (5-10)
donde g, q = 1, ..., G son las clases asociadas en cada combinacio´n. Luego, despue´s de en-
contrar los w para cada combinacio´n se evalu´a sign((wgq)⊤xi) y se asigna un voto para la
clase segu´n lo determina esta funcio´n de decisio´n. En este punto pueden definirse difer-
entes estrategias para asignar la clase a cada muestra xi, la primera estrategia asignara´ cada
muestra a la clase con ma´s votos que corresponde con la mayor´ıa simple, otra estrategia es
a trave´s de mayor´ıa absoluta, es decir la clase asignada sera´ aquella donde exista ma´s de la
mitad de los votos, una estrategia adicional es considerar la unanimidad de los votos para la
asignacio´n de la clase. En el caso en que los votos sean iguales para varias clases se asigna
la muestra a aquella clase con el ı´ndice menor.
De igual forma que en el caso anterior, para cada combinacio´n biclase es posible determi-
nar un valor de penalizacio´n, estos valores parciales indican el comparativo entre las clases
involucradas en ese modelo, es decir, θgq = C†(1 − y ◦Xwgq − ξ). El conjunto de valores
θ, puede agruparse en la matriz Θ ∈ Rκxt, una vez ma´s, es posible obtener un valor de
penalizacio´n global, este valor puede obtenerse como:
ϑ =
1
G
κ∑
g,q=1
Θtg,q, ∀ g 6= q (5-11)
(a) Original Dataset
(b) Modelo 1 Clases 1-2 (c) Modelo 2 Clases 1-3 (d) Modelo 3 Clases 2-3
Figura 5-2.: Uno respecto a uno, modelos para estrategia multiclase, ejemplo 3 clases, κ =
3(3 − 1)/2x
La figura 5-2 muestra las posibles combinaciones para un caso de 3 clases, originalmente
distribuidas as´ı: • clase 1,• clase 2 y • clase 3. Las subfiguras muestran las posibles combi-
naciones entre clases: 1-2, 1-3 y 2-3.
Me´todo A´rbol de Decisio´n
El me´todo descrito a continuacio´n es conocido como DAGSVM del ingle´s directed acyclic
graph SVM, este me´todo construye las funciones de decisio´n biclase de la misma manera que
el me´todo una-contra-una [15], sin embargo las etiquetas estimadas se obtienen mediante un
a´rbol de decisio´n. Los nodos son organizados en un tria´ngulo con el nodo ra´ız al principio, en
la segunda capa dos nodos y sucesivamente se agregan nodos de esta manera hasta la ultima
capa de hojas. Si llamamos ρ al nu´mero total de capas y κ al nu´mero total de nodos, las
Figura 5-3.: DAG
conexiones que existen entre ellos sera´n: el κ-e´simo nodo en la capa ρ < g estara´ conectado
con el κ-e´simo y el (κ+ 1)-e´simo nodo en la capa (ρ+ 1)x-e´sima.
Para evaluar en que clase reasignar una muestra x ∈ Xse comienza con el nodo ra´ız, la
funcio´n binaria es evaluada en este punto, si el valor es negativo se continu´a evaluando el
grafo en direccio´n izquierda de lo contrario, si el valor de la funcio´n es positivo el grafo se
re-evalu´a en el nodo siguiente de la derecha. Finalmente el valor asignado a la muestra x
D(X) es el valor asociado al u´ltimo nodo. La ruta seguida a lo largo del grafo se denomina
ruta de decisio´n [18]. Este proceso para re-asignar la clase se resume en la figura. 5-3.
5.3. Formulacio´n SM-SVM para ana´lisis multiclase (Todas
las clases a la vez)
En este trabajo se propone una variacio´n a la formulacio´n de SM-SVM para casos bi-clases
que corresponde a una extensio´n a casos multiclase. En el caso bi-clase se minimiza la
varianza del vector normal al plano w. En un caso multiclase el proceso de minimizacio´n
debe ser aplicado a los vectores de todos los hiperplanos de decisio´n, dado que uno ya
no ser´ıa suficiente. Entonces, cabr´ıa preguntarse cua´l es la cantidad de vectores normales
necesarios. Considere el ℓ−e´simo vector wℓ. Entonces la distancia de la muestra i al plano
ℓ esta´ dada por 〈xi,wℓ〉, de forma que se tiene dos posibilidades de decisio´n 〈xi,wℓ〉 > 0 y
su complemento 〈xi,wℓ〉 < 0. Con esto se puede inferir que en total se necesitan G planos
de separacio´n que garanticen las posibles combinaciones de cada clase con las dema´s
Extrapolando el concepto del vector de etiquetas binario y ∈ {−1, 1}m es posible escribir una
matriz binaria de asignacio´n de clases Y ∈ {−1, 1}m×G, de forma que su g-e´sima columna
y(g) en la posicio´n i es 1 si la muestra i pertenece a la clase g, y −1 en caso contrario. As´ı
entonces, la entrada ig de la matriz Y estara´ dada por:
yig =
{
1 si xi es etiquetada por t como g
−1 en caso contrario
(5-12)
donde i ∈ {1, . . . , m} y g ∈ {1, . . . , G}.
Con lo anterior, podr´ıa establecerse que el problema planteado en (4-19) puede extenderse
a:
min
wg
f(wg|λg) = min
wg
1
2
N∑
g=1
λg||wg||
2
2 +
1
2m
m∑
i=1
(
ξi +
1
k
k∑
t=1
citθt
)2
(5-13)
s. a. ξi ≥ 1−
G∑
g=1
yig
G∑
g=1
〈xi,wg〉 −
1
k
k∑
t=1
citθt
De otro modo, podemos plantear el el problema de optimizacio´n como sigue:
min
W
f(W |Λ) = min
W |Λ
1
2
tr(W⊤WΛ) +
1
2m
ξˆ⊤ξˆ (5-14)
s. a. ξˆ ≥ 1m − (XW1d ◦ Y 1G)
donde ξˆ = ξ +
1
k
Cθ.
Ahora calculando el lagrangiano del problema anterior y asumiendo el caso cr´ıtico ξˆ =
1m − (XW1d ◦ Y 1G), se tiene:
L(W , ξˆ|Λ) = fˆ(W , ξˆ|Λ) + gˆ(W , ξˆ,α) (5-15)
=
1
2
tr(W⊤WΛ) +
1
2m
ξˆ⊤ξˆ + (ξˆ − 1m + (XW ◦ Y ))⊤α (5-16)
Ahora, resolviendo las KKT condiciones


∂L
∂W
=WΛ− (X ◦ (Y 1G ⊗ 1d))
⊤α = 0→W = ((X ◦ (Y 1G ⊗ 1d))⊤α)Λ−1
∂L
∂ξ
=
1
m
ξˆ +α = 0→ ξˆ = −mα
∂L
∂α
= ξˆ − 1m − (XW ◦ Y ) = 0
(5-17)
Reemplazando W en la formulacio´n original, obtenemos la funcio´n g(α|Λ,C):
g(α|Λ,C) =
1
2
tr
[(
(X ◦ (Y 1G ⊗ 1d)α)Λ
−1)⊤((X ◦ (Y 1G ⊗ 1d)α)Λ−1
)
Λ
]
+
+
m
2
α⊤Iα+ [−mα − 1m + (X(X ◦ (Y 1G ⊗ 1d)α)) ◦ Y ]
⊤
α
Simplificando te´rminos comunes
g(α|Λ,C) =
1
2
tr
[(
(X ◦ (Y 1G ⊗ 1d)α))
⊤((X ◦ (Y 1G ⊗ 1d)α)Λ−1
)]
+
−
m
2
α⊤Iα− 1mα+ [(X(X ◦ (Y 1G ⊗ 1d)α)) ◦ Y ]
⊤
α
La anterior expresio´n puede simplificarse factorizando los te´rminos que contienen α, esto es.
g(α|Λ,C) =
1
2
α⊤ tr
[(
(X ◦ (Y 1G ⊗ 1d)))
⊤((X ◦ (Y 1G ⊗ 1d))Λ−1
)]
α+
−
m
2
α⊤Iα− 1mα+α⊤ [(X(X ◦ (Y 1G ⊗ 1d))) ◦ Y ]
⊤
α
Conforme a esta expresio´n puede sugerirse la siguiente reduccio´n.
g(α|Λ,C) =
1
2
α⊤ tr
[(
(X ◦ (Y 1G ⊗ 1d)))
⊤((X ◦ (Y 1G ⊗ 1d))Λ
−1)]︸ ︷︷ ︸
P
α+
−
m
2
α⊤Iα− 1mα+α⊤ [(X(X ◦ (Y 1G ⊗ 1d))) ◦ Y ]
⊤︸ ︷︷ ︸
D
α
Ahora
g(α|Λ,C) =
1
2
α⊤Pα−
m
2
α⊤Iα− 1mα+α⊤Dα
lo que es igual a.
g(α|Λ,C) =
1
2
α⊤
[
1
2
P +D −
m
2
I
]
α− 1mα (5-18)
La formulacio´n planteada en (5-18) puede resolverse a partir de un me´todo de programacio´n
cuadra´tica recordando la restriccio´n ξˆ = 1m − (XW1d ◦ Y 1G), que podemos reescribir en
te´rminos de la variable dual de la siguiente manera.
−mα + (X((X ◦ (Y 1G ⊗ 1d)
⊤α)Λ−1)1d ◦ Y 1G) = 1m (5-19)
Expresio´n que puede reescribirse como
Eα = 1m (5-20)
donde.
E = (X((X ◦ (Y 1G ⊗ 1d)
⊤)Λ−1)1d ◦ Y 1G) (5-21)
Conforme es resuelta la formulacio´n anterior, es necesario retomar el valor para el termino
de penalizacio´n θ, ahora por tratarse de un caso multiclase dicho te´rmino corresponde con
un valor matricial, donde se asigna un valor de penalizacio´n por clase a cada evaluador.
5.4. Algoritmo
Algorithm 2 Co´mputo del factor de penalizacio´n Multiclase
Entradas: X, Y = {y(1), ...,y(k)}, ξ
1. Estimar Yref
yig =
{
1 si xi es etiquetada por t como g
−1 en caso contrario
(5-22)
2. Construir Matriz C:
ci,j =
ne(y
(t) = yref)
m
|w⊤xi|
3. Definir la metodolog´ıa multiclase
1. Biclase:
• Uno contra todos
• Uno contra uno
• A´rbol de decisio´n
2. Todos a la vez
4. Si 1:
5. Resolver los problemas de optimizacio´n para cada modo biclase
max
α
α⊤( 1
2λ
P +D)α− 1⊤m.
s. a. Eα = 1m
6. Obtener los planos de decisio´n wg
wg = −
1
λ
(x⊤ ◦ (y⊤ ⊗ 1d))α
7. Calcular θ
θ = C†(1− (Xw ◦ Yref)− ξ)
8. Calcular yest =< w
⊤X >
Salidas:θ, Θ y ϑ
9. Si 2:
10. Resolver el problema de optimizacio´n para cada modo biclase
max
1
2
α⊤
[
1
2
P +D −
m
2
I
]
α− 1mα
s. a. Eα = 1m
11. Obtener los planos de decisio´n W
W = ((X ◦ (Y 1G ⊗ 1d))
⊤α)Λ−1
12. Calcular θ
ϑ = C†(1− (XW ◦ Yref)− ξ)
13. Calcular yest =<W
⊤X >
Salidas:ϑ
Part III.
Marco experimental
6. Bases de datos
En este trabajo se considera dos bases de datos de caracterizacio´n de biosen˜ales de audio
(seccio´n: 6.1). Tambie´n, se utilizo´ una base de datos real de dominio pu´blico con etiquetas
simuladas con el fin de ilustrar efectos y particularidades del me´todo.
6.1. Bases de datos de biosen˜ales
Las bases de datos de biosen˜ales consideradas son de voz y fonocardiograf´ıa para la de-
teccio´n de hipernasalidad y soplos card´ıacos respectivamente. Ambas bases de datos han sido
disen˜adas desde el proceso de adquisicio´n de la sen˜al, hasta el proceso de caracterizacio´n,
en el Grupo de Control y Procesamiento Digital de Sen˜ales de la Universidad Nacional de
Colombia, Sede Manizales.
Voz
La base de datos de voz utilizada en el presente trabajo, fue construida con el propo´sito
de crear herramientas para asistir el diagno´stico de hipernasalidad en nin˜os con labio y/o
paladar hendido (LPH), como soporte a la labor fonoaudiolo´gica.
El LPH, es una malformacio´n de cara´cter conge´nito que produce en la mayor´ıa de los casos,
insuficiencia velofar´ıngea, induciendo un cierre incompleto de la cavidad velofar´ıngea, pro-
ducida por un control deficiente de los mu´sculos articulatorios [17]. Normalmente esta mal-
formacio´n es asociada a diferentes tipos de patolog´ıas como son: hipernasalidad, hiponasali-
dad, paros glo´ticos, entre otros. Sin embargo, la patolog´ıa que se presenta ma´s comu´nmente
en los pacientes con LPH es la hipernasalidad. El desarrollo de sistemas de diagno´stico
asistido para la deteccio´n de hipernasalidad, es de gran importancia, pues los me´todos de
diagno´stico tradicionales, normalmente suponen me´todos invasivos que afectan la calidad
de vida del paciente. Lo anterior es consecuencia directa de la naturaleza de la patolog´ıa,
la cual implica el escape de aire de forma brusca por las estructuras nasales, provocando
baja inteligibilidad en la pronunciacio´n del paciente. Lo anterior conlleva a que el paciente
realice articulaciones compensatorias, que en muchos casos empeoran la situacio´n y degen-
eran normalemente en problemas de comunicacio´n con su entorno y en el caso de pacientes
de temprana edad cambios comportamentales y de actitud interpersonal. El problema se
extiende incluso, a los pacientes con LPH corregido, esto debido a que aun despue´s de ser
reparada la insuficiencia palatina, los mu´sculos de la regio´n velofar´ıngea, au´n no tienen las
competencias suficientes para realizar sus labores normales, esto supone la implementacio´n
de terapias de lenguaje. En general los sistemas de diagno´stico asistido de hipernasalidad
brindan entre otras posibilidades la opcio´n de monitorear el progreso del paciente, adema´s
que garantizan una evaluacio´n en un ambiente totalmente objetivo, privado necesariamente
de las subjetividades humanas, muchas veces sucitadas por limitaciones fisiolo´gicas, proble-
mas de entrenamiento o incluso omisio´n del personal fonoadio´logo.
Dicha base de datos fue elaborada en el marco de los proyectos “Acu´stica de labio y paladar
hendido en la zona centro del pa´ıs” financiado por la Universidad de Caldas y la Universidad
Nacional de Colombia, “Ana´lisis acu´stico de la voz y de posturas labiales en pacientes de 5 a
15 an˜os con labio y/o paladar hendido corregido en la zona centro del pa´ıs” y “Desarrollo de
ayudas para el diagno´stico de pacientes con Labio y/o Paladar Hendido de la Cl´ınica Noel
de Medell´ın, Colombia” financiado por la Alianza Regional en TIC Aplicadas (ARTICA),
con esfuerzos conjuntos de personal, equipos e instalaciones de las Universidades Nacional y
de Caldas, el Hospital Infantil Rafael Henao Toro, la Cl´ınica Noel y la Fundacio´n Fisulab.
Los datos obtenidos fueron grabados de la voz de pacientes con LPH y LPH corregido en
edades comprendidas entre los 5 y 15 an˜os, el protocolo fue disen˜ado por fonoaudiologos,
buscando enfatizar los casos t´ıpicos en los que los pacientes reflejan la patolog´ıa, es as´ı como
el protocolo incluye la pronunciacio´n de las vocales en forma sostenida, palabras como coco
y gato y frases como la llave de la casa y Toma´s Toca tambor. La pronunciacio´n de estas
estructuras fue realizada tratando de mantener al ma´ximo la pronunciacio´n natural de cada
paciente, esto es evitando la induccio´n de la pronunciacio´n, para ello cada nin˜o le´ıa cada
palabra del protocolo mismo y en el caso de los ma´s pequen˜os se presentaban ima´genes fa-
miliares, que promovieran el habla en forma exponta´nea, solo en unos pocos casos se realizo´
la grabacio´n de los registros bajo dictado del fonoaudio´logo, esto en los casos de los nin˜os con
baja formacio´n escolar o con mu´ltiples malformaciones, en algunos casos que involucraban
problemas con la visio´n.
Todos los registros fueron obtenidos en ambientes de ruido controlados, esto es, bajo la uti-
lizacio´n de ca´maras sono-amortiguadas, como las utilizadas tradicionalmente en los estudios
de audiometr´ıa. De hecho en el Hospital Infantil de la ciudad de Manizales, fue construida
una habitacio´n con caracter´ısticas acu´sticas o´ptimas para la grabacio´n de estos registros y
en la que co´modamente pod´ıan participar el fonoaudio´logo, el acudiente y el paciente de la
toma del registro. Paralelamente, un registro de Historia Cl´ınica con datos relacionados al
progreso del paciente fue registrado en papel.
La digitalizacio´n de los registros fue llevada a cabo por medio de una tarjeta TASCAMr,
cableado profesional de audio y un microfono omnidireccional de marca shure. El formato de
grabacio´n fue *.wav, con 16 bits de cuantizacio´n y una frecuencia de muestreo de 44.1Khz,
manteniendo el esta´ndar para la grabacio´n de sen˜ales de voz en aplicaciones me´dicas.
En el presente trabajo, es utilizada la seccio´n relacionada con las vocales, cabe destacar que
cada vocal /a/, /e/, /i/, /o/y/u/, fueron pronunciadas en dos ocasiones por cada paciente,
de manera sostenida por espacios entre 1 y 3 segundos, segu´n la capacidad de cada uno
para mantener el aire en el aparato fonatorio. Cada una de las grabaciones fue segmentada
manualmente, con el fin de mantener lo mas intacto posible las estructuras fone´ticas pronun-
ciadas por los pacientes. Cada una de las estructuras segmentadas con el contenido de las
vocales fue etiquetada por un grupo de 3 fonoaudio´logas de la fundacio´n Fisulab, esto con
el fin de garantizar la ma´xima objetividad del diagno´stico. En primera instancia el etique-
tado consistio´ en determinar cada fragmento si pertenec´ıa a la clase caso o la clase de con-
trol, adicionalmente las muestras con problemas externos (como muletillas de pronunciacio´n
mmmm), eeee, propias de cada nin˜o), o problemas de ruido ambiente (au´n en condiciones
controladas, como ruidos telefo´nicos, o conversaciones con alta intensidad), fueron excluidos
del proceso de etiquetado, conservando un total de 256 registros independientes para cada
vocal, 110 de ellos etiquetados en promedio como pacientes control y los 146 restantes como
pacientes caso, es importante destacar que al no existir un gold esta´ndar definido y concientes
de las limitaciones fisiolo´gicas de cada evaluador, no es posible tener unas etiquetas 100%
confiables, por esto, la separacio´n propuesta proviene del simple promedio de las etiquetas
de las 3 fonoaudio´logas. La separacio´n ma´s apropiada y como tal la concordancia entre los
evaluadores, es como tal objetivo del presente trabajo.
Los registros se encuentran caracterizados por medio de medidas propias del ana´lisis acu´stico
de la voz (AAV), esto es medidas de ruido como la relacio´n armo´nicos ruido HNR, medidas
acu´sticas como el jitter, shimmer y el radio de exitacio´n glo´tico-ruido (GNE), y caracter´ısticas
tiempo frecuenciales como los Coeficientes Cepstrales en Escala Mel. Dado que las longitudes
de los segmentos no tienen igual longitud, esta base de datos utiliza estad´ısticos como la
media, desviacio´n esta´ndar y varianza de los vectores dina´micos de la siguiente manera 8-1:
Tabla 6-1.: Distribucio´n de Caracter´ısticas
Caracterizacio´n Base de Datos Voz
Estad´ıstico Indice Caracter´ısticas
Media 1-17
Jitter, Shimmer, HNR, CHNR, NNE, GNE, 11MFCCDesviacio´n Esta´ndar 18-34
Varianza 35-51
De esta manera el conjunto de registros para la base de voz puede escribirse como Xvoz ∈
R
256x51
Fonocardiograf´ıa
La base de datos de Fonocardiograf´ıa fue construida con el propo´sito de crear herramien-
tas de diagno´stico asistido de soplos, orientada a la deteccio´n temprana de esta patolog´ıa
card´ıaca en ambientes de telemedicina.
Entie´ndanse normales los sonidos card´ıacos S1 y S2, relacionados el primero al comienzo de
la s´ıstole ventricular, el cierre de la va´lvula mitral, cierre de la va´lvula tricu´spide y flujo
sangu´ıneo en los grandes vasos, auditivamente puede diferenciarse el cierre de las va´lvulas
aur´ıculo-ventriculares, por su lado el segundo relacionado con el cierre de las va´lvulas sig-
moides y conformado por una componente originada por el cierre de la valvula aortica y otro
por el cierre de la va´lvula pulmonar, ambos componentes temporalmente separados.
La auscultacio´n card´ıaca, ha sido estandarizada estableciendo 4 focos tradicionales de aus-
cultacio´n, el ao´rtico, el pulmonar, el tricuspideo y el mitral, si bien estos puntos pueden
diferir segu´n la fisiolog´ıa propia del paciente, una auscultacio´n bien realizada es aquella en
la que el me´dico sintoniza los sonidos principales S1 y S2 al punto que sean claramente
audibles e identifica los per´ıodos sisto´lico-diasto´lico, que a frecuencias card´ıacas normales la
fase diasto´lica es ma´s larga que la sisto´lica. La figura 6-1, muestra la ubicacio´n aproximada
de los focos de auscultacio´n, el punto marcado como 1 corresponde con el foco mitral, el 2
con el tricusp´ıdeo, el 5 con el pulmonar y el 3 con el ao´rtico, los sen˜alados como 4 y 6 son
focos auxiliares utilizados en el proceso de sintonizacio´n del ruido.
Los soplos sera´n entonces, aquellos ruidos card´ıacos diferentes a los sonidos normales y que
se producen por diferentes razones, ya sean problemas de viscocidad en la sangre o al es-
trechamiento o dilatacio´n de un conducto, entre otros. En general, pueden agruparse las
causas de soplos en las siguientes:
• Soplos de tipo orga´nico: Estos soplos son ocasionados por lesiones en las estructuras
card´ıacas, entie´ndase por lesiones todas aquellas comunicaciones anormales entre las
estructuras naturales del corazo´n, a saber comunicaciones entre aur´ıculas y ventr´ıculos.
• Soplos de tipo funcional: Son aquellos que a pesar de existir estructuras card´ıacas nor-
malmente definidas, estas no son capaces de desempen˜ar las funciones adecuadamentes,
mas consisamente no pueden ocluir apropiadamente, esto es se cierran incompletamente
(insuficiencia), o se cierran demasiado (estenosis ). Esto produce un flujo turbulento
en las cavidades card´ıacas que se ve reflejado en el ruido card´ıaco anormal.
Figura 6-1.: focos de auscultacion
• Soplos fisiolo´gicos: Estos no pueden relacionarse directamente con problemas asociados
a la disposicio´n f´ısica card´ıaca, sino por razones ajenas al miocardio, como cambios en
la viscocidad de la sangre, aumentos en la velocidad, entre otros.
Adema´s de lo anterior, los soplos pueden distinguirse por la temporalidad en que ocurren,
de esta manera pueden distinguirse los soplos sisto´licos, los diasto´licos y los continuos, segu´n
la fase card´ıaca asociada y entendiendo los u´ltimos como aquellos que ocurren a lo largo del
ciclo card´ıaco (es decir, sisto-diasto´licos). Finalmente, los soplos pueden distinguirse por su
grado de intensidad, esta medida evidencia el grado de afeccio´n del paciente y se clasifican
desde la intensidad I hasta la VI, desde el mas leve, hasta aquel que puede identificarse con
el estetoscopio alejado del paciente. Dependiendo de la ubicacio´n del fonendoscopio, es de
esperarse que se ausculte con mayor intensidad, cuando este instrumento es aproximado a
la zona de la afeccio´n, lo que indica que para auscultar completamente a un paciente es
necesario revisar los cuatro focos de auscultacio´n.
La base de datos de fonocardiograf´ıa, fue construida en el marco del proyecto ”Servicio de
Monitoreo Remoto de Actividad Card´ıaca para el Tamizaje Cl´ınico de Paciente en la Red de
Telemedicina del Departamento de Caldas”, financiado por la convocatoria para proyectos
de investigacio´n e innovacio´n conjuntos entre los grupos de trabajo acade´mico Universidad
de Caldas - Universidad Nacional de Colombia, sede Manizales y con la colaboracio´n de la
fundacio´n Pequen˜o Corazo´n en la ciudad de Manizales.
Los registros fueron adquiridos con los pacientes que asisten a consulta cardiolo´gica en la
fundacio´n, estos pacientes asisten chequeos cardiolo´gicos desde diferentes municipios del
departamento de Caldas. La gran mayor´ıa de ellos son inspeccionados por medio de eco-
cardiograf´ıa (Examen basado en efecto doopler, que permite identificar de manera clara las
estructuras fisiolo´gicas del corazo´n, examen Gold Esta´ndar para la deteccio´n de soplos),
todos los pacientes fueron examinados medicamente y registrados en una historia cl´ınica
propia del proyecto. Para estandarizar el estudio, todos los pacientes fueron auscultados
en los cuatro focos indicados arriba, con una grabacio´n de 20segundos por foco. Los datos
fueron adquiridos con un fonendoscopio electro´nico Welch Allynry el software Meditronr,
el registro realizado v´ıa este hardware permite la adquisicio´n simulta´nea de un ecg de un
canal que sirve de referencia para identificar los ciclos sisto´licos y diasto´licos y como estruc-
tura de referencia para la segmentacio´n. Los datos son almacenados en formato *.wav a una
frecuencia de muestreo de 44.1Khz.
Una vez segmentados los ciclos card´ıacos para cada foco y cada paciente, estos son revisados
y etiquetados por personal me´dico compuesto por 3 expertos para el etiquetado de cada ciclo
card´ıaco, en este proceso las sen˜ales ruidosas, artefactadas, o con alguna deficiencia desde el
punto de vista me´dico son descartadas.
La caracterizacio´n realizada, busca mantener el costo computacional bajo, esto teniendo
en cuenta que el marco del proyecto es el aporte a telemedicina, por tal motivo se emplea
un conjunto de caracter´ısticas robustas, de fa´cil ca´lculo y que puedan implementarse en
equipos de co´mputo limitado, como los presentes en los teleconsultorios de la red. Por
tanto la caracterizacio´n sugerida es via MFCC segu´n lo expuesto en [11]. A continuacio´n se
relacionan la cantidad de ciclos card´ıacos con relacio´n al foco de auscultacio´n donde fueron
adquiridas Tabla:8-2.
Tabla 6-2.: Cantidad de ciclos card´ıacos considerados por foco de auscultacio´n
Foco de Ascultacio´n
Cantidad Ciclos cardiacos
Patolo´gicos Normales
Aortico 160 117
Pulmonar 145 132
Tricuspideo 148 122
Mitral 132 116
6.2. Base de datos Iris
Esta base de datos fue tomada del repositorio de datos para pattern recognition UCI [2]. Los
datos fueron tomados por Sir Ronald Fisher y es una base de datos ampliamente utilizada
para ejemplificar los criterios de ana´lisis discriminante. Como tal, es una base de datos que
compara diferencias morfolo´gicas entre 3 especies de flores Iris, cada clase de flores tiene
50 registros, siendo las clases Iris Setosa, Iris Versicolour y Iris Virginicay, en total fueron
tomadas 4 medidas por cada registro, siendo las caracter´ısticas utilizadas: ancho y largo del
se´palo y ancho y largo del pe´talo. Esta base de datos se caracteriza por tener dos clases
traslapadas y una tercera completamente diferenciable de las otras dos.
En principio, para el intere´s del presente trabajo se utiliza un conjunto de datos com-
puesto por dos clases, la setosa y versicolor, de esta manera tendremos el conjunto de datos
Xiris ∈ R
100. La importancia de esta base de datos en el presente trabajo radica en que las
etiquetas presentadas corresponden con la realidad de los datos ya que las fuentes de ori-
gen de los datos (especies de flor) son claramente diferenciables, por el anterior motivo son
etiquetas altamente confiables para revisar los resultados obtenidos por los me´todos prop-
uestos. Adicionalmente, por ser una base de datos multiclase con clases separables, y clases
traslapadas constituye un elemento de partida de buena calidad para los ana´lisis realizados
en el presente trabajo.
El conjunto de datos considerado para el desarrollo del presente trabajo es reducido a las
primeras dos caracter´ısticas, esto con el objeto de visualizar de forma efectiva los ana´lisis
realizados y como estrategia que facilite la comprensio´n de las discusiones.
7. Descripcio´n de experimentos caso
biclase
En este cap´ıtulo se describen los experimentos a realizar para evaluar el desempen˜o del
ana´lisis multietiqueta para el caso biclase, as´ı como los me´todos de cuantificacio´n y de-
sempen˜o y en general el esquema de comparacio´n y evaluacio´n de resultados. En la seccio´n
6, se describen las bases de datos utilizadas en el desarrollo de este ana´lisis.
7.1. Voz
Segu´n lo descrito en la seccio´n 6.1, esta base de datos esta conformada por 3 evaluadores
reales, que emitieron su concepto con relacio´n a cada una de las muestras contenidas en esta
base de datos. El experimento llevado a cabo para la disposicio´n de estos datos consiste en
probar la metodolog´ıa planteada y estimar los valores de penalizacio´n θ y las medidas de
desempen˜o no supervisadas de Fisher y Shilloute segu´n lo descrito en la seccio´n medidas
del presente cap´ıtulo. Cabe aclarar que por ser esta una base de datos real no existe un
vector de referencia que haga las veces de Ground Truth, por tal motivo carece de sentido
la estimacio´n de medidas de desempen˜o supervisadas. A partir de los resultados obtenidos
se exponen comentarios y discusiones relacionadas con el desempen˜o del me´todo.
7.2. Fonocardiograf´ıa
Al igual que la base de datos de Voz 6.1, la base de datos de Fonocardiograf´ıa 6.1 es una base
de datos real, la cual fue evaluada por un grupo de 3 expertos quienes emitieron su etiqueta
de forma independiente para cada muestra, adicionalmente se obtiene el etiquetado de una
persona con poca informacio´n en la materia, a quien se espera la metodolog´ıa pueda identi-
ficar. La metodolog´ıa implementada es probada por medio de esta base de datos con el fin de
estimar el comportamiento de los etiquetadores a trave´s de los valores de penalizacio´n θ y las
medidas de desempen˜o no supervisadas de Fisher y Shilloute segu´n lo descrito en la seccio´n
medidas del presente cap´ıtulo. De igual forma que para el caso anterior, por carecer de un
vector Ground Truth de etiquetas no es posible medir el desempen˜o de la metodolog´ıa bajo
esta base de datos a partir de medidas supervisadas. A partir de los resultados obtenidos se
realizan comentarios encaminados a discutir la ejecucio´n de la metodolog´ıa propuesta.
Adicionalmente se propone un experimento donde el conjunto de etiquetas a sido extendido,
considerando 5 nuevos evaluadores que han sido simulados otorgando etiquetas de forma
aleatoria. Este experimento tiene por objeto apreciar si evaluadores con alto error afectan
la estimacio´n realizada por el me´todo y si sus mal asignadas etiquetas pueden opacar el
trabajo realizado por los buenos panelistas. Para este experimento tambie´n son calculadas
las medidas de validacio´n.
7.3. Iris
Por contener esta base de datos un vector de etiquetas originales o Ground Truth, es posible
obtener medidas tanto supervisadas como no supervisadas para medir su desempen˜o. Los
experimentos planteados pueden diferenciarse en dos partes principales: los concernientes
con la evaluacio´n de etiquetadores y los concernientes con el desempen˜o de la metodolog´ıa
en te´rminos de su capacidad para estimar un conjunto de etiquetas confiable.
Experimentos orientados a la penalizacio´n de evaluadores
El primer conjunto de experimentos, estudia que tan preciso es el para´metro de penalizacio´n
θ para calificar la calidad de las etiquetas emitidas por los evaluadores. Para corroborar
el desempen˜o de la metodolog´ıa en estos experimentos se incluye el ca´lculo de las medi-
das supervisadas y no supervisadas descritas en 7.4. En general para estos experimentos
se construyen vectores de etiquetas simulados que representan casos hipote´ticos de evalu-
adores reales. Dichos conjuntos simulados permiten realizar una evaluacio´n puntual de las
caracter´ısticas del me´todo. Es importante destacar que la forma de asignar las etiquetas
erro´neas en todos los procesos descritos a continuacio´n es de forma aleatoria, esto implica
que cada que se construye una matriz de etiquetas simuladas la distribucio´n de error ocurre
para diferentes muestras.
La figura 7-1 muestra la distribucio´n de los datos conforme a las etiquetas originales. La
forma de construccio´n de estas etiquetas simuladas y las formas de evaluacio´n de cada ex-
perimento son discutidas a continuacio´n:
Experimento 1 Igual porcentaje de error, desbalanceado
Este experimento consiste en simular etiquetas para 5 evaluadores, con igual porcentaje de
error pero localizado en diferentes muestras de la base de datos, el te´rmino desbalanceado
hace referencia a que el porcentaje de error se encuentra concentrado en una sola clase o
con mayor peso sobre una clase. Se construyen conjuntos de etiquetas con errores simulados
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Figura 7-1.: Etiquetas Originales
del 10%, 20%, 30% y 40%. Se espera que para este experimento la metodolog´ıa sea capaz de
detectar de forma similar el error en los evaluadores.
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Figura 7-2.: Ejemplos contaminacio´n etiquetas, experimento 1
Las figuras 7.2(a), 7.2(b), 7.2(c) y 7.2(d), muestran ejemplos del tipo de error simulado para
el experimento 1.
Experimento 2 Igual porcentaje de error, balanceado En este experimento son sim-
uladas las etiquetas para 5 evaluadores, con igual porcentaje de error, el te´rmino balanceado
hace referencia a que todos los evaluadores tienen igual cantidad de etiquetas erradas en
ambas clases, pero todos difieren de la ubicacio´n de las etiquetas erradas. Se construyen
conjuntos de etiquetas con porcentajes de error simulado del 10%, 20%, 30% y 40%, para
cada uno de estos conjuntos se prueba la metodolog´ıa. Se espera que en este experimento
el valor de penalizacio´n asociado a cada evaluador sea similar y que el efecto de contaminar
ambas clases no distorcione la capacidad de penalizacio´n de la metodolog´ıa.
Las figuras 7.3(a), 7.3(b), 7.3(c) y 7.3(d), muestran ejemplos del tipo de error simulado
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Figura 7-3.: Ejemplos contaminacio´n etiquetas, experimento 2
para el experimento 1.
Experimento 3 Porcentaje de error ascendente, desbalanceado Este experimento
consiste en simular un conjunto de etiquetas donde el porcentaje de error entre evaluadores
difiere en porcentajes del 2% de manera ascendente, as´ı, se simulan en total 20 evaluadores y
se espera que la metodolog´ıa sea capaz de observar y penalizar este tipo de error ascendente
en los evaluadores.
Las figuras 7.4(b), 7.4(c), 7.4(d) y 7.4(e), muestran ejemplos del tipo de error simulado para
el experimento 1. La figura 7.4(a), muestra la matriz de etiquetas asociada en el experimento,
es importante resaltar que para este experimento existe so´lo una matriz con la que es eval-
uada la metodolog´ıa a diferencia de los experimentos anteriores donde se creaban 4 diferentes.
Experimento 4 Porcentaje de error ascendente, balanceado Este experimento con-
siste en simular un conjunto de etiquetas donde el porcentaje de error entre evaluadores
difiere en porcentajes del 2% de manera ascendente. El te´rmino balanceado implica que al
tiempo se contamina igual porcentaje de error para ambas clases. As´ı, se simulan en total
20 evaluadores y se espera que la metodolog´ıa sea capaz de capturar el comportamiento as-
cendente del error en los evaluadores, adicionalmente se espera que al ser un error agregado
de forma balanceada no se altere la operabilidad de la medida planteada y pueda penalizar
eficientemente los errores asociados a cada etiquetador.
Las figuras 7.5(b), 7.5(c), 7.5(d) y 7.5(e), muestran ejemplos del tipo de error simulado para
el experimento 1. La figura 7.5(a), muestra la matriz de etiquetas asociada en el experimento,
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Figura 7-4.: Ejemplos contaminacio´n etiquetas, experimento 3
al igual que en el caso anterior en este experimento u´nicamente se construye una matriz para
evaluar la metodolog´ıa.
Experimento 5 Porcentaje de error aleatorio Para este experimento los vectores sim-
ulados se construyen asignando error de forma aleatoria, para ello una funcio´n determina
aleatoriamente si las clases son contaminadas y de ser contaminadas dicha funcio´n decide si
se afectan ambas o so´lo una en la simulacio´n de cada evaluador. Para este experimento el
tipo de error asociado es ascendente en cambios de el 2% desde el 0% al 40% de porcentaje
de error. Se espera que la metodolog´ıa sea capaz de aproximar el comportamiento de error
simulado, esto es que detecte de forma apropiada el tipo de error inducido, ya sea balanceado,
desbalanceado y adema´s que calcule el comportamiento ascendente del error incluido.
En la 7-6 se muestra la matriz de etiquetas con la que es evaluada la metodolog´ıa en este
experimento, puede apreciarse que el tipo de error es ascendente pero que la forma en que
son afectadas las etiquetas es escogida al azar, por lo anterior existen etiquetadores sin ruido,
otros con una clase afectada y otros con ambas clases afectadas.
Experimento 6 Porcentaje de error insertado en la proximidad y lejan´ıa de la
frontera de decisio´n. Este experimento esta especialmente disen˜ado para mostrar que la
metodolog´ıa es capaz de penalizar no solamente el porcentaje de error asociado a cada evalu-
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Figura 7-5.: Ejemplos contaminacio´n etiquetas, experimento 4
ador, sino tambie´n que la penalizacio´n depende de que tan proximas o lejanas se encuentran
las muestras erradas de la frontera de decisio´n estimada por la metodolog´ıa. Mediante este
experimento puede apreciarse que, siendo igual la cantidad de muestras erradas, la penal-
izacio´n de los evaluadores difiere conforme su error esta mas cerca o lejos de la frontera de
decisio´n.
Experimentos orientados a medir la eficiencia y sensibilidad de la metodolog´ıa
Por su parte el segundo conjunto de experimentos es planteado para medir con que robustez
es capaz la metodolog´ıa propuesta de estimar un conjunto de etiquetas confiable a partir de
un conjunto previo de multietiquetas. En general se utilizan medidas de origen supervisado
y no supervisado que ayudan a comprender la capacidad de desempen˜o. Los experimentos
aqu´ı planteados son repetidos iterativamente con el fin de estimar valores promedio y de
desviacio´n esta´ndar que permitan discutir acerca de la robustez del me´todo.
Experimento 1 Este experimento busca medir el grado de robustez de la metodolog´ıa
aqu´ı presentada. Consiste en simular evaluadores con un porcentaje de error ascendente
que var´ıa entre el 0 y el 40%, en incrementos del 5%. El grado de error presenta varias
alternativas en el sentido de la clase o clases afectadas con el error, una alternativa consiste
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Figura 7-6.: Ejemplos contaminacio´n etiquetas, experimento 5
en contaminar las clases una a la vez y otra alternativa es contaminar ambas al tiempo. Una
vez se optimiza el problema planteado se obtiene el vector ortonormalw que permite calcular
los valores de penalizacio´n θ y obtener los valores estimados, es decir los valores yest de las
etiquetas. Para poder probar la robustez del me´todo el experimento se repite un total de 50
veces para cada conjunto de etiquetas con igual porcentaje de error, esto permite calcular
valores promedio y de desviacio´n esta´ndar. Adema´s se repite el experimento construyendo
conjuntos de etiquetas simuladas para 3, 5 y 7 evaluadores, esta variacio´n permite establecer
si la cantidad de evaluadores es un para´metro importante en cuanto a la estimacio´n de las
variables medidas.
7.4. Medidas
Adema´s de las medidas tenidas en cuenta para valorar el desempen˜o de los expertos, (esto es
el valor de penalizacio´n por clase θ y el valor de penalizacio´n global ϑ), son tenidas en cuenta
medidas de desempen˜o tanto supervisadas como no supervisadas. Por parte de las medidas
supervisadas son consideradas la sensibilidad Se y especificidad ES parciales entre las clases
y el acierto global, estas tomadas a partir de la matriz de confusio´n. Por su lado, las medi-
das no supervisadas que se consideran son el criterio de Fisher y el criterio Shillouette, estas
medidas aportan una idea de que tan compactos son los grupos creados y permiten evaluar
si el etiquetado de cada evaluador forma grupos homoge´neos. A continuacio´n se presentan
las formas de ca´lculo de estas medidas.
Matriz de confusio´n
Para el caso biclase podemos definir dos tipos de elementos importantes la clase de intere´s
(CI ) y la clase de control (CC ). Para el caso de la base de datos de hipernasalidad el caso
patolo´gico corresponde con las muestras que resultan hipernasales en la evaluacio´n siendo
estas la clase de intere´s, por su parte en la base de datos de fonocardiograf´ıa las muestras
que corresponden con soplos card´ıacos sera´n consideradas pertenecientes a la clase de intere´s
– Verdaderos Positivos (VP ), el nu´mero de muestras de la clase CI clasificados correcta-
mente.
– Verdaderos negativos (VN), el nu´mero de datos de la clase CC, correctamente clasifi-
cados.
– Falsos positivos (FP ), el nu´mero de datos de la clase CC clasificados como CI.
– Falsos negativos (FN), el nu´mero de muestras de la clase CI clasificados como CC.
Sensibilidad
La sensibilidad nos permite conocer el porcentaje de elemento de la clase de intere´s CI que
son correctamente clasificadas en relacio´n al total de muestras mal clasificadas para la clase
de control CC, el ca´lculo de dicho valor se obtiene de la siguiente manera:
Se =
VP
VP + FN
Especificidad
La especificidad puede entenderse como el porcentaje de elementos de la clase control CC
que son correctamente clasificados en relacio´n al total de muestras mal clasificadas para la
clase de intere´s CI, el ca´lculo de dicho valor se obtiene de la siguiente manera:
Sp =
VN
VN + FP
(7-1)
(7-2)
Acierto
El acierto se entiende como el porcentaje de muestras bien clasificadas para ambas clases en
relacio´n al total de muestras consideradas, este valor puede calcularse as´ı: [13]:
A =
VN + VP
VN + FP + VP + FN
(7-3)
Criterio de Fisher , J
Esta medida valora de que manera cada muestra es agrupada considerando para ello la
distancia Euclidiana. Este valor es calculado de la siguiente forma:
J =
(
tr
G∑
g=1
(
xg −X
)⊤ (
xg −X
))
(
tr
G∑
g=1
Sg
) , , J ∈ R+ (7-4)
donde xg es la media del g-e´simo grupo, X es la media de todos los datos X ∈ R
N×d, y Sg
es la matriz de covarianza asociada al grupo g.
Silhouette, S
Silhouette [26] mide que tan compactos son los grupos formados por las etiquetas de cada
evaluador a trave´s del radio de variacio´n entre clases, dicha medida es estimada como:
S =
1
N
N∑
i=1
min
big
{bi − ai}
sup
∀i
{ai,min{bi}}
, εs ∈ [−1, 1] (7-5)
donde ai es la distancia promedio entre la i-e´sima muestra y los otros puntos al interior de la
clase g, vector bi = [b
i
1, . . . , b
i
G] almacena todos los valores b
i
g, que son la distancia promedio
entre la i-e´sima muestra y los dema´s puntos de la clase g.
7.5. Diagrama resumen de experimentos
Figura 7-7.: Diagrama de flujo experimentos caso multiclase
8. Resultados Caso Biclase
En el presente cap´ıtulo se muestran los resultados obtenidos conforme las metodolog´ıas
descritas en 4 y segu´n la descripcio´n de experimentos del cap´ıtulo 7 donde se describen los
procedimientos para el caso biclase.
8.1. Base de datos Voz
La figura 8-1 muestra el rendimiento de la metodolog´ıa probado sobre la base de datos de
voz. Puede notarse que las clases no son linealmente separables, sin embargo el plano de
separacio´n estimado por la metodolog´ıa proporciona una buena separacio´n. La figura 8.1(d)
muestra el comportamiento del para´metro de penalizacio´n θ, los valores J y S. El conjunto
de etiquetas entregado por los evaluadores puede observarse en 8.1(b).
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Figura 8-1.: Resultados obtenidos para la base de datos de Voz
La figura 8-2 exhibe los diagramas de dispersio´n para los evaluadores contrastando las dos
caracter´ısticas donde se aprecia separabilidad entre clases. Puede apreciarse que los eval-
uadores penalizados fuertemente corresponden con aquellos que propusieron unas etiquetas
lejanas al plano de decisio´n estimado, al contrario de lo que ocurre con el evaluador 2 quien es
el mas cercano a la distribucio´n estimada por la metodolog´ıa, esto significa que este evaluador
asigno las etiquetas conservando una distribucio´n homoge´nea de los datos.
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Figura 8-2.: Diagramas de dispersio´n evaluadores base de datos de Voz
8.2. Base de datos Fonocardiograf´ıa
La figura 8-3 muestra los valores para la variable de penalizacio´n y las medidas no super-
visadas de validacio´n sobre la base de datos de fonocardiograf´ıa. Debe recordarse que 3
evaluadores de esta base de datos tienen experticia en el etiquetado de este tipo de sen˜ales
y un cuarto evaluador es una persona ajena al campo me´dico y que a recibido indicaciones
ba´sicas de la forma de etiquetado. En efecto el comportamiento de estos etiquetadores puede
evidenciarse en la figura 8.6(c), donde las primeras 3 barras coinciden con los evaluadores
expertos mientras que la cuarta corresponde al evaluador sin experticia. Esta figura en par-
ticular permite evidenciar que los expertos son capaces de etiquetar efectivamente los datos
de esta base de datos y como es de esperarse el valor de penalizacio´n asignado al cuarto
panelista es mayor, valor que indica que las etiquetas otorgadas por esta persona no corre-
sponden con la realidad de los datos. Por su parte las medidas de validacio´n JyS corroboran
los resultados al mostrar un indicador de que tan compactos son los grupos formados por
las etiquetas de cada evaluador, en efecto los valores para el u´ltimo evaluador son mı´nimos
indicando la escasa o nula agrupabilidad de las muestras conforme el etiquetado de este
panelista.
0.5 1 1.5 2 2.5 3 3.5 4 4.5
50
100
150
200
250
300
350
400
Matriz coeficientes
(a) Matriz de coeficientes
0.5 1 1.5 2 2.5 3 3.5 4 4.5
50
100
150
200
250
300
350
400
Matriz etiquetas simuladas
(b) Matriz etiquetas evalu-
adores
1 2 3 40
0.2
0.4
0.6
0.8
1
 
 
Valor penalizacio´n θ
θ
(c) Valores para θ
1 2 3 40
0.2
0.4
0.6
0.8
1
 
 
S
J
Medidas de validacio´n
θ
(d) Valores θ Fisher y Shoill-
outte
Figura 8-3.: Resultados para la base de datos de Fonocardiograf´ıa
La figura 8-4 exhibe los diagramas de dispersio´n para los evaluadores contrastando las dos
caracter´ısticas donde se aprecia mayor separabilidad entre clases. Si bien el conjunto de datos
no es linealmente separable, la frontera de decisio´n obtenida por el me´todo se ajusta tanto
a la distribucio´n natural de los datos como a las etiquetas sugeridas por los mejores evalu-
adores. De conformidad con lo anterior es posible encontrar la concordancia con los valores
de penalizacio´n asignados por la metodolog´ıa, se evidencia que los evaluadores con experien-
cia me´dica asignan etiquetas que en te´rminos generales conforman grupos homoge´neos, por
su parte el evaluador inexperto distribuye sus etiquetas a lo largo de todas las muestras.
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Figura 8-4.: Diagramas de dispersio´n obtenidos para la base de datos de Fonocardiograf´ıa
La figura 8-5 muestra el conjunto de etiquetas estimado segu´n para esta base de datos,
cabe aclarar que algunos datos se ven ubicados a lados diferentes de la frontera de decisio´n,
pero esto es consecuencia de la proyeccio´n que se muestra donde so´lo se incluyen dos de las
caracter´ısticas presentes en la base de datos. Sin embargo puede apreciarse que el nuevo
conjunto de etiquetas se comporta conforme a la distribucio´n de los datos y adopta la mejor
informacio´n prove´ıda por los evaluadores.
−5 0 5−4
−2
0
2
4
Caracter´ıstica 1
C
a
ra
ct
er´
ıs
ti
ca
2
y5
Figura 8-5.: Etiquetas estimadas base de datos Fonocardiograf´ıa
La figura 8-6 corresponde con los resultados en el caso de incluir a 5 evaluadores simu-
lados con etiquetado aleatorio, se aprecia que los evaluadores incorrectos tienen una leve
afectacio´n sobre los buenos panelistas, esto se aprecia en el hecho que los buenos evaluadores
son penalizados ma´s fuerte que cuando no eran considerados los malos etiquetadores. Sin
embargo la metodolog´ıa ajusta las etiquetas de conformidad con la distribucio´n natural de
los datos, por ello incluso cuando existe una cantidad de evaluadores malos incluso supe-
rior a la cantidad de buenos evaluadores, la metodolog´ıa es capaz de sopesar los errores y
estimar adecuadamente el plano de separacio´n, lo anterior garantiza que la penalizacio´n es
robusta a la presencia de panelistas sin experticia, o que asignen de forma malintencionada
sus etiquetas. Nuevamente los valores de validacio´n demuestran la falta de homogenidad en
las etiquetas de los evaluadores simulados.
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Figura 8-6.: Resultados para la base de datos de Fonocardiograf´ıa
La figura 8-7 muestra los diagramas de dispersio´n se aprecia que los evaluadores simulados
tienen muy alta dispersio´n en sus etiquetas y la baja homogenidad que existe en los grupos
conformados segu´n su evaluacio´n
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Figura 8-7.: Diagramas de dispersio´n obtenidos para la base de datos de Fonocardiograf´ıa
Por su parte la figura 8-8 muestra el conjunto de etiquetas estimado para este conjunto de
evaluadores, en comparacio´n con la figure 8-5, las etiquetas estimadas se mantienen bien
calculadas incluso al introducir panelistas errados.
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Figura 8-8.: Etiquetas estimadas incluyendo evaluadores con alto porcentaje de error
Puede concluirse mediante el anterior experimento que en el caso de desconocer la calidad
de etiquetado de los evaluadores, se puede esperar que la metodolog´ıa arroje resultados
confiables, toda vez que es capaz de soportar grandes errores de informacio´n errada.
8.3. Base de datos Iris
La base de datos Iris fue utilizada con el propo´sito de simular diferentes situaciones hipote´ticas
como las descritas en el cap´ıtulo 7, ba´sicamente se simularon diferentes evaluadores bajo
condiciones controladas de error, que permiten inferir el comportamiento que la metodolog´ıa
tendr´ıa en condiciones reales. Estos experimentos incluyen entre otros, casos en los que el
nivel de ruido introducido a las etiquetas de los mu´ltiples panelistas es abundante y fueron
planteados para estimar si la metodolog´ıa es capaz de soslayar este tipo de inconvenientes.
Es de recordar que la metodolog´ıa propuesta aprovecha la mejor informacio´n contenida en
las etiquetas prove´ıdas por todos los expertos, por tal motivo se hace robusta a condiciones
de ruido cr´ıticas en las etiquetas. La forma en que fueron planteados los experimento sugiere
un aumento de complejidad de experimento a experimento, por ejemplo, se propone casos
en los que existe contaminacio´n simulada exclusivamente en una clase (denominado desbal-
anceado) y casos en los que el error es incluido en igual porcentaje para ambas clases. En
consideracio´n de lo anterior, se procede con la presentacio´n de los resultados obtenidos para
el caso multiclase, segu´n la estructura presentada en el cap´ıtulo anterior.
Experimentos orientados a la penalizacio´n de evaluadores
Los experimentos realizados con la pretensio´n de medir el desempen˜o de los evaluadores,
tienen por objeto describir si la metodolog´ıa es capaz de seguir el error simulado. Por tanto
la forma de presentacio´n de estos resultados consiste en mostrar la medida de penalizacio´n
propuesta y las medidas que permiten validar ese resultado, en concreto se presentan los
valores para θ, el criterio de Fisher y el criterio Shilloute.
Es importante aclarar que ambos criterios de validacio´n a mayor valor encontrado expresan
una mejor condicio´n de los datos, mientras que la medida propuesta otorga un valor de
penalizacio´n grande conforme existe ma´s error. Los resultados para este primer conjunto
de experimentos son presentados a manera de figura y puede establecerse la relacio´n gra´fica
entre las variables medidas y el comportamiento de los datos. Para simplificar la forma de
presentacio´n de los resultados las gra´ficas de dispersio´n no son mostradas en este apartado
pero se incluyen en el apartado de anexos.
Experimento 1 Igual porcentaje de error, desbalanceado
Caso de 10% de error simulado
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Figura 8-9.: Experimento1, Resultados para el caso de 10% de error inducido
En las figuras C.11(a), C.11(b), C.11(c) y C.11(d) se presenta el caso en el que todos los
evaluadores tienen un porcentaje de error igual, sin embargo la distribucio´n de los errores
ocurre a lo largo de todas las muestras, puede verse claramente que el valor de penalizacio´n
asignado a cada etiquetador es similar, los decimales en que difiere son a razo´n de la distancia
que existe entre las muestras y la frontera de decisio´n, dado que cada evaluador tiene error en
muestras diferentes la penalizacio´n de cada es diferente, puesto que los errores de cada uno
dependen de esta distancia. En cuanto a las variables de validacio´n se observa que tienen
un comportamiento similar al obtenido mediante la medida propuesta, se hace evidente la
aclaracio´n hecha al comienzo de esta seccio´n en cuanto al comportamiento inverso de estas
medidas, toda vez que las de validacio´n premian la homogeneidad de los grupos, a la vez
que la medida de penalizacio´n castiga con mayor peso los errores ma´s grandes. Podemos
entonces decir que en el caso en que los evaluadores tengan porcentajes de error similares
incluso en el caso de que estos errores no afecten las mismas muestras la metodolog´ıa es
capaz de estimar la cantidad de error inducido. Este resultado sugiere que el evaluador que
tiene una mejor descripcio´n de los datos es el evaluador 4, ya que es quien menor valor de
penalizacio´n tiene. Es importante advertir que los datos en las gra´ficas fueron normalizados
para facilitar su visualizacio´n.
Caso de 20% de error simulado En las figuras 8.10(a), 8.10(b), 8.10(c) y 8.10(d) son
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Figura 8-10.: Experimento1, porcentaje de error simulado del 20%
presentados los resultados concernientes al caso en el que cada evaluador tiene un error sim-
ulado del 20%. Para ese caso el error es mayor, pero la metodolog´ıa es capaz de estimar
de forma adecuada la frontera de decisio´n, al igual que los valores de penalizacio´n, aqu´ı se
aprecia que todos los evaluadores son penalizados con valores pro´ximos, lo que indica que el
porcentaje de error es cercano y presentan diferencias debidas a la localizacio´n en el espacio
de caracter´ısticas de los errores, nuevamente se recuerda que a medida que el error esta´ mas
lejos de la frontera de decisio´n mayor sera´ el valor de penalizacio´n debido a el.
Debido a la dispersio´n que existe en la clase 2, este experimento fue repetido contaminando
la segunda clase. Como era de esperarse la penalizacio´n ya no evidencia la existencia de
un porcentaje de error similar, esto se debe a que los datos para esta clase se encuentran
menos concentrados que para la otra clase. Dicha dispersio´n ocasiona que cualquier error en
esta clase sea fuertemente penalizado, toda vez que muchas de las muestras se encuentran
distantes de la frontera de decisio´n.
Caso de 30% de error simulado Para el caso en el que el error simulado en los etiqueta-
dores es del 30% las figuras correspondientes son 8.12(a), 8.12(b), 8.12(c) y 8.12(d). A este
nivel de error, au´n es posible distinguir varios evaluadores con una penalizacio´n similar, sin
embargo las estimacio´n se hace ma´s dif´ıcil pues al aumentar el porcentaje de error, aumenta
la dispersio´n asociada a dicho error y por ende habra´ una penalizacio´n mayor para aquellos
evaluadores cuyos errores este´n menos compactos. Dicho comportamiento tambie´n se evi-
dencia en las medidas de validacio´n de Fisher y Shilloute, estos valores tienden a ser ma´ximos
u´nicamente cuando el error esta´ distribuido de forma compacta, con baja dispersio´n y por
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Figura 8-11.: Error simulado en la clase con mayor dispersio´n
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Figura 8-12.: Experimento1, Resultados para el caso de 10% de error inducido
ende en menor medida penalizado por el criterio expuesto en el presente trabajo, en otro
caso estos valores de validacio´n tienden a hacerse menores.
Caso de 40% de error simulado
En este caso el porcentaje de error contemplado es demasiado grande, esto facilita la dis-
persio´n del error, en este experimento se observa que el evaluador 4 tiene una dispersio´n
menor seguido por el evaluador 2, los otros por tener las muestras etiquetadas erro´neamente
distribuidas mas ampliamente en el espacio de caracter´ısticas tienen una penalizacio´n mayor.
En este experimento es valioso apreciar que las medidas de Fisher y Shilloute no son capaces
de apreciar el comportamiento con relacio´n a la frontera de decisio´n estimada, esto se eviden-
cia en especial medida en el caso del evaluador 1, donde estos valores son altos y coinciden
con el valor de θ, en las figuras de dispersio´n se puede apreciar que justamente en este pan-
elista las muestras erradas de la primera clase se confunden con las de la segunda, dado que
estas medidas de validacio´n, cuantifican que tan compactos son los grupos, justo en este caso
ocurre que las muestras mal etiquetadas para la clase 1 forman un grupo compacto con la
clase 2. Esto muestra un desempen˜o superior de la variable θ y se debe precisamente a que
esta medida se calcula en referencia al plano de decisio´n que es construido aprovechando la
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Figura 8-13.: Figuras para un error simulado del 40%
mejor informacio´n aportada por todos los evaluadores asociados. Las figuras de las medidas
para este caso del experimento 1 son: 8.13(a), 8.13(b), 8.13(c) y 8.13(d). Las figuras rela-
cionadas con los diagramas de dispersio´n por tratarse de un caso especial son presentadas a
continuacio´n. Dichas figuras corresponden con: 8.14(a), 8.14(b), 8.14(c), 8.14(d) y 8.14(e).
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Figura 8-14.: Diagramas de dispersio´n evaluadores con error simulado del 40%
A partir de los resultados para el experimento 1 puede deducirse que la metodolog´ıa es
capaz de penalizar correctamente los errores de etiquetado cometidos por los evaluadores,
tanto en relacio´n a la proporcio´n de error cometido, como a la distribucio´n de este error
en el espacio de caracter´ısticas. Es evidente que una dispersio´n alta del error implica una
distribucio´n compleja de los datos, si se piensa que un evaluador pueda cometer un error de
este tipo en una base de datos real, es posible pensar que dicho evaluador no es capaz de
diferenciar efectivamente las clases, en particular con lo que concierne a este experimento
dicho evaluador tiene alta afinidad con una de las clases, mientras que la otra no logra
distinguirla. Un caso como este, indicar´ıa que dicho evaluador introduce mucho error en
las etiquetas y es preciso mejorar su entrenamiento o pensar en no considerarlo, pues no
contribuye en la estimacio´n de etiquetas adecuadas. La presente metodolog´ıa es por tanto
capaz de diferenciar eficientemente la calidad de las etiquetas otorgadas por el conjunto de
panelistas conforme la dispersio´n de los datos y la proporcio´n de error de cada uno.
Experimento 2 Igual porcentaje de error, balanceado
Caso de 10% de error simulado
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Figura 8-15.: Ambas clases con igual porcentaje de error del 10%
A un nivel de porcentaje de error del 10%, la metodolog´ıa es capaz de distinguir la proporcio´n
de error igual para todos los evaluadores, esto puede evidenciarse en las figuras: 8.15(a),
8.15(b), 8.15(c) y 8.15(d). Con este nivel de error la dispersio´n de los datos es baja, por
tanto la penalizacio´n es estimada con facilidad y en general se aprecia que a mayor valor de
penalizacio´n, las variables de validacio´n tratan de ser menores. Nuevamente se aprecia que
la metodolog´ıa es capaz de compensar los errores individuales con la informacio´n global. En
te´rminos generales aquel evaluador que ma´s se parezca a la distribucio´n de clases asignada
por la frontera de decisio´n tendra´ una penalizacio´n menor ya que puede considerarse un
buen evaluador, en las figuras presentadas este comportamiento coincide con el evaluador 4
seguido por el evaluador 2.
Caso de 20% de error simulado
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Figura 8-16.: Figuras para error simulado del 20% en ambas clases
Con un nivel de error simulado del 20% es posible identificar la similitud en la cantidad
de error introducido, esto se hace evidente en la figura 8.18(c), aqu´ı en general todos los
evaluadores son penalizados de igual forma, esto indica la presencia de errores de etiquetado,
pero la proximidad entre los valores sugiere una proporcio´n similar para todos. Es valioso
apreciar el comportamiento del evaluador 2, quien esta penalizado en mayor proporcio´n, este
comportamiento puede atribuirse claramente a que el error justo en este evaluador produce
una dispersio´n mayor de los datos.
Caso de 30% de error simulado
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Figura 8-17.: Resultados experimento 2, porcentaje de error de 30%
En este caso la metodolog´ıa exhibe, un nivel de calidad uniforme, es decir la metodolog´ıa es
capaz de apreciar que los evaluadores tiene porcentajes de error similares, sin embargo esta
cantidad de error para ambas clases dificulta la estimacio´n, ya que no existen una clase de
referencia que permita una estimacio´n correcta de la frontera de decisio´n. Errores de este
nivel y asociados a todos los posibles evaluadores se espera no existan en condiciones reales,
ya que errores de este tipo implican muy poco entrenamiento en los evaluadores. Para poder
distinguir este tipo de circunstancias debe asistirse la interprestacio´n de los resultados con el
ca´lculo de sensibilidades parciales para cada evaluador con relacio´n a las etiquetas estimadas,
si estos valores son pobres, debe considerarse un re-etiquetado de las muestras, pues indica
grandes falencias en el criterio de evaluacio´n.
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Figura 8-18.: Valores estimados para un error simulado del 40% experimento2
Aunado al ana´lisis anterior y a partir de los diagramas de dispersio´n 8.19(a), 8.19(b), 8.19(c),
8.19(d) y 8.19(e), podemos identificar que un porcentaje de error superior al 30% es similar a
una asignacio´n aleatoria de las etiquetas, en este caso no existe una clase definida y por tanto
son ausentes los grupos compactos. A pesar de que la metodolog´ıa es capaz de aproximar la
frontera de decisio´n, la medida del desempen˜o de los evaluadores se hace compleja toda vez
que la dispersio´n de los datos es demasiado grande, e incluso puede representar una realidad
diferente a la esperada. Para ello, igual que en el ana´lisis anterior, se propone analizar en
conjunto la medida de penalizacio´n con las sensibilidades parciales, esto indica claramente
si existe ambigu¨edad en la medida, o coincide con la realidad, lo anterior puede hacerse
como complemento aprovechando que incluso para niveles altos de ruido en las etiquetas,
la metodolog´ıa au´n es capaz de aproximar el ca´lculo de la frontera de decisio´n. La segunda
parte de los experimentos planteados, concierne en particular, a la cantidad de ruido que
puede soportar la metodolog´ıa y adema´s analiza si la cantidad de evaluadores contribuye o
no con la estimacio´n tanto de los valores de penalizacio´n como de el plano de separacio´n
asociado a la distribucio´n de los datos.
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Figura 8-19.: Diagramas de dispersio´n evaluadores con error simulado del 40%
Experimento 3 Porcentaje de error ascendente, desbalanceado
Las figuras 8.20(a), 8.20(b) y 8.20(c) esta´n consignados los resultados para el experimento
3. Aqu´ı puede apreciarse que la metodolog´ıa es capaz de estimar el comportamiento ascen-
dente del error inducido. A pesar que en este conjunto de etiquetas existen evaluadores con
porcentajes de error asociado muy grandes, la metodolog´ıa logra compensarlos a partir de
la informacio´n de los dema´s, adema´s es capaz de penalizar efectivamente a todos los eval-
uadores. Si bien el valor de θ no crece en igual proporcio´n entre los evaluadores, es decir
a igual proporcio´n de la misma forma en que lo hace el error inducido, no se puede olvidar
que la penalizacio´n no so´lo esta´ ponderada por el porcentaje de error, sino tambie´n por la
gravedad del error, as´ı por ejemplo en este experimento evaluadores como el octavo, 11 y
16, tienen penalizaciones mas fuertes que los evaluadores vecinos de los cuales se sabe que
tienen un porcentaje de error superior, esto se atribuye a que los evaluadores fuertemente
penalizados cometen errores en muestras mas alejadas del plano de separacio´n que sus veci-
nos. La figura 8.20(d), es bastante disiente pues compara el comportamiento de θ, con las
variables de validacio´n consideradas, se evidencia que una fuerte penalizacio´n esta asociada
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Figura 8-20.: Experimento 3, error simulado ascendente desbalanceado
a grupos no uniformes, no compactos y por ende a una elevada dispersio´n.
Suponiendo que esta situacio´n ocurriera en datos reales, podemos decir que toda vez que se
garantice una proporcio´n media de evaluadores correctamente entrenados entre la totalidad
de los panelistas, la metodolog´ıa es capaz de sobreponerse a los errores, estimar correc-
tamente la frontera de separacio´n y penalizar correctamente los evaluadores. Lo anterior
permite entonces identificar en aquellos evaluadores de los cuales se dude de su calidad los
que ma´s ruido introducen al sistema, pudiendo con ello tomar decisiones correctivas.
Los diagramas de dispersio´n correspondientes por ser en total 20, se adjuntan al anexo C
Experimento 4 Porcentaje de error ascendente, balanceado
Para el caso de el experimento 4 cuyos resultados esta´n consignados en las figuras 8.21(a),
8.21(b), 8.21(c) y 8.21(d), tenemos nuevamente un desempen˜o eficiente de la metodolog´ıa,
que a pesar de estar contaminadas las dos clases es capaz de estimar adecuadamente los
errores simulados. Tambie´n se evidencia el efecto de penalizar la distancia a la frontera o
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Figura 8-21.: Experimento 4, error simulado ascendente balanceado
gravedad del error. Las medidas de validacio´n, tambie´n se comportan acorde a lo medido
por la variable propuesta, indicando una vez ma´s que la penalizacio´n esta relacionada con
la dispersio´n de los datos, pero que adema´s sobrepasa las otras medidas en el sentido que
esta facultada para incluir la informacio´n relacionada al plano de decisio´n. Nuevamente los
diagramas de dispersio´n son en total 20, por tal motivo se adjuntan al anexo C
Experimento 5 Porcentaje de error aleatorio. Este experimento es demasiado disiente
toda vez que presenta entre otras cosas, evaluadores con error en ambas clases, en so´lo una
clase e incluso algunos evaluadores pueden no incluir error, como es el caso del conjunto
evaluado y que puede apreciarse en la figura 8.22(b), donde existen 4 evaluadores sin error,
10 con error en una sola clase y los dema´s presentan error en ambas clases.
Como puede apreciarse en las figuras 8.22(c) y 8.22(d) la metodolog´ıa penaliza adecuada-
mente a cada uno de los evaluadores simulados. Aquellos que no tienen ruido tienen una
penalizacio´n de 0, dicho valor coincide con el caso ideal, es decir el caso en el que todas las
etiquetas del evaluador coinciden con la frontera estimada. Aqu´ı se evidencia en forma clara
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Figura 8-22.: Experimento 4, error simulado ascendente balanceado
que siempre que el conjunto de evaluadores tenga personal capacitado, la metodolog´ıa es
capaz de compensar los errores que existan aprovechando la informacio´n de mejores carac-
ter´ısticas. Tambie´n es importante destacar mediante este experimento que los evaluadores
que tienen errores asociados a ambas clases tienen una penalizacio´n mayor, en este exper-
imento en concreto dado que la penalizacio´n es el mismo porcentaje para ambas clases, el
valor de θ se duplica con relacio´n al que deber´ıa ser si so´lo estuviese contaminada una clase.
Las variables de validacio´n concuerdan con el criterio de θ y demuestran que la medida
propuesta es capaz de estimar la realidad de las etiquetas, en otras palabras la calidad de
los evaluadores.
Experimento 5 Porcentaje de error insertado en la proximidad y lejan´ıa de la
frontera de decisio´n. El conjunto de etiquetas simulado para este experimento consta de
dos evaluadores que se asumen sin error, que hacen las veces de personal bien entrenado y
se incluyen dos evaluadores adicionales uno que posee etiquetas erradas en las proximidades
de la frontera de decisio´n y otro que tiene las etiquetas erradas en los puntos mas lejanos
del plano de separacio´n. Los resultados obtenidos pueden apreciarse en las figuras 8.23(a),
8.23(b), 8.3 y 8.23(d)
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Figura 8-23.: Error inducido cerca y lejos del plano de decisio´n
Las figuras 8.24(a) y 8.24(b) muestran los diagramas de dispersio´n asociados a los evaluadores
simulados, claramente se aprecia que uno de ellos tiene el error en las cercan´ıas del plano de
decisio´n y otro lejos de esta frontera.
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Figura 8-24.: Diagramas de dispersio´n evaluadores con error cerca y lejos del plano
Puede observarse en la figura , como la metodolog´ıa propuesta penaliza con mayor fuerza
los errores cometidos lejos de la frontera de decisio´n, esto se evidencia en el evaluador 3,
quien tiene el peso mayor de penalizacio´n, este resultado concuerda con la distribucio´n de
los datos en el espacio de caracter´ısticas. Este resultado es importante pues determina que
no es lo mismo equivocarse cerca de la frontera que lejos de ella. En te´rminos de bases de
datos reales, es necesario reconocer que los puntos cercanos a la frontera son aquellos mas
susceptibles a ser mal etiquetados, esto resulta natural toda vez que justo en esta zona se
hospedan los datos que siendo de clases diferentes tienen cierta similitud, por lo anterior
aquellos errores cercanos a la frontera no deben ser duramente penalizados, por el contrario
aquellos que esta´n retirados, se supone son totalmente diferenciables entre clases, por ende
un error de este tipo debe castigarse notoriamente. Cabe aclarar que la cantidad de muestras
erradas para ambos evaluadores coincide con la mitad, es decir, para ambos expertos el error
inducido coincide con 50 muestras, en un caso las mas cercanas y en el otro las mas lejanas
al plano de separacio´n.
Experimentos orientados a medir la eficiencia y sensibilidad de la metodolog´ıa
La figura 8.25(b) presenta las etiquetas originales, las etiquetas asignadas a la base de datos
para cada clase, la figura 8.25(c) muestra el vector de referencia para un porcentaje de error
del 20%, En esta figura se hace evidente que ambas clases se encuentran contaminadas. La
figura 8.25(d) corresponde a las etiquetas estimadas por la metodolog´ıa, es posible obser-
var la similitud entre las etiquetas originales y las estimadas, lo anterior demuestra que la
metodolog´ıa es capas de estimar los vectores originales au´n partiendo de un conjunto de
etiquetas ruidosas.
Por otra parte la figura 8.25(a) corresponde con el acierto calculado, se nota en esta gra´fica
que el rendimiento se mantiene en un valor adecuado hasta la iteracio´n que corresponde con
los conjuntos de etiquetas en los que se introdujo un porcentaje de error del 35%. Esto es un
hallazgo que demuestra la eficiencia de la metodolog´ıa incluso en alta presencia de etiquetas
equivocadas es posible estimar un conjunto de etiquetas confiable. Para un valor de error
simulado mayor al 35% la desviacio´n esta´ndar relacionada al acierto empieza a crecer, al
punto que para un error simulado superior al 40% la cantidad de ruido se hace intolerable y
es un indicador claro de la inexperiencia del evaluador. La figura 8.25(d) tambie´n muestra
que existen dos muestras que son dif´ıciles de estimar, dichas muestras coinciden con datos
cercanos a la frontera de decisio´n, justo donde existe alguna ambigu¨edad debida a la prox-
imidad de las clases.
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Figura 8-25.: Acierto, etiquetas originales, vector de referencia etiquetas estimadas para el exper-
imento 1
En la figura 8-26 es importante observar los experimentos 2 y 3, estos experimentos corre-
sponden a casos en los que el ruido so´lo contamina una clase, las etiquetas estimadas pueden
verse en las figuras 8.26(g) y 8.26(h), estas coinciden en gran medida con las etiquetas origi-
nales 8.25(b), esto indica que cuando una clase esta mal etiquetada es posible encontrar una
frontera de decisio´n adecuada, esto tambie´n puede apreciarse en la tabla 8-1 y las figuras
8.26(a) y 8.26(b) donde se aprecia que el acierto, la sensibilidad y la especificidad son esta-
bles, lo anterior es un importante resultado porque en mu´ltiples escenarios de reconocimiento
de patrones para deteccio´n automa´tica de patolog´ıas, es comu´n encontrar que los etiqueta-
dores (expertos me´dicos) pueden diagnosticar apropiadamente la clase normal, sinembargo
la clase objetivo usualmente es mal diagnosticada. La metodolog´ıa presentada puede ser
usada en este tipo de entornos para deteccio´n automa´tica, porque cuando so´lo con una clase
esta mal etiquetada es posible retornar una buena estimacio´n de las etiquetas. Lo anterior
es va´lido incluso a niveles de ruido muy altos para la clase contaminada.
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Figura 8-26.: Acierto, etiquetas originales, vector de referencia etiquetas estimadas para los ex-
perimentos 2,3 y 4
Las figuras 8.26(c), 8.26(f) y 8.26(i) muestran una combinacio´n adicional de ruido, en el
que una de las clases es contaminada con el doble de ruido que la otra, este es uno de los
peores escenarios a los que podr´ıa enfrentarse la presente metodolog´ıa, como se discutio´ en
algunos experimentos anteriores, cuando el error introducido es desbalanceado y adema´s en
alto porcentaje, las etiquetas ocasionan una dispersio´n muy alta de los datos, situacio´n que
dificulta la estimacio´n de las variables. No obstante, se puede apreciar que las etiquetas
estimadas presentan un nivel adecuado incluso para valores de error superiores al 30% para
una clase y superiores al 50% para la otra clase. Se puede apreciar que el acierto so´lo para
valores superiores al 40% se puede considerar una mala estimacio´n del plano de decisio´n,
se aprecia que para estos niveles de ruido el valor del acierto cae por debajo del 80%.
Sin embargo, es importante recordar que es el peor escenario al que podr´ıa someterse la
metodolog´ıa y refleja un ambiente en el que cualquiera de los procedimientos asociados al
reconocimiento de patrones carece de sentido. La tabla 8-1 resume los resultados para los
casos 1 y 4 del presente experimento, se agrupan en esta tabla pues son similares en el sentido
de que ambas clases son contaminadas con etiquetas ruidosas. En losa dos experimentos, el
plano de decisio´n queda mal estimado para porcentajes de error por encima del 30% donde
el valor de la desviacio´n crece ra´pidamente. Especialmente resulta afectado el experimento
4, los valores en negrita muestran que en el caso que un evaluador tenga inconsistencias en
ambas clases, es dif´ıcil calcular apropiadamente la frontera de decisio´n.
Tabla 8-1.: Acierto, sensibilidad y especificidad experimentos 1 y 4
Porcentaje de Error
Experimento 1 Experimento 4
Acierto Sensibilidad Specificity Acierto Sensibilidad Especificidad
0 99.0±0.00 100.0±0.00 98.0±0.00 99.1±0.27 100.0±0.00 98.2±0.55
5 99.1±0.33 100.0±0.00 98.2±0.66 99.2±0.42 100.0±0.00 98.4±0.84
10 99.3±0.45 100.0±0.28 98.6±0.93 99.2±0.48 99.7±0.74 98.8±0.99
15 99.3±0.48 99.5±0.86 99.2±1.00 99.1±0.34 99.6±0.78 98.5±0.89
20 99.3±0.45 99.5±0.89 99.1±1.01 99.3±0.49 99.1±1.01 99.4±0.91
25 99.1±0.51 99.0±1.01 99.2±1.00 98.9±0.57 98.8±1.28 99.0±1.01
30 99.0±0.55 98.7±1.26 99.2±0.98 98.9±0.89 98.4±1.85 99.4±0.93
35 97.7±3.05 96.7±3.95 98.7±2.51 97.2±3.46 96.1±4.64 98.3±2.72
40 94.3±8.66 92.8±9.50 95.8±8.01 79.5±17.57 77.7±17.62 81.3±17.92
Tabla 8-2.: Acierto, sensibilidad y especificidad experimentos 2 y 3
Porcentaje de Error
Experimento 2 Experimento 3
Acierto Sensibilidad Especificidad Accuracy Sensibilidad Especificidad
0 99.0±0.00 100.0±0.00 98.0±0.00 99.0±0.00 100.0±0.00 98.0±0.00
5 99.2±0.37 100.0±0.00 98.3±0.74 99.0±0.14 100.0±0.00 98.0±0.28
10 99.2±0.42 100.0±0.28 98.5±0.86 99.1±0.27 100.0±0.28 98.2±0.61
15 99.4±0.49 99.8±0.55 99.0±1.01 99.3±0.48 99.8±0.61 98.9±1.00
20 99.4±0.48 99.7±0.70 99.0±1.01 99.4±0.48 99.8±0.61 98.9±1.01
25 99.2±0.45 99.4±0.91 99.0±1.01 99.2±0.42 99.6±0.84 98.9±1.00
30 99.2±0.40 99.1±1.01 99.3±0.96 99.3±0.44 99.8±0.66 98.8±0.98
35 99.2±0.37 98.8±0.99 99.5±0.86 99.2±0.48 99.2±0.99 99.2±1.00
40 99.2±0.45 98.8±1.00 99.6±0.84 99.2±0.40 99.2±0.98 99.2±1.00
En la tabla 8-2 los valores en negrita permiten apreciar que para los experimentos 2 y 3 el
acierto, sensibilidad y especificidad son estables para todos los posibles porcentajes de error
simulados. Esta estabilidad es o´ptima, especialmente si es considerado que en muchos am-
bientes de reconocimiento de patrones es fa´cil encontrar una sola clase bien etiquetada. En
esta tabla tambie´n es notorio en los valores subrayados que muestran como la sensibilidad
mantiene constante alcanzando un valor del 99% au´n despue´s de aumentar el error inducido
mas alla´ del 30%, este resultado es importante pues la sensibilidad evalu´a que tan bueno
es el me´todo en relacio´n a la clase objetivo. En los sistemas de deteccio´n automa´tica de
patolog´ıas esto significa el comportamiento del me´todo frente a los pacientes patolo´gicos.
El anterior experimento fue realizado, extrayendo subconjuntos de 3 etiquetadores para cada
iteracio´n, el experimento fue repetido para 5 y 7 evaluadores pero en estas modificaciones
siempre se observo´ un comportamiento similar, esto implica que para valores superiores al
40% de error de etiquetado, la estimacio´n de las etiquetas se hace dif´ıcil y los valores de
acierto, sensibilidad y especificidad pierden estabilidad. Por ende, no es posible garantizar
que una mayor cantidad de evaluadores mejore la estimacio´n de las etiquetas. Segu´n lo visto
en los experimentos realizados, la estimacio´n de las etiquetas puede ser muy confiable cuando
entre los evaluadores existen diferentes tasas de error y preferiblemente existen algunos con
buen entrenamiento.
9. Descripcio´n experimentos caso
multiclase
El presente cap´ıtulo contextualiza los experimentos llevados a cabo en lo relacionado al caso
Multiclase. En general cuando el problema incluye ma´s de dos clases, resulta ma´s interesante
poder cuantificar el comportamiento del etiquetado, pues pueden ocurrir entre otros, casos
en los que un evaluador describa con mejor precisio´n una o algunas clases y otras en las
que cometa un error significativo. En el caso de ana´lisis de patolog´ıas donde es comu´n que
el juzgamiento otorgado por el evaluador sea subjetivo a sus sentidos, puede ser altamente
dif´ıcil diferenciar entre los posibles casos de patolog´ıa.
Segu´n lo presentado en el capitulo 5, existen varias metodolog´ıas para abordar el caso mul-
ticlase cuando se habla de SVM. El presente cap´ıtulo expone experimentos realizados con
la base de datos Iris, a partir de etiquetas simuladas y se analiza el comportamiento con las
metodolog´ıas multiclase expuestas. Es de recordar que la base de datos Iris tiene 2 clases
con muestras traslapadas y otra clase que es linealmente separable de las otras.
Los experimentos presentados en este cap´ıtulo pretenden identificar el comportamiento de la
metodolog´ıa expuesta, para ello se contamina de forma controlada las etiquetas asociadas a
las muestras de las tres clases de esta base de datos y finalmente se sugiere un experimento
donde el tipo de contaminacio´n es aleatorio.
Es importante precisar el intere´s en penalizar tanto el comportamiento que cada evaluador
tiene para cada clase y un valor de penalizacio´n global. Tambie´n es objetivo de estos ex-
perimentos, determinar con que grado de exactitud puede estimarse un nuevo conjunto de
etiquetas que sea fiable y que aproveche la informacio´n intr´ınseca aportada por los eval-
uadores originales. Las otras bases de datos contempladas en el caso biclase so´lo esta´n
compuestas por una clase normal y otra patolo´gica, por tal razo´n no son incluidas en el
presente cap´ıtulo. Segu´n lo descrito los experimentos planteados son los siguientes:
9.1. Experimentos orientados a la penalizacio´n de
evaluadores
Los experimentos descritos a continuacio´n conciernen a la penalizacio´n, esta´n encaminados a
revisar de que manera el me´todo es capaz de determinar los errores de etiquetado cometidos
por cada evaluador. En general los experimentos consisten en asignar porcentajes de error
controlado y revisar que la metodolog´ıa sea capaz de aproximarse a este comportamiento.
El me´todo experimental propuesto en su mayor parte considera conjuntos de etiquetas para
evaluadores simulados, en los que difiere el error de forma ascendente, esto es, existe una
diferencia conocida en el porcentaje de error entre cada evaluador.
La base de datos Iris al estar constituida por un conjunto de clases en las que dos de ellas
se encuentran traslapadas y la otra es linealmente separable de las otras dos, presenta un
marco de referencia que permite inferir de forma detallada el funcionamiento de la presente
metodolog´ıa. Es importante destacar que la forma de asignar las etiquetas erro´neas en todos
los procesos descritos a continuacio´n es de forma aleatoria, esto implica que cada que se
construye una matriz de etiquetas simuladas la distribucio´n de error ocurre para diferentes
muestras.
Experimento 1
Igual porcentaje de error para todas las clases.
El primer experimento, consiste en contaminar todas las clases con el mismo porcentaje de
error. En total se simulan 20 evaluadores, la diferencia entre cada uno radica en la cantidad
de error simulado, cada evaluador tiene un aumento de 2% de error, de esta manera el primer
evaluador tendra´ un 0% de error, el segundo tendra´ un 2%, el tercero un 4% y as´ı sucesi-
vamente hasta alcanzar un 40% para el evaluador 20. Es de esperarse que la metodolog´ıa
pueda identificar este tipo de error ascendente en los evaluadores. La figura 9-1 muestra
el diagrama de dispersio´n para la base de datos Iris con sus etiquetas originales. Las figuras
9.2(a), 9.2(b), 9.2(c) y 9.2(d) muestran un ejemplo del tipo de contaminacio´n asociado a por-
centajes de error del 10%, 20%, 30% y 40%. En estas figuras se hace evidente, que a medida
que se aumenta el porcentaje de error es mas dif´ıcil distinguir claramente las clases originales.
Experimento 2
Igual porcentaje de error so´lo dos clases afectadas.
Este experimento consiste en contaminar con el mismo porcentaje de error u´nicamente un
par de clases, esto implica repetir el experimento para las posibles combinaciones de clases,
esta cantidad esta´ definida por κ = g(g − 1)/2, para el caso de la base de datos Iris esto
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Figura 9-1.: Etiquetas Originales
implica las combinaciones entre clases: 1 − 2, 1 − 3 y 2 − 3. De igual forma que en el
experimento 9.1, las etiquetas contaminadas reciben error de forma ascendente, esto es un
error que incrementa en un 2% para cada evaluador simulado, contemplando porcentajes de
error entre el 0% y el 40%. Para este experimento es de esperarse que la metodolog´ıa pueda
predecir el error ascendente en aquellas clases que fueron afectadas. La figura 9-1 muestra
el diagrama de dispersio´n para la base de datos Iris con sus etiquetas originales. Las figuras
9.2(a), 9.2(b), 9.2(c) y 9.2(d) muestran un ejemplo del tipo de contaminacio´n asociado a por-
centajes de error del 10%, 20%, 30% y 40% para la primera combinacio´n de clases de la base
de datos Iris. En estas figuras puede observarse que la clase 3 permanece inalterada, mientras
que las otras dos reciben errores de etiquetado relacionadas a las otras dos posibles etiquetas.
Experimento 3
Igual porcentaje de error so´lo una clase afectada.
En este experimento u´nicamente se contamina una clase con un porcentaje de error ascen-
dente entre los diferentes evaluadores simulados, al igual que en los experimentos anteriores
el error var´ıa entre el 0% y el 40% con cambios del 2% entre evaluadores. Por ser tres las
clases asociadas a esta base de datos, el experimento se subdivide en 3 partes, en cada una
son afectadas las etiquetas de una clase a la vez. La metodolog´ıa debe penalizar predominan-
temente la clase afectada en cada una de las partes de este experimento. Este experimento
resulta interesante desde el punto de vista de las clases que se encuentran traslapadas, pues
es all´ı donde el ana´lisis se hace ma´s complejo puesto que no es posible establecer un plano
de separabilidad lineal, este traslape puede inducir error en el ana´lisis de la penalizacio´n por
ello la importancia de realizarlo afectando independientemente las tres clases.
Las figuras 9.4(a), 9.4(b), 9.4(c) y 9.4(d) muestran ejemplos de contaminacio´n para la clase
1, las gra´ficas muestran porcentajes de error del 10%, 20%, 30% y 40% respectivamente. Se
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Figura 9-2.: Ejemplos contaminacio´n etiquetas, todas las clases mismo porcentaje de error
aprecia claramente como un alto grado de contaminacio´n interfiere en la identidad de la
clase.
Las figuras 9.4(a), 9.4(b), 9.4(c) y 9.4(d) muestran ejemplos de contaminacio´n para la clase
3, las gra´ficas muestran porcentajes de error del 10%, 20%, 30% y 40% respectivamente. En
particular la clase 3 por estar traslapada con la clase 2 ma´s las etiquetas contaminadas puede
ocasionar dificultades en la estimacio´n del valor de penalizacio´n, toda vez que no es posible
diferenciarla correctamente desde un comienzo.
Experimento 4
Error asignado aleatoriamente.
En este experimento los evaluadores simulados adema´s de incluir un error asignado de forma
aleatoria a las muestras, tambie´n es asignado de forma aleatoria a las diferentes clases asig-
nadas. Una funcio´n generadora de nu´meros seudoaleatorios permite escoger cual o cuales
clases resultara´n contaminadas para cada evaluador, el incremento en el porcentaje de er-
ror se mantiene, as´ı los evaluadores de resultar escogidos por la funcio´n aleatoria tendra´n
asignado un error de cara´cter ascendente, en las clases a las que el algoritmo asigne para ser
contaminadas.
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(d) 40% porcentaje de error
Figura 9-3.: Ejemplos contaminacio´n etiquetas, error por pares de clases, mismo porcentaje de
error
9.2. Experimentos orientados a medir la eficiencia y
sensibilidad de la metodolog´ıa
A continuacio´n se describen experimentos orientados a medir con que fiabilidad la metodolog´ıa
propuesta es capaz de estimar nuevas etiquetas, para ello se propone un procedimiento ex-
perimental que incluye la generacio´n de conjuntos de evaluadores con igual porcentaje de
error, la diferencia entre cada conjunto sera´ el porcentaje de error asociado, cada conjunto
es utilizado para entrenar el sistema y para cada conjunto se consideran medidas de sensibil-
idad, especificidad y acierto, a partir de matrices de confusio´n. El procedimiento es repetido
en varias oportunidades y las variables medidas son promediadas para todos los conjuntos
de evaluadores con el mismo porcentaje de error, esto permite evaluar valores de dispersio´n
y estimar la robustez de la metodolog´ıa expuesta.
Experimento 1
Varios evaluadores con igual porcentaje de error para todas las clases, con por-
centaje de error ascendente.
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Figura 9-4.: Ejemplos contaminacio´n etiquetas, error en la clase 1
En este experimento se crea un conjunto de etiquetas con 3, 5 y 7 evaluadores simulados,
para porcentajes de error que var´ıan del 0% al 40% en cambios del 5%. En total se con-
struyen 50 conjuntos para cada porcentaje de error, para cada conjunto las muestras que
sera´n afectadas con etiquetas trocadas son escogidas de forma aleatoria. Cada uno de estos
conjuntos es sometido a la metodolog´ıa y se estiman las etiquetas, segu´n las fronteras de
decisio´n entre clases entregadas por el me´todo. Estas etiquetas estimadas se comparan con
las etiquetas originales, esto permite calcular medidas de sensibilidad, especificidad y acierto.
La simulacio´n de 50 conjuntos permite obtener valores promedio y desviacio´n esta´ndar para
las medidas arriba mencionadas, de esta manera se puede concluir respecto a la robustez del
sistema. Vale destacar que el hecho de considerar conjuntos con diferente cantidad de evalu-
adores simulados, permite establecer si el nu´mero de evaluadores favorece o no la estimacio´n
de nuevas etiquetas.
A continuacio´n se muestran ejemplos de los errores simulados a partir de las matrices de
etiquetas, cada una de las columnas de estas matrices corresponde con el vector de etiquetas
de cada evaluador, se aprecia que cada columna contiene la mima cantidad de porcentaje de
error simulado. El vector de caracter´ısticas original puede verse como en la figura 9-6, cada
color representa una de las clases.
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(d) 40% porcentaje de error
Figura 9-5.: Ejemplos contaminacio´n etiquetas, error en la clase 3
Para 3 evaluadores simulados Las figuras 9.7(a), 9.7(b), 9.7(c) y 9.7(d), muestran vectores
de etiquetas simulados para 3 evaluadores con porcentajes de error del 10, 20, 30 y 40%,
respectivamente.
Para 5 evaluadores simulados Las figuras 9.8(a), 9.8(b), 9.8(c) y 9.8(d), muestran vectores
de etiquetas simulados para 5 evaluadores con porcentajes de error del 10, 20, 30 y 40%,
respectivamente.
Para 7 evaluadores simulados Las figuras 9.9(a), 9.9(b), 9.9(c) y 9.9(d), muestran vectores
de etiquetas simulados para 7 evaluadores con porcentajes de error del 10, 20, 30 y 40%,
respectivamente.
9.3. Medidas
Adema´s de las medidas tenidas en cuenta para valorar el desempen˜o de los expertos, (esto es
el valor de penalizacio´n por clase θ y el valor de penalizacio´n global ϑ), son tenidas en cuenta
medidas de desempen˜o tanto supervisadas como no supervisadas. Por parte de las medidas
supervisadas son consideradas la sensibilidad Se y especificidad ES parciales entre las clases
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Figura 9-6.: Vector de etiquetas original
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Figura 9-7.: Ejemplos contaminacio´n etiquetas, 3 evaluadores simulados con igual porcentaje de
error
y el acierto global, estas tomadas a partir de la matriz de contingencia. Por su lado, las
medidas no supervisadas que se consideran son el criterio de Fisher y el criterio Shillouette,
estas medidas aportan una idea de que tan compactos son los grupos creados y permiten
evaluar si el etiquetado de cada evaluador forma grupos homoge´neos. A continuacio´n se
presentan las formas de ca´lculo de estas medidas.
Matriz de contingencia
Una matriz de contingencia M ∈ RGxG, muestra de forma nume´rica el acierto de un sistema
en la prediccio´n de un dato con relacio´n a un conjunto de datos de referencia. Dicha matriz
esta´ conformada por G filas y G columnas y muestra de que manera coinciden los datos
estimados con los originales. En el caso particular de este trabajo, la matriz de contingencia
permitira´ comparar las etiquetas estimadas yest mediante la metodolog´ıa propuesta y las
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Figura 9-8.: Ejemplos contaminacio´n etiquetas, 3 evaluadores simulados con igual porcentaje de
error
1 2 3 4 5 6 7
20
40
60
80
100
120
140
(a) 10% porcentaje de error
1 2 3 4 5 6 7
20
40
60
80
100
120
140
(b) 20% porcentaje de error
1 2 3 4 5 6 7
20
40
60
80
100
120
140
(c) 30% porcentaje de error
1 2 3 4 5 6 7
20
40
60
80
100
120
140
(d) 40% porcentaje de error
Figura 9-9.: Ejemplos contaminacio´n etiquetas, 3 evaluadores simulados con igual porcentaje de
error
etiquetas originales. La matriz de contingencia podemos definirla como:
M =
(
ng,h;
G∑
g,h
ngh = m
)
; (9-1)
donde ng,h representa el nu´mero de veces que el patron es estimado en la clase h cuando
realmente pertenece a la clase g, el valor m corresponde con el total de etiquetas. Los valores
ubicados en la diagonal son las etiquetas bien estimadas y los valores afuera de la diagonal
correspondera´n entonces a errores de estimacio´n [13].
Sensibilidad multiclase
Ahora, sea fg el nu´mero de etiquetas asociadas a la clase g:
fg =
G∑
h=1
ngh, g = 1, ..., G (9-2)
Podemos definir Seg como el nu´mero de etiquetas bien estimadas en la clase g, con respecto
al total de etiquetas de la clase g, en otras palabras la sensibilidad asociada a la clase g.
Dicho ca´lculo puede realizarce por medio de:
Seg =
ngg
fg
(9-3)
Por consiguiente Seg sera´ la probabilidad de estimar correctamente las etiquetas para la
clase g. Podemos adicionalmente hablar de la sensibilidad global del sistema, esto es [13]:
Se = min(Seg; g = 1, ..., G) (9-4)
Especificidad multiclase
Para el caso binario, la definicio´n de especificidad puede entenderse como la probabilidad
de estimar correctamente las etiquetas de la clase control. Sin embargo el concepto de
especificidad para el caso multiclase resulta un tanto abstracto. A pesar de lo anterior
podemos aproximarnos a cuantificar la especificidad multiclase como una medida de que
tan bien estima la metodolog´ıa las etiquetas diferentes a las de la clase g. Podemos decir
entonces f∼g es la cantidad de etiquetas asociadas a clases diferentes a la clase g
f∼g =
G∑
g 6=h
ngh, g = 1, ..., G (9-5)
el valor de especificidad asociado a la clase g podemos calcularlo como:
Esg =
(
G∑
h 6=g
nhh
)
f∼g
(9-6)
Este valor indica que tan bien es capaz de estimar la metodolog´ıa las etiquetas para las
clases diferentes a g. De igual manera que para la sensibilidad, podemos hablar de una
especificidad global, dicho valor puede estimarse como:
Es = min(Esg; g = 1, ..., G) (9-7)
Acierto
El porcentaje de confiabilidad con que la metodolog´ıa es capaz de estimar adecuadamente
las etiquetas a partir de los evaluadores simulados, es decir, el acierto puede obtenerse de la
siguiente manera [13]:
A =
1
m
G∑
i=1
nii (9-8)
Este valor por tratarse de una medida calculada sobre toda la matriz de contingencia corre-
sponde con una medida global.
Criterio de Fisher , J
Esta medida valora de que manera cada muestra es agrupada considerando para ello la
distancia Euclidiana. Este valor es calculado de la siguiente forma:
J =
(
tr
G∑
g=1
(
xg −X
)⊤ (
xg −X
))
(
tr
G∑
g=1
Sg
) , , J ∈ R+ (9-9)
donde xg es la media del g-e´simo grupo, X es la media de todos los datos X ∈ R
N×d, y Sg
es la matriz de covarianza asociada al grupo g.
Silhouette, S
Silhouette [26] mide que tan compactos son los grupos formados por las etiquetas de cada
evaluador a trave´s del radio de variacio´n entre clases, dicha medida es estimada como:
S =
1
N
N∑
i=1
min
big
{bi − ai}
sup
∀i
{ai,min{bi}}
, εs ∈ [−1, 1] (9-10)
donde ai es la distancia promedio entre la i-e´sima muestra y los otros puntos al interior de la
clase g, vector bi = [b
i
1, . . . , b
i
G] almacena todos los valores b
i
g, que son la distancia promedio
entre la i-e´sima muestra y los dema´s puntos de la clase g.
9.4. Desempen˜o general
Debido a la implementacio´n de diferentes metodolog´ıas para SVMmulticlase, se propone para
cada metodolog´ıa una medida de desempen˜o general ϑ, esta medida es un indicio adicional
que permite identificar cual de las diferentes implementaciones multiclase se comporta de
forma ma´s aproximada a la realidad de la base de datos. Por esto se propone una s´ıntesis
que permita contrastar los diferentes desempen˜os y analizar cual se compromete de forma
ma´s cercana con la realidad de los datos. Esta comparacio´n consiste en analizar los valoresϑ
obtenidos en cada uno de los experimentos realizados para todos los tipos de metodolog´ıas
SVM multiclase implementadas.
9.5. Diagrama resumen experimentos caso multiclase
Figura 9-10.: Diagrama de flujo experimentos caso multiclase
10. Resultados caso multiclase
En el presente cap´ıtulo se muestran los resultados obtenidos conforme las metodolog´ıas
descritas en 5 y segu´n la descripcio´n de experimentos del cap´ıtulo 9 donde se describen los
procedimientos para el caso biclase.
10.1. Experimentos orientados a la penalizacio´n de
evaluadores
Los resultados mostrados a continuacio´n corresponden con los experimentos orientados a
medir la penalizacio´n de los evaluadores.
Una contra todas
Experimento 1 La figura 10-1 muestra el valor de penalizacio´n para cada evaluador y para
cada modo de evaluacio´n, los modos posibles son: clase 1 vs las dema´s, clase 2 vs las dema´s
y clase 3 vs las dema´s. Se puede evidenciar que el comportamiento ascendente del error es
identificado por la metodolog´ıa y que en general se observa un error elevado en el tercer modo,
esto es evidencia del traslape de las clases en la base de datos iris, lo que dificulta crear una
frontera de decisio´n que separe idealmente la tercer clase de las otras dos. La figura 10.3(b)
corresponde con el valor de penalizacio´n θ calculado para cada evaluador en los respectivos
modos de entrenamiento. La figura 10.6(c) muestra los valores de fisher, silhouette y ϑ,
este u´ltimo corresponde con un valor de penalizacio´n global para cada etiquetador. Cabe
resaltar que en adelante los resultados sera´n presentados del mismo modo que en presente
experimento.
Los diagramas de dispersio´n evidencian que en la proporcio´n que aumenta el error simulado,
las clases se hacen menos diferenciables, a pesar de esto la metodolog´ıa propuesta es capaz
de estimar correctamente los planos de separacio´n para cada combinacio´n biclase. Se refleja
nuevamente mediante estos diagramas, la manera en que la penalizacio´n no solamente de-
pende del porcentaje de error inducido sino tambie´n de la distancia al plano de decisio´n w,
dicho plano se encuentra bajo la disposicio´n natural de los datos.
Experimento 2 La figura10-2 recopila los resultados para el caso donde so´lo las clases
1 y 2 son contaminadas con etiquetas erradas, a pesar de esto dado que las clases 2 y 3
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Figura 10-1.: Resultados experimento 1 caso multiclase
tienen muestras traslapadas, la penalizacio´n se ve igualmente ponderada para la clase 2 y
3. La no separabilidad lineal de estas dos clases ocasiona dificultad en la estimacio´n de
la penalizacio´n parcial de los evaluadores. Sin embargo la figura 10.6(c), evidencia que la
metodolog´ıa es capaz de percibir el cara´cter ascendente del ruido introducido. Lo anterior
indica que incluso en el caso de existir muestras traslapadas, es posible ponderar el error al
interior de las etiquetas.
En las figuras relacionadas a los diagramas de dispersio´n se observan las fronteras de decisio´n
estimadas, all´ı se evidencia que la separacio´n propuesta es adecuada y que la distribucio´n
del error en los diferentes etiquetadores garantiza un buen computo de estos planos, por lo
anterior puede inferirse adicionalmente que las etiquetas estimadas, se aproximan de manera
cercana a la distribucio´n natural de los datos.
El experimento es repetido afectando ahora las clases 2 y 3, la figura 10-3 muestra los
resultados obtenidos. Mediante este experimento es posible identificar que otro de los factores
que impide que la clase no afectada por el error simulado sea menos penalizada, radica en
que el error introducido en las otras clases tambie´n incluye muestras que indican pertenencia
a la clase limpia, por tal razo´n la metodolog´ıa pondera dichos errores e incluye su peso en
la variable de penalizacio´n parcial θ, lo anterior es un factor posible en bases de datos reales
y es una consecuencia deseada. Lo anterior indica que as´ı exista una clase definida, esto es
linealmente separable de las dema´s, si algu´n evaluador indica muestras de esta clase en las
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Figura 10-2.: Resultados experimento 2 dos clases afectadas, modo 1 y 2
otras, sera´ castigado a pesar de que sea capaz de indentificar correctamente la mayor´ıa de
sus muestras.
Experimento 3 En este experimento la clase contaminada con ruido es la clase 1, las otras
permanecen inalteradas. Para este caso puede evidenciarse en la figura 10.6(b) que los modos
mayormente penalizados son justo los que involucran la clase afectada, es decir los modos
1-2 y 1-3, lo anterior es de esperarse toda vez que la clase 1 es contaminada con etiquetas
erro´neas de las otras dos, por ello es all´ı donde debe hacerse mayor e´nfasis en la penalizacio´n
del error. Es por esto que para varios evaluadores sobresalen las barras de color azul y verde
que corresponden justamente con los modos mencionados.
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Figura 10-3.: Resultados experimento 2 dos clases afectadas, modo 2 y 3
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Figura 10-4.: Resultados experimento 3 so´lo una clase contaminada, clase 1
Al repetirse el experimento en las otras clases se observa que la clase contaminada pierde su
identidad y nuevamente las penalizaciones parciales con ma´s peso corresponden con aquellas
de los modos que involucran la clase afectada. La figura 10-5
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Figura 10-5.: Resultados experimento 3, valor de penalizacio´n clases contaminadas 2 y 3
Experimento 4 En este caso el error asignado es aleatorio, no todas las clases resultan
afectadas, inclusive algunos evaluadores no poseen error. La figura 10-6 exhibe los resultados
para este caso, aqu´ı se evidencia que la metodolog´ıa es capaz de predecir el comportamiento
en las etiquetas y penalizar adecuadamente a cada evaluador, en aquellos evaluadores a los
que so´lamente se le introdujo error en una o dos de las clases la penalizacio´n asociada se ve
mayormente afectada en los modos que incluyen esa clase.
El valor de penalizacio´n global se comporta de conformidad con las medidas de validacio´n,
esto implica que cuando los grupos son poco compactos, la penalizacio´n sera´ grandes, mien-
tras que si se conforman grupos homoge´neos existe un indicio claro de buen etiquetado.
Los experimentos expuestos en el presente cap´ıtulo demuestran como la metodolog´ıa es-
tima valores de penalizacio´n adecuados conforme la distribucio´n impl´ıcita de los datos y
aprovechando la mejor informacio´n proporcionada por los evaluadores.
Los experimentos asociados a las otras metodolog´ıas multiclase por ser de la misma natu-
raleza y exhibir resultados coherentes con los aqu´ı presentados, son adicionados a manera
de anexo.
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Figura 10-6.: Resultados experimento 4 etiquetas con error aleatorio
Part IV.
Comentarios Finales
11. Conclusiones y trabajo futuro
Este cap´ıtulo presenta las conclusiones obtenidas durante el desarrollo del presente trabajo
y se proponen las posibles l´ıneas de trabajo futuro adema´s. Adema´s se desatacan de forma
expl´ıcita los aportes hechos con esta tesis al estado del arte.
11.1. Conclusiones
Mediante el presente trabajo de tesis, se desarrollo una metodolog´ıa capaz de estimar un
conjunto de etiquetas confiable, a partir de la informacio´n obtenida de un conjunto de evalu-
adores con diferentes condiciones de etiquetado. Adicionalmente la metodolog´ıa presentada
es capaz de medir la calidad de las etiquetas otorgadas por cada evaluador, emitiendo un con-
cepto objetivo a partir de la caracter´ısticas intr´ınsecas de los datos. La presente metodolog´ıa
al entregar un conjunto de etiquetas confiable, se convierte en un punto de partida va´lido
para la creacio´n de sistemas de diagno´stico asistido de patolog´ıas y muchas otras aplica-
ciones propias del entorno de reconocimiento de patrones, donde es comu´n que el veredicto
definitivo en relacio´n a las etiquetas sea obtenido de un conjunto de panelistas.
• Se demuestra por medio de este trabajo, que las ma´quinas de soporte vectorial son una
potente herramienta matema´tica para derivar ana´lisis de la forma en que se distribuyen
naturalmente los datos. En el presente trabajo las SVM juegan un papel fundamental
y es a partir de las modificaciones hechas en su planteamiento que se puede estructurar
el desarrollo matema´tico de este trabajo. En el presente trabajo los cambio a estas
formulaciones permitieron elaborar una metodolog´ıa capaz de estimar un conjunto de
etiquetas confiables y adema´s encontrar una forma apropiada de cuantificar la calidad
de las etiquetas para cada evaluador.
• El conjunto de etiquetas estimado por la metodolog´ıa expuesta, aprovecha las vir-
tudes de todos los evaluadores, de conformidad con la distribucio´n natural de los datos
en el espacio de caracter´ısticas. Este conjunto de etiquetas adema´s, es lo suficiente-
mente robusto para garantizar que el desarrollo de etapas subsiguientes como son el
entrenamiento y validacio´n de clasificadores sea apropiada y conduzca a resultados co-
herentes. Esto pudo lograrse extendiendo la formulacio´n tradicional de las SVM, de tal
modo que pueda retornar las etiquetas ma´s coherentes con la naturaleza de los datos.
• La medida de penalizacio´n propuesta pondera el error general cometido y la forma en
que este error se distribuye en el espacio de caracter´ısticas, esto u´ltimo garantiza que
la penalizacio´n sea diferente incluso si el porcentaje de error asociado a cada evaluador
es igual. Al poder ponderar la distancia de los errores con relacio´n a la frontera de
decisio´n, es posible realizar una calificacio´n ma´s aproximada al comportamiento de
cada evaluador y que se ajusta a las caracter´ısticas propias de los datos.
• La metodolog´ıa de evaluacio´n propuesta permitio´ ajustar para´metros como la matriz
de ponderacio´n del error C, la cual debe ser estimada de conformidad con el deseo
de penalizar tanto la cantidad de error, como la gravedad del mismo conforme a su
ubicacio´n en el espacio de caracter´ısticas. Entre otras cosas permitio´ observar que la
estimacio´n de etiquetas confiable no depende de la cantidad de evaluadores, sino mas
bien de que existan as´ı sea en mediana proporcio´n evaluadores bien calificados para la
labor de etiquetado, pudo demostrarse que cuando esto se cumple la metodolog´ıa es
capaz de sobreponerse a los errores de los dema´s evaluadores.
• Las medidas supervisadas y no supervisadas empleadas para medir la robustez de la
metodolog´ıa, permitieron demostrar que esta misma es capaz de sobreponerse incluso
a condiciones de errores de clasificacio´n elevados.
• Entre las muchas aplicaciones que tiene el presente trabajo vale destacar que puede
utilizarse como modelo de referencia en la ensen˜anza y entrenamiento de personas que
deban dar veredictos con relacio´n a un feno´meno en particular. Un ejemplo concreto,
las clases de semiolog´ıa en los programas de medicina, pueden enriquecer el proceso de
aprendizaje, en cuanto puede indicarse a los estudiantes que tanto se aproximan con
sus veredictos a la naturaleza propia de los datos. En concreto la deteccio´n de soplos
a partir de auscultacio´n, depende de un o´ıdo en extremo entrenado y que so´lo puede
mejorar sus habilidades bajo la continua realimentacio´n. Dicha realimentacio´n puede
ser eficazmente prove´ıda por el presente trabajo, permitiendo el refinamiento necesario
para emitir veredictos correctos.
11.2. Trabajo futuro
En la realizacio´n del presente trabajo se observaron diferentes enfoques hacia donde puede
extenderse el planteamiento presentado. Los siguientes son algunos de los enfoques identifi-
cados. Algunos de estos enfoques tienen una extensio´n conceptual presentada en los anexos.
• La forma de estimar los vectores de referencia, contribuye en gran medida en la calidad
de las estimaciones a las que puede dar lugar el presente trabajo. Explorar diferentes
me´todos para encontrar estas etiquetas de referencia es un punto abierto en el presente
trabajo.
• Otro punto a´lgido que requiere un trabajo mas profundo es lo concerniente a la esti-
macio´n de la matriz C, toda vez que de la forma en que se considere esta combinacio´n
lineal, var´ıa la forma de penalizacio´n.
• Se evidencio que en el caso de clases traslapadas existe una dificultad adicional para
que la metodolog´ıa pueda estimar objetivamente la penalizacio´n asociada a cada eval-
uador. Por ello se propone un extensio´n que considere la implementacio´n de Kernels
en la formulacio´n del problema. Este tipo de herramientas han sido desarrolladas
para mejorar la representacio´n de los datos en te´rminos de su separabilidad, pero en
general sugieren un problema adicional en cuanto el costo computacio´n puede crecer
ostensiblemente al considerar los para´metros adicionales debidos al Kernel.
• Queda planteada la posibilidad de abordar esquemas en los que no todas las muestras
sean etiquetadas por todos los evaluadores, esto es, ambientes donde los evaluadores
tienen acceso parcial a las muestras.
11.3. Aportes al estado del arte
Todos los trabajos encontrados en el estado del arte, u´nicamente sugieren formas de estimar
nuevas etiquetas, sin embargo ninguna propone un modelo de penalizacio´n que evalu´e la
calidad de el etiquetado de cada experto. Esta medida es un aporte novedoso y habilita
distintas posibilidades como son contribuir en el entrenamiento de evaluadores, la exclusio´n
de etiquetas ruidosas o incluso la deteccio´n de evaluadores ruidosos, esto u´ltimo de gran
intere´s cuando no se tiene claridad la procedencia de las etiquetas o se sospecha de bajo
entrenamiento o mala intensio´n en las etiquetas prove´ıdas.
Otro aporte novedoso del presente trabajo, radica en la extensio´n del me´todo al caso mul-
ticlase. Si bien algunos trabajos en el estado del arte proponen algunas alternativas con
relacio´n a este caso, los resultados hasta el momento continu´as siendo incipientes y re-
quieren de mayor investigacio´n. El presente trabajo por su parte, aporta una aproximacio´n
eficiente al caso multiclase, no so´lo implementando las estrategias convencionales para SVM
multiclase sino que tambie´n se preocupa por allegar el me´todo a estrategias que consideren
al tiempo la informacio´n de todas las clases al tiempo.
11.4. Discusio´n acade´mica
El presente trabajo de tesis y los fundamentos para su formulacio´n fueron discutidos en los
siguientes eventos acade´micos
• Reduccio´n de dimensionalidad mediante ana´lisis de componentes principales en la de-
teccio´n de hipernasalidad. XXVIII Congreso Anual de la Sociedad Espan˜ola de Inge-
nier´ıa Biome´dica, CASEIB 2010.
• Automatic Detection of Hypernasality in Children. 4th. International Work-Conference
on the Interplay between Natural and Artificial Computation, IWINAC 2010.
• Automatic Selection of Acoustic and Non-linear Dynamic Features in Voice Signals for
Hypernasality Detection. INTERSPEECH 2011.
• Deteccio´n automa´tica de patolog´ıas relacionadas con la voz usando caracter´ısticas
acu´sticas y de ruido. SIMPOSIO DE TRATAMIENTO DE SEN˜ALES, IMA´GENES
Y VISIO´N ARTIFICIAL, STSIVA 2011.
• Deteccio´n automa´tica de hipernasalidad usando caracter´ısticas de dina´mica no lineal.
Simposio de Tratamiento de Sen˜ales, Ima´genes y visio´n artificial, STSIVA 2011.
• Nonlinear Dynamics for Hypernasality Detection. International Conference-Workshop
on Non Linear Speech Processing 2011. NoLISP 2011. Las Palmas de Gran Canaria,
Spain
• Estudio comparativo entre caracterizacio´n dina´mica y esta´tica en deteccio´n automa´tica
de hipernasalidad. VII Seminario Internacional de Procesamiento y Ana´lisis de Infor-
macio´n Me´dica. SIPAIM 2011. Bucaramanga, Colombia
• Ana´lisis de relevancia y redundancia de sen˜ales pcg en la deteccio´n de soplos card´ıacos
mediante anova y manova, Simposio de Tratamiento de Sen˜ales, Ima´genes y visio´n
artificial, STSIVA 2012.
• Support Vector Machine-based approach for multi-labelers problems. European Sym-
posium on Artificial Neural Networks, Computational Intelligence and Machine Learn-
ing, ESSAN 2013.
• Phonocardiography signal segmentation for telemedicine environments. International
Work Conference on Artificial Neural Networks. IWAN2013.
• Multi-labeler analysis for bi-class problems based on soft-margin support vector ma-
chines. 7th. International Work-Conference on the Interplay between Natural and
Artificial Computation IWINAC 2013
•
• Heart Sound Segmentation in Noisy Environments. 7th. International Work-Conference
on the Interplay between Natural and Artificial Computation 2013 IWINAC 2013
Las siguientes fueron publicaciones en revistas realizadas durante la realizacio´n del presente
trabajo
• Hypernasal Speech Detection by Acoustic Analysis of Unvoiced Plosive Consonants.
Revista Tecnolo´gicas, ITM, Medell´ın.
• Nonlinear dynamics for hypernasality detection in spanish vowels and words. Revista
Cognitive Computation, Springer.
A. Anexo: Formas de estimacio´n del
vector de referencia
A.1. Introduccio´n
Los me´todos de agrupamiento pueden considerarse como herramientas para el ana´lisis no
supervisado de datos, esto es, todos aquellos me´todos que no requieren conocimiento a pri-
ori de la distribucio´n de los datos para su clasificacio´n. Estos me´todos como tal reu´nen las
muestras segu´n su homogeneidad, basa´ndose en medidas como son disimilitudes, correlacio´n,
afinidad o distancias geome´tricas como la distancia Eucl´ıdea. Si bien, dichos me´todos no
requieren de conocimiento previo acerca de las clases, si es importante establecer informacio´n
acerca de la cantidad de grupos que se espera existan y de la inicializacio´n en la formacio´n
de dichos grupos.
En general los algoritmos de agrupamiento han sido optimizados para resolver diferentes
tareas, por ejemplo atender problemas de clases desbalanceadas, problemas de inicializacio´n,
costo computacional, entre otros. Por lo anterior, es preciso conocer la naturaleza de los
datos, para determinar de esta manera cual es el algoritmo ma´s apropiado para generar el
agrupamiento, esto teniendo presente en todo momento mantener un bajo costo computacio´n
a la vez de una buena separabilidad.
Los me´todos de agrupamiento o clustering, tienden a ser de mucha utilidad en los casos en
que no puede tenerse un etiquetado claro de las muestras, por ejemplo en el caso de tener
demasiados eventos, esto es una base de datos extensa y complicada de evaluar, tambie´n re-
sultan de gran utilidad por ser me´todos de convergencia ra´pida, por estimar de forma eficiente
la presencia de datos anormales y por que brindan una idea clara de que tan consistentes
son las clases al interior de las muestras y hasta que punto son separables.
A.2. Agrupamiento basado en la m´ınima suma de
cuadrados (MSSC)
Los me´todos MSSC son particionales y basados en centroides. T´ıpicamente estos me´todos
tienen como idea principal, minimizar una funcio´n objetivo, que permitira´ evaluar cual de las
particiones posibles de los datos es la ma´s apropiada, para lograr lo anterior, el algoritmo se
repite iterativamente y en cada repeticio´n los centroides con sus respectivos agrupamientos
son actualizados. Las diferencias que pueden existir entre los me´todos de agrupamiento,
radican ba´sicamente en la forma en que los centroides son actualizados, es as´ı como se puede
hablar de la existencia de algoritmos como son: k-medias, h-medias, k-medias armo´nicas y
h-medias difusa, entre otros
Para el desarrollo de los objetivos de este trabajo, se enfocara´ el estudio del me´todo de
k-medias. La funcio´n objetivo para un me´todo de agrupamiento MSSC es:
min
ρk∈Pk
k∑
j=1
∑
x
l
∈Cl
||xl − qj ||
2 (A-1)
En esta expresio´n || · ||| representa la norma euclidiana, Pk sera´ el conjunto de todas las
particiones para el conjunto de datos X ∈ Rmxd donde d es el nu´mero de caracter´ısticas y
m la cantidad de muestras, C es el conjunto de subconjuntos o clusters C = {C1, . . . , Ck}, a
cada conjunto le correspondera´ un centroide Q = q1, . . . , qk. Cada centroide sera´ actualizado
en las iteraciones por medio de la siguiente expresio´n, donde qj , es el centroide asociado al
grupo j:
qj =
1
|Cj|
∑
l:xl∈Cj
xl, j = 1, . . . , k (A-2)
En este caso ne(·) corresponde con la cantidad de elementos del grupo y k es la cantidad de
agrupamientos que deben realizarse. En estos te´rminos podemos decir que el objetivo de este
me´todo de particio´n es garantizar que la varianza intraclase sea mı´nima, esto es, asegurar
que la distancia entre todos los elementos del grupo y su respectivo centroide sea la menor.
k-medias
Inicialmente todos los centroides son escogidos de manera aleatoria, la reubicacio´n de los
centroides ocurre en cada iteracio´n donde los agrupamientos se modifican en torno a mejorar
la funcio´n objetivo, lo anterior implica que en cada reorganizacio´n de centroides es preciso
evaluar cuales muestras salen y entran de los grupos y con esto reevaluar la funcio´n objetivo,
el proceso iterativo se realiza hasta que se encuentre el conjunto que minimize la funcio´n
objetivo. Para actualizar los centroides en cada actualizacio´n, es necesario involucrar cada
uno de los elementos reasignados, as´ı cuando un elemento xi que pertenec´ıa a un conjunto
Cl es reasignado a un grupo Cj , tenemos:
q
l
=←
mlql − xi
ml − 1
, q
j
=←
mjqj − xi
mj + 1
(A-3)
donde mi = me(Cj) y l 6= j
La funcio´n objetivo queda expresada en te´rminos de:
vij =
mj
mj + 1
||qj,xi||
2 −
ml
ml − 1
||ql,xi||
2,xi ∈ Cl (A-4)
Todos los valores vij son calculados para todas las posibles reasignaciones, en el momento en
que todos estos valores sean no negativos vij ≥ 0 el algoritmo converge, esto es, la funcio´n
objetivo ha alcanzado un mı´nimo local [14, ?]
Algorithm 3 K-medias
1. Inicializacio´n: escoger un valor de k y una particio´n inicial C(0) con centroides Q(0), fijar nu´mero ma´ximo
de iteraciones Niter, inicializar el contador: r = 1
Mientras r < Niter
Desde j = 1 hasta k hacer
2. Mover los centroides: q
(r)
l ←
mlq
(r−1)
l − xi
ml − 1
, q
(r)
j ←
mjq
(r−1)
j + xi
mj + 1
3. Calcular el cambio de la funcio´n objetivo: vij =
mj
mj + 1
||q
(r)
j − xi||
2 −
ml
ml − 1
||q
(r)
l − xi||
2,
xi ∈ C
(r)
l
Si vij ≥ 0 (i = 1, . . . , n y j = 1, . . . , k)
4. El proceso termina y la solucio´n es C(r)
en caso contrario
r ← r + 1
Termina Si
Termina Desde
Termina Mientras
Inicializacio´n del algoritmo de clustering
Los me´todos de agrupamiento por centroides, son bastante susceptibles a la inicializacio´n,
esto indica que una mala inicializacio´n puede ocasionar convergencia a un mı´nimo local,
lejano de la solucio´n global. La solucio´n para ello es garantizar una buena inicializacio´n de
los centroides, un me´todo para realizar lo anterior es el algoritmo max-min.
εε
x(1)
x(2)
Cluster 1
Cluster 2
Me´todo max-min
El algoritmo ma´x-mı´n [7], busca en el conjunto X, los k elementos ma´s alejados con un
criterio de distancia preestablecido, mejorando la cantidad de grupos necesarios para separar
las clases y el valor de convergencia. Este algoritmo inicia escogiendo un punto arbitrario
de X como el primer centroide y el resto se escogen siguiendo una estrategia en la que el
elemento elegido en la i-e´sima iteracio´n es aque´l cuyo elemento ma´s cercano entre los i − 1
ya elegidos, se encuentra ma´s alejado [7]. Para esto, se selecciona aleatoriamente el primer
centroide q1 del conjunto X, y el segundo centroide q2 se obtiene como el elemento que
presenta la ma´xima distancia entre q1 y los puntos restantes {X − q1}.
A partir de estos dos centroides se encuentran los centroides restantes aplicando el criterio
ma´x -mı´n, as´ı:
f(xl) = max
xi∈{X−Q}
{
min
qj∈Q
||xi − qj
2||
}
, j = 1, . . . , k (A-5)
donde ||·|| representa la norma euclidiana.
A.3. Vector de referencia estimado
Los centroides y las muestras agrupadas por este algoritmo permiten crear un vector de
etiquetas de referencia no supervisado. Partiendo de una buena caracterizacio´n es posible
entrenar un buen clasificador basado en SVM que sea capaz de aprovechar la informacio´n
prove´ıda por el algoritmo de agrupamiento como punto de partida. Adema´s los centroides
sugieren los centros de masa para estos grupos y aproximan un me´todo adicional de penal-
izacio´n basado u´nicamente en me´todos no supervisados y es explicado a continuacio´n
A.3.1. Evaluacio´n de expertos por agrupamiento
Para determinar el grado de eficiencia de los expertos, se realiza el proceso de agrupamiento
con el algoritmo de k-medias inicializado por el me´todo max-min. El para´metro k es fijado
en 2 por tratarse de un problema biclase. De los grupos obtenidos se establecen las difer-
encias con cada uno de los evaluadores y se identifican los centroides estimados, aquellas
muestras que no coincidan entre los evaluadores y la particio´n realizada por el me´todo de
agrupamiento aclaran una primera idea acerca del rendimiento de cada experto.
Sean Sto las muestras erradas por el evaluador t.
Cada evaluador tendra´ errores [nto] = [o = 1, .., no] donde n
t
o es el nu´mero total de muestras
que no coinciden con el agrupamiento para el evaluador t. Ahora, sea φo1 la distancia entre
la muestra o y el centroide de la clase1 y φo2 la distancia de la muestra o y el centroide de
la clase 2. Entonces
φo1 =< So, q1 > ∀t (A-6)
φo2 =< So, q2 > ∀t (A-7)
ς t =
∑nto
o=1 φ
t
o1 +
∑nto
o=0 φ
t
o2
< q1, q2 >
(A-8)
B. Anexo: Formas de estimacio´n de la
matriz de ponderacio´n de error C
La primer forma de estimar la matriz de ponderacio´n de error es la utilizada en el presente
trabajo, esto es:
ci,t = (ne(y
(t) = yref)/m)|w
⊤xi| (B-1)
Esta formulacio´n permite sopesar tanto el error debido al porcentaje de error de cada eval-
uador a partir del te´rmino (ne(y
(t) = yref)/m) y adicionalmente pondera la gravedad del
error mediante el te´rmino |w⊤xi|. Sin embargo esta formulacio´n se encuentra sin regularizar
y las caracter´ısticas que pueden extraerse de ella pueden optimizarse.
Regularizando la anterior formulacio´n podemos entonces ponderar aisladamente el te´rmino
asociado al porcentaje de error y el te´rmino asociado a la gravedad del error. As´ı la variable
̺ sera´ el te´rmino de regularizacio´n para el porcentaje de error y el te´rmino ϕ sera´ el te´rmino
de regularizacio´n para la gravedad del error. De esta manera el planteamiento para la
estimacio´n de la matriz de ponderacio´n de error sera´:
ci,t = ̺
(
ne(y
(t) = yref)
m
)
+ ϕ|w⊤xi| (B-2)
De esta forma puede escogerse el peso asociado al tipo de error que se desee penalizar.
La suma de los dos te´rminos mencionados anteriormente y su correspondiente variable de
regularizacio´n dan una construccio´n ma´s robusta para la estimacio´n de esta matriz.
C. Anexo: Diagramas de dispersio´n
experimentos caso biclase
Este anexo es un compendio de las figuras obtenidas para los experimentos arriba men-
cionados, tienen por objeto extender la presentacio´n de los resultados y facilitar al lector la
interpretacio´n de los resultados
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Figura C-1.: Experimento1, Resultados para el caso de 10% de error inducido
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Figura C-2.: Experimento1, Resultados para el caso de 20% de error inducido
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Figura C-3.: Experimento1, Resultados para el caso de 30% de error inducido
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Figura C-4.: Experimento1, Resultados para el caso de 40% de error inducido
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Figura C-5.: Experimento2, Resultados para el caso de 10% de error inducido
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Figura C-6.: Experimento2, Resultados para el caso de 20% de error inducido
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Figura C-7.: Experimento2, Resultados para el caso de 30% de error inducido
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Figura C-8.: Experimento2, Resultados para el caso de 40% de error inducido
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