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Abstract
We establish an existence theorem for transonic isentropic potential flows where the subsonic region is
bounded by the sonic line and thus the governing equation may become degenerate on the boundary partly
or entirely. It has been conjectured by experiments and numerical studies that the self-similar multidimen-
sional flow changes its type, namely, hyperbolic far from the origin (supersonic region) and elliptic near
the origin (subsonic region). Furthermore, the potential equation has a different nonlinearity compared to
other transonic problems such as the unsteady transonic small disturbance equation, the nonlinear wave
equation, and the pressure gradient equation. Namely, the coefficients of the potential equation depend on
the gradients while others are independent of the gradients. We provide techniques to handle the gradients,
establish interior and boundary gradient estimates for the potential flow in a convex region, and answer the
conjecture, that is, the flow is strictly elliptic and the region is subsonic.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We study a potential equation of compressible, two-dimensional self-similar isentropic flow.
For Riemann problems in two-dimensional self-similar flow, the governing equation becomes
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E.H. Kim / J. Differential Equations 233 (2007) 276–290 277quasilinear and changes its type. Namely, the type of the flow in the far-field is hyperbolic and
the type of the flow near the origin is mixed. Although such configurations have been conjectured
by experiments and numerical computations, yet for the potential flow, no analytical tools are
available to verify the strict ellipticity inside of the conjectured subsonic region. The main goal
of this manuscript is to answer this open question. Our result implies that once the sonic boundary
is determined then there is no supersonic bubbles inside of the region bounded by the sonic line.
Furthermore, the technique developed in this manuscript provides interior and boundary gradient
estimates for the potential equation in a convex domain.
Many efforts have been made to understand such transonic problems for specific equations
such as the potential flow [9,10,12,13,20], the unsteady transonic small disturbance (UTSD)
equations [1–4,7], the nonlinear wave equations [5,6] and the pressure gradient equations [18,
21–23].
We note that although all of these transonic problems are quasilinear, the potential equation
has a different structure compared to other specific equations such as the UTSD, the nonlinear
wave and the pressure gradient equations. More precisely, the coefficients of the second order
derivative terms of the potential equation depend on the gradients while others are indepen-
dent of the gradients. This makes the analysis of the potential equations to be different from
the others and challenging. Techniques for transonic problems which have gradient independent
coefficients, such as the UTSD equation, the nonlinear wave equation and the pressure gradient
equation, have been developed extensively, for example, see [8,16] for details.
Recently, Elling and Liu [13] presented a partial result on establishing the ellipticity of the
potential flow in the subsonic region under the assumption that the flow is subsonic. Since this
result is related to ours, we provide more detailed discussions later in this section. Our paper
provides a direct proof that shows strict ellipticity of the flow inside of the region bounded by
the sonic line. Thus we show that the flow is subsonic in the conjectured region, and establish
an existence theorem for a subsonic potential flow. Chen and Feldman [11] announced that they
established an existence result for the potential flow for the regular weak shock reflection by a
nearly vertical wedge.
We point out that results [9,10,12] on the potential flow are small perturbations. Hence the
analysis in those papers was developed under the assumption that the ellipticity of the potential
flow on the subsonic region is given. Our result is not a small perturbation, and the new technique
developed in this paper provides the gradient estimates and the strict ellipticity of the potential
flow in the subsonic region. Thus, we believe, our result will shed light onto a broad range of
transonic potential Riemann problems.
We give a brief summary of the self-similar isentropic potential flow. Details can be found
in [12,20] and the references therein. From the unsteady potential flow equation in two space
dimension, where (u, v) = ∇Φ is the velocity and ρ is the density, equations of conservation of
mass and Bernoulli’s law are written as
Ht + div(H∇Φ) = 0, (1)
Φt + 12 |∇Φ|
2 + i(ρ) = const, (2)
where i(ρ) = γ
γ−1ρ
γ−1
, polytropic gas, and H is the inverse function of i(ρ), that is, H(s) =
(
γ−1
s)1/(γ−1) with 1 < γ < ∞ (isentropic gas). We note that when γ = 1 (isothermal gas)
γ
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forthcoming manuscript [17].
For simplicity we take the constant in Bernoulli’s law (2) as zero. This leads to
H = H
(
−Φt − 12 |∇Φ|
2
)
=
(
γ − 1
γ
(
−Φt − 12 |∇Φ|
2
))1/(γ−1)
.
Introducing the self-similar coordinates ξ = x/t and η = y/t and letting Φ(t, x, y) = tψ(ξ, η),
Eq. (1) becomes
(
c2 − (ψξ − ξ)2
)
ψξξ − 2(ψξ − ξ)(ψη − η)ψξη +
(
c2 − (ψη − η)2
)
ψηη = 0, (3)
where c2(s) = H/H ′ = (γ − 1)s is the sound speed. Now we introduce pseudo-velocity ϕ =
ψ − 12 (ξ2 + η2) so that Eq. (3) becomes
Qϕ = (c2 − ϕ2ξ )ϕξξ − 2ϕξϕηϕξη + (c2 − ϕ2η)ϕηη + 2c2 − |∇ϕ|2 = 0, (4)
where c2 = (γ − 1)(−ϕ − |∇ϕ|2/2).
Determinant of the second order coefficients in Qϕ = 0 is
det[aij ] = c2
(
c2 − ϕ2ξ − ϕ2η
)
, (5)
and thus the operator is elliptic when c2 > |∇ϕ|2.
On the boundary of subsonic region Ω , by continuity of ψ across the sonic boundary, as an
example, we may pose a Dirichlet boundary condition
ψ = ψ0 = u0ξ + v0η − c
2
0
γ − 1 −
1
2
(
u20 + v20
)
where U0 = (ρ0, u0, v0) is the Riemann data. This implies that
ϕ = ϕ0 = ψ0 − 12
(
ξ2 + η2)= − c20
γ − 1 −
1
2
(
(u0 − ξ)2 + (v0 − η)2
)
on ∂Ω.
Here the boundary condition can be set up in different ways. Hence in this manuscript, to be
general, we let
ϕ|∂Ω = ϕ0 (6)
where ϕ0 is an appropriately chosen function satisfying the Riemann data.
For the transonic problems, the boundary problem can be typically formed by either a tran-
sonic shock or a sonic line. For the transonic shock the position of the shock is unknown a priori
and thus it becomes a free boundary problem. On the other hand for the sonic line, the position
of the sonic line can be determined but the governing equation becomes degenerate on the sonic
line. Problems may arise in combinations of these boundary conditions. In this manuscript, we
focus our attention on a simplified configuration where the subsonic region is bounded by the
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may become degenerate on the boundary either partially or entirely.
We state our main result.
Theorem 1.1. Let Ω ∈ R2 be a bounded convex open set and ∂Ω ∈ C1. Let g be the smooth
extension of ϕ0 ∈ C1,1(∂Ω) and satisfy that for each X0 ∈ ∂Ω and the unit tangent vector t
at X0,
∣∣∇g(X) · t∣∣ δ0 > 0 for X ∈ Ω, (7)
where δ0 is a positive constant independent of X0. Assume further that
c2∗ ≡
2(γ − 1)
γ + 1
(−ϕ0(X0))− ∣∣∇ϕ0(X0) · t(X0)∣∣2 > 0, ∀X0 ∈ ∂Ω.
Then there exists a subsonic solution ϕ ∈ C3(Ω) ∩C0,1(Ω) to (4) and (6) satisfying
min
∂Ω
ϕ0  ϕ max
∂Ω
ϕ0 on Ω, (8)
c2 − |∇ϕ|2 > 0 in Ω, (9)
c2 − |∇ϕ|2  0 on ∂Ω. (10)
Furthermore there exists a constant M1 = M1(γ,ϕ0) > 0 so that the solution ϕ satisfies
|ϕ|C0,1(Ω) M1.
Since the solution ϕ is in C0,1(Ω), it holds the inequality (10) in a following sense
0 lim
X∈Ω→X+0
∣∣∇ϕ(x)∣∣2 −2(γ − 1)
γ + 1 ϕ0(x0)
for each X0 ∈ ∂Ω .
Remark 1.2. We note that (7) and c∗ > 0 are required to establish the boundary gradient esti-
mates (10) for the solution ϕ. However these conditions can be weakened or written in different
ways under some more informations on the geometry of the boundary and the boundary data.
Also they are not necessary conditions and thus it will be interesting to investigate optimal con-
ditions for the boundary data.
Next, we do not have exact estimates for a degenerate boundary data, that is, c2 − |∇ϕ|2 = 0
on Σ0 ⊆ ∂Ω . This again requires detailed informations on the corresponding configurations and
thus we leave this for a future paper.
Remark 1.3. The result in [13] is that for a solution ϕ to (4) if L = |∇ϕ|/c 1 in Ω , under some
extra conditions, then there exist a positive constant δ and a smooth function b such that either
L2  1 − δ or L2 + b does not attain its maximum in Ω . Hence it appears to be a partial result
on establishing the ellipticity for the given subsonic solution.
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solution ϕ without assuming that |∇ϕ|2  c2 in Ω , and second we establish an existence result.
Our result provides interior and boundary gradient estimates for a potential flow in a convex
region.
2. Regularized problems
Since it is not known a priori whether Eq. (4) is elliptic in Ω or not, we impose a cut off
function and a regularization on the coefficients of the second order derivative terms. Namely,
we replace c2 by c2+ = max{c2, |∇ϕ|2} in the operator Q, add εΔϕ to Eq. (4), and write the
resulting operator to Q+ε , that is,
Q+ε ϕ =
(
c2+ − ϕ2ξ + ε
)
ϕξξ − 2ϕξϕηϕξη +
(
c2+ − ϕ2η + ε
)
ϕηη + 2c2 − |∇ϕ|2 = 0. (11)
We first establish an a priori bound for the solution ϕε of (11) uniformly in ε.
Theorem 2.1. The solution ϕε to (11) and (6) satisfies
min
∂Ω
ϕ0  ϕε max
∂Ω
ϕ0 on Ω. (12)
Proof. The proof is a simple application of the Maximum principle. That is, by using c2 =
(γ − 1)(−ϕ − |∇ϕ|2/2) we can rewrite Eq. (11) to
Q+ε ϕ =
(
c2+ − ϕ2ξ + ε
)
ϕξξ − 2ϕξϕηϕξη +
(
c2+ − ϕ2η + ε
)
ϕηη − γ |∇ϕ|2 − 2(γ − 1)ϕ = 0. (13)
Now since the coefficient, −2(γ − 1), of the term ϕ is negative we can apply the Maximum
principle (due to the elliptic regularization the operator is now strictly elliptic) to get the inequal-
ities (12). 
In the following theorem, we show that c2 > |∇ϕ|2 which implies the ellipticity of the opera-
tor. That is, we verify that −(γ − 1)ϕ − (γ + 1)|∇ϕ|2/2 > 0.
We first establish the boundary gradient estimate.
Theorem 2.2. Assume that the same hypothesis of Theorem 1.1 hold. Then for 0 < ε < 1, the
solution ϕε ∈ C2(Ω)∩ C1(Ω) to (11), (6) satisfies
c2 − ∣∣∇ϕε∣∣2 = −(γ − 1)ϕε − (γ + 1)∣∣∇ϕε∣∣2/2 0 on ∂Ω. (14)
Proof. For notational simplicity we drop the superscript ε and write ϕ = ϕε to be the solution
to (11).
First by the cut off of the coefficients we can write the operator Q+ε to
Q+ε ϕ =
(
ϕ2η + ε + λ
)
ϕξξ − 2ϕξϕηϕξη +
(
ϕ2ξ + ε + λ
)
ϕηη − γ |∇ϕ|2 − 2(γ − 1)ϕ = 0 (15)
where λ = c2+ − |∇ϕ|2  c2  (γ − 1)max∂Ω(−ϕ0) is a nonnegative function.
E.H. Kim / J. Differential Equations 233 (2007) 276–290 281We now construct an upper barrier. Let X0 = (ξ0, η0) ∈ ∂Ω and T0 be the tangent line passing
through X0 with Ω lying on one side of T0. We can also find T ′0 parallel to T0 such that Ω is
contained in the semi-infinite strip enclosed by T0 and T ′0. Without loss of generality, we let X0
be the origin. Take orthogonal coordinate axes x and y so that the x-axis is perpendicular to T0.
Let θ be the angle that the x-axis makes with the ξ -axis so that we can write x = ξ cos θ +η sin θ .
For simplicity we assume that T0 is on the left side of Ω .
Let h = h(x) ∈ C2[0, |Ω|], h′  0 and h′′  0, to be determined, and w = h + g where g
satisfies (7), that is, since y is the tangential direction at X0, we have |gy | δ0 > 0 on Ω .
We evaluate
Q+ε w =
(
w2y + ε + λ
)
wxx − 2wxwywxy +
(
w2x + ε + λ
)
wyy − γ |∇w|2 − 2(γ − 1)w
= (g2y + λ + ε)(h′′ + gxx)− 2(h′ + gx)gygxy + ((h′ + gx)2 + ε + λ)gyy
− γ [(h′ + gx)2 + (gy)2]− 2(γ − 1)(h + g)
 g2yh′′ +
(
g2y + λ + ε
)
gxx − 2(h′ + gx)gygxy
+ ((h′ + gx)2 + ε + λ)gyy − γ [(h′ + gx)2 + g2y]− 2(γ − 1)(h + g)
 δ20h′′ + a(h′)2 + bh′ − 2(γ − 1)h + f
(
g,Dg,D2g
)
,
where a = gyy − γ , b = −2gygxy + 2gxgyy − 2γgx and f = Q+ε g = (g2y + λ + ε)gxx −
2gxgygxy + (g2x + ε + λ)gyy − γ (g2x + g2y)− 2(γ − 1)g.
We let A,F = supΩ |a|, |f | and choose B  supΩ |b| so that B2  4AF . Here the bounds
A,B,F depend only on γ , ‖g‖C1,1(Ω) and max(−ϕ0). Then the last inequality becomes
δ20h
′′ + a(h′)2 + bh′ − 2(γ − 1)h + f (g,Dg,D2g) δ20h′′ +A
(
h′ + B
2A
)2
. (16)
We now define h to be
h = 1
μ
ln(1 + kx)− B
2A
x.
Then by choosing positive constants k and μ which satisfy
k
μ(1 + k|Ω|) 
B
2A
, (17)
we have
h′(x) = k
μ(1 + kx) −
B
2A
 0, h′′(x) = −k
2
μ(1 + kx)2 < 0 for x ∈
[
0, |Ω|].
Clearly, by the simple consequence of h′  0 and h(0) = 0, h(x)  0 for x ∈ [0, |Ω|]. Hence
(16) becomes nonnegative for
μ
δ20 . (18)
A
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k
μ
 B
2A
+
√
2(γ − 1)
(γ + 1)
(−ϕ0(0))− ∣∣∇ϕ0(0) · t∣∣2, (19)
where t is the unit tangent to ∂Ω at the origin, so that
∣∣h′(0)∣∣2 = ( k
μ
− B
2A
)2
 2(γ − 1)
(γ + 1)
(−ϕ0(0))− ∣∣∇ϕ0(0) · t∣∣2.
Hence with the choice of μ and k satisfying all three conditions (17)–(19) (we can certainly find
such k and μ since k/(μ(1 + k|Ω|)) < k/μ and c2∗ > 0 by the assumption) we have an upper
barrier. That is since Q+ε is rotationally invariant we have
0 > Q+ε w −Q+ε ϕ
= (ϕ2x + ε + λ)(w − ϕ)xx − 2ϕxϕy(w − ϕ)xy + (ϕ2x + ε + λ)(w − ϕ)yy
+DijwDpj aijDj (w − ϕ)− γDi(w + ϕ)Di(w − ϕ)− 2(γ − 1)(w − ϕ)
and w  ϕ on ∂Ω by the definition of w. Thus by the maximum principle we obtain an upper
barrier for ϕ.
For the lower barrier we apply the same calculation with w1 = −h + g and obtain
Q+ε w1 −δ20h′′ − A(h′)2 −Bh′ + 2(γ − 1)h − F  0.
Therefore by w and w1 being upper and lower barriers, with the choice of k and μ satisfy-
ing (19), we now have that
∣∣Dϕ(0)∣∣2  ∣∣h′(0)∣∣2 + ∣∣∇ϕ0(0) · t∣∣2 −2(γ − 1)
γ + 1 ϕ0(0). (20)
Since X0 = 0 is chosen arbitrary, we can apply the same argument for each X0 ∈ ∂Ω to complete
the proof. 
Remark 2.3. If we assume condition (7) locally, namely there exists a positive constant R0 such
that
(C1)
∣∣g(X) · t(X0)∣∣ δ0 > 0 in H = {X ∈ Ω: |X − T0|R0}.
Then we need the following extra condition,
(H1)
1
R0
(
exp
[
δ20
A
(
m1 − m0 + B2AR0
)]
− 1
)

δ20
A
(
B
2A
+ c∗
)
where A,F = supH |a|, |f | and B  supH |b| satisfying B2  4AF , m1(0) = max(min)∂Ωϕ0
and m0  g m1.
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μ = min
{
δ20
A
,
c∗
( B2A + c∗)R0 B2A
}
and k = μ
(
B
2A
+ c∗
)
.
Since μ c∗/[(B/(2A) + c∗)R0B/(2A)] we now get
k = μ
(
B
2A
+ c∗
)
 B
2A
μ
(
1 +μ
(
B
2A
+ c∗
)
R0
)
= B
2A
(1 + kR0),
which implies
k
μ(1 + kR0) 
B
2A
.
Also by (H1) we have h + g  m1  ϕ on Ω ∩ {|X − T0| = R0}. Therefore we can apply the
maximum principle on the set H to get the result.
When supH |a| = 0 one can simply take A = 1. Or assume (C1) for some R0 > 0 in a set H
and
(H2) c∗ 
F
2(γ − 1)
B
2δ20
where B = max
{
sup
H
|b|,2δ0
√
2(γ − 1)
}
and F = sup
H
|f |.
(H3)
F
2(γ − 1)
(
1 − e−BR0/(2δ20))m1 − m0.
Then we let h = M(1 − e−k|x−x0|) where M = F/(2(γ − 1)) and k = B/(2δ20) so that by (H2)
we get h′(X0) c∗, and by (H3) we get h + g  ϕ on Ω ∩ {|X − T0| = R0}. Hence we repeat
the same argument as before to complete the result.
We now establish the interior gradient estimate which leads the global gradient estimate. The
basic idea is related to the method due to Bernstein [14].
Theorem 2.4. Assume that the same hypothesis of Theorem 1.1 hold. For each 0 < ε < 1, let
ϕε ∈ C3(Ω)∩ C1(Ω) be a solution to (11) and (6). Then ϕε satisfies that
c2 − ∣∣∇ϕε∣∣2 = −(γ − 1)ϕε − (γ + 1)∣∣∇ϕε∣∣2/2 > 0 in Ω. (21)
Proof. For notational simplicity we drop the superscript ε and write ϕ = ϕε to be the solution
to (11) and denote w = |∇ϕ|2. By simple calculations we get
Diw = 2(ϕξDiϕξ + ϕηDiϕη),
Dijw = 2(ϕξDijϕξ + ϕηDijϕη + DjϕξDiϕξ +DjϕηDiϕη).
Apply DiϕDi to Eq. (11), sum over the index i and use Dijw to get
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= ϕξ
{(
c2+ − ϕ2ξ + ε
)
ϕξξξ − 2ϕξϕηϕξηξ +
(
c2+ − ϕ2η + ε
)
ϕηηξ
+ 2(c2)
ξ
− |∇ϕ|2ξ +
(
c2+ − ϕ2ξ
)
ξ
ϕξξ − 2(ϕξϕη)ξϕξη +
(
c2+ − ϕ2η
)
ξ
ϕηη
}
+ ϕη
{(
c2+ − ϕ2ξ + ε
)
ϕξξη − 2ϕξϕηϕξηη +
(
c2+ − ϕ2η + ε
)
ϕηηη
+ 2(c2)
η
− |∇ϕ|2η +
(
c2+ − ϕ2ξ
)
η
ϕξξ − 2(ϕξϕη)ηϕξη +
(
c2+ − ϕ2η
)
η
ϕηη
}
= (c2+ − ϕ2ξ + ε)[wξξ/2 − ϕ2ξξ − ϕ2ηξ ]− 2ϕξϕη[wξη/2 − ϕξξϕξη − ϕξηϕηη]
+ (c2+ − ϕ2η + ε)[wηη/2 − ϕ2ξη − ϕ2ηη]
+ ϕξ
{
2
(
c2
)
ξ
− |∇ϕ|2ξ +
(
c2+ − ϕ2ξ
)
ξ
ϕξξ − 2(ϕξϕη)ξϕξη +
(
c2+ − ϕ2η
)
ξ
ϕηη
}
+ ϕη
{
2
(
c2
)
η
− |∇ϕ|2η +
(
c2+ − ϕ2ξ
)
η
ϕξξ − 2(ϕξϕη)ηϕξη +
(
c2+ − ϕ2η
)
η
ϕηη
}
.
Define a set D = {x ∈ Ω: c2 − |∇ϕ|2 < 0} = {x ∈ Ω: −(γ − 1)ϕ < (γ + 1)|∇ϕ|2/2}. Then
D  Ω due to (14) in Theorem 2.2, and let v = c2 − |∇ϕ|2. Suppose D = ∅. Then there exists a
local minimum point x0 ∈ D so that the following three items hold:
(1) v(x0) = (c2 − |∇ϕ|2)(x0) = −δ  0 for some nonnegative constant δ,
(2) Div(x0) = 0, that is,
Diw = −2γ − 1
γ + 1Diϕ, (22)
(3) (ϕ2η + ε)vξξ − 2ϕξϕηvξη + (ϕ2ξ + ε)vηη  0 at x0.
Thus at x0, by the cut off c2+ and Dic2+(x0) = Diw(x0) since D is an open set, the last equation
becomes
0 = ϕξDξQ+ε ϕ + ϕηDηQ+ε ϕ
= (ϕ2η + ε)[wξξ/2 − ϕ2ξξ − ϕ2ηξ ]− 2ϕξϕη[wξη/2 − ϕξξϕξη − ϕξηϕηη]
+ (ϕ2ξ + ε)[wηη/2 − ϕ2ξη − ϕ2ηη]
+ ϕξ
(−2(γ − 1)ϕξ − γwξ )+ 2ϕξϕηξϕηϕξξ − 2ϕξ (ϕξϕη)ξϕξη + 2ϕξϕξξϕξϕηη
+ ϕη
(−2(γ − 1)ϕη − γwη)+ 2ϕηϕηηϕηϕξξ − 2ϕη(ϕξϕη)ηϕξη + 2ϕηϕξηϕξϕηη
= (ϕ2η + ε)wξξ/2 − 2ϕξϕηwξη/2 + (ϕ2ξ + ε)wηη/2
− 2(γ − 1)w − γ ϕξwξ − γ ϕηwη + wξϕξϕηη + wηϕηϕξξ
− 2ϕ2ξηw −
(
ϕ2η + ε
)(
ϕ2ξξ + ϕ2ηξ
)− (ϕ2ξ + ε)(ϕ2ξη + ϕ2ηη).
We denote
F = −2(γ − 1)w − γ ϕξwξ − γ ϕηwη +wξϕξϕηη +wηϕηϕξξ
− 2ϕ2ξηw −
(
ϕ2η + ε
)(
ϕ2ξξ + ϕ2ηξ
)− (ϕ2ξ + ε)(ϕ2ξη + ϕ2ηη).
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F = −2γ − 1
γ + 1
(|∇ϕ|2 + ϕ2ξ ϕηη + ϕ2ηϕξξ )
− 2ϕ2ξηw −
(
ϕ2η + ε
)(
ϕ2ξξ + ϕ2ηξ
)− (ϕ2ξ + ε)(ϕ2ξη + ϕ2ηη)
−2γ − 1
γ + 1 |∇ϕ|
2 + (γ − 1)
2
(γ + 1)2 |∇ϕ|
2 + ϕ2ξ ϕ2ηη + ϕ2ηϕ2ξξ
− 2ϕ2ξηw −
(
ϕ2η + ε
)(
ϕ2ξξ + ϕ2ηξ
)− (ϕ2ξ + ε)(ϕ2ξη + ϕ2ηη)
−γ − 1
γ + 1w −
2(γ − 1)
(γ + 1)2 w − 3ϕ
2
ξηw.
Here the second inequality is obtained by using the Cauchy–Schwartz inequality:
−2γ − 1
γ + 1
(
ϕ2ξ ϕηη + ϕ2ηϕξξ
)
 ϕ2ξ ϕ2ηη + ϕ2ηϕ2ξξ +
(γ − 1)2
(γ + 1)2 |∇ϕ|
2.
We now consider
0 = −(γ − 1)Q+ε ϕ − (γ + 1)
[
ϕξDξQ
+
ε ϕ + ϕηDηQ+ε ϕ
]
= (ϕ2η + ε)vξξ − 2ϕξϕηvξη + (ϕ2ξ + ε)vηη − (γ − 1)(2c2 − |∇ϕ|2)− (γ + 1)F
at x0. By denoting L to be an operator acting on v, at x0, we have
Lv ≡ (ϕ2η + ε)vξξ − 2ϕξϕηvξη + (ϕ2ξ + ε)vηη
= (γ − 1)(2c2 − |∇ϕ|2)+ (γ + 1)F
−γ (γ − 1)w − 2(γ − 1)
γ + 1 w − 3(γ + 1)ϕ
2
ξηw.
At x0 we note that w = |∇ϕ|2 = 0. Otherwise we have
0 = (γ + 1)w(x0) = −2(γ − 1)ϕ(x0)+ 2δ
where δ  0 which implies that ϕ(x0) = δ/(γ − 1) 0. However by the a priori bound, (12) in
Theorem 2.1, and (7) and c∗ > 0, that is −ϕ0  δ20(γ + 1)/[2(γ − 1)] > 0 on ∂Ω , we must have
ϕ < 0. Therefore w > 0 at x0 and this implies that Lv < 0 at x0 which is a contradiction to x0
being the local minimum point of v in D that is a contradiction to Lv(x0) 0, item 3. Hence the
set D = ∅ and therefore we can remove the cutoff and replace c2+ by c2.
To complete the proof we need to show that v = c2 − |∇ϕ|2 = 0. We can repeat the same
contradiction argument to show v = 0. That is, assume that v = 0 at some set D ⊂ Ω . Then
since we have shown that v  0, there exists a local minimum point x0 ∈ D such that (1), (2)
and (3) hold as before with δ = 0. Repeat the same argument, since we now removed the cutoff
in c2 we can apply the derivatives, to get a contradiction. This completes the proof. Therefore
the governing equation is elliptic in Ω . 
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Corollary 2.5. The solution ϕε satisfies
|ϕε|C0,1(Ω) M1(γ,ϕ0), on Ω, (23)
where M1 is independent of ε.
Proof. Ellipticity of ϕε implies that −(γ − 1)ϕε > (γ + 1)|∇ϕε|2/2 in Ω and ϕε has the L∞
bound, (12). Therefore |ϕε|C0,1(Ω) M1(γ,ϕ0). 
The existence of ϕε ∈ C3,α(Ω) ∩ C1(Ω) which satisfies (11), (6) is clear, see [15, Theo-
rem 6.1] and [14,16] for details. In fact, if ∂Ω ∈ C1,α0 , this regularized solution ϕε can be in
C1,α(Ω), see [19], where 0 < α  α0 depends on ε.
3. Uniform lower barriers
We now construct the uniform lower barriers locally away from the boundary of the subsonic
region Ω . The lower barriers will allow us to pass the limit from the sequence of regularized
solutions and to ensure the limiting solution is strictly elliptic in Ω .
Theorem 3.1. Assume that the same hypothesis in Theorem 1.1 hold. For each 0 < ε < 1 and
BR(X0) ⊂ Ω where BR(X0) ∩ Ω = {X1} ⊂ ∂Ω , with 0 < R < 1, there exists a small positive
constant δ = δ(γ,R,ϕ0) independent of ε such that
c2 − ∣∣∇ϕε∣∣2 − δ(R2 − |X −X0|2) 0, in BR(X0). (24)
Proof. For each X0 = (ξ0, η0) ∈ Ω where BR(X0) ⊂ Ω , we define
h = δ∗
(
R2 − |X −X0|2
)
, R  1, (25)
for some small positive constant δ∗ to be determined later.
We note that by the same calculation as we did in Theorem 2.4 we have
0 = ϕξDξQ+ε ϕ + ϕηDηQ+ε ϕ
= (c2 − ϕ2ξ + ε)wξξ/2 − ϕξϕηwξη + (c2 − ϕ2η + ε)wηη/2 +G,
where
G = −(c2 − ϕ2ξ + ε)[ϕ2ξξ + ϕ2ηξ ]+ 2ϕξϕη[ϕξξϕξη + ϕξηϕηη] − (c2 − ϕ2η + ε)[ϕ2ξη + ϕ2ηη]
+ ϕξ
{
2
(
c2
)
ξ
− |∇ϕ|2ξ +
(
c2 − ϕ2ξ
)
ξ
ϕξξ − 2(ϕξϕη)ξϕξη +
(
c2 − ϕ2η
)
ξ
ϕηη
}
+ ϕη
{
2
(
c2
)
η
− |∇ϕ|2η +
(
c2 − ϕ2ξ
)
η
ϕξξ − 2(ϕξϕη)ηϕξη +
(
c2 − ϕ2η
)
η
ϕηη
}
.
Now we repeat the same contradiction argument as we did in Theorem 2.4. Namely, at the con-
tradiction point x0, we have
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(since we have shown that v > 0 in Ω , δ must satisfy that h(x0)− δ = v(x0) > 0),
(2) Di(v − h)(x0) = 0, that is,
Diw = −2γ − 1
γ + 1Diϕ −
2
γ + 1Dih, (26)
(3) (c2 − ϕ2ξ + ε)(v − h)ξξ − 2ϕξϕη(v − h)ξη + (c2 − ϕ2η + ε)(v − h)ηη  0 at x0.
Then at x0, G becomes
G = −(ϕ2η + h − δ + ε)[ϕ2ξξ + ϕ2ηξ ]+ 2ϕξϕη[ϕξξϕξη + ϕξηϕηη]
− (ϕ2ξ + h− δ + ε)[ϕ2ξη + ϕ2ηη]
+ ϕξ
{
wξ + 2hξ +
(
ϕ2η + h
)
ξ
ϕξξ − 2(ϕξϕη)ξϕξη +
(
ϕ2ξ + h
)
ξ
ϕηη
}
+ ϕη
{
wη + 2hη +
(
ϕ2η + h
)
η
ϕξξ − 2(ϕξϕη)ηϕξη +
(
ϕ2ξ + h
)
η
ϕηη
}
= ϕξwξ + ϕηwη +wξϕξϕηη +wηϕηϕξξ + (ϕξhξ + ϕηhη)(2 + ϕξξ + ϕηη)
− 2ϕ2ξηw −
(
ϕ2η + h − δ + ε
)(
ϕ2ξξ + ϕ2ηξ
)− (ϕ2ξ + h − δ + ε)(ϕ2ξη + ϕ2ηη).
Notice that we can write
(ϕξhξ + ϕηhη)(ϕξξ + ϕηη)
= hξ (wξ/2 − ϕηϕξη)+ hη(wη/2 − ϕξϕξη)+ hξϕξϕηη + hηϕηϕξξ
= −γ − 1
γ + 1 (ϕξhξ + ϕηhη)−
1
γ + 1 |∇h|
2 − (hξϕηϕξη + hηϕξϕξη)
+ hξϕξϕηη + hηϕηϕξξ ,
where we used (26) in the item (2). Thus at x0, by using (26), G becomes
G = −2γ − 1
γ + 1w + (ϕξhξ + ϕηhη)− 2
γ − 1
γ + 1
(
ϕ2ξ ϕηη + ϕ2ηϕξξ
)
+ γ − 1
γ + 1 (hξϕξϕηη + hηϕηϕξξ )−
1
γ + 1 |∇h|
2 − (hξϕηϕξη + hηϕξϕξη)
− 2ϕ2ξηw −
(
ϕ2η + h − δ + ε
)(
ϕ2ξξ + ϕ2ηξ
)− (ϕ2ξ + h − δ + ε)(ϕ2ξη + ϕ2ηη).
Apply the weighted Cauchy–Schwartz inequalities to
−2γ − 1
γ + 1
(
ϕ2ξ ϕηη + ϕ2ηϕξξ
)
 γ − 1
γ + 1
(
1
μ1
(
ϕ2ξ ϕ
2
ηη + ϕ2ηϕ2ξξ
)+μ1w
)
,
γ − 1
(hξϕξϕηη + hηϕηϕξξ ) γ − 1
(
μ2 (
ϕ2ξ ϕ
2
ηη + ϕ2ηϕ2ξξ
)+ 1 |∇h|2),
γ + 1 γ + 1 2 2μ2
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1
2μ3
|∇h|2,
−(hξϕηϕξη + hηϕξϕξη)wϕ2ξη +
1
4
|∇h|2.
We now choose μi > 0, i = 1,2,3, to satisfy
1
μ1
+ μ2
2
= γ + 1
γ − 1 ,
γ − 1
γ + 1μ1 +
μ3
2
= αγ − 1
γ + 1 , 0 < α < 1,
so that G becomes
G−(2 − α)γ − 1
γ + 1w +
(
γ − 1
γ + 1
1
2μ2
+ 1
2μ3
+ 1
4
− 1
γ + 1
)
|∇h|2 − 2ϕ2ξηw.
Now we have
L(v − h) = (γ − 1)(2c2 − w)+ (γ + 1)G −Lh
 (γ − 1)(w + 2(h − δ))− (2 − α)(γ − 1)w + C(γ,μi)|∇h|2
− 2(γ + 1)ϕξηw + 2δ0
(
w + 2(h − δ)+ 2ε)
−(1 − α)(γ − 1)w + 2δ0w +C(γ,μi)2δ20
(
1 +R2).
At x0, by the item (1), we have w(x0) = 2[−(γ −1)ϕ(x0)−h(x0)+δ]/(γ +1) and we can choose
δ1 = δ1(ϕ0) small so that for all 0 < δ∗  δ1 we get w(x0) (γ − 1)min(−ϕ)/(γ + 1) > 0. We
now choose 0 < δ∗ < min{δ1, (1 −α)(γ − 1)/2} small enough to get the last inequality becomes
negative. Therefore we obtain a contradiction which completes the proof. 
4. The limiting solution
Finally we establish Theorem 1.1. The proof is a standard application of local compactness
arguments and details can be found in [16] and references therein.
Proof of Theorem 1.1. Since we now have the uniform lower barriers, Theorem 3.1, locally
away from ∂Ω , by applying interior Schauder estimates for each compact subset of Ω , we can
use local compactness arguments and diagonalization arguments to pass the limit and to have the
limiting solution in C3(Ω).
Since we only have the uniform Lipschitz estimates, |ϕε|C0,1(Ω)  M1, the limit near the
boundary is only on C0,α for any 0 < α < 1.
For each ε since we have the inequality 0  |∇ϕε|2  −C(γ )ϕε where C(γ ) = 2(γ − 1)/
(γ + 1), and the sequence ϕε has a limit in C0,α(Ω) and in C3loc(Ω) for any 0 < α < 1, we can
pass the limit as ε → 0 so that
0w(x) = ∣∣∇ϕ(x)∣∣2 −C(γ )ϕ(x) for x ∈ Ω.
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0 lim
x→x+0
w(x)−C(γ )ϕ0(x0).
This implies that ϕ ∈ C0,1(Ω) and ϕ satisfies (10). 
5. Conclusions
We have established an existence of a subsonic solution which is strictly elliptic inside of the
region bounded by a given convex sonic boundary. We provided techniques to establish interior
and boundary gradient estimates.
Here we discuss some open questions.
The first open question is how to improve the regularity of the solution on the boundary. For
specific problems with certain conditions, it may be possible to improve the regularity up to
C1,α(Ω) for 0 < α  1.
The second question is to find necessary and sufficient conditions on the boundary data and
on the geometry of the domain, which give rise to transonic problems.
The next question is how to establish existence results for free boundary and mixed boundary
problems. Since many techniques have been developed for other types of transonic free boundary
problems, by combining the analysis developed in this manuscript and the techniques for other
types of free boundary problems, one may establish an existence result.
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