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Jarvis Haupt, Xingguo Li and David P. Woodruff*
Abstract
We study the least squares regression problem
min
Θ∈SD,R
‖AΘ− b‖2,
where SD,R is the set of Θ for which Θ = ∑Rr=1θ(r)1 ◦ · · · ◦ θ(r)D for vectors θ(r)d ∈ Rpd for all r ∈ [R]
and d ∈ [D], and ◦ denotes the outer product of vectors. That is, Θ is a low-dimensional, low-
rank tensor. This is motivated by the fact that the number of parameters in Θ is only R ·∑Dd=1pd ,
which is significantly smaller than the
∏D
d=1pd number of parameters in ordinary least squares
regression. We consider the above CP decomposition model of tensors Θ, as well as the Tucker
decomposition. For both models we show how to apply data dimensionality reduction techniques
based on sparse random projections Φ ∈ Rm×n, with m  n, to reduce the problem to a much
smaller problem minΘ‖ΦAΘ −Φb‖2, for which if Θ′ is a near-optimum to the smaller problem,
then it is also a near optimum to the original problem. We obtain significantly smaller dimension
and sparsity in Φ than is possible for ordinary least squares regression, and we also provide a
number of numerical simulations supporting our theory.
1 Introduction
For a sequence of D-way design tensors Ai ∈ Rp1×···×pD , i ∈ [n] = {1, . . . ,n}, we observe noisy linear
measurements of an unknown D-way tensor Θ ∈Rp1×···×pD , given by
bi = 〈Ai ,Θ〉+ zi , for all i ∈ [n], (1)
where {zi}ni=1 corresponds to the noise in each observation, and 〈Ai ,Θ〉 = vec(Ai)>vec(Θ), with
vec(X) denoting the vectorization of a tensor X. Given the design tensors {Ai}ni=1 and noisy ob-
servations {bi}ni=1, a natural approach for estimating the parameter Θ is to use the Ordinary Least
Square (OLS) estimation for tensor regression, i.e., to solve
min
Θ∈Rp1×···×pD
n∑
i=1
(bi − 〈Ai ,Θ〉)2 . (2)
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Tensor regression has been widely studied in the literature. Applications include computer vision
(Park and Savvides, 2007; Guo et al., 2012; Zhao et al., 2013), data mining (De Lathauwer et al.,
2000), multi-model ensembles (Yu et al., 2015), neuroimaging analysis (Zhou et al., 2013; Li et al.,
2013b), multitask learning (Romera-Paredes et al., 2013; Yang and Hospedales, 2016), and mul-
tivariate spatial-temporal data analysis (Bahadori et al., 2014; Hoff, 2015). In these applications,
modeling the unknown parameters as a tensor is what is needed, as it allows for learning data that
has multi-directional relations, such as in climate prediction Yu and Liu (2016), inherent struc-
ture learning with multi-dimensional indices Romera-Paredes et al. (2013), and hand movement
trajectory decoding Zhao et al. (2013).
Due to the high dimensionality of tensor data, structured learning based on low-rank tensor
decompositions, such as CANDECOMP/PARAFAC (CP) decomposition and Tucker decomposi-
tion models (Kolda and Bader, 2009; Sidiropoulos et al., 2016) have been proposed in order to
obtain tractable tensor regression problems. As discussed more below, requiring the unknown
tensor to be low-rank significantly reduces the number of unknown parameters. As natural con-
vex formulations based on the nuclear norm are known to be computationally expensive (Gandy
et al., 2011; Tomioka and Suzuki, 2013), nonconvex heuristics for low-rank tensor recovery are
often used in practice (Romera-Paredes et al., 2013; Bahadori et al., 2014; Yu et al., 2015).
We consider low-rank tensor regression problems based on the CP decomposition and Tucker
decomposition models. For simplicity, we first focus on the CP model, and later extend our anal-
ysis to the Tucker model. Suppose that Θ admits a rank-R CP decomposition, that is,
Θ =
R∑
r=1
θ
(r)
1 ◦ · · · ◦θ(r)D , (3)
where θ(r)d ∈ Rpd for all r ∈ [R] and ◦ is the outer product of vectors. For convenience, we denote
the set of factors for low-rank tensors by
SD,R =
{
[[Θ1, . . . ,ΘD ]] | Θd = [θ(1)d , . . . ,θ(R)d ] ∈Rpd×R, for all d ∈ [D]
}
.
Then we can rewrite model (1) in a compact form
b = A(ΘD  · · · Θ1)1R + z, (4)
where b,z ∈ Rn, A = [vec(A1), · · · ,vec(An)]> ∈ Rn×
∏D
d=1 pd , 1R = [1, . . . ,1] ∈ RR is a vector of all 1s, ⊗
is the Kronecker product, and  is the Khatri-Rao product1. In addition, the OLS estimation for
tensor regression (2) can be rewritten as the following nonconvex problem in terms of low-rank
tensor parameters [[Θ1, . . . ,ΘD ]],
min
ϑ∈SD,R
‖Aϑ − b‖22, (5)
where SD,R =
{
(ΘD  · · · Θ1)1R ∈R
∏d=1
D pd | [[Θ1, . . . ,ΘD ]] ∈ SD,R
}
.
1These are defined below in the section of notation.
2
The number of parameters for a general tensor Θ ∈ Rp1×···×pD is ∏Dd=1pd , which may be pro-
hibitive even for small values of {pd}Dd=1. The benefit of the low-rank model (3) is that it dramat-
ically reduces the degrees of freedom of the unknown tensor from
∏D
d=1pd to R
∑D
d=1pd , where
we are typically interested in the case when R pd for each d ∈ [D]. For example, a typical MRI
image has size 2563 ≈ 1.7×107, while using the low-rank model with R = 5, we reduce the number
of unknown parameters to 256×3×5 ≈ 4×103 107. This significantly increases the applicability
of the tensor regression model in practice.
Nevertheless, solving the tensor regression problem (5) is still expensive in terms of both
computation and memory requirements, for typical settings, when n R ·∑Dd=1pd , or even n∏D
d=1pd . In particular, the per iteration complexity is at least linear in n for popular algorithms
such as block alternating minimization and block gradient descent (Tseng, 2001; Tseng and Yun,
2009). In addition, in order to store A, it takes n ·∏Dd=1pd words of memory. Both of these aspects
are undesirable when n is large. This motivates us to consider data dimensionality reduction
techniques, also called sketching, for the tensor regression problem.
Instead of solving (5), we consider the Sketched Ordinary Least Square (SOLS) estimation prob-
lem, defined as
min
ϑ∈SD,R
‖ΦAϑ −Φb‖22, (6)
where Φ ∈ Rm×n is a random matrix specified below. Importantly, Φ will satisfy two properties
discussed below, namely (1) m n so that we significantly reduce the size of the problem, and (2)
Φ will be very sparse so that it can be applied very quickly.
Naı¨vely applying existing analyses of sketching techniques for least squares regression re-
quires m = Ω
(∏D
d=1pd
)
(for a survey, see, e.g., (Woodruff, 2014)), which is prohibitive. Here, we
use a sparse Johnson-Lindenstrauss transformation (SJLT) as our sketching matrix, with constant
column sparsity and dimension m =Ω
(
R ·∑Dd=1pd), up to logarithmic factors. We show that with
high probability, simultaneously for every ϑ ∈ S,D,R, we have ‖ΦAϑ − Φb‖22= (1 ± )‖Aϑ − b‖22,
which implies that any solution to (6) has the same cost as in (5) up to a (1 + )-factor. In par-
ticular, by solving (6) we obtain a (1 + )-approximation to (5). Our result is the first non-trivial
dimensionality reduction for this problem, i.e., dimensionality reduction better than
(∏D
d=1pd
)
,
which is trivial by ignoring the low rank structure of the tensor, and which achieves a relative
error (1 + )-approximation.
Our analysis is based on a careful characterization of Talagrand’s functional for the parameter
space of low-rank tensors. Our sketching dimension m almost meets the intrinsic dimension of
low-rank tensors, and is thus nearly optimal. We further provide numerical evaluations on both
synthetic and real data to demonstrate the empirical performance of sketching based estimation.
Notation. For scalars x,y ∈ R, we denote x = (1 ± ε)y if x ∈ [(1 − ε)y, (1 + ε)y], x . (&)y if
x ≤ (≥)cy for some universal constant c > 0, and x ' y if both x . y and x & y hold. We also use
standard asymptotic notation O(·) and Ω(·). Given a positive integer n, let [n] = {1, . . . ,n}. Given
a vector v ∈ Rp, we denote ‖v‖1= ∑pi=1|vi |, ‖v‖22= ∑pi=1 v2i , and ‖v‖∞= maxi∈[p]|vi |. Given d vectors
v1 ∈ Rp1 , . . . , vd ∈ Rpd , we denote v1 ◦ · · · ◦ vd ∈ Rp1×···×pd as a tensor formed by the outer product of
vectors. Given a matrix A ∈ Rm×n, we denote its spectral norm by ‖A‖2, we let span(A) ⊆ Rm be
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the subspace spanned by the columns of A, we let σmax(A) and σmin(A) be the largest and smallest
singular values of A, respectively, and κ(A) = σmax(A)/σmin(A) be the condition number. We use
nnz(A) to denote the number of nonzero entries of A. We use PA as the projection operator onto
span(A). Given two matricesA = [a1, . . . , an] ∈Rm×n and B = [b1, . . . , bq] ∈Rp×q,A⊗B = [a1⊗B, . . . , an⊗
B] ∈ Rmp×nq denotes the Kronecker product, and AB = [a1 ⊗ b1, . . . , an ⊗ bn] ∈ Rmp×n denotes the
Khatri-Rao product with n = q. We let Bn ⊂Rn be the unit sphere ofRn, i.e., Bn = {x ∈Rn | ‖x‖2= 1}.
We also let P(·) be the probability of an event and E(·) the expectation of a random variable.
Without further specification, we let
∏
pd =
∏D
d=1pd and
∑
pd =
∑D
d=1pd .
2 Background
We start with a few important definitions.
Definition 1 (Oblivious Subspace Embedding). Suppose Π is a distribution on m× n matrices Φ,
where m is a function of parameters n,d, and ε. Further suppose that with probability at least
1 − δ, for any fixed n × d matrix A, a matrix Φ drawn from Π has the property that Φ is a (1 ± ε)
subspace embedding for A, i.e., ‖ΦAx‖22= (1± ε)‖Ax‖22 for any x ∈ X ⊆ Rd . Then we call Π an (ε,δ)
oblivious subspace embedding (OSE) of X .
An OSE Φ preserves the norm of vectors in a certain set X after linear transformation by A.
This is widely studied as a key property for sketching based analyses (see (Woodruff, 2014) and
the references therein). We want to show an analogous property when X is parameterized by a
low-rank tensor model.
Definition 2 (Leverage Scores). GivenA ∈Rn×d , let Z ∈Rn×d have orthonormal columns that span
the column space of A. Then `2i (A) = ‖e>i Z‖22 is the i-th leverage score of A.
Leverage scores play an important role in randomized matrix algorithms (Mahoney and Drineas,
2009; Mahoney, 2011; Drineas et al., 2012). Calculating the leverage scores naı¨vely by orthogonal-
izing A requiresO(nd2) time. It is shown in Clarkson and Woodruff (2013) that the leverage scores
of A can be approximated individually up to a constant multiplicative factor in O(nnz(A) logn +
poly(d)) time using sparse subspace embeddings.
Definition 3 (Sparse Johnson-Lindenstrauss Transforms). Let σij be independent Rademacher
random variables, i.e., P(σij = 1) = P(σij = −1) = 1/2, and let δij : Ωδ → {0,1} be random vari-
ables, independent of the σij , with the following properties:
• δij are negatively correlated for fixed j, i.e., for all 1 ≤ i1 < . . . < ik ≤m,
E
 k∏
t=1
δit ,j
 ≤ k∏
t=1
E
(
δit ,j
)
=
( s
m
)k
;
• There are s =
∑m
i=1 δij nonzero δij for a fixed j;
• The vectors (δij )
m
i=1 are independent across j ∈ [n].
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Then Φ ∈Rm×n is a sparse Johnson-Lindenstrauss transform (SJLT) matrix if Φij = 1√sσijδij .
The SJLT has several benefits (Dasgupta et al., 2010; Kane and Nelson, 2014; Woodruff, 2014).
First, the computation of Φx takes only O(nnz(x)) time when s is a constant. Second, storing Φ
takes only sn memory instead of mn, which is significant when s m. This can often further be
reduced by drawing the entries of Φ from a limited independent family of random variables. We
will use an SJLT as the sketching matrix in our analysis and our goal will be to show sufficient
conditions on m and s such that the analogue of the OSE property holds for low-rank tensor
regression.
Definition 4 (Talagrand’s Functional). Given a (semi-)metric ρ on Rn and a bounded set S ⊂ Rn,
Talagrand’s γ2-functional is
γ2(S,ρ) = inf{Sr }∞r=0
sup
x∈S
∞∑
r=0
2r/2 · ρ(x,Sr ), (7)
where ρ(x,Sr ) is a distance from x to Sr and the infimum is taken over all collections {Sr}∞r=0 such
that S0 ⊂ S1 ⊂ . . . ⊂ S with |S0|= 1 and |Sr |≤ 22r .
A closely related notion of γ2-functional is the Gausssian mean width,
G(S) = Eg sup
x∈S
〈g,x〉,
where g ∼ Nn(0, In). For any bounded S ⊂ Rn, G(S) and γ2(S ,‖·‖2) differ multiplicatively by at
most a universal constant in Euclidean space. Both of these quantities are widely used (Talagrand,
2006). Finding a tight upper bound on the γ2-functional for the parameter space of low-rank
tensors is a key part of our analysis.
Definition 5 (Finsler Metric). Let E,E′ ⊂ Rn be p-dimensional subspaces. The Finsler metric of E
and E′ is
ρFin(E,E
′) = ‖PE −PE′‖2,
where PE is the projection onto the subspace E.
The Finsler metric is the semi-metric used in the γ2-functional in our analysis. Note that
ρFin(E,E′) ≤ 1 always holds for any E and E′ (Shen, 2001). See further discussion in Section 3.
3 Dimensionality Reduction for CP Decomposition
For convenience, we introduce the following notation. Given a D-way tensor Θ =
∑R
r=1θ
(r)
1 ◦ · · · ◦
θ
(r)
D ∈ Rp1×···×pD , where θ(r)d ∈ Rpd for all d ∈ [D] and r ∈ [R], we consider fixing all but θ(r)1 for
r ∈ [R], and denoting
A
{
θ
(r)
\1
}
=
[
Aθ
(1)
\1 , . . . ,Aθ
(R)
\1
]
∈Rn×Rp1 ,
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where
Aθ
(i)
\1 =
pD∑
jD=1
· · ·
p2∑
j2=1
A(jD ,...,j2) ·θ(i)D,jD · · ·θ
(i)
2,j2
A =
[
A(1,...,1),A(1,...,2), . . . ,A(pD ,...,p2)
]
∈Rn×
∏
pd
θ
(i)
d,jd
is the jd-th entry of θ
(i)
d , and A
(jD ,...,j2) ∈ Rn×p1 for all jd ∈ [pd], d ∈ [D]\{1}. The above param-
eterization allows us to view tensor regression as preserving the norms of vectors in an infinite
union of subspaces, described in more detail below.
We provide sufficient conditions for the SJLT matrix Φ ∈ Rm×n to preserve the cost of all solu-
tions for tensor regression, i.e., bounds on the sketching dimensionm and the per-column sparsity
s for which
E
Φ
sup
x∈T
∣∣∣‖Φx‖22−1∣∣∣ < ε (8)
where ε is a given precision, T = ⋃E∈V {x ∈ E | ‖x‖2= 1}, and
V =
⋃
θ
(r)
d ∈Rpd ,∀r∈[R], d∈[D]\{1}
span
A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} .
Note that by linearity, it suffices to consider x with ‖x‖2= 1 in the above, which explains the form
of (8). Also note that (8) implies for all ϑ ∈ SD,R, that
‖ΦAϑ −Φb‖22= (1± ε)‖Aϑ − b‖22, (9)
which allows us to minimize the much smaller sketched problem to obtain parameters ϑ which,
when plugged into the original objective function, provide a multiplicative (1+)-approximation.
We need the following theorem for embedding an infinite union of subspaces. All proofs can
be found in the supplementary material.
Theorem 1. Let T ⊂ Bn and Φ ∈Rm×n be an SJLT matrix with column sparsity s, and
pV = sup
θ
(r)
d ∈Rpd ,∀r∈[R],
d∈[D]\{1}
dim
spanA
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} .
Then (8) holds if m and s satisfy
m & ε−2(log4m)(log5n)
(
γ22 (V ,ρFin) + pV + logN (V ,ρFin, ε0)
)
, (10)
s & ε−2(log6m)(log5n)
[∫ ε0
0
(logN (V ,ρFin, t))1/2dt
]2
+ α˜2 log2N (V ,ρFin, ε0) + ε20pV log
1
ε0
 , (11)
where α˜2 is the largest leverage score of any
A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} ∈ V and N (V ,ρFin, t) is the covering
number of V with radius t under the Finsler metric.
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Theorem 1 is based on recent work on a unified theory of dimensionality reduction (Dirksen,
2015; Bourgain et al., 2015). Note that the parameter space for the tensor regression problem (1)
is a subspace of R
∏
pd , i.e., SD,R ⊂ R
∏
pd . Therefore, a naı¨ve application of sketching requires
m &
∏
pd/ε
2 in order for (8) to hold (Nelson and Nguyen, 2014). However,
∏
pd can be very large
and is far larger than the intrinsic number of degrees of freedom of the parameter space SD,R,
which is R
∑
pd . In the sequel, we provide a careful analysis of dimensionality reduction in terms
of γ2(V ,ρFin), pV , and N (V ,ρFin,η0), where sufficient conditions m = Ω(R∑pd) and s = Ω(1) are
achieved, up to logarithmic factors.
3.1 Base Case: Rank-1 and Two-Way Tensors
We start with the base case when R = 1 and D = 2, i.e., the parameter space is S2,1. Then the
parameter admits the decomposition Θ = θ1 ◦ θ2. For notational convenience, we let Θ = u ◦ v,
where u ∈ Rp1 and v ∈ Rp2 , and let Av = ∑p2i=1A(i)vi , where A = [A(1), . . . ,A(p2)] ∈ Rn×p2p1 with
A(i) ∈Rn×p1 for all i ∈ [p2]. Consequently, the observation model (4) can be written as
b = A(v ⊗u) + z = Avu + z,
and the corresponding OLS and SOLS using an SJLT matrix Φ ∈Rm×n are, respectively,
min
v∈Rp2 ,u∈Rp1‖A
vu − b‖22 and minv∈Rp2 ,u∈Rp1‖ΦA
vu −Φb‖22.
Next, we show the following theorem, which provides sufficient conditions for the base case
S2,1.
Theorem 2. Suppose the leverage scores of A are bounded, i.e., maxi∈[n] `2i (A) ≤ 1/p22. Let
T =
{
Ax −Ay
‖Ax −Ay‖2
∣∣∣∣∣ x = v1 ⊗u1, y = v2 ⊗u2, u1,u2 ∈Rp1}
and Φ ∈Rm×n is an SJLT matrix with column sparsity s. Then (8) holds if m and s satisfy
m & ε−2 (p1 + p2) log((p1 + p2)κ(A))(log4m)(log5n), (12)
s & ε−2 log2(p1 + p2)(log6m)(log5n). (13)
From Theorem 2, when m =Ω(p1 + p2) and s =Ω(1), (9) holds.
3.2 Extension to General Ranks
We extend our analysis to the general case of two-way tensors with general rank, i.e., the parame-
ter space is S2,R for R ≥ 1. In this case, we have Θ = ∑Rr=1u(r) ◦ v(r), where u(r) ∈ Rp1 and v(r) ∈ Rp2
for all r ∈ [R], and A{v(r)} =
[∑p2
i=1A
(i)v
(1)
i , . . . ,
∑p2
i=1A
(i)v
(R)
i
]
, where A = [A(1), . . . ,A(p2)] ∈ Rn×p2p1 and
A(i) ∈Rn×p1 for all i ∈ [p2]. Consequently, the observation model (4) can be written as
b = A{v(r)}
[
u(1)> . . .u(R)>
]>
+ z,
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and the corresponding OLS and SOLS using an SJLT matrix Φ ∈Rm×n are, respectively,
min
v(r)∈Rp2
u(r)∈Rp1 ,∀r∈[R]
∥∥∥A{v(r)} [u(1)> . . .u(R)>]> − b∥∥∥2
2
, and min
v(r)∈Rp2
u(r)∈Rp1 ,∀r∈[R]
∥∥∥ΦA{v(r)} [u(1)> . . .u(R)>]> −Φb∥∥∥2
2
.
Our next theorem provides sufficient conditions for S2,R.
Theorem 3. Suppose R ≤ p2/2 and the leverage scores of A are bounded, i.e., maxi∈[n] `2i (A) ≤
1/(R2p22). Let
T =
{
Ax −Ay
‖Ax −Ay‖2
∣∣∣∣∣ x = R∑
r=1
v
(r)
1 ⊗u(r)1 , y =
R∑
r=1
v
(r)
2 ⊗u(r)2 , u(r)1 ,u(r)1 ∈Rp1 , ∀r ∈ [R]
}
and Φ ∈Rm×n is an SJLT matrix with column sparsity s. Then (8) holds if m and s satisfy
m & ε−2(log4m)(log5n)R (p1 + p2) log(R(p1 + p2)κ(A)),
s & ε−2(log6m)(log5n) log2 (R(p1 + p2)κ(A)) .
From Theorem 3, we have that when m = Ω(R(p1 + p2)) and s = Ω(1), (9) holds using an SJLT
matrix Φ. The extra condition of R ≤ p2/2 is not restrictive, as in applications of low-rank tensors,
typically Rmind∈[D]pd .
3.3 Extension to General Tensors
We first extend our analysis to general tensors with rank 1, i.e., the parameter space is now SD,1
for D ≥ 2. In this case, we have Θ = θ1 ◦ · · · ◦θD , where θd ∈ Rpd for all d ∈ [D]. Consequently, the
observation model (4) can be written as
b = A · (θD ⊗ · · · ⊗θ1) + z = A{θ\1} ·θ1 + z,
and the corresponding OLS and SOLS using an SJLT matrix Φ ∈Rm×n are, respectively,
min
θi∈Rpi∀i∈[D]
∥∥∥A{θ\1}θ1 − b∥∥∥22 and minθi∈Rpi∀i∈[D]
∥∥∥ΦA{θ\1}θ1 −Φb∥∥∥22.
Our next theorem provides sufficient conditions for SD,1.
Theorem 4. Suppose the leverage scores of A are bounded, i.e., maxi∈[n] `2i (A) ≤ 1/
(∑D
d=2pd
)2
. For
any ϑ = θD ⊗ · · · ⊗θ1 ∈ SD,1 and ϕ = φD ⊗ · · · ⊗φ1 ∈ SD,1, θd ,φd ∈Rpd for all d ∈ [D], let
T =
{
Aϑ −Aϕ
‖Aϑ −Aϕ‖2
∣∣∣∣∣ ϑ = θD ⊗ · · · ⊗θ1,ϕ = φD ⊗ · · · ⊗φ1, θd ,φd ∈Rpd , ∀d ∈ [D]}
and Φ ∈Rm×n is an SJLT matrix with column sparsity s. Then (8) holds if m and s satisfy
m & ε−2(log4m)(log5n)
 D∑
d=1
pd log
Dκ(A) D∑
d=1
pd

 ,
s & ε−2(log6m)(log5n) log2
 D∑
d=1
pd
 .
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From Theorem 4, we have that when m = Ω
(∑D
d=1pd
)
and s = Ω(1), (9) holds using an SJLT
matrix Φ.
3.4 Extension to General Ranks and Tensors
Finally, we provide our guarantees for general tensors with general ranks, i.e., the parameter space
is SD,R for D ≥ 2 and R ≥ 1. We have the observation model (4) as
b = A ·
R∑
r=1
θ
(r)
D ⊗ · · · ⊗θ(r)1 + z =
R∑
r=1
Aθ
(r)
\1 ·θ(r)1 + z = A
{
θ
(r)
\1
}
·
[
θ
(1)>
1 . . .θ
(R)>
1
]>
+ z,
and the corresponding OLS and SOLS using an SJLT matrix Φ ∈Rm×n are, respectively,
min
θ
(r)
i ∈Rpi∀i∈[D],r∈[R]
∥∥∥∥∥A
{
θ
(r)
\1
}
·
[
θ
(1)>
1 . . .θ
(R)>
1
]>
− b
∥∥∥∥∥2
2
, and min
θ
(r)
i ∈Rpi∀i∈[D],r∈[R]
∥∥∥∥∥ΦA
{
θ
(r)
\1
}
·
[
θ
(1)>
1 . . .θ
(R)>
1
]>
−Φb
∥∥∥∥∥2
2
.
Our most general theorem for CP decomposition is the following, providing sufficient condi-
tions for SD,R.
Theorem 5. Suppose R ≤maxd pd/2 and the leverage scores ofA are bounded, i.e., maxi∈[n] `2i (A) ≤
1/
(
R2
(∑D
d=2pd
)2)
. Let
T =
{
Aϑ −Aϕ
‖Aϑ −Aϕ‖2 : ϑ =
R∑
r=1
θ
(r)
D ⊗ · · · ⊗θ(r)1 ,ϕ =
R∑
r=1
φ
(r)
D ⊗ · · · ⊗φ(r)1 , θ(r)d ,φ(r)d ∈ Bpd , ∀r ∈ [R],d ∈ [D]
}
and Φ ∈Rm×n is an SJLT matrix with column sparsity s. Then (8) holds if m and s satisfy
m & ε−2(log4m)(log5n)R
D∑
d=1
pd log
DRκ(A) D∑
d=1
pd
 ,
s & ε−2(log6m)(log5n) log2
 D∑
d=1
pd
 .
From Theorem 5, we have that when m = Ω
(
R
∑D
d=1pd
)
and s = Ω(1), (9) holds using an
SJLT matrix Φ. These complexities are optimal, up to logarithmic factors, for the CP decom-
position model, since they meet the number of degrees of freedom of the CP model. The extra
condition of R ≤ maxd pd/2 is not restrictive, as we are interested in low-rank tensors satisfying
Rmind∈[D]pd .
4 Dimensionality Reduction for Tucker Decomposition
We start with a formal description of the Tucker model. Suppose Θ admits the following Tucker
decomposition:
Θ =
R1∑
r1=1
· · ·
RD∑
rD=1
g(r1, . . . , rD ) ·θ(r1)1 ◦ · · · ◦θ(rD )D , (14)
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where θ(rd )d ∈Rpd for all rd ∈ [Rd]. Letting
Aθ
(r1 ,...,rD )
\1 =
pD∑
jD=1
· · ·
p2∑
j2=1
A(jD ,...,j2) ·θ(rD )D,jD · · ·θ
(r2)
2,j2
,
A
{
θ
{rd }
\1
}
=
 R2∑
r2=1
· · ·
RD∑
rD=1
Aθ
(r1 ,...,rD )
\1 · g(1, r2, . . . , rD ), . . . ,
R2∑
r2=1
· · ·
RD∑
rD=1
Aθ
(r1 ,...,rD )
\1 · g(R1, r2, . . . , rD )
 ,
then the observation model (4) can be written as
b = A
R1∑
r1=1
· · ·
RD∑
rD=1
g(r1, . . . , rD ) ·θ(rD )D ⊗ · · · ⊗θ(r1)1 + z =
R1∑
r1=1
· · ·
RD∑
rD=1
Aθ
(r1 ,...,rD )
\1 · g(r1, . . . , rD ) ·θ(r1)1 + z
= A
{
θ
{rd }
\1
}
·
[
θ
(1)>
1 . . .θ
(R1)>
1
]>
+ z,
and the corresponding OLS and SOLS using an SJLT matrix Φ ∈Rm×n are, respectively,
min
θ
(r)
i ∈Rpi∀i∈[D],r∈[R]
∥∥∥∥∥A
{
θ
(r)
\1
}
·
[
θ
(1)>
1 . . .θ
(R)>
1
]>
− b
∥∥∥∥∥2
2
, and min
θ
(r)
i ∈Rpi∀i∈[D],r∈[R]
∥∥∥∥∥ΦA
{
θ
(r)
\1
}
·
[
θ
(1)>
1 . . .θ
(R)>
1
]>
−Φb
∥∥∥∥∥2
2
.
Our next theorem provides sufficient conditions for the general Tucker decomposition model.
Theorem 6. Suppose
∏D
d=1Rd ≤maxd pd/2 and the leverage scores ofA are bounded, i.e., maxi∈[n] `2i (A) ≤
1/
(∑D
d=2Rdpd +
∏D
d=1pd
)2
. Let
T =
{
Aϑ −Aϕ
‖Aϑ −Aϕ‖2 : ϑ =
R1∑
r1=1
· · ·
RD∑
rD=1
g1(r1, . . . , rD ) ·θ(rD )D ⊗ · · · ⊗θ(r1)1 ,
ϕ =
R1∑
r1=1
· · ·
RD∑
rD=1
g2(r1, . . . , rD ) ·φ(rD )D ⊗ · · · ⊗φ(r1)1 , θ(rd )d ,φ(rd )d ∈ Bpd , ∀rd ∈ [Rd],d ∈ [D]
}
and Φ ∈Rm×n is an SJLT matrix with column sparsity s. Then (8) holds if m and s satisfy
m & ε−2(log4m)(log5n)C0 · log
C0Dκ(A)
√√
D∏
d=2
Rd
 ,
s & ε−2(log6m)(log5n) log2C0,
where C0 =
∑D
d=1Rdpd +
∏D
d=1pd .
From Theorem 6, we have that when m = Ω
(
D(
∑D
d=1Rdpd +
∏D
d=1pd)
)
and s = Ω(D), then (8)
holds for the Tucker decomposition model using an SJLT matrix, provided that
∏
Rd is not too
large compared with maxd pd , which is typical in applications of low rank tensors in which the
goal is to use small values of the Rd when faced with large values of the pd . Thus, the solution to
the SOLS is a (1 + )-approximation to the OLS.
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5 Flattening Leverage Scores
The analysis above depends on a bound on the leverage scores of the design matrix A. This might
be restrictive if we have no control on the design A. In the sequel, we apply a standard idea
(Tropp, 2011; Halko et al., 2011) to flatten the leverage scores of a deterministic design A based
on the Walsh-Hadamard matrix. An SRHT matrix is defined as
Φ =
√
n
m
PHΣ, (15)
where the components Σ, H and P are generated as:
(G1) Σ is an n×n diagonal matrix, where Σii = 1 or -1 with equal probabilities 1/2.
(G2) H is an n×n orthogonal matrix generated from a Walsh-Hadamard matrix scaled by n−1/2.
(G3) P is an m×n SJLT matrix, with column sparsity bounded by s.
Note that computing a matrix-vector product with H takes O(n logn) instead of n2 time. Thus,
one can compute HΣA for an n× d matrix A in O(nd logn) time, which is well-suited for the case
in which A is dense, e.g., nnz(A) =Θ(nd). The purpose of the matrix product HΣ is to uniformize
the leverage scores before applying our SJLT P .
We next give a standard lemma for flattening the leverage scores, included for completeness.
Without loss of generality, we assume that n = 2q for a positive integer q, implying that a Walsh-
Hadamard matrix exists.
Lemma 1. Suppose H and Σ are generated as in (G1) and (G2). Given any real value δ ∈ (0,1) and
an n× d matrix A with rank(A) = r, we have with probability at least 1− δ,
max
i∈[n]
`2i (HΣA) .
r · log
(
nr
δ
)
n
.
Applying this with the bound maxi∈[n] `2i (HΣA) ≤ 1/
(
R2
(∑D
d=2pd
)2)
of Theorem 5 gives:
Proposition 1. SupposeH andΣ are generated as in (G1) and (G2). For low-rank tensor regression
(4), where A ∈Rn×∏Dd=1 pd is the matricization of all tensor designs, if n satisfies
n & R2
 D∑
d=2
pd

2
· rank(A) · log
(
n · rank(A)
δ
)
,
then with probability at least 1− δ, we have
max
i∈[n]
`2i (HΣA) ≤ 1/
R2
 D∑
d=2
pd

2 .
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Combining Theorem 5 and Proposition 1, we achieve (8), provided n is sufficiently large. Here
we use that for all x, ‖HΣAx‖2= ‖Ax‖2 since HΣ is an isometry.
In the worst case, rank(A) =
∏D
d=1pd , which requires n = Ω
(
R2
(∑D
d=2pd
)2 ·∏Dd=1pd). In over-
constrained regression, it is often assumed that the number n of examples is at least a small poly-
nomial in rank(A) Woodruff (2014), which implies this bound on n. Also, if, for example, Ai
is sampled from a distribution with a rank deficient covariance, one may even have rank(A) ∏D
d=1pd .
One should note that computing PHΣA takes (n logn)
∏D
d=1pd time, provided the column spar-
sity s of P isO(1). This isO(nnz(A) logn) time for dense matricesA, i.e., those with nnz(A) =Ω(nd),
but in general, unlike our earlier results, is not O(nnz(A) logn) time for sparse matrices. Analo-
gous results can be obtained for the Tucker decomposition model, which we omit.
6 Experiments
We study the performance of sketching for tensor regression through numerical experiments over
both synthetic and real data sets. For solving the OLS problem for tensor regression (2), we use a
cyclic block-coordinate minimization algorithm based on a tensor toolbox (Zhou, 2013). Specifi-
cally, in a cyclic manner for all d ∈ [D], we fix all but one Θd of [[Θ1, . . . ,ΘD ]] ∈ SD,R and minimize
the resulting quadratic loss function (2) with respect to Θi , until the decrease of the objective is
smaller than a predefined threshold τ . For SOLS, we use the same algorithm after multiplying A
and b with an SJLT matrix Φ. All results are run on a supercomputer due to the large scale of the
data.
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Figure 1: Comparison of SOLS and OLS for different settings on synthetic data. The vertical axis
corresponds to the scaled objectives ‖AϑtSOLS − b‖22/n for SOLS and ‖AϑtOLS − b‖22/n for OLS, where
ϑt is the update in the t-th iteration. The horizontal axis corresponds to the number of iterations
(passes of block-coordinate minimization for all blocks). For both the noiseless case σz = 0 and
noisy case σz = 1, we set n1 = 104, n2 = 105, and n3 = 106 respectively.
For synthetic data, we generate the low-rank tensorΘ as follows. For every d ∈ [D], we generate
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Table 1: Comparison of SOLS and OLS on CPU execution time (in seconds) and the optimal
scaled objective over different choices of sample sizes and noise levels on synthetic data. The
results are averaged over 50 random trials, with both the mean values and standard deviations (in
parentheses) provided. Note that we terminate the program after the running time exceeds 3×104
seconds.
Variance of Noise σz = 0 σz = 1
Sample Size n = 104 n = 105 n = 106 n = 104 n = 105 n = 106
Time
OLS
182.96 3536.9 > 3× 104 166.02 2620.4 > 3× 104
(72.357) (1627.0) (NA) (5.6942) (769.81) (NA)
SOLS
123.43 132.81 134.10 122.641 126.09 127.98
(37.452) (38.653) (36.406) (34.408) (35.719) (33.339)
Objective
OLS
< 10−10 < 10−10 < 10−10 0.9089 0.9430 0.9440
(< 10−10) (< 10−10) (< 10−10) (0.0217) (0.0182) (0.0137)
SOLS
< 10−10 < 10−10 < 10−10 0.9414 0.9854 0.9891
(< 10−10) (< 10−10) (< 10−10) (0.0264) (0.0227) (0.0232)
R orthonormal columns to formΘd = [θ
(1)
d , . . . ,θ
(R)
d ] of [[Θ1, . . . ,ΘD ]] ∈ SD,R independently. We also
generate R positive real scalars α1, . . . ,αR uniformly and independently from [1,10]. Then Θ is
formed byΘ =
∑R
r=1αrθ
(r)
1 ◦· · ·◦θ(r)D . The sequence of n tensor designs are generated independently
with i.i.d. N (0,1) entries for 10% of the entries chosen uniformly at random, and the remaining
entries are set to zero. This allows for fast calculation of the leverage scores of matrix A, as well
as memory savings. We also generate the noise z to have i.i.d. N (0,σ2z ) entries, and the generation
of the SJLT matrix Φ follows Definition 3. For both OLS and SOLS, we use random initializations
for Θ, i.e., Θd has i.i.d. N (0,1) entries for all d ∈ [D].
We compare OLS and SOLS for low-rank tensor regression under both the noiseless and noisy
scenarios. For the noiseless case, i.e., σz = 0, we choose R = 3, p1 = p2 = p3 = 100, m = 5 ×R(p1 +
p2 + p3) = 4500, and s = 200. Different values of n ∈ {104,105,106} are chosen to compare both
statistical and computational performances of OLS and SOLS. For the noisy case, the settings of
all parameters are identical to those in the noiseless case, except that σz = 1. We provide a plot
of the scaled objective versus the number of iterations for some random trials in Figure 1. The
scaled objective is set as ‖AϑtSOLS − b‖22/n for SOLS and ‖AϑtOLS − b‖22/n for OLS, where ϑtSOLS and
ϑtOLS are the updates in the t-th iterations of SOLS and OLS respectively. Note the we are using
‖ΦAϑSOLS − Φb‖22/n as the objective for solving the SOLS problem, but looking at the original
objective ‖AϑSOLS−b‖22/n for the solution of SOLS is ultimately what one is interested in. Moreover,
the gap between ‖ΦAϑSOLS −Φb‖22/n and ‖AϑSOLS − b‖22/n is very small in our results (< 1%). The
number of iterations is the number of passes of block-coordinate minimization for all blocks. We
can see that OLS and SOLS require approximately the same number of iterations for comparable
decrease of objective. However, since the SOLS instance has a much smaller size, its per iteration
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Table 2: Comparison of SOLS and OLS on CPU execution time (in seconds) and the optimal scaled
objective over different choices of ranks on the MRI data. The results are averaged over 10 random
trials, with both the mean values and standard deviations (in parentheses) provided.
Rank R = 3 R = 5 R = 10
Time
OLS
2824.4 8137.2 26851
(768.08) (1616.3) (8320.1)
SOLS
196.31 364.09 761.73
(68.180) (145.79) (356.76)
Objective
OLS
16.003 11.164 6.8679
(0.1378) (0.1152) (0.0471)
SOLS
17.047 11.992 7.3968
(0.1561) (0.1538) (0.0975)
computational cost is much lower than that of OLS.
We further provide numerical results on the running time (CPU execution time) and the op-
timal scaled objectives in Table 1. Using the same stopping criterion, we see that SOLS and OLS
achieve comparable objectives (within < 5% differences), matching our theory. In terms of the run-
ning time, SOLS is much faster than OLS, especially when n is large. For example, when n = 106,
SOLS is orders of magnitude faster than OLS while achieving a comparable objective function
value. This matches our discussion on the computational cost of OLS and SOLS. Note that here
we suppose the rank is known for our simulation, which can be restrictive in practice. We observe
that if we choose a moderately larger rank than the true rank of the underlying model,then the re-
sult is similar to what we discussed above. Smaller values of the rank result in a much deteriorated
statistical performance for both OLS and SOLS.
In addition, we examine sketching for tensor regression on a real dataset of MRI imaging
(Rosset et al., 2004). The dataset consists of 56 frames of a human brain, each of which is of
dimension 128× 128 pixels, i.e., p1 = p2 = 128 and p3 = 56. The generation of design tensors {Ai}
and linear measurements b follows the same settings as for the synthetic data, with σz = 0. We
choose three values of R = 3,5,10, and set m = 5×R(p1 + p2 + p3). The sample size is set to n = 104
for all settings of R. Analogous to the synthetic data, we provide numerical results for SOLS and
OLS on the running time (CPU execution time) and the optimal scaled objectives. Again, we have
that SOLS is much faster than OLS when they achieve comparable optimal objectives, under all
settings of ranks.
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A Proof of Theorem 1
From the main result in (Bourgain et al., 2015), we have that (8) holds if m and s satisfy
m & ε−2(log3m)(log5n)γ22 (V ,ρFin) + ε−2(log4m)(log5n) (pV + logN (V ,ρFin, ε0)) ,
s & ε−2(log4m)(log5n)
α˜2 log2N (V ,ρFin, ε0) + ε20pV log 1ε0 +
[∫ ε0
0
(logN (V ,ρFin, t))1/2dt
]2
+ ε−2(log6m)(log4n),
which can be obtained from (10) and (11).
B Proof of Theorem 2
We start with an illustration that the set T can be reparameterized to the following set with respect
to tensors with orthogonal factors:
T =
⋃
E∈V
{x ∈ E | ‖x‖2= 1} , where V =
⋃
W˜
{span[Av1 ,Av2]} and W˜ =
{
v1,v2 ∈ Bp2 with 〈v1,v2〉 = 0
}
.
Suppose 〈v1,v2〉 6= 0, then let v2 = αv1 + βz for some α,β ∈ R and a unit vector z ∈ Rp2 , where
〈v1, z〉 = 0. Then we have
Ax −Ay
‖Ax −Ay‖2 =
Av1u1 −Av2u2
‖Av1u1 −Av2u2‖2 =
Av1u1 −Aαv1+βzu2
‖Av1u1 −Aαv1+βzu2‖2
=
Av1u1 −Aαv1u2 −Aβzu2
‖Av1u1 −Aαv1u2 −Aβzu2‖2
=
Av1(u1 −αu2)−Az(βu2)
‖Av1(u1 −αu2)−Az(βu2)‖2 ,
which is equivalent to 〈v1,v2〉 = 0 by reparameterizing z as v2.
Next, by Theorem 1, we need to upper bound ρV , γ22 (V ,ρFin), and N (V ,ρFin, ε0). These will be
addressed separately as follows.
Part 1: Bound pV . For notational convenience, we denote Av1,v2 = [Av1 ,Av2]. It is straightforward
that
pV = sup
v1,v2∈Bp2 ,〈v1,v2〉=0
dim {span(Av1,v2)} ≤ 2p1. (16)
Part 2: Bound γ22 (V ,ρFin). By the definition of γ2-functional in (7) for the Finsler metric, we have
γ2(V ,ρFin) = inf{Vk}∞k=0
sup
Av1 ,v2∈V
∞∑
k=0
2k/2 · ρFin(Av1,v2 ,V k),
where V k is an εk-net of Vk , i,e., for any Av1,v2 ∈ V there exist v1,v2 ∈ Bp2 with 〈v1,v2〉 = 0, ‖v1 −
v1‖2≤ ηk , and ‖v2 − v2‖2≤ ηk , such that Av1,v2 ∈ V k and ρFin(Av1,v2 ,Av1,v2) ≤ εk .
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From Lemma 6, we have ρFin(Av1,v2 ,V k) ≤ 2κ(A)ηk for ‖v1−v1‖2≤ ηk and ‖v2−v2‖2≤ ηk . On the
other hand, we have that ρFin(Av1,v2 ,V k) ≤ 1 always holds. Therefore, we have
ρFin(A
v1,v2 ,V k) ≤min{2κ(A)ηk ,1}.
Let k′ be the smallest integer such that 2κ(A)ηk′ ≤ 1. Then we have
γ2(V ,ρFin) ≤
∞∑
k=0
2k/2 · ρFin(Av1,v2 ,V k) ≤
k′∑
k=0
2k/2 +
∞∑
k=k′+1
2k/2 · ρFin(Av1,v2 ,V k). (17)
Suppose that η0 = 1. Then we have |V0|= 1. For k ≥ 1, we have ηk < 1 and |V k |≤ (3/ηk)p2
(Vershynin, 2010). By the definition of admissible sequences in the γ2-functional, we require
|V k |≤ 22k . Without loss of generality, suppose that for all k ≤ k′, we have |V k |≤ 22k ≤ (3/ηk)p2 . Then
we have 2k/2 ≤
√
p2 log
3
ηk
, which implies
k′∑
k=0
2k/2 =
2k
′/2
√
2− 1 .
√
p2 log
1
ηk′
. (18)
For k > k′, suppose we choose ηk+1 = η2k . Then we have(
3
ηk+1
)p2
≤
(
3
ηk
)2p2
≤
(
22
k)2
= 22
k+1
, (19)
which implies |V k+1|≤ 22k+1 as long as |V k+1|≤ (3/ηk+1)p2 holds. In other words, we have |V k |≤ 22k
if we choose ηk+1 = η
2
k for all k > k
′. Suppose k′ is the smallest integer such that when we choose
ηk′+1 =
1
4κ(A) , then
(
3
ηk′+1
)p2 ≤ 22k′+1 holds. This implies (19) holds and ρFin(Av1,v2 ,V k) ≤ (1/2)2k−k′ for
all k > k′. Then we have
∞∑
k=k′+1
2k/2 · ρFin(Av1,v2 ,V k) = 2k′/2 ·
∞∑
t=1
2t/2 ·
(1
2
)2t
≤ 2k′/2 .
√
p2 log
1
ηk′
, (20)
where the first inequality is from the Cauchy condensation test
∑∞
t=0 2
t/2 ·
(
1
2
)2t ≤ 2 ·∑∞t=0 (12)t = 1
and the second inequality is from (18).
Combining (17), (18), and (20), we have
γ22 (V ,ρFin) . p2 log
1
ηk′
. (21)
From Lemma 6, suppose we choose a small enough ε0 such that ε0 ≤ 2κ(A)ηk′ . Then (21)
implies
γ22 (V ,ρFin) . p2 log
κ(A)
ε0
. (22)
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Part 3: Bound N (V ,ρFin, ε0). From our choice from Part 2, ε0 ∈ (0,1) is a constant. Then it is
straightforward that
N (V ,ρFin, ε0) ≤
(
3
ε0
)2p2
. (23)
This implies∫ ε0
0
[logN (V ,ρFin, t)]1/2dt ≤
∫ ε0
0
(log(3/t)p2)1/2dt .
√
p2
∫ ε0
0
(− log t)1/2dt
(
Let w = (− log t)1/2
)
=
√
p2
∫ (− logε0)1/2
−∞
2w2e−w2dw = √p2
[w · e−w2](− logε0)1/2−∞ −
∫ (− logε0)1/2
−∞
e−w2dw

≤ √p2
[
w · e−w2
](− logε0)1/2
−∞ = ε0
√
p2 log
1
ε0
. (24)
From Lemma 4, we have
α˜2 = max
i∈[n]
`2i (A
v1,v2) ≤max
i∈[n]
`2i (A) ≤ 1/p22. (25)
Combining (16), (22)–(25), and Theorem 1, we have that the claim holds if
m & ε−2
(
p2 log
κ(A)
ε0
+ p1 + p2 log
1
ε0
)
(log4m)(log5n),
s & ε−2
(
log2
1
ε0
+ ε20(p1 + p2) log
1
ε0
)
(log6m)(log5n).
Taking ε0 = 1/(p1 + p2), we finish the proof. Note that since 2κ(A)ηk′ ≥ 1/2, we only require
ρFin(Av1,v2 ,V k′ ) ≤ 1/2 in Part 2. Thus the choice ε0 = 1/(p1 + p2) is valid here.
C Proof of Theorem 3
Denote A
{
v
(r)
i
}
=
A
{
v
(r)
1
}
,A
{
v
(r)
2
} ∈ Rn×2Rp1 . We illustrate that the set T can be reparameterized to
the following set with respect to tensors with partial orthogonal factors:
T =
⋃
E∈V
{x ∈ E | ‖x‖2= 1} , where V =
⋃
W˜
span
A{v(r)i } and
W˜ =
{
∀i ∈ [2], r,q ∈ [R], q 6= r,v(r)i ∈ Bp2 ,〈v(r)1 ,v(r)2 〉 = 〈v(r)i ,v(q)i 〉 = 0
}
.
Suppose for all r ∈ [R], v(r)2 = α(r)v(r)1 + β(r)z(r) for some α(r),β(r) ∈ R and unit vectors z(r) ∈ Rp2 ,
where 〈v(r)1 , z(r)〉 = 0. Then we have
Ax −Ay =
R∑
r=1
(
Av
(r)
1 ·u(r)1 −Av
(r)
2 ·u(r)2
)
=
R∑
r=1
(
Av
(r)
1 ·u(r)1 −Aα
(r)v
(r)
1 +β
(r)z(r) ·u(r)2
)
=
R∑
r=1
(
Av
(r)
1 ·u(r)1 −Aα
(r)v
(r)
1 ·u(r)2 −Aβ
(r)z(r) ·u(r)2
)
=
R∑
r=1
(
Av
(r)
1 ·
(
u
(r)
1 −α(r)u(r)2
)
−Az(r) ·
(
β(r)u
(r)
2
))
.
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which is equivalent to 〈v(r)1 ,v(r)2 〉 = 0 by reparameterizing z(r) as v(r)2 .
Using a similar argument, we show the general scenario. For any r ∈ [R], r ≥ 2, w.l.o.g., suppose
v
(r)
1 = α
(r,1)
1 v
(1)
1 +
r∑
i=2
α
(r,i)
1 z
(i)
1 and v
(r)
2 = β
(r,1)
1 v
(1)
1 +
r∑
i=2
β
(r,i)
1 z
(i)
1 +
r∑
j=1
β
(r,j)
2 z
(j)
2 .
where α(r,i)1 ,β
(r,i)
1 ,β
(r,j)
2 ∈ R are real coefficients and 〈v(1)1 , z(i)1 〉 = 〈v(1)1 , z(i)2 〉 = 〈z(i)1 , z(j)2 〉 = 0 for any
i, j ∈ [r]. For R = 1, the argument is identical to the one above. For 2 ≤ R ≤ p2/2, we have
Ax −Ay =
R∑
r=1
(
Av
(r)
1 ·u(r)1 −Av
(r)
2 ·u(r)2
)
=
R∑
r=2
(
Aα
(r,1)
1 v
(1)
1 +
∑r
i=2α
(r,i)
1 z
(i)
1 ·u(r)1 −Aβ
(r,1)
1 v
(1)
1 +
∑r
i=2 β
(r,i)
1 z
(i)
1 +
∑r
j=1 β
(r,j)
2 z
(j)
2 ·u(r)2
)
+Av
(1)
1 ·u(r)1 −A
(
β
(1,1)
1 v
(1)
1 +β
(1,1)
2 z
(1)
2
)
·u(r)2
=
R∑
r=2
Av(1)1 · (α(r,1)1 u(1)1 − β(r,1)1 u(1)2 )+ r∑
i=2
Az
(i)
1 ·
(
α
(r,i)
1 u
(i)
1 − β(r,i)1 u(i)2
)
−
r∑
j=1
Az
(j)
2 ·
(
β
(r,j)
2 u
(j)
2
)
+Av
(1)
1 ·u(r)1 −A
(
β
(1,1)
1 v
(1)
1 +β
(1,1)
2 z
(1)
2
)
·u(r)2 ,
which is equivalent to 〈v(r)i ,v(q)i 〉 = 0 and 〈v(r)1 ,v(r)2 〉 = 0 for all i ∈ [2], r ∈ [R], and q 6= r by reparam-
eterizing z(i)1 as v
(i)
1 and z
(j)
2 as v
(j)
2 .
Next, analogous to Theorem 2, we analyze upper bounds on ρV , γ22 (V ,ρFin), andN (V ,ρFin, ε0),
and obtain the result from Theorem 1.
Part 1: Bound pV . It is straightforward that
pV = sup
W˜
dim
span
A{v(r)i } ≤ 2Rp1. (26)
Part 2: Bound γ22 (V ,ρFin). The γ2-functional in this case is
γ22 (V ,ρFin) = inf{Vk}∞k=0
sup
A
{
v
(r)
i
}
∈V
∞∑
k=0
2r/2 · ρFin
A{v(r)i },V k ,
where V k is an εk-net of Vk .
Following the same argument in Part 2 of the proof for Theorem 2, we have from Lemma 7
that if k′ is the smallest integer such that 2Rκ(A)ηk′ ≤ 1 and we choose ηk′+1 = 14Rκ(A) , then we
choose a small enough ε0 such that ε0 ≤ 2Rκ(A)ηk′ ,
γ22 (V ,ρFin) . Rp2 log
Rκ(A)
ε0
. (27)
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Part 3: BoundN (V ,ρFin, ε0). It is straightforward that
N (V ,ρFin, ε0) ≤
(
3
ε0
)2Rp2
.
Following the same argument in Part 3 of the proof for Theorem 2, we have∫ ε0
0
[logN (V ,ρFin, t)]1/2dt . ε0
√
Rp2 log
1
ε0
. (28)
From Lemma 5, we have
α˜2 = max
i∈[n]
`2i
A{v(r)i } ≤max
i∈[n]
`2i (A) ≤ 1/(R2p22). (29)
Combining (26) – (29) and Theorem 1, we have that the claim holds if
m & ε−2R
(
p2 log
Rκ(A)
ε0
+ p1 + p2 log
1
ε0
)
(log4m)(log5n),
s & ε−2
(
log2
1
ε0
+ ε20R(p1 + p2) log
1
ε0
)
(log6m)(log5n).
We finish the proof by taking ε0 =
1
R(p1+p2)
. Note that this choice of ε satisfies the requirement in
Part 2.
D Proof of Theorem 4
Denote ϑ\1 = θD ⊗ · · · ⊗θ2, ϕ\1 = φD ⊗ · · · ⊗φ2 and Aϑ\1,ϕ\1 =
[
A{θ\1},A{φ\1}
]
∈ Rn×2p1 . We illustrate
that the set T can be reparameterized to the following set with respect to tensors with partial
orthogonal factors:
T =
⋃
E∈V
{x ∈ E | ‖x‖2= 1} , where V =
⋃
W˜
span
(
Aϑ\1,ϕ\1
)
and
W˜ =
{
∀d ∈ [D]\{1}, θd ,φd ∈ Bpd ,∃i ∈ [D]\{1} s.t. 〈θi ,φi〉 = 0
}
,
W.l.o.g., suppose φD = αθD + βz for some α,β ∈ R and a unit vector z ∈ RpD , where 〈θD , z〉 = 0.
Then we have
Aϑ −Aϕ = A{θ\1}θ1 −A{φ\1}φ1 = A(θD ⊗ · · · ⊗θ2 ⊗ Ip1)θ1 −A(φD ⊗ · · · ⊗φ2 ⊗ Ip1)φ1
= A(θD ⊗ · · · ⊗θ2 ⊗ Ip1)θ1 −A((αθD + βz)⊗φD−1 ⊗ · · · ⊗φ2 ⊗ Ip1)φ1
= A(θD ⊗ · · · ⊗θ2 ⊗ Ip1)θ1 −A(αθD ⊗ · · · ⊗φ2 ⊗ Ip1)φ1 −A(βz⊗ · · · ⊗φ2 ⊗ Ip1)φ1
= AθD (θD−1 ⊗ · · · ⊗θ1 −αφD−1 ⊗ · · · ⊗φ1)−Az (φD−1 ⊗ · · · ⊗φ1) ,
This is equivalent to 〈θD ,φD〉 = 0 by reparameterizing z as φD .
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Next, analogous to Theorem 2, we analyze upper bounds on ρV , γ22 (V ,ρFin), andN (V ,ρFin, ε0),
and obtain the result from Theorem 1.
Part 1: Bound pV . It is straightforward that
pV = sup
W˜
dim
{
span
(
Aϑ\1,ϕ\1
)}
≤ 2p1. (30)
Part 2: Bound γ22 (V ,ρFin). The γ2-functional in this case is
γ22 (V ,ρFin) = inf{Vk}∞k=0
sup
Aϑ\1 ,ϕ\1∈V
∞∑
k=0
2r/2 · ρFin
(
Aϑ\1,ϕ\1 ,V k
)
,
where V k is an εk-net of Vk .
Following the same argument in Part 2 of the proof of Theorem 2, we have from Lemma 8 that
if k′ is the smallest integer such that 2κ(A)
(
(1 + ηk′ )D − 1
)
≤ 1, then we choose ε0 small enough
such that
ε ≤ 2κ(A)Dηk′ ≤ 2κ(A)
(
(1 + ηk′ )
D − 1
)
.
where the second inequality is from the binomial expansion. Then we have
γ22 (V ,ρFin) .
D∑
d=2
pd · logDκ(A)ε0 . (31)
Part 3: BoundN (V ,ρFin, ε0). It is straightforward that
N (V ,ρFin, ε0) ≤
(
3
ε0
)2∑Dd=2 pd
.
Following the same argument in Part 3 of the proof for Theorem 2, we have∫ ε0
0
[logN (V ,ρFin, t)]1/2dt . ε0
√√
D∑
d=2
pd log
1
ε0
. (32)
From Lemma 4, we have
α˜2 = max
i∈[n]
`2i
(
Aϑ\1,ϕ\1
)
≤max
i∈[n]
`2i (A) ≤ 1/
 D∑
d=2
pd

2
. (33)
Combining (30) – (33) and Theorem 1, we have that the claim holds if
m & ε−2
p1 + D∑
d=2
pd · logDκ(A)ε0
 (log4m)(log5n),
s & ε−2
log2 1ε0 + ε20
D∑
d=1
pd log
1
ε0
 (log6m)(log5n).
We finish the proof by taking ε0 =
1∑D
d=1 pd
. Note that this choice of ε satisfies the requirement in
Part 2.
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E Proof of Theorem 5
Denote A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}
=
A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
}. We illustrate that the set T can be reparameterized to the
following set with respect to tensors with partial orthogonal factors:
T =
⋃
E∈V
{x ∈ E | ‖x‖2= 1} , where V =
⋃
Ŵ
span
A{ϑ(r)\1 ,ϕ(r)\1 } ,
W˜ =
{
∀r ∈ [R],d ∈ [D]\{1},θ(r)d ,φ(r)d ∈ Bpd ;∀r,q ∈ [R],∃i ∈ [D]\{1} s.t. 〈θ(r)i ,φ(q)i 〉 = 0;
∀r ∈ [R− 1],q ∈ [R]\[r],∃j,k ∈ [D]\{1} s.t. 〈θ(r)j ,θ(q)j 〉 = 〈φ(r)k ,φ(q)k 〉 = 0
}
.
For R = 1, the argument is identical to the analysis in Theorem 4. For any r ∈ [R], r ≥ 2, w.l.o.g.,
suppose
θ
(r)
D = α
(r,1)
1 θ
(1)
D +
r∑
i=2
α
(r,i)
1 z
(i)
1 and φ
(r)
D = β
(r,1)
1 θ
(1)
D +
r∑
i=2
β
(r,i)
1 z
(i)
1 +
r∑
j=1
β
(r,j)
2 z
(j)
2 ,
where α(r,i)1 ,β
(r,i)
1 ,β
(r,j)
2 ∈ R are real coefficients and 〈θ(1)D , z(i)1 〉 = 〈θ(1)D , z(i)2 〉 = 〈z(i)1 , z(j)2 〉 = 0 for any
i, j ∈ [r]. Then for 2 ≤ R ≤ p2/2, we have
Aϑ −Aϕ = A ·
R∑
r=1
(
θ
(r)
D ⊗ · · · ⊗θ(r)2 ⊗ Ip1
)
θ
(r)
1 −A ·
R∑
r=1
(
φ
(r)
D ⊗ · · · ⊗φ(r)2 ⊗ Ip1
)
φ
(r)
1
= A ·
R∑
r=2

α(r,1)1 θ(1)D + r∑
i=2
α
(r,i)
1 z
(i)
1
⊗ · · · ⊗θ(r)1
+A · (θ(1)D ⊗ · · · ⊗θ(1)1 )
−A ·
R∑
r=2

β(r,1)1 θ(1)D + r∑
i=2
β
(r,i)
1 z
(i)
1 +
r∑
j=1
β
(r,j)
2 z
(j)
2
⊗ · · · ⊗φ(r)1
−A · ((β(1,1)1 θ(1)D + β(1,1)2 z(1)2 )⊗ · · · ⊗φ(1)1 )
=
R∑
r=r
Aθ
(1)
D
(
α
(r,1)
1 θ
(r)
D−1 ⊗ · · · ⊗θ(r)1 − β(r,1)1 φ(r)D−1 ⊗ · · · ⊗φ(r)1
)
+
R∑
r=2
r∑
i=2
Az
(1)
1
(
α
(r,i)
1 θ
(r)
D−1 ⊗ · · · ⊗θ(r)1 − β(r,i)1 φ(r)D−1 ⊗ · · · ⊗φ(r)1
)
−
R∑
r=1
r∑
j=1
Az
(j)
2
(
β
(r,j)
2 φ
(r)
D−1 ⊗ · · · ⊗φ(r)1
)
where α(,1)1 = 1. This is equivalent to 〈θ(r)D ,φ(r)D 〉 = 0, 〈θ(r)D ,θ(q)D 〉 = 0, and 〈φ(r)D ,φ(q)D 〉 = 0 for all r ∈ [R]
and q 6= [R]\[r], by reparameterizing z(i)1 and z(j)2 as θ(i)D and φ(j)D properly. The remaining pairs of
orthogonality in W˜ can be checked analogously by repeating the argument above.
Part 1: Bound pV . It is straightforward that
pV = sup
W˜
dim
span
A{ϑ(r)\1 ,ϕ(r)\1 } ≤ 2Rp1. (34)
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Part 2: Bound γ22 (V ,ρFin). The γ2-functional in this case is
γ22 (V ,ρFin) = inf{Vk}∞k=0
sup
A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}
∈V
∞∑
k=0
2r/2 · ρFin
A{ϑ(r)\1 ,ϕ(r)\1 },V k ,
where V k is an εk-net of Vk .
Following the same argument in Part 2 of the proof for Theorem 2, we have from Lemma 9 that
if k′ is the smallest integer such that 2Rκ(A)
(
(1 + ηk′ )D − 1
)
≤ 1, then we choose ε0 small enough
such that
ε ≤ 2RDκ(A)ηk′ ≤ 2Rκ(A)
(
(1 + ηk′ )
D − 1
)
,
where the second inequality follows from the binomial expansion. Then we have
γ22 (V ,ρFin) .
D∑
d=2
pd · log RDκ(A)ε0 . (35)
Part 3: BoundN (V ,ρFin, ε0). It is straightforward that
N (V ,ρFin, ε0) ≤
(
3
ε0
)2R∑Dd=2 pd
.
Following the same argument in Part 3 of the proof for Theorem 2, we have
∫ ε0
0
[logN (V ,ρFin, t)]1/2dt . ε0
√√
R
D∑
d=2
pd log
1
ε0
. (36)
From Lemma 4, we have
α˜2 = max
i∈[n]
`2i
(
Aϑ\1,ϕ\1
)
≤max
i∈[n]
`2i (A) ≤ 1/
R D∑
d=2
pd

2
. (37)
Combining (34) – (37) and Theorem 1, we have that the claim holds if
m & ε−2R
p1 + D∑
d=2
pd · log RDκ(A)ε0
 (log4m)(log5n),
s & ε−2
log2 1ε0 + ε20R
D∑
d=1
pd log
1
ε0
 (log6m)(log5n).
We finish the proof by taking ε0 =
1
R
∑D
d=1 pd
. Note that this choice of ε satisfies the requirement in
Part 2.
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F Proof of Theorem 6
Denote A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
}
=
A
{
θ
{rd }
\1
}
,A
{
φ
{rd }
\1
}. We illustrate that the set T can be reparameterized to the
following set with respect to tensors with partial orthogonal factors:
T =
⋃
E∈V
{x ∈ E | ‖x‖2= 1} , where V =
⋃
Ŵ
span
A{ϑ{rd }\1 ,ϕ{rd }\1 } and
W˜ =
{
∀rd ∈ [Rd],d ∈ [D]\{1},θ(rd )d ,φ(rd )d ∈ Bpd ;∀rd ,qd ∈ [Rd],∃d ∈ [D]\{1} s.t. 〈θ(rd )d ,φ(qd )d 〉 = 0;
∀rd ∈ [Rd − 1],qd ∈ [Rd]\[rd],∃d, t ∈ [D]\{1} s.t. 〈θ(rd )d ,θ(qd )d 〉 = 〈φ(rd )t ,φ(qd )t 〉 = 0
}
.
Repeating the argument in the proof of Theorem 5, we have the equivalence of T and the set
above.
Part 1: Bound pV . It is straightforward that
pV = sup
W˜
dim
span
A{ϑ{rd }\1 ,ϕ{rd }\1 }
 ≤ 2R1p1. (38)
Part 2: Bound γ22 (V ,ρFin). The γ2-functional in this case is
γ22 (V ,ρFin) = inf{Vk}∞k=0
sup
A
ϑ{rd }\1 ,ϕ{rd }\1
∈V
∞∑
k=0
2r/2 · ρFin
A{ϑ{rd }\1 ,ϕ{rd }\1 },V k ,
where V k is an εk-net of Vk .
Following the same argument as in Part 2 of the proof for Theorem 2, we have from Lemma 10
that if k′ is the smallest integer such that 2κ(A)
(
(1 + ηk′ )D − 1
)√∏D
d=2Rd ≤ 1, then we choose ε0
small enough such that
ε ≤ 2Dκ(A)ηk′
√√
D∏
d=2
Rd ≤ 2κ(A)
(
(1 + ηk′ )
D − 1
)√√ D∏
d=2
Rd ,
where the second inequality follows from the binomial theorem. Then we have
γ22 (V ,ρFin) .
 D∑
d=2
Rdpd +
D∏
d=1
pd
 · logDκ(A)
√∏D
d=2Rd
ε0
. (39)
Part 3: BoundN (V ,ρFin, ε0). It is straightforward that
N (V ,ρFin, ε0) ≤
(
3
ε0
)2(∑Dd=2Rdpd+∏Dd=1 pd)
.
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Following the same argument in Part 3 of the proof for Theorem 2, we have∫ ε0
0
[logN (V ,ρFin, t)]1/2dt . ε0
√√ D∑
d=2
Rdpd +
D∏
d=1
pd
 log 1ε0 . (40)
From Lemma 4, we have
α˜2 = max
i∈[n]
`2i
(
Aϑ\1,ϕ\1
)
≤max
i∈[n]
`2i (A) ≤ 1/
 D∑
d=2
Rdpd +
D∏
d=1
pd

2
. (41)
Combining (34) – (37) and Theorem 1, we have that the claim holds if
m & ε−2
R1p1 +
 D∑
d=2
Rdpd +
D∏
d=1
pd
 · logDκ(A)
√∏D
d=2Rd
ε0
 (log4m)(log5n),
s & ε−2
log2 1ε0 + ε20
 D∑
d=1
Rdpd +
D∏
d=1
pd
 log 1ε0
 (log6m)(log5n).
We finish the proof by taking ε0 =
1∑D
d=1Rdpd+
∏D
d=1 pd
. Note that this choice of ε satisfies the require-
ment in Part 2.
G Proof of Lemma 1
Given a unit vector y ∈ Rn, let Zjk = HjkΣkkyk for all j ∈ [n]. Then from the independence of Hjk
and Σkk , we have
E(Zjk) = E(HjkΣkkyk) = E(Hjk) ·E(Σkk) · yk = 0,
Var(Zjk) ≤ E(H2jkΣ2kky2k ) = E(H2jk) ·E(Σ2kk) · y2k =
y2k
n
.
From the Azuma-Hoeffding inequality, for any t > 0 we have
P

∣∣∣∣∣∣∣
n∑
k=1
Zjk
∣∣∣∣∣∣∣ > t
 ≤ 2exp
− nt22∑nk=1 y2k
 = 2exp(−nt22
)
.
By taking t =
√
2log( 2nrδ )
n , we have
P

∣∣∣∣∣∣∣
n∑
k=1
Zjk
∣∣∣∣∣∣∣ >
√
2log
(
2nr
δ
)
n
 ≤ 2exp
(
log
( δ
2nr
))
=
δ
nr
.
By a union bound, we have
P
∥∥∥HΣy∥∥∥∞ >
√
2log
(
2nr
δ
)
n
 = P
maxj∈[n]
∣∣∣∣∣∣∣
n∑
k=1
Zjk
∣∣∣∣∣∣∣ >
√
2log
(
2nr
δ
)
n
 ≤ δr .
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Suppose A = UQ, where U ∈ Rn×r has orthonormal columns. Then we have for all i ∈ [n] and
k ∈ [r],
`2i (HΣA) = `
2
i (HΣU ) ≤ r ·
(
e>i HΣUek
)2
.
Using a union bound again, we finish the proof by
P
maxi∈[n] `2i (HΣA) > 2r log
(
2nr
δ
)
n
 ≤ P
maxi∈[n] r · ∥∥∥e>i HΣUek∥∥∥2∞ > 2r log
(
2nr
δ
)
n
 ≤ δ.
H Intermediate Results
Here we introduce all intermediate results applied in our main analysis.
Lemma 2. Suppose for A = [A(1),A(2), . . . ,A(m)] ∈ Rn×mp, each A(i) ∈ Rn×p is a column-wise sub-
matrix of A. Given a vector v ∈Rm, we have∥∥∥∥∥∥∥
m∑
i=1
A(i)vi
∥∥∥∥∥∥∥
2
≤ ‖A‖2‖v‖2.
Proof. This is an extension of the Cauchy-Schwartz inequality. We have
∑m
i=1A
(i)vi = A(v ⊗ Ip),
where ⊗ is the Kronecker product. This implies∥∥∥∥∥∥∥
m∑
i=1
A(i)vi
∥∥∥∥∥∥∥
2
= ‖A(v ⊗ Ip)‖2≤ ‖A‖2‖v ⊗ Ip‖2= ‖A‖2‖v‖2.
Lemma 3. Given two sequences of unit vectors {φi}ni=1 and {ψi}ni=1, where φi ,ψi ∈ Rpi with ‖φi −
ψi‖2≤ ε for all i ∈ [n], we have
‖φ1 ⊗φ2 ⊗ · · · ⊗φn −ψ1 ⊗ψ2 ⊗ · · · ⊗ψn‖2≤ (1 + ε)n − 1.
Proof. Suppose for all i ∈ [n], we have ψi = φ1 + xi for some vector xi ∈Rpi . Then we have
‖φ1 ⊗ · · · ⊗φn −ψ1 ⊗ · · · ⊗ψn‖2= ‖φ1 ⊗ · · · ⊗φn − (φ1 + xi)⊗ · · · ⊗ (ψn + xn)‖2
≤
n∑
i=1
‖φ1 ⊗ · · · ⊗ xi ⊗ · · · ⊗φn‖2+
n∑
i=1
n∑
j=1,j 6=i
‖φ1 ⊗ · · · ⊗ xi ⊗ · · · ⊗ xj ⊗ · · · ⊗φn‖2+ · · ·+ ‖x1 ⊗ · · · ⊗ xn‖2
≤
(
n
1
)
ε+
(
n
2
)
ε2 + · · ·+
(
n
n
)
εn = (1 + ε)n − 1,
where the last inequality is from the fact that ‖v ⊗u‖2= ‖v‖2‖u‖2 for any vectors v and u.
Lemma 4. Suppose that A ∈ Rn×∏2d=1 pd has leverage scores `2i (A) for all i ∈ [n]. Then for any
v1,v2 ∈Rp2 , the leverage scores of Av1,v2 = [Av1 ,Av2] ∈Rn×2p1 are bounded by `2i (Av1,v2) ≤ `2i (A).
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Proof. Let Z have orthonormal columns and have the same span as the column space of A. Then
we have `2i (A) = ‖e>i Z‖22 for all i ∈ [n]. Since the column space of Av1,v2 is a subspace of the column
space of A, we can always find a column sub-matrix Z1 ∈ Rn×2p1 of Z such that Z1 spans the
column space of Av1,v2 . Therefore, for each i ∈ [n], we have
`2i (A
v1,v2) = ‖e>i Z1‖22≤ ‖e>i Z‖22= `2i (A).
Lemma 5. Suppose A ∈ Rn×∏2d=1 pd has leverage scores `2i (A) for all i ∈ [n]. Then for any v(r)i ∈ Rp2 ,
i ∈ [2], r ∈ [R] with R ≤ p2/2, the leverage scores of A
{
v
(r)
i
}
=
[
Av
(1)
1 , . . . ,Av
(R)
1 ,Av
(1)
2 , . . . ,Av
(R)
2
]
∈ Rn×2Rp1
are bounded by `2i
A{v(r)i } ≤ `2i (A).
Proof. Let Z have orthonormal columns and have the same span as the column space of A. Then
we have `2i (A) = ‖e>i Z‖22 for all i ∈ [n]. Since the column space of A
{
v
(r)
i
}
is a subspace of the column
space of A, as the column space of each Av
(r)
i is a subspace of the column space of A, we can
always find a column sub-matrix Z1 ∈Rn×2Rp1 of Z such that Z1 spans the column space of A
{
v
(r)
i
}
.
Therefore, for each i ∈ [n], we have
`2i
A{v(r)i } = ‖e>i Z1‖22≤ ‖e>i Z‖22= `2i (A).
Lemma 6. For any v1,v2 ∈ Bp2 , suppose 〈v1,v2〉 = 0, and v1,v2 ∈ Bp2 are vectors such that ‖v1 −
v1‖2≤ η0 and ‖v2 − v2‖2≤ η0. Then we have
ρFin([A
v1 ,Av2], [Av1 ,Av2]) ≤ 2κ(A)η0.
Proof. Denote Av1,v2 = [Av1 ,Av2]. From a perturbation bound for orthogonal projections given in
Li et al. (2013a), we have
ρFin(A
v1,v2 ,Av1,v2) ≤ ‖A
v1,v2 −Av1,v2‖2
σmin(Av1,v2)
. (42)
We first provide an upper bound on the numerator as
‖Av1,v2 −Av1,v2‖2 =
∥∥∥∥∥∥∥
 p2∑
i=1
A(i)(v1,i − v1,i),
p2∑
i=1
A(i)(v2,i − v2,i)

∥∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥∥
p2∑
i=1
A(i)(v1,i − v1,i)
∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥
p2∑
i=1
A(i)(v2,i − v2,i)
∥∥∥∥∥∥∥
2
≤ 2σmax(A)η0, (43)
where the last inequality is from Lemma 2.
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Next, we provide a lower bound on the denominator. Let [u>1 ,u
>
2 ]
> be a unit vector corre-
sponding to the smallest singular value of Av1,v2 , where u1,u2 ∈Rp1 . Then we have
σmin(A
v1,v2) =
∥∥∥∥∥∥Av1,v2
[
u1
u2
]∥∥∥∥∥∥
2
= ‖A(v1 ⊗u1 + v2 ⊗u2)‖2≥ σmin(A)‖v1 ⊗u1 + v2 ⊗u2‖2
= σmin(A)
√
‖v1 ⊗u1‖22+‖v2 ⊗u2‖22+2〈v1 ⊗u1,v2 ⊗u2〉
= σmin(A)
√√
‖u1‖22+‖u2‖22+2
p2∑
i=1
p1∑
j=1
v1,iu1,jv2,iu2,j
= σmin(A)
√
1 + 2〈v1,v2〉〈u1,u2〉 = σmin(A), (44)
where the last equality is from the condition 〈v1,v2〉 = 0. We finish the proof by combining (42),
(43), and (44).
Lemma 7. For all i ∈ [2] and r ∈ [R], v(r)i ∈ Bp2 . Suppose for all i ∈ [2], r ∈ [R], q ∈ [R]\{r}, we have
〈v(r)i ,v(q)i 〉 = 〈v(r)1 ,v(r)2 〉 = 0. Further suppose for all i ∈ [2] and r ∈ [R], v(r)i ∈ Bp2 is a vector such that
‖v(r)i − v(r)i ‖2≤ η0. Denote A
{
v
(r)
i
}
=
[
Av
(1)
1 , . . . ,Av
(R)
1 ,Av
(1)
2 , . . . ,Av
(R)
2
]
. Then we have
ρFin
A{v(r)i },A{v(r)i } ≤ 2Rκ(A)η0.
Proof. From the perturbation bound for orthogonal projection given in Li et al. (2013a), we have
ρFin
A{v(r)i },A{v(r)i } ≤
∥∥∥∥∥∥A
{
v
(r)
i
}
−A
{
v
(r)
i
}∥∥∥∥∥∥
2
σmin
A{v(r)i } . (45)
We first upper bound the numerator as∥∥∥∥∥∥A
{
v
(r)
i
}
−A
{
v
(r)
i
}∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥

p2∑
j=1
Aj
(
v
(1)
1,j − v(1)1,j
)
, . . . ,
p2∑
j=1
Aj
(
v
(R)
1,j − v(R)1,j
)
,
p2∑
j=1
Aj
(
v
(1)
2,j − v(1)2,j
)
, . . . ,
p2∑
j=1
Aj
(
v
(R
2,j − v(R)2,j
)
∥∥∥∥∥∥∥∥
2
≤
R∑
r=1
∥∥∥∥∥∥∥∥
p2∑
j=1
Aj
(
v
(r)
1,j − v(r)1,j
)∥∥∥∥∥∥∥∥
2
+
R∑
r=1
∥∥∥∥∥∥∥∥
p2∑
j=1
Aj
(
v
(r)
2,j − v(r)2,j
)∥∥∥∥∥∥∥∥
2
≤ 2Rσmax(A)η0, (46)
where the last inequality is from Lemma 2.
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Next, we provide a lower bound on the denominator. Let
[
u
(1)>
1 , . . . ,u
(R)>
1 ,u
(1)>
2 , . . . ,u
(R)>
2
]>
∈
R2Rp1 be a unit vector corresponding to the smallest singular value of A
{
v
(r)
i
}
, where u(r)i ∈ Rp1 for
all i ∈ [2] and r ∈ [R]. Then we have
σmin
A{v(r)i } = ∥∥∥∥∥∥A
{
v
(r)
i
} [
u
(1)>
1 , . . . ,u
(R)>
1 ,u
(1)>
2 , . . . ,u
(R)>
2
]>∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥A ·
 R∑
r=1
v
(r)
1 ⊗u(r)1 + v(r)2 ⊗u(r)2

∥∥∥∥∥∥∥
2
≥ σmin(A)
∥∥∥∥∥∥∥
R∑
r=1
(
v
(r)
1 ⊗u(r)1 + v(r)2 ⊗u(r)2
)∥∥∥∥∥∥∥
2
= σmin(A)
√√
R∑
r=1
(∥∥∥∥u(r)1 ∥∥∥∥22 + ∥∥∥∥u(r)2 ∥∥∥∥22)+ 2
R∑
r=1
p2∑
j=1
p1∑
k=1
v
(r)
1,ju
(r)
1,kv
(r)
2,ju
(r)
2,k + 2
2∑
i=1
R−1∑
r=1
R∑
q=r+1
p2∑
j=1
p1∑
k=1
v
(r)
i,j u
(r)
i,kv
(q)
i,j u
(q)
i,k
= σmin(A)
√√
1 + 2
R∑
r=1
〈v(r)1 ,v(r)2 〉〈u(r)1 ,u(r)2 〉+ 2
2∑
i=1
R−1∑
r=1
R∑
q=r+1
〈v(r)i ,v(q)i 〉〈u(r)i ,u(q)i 〉 = σmin(A), (47)
where the last equality uses the conditions that for all i ∈ [2] and r ∈ [R], 〈v(r)i ,v(q)i 〉 = 〈v(r)1 ,v(r)2 〉 = 0
for q ∈ [R]\{r}. We finish the proof by combining (45), (46), and (47).
Lemma 8. For all d ∈ [D]\{1}, θd ,φd ∈ Bpd . Suppose there exists an i ∈ [D]\{1} such that 〈θi ,φi〉 =
0. Further suppose for all d ∈ [D]\{1}, θd ,φd ∈ Bpd are vectors such that ‖θd − θd‖2≤ η0 and
‖φd −φd‖2≤ η0. Then we have
ρFin
([
A{θ\1},A{φ\1}
]
,
[
A{θ\1},A{φ\1}
])
≤ 2κ(A)
(
(1 + η0)
D−1 − 1
)
.
Proof. Let Aϑ\1,ϕ\1 =
[
A{θ\1},A{φ\1}
]
∈ Rn×2p1 . From the perturbation bound for orthogonal projec-
tion given in Li et al. (2013a), we have
ρFin
(
Aϑ\1,ϕ\1 ,Aϑ,ϕ
)
≤
∥∥∥Aϑ\1,ϕ\1 −Aϑ,ϕ∥∥∥
2
σmin(Aϑ\1,ϕ\1)
. (48)
We denote
∑
j2···jD =
∑pD
jD=1
· · ·∑p2j2=1. We first provide an upper bound on the numerator:∥∥∥Aϑ\1,ϕ\1 −Aϑ,ϕ∥∥∥
2
=
∥∥∥∥∥∥∥∥
 ∑
j2···jD
A(jD ,...,j2) ·
(
θD,jD · · ·θ2,j2 −θD,jD · · ·θ2,j2
)
,
∑
j2···jD
A(jD ,...,j2) ·
(
φD,jD · · ·φ2,j2 −φD,jD · · ·φ2,j2
)
∥∥∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥∥∥
∑
j2···jD
A(jD ,...,j2) ·
(
θD,jD · · ·θ2,j2 −θD,jD · · ·θ2,j2
)∥∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥
∑
j2···jD
A(jD ,...,j2) ·
(
φD,jD · · ·φ2,j2 −φD,jD · · ·φ2,j2
)∥∥∥∥∥∥∥∥
2
≤ σmax(A) ·
(∥∥∥θD ⊗ · · · ⊗θ2 −θD ⊗ · · · ⊗θ2∥∥∥2 + ∥∥∥φD ⊗ · · · ⊗φ2 −φD ⊗ · · · ⊗φ2∥∥∥2)
≤ 2σmax(A)
(
(1 + η0)
D−1 − 1
)
, (49)
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where the second inequality is from Lemma 2 and the last inequality is from Lemma 3.
Next, we provide a lower bound on the denominator. Let [u>1 ,u
>
2 ]
> be a unit vector corre-
sponding to the smallest singular value of Aϑ\1,ϕ\1 , where u1,u2 ∈Rp1 . Then we have
σmin
(
Aϑ\1,ϕ\1
)
=
∥∥∥∥∥∥Aϑ\1,ϕ\1
[
u1
u2
]∥∥∥∥∥∥
2
= ‖A (θD ⊗ · · · ⊗θ2 ⊗u1 +φD ⊗ · · · ⊗φ2 ⊗u2)‖2
≥ σmin(A)‖θD ⊗ · · · ⊗θ2 ⊗u1 +φD ⊗ · · · ⊗φ2 ⊗u2‖2
= σmin(A)
√
‖θD ⊗ · · · ⊗θ2 ⊗u1‖22+‖φD ⊗ · · · ⊗φ2 ⊗u2‖22+2〈θD ⊗ · · · ⊗θ2 ⊗u1,φD ⊗ · · · ⊗φ2 ⊗u2〉
= σmin(A)
√√
‖u1‖22+‖u2‖22+2
∑
j2···jD
p1∑
j1=1
θD,jD · · ·θ2,j2u1,j1 ·φD,jD · · ·φ2,j2u2,j1
= σmin(A)
√
1 + 2〈θD ,φD〉 · · · 〈θ2,φ2〉〈u1,u2〉 = σmin(A), (50)
where the last inequality is from 〈θi ,φi〉 = 0 for some i ∈ {2, . . . ,D}. We finish the proof by combin-
ing (48), (49) and (50).
Lemma 9. For all d ∈ [D]\{1} and r ∈ [R], θ(r)d ,φ(r)d ∈ Bpd . Suppose that for any r,q ∈ [R], there
exists an i ∈ [D]\{1} such that 〈θ(r)i ,φ(q)i 〉 = 0, and further, for all r ∈ [R− 1], q ∈ [R]\[r], there exist
j,k ∈ [D]\{1} such that 〈θ(r)j ,θ(q)j 〉 = 0 and 〈φ(r)k ,φ(q)k 〉 = 0. Further suppose for all d ∈ [D]\{1} and
r ∈ [R], θ(r)d ,φ(r)d ∈ Bpd are vectors such that ‖θ(r)d −θ
(r)
d ‖2≤ η0 and ‖φ(r)d −φ
(r)
d ‖2≤ η0. Then we have
ρFin
A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} ,A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} ≤ 2Rκ(A)((1 + η0)D−1 − 1) .
Proof. Denote A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}
=
A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} ∈ Rn×2Rp1 . From the perturbation bound on orthogonal
projection given in Li et al. (2013a), we have
ρFin
A{ϑ(r)\1 ,ϕ(r)\1 },A{ϑ(r)\1 ,ϕ(r)\1} ≤
∥∥∥∥∥A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}
−A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}∥∥∥∥∥
2
σmin
A{ϑ(r)\1 ,ϕ(r)\1 } . (51)
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We denote
∑
j2···jD =
∑pD
jD=1
· · ·∑p2j2=1. We first upper bound the numerator as∥∥∥∥∥A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}
−A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥
 ∑
j2···jD
A(jD ,...,j2) ·
(
θ
(1)
D,jD
· · ·θ(1)2,j2 −θ
(1)
D,jD
· · ·θ(1)2,j2
)
, . . . ,
∑
j2···jD
A(jD ,...,j2) ·
(
θ
(R)
D,jD
· · ·θ(R)2,j2 −θ
(R)
D,jD
· · ·θ(R)2,j2
)
,
∑
j2···jD
A(jD ,...,j2) ·
(
φ
(1)
D,jD
· · ·φ(1)2,j2 −φ
(1)
D,jD
· · ·φ(1)2,j2
)
, . . . ,
∑
j2···jD
A(jD ,...,j2) ·
(
φ
(R)
D,jD
· · ·φ(R)2,j2 −φ
(R)
D,jD
· · ·φ(R)2,j2
)
∥∥∥∥∥∥∥∥
2
≤
R∑
r=1
∥∥∥∥∥∥∥∥
∑
j2···jD
A(jD ,...,j2) ·
(
θ
(r)
D,jD
· · ·θ(r)2,j2 −θ
(r)
D,jD
· · ·θ(r)2,j2
)∥∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥
∑
j2···jD
A(jD ,...,j2) ·
(
φ
(r)
D,jD
· · ·φ(r)2,j2 −φ
(r)
D,jD
· · ·φ(r)2,j2
)∥∥∥∥∥∥∥∥
2
≤ σmax(A) ·
 R∑
r=1
∥∥∥∥θ(r)D ⊗ · · · ⊗θ(r)2 −θ(r)D ⊗ · · · ⊗θ(r)2 ∥∥∥∥2 + ∥∥∥∥φ(r)D ⊗ · · · ⊗φ(r)2 −φ(r)D ⊗ · · · ⊗φ(r)2 ∥∥∥∥2

≤ 2Rσmax(A)
(
(1 + η0)
D−1 − 1
)
, (52)
where the second inequality is from Lemma 2 and the last inequality is from Lemma 3.
Next, we lower bound the denominator. Let
[
u
(1)>
1 , . . . ,u
(R)>
1 ,u
(1)>
2 , . . . ,u
(R)>
2
]>
∈R2Rp1 be a unit
vector corresponding to the smallest singular value of A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
}
, where u(r)i ∈Rp1 for all i ∈ [2] and
33
r ∈ [R]. Then we have
σmin
A{ϑ(r)\1 ,ϕ(r)\1 } = ∥∥∥∥∥∥A
{
ϑ
(r)
\1 ,ϕ
(r)
\1
} [
u
(1)>
1 , . . . ,u
(R)>
1 ,u
(1)>
2 , . . . ,u
(R)>
2
]>∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥A ·
 R∑
r=1
θ
(r)
D ⊗ · · · ⊗θ(r)2 ⊗u(r)1 +φ(r)D ⊗ · · · ⊗φ(r)2 ⊗u(r)2

∥∥∥∥∥∥∥
2
≥ σmin(A)
∥∥∥∥∥ R∑
r=1
θ
(r)
D ⊗ · · · ⊗θ(r)2 ⊗u(r)1 +φ(r)D ⊗ · · · ⊗φ(r)2 ⊗u(r)2
∥∥∥∥∥
2
= σmin(A)
√√
R∑
r=1
(∥∥∥∥u(r)1 ∥∥∥∥22 + ∥∥∥∥u(r)2 ∥∥∥∥22)+ 2
R∑
r=1
R∑
q=1
∑
j1···jD
θ
(r)
D,jD
· · ·θ(r)2,j2u
(r)
1,j1
·φ(q)D,jD · · ·φ
(q)
2,j2
u
(q)
2,j1
+2
R−1∑
r=1
R∑
q=r+1
∑
j1···jD
(
θ
(r)
D,jD
· · ·θ(r)2,j2u
(r)
1,j1
·θ(q)D,jD · · ·θ
(q)
2,j2
u
(q)
1,j1
+φ(r)D,jD · · ·φ
(r)
2,j2
u
(r)
2,j1
·φ(q)D,jD · · ·φ
(q)
2,j2
u
(q)
2,j1
)
= σmin(A)
√√
1 + 2
R∑
r=1
R∑
q=1
〈θ(r)D ,φ(q)D 〉 · · · 〈θ(r)2 ,φ(q)2 〉〈u(r)1 ,u(q)2 〉
+2
R−1∑
r=1
R∑
q=r+1
(
〈θ(r)D ,θ(q)D 〉 · · · 〈θ(r)2 ,θ(q)2 〉〈u(r)1 ,u(q)1 〉+ 〈φ(r)D ,φ(q)D 〉 · · · 〈φ(r)2 ,φ(q)2 〉〈u(r)2 ,u(q)2 〉
)
= σmin(A), (53)
where the last inequality is from the conditions on θ(r)d and φ
(r)
d . We finish the proof by combining
(51), (52), and (53).
Lemma 10. For all d ∈ [D]\{1} and r ∈ [R], θ(rd )d ,φ(rd )d ∈ Bpd . Suppose that for any rd ,qd ∈ [Rd], d ∈
[R]\{1}, there exists an i ∈ [D]\{1} such that 〈θ(r)i ,φ(q)i 〉 = 0, and for all r ∈ [R− 1], q ∈ [R]\[r], there
exist j,k ∈ [D]\{1} such that 〈θ(r)j ,θ(q)j 〉 = 0 and 〈φ(r)k ,φ(q)k 〉 = 0. Further suppose for all d ∈ [D]\{1}
and r ∈ [R], θ(r)d ,φ(r)d ∈ Bpd are vectors such that ‖θ(r)d − θ
(r)
d ‖2≤ η0 and ‖φ(r)d −φ
(r)
d ‖2≤ η0. Then we
have
ρFin
A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} ,A
{
θ
(r)
\1
}
,A
{
φ
(r)
\1
} ≤ 2κ(A)((1 + η0)D−1 − 1)
√√
D∏
d=2
Rd .
Proof. Denote A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
}
=
A
{
θ
{rd }
\1
}
,A
{
φ
{rd }
\1
} ∈ Rn×2R1p1 . From the perturbation bound for or-
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thogonal projection given in Li et al. (2013a), we have
ρFin
A{ϑ{rd }\1 ,ϕ{rd }\1 },A{ϑ{rd }\1 ,ϕ{rd }\1 } ≤
∥∥∥∥∥A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
}
−A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
}∥∥∥∥∥
2
σmin
A{ϑ{rd }\1 ,ϕ{rd }\1 }
. (54)
We denote
∑
j2···jD =
∑pD
jD=1
· · ·∑p2j2=1. We first upper bound the numerator as∥∥∥∥∥A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
}
−A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
}∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥
 ∑
j2···jD
A(jD ,...,j2) ·
(
θ
(1)
D,jD
· · ·θ(1)2,j2 −θ
(1)
D,jD
· · ·θ(1)2,j2
)
, . . . ,
∑
j2···jD
A(jD ,...,j2) ·
(
θ
(1)
D,jD
· · ·θ(R2)2,j2 −θ
(1)
D,jD
· · ·θ(R2)2,j2
)
, . . . ,
∑
j2···jD
A(jD ,...,j2) ·
(
φ
(RD )
D,jD
· · ·φ(1)2,j2 −φ
(RD )
D,jD
· · ·φ(1)2,j2
)
, . . . ,
∑
j2···jD
A(jD ,...,j2) ·
(
φ
(RD )
D,jD
· · ·φ(R2)2,j2 −φ
(RD )
D,jD
· · ·φ(R2)2,j2
)
∥∥∥∥∥∥∥∥
2
≤
R2∑
r2=1
· · ·
RD∑
rD=1
∥∥∥∥∥∥∥∥
∑
j2···jD
A(jD ,...,j2) ·
(
θ
(rD )
D,jD
· · ·θ(r2)2,j2 −θ
(rD )
D,jD
· · ·θ(r2)2,j2
)∥∥∥∥∥∥∥∥
2
+
∥∥∥∥∥∥∥∥
∑
j2···jD
A(jD ,...,j2) ·
(
φ
(rD )
D,jD
· · ·φ(r2)2,j2 −φ
(rD )
D,jD
· · ·φ(r2)2,j2
)∥∥∥∥∥∥∥∥
2
≤ σmax(A) ·
( R2∑
r2=1
· · ·
RD∑
rD=1
∥∥∥∥θ(rD )D ⊗ · · · ⊗θ(r2)2 −θ(rD )D ⊗ · · · ⊗θ(r2)2 ∥∥∥∥2
+
∥∥∥∥φ(rD )D ⊗ · · · ⊗φ(r2)2 −φ(rD )D ⊗ · · · ⊗φ(r2)2 ∥∥∥∥2
)
≤ 2
D∏
d=2
Rd · σmax(A)
(
(1 + η0)
D−1 − 1
)
, (55)
where the second inequality is from Lemma 2 and the last inequality is from Lemma 3.
Next, we provide a lower bound on the denominator. Let
[
u
(1)>
1 , . . . ,u
(R1)>
1 ,u
(1)>
2 , . . . ,u
(R1)>
2
]>
∈
R2R1p1 be a unit vector corresponding to the smallest singular value of A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
}
, where u(r1)i ∈
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Rp1 for all i ∈ [2] and r1 ∈ [R1]. Denote ∑r1,...,rD = ∑R1r1=1 · · ·∑RDrD=1. Then we have
σmin
A{ϑ{rd }\1 ,ϕ{rd }\1 } = ∥∥∥∥∥∥A
{
ϑ
{rd }
\1 ,ϕ
{rd }
\1
} [
u
(1)>
1 , . . . ,u
(R1)>
1 ,u
(1)>
2 , . . . ,u
(R1)>
2
]>∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥A ·
 ∑
r1,...,rD
θ
(rD )
D ⊗ · · · ⊗θ(r2)2 ⊗u(r1)1 +φ(rD )D ⊗ · · · ⊗φ(r2)2 ⊗u(r1)2

∥∥∥∥∥∥∥
2
≥ σmin(A)
∥∥∥∥∥ ∑
r1,...,rD
θ
(rD )
D ⊗ · · · ⊗θ(r2)2 ⊗u(r1)1 +φ(rD )D ⊗ · · · ⊗φ(r2)2 ⊗u(r1)2
∥∥∥∥∥
2
= σmin(A)
√ ∑
r1,...,rD
(∥∥∥∥u(r1)1 ∥∥∥∥22 + ∥∥∥∥u(r1)2 ∥∥∥∥22)+ 2 ∑
r1,...,rD
∑
q1,...,qD
∑
j1···jD
θ
(rD )
D,jD
· · ·θ(r2)2,j2u
(r1)
1,j1
·φ(qD )D,jD · · ·φ
(q2)
2,j2
u
(q1)
2,j1
+
∑
r1,...,rD
∑
q1,...,qD
∑
j1···jD
(
θ
(rD )
D,jD
· · ·θ(r2)2,j2u
(r1)
1,j1
·θ(qD )D,jD · · ·θ
(q2)
2,j2
u
(q1)
1,j1
+φ(rD )D,jD · · ·φ
(r2)
2,j2
u
(r1)
2,j1
·φ(qD )D,jD · · ·φ
(q2)
2,j2
u
(q1)
2,j1
)
= σmin(A)
√√ D∏
d=2
Rd + 2
∑
r1,...,rD
∑
q1,...,qD
〈θ(rD )D ,φ(qD )D 〉 · · · 〈θ(r2)2 ,φ(q2)2 〉〈u(r1)1 ,u(q1)2 〉
+
∑
r1,...,rD
∑
q1,...,qD
(
〈θ(rD )D ,θ(qD )D 〉 · · · 〈θ(r2)2 ,θ(q2)2 〉〈u(r1)1 ,u(q1)1 〉+ 〈φ(rD )D ,φ(qD )D 〉 · · · 〈φ(r2)2 ,φ(q2)2 〉〈u(r1)1 ,u(q1)2 〉
)
= σmin(A)
√√
D∏
d=2
Rd , (56)
where the last inequality is from the conditions on θ(r)d and φ
(r)
d . We finish the proof by combining
(54), (55), and (56).
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