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CONVERGENCE ANALYSIS OF THE TIME-STEPPING
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Abstract. In 1986, Dixon and McKee developed a discrete fractional Gro¨nwall inequality [Z.
Angew. Math. Mech., 66 (1986), pp. 535–544], which can be seen as a generalization of the
classical discrete Gro¨nwall inequality. However, this generalized discrete Gro¨nwall inequality has not
been widely applied in the numerical analysis of the time-stepping methods for the time-fractional
evolution equations. The main purpose of this paper is to show how to apply the generalized discrete
Gro¨nwall inequality to prove the convergence of a class of time-stepping numerical methods for time-
fractional nonlinear subdiffusion equations, including the popular fractional backward difference type
methods of order one and two, and the second-order fractional Crank-Nicolson type methods. We
obtain the optimal L2 error estimate in space discretization. The convergence of the fast time-
stepping numerical methods is also proved in a simple manner.
Key words. time-fractional nonlinear subdiffusion equations, discrete fractional Gro¨nwall in-
equality, fast time-stepping methods, convergence, fractional backward difference formula
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1. Introduction. The aim of this paper is to analyze the convergence of the
Galerkin finite element method (FEM) for the following time-fractional nonlinear
subdiffusion equation
(1.1)

C
0 D
α
t u = ∂
2
xu+ f(u), (x, t) ∈ Ω× (0, T ], T > 0,
u(x, 0) = u0(x), x ∈ Ω¯,
u(x, t) = 0, (x, t) ∈ ∂Ω× [0, T ],
where Ω = (xL, xR), and
C
0 D
α
t u is the Caputo fractional derivative of order 0 < α < 1,
which is defined by
(1.2) C0 D
α
t u(x, t) =
1
Γ(1− α)
∫ t
0
∂u(x, s)
∂s
(t− s)−αds.
The non-locality of the fractional derivative operator (1.2) causes a lot of difficulty
for solving (1.1). Generally speaking, the approximation of the fractional derivative
operator takes the form of the discrete convolution (see, e.g., [2, 29, 27, 37, 33])
n∑
j=0
wn,ju
j, 0 ≤ j ≤ n, 0 < n ≤ nT .
The direct computation of the above discrete convolution is costly, requiring O(nT )
active memory and O(n2T ) operations. The computational difficulty can be resolved
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by developing fast memory-saving algorithms, see, e.g., [3, 4, 10, 15, 16, 28, 32, 41, 43].
The non-locality of the fractional operator also makes the numerical analysis of the
fractional partial differential equations (PDEs) much more complicated than that
of local PDEs. As is well known, the discrete Gro¨nwall inequality (see Lemma 3.3
with α → 1) provides a powerful tool to analyze the stability and convergence of
the numerical methods for the integer-order PDEs. How to develop and use the
discrete fractional Gro¨nwall type inequalities to analyze the numerical methods for
the fractional PDEs has been been reported much less and this is the topic of the
current work.
The discrete fractional Gro¨nwall type inequalities based on the specific time-
stepping methods have been established by some researchers, see, e.g., [18, 24, 25, 38].
Jin et al. [18] established a fractional version of the discrete Gro¨nwall type inequality
based on the convolution quadrature generated by the fractional backward difference
formula of order p (FBDF-p) and the L1 formula. Liao and his collaborators [24, 25]
developed the discrete fractional Gro¨nwall type inequalities based on the interpolation
method, such as the L1 method generated by linear interpolation [27, 31, 33] and the
Alikhanov formula generated by quadratic interpolation [2]. These Gro¨nwall type
inequalities have been applied to analyze the convergence of numerical methods for a
variety of nonlinear fractional PDEs, see, e.g., [14, 18, 22, 23, 26].
In addition to the aforementioned discrete fractional Gro¨nwall type inequalities,
there exists a generalized discrete Gro¨nwall inequality (see Lemma 3.3) proposed in
1986 by Dixon and McKee [13], which can be seen as a generalization of the classical
discrete Gro¨nwall inequality and is independent of specific time-stepping methods.
The generalized discrete Gro¨nwall inequality and its variants have been widely ap-
plied to analyze the convergence of the numerical methods for the fractional ordinary
differential equations and the integral equations with weakly singular kernels, see, e.g.,
[9, 7, 21, 42]. To the best of the authors’ knowledge, this generalized discrete Gro¨nwall
inequality has not been widely applied to analyze the convergence of time-stepping
numerical methods for the time-fractional PDEs except for some limited works, see,
e.g., [1, 19]. The goal of this work is to show how to apply the generalized discrete
Gro¨nwall inequality to prove the convergence of a class of time-stepping numerical
methods for time-fractional nonlinear PDEs of the form (1.1).
The main contributions of this work are listed below:
• The generalized discrete Gro¨nwall’s inequality is applied to prove the con-
vergence of a class of fully implicit time-stepping Galerkin FEMs for (1.1),
where the time direction is approximated by the convolution quadrature with
correction terms. The use of the generalized discrete Gro¨nwall inequality in
this paper is very simple and straightforward; see Section 3.
• In [5], the truncation of the nonlinear function f to a global Lipschitz function
fδ with a compact support is adopted to prove the error estimates of finite
difference methods (FDMs) for the nonlinear Schro¨dinger equation. In the
current work, we combine the technique in [5] and a temporal spatial splitting
argument [20] to obtain the optimal L2 error estimate of the fully implicit
time-stepping Galerkin FEMs, where no CFL condition is required.
• The convergence of the fast time-stepping Galerkin FEMs for (1.1) is proved.
Our proof is based on the convergence of the direct computational method,
which is simpler than that of the existing fast methods; see, e.g., [32].
To the best of authors’ knowledge, this is the first work that unifies the con-
vergence analysis of the popular (fast) time-stepping numerical schemes for solving
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(1.1), including the fractional backward difference type methods of order one and
two [29, 34], the fractional Crank–Nicolson type methods [17, 40], and the recently
developed BN-θ method [39]; see Section 4.
The convolution quadrature with correction terms has been widely applied to
resolve the initial singularity of the time-fractional PDEs, see, e.g., [11, 18, 39]. How-
ever, the convergence analysis of time-stepping schemes with correction terms is lim-
ited; the current paper presents an approach to analyze the convergence of this kind
time-stepping numerical methods.
The main difference of the present work from the previous works [18, 24, 25,
38] is that we adopt the generalized discrete Gro¨nwall inequality [13] developed in
1980s to prove the convergence of the numerical methods. Our analysis is simple and
straightforward, and can be extended to analyze the numerical methods for a broader
class of time-fractional evolution equations.
This paper is organized as follows. Section 2 presents the fully implicit time-
stepping Galerkin FEMs and their error estimates for (1.1). Section 3 presents the
detailed convergence analysis for a class of time-stepping Galerkin FEMs by the use of
the generalized discrete Gronwall’s inequality. The application of the present approach
is displayed in Section 4. The convergence analysis of the fast time-stepping Galerkin
FEMs is shown in Section 5 before we end with a conclusion.
2. The numerical schemes.
2.1. Time-stepping Galerkin FEM. The interval [0, T ] is divided into nT ∈ N
subintervals with a time step size τ = T/nT and grid points tn = nτ . Denote
un = un(·) = u(·, tn). The finite element space Xrh is defined as
Xrh = {v : v|Ωi ∈ Pr(Ωi) ∩H10 (Ω)},
where Pr(Ωi) is the polynomial space of degree r on Ωi, Ωi = [xi−1, xi], xi = ih,
h = (xR−xL)/N is the space step size, and N is a positive integer. The interpolation
operator Ih is defined by
Ihv|Ωi =
r∑
k=0
v(xik)L
i
k(x), v ∈ C(Ω),
where Lik(x) are the Lagrange interpolation basis functions based on the grid points
{xik}rk=0 with xik = xi−1 + jh/r, 0 ≤ j ≤ r. Define the orthogonal projector π1,0h as
(∂xπ
1,0
h u, ∂xv) = (∂xu, ∂xv), u ∈ H10 (Ω), ∀v ∈ Xrh,
where (·, ·) is the inner product in L2(Ω) equipped with the L2 norm ‖ · ‖. Denote by
Hk(Ω) as the Sobolev space equipped with the norm ‖ · ‖k = ‖ · ‖Hk(Ω), k ≥ 0.
We apply the convolution quadrature (see, e.g., [29, 42]) to discretize the Caputo
fractional derivative, which takes the following form
(2.1)
[
C
0 D
α
t u(t)
]
t=tn
= Dα,mτ u
n − R̂n,
where
(2.2) D
α,m
τ u
n =
1
τα
n∑
j=0
ω
(α)
n−j(u
j − u0) + 1
τα
m∑
j=1
w
(m)
n,j (u
j − u0).
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Here the convolution quadrature weights ω
(α)
n satisfy ω(α)(z) =
∑∞
n=0 ω
(α)
n zn, the
starting weights ω
(m)
n,j in (2.2) are chosen such that
[
C
0 D
α
t u(t)
]
t=tn
= Dα,mτ u
n for
u = tσk , 0 < σk < σk+1, k ≥ 1. That is, for a fixed n, ω(m)n,j (1 ≤ j ≤ m) are the
solutions of the following linear system
(2.3)
m∑
j=1
jσkw
(m)
n,j =
Γ(σk + 1)
Γ(σk + 1− α)n
σk−α −
n∑
j=0
ω
(α)
n−jj
σk , 1 ≤ k ≤ m.
The expressions of the generating function ω(α)(z) are given in Section 4.
Suppose that the solution u satisfies
(2.4) u(t)− u(0) =
m∑
k=1
uˆkt
σk + u˜(t)tσm+1 , 0 ≤ t ≤ T,
where 0 < σk < σk+1 and ‖u˜(t)‖∞ is bounded for 0 ≤ t ≤ T ; see, e.g., [12]. Then the
truncation error R̂n in (2.1) satisfies [29]
(2.5) R̂n = O(τptσm+1−p−αn ) +O(τ
σm+1+1t−α−1n ),
where p is the convergence order that will be specified in Section 4.
From (2.1), we can derive the time discretizaion for (1.1) as
(2.6) Dα,mτ u
n = ∂2xu
n + f(un) + R̂n.
From (2.6), the fully discrete Galerkin FEM for (1.1) is given as: find unh ∈ Xrh for
n ≥ 1, such that
(2.7)
{
(Dα,mτ u
n
h, v) + (∂xu
n
h, ∂xv) = (Ihf(u
n
h), v) , ∀v ∈ Xrh,
u0h = π
1,0
h u0.
We can solve a system of nonlinear equations to get unh(1 ≤ n ≤ m) by letting
n = 1, 2, · · · ,m in (2.7). For n ≥ m+1, the correction term τ−α∑mj=1 w(m)n,j (ujh−u0h)
is known and (2.7) can be solved much easily.
In this work, we first solve (2.7) with a smaller time step size τ/D and one
correction term to obtain unh(1 ≤ n ≤ m). Then we solve (2.7) for n ≥ m+1. To this
end, we modify (2.7) as: find unh ∈ Xrh for n ≥ m+ 1, such that
(2.8) (Dα,mτ u
n
h, v) + (∂xu
n
h, ∂xv) = (Ihf(u
n
h), v) , ∀v ∈ Xrh,
where ujh = v
jD
h , 0 ≤ j ≤ m, vjh are the solutions to (2.7) with a smaller step size τ/D
and m = 1, D is a positive integer.
In order to prove the convergence of (2.8), we define the generating functions
a(α)(z) and b(z) as
a(α)(z) = (1− z)α =
∞∑
n=0
a(α)n z
n,(2.9)
b(z) = a(α)(z)/ω(α)(z) =
∞∑
n=0
bnz
n.(2.10)
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Eq. (2.10) implies the following important property
a(α)n =
n∑
j=0
ω
(α)
j bn−j.(2.11)
We also introduce the following notations
bˆ(z) =
∞∑
n=0
bˆnz
n, bˆn = |bn|, n ≥ 0;(2.12)
d(z) =
(
2b0 − bˆ(z)
)
a(−α)(z) =
∞∑
n=0
dnz
n, dn = 2b0a
(−α)
n −
n∑
j=0
bˆja
(−α)
n−j ;(2.13)
W
(m)
n,k =
n∑
j=m′
bn−j
(
w
(m)
j,k + δm′,m+1ω
(α)
j−k
)
, 1 ≤ k ≤ m,(2.14)
where m′ = 1 for m = 1, m′ = m+ 1 for m > 1, δx,y = 0 for x 6= y, and δx,x = 1.
The following assumptions are used in the convergence analysis.
b0 > 0, |bn| . n−α−1,
∞∑
n=1
|bn| ≤ b0;(2.15)
d0 > 0, dn ≥ 0, n > 0;(2.16)
|W (m)n,k | . n−α/2, 1 ≤ k ≤ m,(2.17)
where A . B means there exists a positive constant C independent of τ, h, and any
positive integer n, such that A ≤ CB. The assumptions (2.15)–(2.17) are verified in
Section 4 when the specific time discretization method (2.2) is used.
Denote by
M = max
0≤t≤T
‖u(t)‖∞.
We have the following theorems, the proofs of which are given in Section 3.
Theorem 2.1. Suppose that u0 ∈ Hr+1(Ω) ∩ H10 (Ω), u is the solution of (1.1)
satisfying (2.4), u(·, t) ∈ Hr+1(Ω) ∩H10 (Ω), and |f ′(z)| . 1 for |z| ≤ M + 1. Let unh
be the solution of (2.7) with m = 1, 1 ≤ n ≤ nT . If the assumptions (2.15)–(2.17)
hold and σ1 ≤ p+ α/2, then
(2.18) ‖unh − u(·, tn)‖ . hr+1 + τq1 , q1 = min{p, σ2 − α/2}.
Theorem 2.2. Suppose that u0 ∈ Hr+1(Ω) ∩ H10 (Ω), u is the solution of (1.1)
satisfying (2.4), u(·, t) ∈ Hr+1(Ω) ∩ H10 (Ω), and |f ′(z)| . 1 for |z| ≤ M + 1. Let
unh be the solution of (2.8), 1 ≤ n ≤ nT . If the assumptions (2.15)–(2.17) hold and
σm ≤ p+ α/2, then
(2.19) ‖unh − u(·, tn)‖ . hr+1 + τq2 + τq1−α/2D−q1 , q2 = min{p, σm+1 − α/2},
where q1 is defined in (2.18).
3. Error estimate. In this section, we show how to apply the generalized dis-
crete Gronwall inequality (see Lemma 3.3 and Corollary 3.4) to prove Theorems 2.1
and 2.2. In the rest of this paper, we denote C, C∗, C∗∗, and Ck, k ∈ N as positive
constants that are independent of τ, h and any positive integer n.
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3.1. Lemmas. Some useful lemmas are introduced in this subsection.
Lemma 3.1 ([40]). Let a(α)(z) = (1− z)α =∑∞n=0 a(α)n zn, 0 ≤ α ≤ 1. Then
a
(α)
0 = 1, a
(α)
n ≤ 0 for n > 0, 0 < −
∞∑
n=1
a(α)n ≤ a0;(3.1)
a
(−α)
0 = 1, a
(−α)
n ≥ 0, a(−α)n = O(nα−1);(3.2)
n∑
k=0
a
(α)
k a
(−α)
n−k = 0, n > 0.(3.3)
The equation (3.3) can be obtained from a(α)(z)a(−α)(z) = 1.
Lemma 3.2. Let σ ∈ R and 0 < α ≤ 1. Then
(3.4)
n−1∑
j=1
(n− j)−α−1jσ . nmax{−α−1,σ}, σ ∈ R.
Proof. For σ ≥ 0, (3.4) follows from∑n−1j=1 (n−j)−α−1jσ ≤ nσ∑n−1j=1 (n−j)−α−1 .
nσ
∑∞
j=1 j
−α−1 . nσ. Next, we prove (3.4) for σ < 0.
For n ≥ 2, there exists jn = ⌈n/2⌉ and x0 = jn/n ∈ (0, 1) such that
n−1∑
j=1
(n− j)−α−1jσ =
jn∑
j=1
(n− j)−α−1jσ +
n−1∑
j=jn+1
(n− j)−α−1jσ
≤
jn∑
j=1
(n− jn)−α−1jσ +
n−1∑
j=jn+1
(n− j)−α−1jσn
.n−α−1
n−1∑
j=1
jσ + nσ
n−1∑
j=1
j−α−1.
Using
∑n−1
j=1 j
−α−1 . 1 and
∑n−1
j=1 j
σ . nσ+1 log(n) completes the proof.
Remark 3.1. For 0 ≤ α ≤ 1, the proof of (3.4) can be extended to obtain
(3.5)
n−1∑
j=1
(n− j)α−1jσ .
{
nmax {α+σ,α−1}, σ 6= −1,
nα−1 log(n), σ = −1.
Lemma 3.3 (Discrete fractional Gro¨nwall inequality [13]). Let zn, 0 ≤ n ≤ K,
be a sequence of non-negative real numbers satisfying
zn ≤ Cτα
n−1∑
j=0
(n− j)α−1zj +A, 1 ≤ n ≤ K,
where 0 < α < 1, A > 0, and C > 0 is bounded independent of τ and n. Then
zn . A.
A direct corollary of Lemma 3.3 is given as follows.
Corollary 3.4. Assume that A ≥ 0, C > 0 and 0 < α < 1. Let zn, 0 ≤ n ≤ K,
be a sequence of non-negative real numbers satisfying
zn ≤ Cτα
n∑
j=0
a
(−α)
n−j zj +A, 1 ≤ n ≤ K.
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If Cτα ≤ 1/2, i.e., τ ≤ (2C)−1/α, then zn . A.
Lemma 3.5 (Sobolev inequality [8, pp. 490]). Let u ∈ H1(Ω). Then
(3.6) ‖u‖∞ . ‖u‖1/21 ‖u‖1/2.
Lemma 3.6 ([6]). Let 0 ≤ s ≤ 1, s ≤ r. Then the following estimates hold
‖u− π1,0h u‖s . hr−s‖u‖r, u ∈ Hr(Ω) ∩H10 (Ω),
‖u− Ihu‖s . hr−s‖u‖r, u ∈ Hr(Ω).
Lemma 3.7 ([6]). Let s ≥ 0. Then
‖v‖s . h−s‖v‖, v ∈ Xrh.
3.2. Proof of Theorem 2.1. For the sequence {un|un ∈ L2(Ω), n ∈ N}, we
define the following notations
Aατ un =
1
τα
n∑
j=1
a
(α)
n−ju
j;(3.7)
Bαun =
n∑
j=1
bn−ju
j, B̂αun =
n∑
j=1
bˆn−ju
j ;(3.8)
Dα,mτ un =
1
τα
n∑
j=m′
a
(α)
n−j(u
j − u0) + 1
τα
m∑
j=1
W
(m)
n,j (u
j − u0),(3.9)
where m′ is defined as in (2.14). From (2.15), (3.2), and (3.4), we have
(3.10) A−ατ B̂α‖un‖2 . A−ατ ‖un‖2, 0 < α ≤ 1.
The discrete operator Aατ satisfies the following property (see, e.g., [30])
(3.11) Aα1τ Aα2τ = Aα1+α2τ , α1, α2 ∈ R.
Expand the first equation in (2.7) with one correction term as
(3.12)
1
τα
n∑
j=1
ω
(α)
n−j(u
j
h − u0h, v) +
1
τα
w
(1)
n,1(u
1
h − u0h, v) + (∂xunh, ∂xv) = (Ihf(unh), v) .
We first multiply bk−n on both sides of (3.12) and sum n from 1 to k. Then we change
n to j and k to n, which yields the equivalent form of (3.12) as
(3.13) (Dα,1τ unh, v) + (Bα∂xunh, ∂xv) =
n∑
j=1
bn−j
(
Ihf(u
j
h), v
)
,
where we used (2.11) and (2.14). Similar to (3.13), the time discretization (2.6) with
one correction term can be reformulated as
(3.14) Dα,1τ un = Bα∂2xun +
n∑
j=1
bn−jf(u
j) +Rn,
7
where Rn = BαR̂n. From (2.5), (2.15), and (3.4), we have
(3.15)
‖Rn‖ ≤
n∑
j=1
bˆn−j‖R̂j‖ . τσ2−α
n∑
j=1
(n+ 1− j)−α−1
(
jσ2−α−p + j−α−1
)
.τσ2−α
(
nσ2−α−p + n−α−1
)
.
From (3.2), (3.5), and (3.15), we can easily derive
(3.16) A−ατ ‖Rn‖2 .

τ2pt2σ2−α−2pn , σ2 > p+ α− 1/2,
τ2σ2−αnα−1 log(n), σ2 = p+ α− 1/2,
τ2σ2−αnα−1, σ2 < p+ α− 1/2.
By (3.2), (2.17), and (3.5), we have
(3.17)
n∑
j=1
a
(−α)
n−j (W
(m)
j,k )
2 . 1, 1 ≤ k ≤ m.
Let δ be a nonnegative number. If f(z) satisfies the local Lipschitz condition or
|f ′(z)| . 1, then we can define an auxiliary function fδ(z) such that fδ(z) = f(z) for
|z| ≤M + δ and fδ(z) satisfies the global Lipschitz condition (see, e.g., [5])
(3.18) |fδ(z1)− fδ(z2)| . |z1 − z2|, z1, z2 ∈ R.
We finish the proof of Theorem 2.1 in three steps.
Step 1) Define a time-discrete system as: Given U j for 0 ≤ j ≤ n − 1, find
Un ∈ H10 (Ω) such that
(3.19)

Dα,1τ Un = Bα∂2xUn +
n∑
j=1
bn−jfδ(U
j), x ∈ Ω,
U0 = u0 x ∈ Ω¯.
We have the following theorem.
Theorem 3.8. Suppose that u0 ∈ H10 (Ω), (1.1) has a unique solution u(·, t) ∈
H10 (Ω) satisfying (2.4) and σ1 ≤ p + α/2. Then (3.19) has a unique solution Un ∈
H10 (Ω). Furthermore, there exists a positive constant τ
∗ > 0, when τ ≤ τ∗, it holds,
‖un − Un‖ ≤ Cτq1 , ‖∂x(un − Un)‖ ≤ Cτq1−α/2, 1 ≤ n ≤ nT ,(3.20)
‖Un‖∞ ≤M + δ, 1 ≤ n ≤ nT ,(3.21)
where q1 is given in (2.18).
Proof. Denote by en = un−Un. By (3.14), (3.19), and f(uj) = fδ(uj), we obtain
(3.22)
(Aατ en, v) + τ−αW (1)n,1(e1, v) + (Bα∂xen, ∂xv)
=
n∑
j=1
bn−j(fδ(u
j)− fδ(U j), v) + (Rn, v), ∀v ∈ H1(Ω).
We adopt the mathematical induction method to prove (3.20) and (3.21). Clearly,
(3.20) and (3.21) hold for n = 0 due to e0 = 0. For n = 1, we have
(3.23) τ−α(1 +W
(1)
1,1 )(e
1, v) + b0(∂xe
1, ∂xv) = b0(fδ(u
1)− fδ(U1), v) + (R1, v),
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where 1 +W
(1)
1,1 = 1 + b0
(
Γ(σ1+1)
Γ(σ1+1−α)
− ω(α)0
)
= b0
Γ(σ1+1)
Γ(σ1+1−α)
> 0.
Taking v = e1 in (3.23) and applying the Cauchy-Schwarz inequality, we obtain
(3.24)
(1 +W
(1)
1,1 )‖e1‖2 + b0τα‖∂xe1‖2 =b0τα(fδ(u1)− fδ(U1), e1) + τα(R1, e1)
≤C1τ2α(‖e1‖2 + ‖R1‖2) + 1
2
(1 +W
(1)
1,1 )‖e1‖2,
where we used ‖fδ(u1)− fδ(U1)‖ . ‖e1‖ (see (3.18)). Eq. (3.24) yields
(3.25)
(1 +W
(1)
1,1 )‖e1‖2 + 4b0τα‖∂xe1‖2 ≤(2(1 +W (1)1,1 )− 4C1τ2α)‖e1‖2 + 4b0τα‖∂xe1‖2
≤4C1τ2α‖R1‖2
if ((1+W
(1)
1,1 )−4C1τ2α) ≥ 0, i.e., τ ≤
(
(1 +W
(1)
1,1 )/(4C1)
)1/(2α)
. The above inequality
and (3.16) imply
(3.26) ‖e1‖2 . τα+2q1 , ‖∂xe1‖2 . τ2q1 .
Hence, (3.20) holds for n = 1.
Assume that (3.20) holds for 0 ≤ n ≤ K − 1. By (3.6) and ‖en‖1 . ‖∂xen‖,
(3.27)
‖Un‖∞ ≤ ‖un‖∞ + ‖en‖∞ ≤ ‖un‖∞ + C∗(‖en‖‖∂xen‖)1/2
≤ ‖un‖∞ + CC∗τq1−α/4 ≤M + δ
when CC∗τ
q1−α/4 ≤ δ, i.e., τ ≤ (δ/(CC∗))4/(4q1−α).
Next, we prove (3.20) for n ≤ K. By (2.15), (3.1), and the Cauchy–Schwarz
inequality, we can easily obtain the following inequalities (see, e.g., [36])
(Aατ en, 2en) ≥ Aατ ‖en‖2,(3.28)
(Bαen, 2en) ≥ 2b0‖en‖2 − B̂α‖en‖2.(3.29)
Taking v = 2en in (3.22) and using (3.18) and (3.28)–(3.29), we obtain
(3.30)
Aατ ‖en‖2 + 2b0‖∂xen‖2 − B̂α‖∂xen‖2
≤
n∑
j=1
bn−j(fδ(u
j)− fδ(U j), 2en) + (Rn − τ−αW (1)n,1e1, 2en)
≤
n∑
j=1
bˆn−j(‖fδ(uj)− fδ(U j)‖2 + ‖en‖2) + ‖Rn − τ−αW (1)n,1e1‖2 + ‖en‖2
≤C2B̂α‖en‖2 + (1 + 2b0)‖en‖2 + 2ρn,
where we used
∑n
j=1 bˆn−j ≤ 2b0 and ‖fδ(uj)− fδ(U j)‖ . ‖ej‖, and ρn is given by
(3.31) ρn = ‖Rn‖2 + ‖e1/τα‖2(W (1)n,1)2.
Applying A−ατ to both sides of (3.30) and using A−ατ Aατ ‖en‖2 = A0τ‖en‖2 = ‖en‖2
(see (3.11)) yields
(3.32)
‖en‖2 + τα
n∑
j=1
dn−j‖∂xej‖2 (By (2.11) and (2.13))
=‖en‖2 + 2b0A−ατ ‖∂xen‖2 −A−ατ B̂α‖∂xen‖2
≤C2A−ατ B̂α‖en‖2 + (1 + 2b0)A−ατ ‖en‖2 + 2A−ατ ρn.
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By dn ≥ 0 (see (2.16)) and (3.10), we obtain
(3.33) ‖en‖2 + d0τα‖∂xen‖2 ≤ C3A−ατ
(‖en‖2 + d0τα‖∂xen‖2)+ 2A−ατ ρn.
If τ ≤ (2C3)−1/α, then we can apply Corollary 3.4 to obtain
(3.34) ‖en‖2 + d0τα‖∂xen‖2 . max
1≤n≤nT
A−ατ ρn . τ2q1 , n ≤ K,
where we used (3.16), (3.17), and (3.26)) to derive A−ατ ρn . τ2q1 . Eq. (3.34) yields
‖eK‖ ≤ Cτq1 , ‖∂xeK‖ ≤ Cτq1−α/2, and
‖UK‖∞ ≤ ‖uK‖∞ + C∗‖eK‖1/2‖∂xeK‖1/2 ≤ ‖uK‖∞ + CC∗τq1−α/4 ≤M + δ
when τ ≤ τ∗, where τ∗ = min{((1+W (1)1,1 )/(4C1))
1
2α , (2C3)
−1/α, (δ/(CC∗))
4/(4q1−α)}.
The proof is complete.
Step 2) Prove ‖unh‖∞ . 1. We have the following theorem.
Theorem 3.9. Suppose that (1.1) has a unique solution u(·, t) ∈ H10 (Ω) and unh
is the solution of (3.12), 0 ≤ n ≤ nT . Then
‖unh‖∞ ≤M + 2δ.(3.35)
Proof. Similar to the proof of Theorem 3.8, we introduce the following system
(3.36)

(Dα,1τ Unh , v) + (Bα∂xUnh , ∂xv) =
n∑
j=1
bn−j
(
Ihf2δ(U
j
h), v
)
, ∀v ∈ Xrh,
U0h = u
0
h.
Let Un∗ = π
1,0
h U
n and enh = U
n
∗ −Unh . We have e0h = 0 and the following error equation
(3.37) (Dα,1τ enh, v) + (Bα∂xenh, ∂xv) =
n∑
j=1
bn−j
(
Ih(f2δ(U
j
∗ )− f2δ(ujh)), v
)
+ (Hn, v),
where
(3.38) ‖Hn‖ = ‖Dα,1τ (Un∗ − Un)−
n∑
j=1
bn−j(Ihf2δ(U
j
∗ )− f2δ(U j))‖ . h.
We first prove the following results
‖enh‖ ≤ Ctα/2n h, 0 ≤ n ≤ nT ,(3.39)
‖Unh ‖∞ ≤M + 2δ, 0 ≤ n ≤ nT .(3.40)
For n = 0, we have e0h = 0. The proof is obvious. For n = 1, we have
τ−α(W
(1)
1,1 + 1)(e
1
h, v) + b0(∂xe
n
h, ∂xv) = b0
(
Ih(f2δ(U
1
∗ )− f2δ(u1h)), v
)
+ (H1, v).
Similar to (3.25), we can take v = e1h in the above equation to obtain
((1 +W
(1)
1,1 )− C4τα)‖e1h‖2 + 2b0τα‖∂xe1h‖2 ≤ 2C4τ2α‖H1‖2,
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where we used ‖Ih(f2δ(U1∗ ) − f2δ(u1h))‖ . ‖f2δ(U1∗ ) − f2δ(u1h)‖ . ‖e1h‖. The above
inequality yields
(3.41) ‖e1h‖2 . τ2α‖H1‖2 . τ2αh2
if C4τ
α ≤ (1+W (1)1,1 )/2, i.e., τ ≤ ((1+W (1)1,1 )/(2C4))1/α. Hence, (3.39) holds for n = 1.
Suppose that (3.39) holds for 1 ≤ n ≤ K − 1. By (3.6), (3.21), and Lemmas 3.6
and 3.7, we have
(3.42)
‖Unh ‖∞ ≤ ‖enh‖∞ + ‖Un∗ − Un‖∞ + ‖Un‖∞
≤
(
C∗∗h
−1/2‖enh‖+ C∗‖Un∗ − Un‖1/2‖∂x(Un∗ − Un)‖1/2
)
+ ‖Un‖∞
≤ C5h1/2 +M + δ ≤M + 2δ
when C5h
1/2 ≤ δ, i.e., h ≤ (δ/C5)2.
Next, we prove (3.39) for 1 ≤ n ≤ K. Similar to (3.34), we can take v = 2enh in
(3.37) to obtain
(3.43)
‖enh‖2 + ταd0‖∂xenh‖2 ≤C6 max
1≤k≤n
A−ατ
(
‖Hk‖2 + (W (1)k,1 )2‖e1h/τα‖2
)
≤C2tαnh2. (By (3.16), (3.17), (3.38), and (3.41))
Similar to (3.42), we have
(3.44)
‖UKh ‖∞ ≤
(
C∗∗h
−1/2‖eKh ‖+ C∗‖UK∗ − UK‖
1
2 ‖∂x(UK∗ − UK)‖
1
2
)
+ ‖UK‖∞
≤ C5h1/2 +M + δ ≤M + 2δ
when h ≤ h∗ = (δ/C5)2, which completes the proof of (3.39) and (3.40).
By the property of f2δ, we have f2δ(U
n
h ) = f(U
n
h ), which means that the solution
Unh of (3.36) collapses to the solution of (3.12). That is, we proved (3.35), which
completes the proof.
Theorem 3.9 shows that the numerical solution unh of the scheme (3.13) is bounded,
which will be used to prove Theorem 2.1 in the following step.
Step 3) Proof of Theorem 2.1. Denote by
(3.45) ξnh = π
1,0
h u
n − unh, ηnh = π1,0h un − un.
From (2.6), (3.13), and (3.14), we can obtain the following error equation
(3.46) (Dα,1τ ξnh , v) + (Bα∂xξnh , ∂xv) =
n∑
j=1
bn−j
(
Ih(f(π
1,0
h u
j)− f(ujh)), v
)
+ (Gn, v),
where Gn = Gn1 +G
n
2 , G
n
1 = R
n, and
(3.47) ‖Gn2‖ = ‖Dα,1τ ηnh −
n∑
j=1
bn−j(Ihf(π
1,0
h u
j)− f(uj))‖ . hr+1.
Proof. For n = 0, we have ‖u0 − u0h‖ = ‖u0 − π1,0h u0‖ . hr+1. Next, we prove
(2.18) for n > 0. Similar to (3.41), we can obtain
(3.48) ‖ξ1h‖2 . τ2α
(‖G12‖2 + ‖R1‖2) . τ2αh2r+2 + τ2q1+α. (By (3.16) and (3.47))
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Similar to (3.34), we have
(3.49) ‖ξnh‖2 . max
1≤k≤n
A−ατ
(
‖Gk2‖2 + ‖Rk‖2 + (W (1)k,1 )2‖ξ1h/τα‖2
)
. tαnh
2r+2 + τ2q1 ,
where we used (3.47), (3.48), and (3.16). Using (3.49) and ‖unh−u(·, tn)‖ ≤ ‖u(·, tn)−
π1,0h u(·, tn)‖ + ‖ξnh‖ yields (2.18). The proof is complete.
3.3. Proof of Theorem 2.2. Step 1) Similar to (3.14), the time discretization
(2.6) can be reformulated as
(3.50) Dα,mτ un =
n∑
j=m+1
bn−j
(
∂2xu
j + f(uj)
)
+Rn,
where Rn =
∑n
j=m+1 bn−jR̂
j, which satisfies
(3.51) τα
n∑
j=m+1
a
(−α)
n−j ‖Rj‖2 .

τ2pt2σm+1−α−2pn , σm+1 > p+ α− 1/2,
τ2σm+1−αnα−1 log(n), σm+1 = p+ α− 1/2,
τ2σm+1−αnα−1, σm+1 < p+ α− 1/2.
Define the time discrete system as
(3.52) Dα,mτ Un =
n∑
j=m+1
bn−j
(
∂2xU
j + fδ(U
j)
)
, n ≥ m+ 1,
where U j = V jD, 0 ≤ j ≤ m, {V j} are the solutions of (3.19) with the time step size
τ/D, D is a positive integer.
Let en = un − Un. Then we obtain the following error equation
(3.53) Dα,mτ en −
n∑
j=m+1
bn−j∂
2
xe
j =
n∑
j=m+1
bn−j
(
fδ(u
j)− fδ(U j)
)
+Rn.
Theorem 3.10. Suppose that u0 ∈ H10 (Ω) and (1.1) has a unique solution
u(·, t) ∈ H10 (Ω) satisfying (2.4). Then, the time-discrete system (3.52) has a unique
solution Un ∈ H10 (Ω), 1 ≤ n ≤ nT . Furthermore, there exists a positive constant
τ∗ > 0, when τ ≤ τ∗, it holds,
‖un − Un‖1 ≤ C
(
τq2−α/2 + (τ/D)q1−α/2 + τq1−αD−q1
)
,(3.54)
‖Un‖∞ ≤M + δ.(3.55)
Proof. We use the mathematical induction method to prove (3.54) and (3.55).
According to (3.20), we have
(3.56) ‖ej‖2 . (τ/D)2q1 , ‖∂xej‖2 . (τ/D)2q1−α, 0 ≤ j ≤ m.
Suppose that (3.54) holds for n ≤ K − 1. Then we have
(3.57)
‖Un‖∞ ≤‖un‖∞ + C∗‖en‖1
≤‖un‖∞ + CC∗
(
τq2−α/2 + (τ/D)q1−α/2 + τq1−αD−q1
)
≤M + δ
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if CC∗max{τq2−α/2, (τ/D)q1−α/2, τq1−αD−q1} ≤ δ/3, i.e.,
τ ≤ τ∗ = max
{
δ
2/(2q2−α)
∗ , Dδ
2/(2q1−α)
∗ , D
q1/(q1−α)δ
1/(q1−α)
∗
}
, δ∗ = δ/(3CC∗).
Next, we prove (3.54) holds for m+1 ≤ n ≤ K, the proof of which is very similar
to that of Theorem 3.8. Similar to (3.34), we obtain
(3.58)
‖en‖2 + 2d0τα‖∂xen‖2 . max
m+1≤n≤nT
τα
n∑
j=m+1
a
(−α)
n−j
(
‖Rn‖2 +
m∑
k=1
(W
(m)
j,k )
2‖ek/τα‖2
)
.τ2q2 + τ2q1−αD−2q1 ,
where we used (3.56), (3.51), and (3.17). Repeating the lines after (3.34) in the proof
of Theorem 3.8 yields the result, the details are omitted. The proof is complete.
Step 2) Prove the boundedness of unh defined by the method (2.8).
Theorem 3.11. Suppose that (1.1) has a unique solution u(·, t) ∈ H10 (Ω) and unh
is the solution of (2.8), 0 ≤ n ≤ nT . Then
‖unh − π1,0h Un‖ . h,(3.59)
‖unh‖∞ ≤M + 2δ.(3.60)
Proof. Similar to the proof of Theorem 3.9, we introduce a discrete system: for
n ≥ m+ 1, find Unh ∈ Xrh for ∀v ∈ Xrh, such that
(3.61) (Dα,mτ Unh , v) +
n∑
j=m+1
bn−j(∂xU
j
h, ∂xv) =
n∑
j=m+1
bn−j
(
Ihf2δ(U
j
h), v
)
,
where U jh = u
j
h and u
j
h are the solutions (2.8) for 0 ≤ j ≤ m.
Let Un∗ = π
1,0
h U
n and enh = U
n
∗ − Unh . We have the following error equation
(3.62)
1
τα
n∑
j=m+1
a
(α)
n−j(e
j
h, v) +
n∑
j=m+1
bn−j(∂xe
j
h, ∂xv)
=
n∑
j=m+1
bn−j
(
Ih(f2δ(U
j
∗ )− f2δ(ujh)), v
)
+ (Hn1 +H
n
2 , v),
where ‖Hn1 ‖ = ‖Dα,mτ (Un∗ − Unh )‖ . h and
‖Hn2 ‖2 = ‖ −
n∑
j=m+1
bn−j(Ihf2δ(U
j
∗ )− f2δ(U j))−
1
τα
m∑
j=1
W
(m)
n,j e
j
h‖2 . τ−αh2.
The proof of Theorem 3.11 is similar to that of Theorem 3.9. We can replace the
right-hand-side of (3.43) with
∑n
j=m+1 a
(−α)
n−j ‖Hn1 +Hn2 ‖2 to arrive at the result, the
details are omitted. The proof is complete.
Step 3) Proof of Theorem 2.2. Denote by ξnh = π
1,0
h u
n−unh and ηnh = π1,0h un−un.
The error equation of (2.8) can be written as
(3.63)
1
τα
n∑
j=m+1
a
(α)
n−j(ξ
j
h, v) +
1
τα
m∑
j=1
W
(m)
n,j (ξ
j
h, v) +
n∑
j=m+1
bn−j(∂xξ
j
h, ∂xv)
=
n∑
j=m+1
bn−j
(
Ih(f(π
1,0
h u
j)− f(ujh)), v
)
+ (Gn1 +G
n
2 +R
n, v),
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where ‖Gn1‖ = ‖Dα,mτ ηnh‖ . hr+1 and
(3.64) ‖Gn2‖ = ‖ −
n∑
j=m+1
bn−j(Ihf(π
1,0
h u
j)− f(uj))‖ . hr+1.
Proof. The proof is very similar to that of Theorem 2.1. For n ≥ m+ 1, we have
‖ξnh‖2 . max
m+1≤n≤nT
τα
n∑
j=m+1
a
(−α)
n−j
(
‖Gj1 +Gj2 +Rj‖2 +
m∑
j=1
(W
(m)
n,j )
2‖ξjh/τα‖2
)
.h2r+2 + τ2q2 + τ−α
(
(τ/D)2q1 + ταh2r+2
)
,
where we used (3.49) to obtain ‖ξjh‖2 . tαj h2r+2 + (τ/D)2q1 for 0 ≤ j ≤ m, (3.51),
and (3.17). The proof is complete.
4. Applications. We present ω(α)(z) used in (2.2). We first discuss the use of
the first-order fractional backward difference formula (FBDF-1) that is also known as
the Gru¨nwald–Letnikov formula, the second-order FBDF (FBDF-2), and the second-
order generalized Newton–Gregory formula (GNGF-2) to discretize the Caputo frac-
tional derivative, where the generating functions ω(α)(z) for these methods are shown
in Table 4.1, the generating functions b(z) and bˆ(z) are also displayed in Table 4.1.
Table 4.1
The generating functions ω(α)(z), b(z), and bˆ(z).
ω(α)(z) b(z) bˆ(z)
FBDF-1 (1− z)α 1 1
FBDF-2 ( 3
2
− 2z + 1
2
z2)α (3/2 − z/2)−α (3/2 − z/2)−α
GNGF-2 (1 − z)α
(
1 + α
2
−
α
2
z
) (
1 + α
2
−
α
2
z
)−1 (
1 + α
2
−
α
2
z
)−1
According to [29], the truncation error R̂n of the FBDF-1, FBDF-2, or GNGF-2
takes the form as (2.5). In Examples 4.1–4.3, we verify that the assumptions (2.15)
and (2.16) hold for the FBDF-1, FBDF-2, and GNGF-2. From [42], we obtain
(4.1) |w(m)n,k | . nσm−α−p + n−α−1 . n−α/2, 1 ≤ k ≤ m
if σm ≤ p+ α/2, which verifies the assumption (2.17).
Example 4.1 (FBDF-1). From Table 4.1, it is very easy to verify that the
assumptions (2.15)–(2.16) hold if the FBDF-1 is used, the details are omitted.
Example 4.2 (FBDF-2). From Table 4.1, it is easy to obtain
bˆ(z) =b(z) = (3/2− z/2)−α = (3/2)−α
∞∑
n=0
3−na(−α)n z
n,
bn =(3/2)
−α3−na(−α)n . 3
−n . n−1−α, n > 0,
b0 =(2/3)
α > 1− (2/3)α =
∞∑
n=1
bˆn
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Hence, the assumption (2.15) holds. The proof of (2.16) is presented in A.
Example 4.3 (GNGF-2). From Table 4.1, it is easy to obtain
bˆ(z) =b(z) =
(
1 +
α
2
− α
2
z
)−1
=
2
α+ 2
∞∑
n=0
(
α
2 + α
)n
zn,
bn =
2
α+ 2
(
α
2 + α
)n
. n−1−α, n > 0,
b0 =
2
α+ 2
> 1− 2
α+ 2
=
α
α+ 2
=
∞∑
n=1
bˆn,
which verifies the assumption (2.15). The proof of (2.16) is presented in A.
Next, we show that the BN-θ method [39] can be applied in the present framework.
The BN-θ method recovers the FBDF-2 (or GNGF-2) if θ = 0 (or θ = 1/2). In the
following example, we consider the BN-θ method for 0 ≤ θ ≤ 1/2.
Example 4.4 (BN-θ method). The generating functions ω(α)(z), b(z), and bˆ(z)
are given by
ω(α)(z) = (1 − z)α (3/2− z/2− θ(1 − z))α (1 + θα(1 − z)),
b(z) = bˆ(z) =
(1− z)α
ω(α)(z)
=
(
3
2 − θ
)−α
1 + θα
(
1− 1−2θ3−2θ z
)−α
1− θα1+θαz
,
where bn can be expressed by
(4.2) bn = b0
n∑
j=0
a
(−α)
j
(
1− 2θ
3− 2θ
)j (
θα
1 + θα
)n−j
, b0 =
(3/2− θ)−α
1 + θα
.
Eq. (A.11) implies bn . 2
−n . n−1−α and b0 >
∑∞
n=1 bˆn can be derived from(
1− 1−2θ3−2θ
)−α
1− θα1+θα
= (1 + θα)
(
3
2
− θ
)α
≤ (1 + θ)
(
3
2
− θ
)
≤
(
1 + 3/2
2
)2
< 2,
which verifies (2.15). The proof of (2.16) is presented in Appendix A.
In the rest of this section, we apply the two Crank-Nicolson type methods in [40]
to (1.1). The basic idea is to transform (1.1) into its integral form as
(4.3) u(t)− u(0) = Iα0,t
(
∂2x(u− u0) + f(u)− f(u0)
)
(t) +
tα
Γ(1 + α)
(∂2xu
0 + f(u0)).
where Iα0,tu(t) =
1
Γ(α)
∫ t
0
(t − s)α−1u(s) ds. For simplicity, we apply the convolution
quadrature without correction terms to Iα0,t
(
∂2x(u− u0) + f(u)− f(u0)
)
(t) to yield
the following time discretization
(4.4)
un − u0 =τα
n∑
j=1
ω
(−α)
n−j
(
∂2x(u
j − u0) + (f(uj)− f(u0)))
+
tαn
Γ(1 + α)
(∂2xu
0 + f(u0)) + R̂n,
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where R̂n is the truncation error. The above equation can be further written as [40]
(4.5)
1
τα
n∑
j=1
a
(α)
n−j(u
j − u0) =
n∑
j=1
bn−j
(
∂2xu
j + f(uj)
)
+Bn(∂
2
xu
0 + f(u0)) +Rn,
where
(4.6) Rn = Aατ R̂n, Bn =
1
Γ(1 + α)
n∑
j=1
a
(α)
n−jj
α −
n−1∑
j=0
bj = O(n
−1).
From (4.5), the fully discrete Galerkin FEM for (1.1) is given as: find unh ∈ Xrh for
n ≥ 1, such that
(4.7)

1
τα
n∑
j=1
a
(α)
n−j(u
j
h − u0h, v) +
n∑
j=1
bn−j(∂xu
j
h, ∂xv)
=
n∑
j=1
bn−j
(
Ihf(u
j
h), v
)
−Bn(∂xu0h, ∂xv) +Bn
(
Ihf(u
0
h), v
)
, ∀v ∈ Xrh,
u0h = π
1,0
h u0.
If α → 1, (4.7) recovers the classical Crank–Nicolson method. Obviously, the time
discretization (4.5) is very similar to (3.14). We can follow the convergence proof of
(3.13) to prove the convergence of (4.7) if the assumptions (2.15) and (2.16) hold.
If u satisfies (2.4), then one has R̂n = (τ2tγ−2+αn ) +O(τ
γ+1tα−1n ), where
(4.8) γ = (1− δσ1,α)(σ1 − α) + δσ1,α(σ2 − α).
Here, δx,y = 0 for x 6= y, and δx,x = 1.
Using
∑n
j=1 a
(α)
n−jj
β = O(nβ−α), β > −1 (see [29, Lemma 3.5]) and (3.4), we have
‖Rn‖ = ‖Aατ R̂n‖ . τγ(n−1 + nγ−2), which leads to
(4.9) τα
n∑
j=1
a
(−α)
n−j ‖Rj‖2 . τmin{2,γ+α/2}. (By (3.5))
Theorem 4.1. Suppose that u0 ∈ Hr+1(Ω) ∩ H10 (Ω), u is the solution of (1.1)
satisfying (2.4), u(·, t) ∈ Hr+1(Ω) ∩H10 (Ω), and |f ′(z)| . 1 for |z| ≤ M + 1. Let unh
be the solution of (4.7). If the assumptions (2.15)–(2.16) hold, then
(4.10) ‖unh − u(·, tn)‖ . hr+1 + τmin{2,γ+α/2},
where γ is defined by (4.8).
In the following two examples, we present the generating functions ω(−α)(z) used
in (4.4) and b(z) in (4.5), where we also verify the assumptions (2.15) and (2.16).
Example 4.5. Choose the generating function ω(−α)(z) as
ω(−α)(z) = (1− z)−α
(
1− α
2
+
α
2
z
)
.
We have bˆ(z) = b(z) = 1− α2 + α2 z. The assumption (2.15) follows from
b0 = 1− α
2
, b1 =
α
2
, bn = 0, n > 1,
b0 = 1− α
2
≥ α
2
=
∞∑
n=1
bˆn.
16
For n = 0, we have d0 = b0 = 1−α/2 > 0. Using a(−α)n−1 /a(−α)n = n/(n− 1+α) ≤ α−1
for n ≥ 1 yields
dn/a
(−α)
n = 2b0 − (b0 + b1a(−α)n−1 /a(−α)n ) ≥ (1− α)/2 ≥ 0,
which verifies (2.16).
Example 4.6. Choose the generating function ω(−α)(z) as
ω(−α)(z) = (1− z)−α 2−α(1 + z)α.
We have b(z) = (1+z)
α
2α and bˆ(z) = 2
−α (2− (1− z)α) . It is straightforward to obtain
bn = 2
−α(−1)na(α)n , b0 = 2−α ≥ 2−α =
∞∑
n=1
bˆn,
which verifies the assumption (2.15). For dn, we have d0 = b0 = 2
−α > 0 and
dn = 0, n > 0, which verifies (2.16).
5. Fast time-stepping methods. We analyze the error bound of the fast time-
stepping FEM for solving (1.1). The basic idea for fast calculating the discrete con-
volution
∑n
j=0 ω
(α)
n−ju
j is to reexpress the convolution weights ω
(α)
n as an integral,
see, e.g., [4, 28, 41, 32]. In [28, 41], ω
(α)
n is expressed into a contour integral, which
can be discretized by the exponentially convergent mid-point rule based on the Tal-
bot, parabolic, or hyperbolic contour; see, e.g., [35]. In [4], ω
(α)
n is expressed into an
integral on the half line, which is approximated by the multi-domain Jacobi–Gauss
quadrature. In [15], the convolution weight ω
(α)
n is expressed into an integral on the
real line, which is approximated by the truncated trapezoidal rule given by
(5.1) ω(α)n ≈ ω˜(α)n = τ1+α
Q−1∑
ℓ=0
̟ℓ(1 + τe
λℓ)−1−n, n ≥ n0,
where Q is a positive integer, n0 is a suitable positive integer satisfying n0 ≥ m, the
quadrature points λℓ and weights ̟ℓ are not shown here, see [15] for details.
With (5.1), we define FD
α,m
τ as
(5.2)
FD
α,m
τ u
n =
1
τα
n∑
j=n−n0+1
ω
(α)
n−j(u
j−u0)+ 1
τα
n−n0∑
j=1
ω˜
(α)
n−j(u
j−u0)+ 1
τα
m∑
j=1
w
(m)
n,j (u
j−u0).
Using (5.1), we find that τ−α
∑n−n0
j=1 ω˜
(α)
n−j(u
j − u0) in (5.2) can be calculated by
(5.3)
1
τα
n−n0∑
j=1
ω˜
(α)
n−j(u
j − u0) =
Q−1∑
ℓ=0
̟ℓy
n−n0
ℓ ,
where ynℓ satisfies the following recurrence relation
(5.4) ynℓ =
1
1 + τeλℓ
[
yn−1ℓ + τ(u
n−1 − u0)] , y0ℓ = 0.
We replace Dα,mτ in (2.7) with FD
α,m
τ to obtain the fast time-stepping Galerkin
FEM for (1.1) as: find Fu
n
h ∈ Xrh for n ≥ n0, such that
(5.5)
{
(FD
α,m
τ Fu
n
h, v) + (∂xFu
n
h, ∂xv) = (Ihf(Fu
n
h), v) , ∀v ∈ Xrh,
Fu
j
h = u
j
h, 0 ≤ j ≤ n0 − 1,
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where ujh is the solution of the direct method (2.8) and FD
α,m
τ is defined by (5.3).
According to [15, 35], the error of the quadrature (5.1) can be made arbitrarily
small when Q is large enough. Hence, we can express ω˜
(α)
n as
(5.6) ω˜(α)n = (1 + εn)ω
(α)
n ,
where εn is the error that can be made arbitrarily small and εn = 0 for 0 ≤ n < n0.
We have the following theorem.
Theorem 5.1. Let unh and Fu
n
h be the solutions of (2.8) and (5.5), respectively.
If the conditions in Theorem 2.2 hold, m ≤ n0, |εn| . ταε, and ε .
√
h, then
(5.7) ‖Funh − unh‖ . ε.
Proof. We show a sketch of the proof. Define the following discrete system
(5.8)
{
(FD
α,m
τ FU
n
h , v) + (∂xFU
n
h , ∂xv) = (Ihf3δ(FU
n
h ), v) , ∀v ∈ Xrh,
FU
j
h = u
j
h, 0 ≤ j ≤ n0 − 1.
Similar to the proof of (3.39)–(3.40), we can prove
(5.9) ‖FUnh − unh‖ ≤ Cε, ‖FUnh ‖∞ ≤M + 3δ, 0 ≤ n ≤ nT .
Let θnh = FU
n
h − unh. From (5.8) and (2.8), we obtain
(5.10)
1
τα
n∑
j=n0
ω
(α)
n−j(θ
j
h, v) + (∂xθ
n
h , ∂xv) = (Ih (f3δ(FU
n
h )− f3δ(unh)) , v)
− 1
τα
n∑
j=1
εn−jω
(α)
n−j(FU
j
h − u0h, v).
Similar to (3.13), we can obtain the equivalent form of (5.10) as
(5.11)
1
τα
n∑
j=n0
a
(α)
n−j(θ
j
h, v) +
n∑
j=n0
bn−j(∂xθ
j
h, ∂xv)
=
n∑
j=n0
bn−j
(
Ih
(
f3δ(FU
j
h)− f3δ(ujh)
)
, v
)
−
n∑
j=n0
b˜n−j(θ
j
h, v)− (Hn, v).
where
(5.12)
Hn =
n∑
j=n0
b˜n−j(u
j
h − u0h) +
n0−1∑
j=1
B˜n,j(u
j
h − u0h),
b˜n =
1
τα
n∑
j=0
bn−jεjω
(α)
j , B˜n,k =
1
τα
n∑
j=n0
bn−jεj−kω
(α)
j−k.
By ω
(α)
n = O(n−α−1) and (3.4), we can easily obtain
(5.13) |˜bn| . εn−α−1, |B˜n,k| . εn−α−1.
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By the boundedness of unh (see (3.35)) and (5.13), we derive
‖Hn‖ .
n∑
j=n0
|˜bn−j |+
n0−1∑
j=1
|B˜n,j | . ε
n∑
j=1
j−α−1 . ε.
Since
∑n
j=n0
bn−jIh(f3δ(FU
j
h)−f3δ(ujh))−
∑n
j=n0
b˜n−jθ
j
h in (5.11) plays the same
role as
∑n
j=n0
bn−jIh
(
f2δ(U
j
∗ )− f2δ(ujh)
)
in (3.37), we can immediately obtain the
first inequality in (5.9) from Theorem 3.9. The condition ε .
√
h in Theorem 5.1 is
derived from
‖FUnh ‖∞ ≤‖unh‖∞ + ‖θnh‖∞ ≤M + 2δ + C∗‖θnh‖1/21 ‖θnh‖1/2
≤M + 2δ + C6h−1/2‖θnh‖ ≤M + 2δ + C7h−1/2ε ≤M + 3δ
when ε ≤ δh1/2/C7, where (3.35), (3.6), and Lemma 3.7 have been used.
By the property of f3δ, we have f3δ(FU
n
h ) = f(FU
n
h ), which means the solution
of (5.8) collapses to the solution of (5.5), i.e., FU
n
h = Fu
n
h. The proof is compete.
We can also develop the fast time-stepping Galerkin FEM based on the direct
method (4.7), the convergence of which is the same as (5.7), the details are omitted.
6. Conclusion and discussion. In this paper, we show how to apply the gen-
eralized discrete Gro¨nwall’s inequality to prove the convergence of a class of fully
implicit time-stepping Galerkin FEM for the one-dimensional time-fractional nonlin-
ear subdiffusion equations. The correction terms are used to deal with the initial
singularity of the solution. The convergence analysis for this kind of time-stepping
schemes is limited, hence this work provides a simple approach to the convergence of
the time-stepping schemes with correction terms. We also show a simple way to prove
the convergence of the fast time-stepping Galerkin FEM based on the convergence of
the direct time-stepping schemes.
The current method can be extended to the numerical analysis of two- and three-
dimensional time-fractional nonlinear PDEs as (1.1) without any difficulty, where the
space can also be approximated by the known numerical methods, such as FDMs
and spectral methods. If the nonlinear term f(un) is approximated by the first-
order extrapolation f(un−1) or second-order extrapolation 2f(un−1)− f(un−2), then
we obtain the semi-implicit time-stepping FEMs, the convergence of which can be
obtained directly. The convergence analysis in this paper is very simple, so hopefully it
can be extended to analyze the convergence of numerical methods for the complicated
time-fractional evolution equations.
Appendix A. Proof of dn ≥ 0 for the BN-θ method. The BN-θ method
reduces to the FBDF-2 method for θ = 0 and to the GNGF-2 for θ = 1/2. In this
section, we prove dn ≥ 0 for the BN-θ method when 0 ≤ θ ≤ 1/2.
Lemma A.1. For a
(−α)
n =
Γ(n+α)
Γ(α)Γ(n+1) and 0 < α < 1, we have(
1 + α
2
)j
a
(−α)
n−j ≤ a(−α)n , 0 ≤ j ≤ n− 1,(A.1)
a(−α−1)n − a(−α)n ≤ (1 + α)
(
2 + α
2
)n−2
, n ≥ 0.(A.2)
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Proof. From a
(−α)
n =
Γ(n+α)
Γ(α)Γ(n+1) , we obtain a
(−α−1)
n − a(−α)n = nαa
(−α)
n and
a
(−α)
n+1
a
(−α)
n
=
n+ α
n+ 1
≥ 1 + α
2
, n ≥ 1,(A.3)
a
(−α−1)
n+1 − a(−α)n+1
a
(−α−1)
n − a(−α)n
=
n+ α
n
≤ 2 + α
2
, n ≥ 2.(A.4)
Eq. (A.3) implies
a(−α)n
a
(−α)
n−j
=
∏n−1
k=n−j
a
(−α)
k+1
a
(−α)
k
≥ ( 1+α2 )j , which completes the proof of
(A.1). Obviously, (A.2) holds for n = 0, 1. From (A.4), we obtain a
(−α−1)
n − a(−α)n ≤(
2+α
2
)n−2
(a
(−α−1)
2 − a(−α)2 ) = (α+ 1)
(
2+α
2
)n−2
. The proof complete.
For 0 ≤ θ ≤ 1/2, we have the following properties
f1(θ) =
θ
1 + θα
+
1− 2θ
3− 2θ ≤ f1((2 + 2α)
−1) =
1 + α
2 + 3α
,(A.5)
f2(θ) = 3θ
2
(
1− 2θ
3− 2θ
)
+
(
θ
1 + θ
)3
+
(
1− 2θ
3− 2θ
)3
<
8
100
,(A.6)
f3(θ) = 4θ
(
1− 2θ
3− 2θ
)2
+
(
θ
1 + θ
)3
+
(
1− 2θ
3− 2θ
)3
<
8
100
,(A.7)
f4(θ) = θ
1− 2θ
3− 2θ +
3
8
[
θ2
(1 + θ)2
+
(
1− 2θ
3− 2θ
)2 ]
<
9
100
,(A.8)
ρ1 =
1− 2θ
3− 2θ ≤
1
3
, ρ2 =
αθ
1 + αθ
≤ α
2 + α
,(A.9)
where we used
max
0≤θ≤1/2
f1(θ) = f1((2 + 2α)
−1), max
0≤θ≤1/2
f2(θ) ≈ f2(0.3769) ≈ 0.0685,
max
0≤θ≤1/2
f3(θ) ≈ f3(0.1681) ≈ 0.0602, max
0≤θ≤1/2
f4(θ) ≈ f4(0.2811) ≈ 0.0806.
Proof. From (2.13), we have
dn = 2b0a
(−α)
n −
n∑
j=0
bja
(−α)
n−j ≡ 2b0a(−α)n − cn,
where bn is given by (4.2).
Step 1) Prove dn ≥ 0 for n ≥ 3. Let
(A.10) ρ = max{ρ1, ρ2}, ρ3 = ρ(2 + α)/2, λ = (1 + α)/2.
By (4.2), (A.10), (A.2), and
∑n−1
j=1 a
(−α)
j = a
(−α−1)
n − 1− a(−α)n , we have
(A.11)
bn/b0 =ρ1ρ2
n−1∑
j=1
a
(−α)
j ρ
j−1
1 ρ
n−j−1
2 + ρ
n
2 + ρ
n
1a
(−α)
n
≤ρ1ρ2ρn−2
n−1∑
j=1
a
(−α)
j + ρ
n
2 + ρ
n
1a
(−α)
n
≤(1 + α)ρ1ρ2ρn−23 + ρn2 + ρn1a(−α)n .
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From (A.1), we have λ1−na
(−α)
n /α ≥ 1 for n ≥ 1. Hence,
(A.12)
bn/b0 ≤
[
(1 + α)ρ1ρ2ρ
n−2
3 + ρ
n
2
]
λ1−na(−α)n /α+ ρ
n
1a
(−α)
n
=
[
1 + α
αλ
ρ1ρ2
(ρ3
λ
)n−2
+
λ
α
(ρ2
λ
)n
+ ρn1
]
a(−α)n
≤
[
1 + α
αλ
ρ1ρ2
(ρ3
λ
)
+
λ
α
(ρ2
λ
)3
+ ρ31
]
a(−α)n , n ≥ 3,
where we used ρ1 ≤ 1/3, ρ2/λ < 1, and ρ3/λ < 1. Direct calculation yields
(A.13)
1 + α
α
ρ1ρ2ρ3
λ2
=

2α(2 + α)
1 + α
1− 2θ
3− 2θ
θ2
(1 + αθ)2
≤ 3θ2 1− 2θ
3− 2θ , ρ1 ≤ ρ2,
2(2 + α)
1 + α
(
1− 2θ
3− 2θ
)2
θ
1 + αθ
≤ 4θ
(
1− 2θ
3− 2θ
)2
, ρ1 > ρ2,
(A.14)
1
α
ρ32
λ2
+ ρ31 =
4α2
(1 + α)2
θ3
(1 + θα)3
+
(
1− 2θ
3− 2θ
)3
≤
(
θ
1 + θ
)3
+
(
1− 2θ
3− 2θ
)3
.
Combining (A.12), (A.13), (A.14), (A.6), and (A.7) yields
(A.15) bn/b0 ≤max{f2(θ), f3(θ)}a(−α)n ≤
2
25
a(−α)n , n ≥ 3.
From (A.5), we have
b1/b0 = ρ2 + a
(−α)
1 ρ1 = α
(
θ
1 + θα
+
1− 2θ
3− 2θ
)
≤ α(1 + α)
2 + 3α
.(A.16)
Combining (A.15) and (A.16) yields
(A.17)
b0a
(−α)
n + b1a
(−α)
n−1 + bn
b0a
(−α)
n
≤27
25
+
3α(1 + α)
(2 + α)(2 + 3α)
≤ 27
25
+
2
5
=
37
25
.
where we used a
(−α)
n−1 ≤ nn−1+αa
(−α)
n ≤ 32+αa
(−α)
n for n ≥ 3.
Using (A.9), we obtain
1 + α− 2ρ1 ≥ 1 + α− 2/3 = (1 + 3α)/3,
1 + α− 2ρ2 ≥ 1 + α− 2α/(2 + α) = (α2 + α+ 2)/(2 + α),
1 + α− 2ρ3 ≥ 1 + α− ρ(2 + α) ≥ 1 + α− (2 + α)/3 = (1 + 2α)/3,
which leads to
(A.18)
ρ1ρ2
1 + α− 2ρ3 +
1
1 + α
ρ22
1 + α− 2ρ2 +
α
2
ρ21
1 + α− 2ρ1
≤ 3α
1 + 2α
θ
1 + θα
1− 2θ
3− 2θ +
α(2 + α)
(1 + α)(2 + α+ α2)
αθ2
(1 + αθ)2
+
3α
2(1 + 3α)
(
1− 2θ
3− 2θ
)2
≤θ1 − 2θ
3 − 2θ +
3
8
[
αθ2
(1 + αθ)2
+
(
1− 2θ
3− 2θ
)2]
≤θ1 − 2θ
3 − 2θ +
3
8
[
θ2
(1 + θ)2
+
(
1− 2θ
3− 2θ
)2]
<
9
100
. (By (A.8))
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From (A.11), a
(−α)
j ≤ a(−α)2 = α(1 + α)/2, and the following inequality,
n−1∑
j=2
ρjka
(−α)
n−j =
n−1∑
j=2
ρjk
λj
(
λja
(−α)
n−j
)
≤ a(−α)n
n−1∑
j=2
ρjk
λj
≤ a(−α)n
ρ2k/λ
2
1− ρk/λ
=
ρ2k
λ(λ− ρk)a
(−α)
n =
4ρ2k
(1 + α)(1 + α− 2ρk)a
(−α)
n , k = 1, 2, 3,
we obtain
(A.19)
n−1∑
j=2
bj
b0
a
(−α)
n−j ≤
n−1∑
j=2
[
(1 + α)ρ1ρ2ρ
j−2
3 + ρ
j
2 +
α(1 + α)
2
ρj1
]
a
(−α)
n−j
≤4
(
ρ1ρ2
1 + α− 2ρ3 +
1
1 + α
ρ22
1 + α− 2ρ2 +
α
2
ρ21
1 + α− 2ρ1
)
a(−α)n
≤ 9
25
a(−α)n . (By (A.18))
Combining (A.17) and (A.19) yields
cn/b0 =
n−1∑
j=2
(bj/b0)a
(−α)
n−j +
(
b0a
(−α)
n + b1a
(−α)
n−1 + bn
)
/b0 ≤ 46
25
a(−α)n ,
which leads to
dn =2b0a
(−α)
n − cn ≥ b0 (2− 46/25) a(−α)n = (4/25)b0a(−α)n ≥ 0, n ≥ 3.
Step 2) Prove dn > 0 for n = 0, 1, 2. Obviously, d0 = 2b0 − b0 ≥ b0 > 0 and
d1 = (2− α)b0 − b1 ≥
(
2− α− α+ α
2
2 + 3α
)
b0 =
4(1− α2) + 3α
2 + 3α
b0 > 0,
where we used (A.16). By (A.5) and (A.9), we obtain
b2/b0 =
α2θ
1 + θα
f1(θ) +
α(1 + α)
2
(
1− 2θ
3− 2θ
)2
≤ α
2
2 + α
1 + α
2 + 3α
+
α(1 + α)
2
1
9
.
From the above inequality and (A.16), we have
d2/b0 =a
(−α)
2 − ((b1/b0)α+ b2/b0)
≥α(1 + α)
2
−
(
α2(1 + α)
2 + 3α
+
α2
2 + α
1 + α
2 + 3α
+
α(1 + α)
2
1
9
)
=α(1 + α)
(
4
9
− α
2 + 3α
− α
(2 + α)(2 + 3α)
)
≥α(1 + α)
(
4
9
− 1
5
− 1
15
)
=
8α(1 + α)
45
> 0.
The proof is complete.
Acknowledgments. The authors are grateful to Professor Dongfang Li for his
valuable comments on an earlier version of this paper.
22
REFERENCES
[1] M. Al-Maskari and S. Karaa, Numerical approximation of semilinear subdiffusion equations
with nonsmooth initial data, SIAM J. Numer. Anal., 57 (2019), pp. 1524–1544.
[2] A. A. Alikhanov, A new difference scheme for the time fractional diffusion equation, J.
Comput. Phys., 280 (2015), pp. 424–438.
[3] D. Baffet and J. S. Hesthaven, A kernel compression scheme for fractional differential
equations, SIAM J. Numer. Anal., 55 (2017), pp. 496–520.
[4] L. Banjai and M. Lo´pez-Ferna´ndez, Efficient high order algorithms for fractional integrals
and fractional differential equations, Numer. Math., 141 (2019), pp. 289–317.
[5] W. Bao and Y. Cai, Uniform error estimates of finite difference methods for the nonlinear
Schro¨dinger equation with wave operator, SIAM J. Numer. Anal., 50 (2012), pp. 492–521.
[6] S. C. Brenner and L. R. Scott, The mathematical theory of finite element methods, vol. 15
of Texts in Applied Mathematics, Springer, New York, third ed., 2008.
[7] H. Brunner and T. Tang, Polynomial spline collocation methods for the nonlinear Basset
equation, Comput. Math. Appl., 18 (1989), pp. 449–457.
[8] C. Canuto, M. Y. Hussaini, A. Quarteroni, and T. A. Zang, Spectral methods, Scientific
Computation, Springer-Verlag, Berlin, 2006. Fundamentals in single domains.
[9] J. Cao and C. Xu, A high order schema for the numerical solution of the fractional ordinary
differential equations, J. Comput. Phys., 238 (2013), pp. 154–168.
[10] L. Chen, J. Zhang, J. Zhao, W. Cao, H. Wang, and J. Zhang, An accurate and efficient al-
gorithm for the time-fractional molecular beam epitaxy model with slope selection, Comput.
Phys. Commun., 245 (2019), p. 106842.
[11] E. Cuesta, C. Lubich, and C. Palencia, Convolution quadrature time discretization of frac-
tional diffusion-wave equations, Math. Comp., 75 (2006), pp. 673–696 (electronic).
[12] K. Diethelm, The analysis of fractional differential equations, vol. 2004 of Lecture Notes
in Mathematics, Springer-Verlag, Berlin, 2010. An application-oriented exposition using
differential operators of Caputo type.
[13] J. Dixon and S. McKee, Weakly singular discrete Gronwall inequalities, Z. Angew. Math.
Mech., 66 (1986), pp. 535–544.
[14] Q. Du, J. Yang, and Z. Zhou, Time-fractional Allen-Cahn equations: Analysis and numerical
methods, arXiv preprint, (2019), p. arXiv:1906.06584.
[15] L. Guo, F. Zeng, I. Turner, K. Burrage, and G. E. Karniadakis, Efficient multistep meth-
ods for tempered fractional calculus: Algorithms and simulations, SIAM J. Sci. Comput.,
41 (2019), pp. A2510–A2535.
[16] S. Jiang, J. Zhang, Q. Zhang, and Z. Zhang, Fast evaluation of the Caputo fractional
derivative and its applications to fractional diffusion equations, Commun. Comput. Phys.,
21 (2017), pp. 650–678.
[17] B. Jin, B. Li, and Z. Zhou, An analysis of the Crank-Nicolson method for subdiffusion, IMA
J. Numer. Anal., 38 (2018), pp. 518–541.
[18] , Numerical analysis of nonlinear subdiffusion equations, SIAM J. Numer. Anal., 56
(2018), pp. 1–23.
[19] K. N. Le, W. McLean, and K. Mustapha, Numerical solution of the time-fractional Fokker-
Planck equation with general forcing, SIAM J. Numer. Anal., 54 (2016), pp. 1763–1784.
[20] B. Li and W. Sun, Unconditional convergence and optimal error estimates of a Galerkin-mixed
FEM for incompressible miscible flow in porous media, SIAM J. Numer. Anal., 51 (2013),
pp. 1959–1977.
[21] C. Li, Q. Yi, and A. Chen, Finite difference methods with non-uniform meshes for nonlinear
fractional differential equations, J. Comput. Phys., 316 (2016), pp. 614–631.
[22] D. Li, H.-l. Liao, W. Sun, J. Wang, and J. Zhang, Analysis of L1-Galerkin FEMs for time-
fractional nonlinear parabolic problems, Commun. Comput. Phys., 24 (2018), pp. 86–103.
[23] D. Li, J. Zhang, and Z. Zhang, Unconditionally optimal error estimates of a linearized
Galerkin method for nonlinear time fractional reaction-subdiffusion equations, J. Sci. Com-
put., 76 (2018), pp. 848–866.
[24] H.-l. Liao, D. Li, and J. Zhang, Sharp error estimate of the nonuniform L1 formula for
linear reaction-subdiffusion equations, SIAM J. Numer. Anal., 56 (2018), pp. 1112–1133.
[25] H.-l. Liao, W. McLean, and J. Zhang, A discrete Gro¨nwall inequality with applications to
numerical schemes for subdiffusion problems, SIAM J. Numer. Anal., 57 (2019), pp. 218–
237.
[26] H.-l. Liao, Y. Yan, and J. Zhang, Unconditional convergence of a fast two-level linearized
algorithm for semilinear subdiffusion equations, J. Sci. Comput., 80 (2019), pp. 1–25.
[27] Y. Lin and C. Xu, Finite difference/spectral approximations for the time-fractional diffusion
23
equation, J. Comput. Phys., 225 (2007), pp. 1533–1552.
[28] M. Lo´pez-Ferna´ndez, C. Lubich, and A. Scha¨dle, Adaptive, fast, and oblivious convolution
in evolution equations with memory, SIAM J. Sci. Comput., 30 (2008), pp. 1015–1037.
[29] C. Lubich, Discretized fractional calculus, SIAM J. Math. Anal., 17 (1986), pp. 704–719.
[30] C. Lubich, Convolution quadrature and discretized operational calculus. I., Numer. Math., 52
(1988), pp. 129–145.
[31] M. Stynes, E. O’Riordan, and J. L. Gracia, Error analysis of a finite difference method on
graded meshes for a time-fractional diffusion equation, SIAM J. Numer. Anal., 55 (2017),
pp. 1057–1079.
[32] J. Sun, D. Nie, and W. Deng, Fast algorithms for convolution quadrature of Riemann-
Liouville fractional derivative, Appl. Numer. Math., 145 (2019), pp. 384–410.
[33] Z.-z. Sun and X. Wu, A fully discrete difference scheme for a diffusion-wave system, Appl.
Numer. Math., 56 (2006), pp. 193–209.
[34] W. Tian, H. Zhou, and W. Deng, A class of second order difference approximations for
solving space fractional diffusion equations, Math. Comp., 84 (2015), pp. 1703–1727.
[35] L. Trefethen and J. Weideman, The exponentially convergent trapezoidal rule, SIAM Re-
view, 56 (2014), pp. 385–458.
[36] D. Wang and J. Zou, Dissipativity and contractivity analysis for fractional functional differ-
ential equations and their numerical approximations, SIAM J. Numer. Anal., 57 (2019),
pp. 1445–1470.
[37] Y. Yan, M. Khan, and N. J. Ford, An analysis of the modified L1 scheme for time-fractional
partial differential equations with nonsmooth data, SIAM J. Numer. Anal., 56 (2018),
pp. 210–227.
[38] Y. Yang and F. Zeng, Numerical analysis of linear and nonlinear time-fractional subdiffusion
equations, Commun. Appl. Math. Comput., 1 (2019), pp. 621–637.
[39] B. Yin, Y. Liu, H. Li, and Z. Zhang, Two families of novel second-order fractional numerical
formulas and their applications to fractional differential equations, arXiv:1906.01242.
[40] F. Zeng, C. Li, F. Liu, and I. Turner, Numerical algorithms for time-fractional subdiffusion
equation with second-order accuracy, SIAM J. Sci. Comput., 37 (2015), pp. A55–A78.
[41] F. Zeng, I. Turner, K. Burrage, and G. E. Karniadakis, A new class of semi-implicit
methods with linear complexity for nonlinear fractional differential equations, SIAM J.
Sci. Comput., 40 (2018), pp. A2986–A3011.
[42] F. Zeng, Z. Zhang, and G. E. Karniadakis, Second-order numerical methods for multi-term
fractional differential equations: Smooth and non-smooth solutions, Comput. Methods
Appl. Mech. Engrg., 327 (2017), pp. 478–502.
[43] H. Zhu and C. Xu, A fast high order method for the time-fractional diffusion equation, SIAM
J. Numer. Anal., 57 (2019), pp. 2829–2849.
24
