We analyze a multiple level-set method for solving inverse problems with piecewise constant solutions. This method corresponds to an iterated Tikhonov method for a particular Tikhonov functional G α based on TV-H 1 penalization. We define generalized minimizers for our Tikhonov functional and establish an existence result. Moreover, we prove convergence and stability results of the proposed Tikhonov method. A multiple level-set algorithm is derived from the first-order optimality conditions for the Tikhonov functional G α , similarly as the iterated Tikhonov method. The proposed multiple level-set method is tested on an inverse potential problem. Numerical experiments show that the method is able to recover multiple objects as well as multiple contrast levels.
Introduction
We are interested in determining an unknown physical quantity u ∈ X from
where F : D ⊂ X → Y is a mapping and X, Y are Banach spaces. The data term y is referred to as the measurement for x. In practical applications the exact data y ∈ Y are, in general, not known. Instead, one disposes only an approximate measured datum y δ ∈ Y satisfying
where δ > 0 is the noise level.
Many inverse problems can be formulated as in (1) . It is well known that inverse problems are often ill-posed. The measurement error often prevents us from recovering the pointwise values of u accurately. There are different ways to regularize the problems. In addition to standard Tikhonov regularization techniques, we can also try to restrict the search space X to be equipped with extra regularity properties. However, the quantity u may contain discontinuities. In this work, we shall consider problems that the search space is a subspace of X, containing piecewise constant functions. The approach outlined in this work can surely be used for applications that the desired quantity is really piecewise constant.
The interests in detecting discontinuous solutions for inverse problems have existed for a long time. Total variation regularization and other techniques have been studied so far [1, 7, 9, 21, 52] . Recently, level set-type of methods, cf [35] , have become popular due to their superior performance for many real-life inverse problems related to discontinuous functions, see [3, 4, 8, 10-13, 17, 19, 20, 24-26, 29-32, 34, 36, 37, 39, 41-44, 46-50] . One of the purposes of this work is to give some theoretical justifications for the level-set method used in these applications. We shall derive convergence and stability analysis in a general setting for (1) . This paper is organized as follows. In section 2, we outline the multi level-set approach that will be used for (1) and introduce the Tikhonov functional G α . In section 3, we present the general assumptions to the model and introduce the concept of generalized minimizers for the Tikhonov functional G α . Moreover, we verify basic properties of the generalized minimizers and prove the coercivity and lower semi-continuity of the penalization term in G α . In section 4, we prove a well-posedness result for G α , and also ensure the existence of minimum norm solutions. The main results in this section are presented in theorem 8 (convergence) and in theorem 9 (stability). In section 5, we introduce the smoothed functionals G ε,α , and prove that the corresponding minimizers approximate a minimizer of G α as ε → 0. Using the optimality conditions for G ε,α , we derive a multiple level-set algorithm. Section 6 is devoted to numerical experiments. The multiple level-set algorithm is implemented for solving a two-dimensional inverse potential problem. Experiments with exact and noisy data are presented. In section 7, we present some final remarks and conclusions.
The inverse problem
The starting point of our approach is the assumption that the solution of (1) is a simple function defined in a bounded domain ⊂ R d , d = 2, 3, and assuming at most N different values, i.e., there exist disjoint measurable subsets j ⊂ , j = 1, . . . , N and constants {c 1 , c 2 , . . . , c N } such that | | = j | j | and u(x) = c j a.e. in j .
In order to represent the unknown function u, we use a multiple level-set approach [8, 45, 51] . This is done as follows: first we introduce the H 1 functions {φ j } p j =1 , where p ∈ N is the smallest integer satisfying 2 p N (for simplicity of the presentation we shall assume in this paper that N = 4 and p = 2). Then, using the Heaviside projector (1) can be represented in the form
(H (φ))(x)
where the level-set functions φ j , j = 1, 2 and the sets m , m = 1, . . . , 4 satisfy the relation 1 = {x ∈ ; φ 1 (x) > 0, φ 2 (x) > 0}, 2 = {x ∈ ; φ 1 (x) > 0, φ 2 (x) < 0},
As already observed in [18] , the operator H maps H 1 ( ) onto the space
where H n−1 (D) denotes the (n − 1)-dimensional Hausdorff measure of the set D. Therefore, the operator P in (3) maps
where
Within this framework, the inverse problem (1) with data given as in (2) can be written in the form of the operator equation
Once an approximate solution (φ 1 , φ 2 ) of (7) is obtained, a corresponding approximate solution of (1) is given by u = P (φ 1 , φ 2 ). We shall use a least-squares approach to solving (1) combined with a ROF total variation regularization. The Rudin-Osher-Fatemi (ROF) model as well as its several variations are quite well-known PDEs-based methods in image analysis (cf, e.g., [5, 38] ). It is worth noting that ROF-type models in image analysis involve the minimization of functionals defined in BV( ) and, in this context, well posedness (the existence of minimizers) is well known [5] .
Within the multiple level-set framework, the ROF approach to solving the inverse problem (7) is based on the minimization of the energy functional
cf the Chan-Vese model in [45] , where α > 0 plays the role of a regularization parameter. In image segmentation problems, F corresponds to an embedding operator (see [38, 45] ). In general, variational minimization techniques involve some compact embedding argument to guarantee the existence of minimizers. The Tikhonov functional in (8) does not allow us to estimate the norm of the level-set functions. Consequently, we cannot guarantee the existence of a minimizer. In this paper we introduce the Tikhonov functional
As before, α > 0 plays the role of a regularization parameter, while β > 0 is a scaling factor. Note that the Tikhonov functional in (9) is based on TV-H 1 penalization. The terms on the H 1 norm act simultaneously as a control on the size of the norm (compact embedding) and as a regularization on the space H 1 ( ). These terms play a key role in the proof of uniqueness of the existence of solutions φ 1 , φ 2 . The term on BV seminorm is well known for penalizing the length of the Hausdorff measure of the boundary of the sets {x : φ 1 (x) > 0} and {x : φ 2 (x) > 0} (see [16, chapter 5] for details). In the framework described above the Tikhonov functional G α in (9) extends the ones proposed by Chan and Vese [45, 51] .
The concept of generalized minimizers

General assumptions to the model
We shall consider the model problem in (1) under the following general assumptions: 
Definition of generalized minimizers
In order to guarantee the existence of a minimizer of G α in (9), we need to extend the concept of generalized minimizers of [18] to the framework presented in section 2. First, however, it is necessary to introduce some continuous approximations to the operators P and H described in the previous section. For a given ε > 0, a continuous approximation to P can be defined by
where the operators
are continuous approximations to H.
Definition 1.
Let the operators H ε be defined as above. 
(b) A minimizer ofĜ α is considered to be any admissible 4-tuple of the form (z
over all admissible 4-tuples. Here the functional ρ is defined by
where the infimum is taken with respect to all sequences {ε k } and φ
on the set of admissible 4-tuples.
It is worth noting that
Then, for all sequences of {ε k } k∈N of positive numbers converging to zero, we have
Here we use the fact that |∇φ j | = 0 in a neighborhood of {φ j = 0} implies that φ j is a local diffeomorphism together with a co-area formula [16, chapter 4] .
From definition 1 it follows that (z
is an admissible 4-tuple. In particular, we conclude from assumption (4) that the set of admissible 4-tuples satisfying F (u) = y is not empty.
Relevant properties of admissible 4-tuples
First, we verify some basic properties of the operators P ε , H ε and q that will be necessary for the analysis to come. Lemma 1. Let be given as above.
Proof. Since is assumed to be bounded, we have
We used the fact that the above products are well defined in L 1 ( ). Assertion (ii) follows similar arguments, and assertion (iii) is a direct consequence of the inequality
is an admissible 4-tuple, it follows from definition 1 that the existence of sequences φ
converges to zero such that
Define the monotone increasing function τ : N → N such that for every k ∈ N we have
Thus, for each k ∈ N and j = 1, 2, the inequalities
hold true, and it follows from (13) that
and the proof is complete.
Proof (Sketch of the proof). For each l ∈ N, the definition of ρ guarantees the existence of a sequence ε l k k∈N converging to zero and corresponding sequences φ
and lim inf k→∞
Now, the proof follows from an argument of extraction of diagonal subsequences, as in (13) in the proof of lemma 2.
Some properties of the penalization functional
In the following lemma we show that the functional ρ is coercive on the set of admissible 4-tuples.
Lemma 4. For each admissible 4-tuple
Proof. as in definition 1 such that the functional ρ satisfies (15) . Note that from the weak lower semi-continuity of the BV and H 1 norms, it follows that
for j = 1, 2. Now, from (15) and the above inequalities we have
In the following lemma we prove the weak lower semi-continuity of ρ.
Lemma 5. The functional ρ defined in (12) is weakly lower semi-continuous on the set of admissible 4-tuples, i.e., given a sequence
Proof. We argue by contradiction. Let z
2 ) be as given above and assume that
To complete the proof of the lemma, it is enough to verify the above claim. Indeed, if the claim holds true then the constant c in (16) cannot exist.
Proof of claim.
By the definition of admissible 4-tuples, for each l ∈ N there exist sequences ε l k converging to zero and φ
as k → ∞, for j = 1, 2. Moreover, from lemma 3 and the assumption made on the claim, we
Now, using an argument of extraction of diagonal subsequences (see (13) in the proof of lemma 2), we can find a subsequence ε l k(l) l converging to zero and φ
as an admissible 4-tuple. Moreover, from the definition of ρ, it follows that
Convergence analysis
First, we prove that for any positive parameters α, β the functional G α in (9) is well posed, i.e., it attains a generalized minimizer.
Theorem 6 (well-posedness). The functional G α in (9) attains generalized minimizers on the set of admissible 4-tuples.
Proof. Observe that the set of admissible 4-tuples is not empty. Indeed, the tuple (0,
be a minimizing sequence forĜ α , i.e., a sequence of admissible 4-tuples satisfyinĝ
is a bounded sequence of real numbers and, consequently, z
Thus, the Sobolev compact embedding theorem [2] and the compact embedding of BV into L 1 [16, chapter 5] guarantee the existence of a subsequence, denoted again by z
, and also the existence of (z
is an admissible 4-tuple. Moreover, from the weak lower semi-continuity of ρ together with the continuity of F and q, we obtain
In what follows, we shall denote a minimizer ofĜ α by z
In the following theorem we summarize some convergence results for the regularized minimizers. These results are based on the existence of minimum norm solutions.
Theorem 7 (minimum norm solutions). Under the general assumptions of this paper there exists a minimum norm solution
Proof. From assumption 4 in subsection 3.1 and remark 1, we conclude that the set of admissible 4-tuples satisfying F (q(z 1 , z 2 )) = y is not empty. Thus, ms in (ii) is finite and there exists a sequence z 
is an admissible 4-tuple. Since ρ is weakly lower semi-continuous (cf lemma 5), it follows that
Moreover, we conclude from lemma 1 that
In the following two theorems we present the main convergence and stability results. The proofs use classical techniques from the analysis of Tikhonov-type regularization methods (see, e.g., [1, 15, 33, 40] or [14, chapter 10] 
Moreover, the limit is a minimum norm solution.
Proof. Let (z 1, † , z 2, † , φ 1, † , φ 2, † ) be a minimum norm solution (its existence is guaranteed by theorem 7). Let {α k } k∈N be a sequence of positive numbers converging to zero. For each
Since α k ρ z
Moreover, from the assumption on the sequence {α k }, it follows that
From (19) and lemma 4 we conclude that the sequences φ j k and z j k are bounded in H 1 ( ) and BV, respectively. Arguing as in the proof of lemma 2 (see (13)), we can guarantee the existence of an admissible 4-tuple (z 1 ,z 2 ,φ 1 ,φ 2 ) such that (up to a subsequence)
From lemma 1 (i) it follows that q( (18), (20) and continuity of F we conclude that
On the other hand, from the lower semi-continuity of ρ and (19) we obtain
is a minimum norm solution.
Theorem 9 (convergence for noisy data). Let α = α(δ) be a function satisfying
Moreover, let {δ k } k∈N be a sequence of positive numbers converging to zero and y δ k ∈ Y be corresponding noisy data satisfying (2) . Then, there exist a subsequence (denoted again by {δ k }) and a sequence {α k := α(δ k )} k∈N such that z
2 to a minimum norm solution.
minimum norm solution (the existence of such a solution is guaranteed by theorem 7). For each
Taking the limit k → ∞ in (21), it follows from the theorem assumptions that 
Thus, from the assumptions on the function α(δ k ), we obtain lim sup
Now, arguing as in the proof of theorem 8, the theorem follows.
It is also possible to prove that the problem of minimizing G α is stable in the sense of continuous dependence of the solutions on the data y δ , extending to our framework results in [14, theorem 10.2].
Numerical solution
A smoothed functional
In the following, we introduce a functional which can be handled numerically and whose minimizers are 'close' to the minimizers of G α . Let G ε,α be a smoothed functional defined by
) is the functional defined in (10) . This functional is well-posed as the following lemma shows:
Then, for fixed α > 0, the sequences φ 
From the Sobolev compact embedding theorem [2, chapter 5] (up to a subsequence) we have φ
Therefore, lemma 1 implies that
Thus, from [16, theorem 1, p 172] it follows that
From the continuity of F and q together with the above estimates we obtain
Our next step is to show that, for ε → 0, the minimizers of G ε,α approximate a generalized minimizer of G α . 
Moreover, from lemma 3 we can further assume that 
is an admissible 4-tuple (cf lemma 2).
Therefore, from the definition of ρ, lemma 1 and the continuity of F, it follows that
Theorem 11 justifies the use of the smoothed functionals G ε,α for approximating a generalized minimizer of G α .
Optimality conditions for the smoothed functional
For numerical purposes it is convenient to derive first-order optimality conditions for a minimizer of the smoothed functionals G ε,α . To this end, we consider G ε,α in (24) with Y = L 2 ( ) and we look for the Gâteaux directional derivatives with respect to φ j for j = 1, 2.
Since H ε (φ j ) is self-adjoint, 5 we can write the optimality condition for a minimizer of the functional G ε,α in the form of the system 5 Note that H ε (t) = 1/ε t ∈ (−ε, 0) 0 else. Table 1 . Multiple level-set algorithm for the inverse potential problem. (28) and (29). 4.
Evaluate the residual r k
Evaluate the velocities v
Update the level-set functions φ
for j = 1, 2. Here ν(x) is the external unit normal vector at x ∈ ∂ , and
Note that the derivation of (27) is only heuristic, since the BV seminorm is not Gâteaux differentiable. Moreover, due to the term |∇H ε (φ j )| appearing in the denominator of (28), we have to assume that the gradient of φ j does not vanish in a ε-neighborhood of the level curve
In what follows, we apply iterative regularization to the system of optimality conditions (27) . This allows the derivation of a multiple level-set algorithm.
For n = 0 setĜ (11)). Iterative regularization consists of minimizing the family of functionalŝ
where ρ (n) is the functional ρ (as defined in (12) 
n can be realized by solving the formal optimality condition
In our numerical experiments we used an algorithm based on the iterative regularization in (31) (see table 1).
Numerical experiments
This section is devoted to numerical experiments, where the multiple level-set method is used for solving the inverse potential problem of recovering a piecewise constant function u :
→ {c 1 , . . . , c 4 }, from the knowledge of its (finite) image and measurements of the Cauchy data of its corresponding potential on the boundary of the Lipschitz domain = (0, 1) × (0, 1).
The inverse potential problem
To describe the direct problem, we define the operator F as follows:
where u is a piecewise constant function in L 2 ( ) with u(x) ∈ {c 1 , . . . , c 4 } a.e. in , and w ∈ H 1 ( ) solves the elliptic boundary value problem
Since u ∈ L 2 ( ), the Dirichlet boundary value problem in (32) has a unique solution, namely
The inverse problem we are concerned with consists of determining the piecewise constant source function u from measurements of the Neumann trace of w at ∂ , i.e., from w ν | ∂ . Using the notation introduced above, the inverse potential problem can be written in the abbreviated form
where the data y δ have the same meaning as in (2). Another inverse problem for the operator F was considered by Hettlich and Rundell [22] , who used iterative methods for recovering the indicator function u = χ D of a star-shaped domain D ⊂ R 2 . This simpler problem corresponds to that of recovering the shape of a domain D using the knowledge of its (constant) density and the measurements of the Cauchy data of the corresponding potential w on the boundary of an open domain ⊂ R 2 , which contains D. This inverse problem was also investigated in [18] , where a regularization method of level-set type was used for recovering the characteristic function u = χ D of a non-connected domain D ⊂⊂ .
Remark 2 (redundant data). Arguing with the superposition principle for linear PDEs, one can prove that no further information on u can be gained by using more pairs of DirichletNeumann data, since we can always reduce the reconstruction problem to the homogeneous Dirichlet case. A similar argumentation is used in [22] , where the particular case u = χ D is considered.
Remark 3 (identifiability issue
). For the case u = χ D , it was observed in [22] that the Cauchy data may not be enough to reconstruct the domain D, e.g., if D is not simply connected then it is not identifiable. On the other hand, Isakov observed in [23, chapter 4 ] that star-like domains D are uniquely determinable by their potentials. To the best of our knowledge, the identifiability for more general cases in reconstructing a piecewise constant function u ∈ L 2 ( ) is still open.
The inverse potential problem is discussed within the general framework introduced in section 2. In particular, we allow piecewise constant functions u supported at domains, which consist of a number of connected inclusions. For this general class we have no unique identifiability and we restrict attention to minimum-norm solutions. 6 The Hilbert space H 1 0 ( ) is defined as the closure with respect to the H 1 norm of functions in C ∞ ( ) with compact support in . 
A multiple level-set algorithm for the inverse potential problem
In the following, we describe the multiple level-set regularization algorithm. The complexity of our algorithm is as follows: at each iteration of the multiple level-set method, four elliptic boundary value problems (BVP) are solved (two of Dirichlet type and two of Neumann type).
In table 1 an explicit iteration procedure for the solution of the optimality condition (27) is outlined. In the first step the residual r k ∈ L 2 (∂ ) of the iterate φ
k is evaluated. This corresponds to solving one elliptic BVP of Dirichlet type. In the second step the solution h k ∈ H 1 ( ) of the adjoint problem for the residual is evaluated. This corresponds to solving one elliptic BVP of Dirichlet type. In the third step, the velocity functions v j k ∈ H 1 ( ) for both level-set functions are evaluated. This corresponds to solving two non-coupled elliptic BVPs of Neumann type.
In the subsequent numerical experiments this algorithm was implemented using a finite element method for the solution of partial differential equations.
The first numerical experiment: exact data
In this first experiment we consider the inverse problem of reconstructing the right-hand side u in (32) from the knowledge of a single pair of Cauchy data (0, y δ ) at ∂ . The data y δ = y = F (u) are known for exactly solving the inverse problem, i.e. δ = 0, and are obtained by solving numerically the elliptic boundary value problem in (32) (the word 'exactly' here means up to the precision of the numerical method used for solving the direct problem).
The solution u of the inverse problem as well as the initial guess P ε (φ In order to avoid inverse crimes, the direct problem (32) is solved on an adaptively refined grid with 8.807 nodes (three levels of adaptive refinement). On the other hand, in the numerical implementation of the multiple level-set method, all boundary value problems are solved at a uniform grid with 2.113 nodes.
In our computations we use the values c 1 = 0, c 2 = 1, c 3 = 2 and c 4 = 0. The last value is set to zero, since the exact solution is known a priori to assume only the values {0, 1, 2}. Moreover, when the data are given exactly, the iterative multiple level-set method is implemented without the additional regularization term
In all computed experiments we use the operator H ε defined in section 3 with ε = 1/8. This seems to be compatible with the size of our mesh, since the diameter of the triangles in the uniform grid (used in the finite element method) is approximately √ 2/32. In figure 2 the evolution of the multiple level-set method for the first 4000 iterative steps is shown. As one can see in this figure, the level set corresponding to φ 1 k evolves fast toward the inclusion with a higher contrast (u = 2) and reaches after 1000 steps the correct position of this inclusion. As we further iterate, the shape of this inclusion is also reconstructed. What concerns the level set generated by φ connected components after approximately 2200 iterations; as the iteration proceeds, these two components reach the inclusions with a lower contrast (u = 1) after 3000 steps and, after 4000 steps, the shape of the two inclusions with lower contrast is reasonably reconstructed as well.
It is worth noting that after 3000 steps the level set-functions still change, but very slowly. Moreover, the position of all inclusions corresponding to each level has already been identified, and it remains only to determine the corresponding shapes. The iteration is stopped when the residual drops below the predefined precision F P ε φ
−2 . The observed difference between the velocities of the two level-set functions can be partially explained by the fact that higher jumps in the solution u (in this experiment the jumps are given by |c 3 − c 4 | and |c 2 − c 4 |) generate higher velocities. Indeed, the differences c 3 − c 4 = 2 and c 2 − c 4 = 1 appear as multiplicative factors on the right-hand side of the PDEs defining the velocities v j k , j = 1, 2 (see (29) and step 4 in table 1). Consequently, the level-set function φ 1 k (which identifies the inclusion with a higher contrast u = 2) moves 'faster' than the level-set function φ 2 k . In figure 2 one observes that the shapes of the inclusions with smooth boundary are better reconstructed than the shapes of the inclusions with Lipschitz boundary. This fact was already observed in [18] , and is a consequence of the H 1 penalization term in the Tikhonov functional G α in (9) . Due to this term we have φ figure 3 the evolution of the level-set functions for the first numerical experiment is shown. Note that, in each plot, both level-set functions φ , and observed that the number of iterative steps required to obtain a reasonable approximation (up to the predefined precision of 10 −2 in the L 2 norm) strongly depends on the choice of the initial guess. We conjecture that this numerical behavior is a consequence of the lack of identifiability of the inverse potential problem (cf remark 3).
Our conjecture is motivated by the following experiment: let x 0 ∈ and r > 0 be given such that B 1 = B r (x 0 ), B 2 = B 2r (x 0 ) ⊂ . Define the piecewise constant functions
The finite dimensional approximations for y j = F (u j ), j = 1, 2, furnished by our numerical solver (evaluated at the same grid used for implementing the multiple level-set algorithm) satisfy y 1 − y 2 L 2 < 10 −2 , i.e., the difference between the different data is smaller than the precision used to stop the iteration. Therefore, if we want to solve F (u) = y 1 and the initial guess is too close to u 2 , the iteration will be stopped before it approaches the desired solution u 1 .
The second numerical experiment: noisy data
In the following, we consider once again the inverse potential problem in (33) . This time, the data y δ for solving the inverse problem are obtained by adding to the exact data y = F (u) random generated noise of 2%.
As in the previous example, the exact data are obtained by solving numerically the direct problem (32) , where u is shown in figure 4 . As before, the direct problem is solved at a grid that is finer than that used in the numerical implementation of the multiple level-set method. The values of the constants c j are the same as in the previous experiment as well as the value used for ε. Since we have noisy data, the multiple level-set method was tested with the regularization term and β = 10 −3 . As stop criteria, we used the generalized discrepancy with τ = 2, i.e. the iteration was stopped when for the first time In figure 5 the evolution of the multiple level-set method for the first 5000 iterative steps is shown. As in the previous experiment, the level-set function φ 1 k evolves faster than φ 2 k , and its level-set splits after 1200 steps, allowing the identification the inclusions with higher contrast (u = 2). The second level-set function evolves slower, and its level-set splits only after 3600 steps. Once again, one observes a difference in the velocities of the different level-set functions.
As in the previous experiment, the shape of the inclusion with smooth boundary is better reconstructed than the shapes of the inclusions with Lipschitz boundary.
Remark 4 (choice of the parameter ε > 0). Our observation is that as ε increases, the support of the function appearing on the right-hand side of (27a) becomes larger (due to the term H ). Consequently, the velocities v j , j = 1, 2, used in the multiple level-set method (which are the solutions of (27) ; see table 1.) have larger values. If ε becomes too large, the multiple level-set method becomes unstable. In our paper, ε was chosen to match the mesh size of the finite element method implemented to solve the PDEs in table 1.
Remark 5 (comparison with other methods). This work is concerned with multiple level set methods for inverse problems. Compared with other multiple level-set approaches, there are several features of the method proposed here.
In [6, 10, 45] , multiple level-set methods have been used for tomography and PET imaging. The difference here is to add an extra regularization term to the minimization functional and this has avoided the re-initialization procedure during the iterations.
In [27] [28] [29] 46] , discontinuous piecewise constant level-set functions are used to identify multiple phase problems. The level-set method we use here is still related to the traditional level-set function of [35] which is continuous, but may not be a distance function.
The approach to [36] can be used for a multi-region detection problem. The technique of [36] is to use shape sensitivity to get the decent directions for curves and then just uses the level-set method to move the curve in the decent directions. Our approach only needs to use the decent directions for the level-set functions.
Conclusions
In this paper we introduce and analyze a multiple level-set approach to solving inverse problems with piecewise constant solutions. We derive this multiple level-set method from a Tikhonov approach based on the T V -H 1 penalization. A concept of generalized minimizers (the so-called admissible 4-tuples) for our Tikhonov functional G α is introduced. Using this concept, coercivity and lower semi-continuity of the T V -H 1 penalization term in G α are proven. Moreover, we prove that the functional G α attains a minimizer on the set of generalized solutions (well-posedness of G α ) and also prove convergence and stability results. This characterizes our Tikhonov approach as a regularization method in the sense of [14, chapter 4] .
For numerical purposes we introduce the smoothed functionals G ε,α , and prove that the corresponding minimizers approximate a minimizer of G α as ε → 0. Next we use the firstorder optimality conditions for G ε,α to derive a multiple level-set algorithm. Therefore, our multiple level-set method can be interpreted as an iterative Tikhonov regularization method for a smoothed functional G ε,α and small ε > 0.
Numerical experiments for a two-dimensional inverse potential problem in a square domain are used to verify our theoretical results. Experiments with exact and noisy data are presented and the obtained results are comparable to those for standard level-set methods in [18] .
