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Objetivos y me´todo de estudio: El problema de asignacio´n (denotado de
aqu´ı en adelante por AP) consiste en relacionar elementos de varios conjuntos de
manera o´ptima. El caso ma´s sencillo es aquel que cuenta con tan so´lo dos conjuntos
que frecuentemente son nombrados: ((tareas)) quiza´ trabajos por hacer y ((agentes)) las
personas o ma´quinas que realizara´n las tareas. El objetivo es encontrar una relacio´n
biun´ıvoca, es decir, asignar cada tarea a un so´lo agente y cada agente a una sola
tarea, minimizando costos (maximizando beneficios).
Usualmente en la practica, se encuentra una variacio´n del AP, el cual consiste
en asignar un conjunto de agentes a tareas, existiendo la posibilidad de que un agente
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determinado pueda realizar varias tareas y una tarea dada pueda ser desempen˜ada
por varios agentes, respetando ciertas capacidades l´ımites tanto de agentes como de
tareas (pueden ser el tiempo necesario para desempen˜ar tareas, la cantidad mı´nima o
ma´xima de piezas a producir, el nu´mero de trabajadores para realizarlas, la materia
prima disponible, etce´tera), con el objetivo de maximizar beneficios (o minimizar
costos). Dicho problema lo nombramos problema de asignacio´n mu´ltiple MMAP.
El GAP es una simplificacio´n delMMAP, que so´lo toma en cuenta la capacidad
l´ımite de un conjunto, ya sea el de tareas o agentes. Este ha sido ampliamente tratado
tanto por me´todos exactos como heur´ısticos, ya que es NP-dif´ıcil.
A diferencia del GAP, el MMAP no ha sido estudiado lo suficiente. Aprove-
chando la estructura especial en su matriz de restricciones, proponemos una nueva
cota y un me´todo de aproximacio´n para solucionarla.
La mayor´ıa de los problemas de optimizacio´n a gran escala, entre ellos, el
MMAP cuentan con una estructura especial en su matriz de restricciones. Si tomamos
ventaja de esta estructura, podemos crear alguna te´cnica de solucio´n eficiente. Una
de las estructuras ma´s comunes que poseen este tipo de problemas, es la de diferenciar
las restricciones en ((fa´ciles)) y ((dif´ıciles)) [42], que al eliminar las restricciones que
consideramos ((dif´ıciles)) el problema se torna ((fa´cil)) de resolver. Un ejemplo t´ıpico,
es un problema que se descompone en bloques, es decir, se separa en subproblemas
independientes relajando las restricciones de acoplamiento (dif´ıciles).
Proponemos explotar la estructura que posee el problema, relajando de forma
lagrangiana las restricciones dif´ıciles. La relajacio´n lagrangiana consiste en relajar
las restricciones dif´ıciles y agregarlas mediante un te´rmino de penalizacio´n (llamado
multiplicador lagrangiano) a la funcio´n objetivo para prevenir su posible violacio´n.
Dado un vector fijo de multiplicadores, obtenemos la solucio´n o´ptima del problema
lagrangiano, el cual es una cota superior (cuando la funcio´n objetivo se maximiza) del
valor objetivo o´ptimo original. Por lo que para cada multiplicador dado contamos con
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una cota, encontrar el valor o´ptimo de los multiplicadores lagrangianos que minimice
la cota superior, es resolver el problema dual lagrangiano.
Las cotas lagrangianas son ampliamente usadas como base de muchas te´cnicas
nume´ricas, por ejemplo en esquemas de ramificacio´n y acotamiento, para problemas
enteros mixtos y en te´cnicas de optimizacio´n convexa para medir el progreso del
algoritmo principal y obtener el criterio de parada.
Existen diversas maneras en las que un problema puede ser relajado de forma
lagrangiana. Por ejemplo, para una particio´n de variables espec´ıfica ciertas restric-
ciones pueden ser consideradas como restricciones de acoplamiento y por lo tan-
to candidatas a ser relajadas. Mientras tanto, las mismas restricciones pueden ser
tratadas como un bloque de restricciones para otra particio´n de variables. Este tipo
de estructura es llamada de ((descomposicio´n doble)) la cua´l puede ser encontrada
en: el problema de asignacio´n mu´ltiple, de asignacio´n generalizada, multi mochila,
por mencionar algunos.
Este trabajo propone la creacio´n de una nueva cota lagrangiana, para proble-
mas que cuenten con la estructura de descomposicio´n doble (en espec´ıfico elMMAP),
basado en la aproximacio´n de la funcio´n dual lagrangiana. Dicha aproximacio´n puede
ser interpretada de dos formas. Primero podemos reformular el problema original
para poder descomponer el problema lagrangiano en dos subproblemas. La segunda
interpretacio´n es la bu´squeda de una mejor estimacio´n para el te´rmino de penaliza-
cio´n agregado al problema lagrangiano.
Debido a que las soluciones obtenidas por la mayor´ıa de los algoritmos utili-
zados para resolver la relajacio´n lagrangiana, no son factibles, esta´s son utilizadas
como punto de inicio en una heur´ıstica. Proponemos un me´todo para encontrar la
nueva cota y la obtencio´n de soluciones factibles con un gap relativo muy pequen˜o.
En conclusio´n, en este trabajo creamos una nueva cota lagrangiana (llamada
modificada), la cua´l es mejor que la cota lagrangiana cla´sica y que la cota lineal, dicha
cota es mejorada debido a que ve como un problema de optimizacio´n el te´rmino de
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penalizacio´n agregado a la funcio´n objetivo lagrangiana, adema´s, construimos un
me´todo heur´ıstico voraz para resolver dicha relajacio´n lagrangiana, el cua´l genera
la cota y encuentra la mejor solucio´n factible para el MMAP obtenida a partir
de la relajacio´n. Presentaremos resultados nume´ricos para mostrar la eficiencia del
algoritmo en el MMAP.
Contribuciones y conclusiones: Entre las contribuciones del presente trabajo
podemos mencionar las siguientes:
construccio´n y ca´lculo de cotas cla´sicas y modificadas lagrangianas para el
problema de asignacio´n mu´ltiple MMAP,
implementacio´n del me´todo subgradiente para resolver el problema dual la-
grangiano cla´sico y modificado del MMAP, para obtener la cota propuesta,
demostracio´n teo´rica y computacional que las cotas obtenidas dominan la cota
lineal y la cla´sica lagrangiana,
uso de las cotas lagrangianas para encontrar la mejor solucio´n factible para el
MMAP,
desarrollo computacional de un nuevo me´todo h´ıbrido basado en el subgra-
diente y un heur´ıstico voraz, para la generacio´n de una solucio´n factible,
obtencio´n de cotas superiores e inferiores factibles en cada iteracio´n del me´todo,
comparacio´n entre soluciones factibles y las cotas obtenidas y
soluciones factibles en cada iteracio´n del algoritmo.
Podemos concluir que la cota propuesta (que llamamos modificada) para el
MMAP, es mejor que las existentes, debido a que, estimamos el te´rmino de comple-
mentariedad, (penalizacio´n) el cua´l en la cota cla´sica lagrangiana frecuentemente es
estimado como 0, por lo que al encontrar el menor valor posible de este, lograremos
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mejorar la cota cla´sica. El valor de la cota modificada la resolvimos por medio de
un me´todo heur´ıstico voraz que factibiliza la solucio´n. La calidad de dicha solucio´n,
cuenta con un alto grado de suboptimalidad relativa (gap pequen˜o). Adema´s de que
el tiempo necesario para el ca´lculo de las cotas y soluciones es mucho menor que
el necesario para solucionarlo de manera exacta debido a que el criterio de parada
con respecto a la proximidad entre la mejor solucio´n factible y la cota obtenida se
cumple en muy pocas iteraciones por el uso del heur´ıstico voraz.
Firma del asesor:
Dr. Igor S. Litvinchev
Cap´ıtulo 1
Introduccio´n
El problema de asignacio´n mu´ltiple, consiste en asignar un conjunto de ac-
tividades o tareas a realizar un conjunto de agentes o ma´quinas que desempen˜ara´n
dichas actividades. En este problema existe la posibilidad de que un agente determi-
nado pueda realizar varias tareas y una tarea dada pueda ser desempen˜ada por varios
agentes, siempre y cuando se respete la capacidad l´ımite de todos los elementos de
cada conjunto, con el objetivo de maximizar beneficios (o minimizar costos).
El objeto de estudio del presente trabajo es el problema de asignacio´n mu´ltiple,
presentado en [8], nombrado ((many-to-many assignment problem)), de ah´ı las siglas
MMAP.
Debido a que el MMAP no ha sido tratado (al menos en la literatura revi-
sada, no encontramos me´todos exactos o aproximados, para la solucio´n de este),
hacemos una comparacio´n con los me´todos que han sido empleados para solucionar
el problema de asignacio´n generalizada GAP. El GAP a diferencia del MMAP so´lo
toma en cuenta las capacidades l´ımite de los agentes, dejando libre las capacidades
de las tareas, esta´s solo son restringidas por la necesidad de que sean realizadas por
un agente.
El GAP ha sido ampliamente estudiado desde su planteamiento en 1971, cuan-
do fue introducido por De Maio y Roveda [16], pero fue hasta 1977 que Ross y Soland
[61] le dieron el nombre de problema de asignacio´n generalizada GAP.
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Este problema ha sido resuelto tanto por me´todos exactos como aproximados
[10, 55, 51, 34, 38, 59], desde algoritmos ((greedy)), algoritmos gene´ticos, bu´squeda
tabu´, heur´ısticas lagrangianas, etce´tera.
Para explotar la estructura especial que posee elMMAP en su matriz de restric-
ciones, proponemos una me´todo heur´ıstico lagrangiano (MHL), para construir una
cota lagrangiana, la cua´l es muy pro´xima a la solucio´n o´ptima y obtiene soluciones
factibles.
El contraste entre el MHL y los me´todos existentes (para resolver el GAP), es
que estos u´ltimos, solo utilizan la relajacio´n lagrangiana para generar soluciones que
en su mayor´ıa, son infactibles y solo emplean la solucio´n lagrangiana como punto de
inicio en una heur´ıstica, en cambio nosotros aprovechamos las caracter´ısticas de esta
solucio´n para mejorar la cota.
Una analog´ıa entre los trabajos realizados hasta la fecha para el GAP y elMHL
es que ambos comparan el valor de la cota con la solucio´n o´ptima, adicionalmente
comparamos la cota con la solucio´n factible, para tener nocio´n de que tan factible
es la solucio´n lagraniana.
1.1 Estructura de la tesis
La organizacio´n de este trabajo se presenta en cap´ıtulos. En este cap´ıtulo, el
primero, se describe el objetivo y justificacio´n bajo las que se realizo´ este trabajo;
continuando con el cap´ıtulo dedicado a la formulacio´n y descripcio´n del problema a
tratar, adema´s de los posibles problemas donde puede ser empleado el procedimiento
propuesto.
En el tercer cap´ıtulo presentamos una revisio´n de la literatura existente sobre el
estado del arte de la relajacio´n lagrangiana, los beneficios que brinda, las desventajas
que presenta. En especial co´mo, cua´ndo y porque´ emplearla; ya que esta te´cnica es
en la que nos enfocaremos para el desarrollo de cotas del MMAP.
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Posteriormente, en el cap´ıtulo 4 titulado: construccio´n de cotas lagrangianas
se describe la te´cnica empleada para la construccio´n de las cotas mejoradas.
Siguiendo con el cap´ıtulo 5, donde presentamos el me´todo empelado para la
solucio´n del problema basado en el subgradiente y el heur´ıstico voraz, adema´s de las
distintas versiones de dicho me´todo que usamos para generar varios tipos de cotas.
En el cap´ıtulo 6, esta´ dedicado a la experimentacio´n computacional. Este se
enfoca a la generacio´n de los datos, instancias y presentacio´n de resultados. Dicho
cap´ıtulo incluye una discusio´n acerca de las caracter´ısticas, ventajas y desventajas
que presenta cada cota y las variaciones del me´todo de solucio´n presentado en el
cap´ıtulo anterior.
Para finalizar presentamos el cap´ıtulo 7, que contiene las conclusiones, con-
tribuciones del trabajo y trabajo futuro.
1.2 Objetivo
Los objetivos logrados con este trabajo son:
el desarrollo e implementacio´n una herramienta computacional capaz de solu-
cionar el MMAP que sea de apoyo al experto en toma de decisiones,
obtencio´n de una nueva cota lagrangiana que domina a las ya existentes (la
lineal, cla´sica lagrangiana) para el MMAP, adema´s de una solucio´n factible de
buena calidad en un tiempo razonable,
uso de la principal caracter´ıstica de la estructura de descomposicio´n doble,
para ver diferencias y similitudes en cuanto a la calidad de cotas y soluciones
un punto muy importante que diferenc´ıa a este trabajo con los dema´s, que
crean cotas es que usualmente se compara cota contra solucio´n o´ptima.
Debido a que el MMAP es NP [25] en algunos casos podr´ıa ser imposible
encontrar la solucio´n o´ptima y so´lo se cuenta con una solucio´n factible, por
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lo que nosotros, comparamos cotas con la solucio´n factible obtenida. Adema´s
probamos que la solucio´n lagrangiana obtenida por la cota, se encuentra pro´xi-
ma a una solucio´n factible.
1.3 Aportacio´n cient´ıfica
Las aportaciones principales son las siguientes:
Nuevas te´cnicas de optimizacio´n basadas en relajacio´n lagrangiana para pro-
blemas que cuenten con la estructura de descomposicio´n doble.
Implementacio´n del algoritmo que obtendra´ una cota dominante sobre las e-
xistentes que es de gran ayuda en la solucio´n de problemas que se modelen
como el MMAP.
Comparacio´n de la calidad de las soluciones obtenidas para el problema de
asignacio´n mu´ltiple por varios me´todos de aproximacio´n y relajacio´n de varias
restricciones.
1.4 Metodolog´ıa
La metodolog´ıa que se sigue en este trabajo consta ba´sicamente de dos partes.
La primera consiste en una parte teo´rica en la cual se realizara´ el desarrollo y justifi-
cacio´n de las cotas lagrangianas, adema´s de la descripcio´n de las variaciones consis-
tentes del me´todo subgradiente y el heur´ıstico voraz, para el problema de asignacio´n
mu´ltiple. En la segunda se lleva a cabo la implementacio´n de estos algoritmos pro-
puestos en la primera parte.
Para poder situar el problema de asignacio´n mu´ltiple, comenzamos con una
recopilacio´n de los problemas de asignacio´n, para mostrar la relacio´n existente entre
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estos, para posteriormente realizar la revisio´n de literatura acerca de la relajacio´n
lagrangiana que es el tema en el que basa principalmente el MHL.
Cap´ıtulo 2
Problema de Asignacio´n
En el resumen mencionamos que el problema que tratamos es el MMAP, este
es una variacio´n del problema de asignacio´n, por lo que este cap´ıtulo esta´ dedicado
al problema de asignacio´n y a problemas relacionados con el problema de asignacio´n
mu´ltiple que ya han sido tratados en la literatura.
El problema de asignacio´n tambie´n conocido como AP (por sus siglas en ingle´s
de: ((assignment problem))), consiste en relacionar elementos de varios conjuntos de
manera o´ptima (problemas tipo ((match)) [58]), donde la dimensio´n del problema hace
referencia a la cantidad y cardinalidad de dichos conjuntos. El caso ma´s sencillo del
AP es el problema nombrado de asignacio´n cla´sico el cua´l consiste en asignar 2
conjuntos, frecuentemente nombrados: tareas quiza´ trabajos por hacer y agentes las
personas o ma´quinas que las realizara´n, cada tarea debe ser asignada a un solo agente
y cada uno de los agentes debe ser asignado a una sola tarea (relacionarlos de forma
biun´ıvoca, uno a uno).
Desde la publicacio´n del me´todo hu´ngaro en 1955 por Kuhn [40], el cual solu-
ciona el AP. Se ha ido adaptado el modelo matema´tico del problema de asignacio´n,
dependiendo de las variaciones del problema bajo diversas situaciones observadas en
la vida cotidiana.
En el 50o aniversario del planteamiento del AP, Pentico realizo´ una recopilacio´n
de las versiones del AP que han sido tratadas [58], con el objetivo de facilitar la
bu´squeda de informacio´n acerca de cada reformulacio´n y las caracter´ısticas que cada
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uno de estos poseen; por lo que catalogo´ todos los problemas en 3 distintas clases
dependiendo de las tareas que pod´ıa realizar cada agente. Las categor´ıas son las
siguientes:
a lo ma´s una tarea por agente,
mu´ltiples tareas por agente y
multidimensionales.
Despue´s se realizo´ una clasificacio´n por el tipo de funcio´n objetivo y restricciones con
las que contaban, a continuacio´n haremos una breve descripcio´n de los problemas
ma´s representativos.
Iniciaremos una explicacio´n deductiva desde el problema de asignacio´n mu´ltiple
(el que nos interesa), hacia el problema de asignacio´n cla´sico. Haciendo e´nfasis en
las similitudes que poseen.
2.1 Multidimensionales
Los problemas ma´s complejos tipo asignacio´n, son los problemas multidimen-
sionales. Estos cuentan con ma´s de dos conjuntos a relacionar entre s´ı. Los tridimen-
sionales son los que se pueden observar frecuentemente. Por ejemplo, el problema de
asignar trabajos a trabajadores y a ma´quinas y asignar alumnos a maestros a clases
y horarios.
Este tipo de problema se relaciona con el de asignacio´n mu´ltiple de forma
en que si uno problema tridimensional tiene cardinalidad 1, tenemos un problema
equivalente al MMAP.
Una de las situaciones en la vida diaria, que ha sido planteada como problema
multidimensional y es de los ma´s estudiados en la literatura es el que consiste en
asignar profesores a un grupo de alumnos y a materias.
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El problema del horario o mejor conocido como ((timetabling)) (en ingle´s) de
una escuela o una universidad, consiste en asignar 3 conjuntos (no necesariamente
de la misma dimensio´n), profesores a materias y a alumnos.
En la figura 2.1 se puede observar un ejemplo de este problema. El objetivo es
asignar 3 conjuntos entre s´ı, es decir, asignar profesores a un grupo de alumnos y
estos a una materia por cursar. La asignacio´n a realizar puede ser mu´ltiple debido a
que existe la posibilidad de que un maestro sea asignado a varios grupos de alumnos,
un alumno pertenezca a varios grupos y curse varias materias.
Si se desea ver ma´s informacio´n acerca de e´l ver [15, 23, 69].
Maestros
Alumnos
Materias
Figura 2.1: Problema de asignacio´n multidimensional.
Continuando con la descripcio´n de problemas de asignacio´n, tenemos que cua´ndo
so´lo deseamos asignar dos conjuntos (que es en nuestro caso) contamos con proble-
mas donde el agente puede realizar mu´ltiples tareas, la descripcio´n detallada de estos
se presenta a continuacio´n.
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2.2 Mu´ltiples tareas por agente
Esta seccio´n se encuentra dedicada a los problemas que permiten la mu´ltiple
asignacio´n de tareas a un so´lo agente. Comenzamos con el planteamiento de problema
de nuestro intere´s, el problema de asignacio´n mu´ltiple.
2.2.1 Problema de asignacio´n mu´ltiple (MMAP)
El MMAP consiste en realizar una asignacio´n, entre dos conjuntos, uno de
agentes que son las personas o ma´quinas encargadas de desempen˜ar un conjunto de
tareas o actividades y el otro conjunto son las actividades a realizar.
Este problema es nombramos de asignacio´n mu´ltiple, puesto que permite a
un agente realizar ma´s de una tarea y las tareas (o trabajos) pueden ser realizados
por varios agentes (o ma´quinas). Debemos tomar en cuenta que cada agente tiene
una capacidad la cual no podemos sobrepasar, esta podr´ıa ser el tiempo que esta
realizando tareas, cantidad de trabajos o piezas a realizar. Al igual que los agentes
las tareas tambie´n cuentan con requerimientos que deben respetarse, quiza´ tiempo
l´ımite para ser ejecutadas, un secuenciamiento determinado, demanda por cumplir,
etce´tera.
El modelo matema´tico del MMAP se presenta a continuacio´n:
z∗MMAP = max
n∑
i=1
n∑
j=1
cijxij (2.1)
s.a :
m∑
i=1
dijxij ≤ dj j = 1, · · · , n (2.2)
n∑
j=1
aijxij ≤ bi i = 1, · · · , m (2.3)
xij ∈ {0, 1}
Donde la funcio´n objetivo representada por la ecuacio´n (2.1) maximiza la
ganancia o´ utilidad, con cij denotando el beneficio de asignar el agente i a la tarea j.
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La restriccio´n (2.2) es la encargada de que no sobrepase la capacidad l´ımite dj
del agente j, donde dij es la capacidad utilizada por la tarea i del agente j en caso
de ser asignada. En cambio la desigualdad (2.3) respeta la capacidad bi de la tarea i,
con aij siendo la capacidad de la tarea i que es desempen˜ada por el agente j, en caso
de ser asignada. Sin olvidar que xij = 1 si el agente i es asignado a la tarea j, 0 de
otro modo.
En la figura 2.2 se puede observar un ejemplo del MMAP. En un hospital
o centro me´dico, se desea realizar una asignacio´n entre pacientes y me´dicos o de
pacientes a tratamientos. Donde los me´dicos fungen la funcio´n de agentes a realizar
las tareas, mientras que los pacientes la de tareas a ser desempen˜adas por los agentes.
La capacidad l´ımite de cada paciente, podr´ıa ser: la cantidad de tiempo que puede
pasar en ser atendido, la cantidad de doctores por los que tiene que ser atendido
para poder ser dado de alta, tratamientos o ana´lisis necesarios para ser diagnosticado,
entre otros. Mientras que la capacidad de cada doctor ser´ıa: la cantidad de pacientes
a tratar o el horario que cubren en un d´ıa determinado.
Tareas Agentes
Figura 2.2: Problema de asignacio´n mu´ltiple.
Las l´ıneas que aparecen en la figura 2.2 representan la asignacio´n entre pacien-
tes y doctores. Como se puede observar hay una asignacio´n mu´ltiple, debido a que
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hay varias l´ıneas salientes de algunos elementos del conjunto tareas (pacientes), lo
que significa que ese paciente debe ser atendido por varios doctores para ser dado
de alta. Adema´s, hay varias l´ıneas entrantes a los elementos del conjunto agentes
(doctores), es decir que cada doctor puede atender varios pacientes.
Hay dos puntos importantes que cabe mencionar, uno es que no encontramos
literatura relacionada con la solucio´n exacta o aproximada de este tipo de problema
(en la revisio´n literatura realizada) y el otro punto es que al igual que algunos
problemas de asignacio´n, cuenta con la estructura de descomposicio´n doble. Dicha
propiedad la usamos en cap´ıtulos posteriores para el desarrollo de una nueva cota
lagrangiana.
Consideremos importante enfocarnos en elMMAP, debido a que existen muchas
situaciones en la vida real, que pueden ser planteados como tal. El MMAP es un
problema ma´s complicado que el GAP y al tratar de resolverlo por un me´todo exac-
to es ma´s complejo. Debido a que el GAP ha sido ma´s tratado, deciden optar por
usar este y sacrificar alguna de las capacidades l´ımites que no son tan rigurosas en
algunas situaciones de la vida real. Por ejemplo al asignar horas ma´quinas a horas
hombre, es posible que violen la capacidad l´ımite de horas hombre, pidie´ndole a
cierto obrero que trabaje horas extras o simplemente cambiando el turno de trabajo
de este, en cambio la capacidad l´ımite de horas ma´quina no es ma´s dif´ıcil de violar
ya que podr´ıan causar dan˜os irreversibles en la herramienta y el costo de reparacio´n
es ma´s alto que el pagar tiempo extra a un obrero o cambiarlo de horario.
El MMAP es un problema NP-dif´ıcil, ya que si tomamos el conjunto de tareas
con cardinalidad 1, es decir n = 1, tenemos m restricciones tipo mochila, por lo que
tenemos m problemas tipo mochila los cuales son NP-dif´ıcil.
El problema de asignacio´n mu´ltiple esta´ muy relacionado con la versio´n ma´s
ba´sica de los problemas de asignacio´n que permiten realizar varias tareas por agentes
o que varios agentes realicen varias tareas (no ambos), el cual es el problema de
asignacio´n generalizada que describimos a continuacio´n.
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Debido a que no existen me´todos de solucio´n aproximados para el MMAP (al
menos en la revisio´n de literatura realizada), y el problema ma´s parecido a este es el
GAP. Haremos una comparacio´n con los me´todos dedicados a la solucio´n de GAP
en la subseccio´n siguiente.
2.2.2 Problema de asignacio´n generalizada (GAP)
El GAP es considerado como la versio´n ma´s ba´sica del AP cuando se permite
la asignacio´n de varias tareas a un agente o varios agentes a una tarea [16]. Note
que la similitud entre el este problema y el MMAP, es que el GAP so´lo respeta las
capacidad l´ımite de un so´lo conjunto.
Es decir esta versio´n del problema de asignacio´n permite la asignacio´n mu´ltiple
en so´lo uno de sus conjuntos, mientras no exceda la capacidad de cada uno de
los elementos. Para comprender mejor esto se presenta en siguiente modelo que lo
describe:
z∗GAP = min
n∑
i=1
n∑
j=1
cijxij (2.4)
s.a :
m∑
i=1
xij = 1 j = 1, · · · , n (2.5)
n∑
j=1
aijxij ≤ bi i = 1, · · · , m (2.6)
xij ∈ {0, 1}
La variable xij = 1, es igual a 1 si el agente i es asignado a la tarea j, 0 en caso
contrario. La funcio´n objetivo (2.4) minimiza el costo cij de asignar un trabajo j a
un agente i. La igualdad (2.5) asegura que todas las tareas j sean realizadas por un
agente i, mientras que la desigualdad (2.6) asegura que se respete la capacidad bi de
cada agente i al asigna´rsele una tarea j.
En algunas ocasiones puede presentarse que un agente i no pueda realizar
determinada tarea i, en tal caso hacemos aij = bi + 1 para evitar que a un agente
no realice un actividad que no sepa o no pueda desempen˜ar.
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En la figura 2.3 se muestra un ejemplo del GAP. Note que so´lo hay una l´ınea
que sale de cada tarea (una tarea so´lo puede ser asignada a un agente) y varias l´ıneas
que llegan a los agentes (un agente tiene la capacidad de realizar varias tareas), por
lo que puede existir una asignacio´n uno a varios.
Tareas Agentes
Figura 2.3: Problema de asignacio´n generalizada.
En [10], Cattrysee muestra algunas versiones del GAP que han sido propues-
tas en la literatura para describir aplicaciones del mundo real. Anteriormente men-
cionamos que el GAP, cuenta con una restriccio´n que asegura que no se viola las
capacidades de cada uno de los agentes. En [66], permite aumentar dicha capacidad
l´ımite, incurriendo en un costo determinado. En cambio Neebe [56], se considera la
versio´n de costos fijos del GAP donde cada agente incurre en un costo fijo por tarea
realizada.
Ross y Soland emplean el modelo del GAP, para modelar problemas de locali-
zacio´n [61]. El objetivo de este trabajo es ubicar servicios de emergencia.
Otro ejemplo del uso del GAP, es el propuesto por Blocq [7], el cual hace refe-
rencia a la asignacio´n de sectores de eliminacio´n de nieve en la ciudad de Montreal.
En el mismo trabajo [7], se muestra otra aplicacio´n del GAP, cuyo objetivo es re-
ducir costos de entrega de productos derivados del petro´leo a distintas estaciones
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de servicio cada una bajo ciertas restricciones. Cada estacio´n debe cumplir con una
demanda, as´ı como determinada cantidad entregada de cierto producto.
El GAP es considerado NP-dif´ıcil en [25] se puede encontrar informacio´n acerca
de porque tiene esta complejidad. La demostracio´n completa del teorema que prueba
que el GAP es NP-dif´ıcil puede encontrarse en [20].
Debido a la complejidad del GAP se ha recurrido a varios me´todos de aproxi-
macio´n para obtener una solucio´n pro´xima a la o´ptima, algunos de ellos son:
An˜o Me´todo de aproximacio´n Referencia
1981 Greedy con bu´squeda local [51]
1995 Bu´squeda tabu´ [41]
1997 Algoritmos gene´ticos [12]
2000 Algoritmos voraces [53]
2001 Heur´ıstica lagrangiana [33]
2002 Sistemas de hormigas y bu´squeda tabu´ [50]
2003 Encadenamiento de trayectorias [1]
2003 Algoritmo de ramificacio´n y acotamiento [55]
2004 Subgradiente y ramificar y acotar [34]
2007 Relajacio´n lagrangiana [38]
2008 Encadenamiento de trayectorias y fijar de variables [59]
Tabla 2.1: Me´todos heur´ısticos para resolver el GAP.
La diferencia entre los me´todos que mencionamos en la tabla 2.1 son:
los me´todos de la tabla, generan la solucio´n lagrangiana y utilizan e´sta co-
mo punto de inicio para un me´todo exacto, tardando demasiado tiempo para
obtener una solucio´n, no muy pro´xima a la solucio´n o´ptima y en raros casos
factibles,
las instancias que resuelven cuentan con a lo ma´s 500 variables en me´todos
exactos y 2000 en me´todos aproximados sin obtener soluciones factibles y en
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un tiempo de 3600sec o ma´s, mientras que nosotros resolvemos problemas
con 2000 variables obteniendo soluciones factibles y el tiempo que tardamos
nosotros no excede los 360sec,
aunque los procedimientos esta´n disen˜ados para el GAP, los modelos podr´ıan
ser adaptados debido a que estructura del MMAP es muy parecida al de asig-
nacio´n generalizada y
otra diferencia, es que los criterios de para son el tiempo o nu´mero de iteracio-
nes, otro criterio que incorporamos, el de proximidad entre la mejor solucio´n
factible y la cota encontrada hasta el momento, este criterio es el que siempre
se cumple primero.
Por u´ltimo presentamos la seccio´n que contiene la versio´n ma´s sencilla del
problema de asignacio´n y es de donde se desprenden los casos que explicamos en las
secciones anteriores.
2.3 A lo ma´s una tarea por agente
Esta seccio´n comprende los casos en los que un agente puede realizar a lo ma´s
una tarea y una tarea puede ser desempen˜ada por so´lo un agente. Presentamos este
debido a que usualmente es donde se empieza a comprender o visualizar que un
problema es de este tipo.
2.3.1 Problema de asignacio´n cla´sico (CAP)
El problema de asignacio´n cla´sico CAP fue planteado por primera vez en 1952
por Votaw y Order [68] es la versio´n ma´s ba´sica de los modelos que cuentan con a
lo ma´s de una tarea por agente. Dicho problema
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El CAP consiste en realizar una asignacio´n uno a uno de dos conjuntos con la
misma cardinalidad, es decir relacionar n tareas con n agentes, cuya funcio´n objetivo
es minimizar el total de los costos.
La figura 2.4, se muestra una asignacio´n uno a uno entre tareas y agentes, esto
se puede observar ya que so´lo sale una l´ınea de cada tarea y so´lo llega una l´ınea a
cada agente.
Tareas Agentes
Figura 2.4: Problema de asignacio´n cla´sico.
El modelo matema´tico que describe tal situacio´n es el siguiente:
zCAP = mı´n
n∑
i=1
n∑
j=1
cijxij (2.7)
s.a :
n∑
i=1
xij = 1 j = 1, · · · , n (2.8)
n∑
j=1
xij = 1 i = 1, · · · , n (2.9)
xij ∈ {0, 1}
La variable xij = 1 si el agente i es asignado a la tarea j, 0 en caso contrario.
La funcio´n objetivo (2.7)minimiza los costos cij al asignar un agente i a la tarea j.
La igualdad (2.8) asegura la asignacio´n de una u´nica tarea a un agente, mientras que
(2.9) se encarga de que cada agente sea asignado a una sola tarea. Cabe mencionar
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que este problema es matema´ticamente ide´ntico al problema de asignacio´n ponderado
bipartito (nombrado en ingle´s ((weighted bipartite matching))) de teor´ıa de grafos.
Y por u´ltimo mencionamos el problema de asignacio´n cla´sico tomando en cuen-
ta la capacidad del agente, que es equivalente al MMAP en el sentido que se esta´n
respetando las capacidades de ambos conjuntos tanto de tareas como de agentes,
mediante la matriz de capacidades de que un agente realice una tarea o que un
agente puede desempen˜ar una tarea.
2.3.2 Problema de asignacio´n cla´sico tomando en cuenta
la capacidad del agente
En este problema se toma en cuenta la capacidad [9] que tiene cada agente
(ma´quina o persona) de realizar una tarea (trabajo a desempen˜ar) determinada. Al
igual que elMMAP existe el caso en el que las cardinalidades de los conjuntos pueden
ser distintas.
El modelo que describe tal situacio´n esta´ dado por:
z∗ = max
n∑
i=1
n∑
j=1
cijxij (2.10)
s.a :
m∑
i=1
qijxij ≤ 1 j = 1, · · · , n (2.11)
n∑
j=1
qijxij ≤ 1 i = 1, · · · , m (2.12)
xij ∈ {0, 1}
Donde xij = 1 si el agente i es asignado a la tarea j, 0 en caso contrario, qij es
un para´metro que es igual a 1 si el agente i esta calificado para realizar la tarea j, 0
en caso contrario.
El objetivo de este problema es maximizar la utilidad cij de asignar un trabajo j
a un agente i (2.10), hay que tomar en cuenta que en caso de que un agente no pueda
desempen˜ar una tarea es decir qij = 0 entonces cij = 0. Las desigualdades (2.11) y
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(2.12) aseguran que a lo ma´s un agente calificado j es asignado a cualquier tarea i
y que a lo ma´s una tarea j a un agente i, respectivamente.
En la figura 2.5 se puede observar un ejemplo de este problema, que puede ser
encontrado en una empresa que cuenta con 3 empleados una secretaria, un monta-
carguista y un obrero.
La secretaria, el montacarguista y el obrero son los agentes o ma´quinas que
deben desempen˜ar varias actividades o tareas escribir una carta, sacar copias, archivar
documentos, usar una gru´a, fabricar una pinza y arreglar un instrumento. Las l´ıneas
punteadas son las actividades que puede realizar un empleado. Por ejemplo la se-
cretaria puede escribir una carta, archivar o sacar copias, pero no puede operar una
gru´a o arreglar un instrumento.
Figura 2.5: Problema de asignacio´n cla´sico tomando en cuenta la capacidad del
agente.
Cap´ıtulo 3
Revisio´n de la literatura
En este cap´ıtulo hacemos una revisio´n de literatura acerca de dos temas relacio-
nados con el me´todo propuesto en esta tesis, el me´todo heur´ıstico lagrangiano MHL,
sera´ descrito a detalle en los cap´ıtulos titulados, construccio´n de cotas y solucionan-
do el dual para el MMAP. Los temas relacionados con el MHL, son la relajacio´n
lagrangiana y los algoritmos empleados a la fecha para resolver dicha relajacio´n,
por un lado mencionamos los conceptos ba´sicos, usos, caracter´ısticas importantes y
ventajas de la relajacio´n lagrangiana, mientras que por el otro, los procedimientos
heur´ısticos que se han empleado para resolver el problema de asignacio´n generalizada
GAP.
Hay que recordar que la revisio´n de literatura se realiza sobre el GAP, debido
a la similitud que posee este con el problema de asignacio´n mu´ltiple MMAP y que
hasta el momento no hemos encontrado literatura relacionada con el MMAP.
3.1 Relajacio´n lagrangiana
Algunos de los principales puntos a tocar en esta seccio´n esta´n relacionados
con las caracter´ısticas fundamentales de la relajacio´n lagrangiana, por ejemplo sus
resultados, propiedades esenciales, las preguntas relacionadas con su uso, me´todos
de solucio´n, interpretacio´n geome´trica, entre otros.
19
Cap´ıtulo 3. Revisio´n de la literatura 20
Cuando recurrimos a emplear alguna relajacio´n de un problema de optimizacio´n
dado, nos preguntamos:
primero que todo ¿porque´ emplear una relajacio´n?,
ya que decidimos utilizar una relajacio´n, ¿co´mo podemos construir la relajacio´n
de un problema de optimizacio´n entera?,
¿co´mo usarlas para obtener el mejor beneficio posible?,
¿por que´ es ma´s fa´cil resolver una relajacio´n que un problema de optimizacio´n?,
y debido a que hay varios tipos de relajacio´n ¿co´mo determinar cua´l relajacio´n
es mejor?,
y por u´ltimo ¿co´mo calculamos la cota obtenida por una relajacio´n?
e´stas preguntas son las que nos interesa resolver a trave´s de la revisio´n de la liter-
atura.
La literatura existente acerca de relajaciones en especial la lagrangiana es muy
amplia. Por lo que so´lo citamos los trabajos ma´s relevantes para desarrollo de este
trabajo. Si se desea tener informacio´n adicional a la tratada, ver [5, 19, 21, 22, 26,
35, 36, 43, 63, 64, 27]. En caso de que usted no cuente con informacio´n ba´sica acerca
de relajacio´n lagrangiana, se recomienda ver [27].
3.1.1 Relajaciones de un problema de optimizacio´n
Lo primero que nos interesa saber es ¿co´mo construir la relajacio´n de un pro-
blema de optimizacio´n entera? La definicio´n formal de una relajacio´n de un problema
de optimizacio´n [26], realizada por primera vez por Geoffrion en 1974 es la siguiente.
Definicio´n 3.1 Dado el problema de optimizacio´n
P = mı´n{f(x)|x ∈ V } (3.1)
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su relajacio´n se define por
RP = mı´n{g(x)|x ∈ W} (3.2)
donde ambos problemas tienen como variable de decisio´n x si se cumple que el con-
junto de soluciones factibles del problema relajado (3.2) esta´ contenido en el pro-
blema (3.1), es decir V ⊆ W , y cualquier solucio´n factible de (3.2) domina a (3.1)
i. e. ∀x, g(x) ≤ f(x) (similarmente para un problema de maximizacio´n se cumple
∀x, g(x) ≥ f(x)).
Observacio´n 3.2 Un problema de maximizacio´n o minimizacio´n puede ser consi-
derado de forma indiferente. Debido a que puede ser transformado fa´cilmente de un
formato a otro: ma´x{f(x)|x ∈ V } = mı´n{−f(x)|x ∈ V }.
Observacio´n 3.3 De aqu´ı en adelante P ∗ hace referencia al valor o´ptimo de la
funcio´n objetivo del problema P .
Entre las ventajas del uso de una relajacio´n, se encuentran, que ofrecen una
cota del valor o´ptimo para los problemas dif´ıciles de resolver, la cua´l es calculada a
partir de la sustitucio´n de la solucio´n obtenida por el problema (3.2), en la funcio´n
objetivo del problema (3.1). Otra caracter´ıstica provechosa con la que cuenta la
relajacio´n, es que la solucio´n obtenida, au´n siendo infactible en la mayor´ıa de los
casos, sirve como punto de inicio en algunas heur´ısticas.
Para problemas tipo (3.1), frecuentemente es empleada una relajacio´n que con-
siste en ignorar las restricciones de integralidad sobre x. Dicha relajacio´n es conocida
como relajacio´n lineal (denotada por LP ) o relajacio´n continua.
La nueva cota que proponemos, esta´ basada en la relajacio´n lagrangiana, defi-
nida a detalle en la pro´xima seccio´n.
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Relajacio´n lagrangiana LR.
La ((relajacio´n lagrangiana)), consiste en lo siguiente. Dado un problema de
optimizacio´n
OP = mı´n{fx|Ax ≤ b, Cx ≤ d, x ∈ X} (3.3)
donde X esta´ definido por las restricciones de signo y/o de integralidad sobre la
variable x y un conjunto de restricciones Ax ≤ b que consideramos dif´ıciles, en el
sentido de que el problema (3.3) resulta fa´cil de resolver sin tomar en cuenta dichas
restricciones. En cambio las restricciones Cx ≤ d se consideran fa´ciles, debido a
que el problema (3.3) so´lo con ellas es ma´s simple de resolver. Por ejemplo, las
restricciones Cx ≤ d podr´ıan ser un conjunto vac´ıo y podemos tomar e´stas junto
con X , y definir la relajacio´n lagrangiana.
A continuacio´n se presenta la relajacio´n lagrangiana de las restricciones consi-
deradas como dif´ıciles dada por Held y Karp [35, 36].
Definicio´n 3.4 La relajacio´n lagrangiana del las restricciones Ax ≤ b en el proble-
ma (3.3) esta´ dada por
LRλ = mı´n{fx+ λ(Ax− b)|Cx ≤ d, x ∈ X} (3.4)
donde λ es un vector no-negativo de ((pesos)) llamados multiplicadores lagrangianos.
En la funcio´n objetivo del problema (3.4) se agregan las restricciones conside-
radas como dif´ıciles Ax ≤ b mediante un te´rmino de penalizacio´n (multiplicadores
lagrangianos) para prevenir su posible violacio´n y as´ı ((eliminarlas)) del conjunto de
restricciones. Este paso es conoce como dualizacio´n de las restricciones Ax ≤ b.
Observacio´n 3.5 Cabe mencionar que la definicio´n de relajacio´n lagrangiana esta´ da-
da para restricciones con desigualdades, en el caso de que contemos con restricciones
de igualdad, se agregan multiplicadores lagrangianos a la funcio´n objetivo para dua-
lizar las restricciones dif´ıciles pero en este caso los multiplicadores no tienen que
cumplir la condicio´n de no negatividad, debido a la teor´ıa de dualidad.
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Por la definicio´n de relajacio´n lagrangiana, tenemos que la regio´n factible del
problema original (3.3) esta´ contenida en la regio´n del problema relajado (3.4).
Para cualquier valor factible x para el problema original (3.3) y cualquier valor
de λ ≥ 0, se cumple que fx+ λ(Ax − b) ≤ fx, es decir que la funcio´n objetivo del
problema (3.4) es menor o igual a la funcio´n objetivo del problema original (3.3),
LRλ ≤ OP .
Dado un valor de λ ≥ 0, tenemos un valor de LRλ distinto, encontrar la mejor
aproximacio´n del o´ptimo original OP ∗ (3.3). A continuacio´n se presenta el problema
que encuentra la mejor cota lagrangiana [35, 36].
Definicio´n 3.6 El problema dual lagrangiano de (3.3), con respecto a las restric-
ciones dif´ıciles Ax ≤ b es
DL = ma´x
λ≥0
mı´n
x
{fx+ λ(Ax− b)|Cx ≤ d, x ∈ X} (3.5)
donde el espacio solucio´n de (3.5) es el espacio dual sobre los multiplicadores la-
grangianos λ ≥ 0, mientras que (3.4) es resuelto sobre el espacio primal de las
variables x.
Una de las interrogantes que planteamos al inicio de esta seccio´n, es la facti-
bilidad de las soluciones obtenidas por el problema (3.5). Por lo que a continuacio´n
presentamos algunas de las caracter´ısticas que posee dicha solucio´n.
Definicio´n 3.7 Sea xλ la solucio´n o´ptima de (3.4) para algu´n λ ≥ 0, entonces xλ
es llamada solucio´n lagrangiana.
La solucio´n lagrangiana no siempre satisface todas las restricciones originales
de (3.3), debido a que ignoramos algunas restricciones (las dualizadas), por lo que
xλ algunas ocasiones podr´ıa ser no factible.
La informacio´n disponible acerca del valor LR∗, es que, dado un xλ, este valor
se encuentra entre fxλ + λ(Axλ − b) y fxλ.
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Si fxλ es una solucio´n factible del problema (3.3), entonces fxλ + λ(Axλ − b)
es una cota inferior de OP ∗. Pero, si se cumplen las condiciones de holgura comple-
mentaria, es decir, si, λ(Axλ− b) = 0, entonces fxλ+λ(Axλ− b) = OP
∗ = fxλ, por
lo que xλ es una solucio´n o´ptima del problema (3.3).
Las condiciones de holgura complementaria que puede cumplir xλ, esta´n enlis-
tadas en el siguiente teorema presentado por Guignard en [29].
Teorema 3.8 Si xλ es una solucio´n o´ptima del problema (3.4) para algu´n λ ≥ 0,
entonces
fxλ + λ(Axλ − b) ≤ OP
∗ (3.6)
Si xλ es una solucio´n factible del problema (3.3), entonces
fxλ + λ(Axλ − b) ≤ OP
∗ ≤ fxλ (3.7)
Si λ(Axλ−b) = 0, entonces xλ es la solucio´n o´ptima del problema (3.3) y OP
∗ = fxλ
Observacio´n 3.9 La tercera condicio´n del teorema 3.8 es una condicio´n de optima-
lidad suficiente, ma´s no necesaria. Es decir, es posible que una solucio´n factible xλ
sea o´ptima para el problema (3.3), aunque xλ no cumpla las condiciones de holgura
complementaria.
En la siguiente seccio´n, se muestra una explicacio´n gra´fica de los resultados
que hemos hecho referencia hasta el momento.
3.1.2 Interpretacio´n geome´trica de la relajacio´n
lagrangiana
Iniciamos, con la mencio´n del teorema 3.10. Este teorema nos permite estudiar
esquemas de relajacio´n lagrangiana, mediante la interpretacio´n gra´fica del espacio
solucio´n del dual lagrangiano (3.5), sobre la variable λ, mientras que para el espacio
primal es sobre x.
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Teorema 3.10 El problema dual lagrangiano (3.5) es equivalente a la relajacio´n
primal
PR = mı´n
x
{fx|Ax ≤ b, x ∈ conv{x ∈ X|Cx ≤ d}} (3.8)
en el sentido que LR∗ = PR∗, donde conv(·) es el cascaro´n convexo del conjunto
correspondiente.
La demostracio´n del teorema 3.10 es presentado en [26].
Cuando la matriz de restricciones sea no racional, puede pasar que el resultado
del teorema 3.10 sea falso, aunque en la pra´ctica no es posible que ocurra esto,
debido a que computacionalmente hablando, todos los nu´meros son almacenados
como nu´meros racionales y con esto lograr la estructura de un poliedro asociado.
Algunos resultados inferidos de la interpretacio´n gra´fica asociada con el casca-
ro´n convexo del problema (3.8).
Definicio´n 3.11 Decimos que el problema dual lagrangiano (3.5) tiene la propiedad
de integralidad si conv{x ∈ X|Cx ≤ d} = {x ∈ X|Cx ≤ d}
En la figura (3.1), se puede observar que las restricciones a relajar {x ∈
X|Ax ≤ b}, representadas por el conjunto rojo, junto con las restricciones que
consideramos fa´ciles {x ∈ X|Cx ≤ d} (el penta´gono azul). El recuadro amarillo
representa conv{x ∈ X|Ax ≤ b} ∩ {x ∈ X|Cx ≤ d} y el recta´ngulo verde es el
conv{x ∈ X|Ax ≤ b}.
Se puede observar en la figura (3.1), que si LR cuenta con la propiedad de
integralidad, entonces no es posible mejorar la cota obtenida por relajacio´n lineal,
debido a que los puntos extremos de {x|Cx ≤ d} esta´n en X .
Si el problema dual lagrangiano (3.5) cuenta con la propiedad de integralidad
(de aqu´ı en adelante denotada por IP), entonces no es posible mejorar la cota obteni-
da por relajacio´n lineal, debido a que los puntos extremos del conjunto {x|Cx ≤ d}
esta´n en X . Cabe mencionar, que la mejor cota obtenida por relajacio´n lagrangiana
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Figura 3.1: Interpretacio´n geome´trica de LR.
(DL∗) siempre sera´ igual o mejor que la de relajacio´n lineal, nunca peor. Dichos
resultados son establecidos por los siguientes corolarios presentados y demostrados
por Monique Guignard en [27].
Corolario 3.1 Si conv{x ∈ X|Cx ≤ d} = {x ∈ X|Cx ≤ d} cuenta con la IP,
entonces LP ∗ = PR∗ = DL∗ ≤ OP ∗. Es decir la solucio´n o´ptima del problema
lineal es igual a las soluciones del problema primal y el dual lagrangiano, todos estos
menores o iguales que la solucio´n o´ptima original.
Corolario 3.2 Si el conjunto conv{x ∈ X|Cx ≤ d} ⊂ {x ∈ X|Cx ≤ d}, entonces
LP ∗ ≤ PR∗ = DL∗ ≤ OP ∗, es posible que la mejor cota lagrangiana es estrictamente
mejor que la cota lineal.
Ahora que sabemos algunas de las caracter´ısticas que posee la solucio´n lagran-
giana, continuamos con la siguiente interrogante, ¿co´mo construir una relajacio´n?.
Un problema de optimizacio´n puede ser relajado lagrangianamente de varias
formas, la mayor´ıa de los casos ayuda a tener un problema ma´s fa´cil de resolver;
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esto con el objetivo de tener esquemas de relajacio´n eficientes. Las relajaciones ma´s
usuales se enlistan a continuacio´n.
Aislar un subproblema, mientras dualizamos las dema´s restricciones.
Es una de las aproximaciones ma´s usadas, tiene la ventaja de que al ser em-
pleada los subproblemas lagrangianos resultantes cuentan con una estructura
especial y puede ser explotada para resolverlos de forma eficiente.
Descomposicio´n lagrangiana (LD) Tambie´n conocida como particio´n de
variables [57], o ((layering variables)) en ingle´s [60]. Esta es la relajacio´n usada
por el MHL, para encontrar la nueva cota lagrangiana.
La (LD) consiste en realizar una particio´n de las variables[65], haciendo una
copia de las restricciones, para despue´s poder dualizarlas y obtener subproble-
mas independientes (frecuentemente son ma´s de dos) con estructuras especia-
les.
Si tenemos el problema P = minx{fx|Ax ≤ b, Cx ≤ d, x ∈ X} y empleamos el
proceso (LD), reformulamos el problema haciendo una particio´n de variables,
obteniendo un problema equivalente P ′ = mı´nx,y{fx|Ax ≤ b, x ∈ X,Cy ≤
d, y ∈ X, x = y}.
Los problemas P ′ y P tienen valores o´ptimos iguales, pero son resueltos en
distintos espacios solucio´n. Adema´s, si x∗ es la solucio´n o´ptima de P , entonces
la solucio´n (x, y) ≡ (x∗, x∗) es un o´ptimo para P ′ y si (x∗, y∗) es una solucio´n
o´ptima de P ′, entonces x∗ = y∗ y x∗ es o´ptimo para P .
Despue´s de copiar las variables, dualizamos las restricciones x = y en P ′ con
multiplicadores λ, lo cual separa al problema P ′ en dos subproblemas indepen-
dientes, uno sobre x y otro para y
LDλ = mı´n
x,y
{fx+ (y − x)|Ax ≤ b, x ∈ X,Cy ≤ d, y ∈ X} (3.9)
LDλ = mı´n
x
{(f − λ)x|Ax ≤ b, x ∈ X}+mı´n
y
{λy|Cy ≤ d, y ∈ X} (3.10)
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La aplicacio´n del proceso de (LD) conlleva a tener una estructura especial, la
de escalera, por lo tanto el modelo puede ser decompuesto en subproblemas.
El vector de multiplicadores λ, con el que se dualiza la copia de restricciones,
no necesita ser no negativo, debido a que dualizamos una restriccio´n de igual-
dad, en otras palabras, de forma automa´tica tenemos una solucio´n factible
lagrangiana o´ptima para el problema de programacio´n entero original.
Si los subproblemas lagrangianos, obtenidos por la dualizacio´n de la restric-
ciones de igualdad (x = y), tienen la misma solucio´n, e´sta solucio´n, es o´ptima
para el problema original y cuenta con la IP.
Los siguientes teoremas y corolarios presentados y demostrados en [30], mues-
tran que la cota obtenida por (LD) puede dominar estrictamente las cotas
lagrangianas obtenidas por dualizacio´n de un conjunto de restricciones.
Teorema 3.12 Si la solucio´n o´ptima del problema (3.9) es
LD = ma´x
λ
{mı´n
x
{(f − λ)x|Ax ≤ b, x ∈ X}+mı´n
y
{λy|Cy ≤ d, y ∈ X}} (3.11)
entonces
LD = mı´n
x
{fx|x ∈ conv{x ∈ X|Ax ≤ b} ∩ conv{x ∈ X|Cx ≤ d}} (3.12)
En la figura 3.2, se muestra la interpretacio´n geome´trica del teorema 3.12.
Las ((x´s)) denotan los puntos de los conjuntos convexos, la parte rellena de
amarillo es el conjunto donde se intersectan los puntos que cumplen todas las
restricciones, es decir son soluciones factibles.
Corolario 3.3 Si alguno de los subproblemas cuenta con la IP, entonces la
solucio´n o´ptima del problema dual lagrangiano (3.5) es igual o mejor que
cualquier de las cotas lagrangianas obtenidas por dualizar las restricciones
Ax ≤ b o´ Cx ≤ d.
Si ambos subproblemas tienen la IP entonces la solucio´n o´ptima del dual la-
grangiano DL∗ es igual a la cota obtenida por relajacio´n lineal.
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Figura 3.2: Interpretacio´n geome´trica de la descomposicio´n lagrangiana.
Dualizar restricciones de acoplamiento. Una ventaja que podemos en-
contrar, despue´s de haber realizado algu´n tipo de reformulacio´n, es tener
un problema con estructura independiente. Si dualizamos las restricciones de
acoplamiento, tenemos que el problema es dividido en subproblemas para cada
una de las variables.
Presentamos el caso de un problema que cuenta con dos variables de decisio´n,
x y y la cual es introducida mediante reformulaciones. En el problema que se
observa en la figura (3.3), la restriccio´n(recuadro azul) Ex+Fy ≤ h relaciona
ambas variables, por lo que si logramos eliminarlas (dualizar) las restricciones
de acoplamiento el problema se separa en un problema para x y uno para y.
Figura 3.3: Restricciones de acoplamiento.
Dualizar un conjunto de copias individuales de variables. A diferencia
de la te´cnica anterior, e´sta introduce la nueva variable y en el problema P
mediante una copia de la variable x, rescribiendo la restriccio´n Cx ≤ d como
Cy ≤ d, para obtener un problema equivalente a P .
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Otra opcio´n es introducir la variable y, mediante la inclusio´n de la restric-
cio´n Dy = Cx, teniendo el siguiente problema equivalente
P ′′ = mı´n
x,y
{fx|Ax ≤ b, x ∈ X,Dy ≤ d, y ∈ X,Dx = Cy}
Despue´s de haber agregado la restriccio´nDy = Cx la dualizamos por relajacio´n
lagrangiana y resolvemos el problema. La restriccio´n Dy = Cx es ma´s de´bil
que x = y, es decir, este problema es ma´s fa´cil de resolver que el presentado
en la construccio´n anterior.
Cabe notar que debido a que la restriccio´n agregada es una igualdad, el prob-
lema lagrangiano tiene soluciones o´ptimas x y y que satisfacen la restriccio´n
agregada Dy = Cx, por lo que la solucio´n x es o´ptima para el problema P .
3.1.3 Caracter´ısticas de la funcio´n lagrangiana
La funcio´n lagrangiana esta´ dada por
z(λ) = mı´n
x
{fx+ λ(Ax− b)|Cx ≤ d, x ∈ X} (3.13)
Una de las ventajas que tiene la funcio´n lagrangiana, es que este problema es
equivalente a solucionar el o´ptimo del problema lagrangiano.
Otra caracter´ıstica con la que cuenta el problema (3.13) es que podemos de-
scomponerlo en subproblemas, de la forma mı´nk=1,..,K{fx
k + λ(Axk − b)}, si el con-
junto conv{x ∈ X|Cx ≤ d} es un politopo, es decir, un poliedro acotado, el cua´l
consiste en una familia grande pero finita de ve´rtices tipo {x1, x1, ..., xk}.
La solucio´n o´ptima del problema lagrangiano no es u´nica, debido a que z(λ)
es una funcio´n co´ncava de λ, con saltos donde es no diferenciable. Donde z(λ) es la
cubierta menor de la familia de funciones lineales de λ, tipo fxk + λ(Axk − b, k =
1, .., K.
En la figura 3.4 se puede observar que la funcio´n lagrangiana es descompuesta
por varios subproblemas representados por las variables eta (l´ınea negra delgada),
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mientras que la l´ınea azul representa los puntos factibles. La l´ınea roja representa
los puntos factibles o´ptimos, por o que el problema cuenta con varias soluciones
o´ptimas.
Figura 3.4: Funcio´n lagrangiana para el caso de maximizacio´n.
La funcio´n co´ncava f(x) es continua sobre el dominio y diferenciable casi en
todos los puntos, excepto sobre un conjunto de medida 0. La funcio´n es no diferen-
ciable en dichos puntos, tampoco tiene gradiente, pero si cuenta con subgradiente.
Aprovechamos las ventajas de la funcio´n co´ncava f(x), para obtener el problema
dual lagrangiano.
Definicio´n 3.13 Un vector y ∈ Rn es un vector subgradiente de una funcio´n co´nca-
va f(x) el punto x0 ∈ Rn
f(x)− f(x0) ≤ y(x− x0) (3.14)
Definicio´n 3.14 El conjunto de todos los subgradientes de una funcio´n co´ncava f(x)
el punto x0 es llamado subdiferenciable de f en x0 y es denotado como ∂f(x0).
Teorema 3.15 El subdiferenciable ∂f(x0) de una funcio´n co´ncava f(x) en x0 siem-
pre es no vac´ıo, cerrado, convexo y acotado.
Si ∂f(x0) tiene un solo elemento, entonces ese elemento es el subgradiente de f
en x0, denotado por ∇f(x0).
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El problema dual lagrangiano (3.5) es
DL = ma´x
λ≥0
(LR∗λ)
= ma´x
λ≥0
(z(λ))
= ma´x
λ≥0
mı´n
k=1,..,K
{fxk + λ(Axk − b)}
= ma´x
λ≥0,η
{η|η ≤ fxk + λ(Axk − b), k = 1, ..., K}
(3.15)
donde λ∗ es el multiplicador o´ptimo del problema (3.5), que minimiza z(λ) y en-
cuentra valores o´ptimos de η y z(λ∗), tales que η∗ = z(λ∗).
El valor actual de λ∗ en la iteracio´n k, esta´ denotado por λk, que satisface ηk =
z(λk) y que un nivel del hiperplano Hk = {λ|fxk + λ(Axk − b) = ηk} pasa por λk.
Si z(λ) es diferenciable en λk, es decir, el problema (3.5) tiene una u´nica solu-
cio´n o´ptima xk, entonces z(λ) tiene un gradiente ∇z(λk) en λk y es
∇T z(λk) = (Axk − b)⊥Hk (3.16)
Si z(λ) es no diferenciable en λk, es decir, LRλk tiene soluciones o´ptimas mu´l-
tiples xk, se puede mostrar que el vector sk = (Axk − b)
T
es un subgradiente
de z(λ) en λk, donde el vector sk es ortogonal a Hk.
Esto para simplificar el problema. Recuerde que el uso principal de la relajacio´n
es obtener un problema ma´s sencillo de resolver que el original. Sin olvidar que en
algunos casos no es posible obtener la solucio´n exacta a nuestro problema incluso
una buena.
Ahora hablaremos acerca de la comparacio´n con respecto a la fortaleza que
posee cada una de las relajaciones.
Una opcio´n que surge para transformar un problema dif´ıcil a uno fa´cil, al tener
el problema dual lagrangiano (3.5), es el de guardar los nuevos cortes generados por
Cap´ıtulo 3. Revisio´n de la literatura 33
las restricciones violadas junto con las restricciones que en su inicio consideramos
dif´ıciles, so´lo si existe una nueva interseccio´n entre el poliedro nuevo relajado (el
que contiene los cortes violados) y el cascaro´n convexo original de soluciones enteras
(restricciones que consideramos dif´ıciles al inicio y que esta´n guardadas), es decir
que haya una interseccio´n ma´s pequen˜a que la anterior. Logrando fortalecer la cota.
Si llega a ocurrir que nuevamente un corte es violado por la solucio´n lagrangiana
actual, entonces existen las siguientes posibilidades:
si el corte es igual a una combinacio´n convexa de las restricciones dualizadas
actuales o guardadas, no es posible reducir la interseccio´n desde cada punto de
intersecciones antiguas. En la figura 3.5, vea que no es posible mejorar la cota
debido a que el corte generado no intersecta la regio´n formada por los cortes
actuales o guardadas(a´rea amarilla).
Figura 3.5: No hay interseccio´n ma´s pequen˜a, por lo que no es posible mejorar la
cota.
si el corte es una desigualdad va´lida para el problema lagrangiano, entonces
cada punto en el cascaro´n convexo de puntos enteros satisface las restricciones
guardadas, de ser necesario es posible usar informacio´n de las restricciones
guardadas y dualizadas para generar el corte y borrar parte de la interseccio´n.
En la figura 3.6, se puede observar que el cascaro´n convexo (a´rea roja), es
intersecada por el nuevo corte por lo que es posible mejorar la cota.
Este procedimiento es llamado relajar y cortar, el cua´l en su formato ma´s
sencillo consiste en
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Figura 3.6: Posible mejora de la cota lagrangiana.
1. inicializar el multiplicador lagrangiano λ,
2. resolver el problema lagrangiano actual, siendo x(λ) la solucio´n lagrangiana.
Si au´n no ha sido resuelto el dual lagrangiano, actualizar λ. Si no terminar.
3. Identificar el corte que fue violado por x(λ) y dualizarlo. Ir a (2).
Una de las ventajas ma´s importantes de la relajacio´n lagrangiana, son la ob-
tencio´n de una cota y la solucio´n lagrangiana.
Usualmente la solucio´n es usada como punto de inicio por una heur´ıstica y
puede cumplir varias caracter´ısticas, por ejemplo
si satisface las restricciones de holgura complementaria (llamadas CS de aqu´ı en
adelante), la solucio´n obtenida es o´ptima para el problema entero o
si la solucio´n es factible pero no cumple las CS, al menos se tiene una solucio´n
factible del problema original, pero au´n hay que determinar, por algu´n otro
me´todo (puede ser el de ramificar y acotar) el o´ptimo y por u´ltimo
si la solucio´n es infactible, frecuentemente e´stas soluciones esta´n cerca de la
factible, por lo que en la literatura se encuentran demasiada informacio´n acerca
de co´mo factibilizarla, algunos de los procedimientos ma´s usuales consisten
en transformar la solucio´n de forma correcta en infactibilidades, cuidando en
afectar en forma mı´nima la funcio´n objetivo [29], otra forma de factibilizar la
solucio´n es fijando (en 1 o´ 0) algunos componentes significativos de las variables
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de decisio´n segu´n sus valores actuales y resolviendo o´ptimamente el problema
restante, comenzando con la fijacio´n de variables que satisfacen las restricciones
relajadas [28].
Para finalizar el cap´ıtulo de revisio´n de literatura, enlistamos algunos de los
me´todos ma´s importantes para la solucio´n del dual lagrangiano (3.5).
3.2 Me´todos para resolver el problema dual
lagrangiano
La calidad de la cota obtenida por relajacio´n lagrangiana depende en cierta
forma del me´todo de solucio´n del problema dual lagrangiano. Por lo que ahora nos
enfocaremos en dichos me´todos, enlistando los ma´s frecuentes, dando una breve
descripcio´n de cada uno y las ventajas de cada uno. Empezamos con la optimizacio´n
subgradiente, posteriormente los me´todos basados en la propiedad lagrangiana, como
planos cortantes (o generacio´n de restricciones), Dantzig-Wolfe (o generacio´n de
columnas), algoritmo volumen, me´todos lagrangianos de agregacio´n y desagregacio´n,
tambie´n algunos me´todos de aproximacio´n h´ıbrida.
3.2.1 Me´todo del subgradiente
Este me´todo podr´ıa decirse que es el ma´s usado para la solucio´n del dual
lagrangiano (3.5), incluso es el usado por nosotros. Pero los pioneros en considerarlo
para la solucio´n de dicho problema fueron Held y Karp en 1971 [36] y posteriormente
fue probado por Held, Wolfe y Crowder en [37].
Este me´todo es un procedimiento iterativo, el cual en cada iteracio´n k, se
obtiene un vector multiplicador actual λk y la longitud del paso que da con subgra-
diente z(λk), que en caso de ser necesario, el punto resultante es proyectado en un
ortogonal no negativo.
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Consideremos que LRkλ es el problema dual lagrangiano en la iteracio´n k cuya
solucio´n o´ptima es xk. Entonces sk = (Axk − b)
T
es un subgradiente de z(λ) en λk.
Sea λk la solucio´n o´ptima (no conocida) de la relajacio´n lagrangiana, con η∗ =
z(λ∗), sea λ
′k+1 una proyeccio´n de λk es un hiperplano H∗ paralelo a Hk, donde
H∗ = {λ|fxk + λ(Axk − b) = η∗} (3.17)
El vector sk es perpendicular a Hk y a H
∗ (debido al paralelismo con Hk), por
lo que λ
′k+1 − λk es un multiplicador no negativo de sk es decir
λ
′k+1 − λk = µsk, µ ≥ 0 (3.18)
Adema´s, si λ
′k+1 pertenece a H∗, entonces
fxk + λ
′k+1(Axk − b) = η∗ (3.19)
por lo tanto
fxk + λk(Axk − b) + µsk((Axk − b)) = η∗ + µsk • sk = η∗ (3.20)
donde µ = η
∗−ηk
‖sk‖
, por lo que
λ
′k+1 = λk
sk(η∗ − ηk)
‖sk‖2
(3.21)
Para concluir presentamos la definicio´n del multiplicador de la iteracio´n sigu-
iente como λk+1 =
[
λ
′k+1
]+
es decir λk+1 es la proyeccio´n ortogonal no negativa, por
lo que λk+1 debe ser no negativo. Debido a las descripcio´n dada de las proyecciones
geome´tricas, es claro que λk+1 se encuentra ma´s cerca a λ∗ que a λk, en consecuencia
tenemos que la secuencia
∥∥λk − λ∗∥∥2 es mono´tonamente no creciente.
Lo descrito en el pa´rrafo anterior dice que la convergencia del subgradiente
es impredecible. Por lo que para algunos problemas, la convergencia es ra´pida y
altamente confiable, mientras que para otros tiende a producir multiplicadores en
secuencia, o de forma equivocada.
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3.2.2 Me´todos duales ascendentes
A diferencia del me´todo subgradiente, este tipo de me´todos aprovecha la estruc-
tura del problema dual lagrangiano (3.5) para crear una secuencia de multiplicadores
que garanticen la mono´toneidad creciente del algoritmo.
Normalmente los me´todos duales ascendentes se concentran en optimizar pro-
blemas duales lagrangianos por lo que en general, no se puede esperar que las solu-
ciones del problema original siempre sean enteras.
Observacio´n 3.16 Este tipo de aproximaciones son de estructura independiente por
lo que so´lo se puede emplear en problemas espec´ıficos. Si se desea tener ma´s detalles
acerca de las condiciones necesarias para emplearlos vea [31].
3.2.3 Me´todo generacio´n de restricciones o de planos
cortantes
Consideremos la siguiente relajacio´n lagrangiana LR
DL = ma´x
λ≥0
(LR∗λ)
= ma´x
λ≥0
(z(λ))
= ma´x
λ≥0
mı´n
k=1,..,K
{fxk + λ(Axk − b)}
= ma´x
λ≥0,η
{η|η ≤ fxk + λ(Axk − b), k = 1, ..., K}
En cada iteracio´n k de este tipo de me´todo, se genera uno o ma´s cortes de la
forma η ≤ fxk + λ(Axk − b) para resolver el k-e´simo subproblema lagrangiano LRkλ
cuya solucio´n es xk.
Los cortes generados en la iteracio´n anterior son agregados a la iteracio´n actual,
de forma que el problema actual esta´ formado por todos los cortes generados en
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iteraciones anteriores, formando el problema maestro de la siguiente forma
MP k = ma´x
λ≥0,η
{η|η ≤ fxk(h) + λ(Axk(h) − b), h = 1, · · · , K} (3.22)
cuya solucio´n de la pro´xima iteracio´n es λk+1, el proceso continua hasta que se
cumpla que (MP k)∗ = z(λk+1), obteniendo el valor o´ptimo de LR.
Dicho me´todo fue implementado en [11, 39], partiendo del hecho que z(λ) es
la cubierta mı´nima de una familia de funciones lineales, con la forma de los cortes
descritos anteriormente.
3.2.4 Me´todo de generacio´n de columnas
Daremos una breve descripcio´n acerca del me´todo de generacio´n de columnas,
pero si le parece insuficiente dicha informacio´n vea [17, 18].
El me´todo de generacio´n de columnas o CG consiste en reformular un problema
de forma de obtener un problema lineal (o entero) cuyas columnas corresponden
a soluciones factibles de un subconjunto de problemas, sujetos a las restricciones
restantes, cuyas variables son sujetas a pesos.
Dos aspectos importantes a considerar en este me´todo son que podemos verlo
como el proceso dual de la relajacio´n lagrangiana o el me´todo dual de generacio´n de
restricciones (descrito en la seccio´n anterior). Adema´s, este me´todo es una aplicacio´n
del algoritmo de descomposicio´n [13, 14].
Para comenzar dicho algoritmo, elegimos la variable xk ∈ {x ∈ X|Cx ≤ d} y
k ∈ K de tal forma que se encuentre en el conjunto conv{k} = conv{x ∈ X|Cx ≤ d}.
Una manera adecuada de elegir las variables tipo xk pueden ser todos los puntos
que esta´n contenidos en conv{x ∈ X|Cx ≤ d}, pero si deseamos encontrar una
solucio´n ma´s ra´pida cabe definir a e´stas variables solamente como los ve´rtices de
conv{x ∈ X|Cx ≤ d}.
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Consideremos el problema de optimizacio´n
P = mı´n{fx|Ax ≤ d, Cx ≤ d, x ∈ X} (3.23)
El problema P esta´ definido de tal forma que beneficie la estructura del prob-
lema 3.24 dual lagrangiano que esta definido como sigue
LR = ma´x
λ≥0
{mı´n
x
{fx+ λ(Ax− b)|Cx ≤ d, x ∈ X}} (3.24)
El problema primal equivalente al dual lagrangiano 3.24 es
PR = mı´n
x
{fx|Ax ≤ b, x ∈ {x ∈ X|Cx ≤ d}} (3.25)
debido a que x ∈ conv{x ∈ X|Cx ≤ d} puede ser escrito como una combinacio´n
lineal de pesos µk, tales que
∑
k∈K µk = 1 y µk ≥ 0. Logrando la reformucio´n
siguiente
PR = mı´n
x
{f
∑
k∈K
µkx
k|A
∑
k∈K
µkx
k ≤ b,
∑
k∈K
µk = 1, µk ≥ 0} (3.26)
= mı´n
x
{
∑
k∈K
µk · f(x
k)|
∑
k∈K
µkA(x
k) ≤ b,
∑
k∈K
µk = 1, µk ≥ 0} (3.27)
, donde el operador · representa el producto interno (punto) de vectores.
El lograr separar las restricciones guardadas (generadas) de las restricciones
dualizadas (las originales relajadas), es un proceso equivalente a tener un subprob-
lema y un problema maestro. Por lo que mediante la generacio´n de columnas obten-
emos las soluciones de subproblemas enteros que poseen las mismas restricciones que
los subproblemas lagrangianos. En [62] puede encontrarse una implementacio´n exi-
tosa de este me´todo realizada por Savelsbergh que brinda cotas lagrangianas mejores
que las obtenidas por la relajacio´n lineal para el GAP.
Held y Karp sospechan que la fortaleza de la cota obtenida por generacio´n de
columnas o relajacio´n lagrangiana depende, de que los subproblemas no tomen en
cuenta la IP. Esto pasa cuando la cota lineal del problema maestro es igual a la cota
lagrangiana[35, 36].
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El esquema puede ser exitoso mediante la solucio´n de problemas que cuenten
con la IP porque permite calcular indirectamente la solucio´n o´ptima de la relajacio´n
lineal au´n cuando no puede ser calculada directamente, debido a la cantidad expo-
nencial de restricciones [35, 36].
A diferencia del me´todo del subgradiente, el me´todo de generacio´n de columnas,
cuenta con un criterio de parada por calidad (MP k)∗ = z(λk+1).
3.2.5 Me´todo h´ıbrido de dos fases
Un me´todo h´ıbrido de dos fases, como su nombre lo dice, consiste en un me´todo
que compuesto por dos algoritmos para encontrar la solucio´n del problema dual
lagrangiano.
En [32] se presenta un me´todo h´ıbrido que combina el me´todo del subgradiente
con el me´todo de generacio´n de restricciones. Lo primero que hacen Guignard y Zhu
es ajustar los multiplicadores de acuerdo al subgradiente, a la vez que agregan las
restricciones correspondientes a todas las soluciones conocidas de los subproblemas,
al problema maestro relajado linealmente, para tomar la solucio´n o´ptima de este
como una estimacio´n actual del dual lagrangiano o´ptimo. Conforme van transcur-
riendo las iteraciones la exactitud de la estimacio´n va mejorando, por lo que no es
necesario ajustar el taman˜o del paso k = 1, ∀k. Este me´todo es convergente, tal y
como el me´todo de generacio´n de restricciones, debido a que da un intervalo del dual
o´ptimo, mediante la cota obtenida por relajacio´n lagrangiana y el valor del problema
maestro.
En este me´todo se debe contar con la certeza de que el proceso no se cicla,
en caso de que el proceso se cicle, es decir se obtienen restricciones repetidas y
no es posible mejorar el problema maestro. Por lo que se sigue el mismo criterio de
mejoramiento que el subgradiente, es decir, si despue´s de cierto nu´mero de iteraciones
(digamos, 5 veces), se genera el mismo corte, se recomienda cambiar a una fase de
generacio´n de restricciones pura.
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3.2.6 Descomposicio´n de subproblemas
Uno de los me´todos que aprovecha la estructura que poseen algunas de las
relajaciones lagrangianas es el me´todo de descomposicio´n en subproblemas siempre
y cuando el subproblema lagrangiano se descomponga en problemas pequen˜os, por
lo que la regio´n factible es el producto cartesiano de varias regiones pequen˜as.
La ventaja ma´s importante con la que cuenta este me´todo es que reduce la
complejidad computacional de los subproblemas lagrangianos. Por ejemplo, si con-
tamos con un problema de 5,000 variables binarias, podemos descomponerlo en 50
problemas con 100 variables binarias, los cuales son ma´s fa´ciles de resolver.
Un ejemplo de la descomposicio´n de subproblemas aplicado al GAP es el si-
guiente
LRλ = mı´n =
∑
i,j
cijxij +
∑
j
λj(1−
∑
i
xij)
s.a : =
∑
j
aijxij ≤ bi ∀i ∈ I (KP )
xij ∈ {0, 1} ∀i ∈ I, ∀j ∈ J
Reagrupando con respecto a los factores en comu´n, tenemos
LRλ = mı´n
{∑
i,j
(cij − λj)xij +
∑
j
λj|
∑
j
aij ≤ bi, ∀i, xij ∈ {0, 1}, ∀i, j
}
Si tomamos el conjunto de soluciones factibles E(KP ) = {xk|k ∈ K} formado
por las restricciones tipo KP y separamos el problema para cada una de las restric-
ciones tipo KP tenemos, E(KP1) = {x
k
1|k ∈ K1}, por lo que la interseccio´n de las
soluciones que cumplen todas las soluciones es K =
∑
iKi.
Entonces, la solucio´n factible de LRλ se escribe como xij =
∑
k∈Ki
µikx
k
ij , ∀i, j,
por lo que
ma´x
λ,z
{z +
∑
j
λj|z ≤
∑
i,j
(cij − λj)x
k
ij , ∀k ∈ K}
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Desagregando el problema dual lagrangiano en Ki problemas independientes,
por lo que la generacio´n de columnas del problema maestro podr´ıa ser
ma´x
λ,z
{
∑
i
zi +
∑
j
λj |zi ≤
∑
j
(cij − λj)x
k
ij , ∀i, k ∈ Ki} (3.28)
dualizando tenemos
mı´n
µ
=
∑
k∈Ki
∑
ij
cijx
k
ijµ
i
k
s.a :
∑
k∈Ki
∑
i
xkijµ
i
k
∑
k∈Ki
µik = 1
µik ≥ 0
Los me´todos presentados en e´sta seccio´n, consideramos que no son adecua-
dos para resolver el problema de asignacio´n mu´ltiple, ya que queremos analizar las
propiedades con las que cuenta la solucio´n lagrangiana. En la mayor´ıa de los me´todos
anteriores, la solucio´n lagrangiana so´lo es utilizada como punto de inicio. Adema´s de
que conforme van transcurriendo el nu´mero de iteraciones, el problema puede irse
complicando.
Otra de las barreras por las que no podemos hacer uso de los me´todos presen-
tados, es porque esta´n basados en el problema de asignacio´n generalizada y no al
problema de asignacio´n mu´ltiple, en el que estamos enfocados.
Nosotros empleamos el me´todo del subgradiente para resolver el dual lagrangiano,
ya que consideramos que es fa´cil de emplear, ra´pido y obtiene buenas soluciones para
el problema a tratar.
Algunas alternativas a las presentadas en esta u´ltima seccio´n para resolver el
problema dual lagrangiano, son el algoritmo ((volume)), el cual es una extensio´n del
subgradiente y esta´ estrechamente relacionada con la te´cnica ((bundle)) [3]. Otro de
los algoritmos que han sido propuestos para resolver este problema y que obtiene
buenas soluciones dual como primales es el descrito en [4]. Usualmente la solucio´n
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primal (no entera), es usada como punto de inicio en me´todos heur´ısticos con el
objetivo de crear varias soluciones enteras [2].
Cap´ıtulo 4
Construccio´n de nuevas cotas
lagrangianas
Este cap´ıtulo esta´ dedicado a la construccio´n y desarrollo de cotas lagrangianas
modificadas para el problema de asignacio´n mu´ltiple MMAP. Presentamos un pro-
cedimiento innovador, para transformar el MMAP, a un problema equivalente, que
sea ma´s fa´cil de resolver. Posteriormente describimos el me´todo de solucio´n para
resolver el problema obtenido.
En la seccio´n 4.1 se muestra el desarrollo de lo que nombramos cotas la-
grangianas modificadas. Debido a que definimos dos tipos de cotas, que esta´n rela-
cionadas, dedicamos una seccio´n a cada una de ellas, e´stas difieren, en cuanto al tipo
de restricciones a dualizar.
4.1 Cota modificada
Consideremos el siguiente problema de optimizacio´n entero
z∗ = ma´x{cx|Dx ≤ d, Ax ≤ b, x ∈ U}
donde x ∈ Rn, el conjunto U puede estar formado por restricciones de signo sobre x
y/o restricciones de integralidad para algunos componentes de x.
El problema 4.1 tienem restricciones tipoDx ≤ d consideradas como ((restricciones
dif´ıciles)) y n ((restricciones fa´ciles)) de tipo Ax ≤ b en el sentido de que el problema
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de optimizacio´n so´lo con este tipo de restricciones y x ∈ U es ma´s fa´cil de resolver
que el problema original.
Sea a x∗ como la solucio´n o´ptima del problema (4.1). De aqu´ı en adelante
denotamos al conjunto X como el conjunto que posee las variables x que cumplen
las restricciones fa´ciles, es decir X = {x ∈ U |Ax ≤ b}.
Observacio´n 4.1 El problema posee la estructura de descomposicio´n doble, es decir,
si relajamos las restricciones Dx ≤ d el problema se descompone en n subproblemas
independientes. Por otro lado, si relajamos el otro conjunto de restricciones Ax ≤ b
el problema se descompone en m subproblemas independientes. Relajando cualquier
tipo de restricciones, contamos con un problema ma´s fa´cil que el original.
Por lo que, es indistinto, considerar como restricciones dif´ıciles a Ax ≤ b o´ a
Dx ≤ d. Entonces, so´lo describiremos el procedimiento tomando en cuenta a Dx ≤ d
como dif´ıciles, puesto que el procedimiento es ana´logo, si las restricciones Ax ≤ b
son las que consideramos como dif´ıciles.
Definimos u = {ui} ≥ 0 como un vector de m multiplicadores lagrangianos.
La relajacio´n lagrangiana consiste en agregar mediante un te´rmino de penalizacio´n
a la funcio´n objetivo las restricciones que se consideran como dif´ıciles para prevenir
su posible violacio´n y se define como
z(u) = ma´x{cx+ u(d−Dx)|x ∈ X} (4.1)
.
Por simplicidad suponemos que conocemos la solucio´n o´ptima del problema
(4.1) ∀u ≥ 0. Si x∗ es una solucio´n factible del (4.1), se cumple que
c∗ + u(d−Dx∗) ≤ z(u) (4.2)
es decir para cualquier u ≥ 0. Si x∗ es factible para (4.1), tenemos que para cualquier
valor de u ≥ 0, obtenemos una cota, z∗ ≤ z(u), la cua´l es conocida como cota cla´sica
lagrangiana.
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Dado un vector u ≥ 0, tenemos una cota cla´sica lagrangiana, por lo que encon-
trar los multiplicadores o´ptimos u∗ asociados a este problema, consiste en resolver
el problema dual lagrangiano
z(u∗) = mı´n
u≥0
z(u) ≡ wD (4.3)
el cual encuentra la mejor cota cla´sica lagrangiana.
Para problemas tipo (4.3), convexos y bajo ciertas condiciones de regularidad
(ver [6], para ma´s detalles acerca de dichas condiciones) tenemos que u∗(d−Dx∗) = 0,
au´n cua´ndo u(d − Dx∗), puede ser estrictamente positivo para u 6= u∗. S´ı X es
no convexo, el te´rmino de complementariedad u(d − Dx∗) puede ser estrictamente
positivo para u = u∗. Por lo tanto, proponemos fortalecer la cota lagrangiana z(u) y
el valor de la cota lagrangiana dual wD estimando los te´rminos de complementariedad
los ma´s pequen˜os posibles.
Suponemos la siguiente informacio´n acerca de una solucio´n o´ptima x∗ del prob-
lema (4.3).
Suposicio´n 4.2 Se conoce un conjunto W ⊆ Rn, tal que x∗ ∈ W , llamado conjunto
localizacio´n.
Observacio´n 4.3 Existen distintas formas de definir el conjunto localizacio´n. La
seccio´n 4.3 titulada ((Estimacio´n de ξ(pi, u), mediante la defincio´n del conjunto lo-
calizacio´n)) donde definimos algunos conjuntos localizacio´n.
Presentamos el procedimiento que proponemos, este encuentra una nueva cota
lagrangiana, incluso mejor que la cla´sica. ¿Porque´ obtiene una mejor cota que la
cota cla´sica lagrangiana? En 4.1 el te´rmino de penalizacio´n agregado a la funcio´n
objetivo se considera que tiende a 0, cuando no necesariamente es as´ı. Si logramos
encontrar el valor o´ptimo de dicho te´rmino de penalizacio´n, encontramos una cota
ma´s ((estrecha)) que la cla´sica.
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Sea θ(u) el valor o´ptimo del problema auxiliar usado para estimar el te´rmino
de complementariedad
θ(u) = mı´n
y∈W
u(d−Dy), u ≥ 0 (4.4)
La demostracio´n de la siguiente proposicio´n muestra formalmente que la nueva
cota lagrangiana (la modificada) es mayor o igual que la cota cla´sica lagrangiana.
Proposicio´n 4.4 Sea W una localizacio´n. Entonces se cumple que para cualquier
u ≥ 0, tenemos
z∗ ≤ zM(u) (4.5)
donde la cota lagrangiana modicada esta definida como la sustraciccio´n del valor
o´ptimo de (4.1) y (4.4)
zM(u) ≡ {z(u)− θ(u)}
encontrar la mejor cota de este tipo, esta´ definida por la solucio´n del problema la-
grangiano dual modificado
zMD = mı´n
u≥0
{zM(u)} (4.6)
Demostracio´n: Por la definicio´n de z(u) y la condicio´n de que x∗ ∈ X implica que
z∗ ≤ z(u)− u(d−Dx∗). Entonces tenemos que el
z∗ ≤ mı´n
u≥0
{z(u)− u(d−Dx∗)}
por definicio´n de x∗ ∈ W sigue que
≤ ma´x
y∈W
{mı´n
u≥0
{z(u)− u(d−Dy)}}
debido a las propiedades de un problema de minmax
≤ mı´n
u≥0
{ma´x
y∈W
{z(u)− u(d−Dy)}}
agrupando los problemas dependiendo de su variable de decisio´n y empleando la
propiedad de que un problema de maximizacio´n puede ser expresado como uno de
minimizacio´n
= mı´n
u≥0
{z(u)−mı´n
y∈W
{u(d−Dy)} ≡ wD
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≤ z(u)−mı´n
y∈W
{u(d−Dy)} ≡ zM(u)
para cualquier u ≥ 0
Proposicio´n 4.5 Para cualquier u ≥ 0, la desigualdad uDx ≤ u(d−Dx) es va´lida
cuando x = x∗. Si u es el vector de multiplicadores o´ptimo para la relajacio´n convexa
del problema (4.1) y se cumple que θ(u) ≥ 0, entonces uDx ≤ u(d−Dx) con u = u∗
y x∗ no es la solucio´n o´ptima del problema relajado.
Demostracio´n: Si x∗ ∈ W un punto o´ptimo para el problema original, entonces la
solucio´n o´ptima del problema auxiliar θ(u) (el multiplicador o´ptimo), es mejor que
cualquier multiplicador factible
θ(u) = mı´n
y∈W
u(d−Dy) ≤ u(d−Dx∗). (4.7)
Entonces uDx ≤ u(d−Dx) se cumple, si x = x∗ y toda u ≥ 0. Las condiciones
de holgura complementaria [54] se cumplen cuando uDx = ud. Por lo que si θ(u) ≥ 0,
la desigualdad uDx ≤ ud− θ(u) no se cumple cuando x = x∗.
Observacio´n 4.6 Note que el valor de la cota lagrangiana modificada, esta´ com-
puesta por la resta del los valores o´ptimos de los problemas (4.1) y (4.4) y no por
la solucio´n o´ptima del problema compuesto por la resta de los problemas, es decir,
wMD 6= z(u
∗)− θ(u∗). En otras palabras, no se deben tomar ambos problemas como
si fuera uno mismo, ya que algu´n multiplicador o´ptimo para (4.1) quiza´ no sea el
mismo que para (4.4).
Suponemos que los conjuntos solucio´n del problema dual lagrangiano modifi-
cado, X y W , contienen un gran nu´mero de puntos pero finito, por lo que podemos
descomponerlos de la siguiente manera X = {x1, x2, . . . xT } y W = {y1, y2, . . . yL},
es decir que X y W son poliedros acotados ve´rtices xi y yj .
Proposicio´n 4.7 El problema dual modificado puede ser expresado como
wMD = ma´x{cx|Dx ≤ Dy, x ∈ conv(X), y ∈ conv(W )} (4.8)
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Demostracio´n: Por la definicio´n de los problemas wMD, zM(u) y z(u) tenemos
wMD = mı´n
u≥0
{ma´x
x∈X
{cx+ u(d−Dx)} −mı´n
y∈W
{u(d−Dy)}}
= mı´n
u≥0
{ ma´x
t=1,··· ,T
{cxt + u(d−Dxt)} − mı´n
l=1,··· ,L
{u(d−Dyl)}}
(4.9)
donde η y ξ esta´n definidas de la suguiente manera
η = ma´x
t=1,··· ,T
{cxt + u(d−Dxt)}
ξ = mı´n
l=1,··· ,L
{u(d−Dyl)}
Rescribiendo el problema tenemos
mı´n η − ξ
η ≥ cxt + u(d−Dxt), t = 1, · · · , T
ξ ≤ u(d−Dyl), l = 1, · · · , L
u ≥ 0, η, ξ ∈ R1
El problema que obtenemos como resultado de la proposcio´n 4.7 es equivalente
a resolver el dual lagrangiano (4.3), en caso de que este problema au´n se considere
dif´ıcil de resolver, podemos hacer una aproximacio´n de ξ (siguiendo el mismo pro-
cedimiento, es decir, relajar de forma lagrangiana las restricciones dif´ıciles y calcular
el mejor te´rmino de penalizacio´n agregado a la funcio´n objetivo). Para ma´s detalles
ir a la seccio´n 4.3 ((Estimacio´n de ξ(pi, u), mediante la defincio´n del conjunto local-
izacio´n)).
4.2 Cota modificada con pi
En esta seccio´n se describe una de las aportaciones ma´s importante de este
trabajo, la cual consiste en el ca´lculo de la cota lagrangiana modificada para los
problemas que cuentan con la estructura de descomposicio´n doble.
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En la seccio´n 4.1 definimos el problema dual lagrangiano (4.3), el cua´l es equiv-
alente a la relajacio´n primal presentada por Geoffrion en [26] definida como
wD = ma´x{cx|Dx ≤ d, x ∈ conv(X)}
donde conv() denota el cascaro´n convexo.
El problema original esta´ compuesto por dos subproblemas interesantes, resul-
tantes de la relajacio´n de cada uno de los conjuntos de restricciones, es decir tenemos
un problema si relajamos solo Dx ≤ d y otro al relajar Ax ≤ b. Al relajar alguno de
los dos tipos restricciones, obtenemos beneficios con cada uno de ellas (mencionados
en el transcurso de e´sta seccio´n), pero estructuras distintas. En este caso, es pra´ctico
reformular el problema original antes de efectuar la relajacio´n. Una transformacio´n
equivalente al problema original es realizada en [30] por Guignard, que es llevada a
cabo mediante la introduccio´n de una copia de las restricciones
z∗ = ma´x{cx|Dx ≤ d, x ∈ U, x = y, Ay ≤ b, y ∈ U} (4.10)
En el problema (4.10), se introdujeron las restricciones x = y, dualizandolas
con multiplicadores λ ∈ R y asociando los te´rminos similares, tenemos un problema
con variable de decisio´n x y uno resuelto para y,
z(λ) = ma´x
x
{(c− λ)x|Dx ≤ d, x ∈ U} +ma´x
y
{λy|y ∈ X}
La cota obtenida por la descomposicio´n del problema dual lagrangiano en dos sub-
problemas es
z∗ ≤ z(λ∗) = mı´n
λ
{z(λ)} ≡ wLD (4.11)
la cual domina estrictamente la cota lagrangiana obtenida por la dualizacio´n de
cualquier un conjunto de restricciones. Esto debido a que el problema (4.12) considera
todas las restricciones originales,
wLD = ma´x{cx|x ∈ conv(x ∈ U,Dx ≤ d) ∩ conv(X)} (4.12)
mientras que wD1 y wD2 so´lo consideran un conjunto de restricciones, ya que son cotas
lagrangianas esta´ndar obtenidas por la dualizacio´n de cualquiera de las restricciones
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Dx ≤ d o Ax ≤ b, por lo que
wLD ≤ mı´n{wD1 , wD2}
Consideramos los mismos supuestos anteriores, es decir, contamos con un con-
junto localizacio´nW tal que x∗ ∈ W . Dicho conjunto puede ser definido por mediante
algunas de las restricciones del problema original, dependiendo del tipo de proble-
ma. Ver la seccio´n 4.3, Estimacio´n de ξ(pi, u), mediante la definicio´n del conjunto
localizacio´n.
Considere el problema modificado original
zM = ma´x{cx|x ∈ X,Dx ≤ Dy, cx = cy, y ∈ W} (4.13)
Sea (x, y) = (x∗, x∗) un par de soluciones factibles para el problema (4.13).
El problema (4.13) es una relajacio´n del problema original (4.1) por lo tanto,
z∗ ≤ zM . Si el conjunto W es tal que y ∈ W , entonces, las restricciones Dy ≤ d son
inclu´ıdas expl´ıcitamente en la definicio´n del conjunto W . Una solucio´n o´ptima x∗
para (4.13) es factible para (4.1) y cumple que z∗ ≥ zM . Finalmente para una
localizacio´n dada tenemos z∗ = zM .
Dualizando las restricciones Dx ≤ Dy, cx = cy con multiplicadores u ≥ 0,
pi, obtenemos la cota lagrangiana modificada con pi, (zM(u ≥ 0, pi)) definida como
ma´xx∈X{(1− pi)cx− uDx}+ma´xy∈W{pic+ uD}y y
z∗ ≤ zM ≤ zM (pi, u) (4.14)
Denotamos por η(pi, u) como el valor o´ptimo de la primera maximizacio´n de
zM (pi, u), es decir, η(pi, u) = ma´xx∈X{(1 − pi)cx − uDx} y a ξ(pi, u) como el valor
o´ptimo de ma´xy∈W{pic+ uD}y.
Debido a la suposicio´n realizada en la seccio´n 4.1 ((Cota modificada)), consid-
eramos como restricciones fa´ciles a x ∈ X , calcular el valor de η(pi, u) es fa´cil (ma´s
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sencillo de resolver que el problema original) puesto que el problema correspondiente
so´lo e´sta formado por restricciones ((fa´ciles)).
El problema dual modificado correspondiente a la cota (4.14) esta´ definido
como
wMD = mı´n
u≥0,pi
= {η(pi, u)− ξ(pi, u)} (4.15)
.
El problema dual modificado
wMD = ma´x{cx|x ∈ conv(X), Dx ≤ Dy, cx = cy, y ∈ W}
y si y ∈ W cumple la restriccio´n Dy ≤ d entonces,
wMD ≤ mı´n{wD1,ma´x
x∈W
cx}
Similar, a lo definido en la seccio´n 4.1 ((Cota modificada)), la factibilidad de x∗
para el problema lagrangiano e´standar implica que cx∗+u(d−Dx∗) ≤ z(u). Si x∗ es
factible para (4.10) y u ≥ 0, entonces u(d −Dx∗) ≥ 0, obtenemos inmediatamente
una cota del problema original z∗ ≤ z(u).
Para problemas convexos y bajo ciertas suposiciones de regularidad (ver [6],
para ma´s detalles acerca de dichas condiciones), usualmente se toma como 0 el val-
or de u∗(d − Dx∗), cuando no necesariamente es as´ı, es decir u(d − Dx∗), puede
ser estrictamente positivo para u 6= u∗. S´ı X es no convexo, el te´rmino de comple-
mentariedad u(d − Dx∗) puede ser estrictamente positivo para u = u∗. Por lo que
podemos fortalecer la cota lagrangiana esta´ndar, usando mejores estimaciones del
te´rmino complementario en lugar de u(d−Dx∗) ≥ 0.
Si x∗ ∈ W entonces para cualquiera localizacio´n W tenemos que la cota cla´sica
lagrangiana z(u) para cualquier solucio´n factible del problema original es peor que la
cota cla´sica lagrangiana evaluada con la solucio´n o´ptima original y que la cota cla´sica
calculando el mejor termino de penalizacio´n agregado al problema lagrangiano
z(u) ≥ cx∗ + u(d−Dx∗)
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≥ cx∗ +mı´n
y∈W
u(d−Dy)
obteniendo
z∗ ≤ ma´x
x∈X
{cx+ u(d−Dx)} −mı´n
y∈W
{u(d−Dy)
≡ zM(u, 0)
Despue´s de varias transformaciones algebra´icas elementales, tenemos que la
cota coincide con la cota obtenida por el problema (4.14) con pi = 0.
Para problemas enteros, donde las restricciones Dx ≤ d no son cumplidas como
igualdad, una eleccio´n razonable de W es θ(u) = mı´ny∈Wu(d−Dy)>0 y as´ı mejorar la
cota lagrangiana esta´ndar.
4.3 Estimacio´n de ξ(pi, u), mediante la definicio´n
del conjunto localizacio´n
El principal uso de la cota lagrangiana modificada (4.14) esta´ dado bajo una
construccio´n adecuada del conjunto localizacio´nW . Debido a la definicio´n de zM (pi, u)
tenemos que, la localizacio´n ma´s ((estrecha)) deW es el valor ma´s pequen˜o de ξ(pi, u),
es decir el mejor valor de la cota superior modificada zM(pi, u). Desde este punto de
vista, es mejor considerar tantas restricciones originales como sea posible en el con-
junto localizacio´n W .
A continuacio´n definimos distintos conjuntos localizacio´n, comenzando por
aquel que contiene todas las restricciones originales, denotado por Wall, por defini-
ciones anteriores puede observarse que zM(pi, u) = z
∗ con pi = 1 y u = 0.
Debemos considerar la definicio´n de W , lo suficientemente sencillo (que sea
ma´s fa´cil de resolver que el original) para garantizar que el ca´lculo de ξ(pi, u) (prob-
lema que cuenta con restricciones consideradas dif´ıciles) en el problema (4.14) sea
fa´cil, pues es lo que se desea lograr al relajar, si no lo consideramos as´ı, estaramos
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invirtiendo el objetivo logrado (calcular η(pi, u) es ((fa´cil)) debido a la suposicio´n que
hicimos en el problema original, es decir, este problema es fa´cil ya que so´lo contiene
restricciones fa´ciles).
Debemos tomar en cuenta que si ξ(pi, u) es ma´s complicado de resolver que
el problema original, bajo una localizacio´n definida por todas (o algunas) de las
restricciones, recomiendamos usar una estimacio´n de ξ(pi, u). De tal forma que, si
relajamos algunas restricciones complicadas (formando una localizacio´n ma´s fa´cil),
sobre la cota lagrangiana esta´ndar o modificada, tenemos una relajacio´n sobre la es-
timacio´n de ξ(pi, u). Este tipo de relajacio´n sobre una relajacio´n es llamada relajacio´n
lagrangiana anidada(nested relaxation).
Definimos una localizacio´n como WD = {y|Dy ≤ d, y ∈ W}.
Si θ(u) = mı´ny∈WD{u(d − Dy)} ≥ 0 para cualquier u ≥ 0 entonces WD ≥
mı´nu≥0{z(u)− θ(u)} ≡ mı´nu≥0 zM(pi, u) ≥ wMD(WD), con lo que posiblemente fort-
aleceremos la cota dual esta´ndar wD considerando el problema (4.14).
Si el conjunto localizacio´n WD se puede descomponer, esto es
WD =WD1 ×WD2 × · · · ×WDL
el ca´lculo de ξ(pi, u) se reduce a resolver n subproblemas independientes de dimen-
siones pequen˜as. Algunas clases de problemas cuentan con dicha estructura en los
conjuntos X y WD de tal modo que resulta en una descomposicio´n de ca´lculos de
η(pi, u) y ξ(pi, u). Frecuentemente, este es el caso de los problemas que tienen vari-
ables ((xij)) por ejemplo, el de asignacio´n generalizada, localizacio´n de empresas,
multi-mochila y de empaquetamiento.
Otra localizacio´n adecuada resulta en θ(u) ≥ 0, esta es una localizacio´n susti-
tuta, WS = {y|uDy ≤ ud, y ∈ U} dando como resultado que la cota obtenida por el
dual lagrangiano modifcado es mejor que la cota dual lagrangiana wD ≥ wMD(WS).
Interpretamos el caso de localizaciones WS y WD como sigue. En lugar de
calcular de manera ((exacta)) ξ(pi, u) usando la localizacio´n Wall definida por todas
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las restricciones originales Dx ≤ d, Ax ≤ b, x ∈ U simplemente eliminamos las
restricciones Ax ≤ b y usamos la estimacio´n correspondiente del problema ((exacto))
de ξ(pi, u) (en el caso de WS podemos emplear la relajacio´n de una u´nica restriccio´n,
mediante relajacio´n sustituta, del conjunto de restricciones tipo Dx ≤ d, si se desea
ver ma´s informacio´n acerca de como realizar este tipo de relajacio´n ver relajacio´n
sustituta en [6]).
Otra forma de estimar el valor de ξ(pi, u) es usar la relajacio´n lagrangiana,
esta´ndar o modificada, en lugar de eliminar las restricciones. Sea W1 = {y|Py ≤
p, y ∈ (Y ∩ U)}, la localizacio´n dada (recuerde, que podemos definir la localizacio´n,
con algunas de las restricciones del problema original) donde Y ⊆ Rn, la matriz P y
el vector p son correspondientemente dimensionados (P es una copia de la matriz A
y p es el vector b). Suponemos que el conjunto Y tiene una estructura favorable
(por ejemplo, puede ser un conjunto que sea descompuesto en ve´rtices) y podemos
manejar expl´ıcitamente las restricciones y ∈ Y , mientras que las restricciones Py ≤ p
pueden ser dualizadas con multiplicadores v ≥ 0. De tal forma que podemos estimar
ξ(pi, u), para esto relajamos las restricciones Py ≤ p, obteniendo ξL(pi, u, v)
ξ(pi, u) ≡ ma´x
y∈W
{picy + uDy}
≤ ma´x
y∈Y ∩U
{picy + uDy + v(p− Py)}
≡ ξL(pi, u, v) ∀v ≥ 0
mientras que la cota modificada lagrangiana, se obtiene por el mejor te´rmino de
penalizacio´n, resultando una estimacio´n de xiL(pi, u, v), ∀v ≥ 0
xiL(pi, u, v) = ma´x
y∈W1
{picy + uDy}
≤ xiML(pi, u, v)
ξML(pi, u, v) ≡ ma´x
y∈Y ∩U
{picy + uDy − vPy)}+ ma´x
w∈U,Pw≤w
vPw (4.16)
Basados en estimaciones de ξ(pi, u) obtenemos dos problemas duales modifica-
dos asociados con la relajacio´n lagrangiana anidada para la localizacio´n W1,
wLMD = mı´n
u,v≥0,pi
{η(pi, u) + ξL(pi, u, v)}
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wMLMD = mı´n
u,v≥0,pi
{η(pi, u) + ξML(pi, u, v)}
Esta u´ltima cota wMLMD, es la ma´s sencilla de resolver (no quiere decir que la
calidad de la cota obtenida por esta sea mala) ya que empleamos relajacio´n anidada
y el conjunto localizacio´n que esta considerando toma menos restricciones en cuenta,
y estamos encontrando el mejor te´rmino de complementariedad agregado. A wMLMD le
llamamos cota lagrangiana modificada con pi, si fijamos pi = 0 en wMLMD, obtenemmos
la cota lagrangiana modificada.
4.3.1 Ejemplo del uso de la cota modificada
Ejemplo 1
A continuacio´n presentamos el procedimiento empleado en un pequen˜o ejemplo
acade´mico. Considere el siguiente problema binario, Freville y Hanafi [24]
z∗ = mı´n x1 + 2x2 + x3 + 2x4
s.a : 8x1 + 16x2 + 3x3 + 6x4 ≤ 18 (4.17)
5x1 + 10x2 + 8x3 + 16x4 ≤ 19 (4.18)
xij ∈ {0, 1}
donde la restriccio´n (4.17) define las restricciones tipo Dx ≤ d y tambie´n define el
conjunto Y y la restriccio´n (4.18) toma el lugar de las restricciones tipo Ax ≤ b
as´ı como Py ≤ p.
La solucio´n o´ptima de este problema es z∗ = 2, x∗ = { (0, 1, 0, 0), (0, 0, 0, 1),
(1, 0, 1, 0)}. Realizando la relajacio´n lineal obtenemos como solucio´n xlp = (0, 0.89, 0,
0.63) y la cota lineal es zlp = 3.04. Empleando la relajacio´n lagrangiana, tenemos que
su cota es wLD = 2
2
3
y los multiplicadores asociados son λ∗ = 2
3
(1, 1, 1, 2). Mientras
que el problema cla´sico lagrangiano de dualizar las restricciones (refeq:difi), da como
resultado la cota wD1 = z(
1
3
) = 212
13
≈ 2.923 con u∗1 =
1
13
, mientras que si dualizamos
5x1 + 10x2 + 8x3 + 16x4 ≤ 19, tenemos wD2 = z(
2
19
) = 218
19
≈ 2.947 para los
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multiplicadores u∗2 =
2
19
. La relajacio´n (que llamaremos sustituta), obtenida por la
sustitucio´n de las dos restricciones originales en una combinacio´n de ambas usando
dos multiplicadores (µ = (1, 0.5)), da una cota wS = 3. Mientras que la relajacio´n
compuesta, es decir la relajacio´n que incluye ambas relajaciones simultaneamente(la
sustituta y la relajacio´n lagrangiana esta´ndar de las dos restricciones), usando cuatro
multiplicadores, obtiene la cota wc = 2.82, resultado obtenido por Freville y Hanafi
en [24].
Las restricciones (4.18) fungen el papel de las restricciones Ax ≤ b, las cuales
son consideradas como fa´ciles; mientras que la restriccio´n a dualizar con multipli-
cador u ≥ 0 es la d´ıficil (4.17), la cual es tipo Dx ≤ d. Sea U = {x ∈ {0, 1}}.
Supongamos que el conjunto localizacio´n esta´ dada por W1 esta´ definida por las
dos restricciones originales, tal que la primera restriccio´n es usada para definir la
condicio´n y ∈ Y , la cual manejamos expl´ıcitamente, mientras que la segunda es
usada para definir Py ≤ p y dualizarla con multiplicador v ≥ 0 en la estimacio´n
del problema ξL(pi, u, v). Usando una te´cnica lagrangiana esta´ndar, presentamos el
problema dual wLMD(W1) como un problema lineal (problema maestro), cuyo espacio
factible esta´ dado por {x|Ax ≤ b}∩U para η(pi, u), mientras que para ξL(pi, u, v) en
el conjunto Y ∩U . Eliminando las restricciones redundantes obtenemos el problema
maestro final
wLMD(W1) = mı´nu,v≥0,pi η + ξ
s. a:
η ≥


2− 2pi − 6u
3− 3pi − 19u
0


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ξ ≥


pi + 8u+ 14v
2pi + 16u+ 9v
4pi + 17u− 10v
3pi + 14u− 2v
19v


donde la u´ltima restriccio´n para η y ξ corresponde a la solucio´n factible 0. La solucio´n
o´ptima del problema maestro es pi = −1
25
, u = 2
25
, v = 0, η = 1.6, ξ = 1.2, dando una
cota wLMD(W1) = 2.8 ≤ mı´n{wD1, wD2} = 2.923.
En caso de que no usemos la copia de las restricciones cx = cy, es decir,
simplemente fijar pi = 0 en el problema maestro, obtenemos los siguiente u = 1
13
≡
0.0769, v = 1
247
≡ 0.004, η = 20
13
≡ 1.538, ξ = 313
247
≡ 1.267, obteniendo una cota
η − ξ = 693
247
≡ 2.8057.
Usando la relajacio´n lagrangiana ξL(pi, u, v) para estimar ξL(pi, u), usamos la
relajacio´n sustituta. Sea WS la localizacio´n sustituta obtenida por la suma de la
multiplicacio´n de 8x1+16x2+3x3+6x4 ≤ 18 por µ1 = 1, y 5x1+10x2+8x3+16x4 ≤ 19
por µ1 = 0.5
WS = {x ∈ {0, 1}|10.5x1 + 21x2 + 7x3 + 14x4 ≤ 27.5} (4.19)
. Dichos multiplicadores µ son los o´ptimos para la relajacio´n sustituta del problema
original, resultando una cota sustituta wS = 3. Cuando la localizacio´n W = WS
la cota dual modificada wMD definida por la ecuacio´n (4.6) es calculada usando el
problema maestro lineal. Notemos que la restriccio´n correspondiente a la variable
η en el problema maestro permanece igual a como la hab´ıamos definido al inicio
de este ejemplo. La solucio´n del nuevo (el problema que toma la estimacio´n de
ξL(pi, u)) problema maestro es pi = 2
15
con u = 1
15
, η = ξ = 4
3
, obteniendo una cota
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η+ξ = 22
3
≡ 2.667, cuyo valor coincide con la cota wLD obtenida por descomposicio´n
lagrangiana.
Si usamos la localizacio´n W0 definida por las restricciones 8x1 + 16x2 + 3x3 +
6x4 ≤ 18 y no usamos la copia de las restricciones cx = cy, la cota lagrangiana
asociada coincide con la cota de descomposicio´n lagrangiana presentada en [27] (vea
ejemplo 7.4 en dicha referencia para ma´s informacio´n). Para el calculo de dicha cota,
hay que fijar pi = 0 y v = 0 en el problema maestro, donde la solucio´n asociada a
esta cota es u = 1
13
≡ 0.0769, η = 20
13
≡ 1.538, ξ = 17
13
≡ 1.308 obteniendo una cota
η + ξ = 37
13
≡ 2.846.
Ahora consideremos la restriccio´n 5x1+10x2+8x3+16x4 ≤ 19 como Dx ≤ d,es
decir tomadas como restriccio´n dif´ıcil y candidatas a relajar, mientras que 8x1 +
16x2 + 3x3 + 6x4 ≤ 18 ocupar´ıa el lugar de Ax ≤ b considerada como fa´cil. Adema´s
la primera restriccio´n es manejada expl´ıcitamente en la definicio´n y ∈ Y , mientras
que la segunda restriccio´n es usada para la estimacio´n de ξLpi,u,v. Despue´s de eliminar
las restricciones redundatentes obtenemos el siguiente problema maestro
wLMD(W1) = mı´nu,v≥0,pi η + ξ
s. a:
η ≥


2− 2pi − 10u
4− 4pi − 29u
3− 3pi − 24u
0,


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ξ ≥


pi + 8u+ 15v
2pi + 16u+ 12v
3pi + 18u− v
18v.


La solucio´n o´ptima es pi = −4
15
, u = 2
25
, v = 0, η = 1.2, ξ = 1.8, dando una cota
wLMD(W1) = 2.8.
Si fijamos pi = 0 (calculamos la cota sin la copia de las restricciones cx = cy),
obteniendo η + ξ = 2.826. Mientras que si fijamos pi = 0 y v = 0 (calular la cota de
descomposicio´n lagrangiana) tenemos η + ξ = 2.842
Ejemplo 2
Considere el siguiente problema no lineal
z∗ = ma´x {f(x)|Ax = b, x ≥ 0} (4.20)
con co´ncava f(x). Definimos X = {x|Ax = b} y W = {y|A¯y = b¯, y ≥ 0}, donde la
matriz
[
A¯, b¯
]
contiene un subconjunto de filas de la matriz extendida [A, b].
Dualizando las restricciones de no negatividad x ≥ 0, la cota lagrangiana
calculada para un u ≥ 0 fijo es
z(u) = ma´x {f(x)− ux|Ax = b} (4.21)
mientras que la cota lagrangiana modificada zM(u) esta´ definida por
zM(u) = z(u)− θ(u) θ(u) = mı´n
{
yu|A¯y = b¯, y ≥ 0
}
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En particular, si u es estrictamente positivo y la matriz
[
A¯, b¯
]
contiene al menos
una fila con elementos positivos, entonces θ(u) > 0 y zM(u) < z(u).
Observacio´n 4.8 Los multiplicadores son estrictamente positivos y frecuentemente
son usados en te´cnicas de punto interior, ver [67].
4.4 Cotas modificadas para el MMAP
En esta seccio´n desarrollamos el procedimiento propuesto para calcular la mejor
cota para el MMAP. Recapitulando el MMAP es una asignacio´n varios a varios
reconociendo capacidades l´ımites de agentes y tareas, cuyo modelo es
z∗MMAP = max
n∑
i=1
n∑
j=1
cijxij
s.a :
m∑
i=1
dijxij ≤ dj j = 1, · · · , n
n∑
j=1
aijxij ≤ bi i = 1, · · · , m
xij ∈ {0, 1}
Ana´logamente este tipo de problema cuenta con la estructura de descomposicio´n
doble.
Para comenzar la aplicacio´n del procedimiento propuesto en secciones anteri-
ores para el MMAP, definamos
X = {xij ∈ {0, 1}|
n∑
j=1
aijxij ≤ bi i = 1, · · · , m} =
m∏
i=1
Xi
Xi = {xij ∈ {0, 1}|
n∑
j=1
aijxij ≤ bi}
Wi = {yij ∈ {0, 1}|Py ≤ p}
{Py ≤ p} ≡ {yij ∈ {0, 1}|
n∑
j=1
aijxij ≤ bi i = 1, · · · , m}
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Y = {yij ∈ {0, 1}|
m∑
i=1
dijxij ≤ dj j = 1, · · · , n} =
n∏
j=1
Yj
Yj = {yij ∈ {0, 1}|
m∑
i=1
dijxij ≤ dj}
Las restricciones originales ı´ncluidas en X son consideradas como ((fa´ciles)),
mientras que aquellas en Y son tratadas como ((dif´ıciles)). La localizacio´n W1 puede
ser usada en la dual lagrangiana modificada (4.15) para calcular el valor de wLMD(W1).
Las restricciones y ∈ Y son manejadas expl´ıcitamente, mientras las restricciones
Py ≤ p pueden ser dualizadas en la estimacio´n ξL(pi, u, v). Sea u = {uj, j =
1, · · · , n} y v = {vi, i = 1, · · · , m} los multiplicadores lagrangianos.
Tenemos wLMD(W1) = mı´nu,v≥0,pi ϕ(pi, u, v) con
ϕ(pi, u, v) = η(pi, u) + ξL(pi, u, v) (4.22)
η(pi, u) =
∑
i
ma´x
x∈Xi
{
∑
j
[(1− cij)− ujdij]xij} (4.23)
ξL(pi, u, v) =
∑
j
ma´x
y∈Yj
{(picij + ujdij)}+
∑
i
vibi (4.24)
Cap´ıtulo 5
Solucionando el dual
lagrangiano del MMAP
En el cap´ıtulo anterior explicamos como construir la mejor cota lagrangiana
modificada para el MMAP, ahora desarrollamos el me´todo de solucio´n para obtener-
la, haciendo enfoque en los aspectos algor´ıtmicos. E´sta seccio´n es importante ya que
presenta otra de las aportaciones de este trabajo. Presentamos un estudio nume´ri-
co para comparar la calidad de las cotas resultados, mediante un ana´lisis de los
resultados.
5.1 Uso del subgradiente para del dual
lagrangiano del MMAP
El me´todo propuesto para la solucio´n del dual lagrangiano del MMAP, es un
me´todo heur´ıstico lagrangiano (MHL) que consiste de dos fases: primero en el me´todo
del subgradiente, posteriormente un heur´ıstico voraz (que nos ayuda a encontrar
soluciones factibles). Existen varias versiones del MHL, entre las que se encuentran
aplicar el subgradiente, para despue´s aplicar el heur´ıstico voraz solamente en la
u´ltima iteracio´n logrando factibilizar la solucio´n obtenida por el subgradiente, esta
versio´n es la ma´s sencilla y la denotamos como MHL1. Otra versio´n del MHL, es
ma´s compleja, la cua´l consiste en ir ((mezclando)) ambos me´todos de forma que en
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cada iteracio´n obtengamos una cota superior, una inferior y una solucio´n factible, a
esta versio´n la nombramos MHL2.
5.1.1 Me´todo del subgradiente
En el cap´ıtulo 4 titulado ((Construccio´n de nuevas cotas lagrangianas)), plante-
ando el problema dual lagrangiano del MMAP, que calcula la nueva cota modificada
lagrangiana.
Un me´todo popular para resolver el problema dual es el subgradiente. A con-
tinuacio´n presentamos los pasos ba´sicos del me´todo que consiste en la ((fusio´n)) del
subgradiente y del heur´ıstico voraz, es decir, MHL2.
Sea pik, uk, vk, los valores de los multiplicadores correspondientes a la it-
eracio´n k, ϕk = ϕ(pik, uk, vk) y xkij , y
k
ij las soluciones correspondientes a los sub-
problemas:
xkij = argma´x
x∈Xi
{
∑
i
[(1− pik)cij)− u
k
jdij]xij} (5.1)
ykij = argma´x
y∈Yj
{
∑
j
(pikcij − u
k
j − a
k
ij)yij} (5.2)
.
El subgradiente esta´ directamente identificado despue´s de resolver los subprob-
lemas como:
αki =
[
∂ϕ
∂vi
]k
= bi −
∑
j
aijy
k
ij
βkj =
[
∂ϕ
∂uj
]k
= −
∑
i
dijx
k
ij +
∑
i
dijy
k
ij
γk =
[
∂ϕ
∂pi
]k
=
∑
i
∑
j
cijx
k
ij +
∑
i
∑
j
cijy
k
ij
.
Denotamos por sk un vector compuesto por {γk, βk, αk}, sea λk = {pik, vk, uk}
y λ¯k+1 = λk − k(ϕk − ϕlb)
sk
‖sk‖
2 donde k ∈ (0, 2], ϕlb es una cota inferior en ϕ
∗ =
Cap´ıtulo 5. Solucionando el dual lagrangiano del MMAP 65
wLMD(W1). Si zip ≤ w
L
MD(W1), podemos fijar ϕlb igual al valor de la funcio´n objetivo
del MMAP asociado a una solucio´n factible.
Observacio´n 5.1 La solucio´n factible φlb es construida por el ((me´todo heur´ıstico
voraz)) presentado en la seccio´n 5.1.2.
Los multiplicadores para la siguiente iteracio´n esta´n definidos como la proyec-
cio´n de v¯k+1, u¯k+1, en el espacio no negativo pues u, v ≥ 0, mientras pi no tiene restric-
ciones de signo, entonces pik+1 = p¯ik+1, vk+1 = ma´x{0, v¯k+1},uk+1 = ma´x{0, u¯k+1}
donde ma´x es tomado por componentes.
El me´todo del subgradiente no es mono´tono, esto es que no necesariamente
ϕk ≥ ϕk+1. En la pra´ctica, el para´metro k var´ıa en (0, 2], comenzando con k = 2. Si
despue´s de K iteraciones consecutivas con un k fijo y la funcio´n ϕ no ha sido mejo-
rada lo ((suficientemente)), entonces usamos un valor ma´s pequen˜o k usualmente, se
toma como k
2
.
5.1.2 Me´todo heur´ıstico voraz
Debido a que algunas de las soluciones del dual lagrangiano durante y de-
spue´s del me´todo del subgradiente no son factibles, realizamos un me´todo heur´ıstico
voraz que consiste en transformar nuestra solucio´n infactible en la mejor solucio´n
factible que se pueda obtener, a partir de una solucio´n existente. Daremos una breve
descripcio´n de este procedimiento para despue´s definirlo detalladamente.
La idea es muy sencilla. Primero cambiamos algunos de los componentes de
una solucio´n de 1 a 0, es decir, cambiar la asignacio´n de un xij dado de 1 a 0 esto
con la finalidad de obtener una solucio´n factible.
Existen varias elecciones para determinar el elemento ij que cambiara´ su asig-
nacio´n, en nuestro caso esta´ determinado por el valor que afecte menos a la funcio´n
objetivo, es decir el elemento ij que tenga menor cij (debido a que tenemos un
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problema de maximizacio´n), con esto logramos encontrar una solucio´n factible (e´sta
parte del algoritmo es ignorada en caso de que la solucio´n sea factible).
Una vez que ya contamos con una solucio´n factible, conseguimos la mejor
solucio´n factible, cambiando algunos de los elemento ij que no tengan realizada
la asignacio´n, es decir, cambiamos algu´n xij = 0 por xij = 1, siempre y cuando la
asignacio´n realizada no viole ninguna restriccio´n. Escogiendo los elementos a cambiar
de valor de tal forma que obtenemos el mejor incremento posible (los xij que tengan
el costo que ma´s nos beneficie).
Sea xk la solucio´n actual binaria del MMAP, no necesariamente factible. Sea
Ωk0 el conjunto de todos los pares (i, j) tales que x
k
ij = 0 y Ω
k
1 el conjunto de todos
los pares (i, j) tales que xkij = 1. Ahora decimos que:
δki = bi −
n∑
j=1
aijx
k
ij
σkj = dj −
m∑
i=1
dijx
k
ij
Si el se cumple el criterio de factibilidad
mı´n
i,j
{δki , σ
k
j } ≥ 0
entonces xk es una solucio´n factible del MMAP.
Me´todo heur´ıstico voraz:((Greedy))
1. Sea x0 la solucio´n lagrangiana ( x, o´ y). Sean tij , rij indicadores redondeo,
tij = cij , rij = cij .
Observacio´n 5.2 Usualmente la eleccio´n de costos esta´ basada en mı´n(i,j)∈Ωt
1
para tij = cij. En lugar de esto, usamos otro indicador, fijamos tij =
cij
ma´x(aij ,dij)
.
De esta manera realmente podemos tener en cuenta el impacto que causa la
componente (i, j) en la violacio´n de las restricciones (es decir los valores de
aij, dij que obtienen factibilidad ma´s pronto). Del mismo modo, elegimos tij
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de tal forma que tij =
cij
ma´x
{
aij
bi
,
dij
di
} , dado que los valores relativos aij
bi
y
dij
bi
tambie´n dan una medida de la factibilidad. Similarmente definimos rij, tal que
rij =
cij
mı´n{(aij ,bi)}
los valores de aij, dij que disminuyan la factibilidad lo ma´s
lento posible.
La definicio´n de tij y rij, la realizamos fuera del algoritmo principal, para
realizar un mejor manejo de estos.
2. Criterio de factibilidad: Dado xk, calculamos δki , σ
k
i . Si mı´ni,j{δ
k
i , σ
k
i } ≥ 0 ir a
paso 4, ya que xk es una solucio´n factible del MMAP, de no ser as´ı ir a 3.
3. Factibilizando la solucio´n: Calcular mı´n(i,j)∈Ωk
1
tij
, sea (i, j)k el valor mı´nimo
alcanzado en la iteracio´n k. Sea xk+1ij = 0 para (i, j) = (i, j)
k y xk+1ij = x
k
ij para
(i, j) 6= (i, j)k. Sea Ωk+11 = Ω
k
1 − (i, j)
k y Ωk+10 = Ω
k
0 ∪ (i, j)
k, δk+1i = δ
k
i + a
k
ij,
σk+1j = σ
k
j + d
k
ij. Ir a paso 2 con: x
k+1, Ωk+11 , Ω
k+1
0 ,δ
k+1
i ,σ
k+1
j .
4. En este paso tenemos xk con mı´ni,j{δ
k
i , σ
k
i } ≥ 0. Sea S
k
0 ⊆ Ω
k
0 un conjunto tal
que (i, j) ∈ Ωk0, adema´s, cumple que aij ≤ δ
k
i y dij ≤ σ
k
j . Si S
k
0 =  entonces
detener el algoritmo (encontramos la solucio´n factible). Si no (es decir Sk0 6= )
ir al paso 5.
5. Mejor solucio´n factible: Calcular ma´x(i,j)∈Sk
0
rij , sea (i, j)
S el valor ma´ximo
alcanzado en la iteracio´n k. Sea δk+1i = δ
k
i − a
k
ij , σ
k+1
j = σ
k
j − d
k
ij. Sea x
k+1
ij = 1
para (i, j) = (i, j)S y xk+1ij = 0 para (i, j) 6= (i, j)
S. Ir a paso 4.
Me´todo del subgradiente versio´n MHL2
El procedimiento que proponemos funciona de la siguiente manera. El me´todo
heur´ıstico lagrangianoa versio´n 2 MHL2, maneja el subgradiente interactuando en
cada iteracio´n con el me´todo heur´ıstico voraz.
Resuelve los subproblemas (5.1,5.2).
Calcula el subgradiente (5.3).
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Realiza el me´todo heur´ıstico voraz.
Actualiza los multiplicadores.
Actualiza el valor de , en caso de ser necesario.
Verifica si algu´n criterio de parada se cumple, si no regresa al primer paso.
• Criterio de parada por:  ≤ 0.005,
• ma´ximo nu´mero de iteraciones,
• tiempo l´ımite,
• proximidad: mejor (solucio´n factible-cota actual)/cota actual menor o
igual al error (0.0001)
Por u´ltimo vuelve a aplicar el me´todo heur´ıstico voraz.
Me´todo del subgradiente versio´n MHL1
El me´todo heur´ıstico lagrangianoa versio´n 1 MHL1, resuelve el problema dual
lagrangiano, so´lo con el subgradiente y al terminar empleamos el me´todo heur´ıstico
voraz para factibilizar la solucio´n lagrangiana.
Resuelve los subproblemas (5.1,5.2).
Calcula el subgradiente (5.3).
Actualiza los multiplicadores.
Actualiza el valor de , en caso de ser necesario.
Verifica si algu´n criterio de parada se cumple, si no regresa al primer paso.
• Criterio de parada por:  ≤ 0.005,
• ma´ximo nu´mero de iteraciones,
• tiempo l´ımite,
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• proximidad: mejor (solucio´n factible-cota actual)/cota actual menor o
igual al error (0.0001)
Aplicar el me´todo heur´ıstico voraz.
Cap´ıtulo 6
Experimentacio´n computacional
Para poder apreciar adecuadamente los resultados obtenidos desarrollamos ca-
sos prueba, cuyo objetivo principal es comparar la calidad relativa de las cotas y la
proximidad entre cada una de ellas.
6.1 Implementacio´n
Iniciamos con una breve explicacio´n del optimizador e interfaz que usamos para
resolver el me´todo propuesto en la u´ltima seccio´n del cap´ıtulo anterior, posterior-
mente presentaremos los resultados y un ana´lisis de los mismos.
6.1.1 Generalidades de AMPL
AMPL (por sus siglas en ingle´s de ((A Mathematical Programming Language)))
es un lenguaje de programacio´n de alto nivel, capaz de expresar en notacio´n alge-
braica problemas de optimizacio´n tales como los problemas de programacio´n lineal;
usualmente se emplea para describir y resolver problemas complejos, especialmente
de problemas de optimizacio´n a gran escala.
Este lenguaje resuelve problemas: lineales, no lineales, y enteros-mixtos sin
limitacio´n de taman˜o. Adema´s de ser lo suficientemente poderoso para solucionar
problemas con un alto grado de precisio´n, tambie´n presenta un alto rendimiento.
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Otra de las cualidades con las que cuenta AMPL es la representacio´n de problemas
de flujo en redes, y la diferenciacio´n automa´tica de funciones no lineales.
En nuestro caso usamos el ILOG CPLEX, el cua´l frecuentemente so´lo es
nombrado CPLEX.
Con respecto a las versiones del optimizador y del lenguaje de programacio´n
usados para resolver todos los subproblemas de optimizacio´n asociados con el me´to-
do propuesto se empleo´, el sistema CPLEX 9.0, Sun Fire V440, de 4 procesadores
UltraSparc III a 1062 GHz con 1MB de memoria cache´ cada uno, 8 Gb de RAM
(16*512 MB).
6.2 Casos prueba
Para poder realizar el estudio nume´rico, necesitamos comparar la relacio´n entre
la calidad de las cotas y la factibilidad de la solucio´n con respecto a la solucio´n o´ptima
exacta, para todos los distintos tipos de cotas. Por lo que creamos dos tipos de casos
prueba del MMAP, dependiendo de la cantidad de agentes m y tareas n:
instancias pequen˜as
• ma´quinas m: 5, 8, 10
• agentes n: 50
instancias medianas
• ma´quinas m: 5, 10, 20
• agentes n: 100
Las instancias generadas esta´n basadas segu´n las creadas por Martello y Toth
[52], siguiendo las siguientes especificaciones:
cij ∈ U [10, 50]
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aij ∈ U [5, 25]
dij ∈ U [3, 20]
donde U es una distribucio´n uniforme dentro del intervalo de enteros mencionado.
Adema´s,
bi = α (
∑
i aij − 1)
dj = α
(∑
j dij − 1
)
donde 0 ≤ α ≤ 1, lo que hace que generemos soluciones factibles y as´ı poder com-
pararlas. Por lo que a su vez han sido divididos en 3 clases con respecto a los valores
de α:
α = 0.8
α = 0.9
α = 1.0
Calculamos varios tipos de cotas (dependiendo si utilizamos el me´todo MHL1
o MHL2, y el dual lagrangiano a resolver), presentamos los datos obtenidos para
solucionar el dual lagrangiano(ϕ) del MMAP, calculado por variaciones del me´to-
do del subgradiente. Todos los resultados fueron obtenidos usando un K = 5 y si
ϕk−ϕk+1
ϕmin
≤ δ donde δ = 0.005 para 5 iteraciones consecutivas fijamos k modifica´ndolo
a k
2
y ϕmin representa el mejor valor objetivo actual.
6.3 Resultados experimentales
En esta seccio´n se presentan los resultados de la aplicacio´n de las cotas la-
grangianas modificadas par el MMAP. Para cada una de las instancias calculamos:
zip solucio´n o´ptima del problema original entero
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zlp solucio´n de la relajacio´n lineal
zlag cota cla´sica lagrangiana wD
zmd cota modificada lagrangiana w
L
MD(W1) con pi = 0
zmdpi cota modificada lagrangiana w
L
MD(W1)
por lo que para cada caso prueba contamos con 4 cotas superiores de zip que es el
valor o´ptimo del MMAP original.
El valor de las cotas, fue calculado para medir la mejor´ıa que tiene una cota
sobre otra, por lo que presentamos los indicadores que comparan dos cotas. El valor
dado a rel0 indica la mejora de la relajacio´n de la restriccio´n cx = cy es decir la mejo-
ra de la cota lagrangiana modificada con la dualizacio´n de la copia de restricciones
(x = y) zmdpi sobre la cota modificada lagrangiana sin la dualizacio´n zmd
rel0 =
zmdpi − zip
zmd − zip
la mejora de la cota modificada con pi = 0 sobre la cota cla´sica lagrangiana esta´ dada
por rel1
rel1 =
zmd − zip
zlag − zip
la mejora de la cota modificada con pi = 0 sobre la cota lineal esta´ dada por rel2
rel2 =
zmd − zip
zlp − zip
y por u´ltimo rel3 compara la calidad de la cota cla´sica lagrangiana sobre la cota
lineal
rel3 =
zlag − zip
zlp − zip
Mientras que los valores que miden la proximidad entre la solucio´n entera zip
y cada una de las cotas, esta´ dado de la siguiente manera
proximidad de zmdpi a zip
gap0 =
zmdpi − zip
zip
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proximidad de zmd a zip
gap1 =
zmd − zip
zip
proximidad de zlag a zip
gap2 =
zlag − zip
zip
proximidad de zlp a zip
gap3 =
zlp − zip
zip
Debido a que las soluciones lagrangianas usualmente son usadas como punto
inicio de algunos me´todo heur´ısticos (para ma´s detalles ver tabla 2.1, que se ubica
en el cap´ıtulo 2, [51, 33, 38]), calculamos algunas caracter´ısticas de la solucio´n, tales
como, nu´mero de restricciones violadas por la solucio´n, grado de factibilidad y sub-
optimalidad de las soluciones.
El nu´mero de restricciones que son violadas, es representado por
nv
La desviacio´n de la funcio´n objetivo obtenida por la solucio´n lagrangiana ob-
jetivo o´ptimo con respecto a la solucio´n entera o´ptima original, es calculada
por
gap4 =
zip −
∑m
i=1
∑n
j=1 cijσij
zip
∗ 100% (6.1)
donde σij representa la solucio´n lagrangiana.
La violacio´n relativa asociada a la solucio´n lagrangiana esta´ dada por la sigu-
iente ecuacio´n.
velrel(σ) = ma´x
{
0, maxij
{∑m
i=1 dijσij
dj
,
∑n
j=1 aijσij
bi
}}
(6.2)
Y por u´ltimo, la proximidad entre el valor de la funcio´n objetivo obtenida por
la solucio´n lagrangiana, y su cota correspondiente.
gap5 =
zbound −
∑m
i=1
∑n
j=1 cijσij
zbound
∗ 100% (6.3)
donde σij repesenta la solucio´n lagrangiana.
Cap´ıtulo 6. Experimentacio´n computacional 75
Observacio´n 6.1 Realizamos varios conjuntos de casos prueba, pero so´lo presenta-
mos los resultados para una sola, debido a que los resultados cumplen caracter´ısticas
similares, por lo que no vimos necesario mostrarlos completamente. Si se desea ver
ma´s resultados acerca de la calidad relativa entre cotas y la proximidad de estas a la
solucio´n o´ptima entera ver [44, 49, 47].
6.3.1 Me´todo del subgradiente
En esta seccio´n presentamos el ana´lisis de los resultados usando solamente
el subgradiente para resolver el problema dual lagrangiano. Para poder comprender
mejor los resultados de la tabla 6.1 y tabla 6.2 vamos a describir lo que significa cada
columna de las tablas en la primera columna titulada m se presenta la cantidad de
agentes disponibles para desempen˜ar n tareas dato almacenado en la columna 2,
posteriormente se muestra el valor de α. Las siguientes 5 columnas representan los
valores de rel0 (mejor´ıa de la cota modificada con dualizacio´n de restricciones, con la
cota modificada que no cuenta con dualizaciones), rel1 (mejor´ıa de la cota modificada
sin dualizacio´n con respecto a la cota cla´sica lagrangiana), rel2 (mejor´ıa entre la cota
modificada sin dualizacio´n y la cota lineal) y por u´ltimo rel3 (cota cla´sica sobre cota
lineal), los cuales representan la comparacio´n entre dos cotas (ver el cap´ıtulo de
experimentacio´n computacional, para la descripcio´n de cada valor).
Para la instancia del problema con 20 ma´quinas m y 100 tareas n, CPLEX no
encontro´ la solucio´n o´ptima, debido a falta de memoria, por lo que esta instancia fue
abortada y la mejor solucio´n entera hasta el momento fue la utilizada para calcular
los indicadores (contando con un gap absoluto de absmipgap = 27.0845, mientras
que el gap relativo es de relmipgap = 0.000494234).
Como puede verse en las tabla 6.1 y tabla 6.2 , en todos los casos el ı´ndice rel0
es menor al 100%, es decir, la relajacio´n de la restriccio´n cx = cy tiene un efecto
beneficioso (en es aspecto, que da una mejor cota que la modificada sin dualizacio´n
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de restricciones, es decir zmdpi ≤ zmd) en el ca´lculo de la cota modificada lagrangiana,
empleando solamente el me´todo del subgradiente.
Por lo que podemos decir que la introduccio´n de la copia de las restricciones
al problema dual lagrangiano, resulta en una mejor´ıa para la cota lagrangiana, esto
debido al ca´lculo del mejor te´rmino de penalizacio´n, obtenido por la definicio´n que
hicimos del problema auxiliar θ(u).
En todos los casos se puede observar que rel0 es significativamente menor que
rel1, es decir que el desempen˜o logrado por la cota lagrangiana modificada zmdpi con
la relajacio´n de cx = cy es mejor que el obtenido por la cota modifi cadazmd sobre
la cota cla´sica lagrangiana zlag.
Acerca del ı´ndice rel1 que representa la mejor´ıa de la cota modificada la-
grangiana sin dualizacio´n de la copia de restricciones con respecto a la cota cla´sica
lagrangiana, cabe mencionar que es menor al 100% en todas las instancias con
α = 0.8 y α = 0.9, por lo que podemos decir que la cota modificada lagrangiana
zmdpi domina la cla´sica lagrangiana zlag. Sin embargo, cuando la proximidad entre la
cota lineal y la solucio´n o´ptima entera crece (los valores de gap3 son ma´s pequen˜os),
la cercan´ıa entre zmdpi y zlag disminuye, esto caso se cumple en algunas instancias
con 20 ma´quinas, 100 tareas y α = {0.8, 0.9}.
Con respecto a la proximidad de cada uno de los valores de las cotas y la
solucio´n o´ptima entera, podemos decir que entre ma´s pequen˜o sea el valor del gap es
mejor y debido a que el gap0 es significativamente menor que el mı´n {gap1, gap2, gap3}
para todos los casos (a excepcio´n del caso con 20 ma´quinas, 100 trabajos y con
α = 1.0), lo que significa que la cota modificada con pi, zmdpi es superior (mejor
calidad) a todas las dema´s cotas. En la mayor´ıa de los casos, el ı´ndice de proximidad
gap0 < 0.5 y en todos los problemas con α = 0.8, se encuentra la solucio´n o´ptima
es decir, gap0 = 0. Otra consecuencia que surge al tener gap0 = 0, es que no existe
otra cota mejor que zmdpi , porque la cota encontrada es igual a la solucio´n o´ptima
del problema original.
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Otra consecuencia de las tablas 6.1 y 6.2, con respecto a los valores de proximi-
dad gap1, gap2, gap3 es, que para la mayor´ıa de los problemas generados con α = 1.0
vemos que gap3 ≤ mı´n (gap1, gap2), por lo que la solucio´n obtenida por relajacio´n
lineal zlp es mejor que la cota cla´sica lagrangiana zlag y la modificada zmd.
En [48], Litvinchev presenta un me´todo de generacio´n de restricciones para
obtener el valor de zmd y zlag y se cumple que para todos los problemas (indepen-
diente del α), se cumple que gap1 < gap2 < gap3, pero a diferencia del me´todo que
proponemos, en los problemas con α = 1.0 los indicadores son muy pobres, es decir
que existe muy poco margen entre los valores de cada una de las cota.
m n α rel0 rel1 rel2 rel3 gap0 gap1 gap2 gap3
5 50 0.8 0.00 59.93 60.37 100.73 0.00 6.65 11.09 11.01
5 50 0.9 0.00 78.39 81.79 104.33 0.00 5.58 7.50 7.18
5 50 1.0 15.12 66.47 72.78 109.50 0.36 2.40 3.61 3.30
8 50 0.8 0.00 76.06 72.96 95.92 0.00 4.38 5.76 6.00
8 50 0.9 5.89 78.72 88.61 112.56 0.12 1.96 2.49 2.21
8 50 1.0 9.67 98.02 104.06 106.16 0.32 3.35 3.42 3.22
10 50 0.8 0.00 80.88 75.19 92.96 0.00 3.30 4.08 4.39
10 50 0.9 20.09 85.89 93.56 108.93 0.28 1.39 1.62 1.49
10 50 1.0 24.83 109.24 117.48 107.55 0.51 2.04 1.86 1.73
Tabla 6.1: Calidad relativa entre cotas para instancias pequen˜as, resolviendo el dual
lagrangiano, so´lo con el subgradiente, relajando Dx ≤ d.
En la tabla 6.3 y tabla 6.4, se muestran los resultados con respecto a la proxim-
idad entre la solucio´n obtenida por las cotas y la solucio´n entera o´ptima. La cantidad
de agentes con la que se genero´ el problema esta´ en la primera columna titulada m¸
las n tareas que tienen que ser desempen˜adas por dichos agentes se encuentra en la
columna 2, adema´s de que el valor de α, se encuentra en la columna 3. En las sigu-
ientes tres columnas posteriores se encuentran los ı´ndices de factibilidad para la cota
cla´sica lagrangiana xlag, dichas tres columnas presentan los valores de las violaciones
relativas, nu´mero de restricciones violadas y la pro´ximdad de la cota lagrangiana a la
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m n α rel0 rel1 rel2 rel3 gap0 gap1 gap2 gap3
5 100 0.8 0.00 66.68 67.04 100.54 0.00 7.44 11.16 11.10
5 100 0.9 0.00 73.43 77.34 105.32 0.00 5.02 6.84 6.49
5 100 1.0 0.93 70.79 75.80 107.07 0.03 3.37 4.76 4.45
10 100 0.8 0.00 77.61 78.05 100.57 0.00 3.42 4.41 4.38
10 100 0.9 5.75 76.97 96.52 125.40 0.07 1.18 1.53 1.22
10 100 1.0 7.26 107.98 118.92 110.14 0.17 2.37 2.19 1.99
20 100 0.8 0.00 91.22 82.13 90.03 0.00 1.50 1.65 1.83
20 100 0.9 8.40 107.71 125.48 116.50 0.08 0.98 0.91 0.78
20 100 1.0 77.41 139.73 165.02 118.10 0.79 1.02 0.73 0.62
Tabla 6.2: Calidad relativa entre cotas para instancias medianas, resolviendo el dual
lagrangiano, so´lo con el subgradiente, relajando Dx ≤ d.
solucio´n o´ptima respectivamente, las seis columnas posteriores muestran los mismos
ı´ndices de calidad para ymd y ymdpi , respectivamente.
Ahora haremos un breve ana´lisis acerca de las caracter´ısticas que son pre-
sentadas en dichas tablas, las cuales esta´n relacionadas con la factibilidad de las
soluciones. Como puede observarse en la tabla 6.3 y tabla 6.4, el nu´mero de restric-
ciones violadas (nv), para la solucio´n obtenida por la cota zmdpi como por zmd en
instancias generadas con α = 0.8 es igual a 0. Es decir que la solucio´n lagrangiana
es completamente factible mientras que las obtenidas por zlag en este mismo tipo de
problemas, cuenta con un gran nu´mero de restricciones violadas. Con respecto a la
medida de calidad que representa la violacio´n relativa de restricciones vrel, podemos
comentar que aunque es pequen˜o (el valor ma´s alto es 21% de restricciones violadas
para el problema con 20 ma´quinas, 100 tareas y un α = 1.0, caso que truncamos por
falta de memoria) para las soluciones obtenidas por zlag, es menor para zmd y zmdpi .
Por otra parte con respecto a la desviacio´n entre solucio´n obtenida por el subgradi-
ente y la funcio´n objetivo o´ptima |gap4| observamos que para todas las instancias se
cumple que gap4 es mucho menor para las dos cotas modificadas lagrangianas que
para la cla´sica lagrangiana.
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xlag ymd ymdpi
m n α vrel nv gap4 vrel nv vrel nv vrel gap4
5 100 0.8 0.03 31.00 −6.56 0.00 0.00 8.48 0.00 0.00 0.00
5 100 0.9 0.18 28.00 −7.52 0.00 0.00 14.81 0.00 0.00 0.00
5 100 1.0 0.30 16.00 −2.68 0.27 1.00 10.47 0.13 3.00 −0.36
8 50 0.08 0.01 43.00 −5.48 0.00 0.00 7.30 0.00 0.00 0.00
8 50 0.9 0.14 20.00 −2.37 0.00 0.00 11.07 0.05 3.00 −0.12
8 50 1.0 0.28 27.00 −3.89 0.00 0.00 17.34 0.11 4.00 −0.32
10 50 0.8 0.01 41.00 −3.95 0.00 0.00 5.58 0.00 0.00 0.00
10 50 0.9 0.13 20.00 -1.31 0.00 0.00 12.10 0.10 5.00 −0.28
10 50 1.0 0.27 23.00 −1.54 0.03 5.00 16.32 0.05 5.00 −0.04
Tabla 6.3: Factibilidad de las soluciones para instancias pequen˜as, resolviendo el dual
lagrangiano, so´lo con el subgradiente, relajando Dx ≤ d.
Para concluir el ana´lisis de esta seccio´n, comparamos los tres tipos de cotas
que calculamos es preferible en te´rminos de factibilidad la solucio´n obtenida por la
zmd sobre zmdpi , pero en te´rminos de optimalidad es mejor zmdpi , tales diferencias
subyacen de la introduccio´n de la restriccio´n cx = cy mediante la relajacio´n en la
funcio´n objetivo.
Observacio´n 6.2 El ana´lisis es similar para las instancias donde se consideran
como restricciones dif´ıciles a Dx ≤ d como a Ax ≤ b. Ver resultados en las tablas
6.5, 6.6, 6.7 y 6.8.
6.3.2 Me´todo del subgradiente y heur´ıstico voraz en
u´ltima iteracio´n MHL2.
Ahora, hacemos un ana´lisis de los datos contenidos en las tablas 6.9 y 6.10.
El procedimiento utilizado para resolver el problema dual lagrangiano, es resuelto
por el subgradiente, posteriormente de emplea el heur´ıstico voraz para factibilizar y
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xlag ymd ymdpi
m n α vrel nv gap4 vrel nv vrel nv vrel gap4
5 100 0.8 0.03 70.00 −8.03 0.00 0.00 11.09 0.00 0.00 0.00
5 100 0.9 0.17 58.00 −6.75 0.00 0.00 12.01 0.00 0.00 0.00
5 100 1.0 0.30 46.00 −4.81 0.00 0.00 13.91 0.07 1.00 −0.03
10 100 0.8 0.01 92.00 −4.34 0.00 0.00 5.49 0.00 0.00 0.00
10 100 0.9 0.13 41.00 −1.25 0.00 0.00 12.37 0.04 3.00 −0.07
10 100 1.0 0.28 47.00 −2.30 0.01 3.00 15.72 0.11 6.00 −0.17
20 100 0.8 0.01 80.00 −1.61 0.00 0.00 3.31 0.00 0.00 0.00
20 100 0.9 0.12 49.00 −0.74 0.04 11.00 12.55 0.06 11.00 −0.08
20 100 1.0 0.21 46.00 −0.83 0.01 7.00 22.41 0.12 17.00 −0.79
Tabla 6.4: Factibilidad de las soluciones para instancias medianas, resolviendo el
dual lagrangiano, so´lo con el subgradiente, relajando Dx ≤ d.
encontrar la mejor solucio´n factible, por lo que en esta seccio´n so´lo discutiremos los
ı´ndices 6.1 y 6.3 que representan la proximidad entre el calculo de la funcio´n objetivo
con la solucio´n lagrangiana obtenida por el me´todo y la solucio´n entera o la cota de
esta solucio´n.
Los resultados de las tablas tablas 6.9, 6.10, 6.11 y 6.12, tienen en la primera
columna m representa la cantidad de agentes disponibles para desempen˜ar n tareas,
dato contenido en la columna 2, posteriormente se muestra el valor de α. Posteri-
ormente se encuentran los valores de 6.1 o´ 6.3, para xlag, despue´s para ymd y por
u´ltimo para ymdpi la descripcio´n detallada de estos valores se encuentra en el cap´ıtulo
experimentacio´n computacional. No mostramos los ı´ndices de factibilidad debido a
que todas las soluciones encontradas son factibles, ya que despue´s de haber aplicado
el subgradiente, factibilizamos las soluciones por medio del heur´ıstico voraz.
La primera caracter´ıstica que debemos notar es que las soluciones son 100%
factibles (debido a que empleamos en la u´ltima iteracio´n el heur´ıstico voraz que
factibiliza soluciones), por descripcio´n del me´todo MHL2.
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m n α rel0 rel1 rel2 rel3 gap0 gap1 gap2 gap3
5 50 0.8 0.00 57.83 60.00 100.63 0.00 6.63 10.10 11.00
5 50 0.9 0.00 77.69 80.00 103.43 0.00 4.98 6.20 6.40
5 50 1.0 12.13 65.46 71.08 105.79 0.30 1.98 3.50 3.65
8 50 0.8 0.00 75.00 71.96 99.89 0.00 4.38 5.00 5.77
8 50 0.9 7.98 79.46 88.56 108.56 0.11 0.89 1.49 2.21
8 50 1.0 9.67 98.02 104.06 106.16 0.32 3.35 3.42 3.22
10 50 0.8 0.00 80.88 75.19 92.57 0.00 3.20 3.18 4.01
10 50 0.9 20.78 85.89 93.56 108.93 0.28 1.39 1.62 1.49
10 50 1.0 24.83 109.24 120.48 107.55 0.51 2.04 1.86 1.73
Tabla 6.5: Calidad relativa entre cotas para instancias pequen˜as, resolviendo el dual
lagrangiano, so´lo con el subgradiente, relajando Ax ≤ b.
El ı´ndice gap4, que mide la cercan´ıa entre el valor de la funcio´n objetivo
generada por la solucio´n lagrangiana xlag podemos decir que las instancias donde
α = 0.8, 0.9, el valor de proximidad se encuentra al rededor de un 15% mientras que
para las instancias con α = 1.0 es de a lo ma´s un 20%, continuando con el ana´lisis
de los valores de gap4 generados por la solucio´n ymd, observamos que los valores se
encuentran alrededor de un 7%, valores menores que los obtenidos por xlag, por lo
que podemos comentar que esta solucio´n es ma´s pro´xima a la o´ptima, por u´ltimo
el valor de gap4 para las instancias ymdpi se encuentran en un 3%, por lo que e´sta
solucio´n es la mejor solucio´n de todas.
Con respecto a la proximidad del valor de la funcio´n objetivo calculada por la
solucio´n lagrangiana y la cota lagrangiana (gap5), analizamos que los datos encon-
trados en la tabla 6.10, siguen las mismas caracter´ısticas que el ı´ndice gap4.
Observacio´n 6.3 El ana´lisis es similar para las instancias donde se relaja Dx ≤ d
como Ax ≤ b. Ver resultados en la tabla 6.11 y tabla 6.12.
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m n α rel0 rel1 rel2 rel3 gap0 gap1 gap2 gap3
5 100 0.8 0.00 68.66 64.89 100.45 0.00 7.42 10.96 11.10
5 100 0.9 0.00 72.43 75.34 104.21 0.00 4.99 6.44 6.49
5 100 1.0 0.93 70.98 74.70 106.99 0.02 3.97 4.66 4.50
10 100 0.8 0.00 76.51 77.98 99.97 0.00 3.22 4.21 4.49
10 100 0.9 5.75 75.94 97.50 120.43 0.06 0.99 1.42 1.20
10 100 1.0 7.60 106.23 109.27 100.34 0.15 2.40 2.09 1.77
20 100 0.8 0.00 89.02 87.13 89.45 0.00 0.90 1.56 1.37
20 100 0.9 7.99 106.34 119.00 115.49 0.07 0.89 0.90 0.88
20 100 1.0 77.41 129.89 150.00 110.79 0.69 0.99 0.57 0.59
Tabla 6.6: Calidad relativa entre cotas para instancias medianas, resolviendo el dual
lagrangiano, so´lo con el subgradiente, relajando Ax ≤ b.
6.3.3 Me´todo del subgradiente y heur´ıstico voraz
alternando cada iteracio´n
Este me´todo es el que resuelve el subgradiente pero despue´s de resolver los
subproblemas pasamos las soluciones obtenidas por el heur´ıstico voraz para factibi-
lizar las soluciones y tratar de converger ma´s ra´pido, adema´s de agregar un criterio
de parada, el de cercan´ıa entre la mejor solucio´n factible y la cota obtenida hasta el
momento. Hay que recalcar que este criterio es el que siempre es cumplido, por lo
que siempre se lleva a una cercan´ıa deseada entre estos dos valores.
Los resultados a presentar contenidos en las tablas 6.13,6.14,6.15 y 6.16; poseen
las siguientes columnas: en la primera titulada m representa la cantidad de agentes
disponibles para desempen˜ar n tareas, dato contenido en la columna 2, posterior-
mente se muestra el valor de α. Posteriormente se encuentran los valores de 6.1 y
6.3, para xlag, despue´s para ymd y por u´timo para ymdpi . No mostramos los ı´ndices
de factibilidad debido a que todas las soluciones encontradas son factibles.
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xlag ymd ymdpi
m n α vrel nv gap4 vrel nv vrel nv vrel gap4
5 100 0.8 0.03 30.00 −6.45 0.00 0.00 8.45 0.00 0.00 0.00
5 100 0.9 0.16 25.00 −7.49 0.00 0.00 13.99 0.00 0.00 0.00
5 100 1.0 0.30 15.00 −2.45 0.25 1.00 10.56 0.34 2.00 −0.23
8 50 0.07 0.06 42.00 −5.23 0.00 0.00 6.28 0.00 0.00 0.00
8 50 0.9 0.10 19.00 −2.30 0.00 0.00 10.99 0.04 2.00 −0.09
8 50 1.0 0.27 25.00 −3.08 0.00 0.00 15.04 0.09 3.00 −0.30
10 50 0.8 0.01 40.00 −3.86 0.00 0.00 5.46 0.00 0.00 0.00
10 50 0.9 0.12 21.00 −1.30 0.00 0.00 11.99 0.09 4.00 −0.26
10 50 1.0 0.25 22.00 −1.23 0.02 4.00 17.43 0.02 6.00 −0.03
Tabla 6.7: Factibilidad de las soluciones para instancias pequen˜as, resolviendo el dual
lagrangiano, so´lo con el subgradiente, relajando Ax ≤ b.
En la tabla 6.13 y tabla 6.14 se observa que la calidad de la solucio´n de xlag
con respecto a la solucio´n exacta o´ptima en promedio de todos los casos prueba es
de 11.75% mientras que la de ymd es mejor con solo un 4.465%. Cabe notar que la
aportacio´n ma´s importante de los datos contenidos en dicha tabla es el porcentaje
de proximidad que presenta la solucio´n ymdpi que es mucho menor que la cercan´ıa a
la solucio´n o´ptima exacta que presentan las 2 soluciones anteriores, con tan so´lo un
0.0088%. Concluyendo, la tabla 6.13 vemos que el valor de gap4 (proximidad entre
la funcio´n objetivo del procedimiento greedy a partir de xlag, ymd y ymdpi y el valor
exacto) es menor que el obtenido por las soluciones xlag y ymd.
Con respecto a los valores de gap5 contenido en la tabla 6.14, podemos decir,
que la proximidad entre el valor objetivo obtenido por xlag y la cota lagrangiana
cla´sica (zlag) obtenida por el me´todo descrito en secciones anteriores y [49, 46, 45] es
del 15.65%, mientras que el porcentaje entre la cota lagrangiana modificada zmd y
la solucio´n de ymd son del 6.40%; sin olvidar que la medida de calidad entre la cota
lagrangiana modificada zmdpi y ymdpi es del 0.01055%. Por lo tanto el mejor valor de
gap5 esta´ dado por ymdpi posteriormente ymd y por u´ltimo por xlag, es decir que la
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xlag ymd ymdpi
m n α vrel nv gap4 vrel nv vrel nv vrel gap4
5 100 0.8 0.02 69.00 −7.90 0.00 0.00 10.99 0.00 0.00 0.00
5 100 0.9 0.19 59.00 −6.47 0.00 0.00 11.78 0.00 0.00 0.00
5 100 1.0 0.29 43.00 −4.30 0.00 0.00 12.89 0.05 1.00 −0.03
10 100 0.8 0.01 90.00 −4.25 0.00 0.00 5.94 0.00 0.00 0.00
10 100 0.9 0.11 40.00 −1.23 0.00 0.00 11.43 0.03 2.00 −0.06
10 100 1.0 0.25 45.00 −2.15 0.01 2.00 14.99 0.09 5.00 −0.16
20 100 0.8 0.01 79.00 −1.59 0.00 0.00 3.35 0.00 0.00 0.00
20 100 0.9 0.10 47.00 −0.76 0.03 10.00 11.34 0.02 10.00 −0.07
20 100 1.0 0.21 45.00 −0.79 0.01 6.00 27.40 0.11 16.00 −0.76
Tabla 6.8: Factibilidad de las soluciones para instancias medianas, resolviendo el
dual lagrangiano, so´lo con el subgradiente, relajando Ax ≤ b.
solucio´n de la cota modificada lagrangiana zmdpi es una solucio´n ma´s cercana a una
solucio´n factible.
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xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 50 0.8 4.00 3.12 2.34 3.21 0.00 2.50
5 50 0.9 9.46 7.20 0.00 7.46 7.89 0.00
5 50 1.0 7.49 6.96 0.04 7.98 6.67 0.04
8 50 0.8 3.60 4.12 0.00 2.56 4.19 0.00
8 50 0.9 8.63 7.96 0.00 8.43 9.03 0.00
8 50 1.0 3.98 1.20 2.15 3.78 1.23 2.12
10 50 0.8 4.90 0.00 0.00 4.25 0.00 0.00
10 50 0.9 0.09 47.00 1.23 0.09 48.00 0.99
10 50 1.0 0.19 44.00 −0.6 0.18 42.00 −0.7
Tabla 6.9: Proximidad entre la solucio´n obtenida factible por el heur´ıstico voraz y
el subgradiente a la solucio´n o´ptima entera o la cota lagrangiana correspondiente
relajando Dx ≤ d, instancias pequen˜as.
xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 100 0.8 3.27 3.09 0.00 4.07 3.18 0.00
5 100 0.9 8.69 7.49 0.00 3.23 2.19 0.00
5 100 1.0 7.89 6.37 0.04 3.23 3.14 0.00
10 100 0.8 3.10 4.25 0.00 4.34 2.99 0.00
10 100 0.9 9.00 7.19 0.00 2.45 2.21 0.00
10 100 1.0 1.28 0.99 1.29 3.23 1.20 0.00
20 100 0.8 4.27 0.00 0.00 3.73 1.99 0.00
20 100 0.9 0.09 47.00 0.98 3.77 1.13 0.00
20 100 1.0 0.19 45.00 −0.7 3.79 2.98 0.00
Tabla 6.10: Proximidad entre la solucio´n obtenida factible por el heur´ıstico voraz
y el subgradiente a la solucio´n o´ptima entera o la cota lagrangiana correspondiente
relajando Dx ≤ d, instancias medianas.
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xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 50 0.8 3.39 3.10 0.00 3.35 2.20 0.00
5 50 0.9 9.06 7.03 0.00 8.50 7.26 0.00
5 50 1.0 7.89 6.56 0.04 7.49 6.89 0.05
8 50 0.8 3.51 4.98 0.00 2.14 4.15 0.00
8 50 0.9 8.79 7.46 0.00 7.59 8.13 0.00
8 50 1.0 3.98 1.37 2.35 3.98 1.37 2.35
10 50 0.8 4.23 0.00 0.00 6.27 0.00 0.00
10 50 0.9 0.11 48.00 1.34 0.12 49.00 1.34
10 50 1.0 0.21 46.00 -0.8 0.21 46.00 −0.8
Tabla 6.11: Proximidad entre la solucio´n obtenida factible por el heur´ıstico voraz
y el subgradiente a la solucio´n o´ptima entera o la cota lagrangiana correspondiente
relajando Ax ≤ b, instancias pequen˜as.
xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 100 0.8 4.67 3.21 0.00 4.67 3.21 0.00
5 100 0.9 9.56 8.23 0.00 4.67 3.21 0.00
5 100 1.0 8.38 7.89 0.05 4.67 3.21 0.00
10 100 0.8 3.61 5.12 0.00 4.67 3.21 0.00
10 100 0.9 9.59 8.13 0.00 4.67 3.21 0.00
10 100 1.0 3.98 1.37 2.35 4.67 3.21 0.00
20 100 0.8 5.82 0.00 0.00 4.67 3.21 0.00
20 100 0.9 0.12 49.00 1.34 4.67 3.21 0.00
20 100 1.0 0.21 46.00 −0.8 4.67 3.21 0.00
Tabla 6.12: Proximidad entre la solucio´n obtenida factible por el heur´ıstico voraz
y el subgradiente a la solucio´n o´ptima entera o la cota lagrangiana correspondiente
relajando Ax ≤ b, instancias medianas.
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xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 50 0.8 11.70 11.68 0.31 6.15 0.01 0.01
5 50 0.9 13.50 16.95 0.30 4.15 0.01 0.01
5 50 1.0 11.54 14.46 1.43 4.69 0.01 0.01
8 50 0.8 6.08 9.85 5.61 4.26 0.01 0.01
8 50 0.9 13.06 14.99 2.73 2.75 0.01 0.01
8 50 1.0 16.57 19.50 0.72 4.20 0.02 0.03
10 50 0.8 5.09 8.08 0.04 3.19 0.00 0.00
10 50 0.9 9.42 10.61 0.25 1.56 0.01 0.01
10 50 1.0 15.35 17.38 1.02 3.39 0.02 0.02
Tabla 6.13: Proximidad entre la solucio´n obtenida por el heur´ıstico voraz y el sub-
gradiente interactuando en cada iteracio´n y la solucio´n o´ptima entera o la cota
lagrangiana correspondiente relajando Dx ≤ d, instancias pequen˜as.
xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 100 0.8 11.27 16.97 0.38 6.78 10.00 0.00
5 100 0.9 12.55 16.54 0.49 5.03 0.00 0.00
5 100 1.0 15.56 18.39 0.91 4.23 0.01 0.01
10 100 0.8 11.68 15.44 0.23 7.01 0.00 0.00
10 100 0.9 11.90 17.57 1.72 4.12 0.01 0.01
10 100 1.0 14.67 16.98 0.80 5.33 0.01 0.02
20 100 0.8 8.93 4.91 0.49 4.91 0.00 0.00
20 100 0.9 13.55 15.55 0.50 4.34 0.00 0.00
20 100 1.0 9.16 17.45 0.90 5.69 0.01 0.02
Tabla 6.14: Proximidad entre la solucio´n obtenida por el heur´ıstico voraz y el sub-
gradiente interactuando en cada iteracio´n y la solucio´n o´ptima entera o la cota
lagrangiana correspondiente relajando Dx ≤ d, instancias medianas.
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xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 50 0.8 11.60 10.95 0.45 5.23 0.01 0.01
5 50 0.9 11.20 14.90 0.20 3.25 0.01 0.01
5 50 1.0 10.65 13.62 0.93 3.39 0.01 0.01
8 50 0.8 5.00 10.08 6.61 5.12 0.01 0.01
8 50 0.9 13.05 13.78 1.84 1.99 0.01 0.01
8 50 1.0 17.75 20.01 0.84 3.29 0.02 0.03
10 50 0.8 5.09 7.07 0.03 2.94 0.00 0.00
10 50 0.9 8.19 9.19 0.23 1.52 0.01 0.01
10 50 1.0 14.50 16.98 0.92 2.47 0.02 0.02
Tabla 6.15: Proximidad entre la solucio´n obtenida por el heur´ıstico voraz y el sub-
gradiente interactuando en cada iteracio´n y la solucio´n o´ptima entera o la cota
lagrangiana correspondiente relajando Ax ≤ b, instancias pequen˜as.
xlag ymd ymdpi
m n α gap4 gap5 gap4 gap5 gap4 gap5
5 100 0.8 10.76 15.72 0.29 6.17 9.00 0.00
5 100 0.9 12.55 15.63 0.39 4.97 0.00 0.00
5 100 1.0 14.78 17.89 0.84 3.02 0.01 0.01
10 100 0.8 10.84 14.92 0.21 6.98 0.00 0.00
10 100 0.9 10.23 16.32 1.51 3.26 0.01 0.01
10 100 1.0 13.96 15.81 0.76 5.42 0.01 0.02
20 100 0.8 7.23 4.48 0.36 4.78 0.00 0.00
20 100 0.9 12.95 15.03 0.49 4.12 0.00 0.00
20 100 1.0 9.01 16.15 0.89 5.23 0.01 0.02
Tabla 6.16: Proximidad entre la solucio´n obtenida por el heur´ıstico voraz y el sub-
gradiente interactuando en cada iteracio´n y la solucio´n o´ptima entera o la cota
lagrangiana correspondiente relajando Ax ≤ b, instancias medianas.
Cap´ıtulo 7
Conclusiones
7.1 Conclusiones
La contribucio´n principal del presente trabajo es la obtencio´n de nuevas cotas
lagrangianas modificadas para el MMAP, empleando el me´todo MHL, basado en
el me´todo de subgradiente y el heur´ıstico voraz (procesamiento que factibiliza las
soluciones obtenidas) y sus distintas versiones.
La construccio´n de cotas modificadas, consistio´ en calcular el valor que cor-
responde al te´rmino de penalizacio´n agregado a la funcio´n objetivo del problema
lagrangiano, el cual en la cota lagrangiana cla´sica es tomado como 0, por lo que al
encontrar el menor valor posible de este, hara´ que mejoremos la cota cla´sica.
El me´todo MHL (tanto en versio´n 1 o´ 2) empleado para calcular cotas para el
problema de asignacio´n mu´ltiple MMAP es muy eficaz debido a que la cantidad de
multiplicadores asociados a un problema con m ∗ n variables y m+ n restricciones,
cuenta con tan so´lo m+ n + 1 multiplicadores.
Ya que dualizamos ambos tipos de restricciones (las relacionadas con la capaci-
dad l´ımite de los agentes Cx ≤ d y la capacidad de las tareas Ax ≤ b), para cada
una de las relajaciones del problema de asignacio´n mu´ltiple, obtuvimos seis tipos
distintos de cotas,
la cota generada por relajacio´n lineal
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la cota cla´sica lagrangiana
la cota modificada lagrangiana sin dualizar la copia de restricciones usando
el me´todo del subgradiente y aplicando el heur´ıstico voraz so´lo en la u´ltima
iteracio´n
la cota modificada lagrangiana dualizando la copia de restricciones usando
el me´todo del subgradiente y aplicando el heur´ıstico voraz so´lo en la u´ltima
iteracio´n
la cota modificada lagrangiana sin dualizar la copia de restricciones usando el
MHL y por u´ltimo
la cota modificada lagrangiana dualizando la copia de restricciones usando el
MHL.
Con respecto a la calidad de las cotas obtenidas por el MHL y el me´todo
subgradiente con el heur´ıstico voraz aplicado so´lo en la u´ltima iteracio´n, podemos
decir que la cota lagrangiana modificada con la copia de restricciones dualizadas es
mejor que la cota modificada lagrangiana sin dualizar la copia de las restricciones,
pero esta´s dominan a la cota cla´sica lagrangiana, la cua´l es mejor que la cota obtenida
por relajacio´n lineal.
En cuanto a la factibilidad que poseen las soluciones obtenidas por cada una
de las cotas, se pudo observar que se comportan de manera similar a la calidad
de la cota, es decir, la cota lagrangiana modificada con la copia de restricciones
dualizada es la ma´s factible, que las dema´s, siguie´ndole a e´sta, la cota lagrangiana
modificada sin la copia de restricciones dualizada, posteriormente la cota cla´sica
lagrangiana y por u´ltimo la cota de relajacio´n lineal. Los resultados son ana´logos
para la proximidad entre la solucio´n lagrangiana y valor o´ptimo.
Hay que mencionar que adema´s de presentar (las cotas lagrangianas modifi-
cadas, tanto las que dualizan como las que no, la copia de restricciones) un grado alto
de factibilidad, en algunos casos se cuenta con soluciones o´ptimas. Puntualizando,
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la proximidad de las cotas se reduce de un 15% de proximidad, presentada por la
cota cla´sica lagrangiana, a menos de un 0.03% de proximidad en promedio para la
cota modificada con la copia de las restricciones dualizadas.
La proximidad que presenta la cota modificada lagrangiana con la copia de
las restricciones dualizadas a la solucio´n o´ptima, es de 0.5% y esta´ dada por la
interaccio´n que tiene el me´todo del subgradiente con el heur´ıstico voraz para generar
soluciones factibles con perdidas ((mı´nimas)) en la funcio´n objetivo.
Una caracter´ıstica importante con la que cuenta el MHL, es que a pesar de
que es un me´todo que emplea el subgradiente para calcular las cotas, posee varios
criterios de parada que el subgradiente en si no tiene, por ejemplo la proximidad entre
solucio´n factible y la cota lagrangiana de la iteracio´n actual (criterio que siempre se
cumple y es igual a valordelacota−solucionfactible
valordelacota
≤ 0.0001), aparte de los criterios usuales
como lo son el nu´mero de iteraciones y el tiempo.
Otro punto importante que hay que tomar en cuenta con respecto al MHL, es
que en cada iteracio´n contamos con una solucio´n factible.
El tiempo de solucio´n, tenemos que el tiempo promedio para resolver un prob-
lema de forma exacta por CPLEX es del orden (secs- min) para problemas chicos,
(min-hrs) para problemas medianos, mientras que el MHL esta´ dado por de´cimas de
segundos para problemas medianos (20*100).
7.2 Trabajo futuro
Como trabajo futuro podemos mencionar que ser´ıa interesante probar la cota
creada para los dema´s tipos de problema de asignacio´n y para problemas de opti-
mizacio´n que cuenten con la estructura de descomposicio´n doble.
Encontrar el punto critico con respecto a la cantidad de variables, donde el
me´todo ya no obtiene buenos resultados, aunque manejamos 2000 variables (los
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dema´s manejan alrededor de 500 y 1000 variables), no aseguramos que cuando teng-
amos instancias de mayor taman˜o obtengamos resultados de buena calidad.
Con la propuesta anterior, en caso de obtener resultados no gratos o que no
consideremos adecuados, para las instancias grandes, podr´ıamos adecuar el el me´todo
y procedimiento propuesto para llegar a tener mejores resultados.
Otra aportacio´n que podr´ıamos hacer es, resolver la nueva cota modificada
lagrangiana, con algu´n otro tipo de me´todo, como, el volume, ((bundle)), Benders,
etce´tera.
Al resolver la nueva cota modificada, obtenemos soluciones factibles, ¿que
pasar´ıa si introducimos esta a un me´todo de solucio´n exacto, como el me´todo de
ramificacio´n y acotamiento?, ¿reducir´ıa considerablemente el tiempo de ejecucio´n
para encontrar el punto o´pitmo?.
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