Abstract-We study the loss in quantizing coded symbols from the AWGN channel with BPSK or QPSK modulation. A new quantization scheme and branch metric calculation method are presented. For the uniformly quantized AWGN channel, cutoff rate is used to determine the stepsize and the smallest number of quantization bits needed for a given bit signal-to-noise ratio 
I. INTRODUCTION
UANTIZING AWGN channel symbols may significantly increase the bit signal-to-noise ratio (Eb/No) required to achieve a particular decoded bit error rate (BER). This increase in Eb/No, called quantization loss, depends mainly upon the channel instead of the particular code utilized. It is well-known that using 3 bits of quantization causes a loss of 0.2-0.25 dB [1]- [7] . Furthermore, channel cutoff rate Ro is useful for estimating quantization loss and for determining good quantizer thresholds [3] , [4] .
The hardware complexity of one section in a convolutional decoder increases linearly with both the number of bits (4) used to quantize demodulated channel symbols and the number of bits (e) used to represent path metrics. Also, the decoding speed depends strongly upon q and e when bit-serial arithmetic is used. Therefore, these parameters should be made the smallest values which do not cause a significant &/No loss.
We find that 4 bits quantization yields a good compromise between complexity and performance. The 9-level quantizer described in the next section may be useful for very highspeed decoders. More bits of quantization may be required when coding gain is crucial, as in deep-space communications.
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In Sections I11 and IV, cutoff rate is used to estimate a good quantizer stepsize A and the corresponding &/No power loss for the uniformly quantized AWGN channel. In order to determine e, a tight bound is derived in Section V for the maximum difference between any two path metrics compared in a Viterbi decoder.
The theoretical results are verified by simulations of three convolutional codes with octal generator polynomals: (171,133)-the memory 6, rate 1/2, NASA standard code; (46321, 51271, 63667, 70535) -the memory 14, experimental code for the Galileo mission to Jupiter; and (46321,51271,63667,70535,73277,76513 )-the new rate 1/6, memory 14 code for the and Cassini mission. In all cases, the quantization loss measured from simulations was close to the loss in channel cutoff rate Ro, and the quantizer stepsize which maximized Ro nearly minimized BER, even though the memory 14 code rates are above Ro for the operating &/No of 0-1 dB. Simulations of a Viterbi decoder yielded the same quantization loss in dB measured with respect to bit error rate or symbol error rate, where a symbol is a block of 4 to 8 consecutive decoded bits. Therefore, the results in this paper also apply when an outer block code is concatenated with the convolutional code. Although the examples presented here are for rate l / n Viterbi decoders, this work applies (except Section V) to soft-decision decoding of block codes and to other convolutional decoders such as those using a stack algorithm. For the AWGN channel with fixed E,/No, a maximumlikelihood sequence decoder finds the trellis path with minimum Euclidean distance, equivalently minimum negative inner product, to the received sequence of demodulated channel symbols. So the metric for a trellis branch is the dot product of the branch label [11,12,...,1,],1, = +l or -1, and the negative of a received vector [yl, y2, . . . , y,]. Note that branches with lower metrics are closer to the received vector. Now incrementing or multiplying all branch metrics by the same value does not change the decoder output. Therefore, the decoder may add (-y, + Iyzl)/2 or (yI + ly,l)/2, instead of -yI or +y,, to the metrics of those branches for which 1, = +1 or -1, respectively, yielding the branch metric
BRANCH METRICS
which is equivalent to Euclidean distance. This "signmagnitude" method appears in [ l p. 41,871, [8] , [ l o p. 221 but the derivation above seems to be new. This method will be used herein because it halves the branch and path/state metric maximum ranges which result from the correlation
Let the random variable J, be the quantized value of y,. A decoder which uses q-bit signed integers to represent J, could conceptually use 0, &A, f 2 A , . . . ,4(24-l -1) A for any real number A because multiplying all metrics by A has no effect. For a uniform quantizer with spacing A volts, the thresholds should be &A/2, f 3 A / 2 , . . . , zt(24-l) A/2. Several simulations of the NASA code using 3 bits integer branch metrics and nonuniform quantization schemes, including the ones that maximized channel capacity or cutoff rate, never produced lower BER's than using the best A. Furthermore, any potential gain by a nonuniform scheme would decrease rapidly with q > 3. Thus, only uniform quantization schemes, characterized by q and A, are considered herein.
For the above uniform quantizer and q = 3, there are seven zones because J, E [ -3 , . . . , $31. To improve the quantizer performance, zones +4 and -4 are appended as shown in Fig. 1 . In rate 1/2 decoders, a branch metric of 8 is decreased to 7 so that q = 3 b are still sufficient to represent the branch metrics. As shown in the next section, this modification leads to a lower BER than for 8 levels and standard integer metrics [2] .
QUANTIZATION Loss
In this section, quantization losses for different q are measured from simulations and compared to calculated losses in AWGN channel cutoff rate Ro from an unquantized channel. Tables I and 11 , quantization losses measured from simulations are the same as the cutoff rate losses. All the numbers in Table I are insensitive to Eb/No in the range 0 to 4 dB. The 0.134 dB and 0.14 dB losses shown in Table I for q = 3 are for a 9-level quantizer ( Fig. 1) and 3 b branch metrics. They are significantly less than the 0.2-0.25 dB often reported for 8 levels [2] , [3j, [6] , [7] . The quantization and cutoff rate losses At high E,/No, the union bound may be used to calculate both quantization loss and the value of A which minimizes BER [5, p. 2921. However, exact calculation is tricky and depends upon the particular code, whereas quantization loss is really a function of the channel. Furthermore, using Ro(q) is sufficient, as was demonstrated in the last section.
Viterbi decoder bit error rates for several quantizers are shown in Fig. 2 for the (7,1/2) NASA code at = 2.25 dB. For q 2 4, there is negligible quantization loss.
The quantizer stepsize plotted is a fraction of 0 = because we assume that the AGC divides the received values yi by c. Since the AGC estimates 0 in order to perform this normalization, the BER curves in Fig. 2 actually show the effect of AGC inaccuracy. Multiplying all stepsizes in Fig. 2 by (2Es/No)-1'2 yields values as fractions of a. The BER curve labeled "9 levels" is for the quantizer shown in Fig. 1 , with branch metrics of f 8 reduced to +7. The BER curve labeled "8 levels" is for the uniform quantizer described in It appears from Fig. 2 that it is safer to make the quantizer stepsize larger than the value which minimizes BER. The stepsize which maximizes Ro(q) is labelled by "Ro". In all cases, the stepsize which maximized Ro( q ) nearly minimized BER. The corresponding curves for error rates of 8-bit bytes PI. have the same relative shape and spacing. Therefore, the quantization losses and stepsizes here also apply when a block code (e.g., 8-bit Reed-Solomon) is used outside of the convolutional code. Fig. 3 shows Viterbi decoder bit error rates for three nonoptimum quantizers and 3 bit branch metrics used with the (7, 1/2) NASA code operating at the same Eb/No of 2.25 dB as in Fig. 2 . The curve labelled "9 levels," copied directly from Fig. 2 , is for the quantizer in Fig. 1 . The BER curve "8 levels" applies to an 8-level quantizer [6, p. 131 and 3 bit branch metrics [6, p. 2581. The BER curve "7 levels" applies to a quantizer with sign-magnitude 3 bit branch metrics and zone assignments -3, -2, -1, 0, 0, $1, +2, +3, [ l , p. 871. Clearly, these last two quantizers and branch metric assignment techniques cause a substantial BER increase for large quantizer stepsizes.
v. STATE METRIC RANGE AND RENORMALIZATION IN VITERBI DECODERS
For each received n-vector of channel symbols and encoder state s, a Viterbi decoder finds the trellis path into s having the least total branch metrics. The metric of this "survivor path" becomes the state metric for s and is stored inside an C-bit register associated with the add-compare-select (ACS) unit for s. When received symbols are noisy, the minimum over all state metrics increases as received n-vectors are processed. So occasionally, all state metrics must be renormalized: decreased by a constant in order to avoid overflowing an C-bit register. Subtracting a constant c from all state metrics when every state metric is 2 c works but may be difficult to implement in some parallel Viterbi decoders. Renormalization can occur when the most significant bit (msb) is 1 in every state metric register because then zeroing these msbs is equivalent to subtracting 2'-' from every state metric. This approach is implemented in JPL's prototype, fully parallel, Big Viterbi Decoder, which contains 16384 ACS units [8] . Detecting when every state metric has msb = 1 works as follows [lo] . Let the random variable A 4 be the difference between the maximum and minimum state metrics after the ACS units have completed calculations for a trellis level. As proven later, M is upper bounded by a constant which depends only upon the code and the quantizer. Now choose L as the least integer such that M < 2e-2 and monitor the metric ( p ) for any one state. When the two most significant bits of p become 1, p 2 2'-' + 2e-2, so every state metric is 2 2e-1 (because M < 2e-2) which means that the msb is 1 in all state metrics. However, 2 bits of L are used for this method since L = 2 + [log? where other into state w, whose branch labels differ in D or fewer positions. Since the maximum contribution to a branch metric by one quantized channel symbol is J, , , , by the Viterbi algorithm the state metric of w is at most the metric of b
The above bound is usually much better than the upper [9] . However, neither of these bounds applies to path metrics compared inside ACS units, which is the critical point, particularly for modulo arithmetic.
Lemma: Suppose a Viterbi decoder for rate 1 / n convolutional codes uses sign-magnitude quantized symbols and branch metrics. Then the difference between any two path metrics compared inside an ACS unit is at most dfree J, , , . By the Viterbi algorithm, w, is the path with least metric into state s p at the previous trellis level. Therefore, p ( w S p ) Renormalization is automatic when state metrics are represented by two's ComplementLntegers and path metric aritharranged on a circle of circumference 2M and comparisons are made using two's complement arithmetic (Fig. 4) . It is even though metrics are crossing the top of the circle (i.e., renormalizing) at different times. This method is good because renormalization occurs within the ACS units (i.e., locally) and because = 1 + smaller value of C seems possible only if a constant c is subtracted from all state metrics when every state metric is 2 e. W-hen modulo path metric arithmetic is used in ACS units, M should be made greater than the maximum possible difference between path metrics compared inside any ACS unit, a number derived below. First, the maximum difference M is determined between any two state metrics after ACS computations. Let D be the maximum, over all nonzero states s, of the least weight of any trellis path from state 0 into state s.
Jmax will denote the maximum absolute value of a quantized, demodulated channel symbol. The next result follows from [ l , p. 89-92] .
Proof: Let b and w be the states with lowest and highest metrics. Since a convolutional code is linear, there exist two trellis paths from some state e, one into state b and the metic is performed 2 M 19i. Metr&s are conceptually the branch weight from state pc7 to state 0, plus the minimum into state ps.
Examples:
The NASA code has dfree = and D = 8. For dfree = 56 and D = 50 for the memory 14, rate 1/6 code to be used by JpL in the Cassini mission. In general, can be smaller, equal to, or larger than dfree. indeed, D = 4 and only. For a given G7 a dfree = 3 for the rate 1/2 code with octal generators 1 and 5.
The length C of state metric registers in a Viterbi decoder using modulo metrics should accommodate the maximum possible difference between two path metrics compared in an ACS unit. If C < 1 + log, (dfree . J,,,), the decoder will sometimes make incorrect decisions between trellis paths. Design Example: A new single-board version of the Big Viterbi Decoder (BVD) has been built at JPL with 6 bit quantized input symbols, sign-magnitude branch metrics, modulo pathhtate metrics, and C = 12 bit state metric registers. The value q = 6 was chosen to make the quantization loss negligible (0.01 dB), but more importantly, to make the decoder BER relatively insensitive to AGC inaccuracy. The prototype BVD has q = 8 to avoid AGC altogether. For a memory 14, r a t~l / 6 code, dfree 5 56. Thus, if J, , , = 31 and f ! = 12, A4 = 2048 > dfree ' J, , , guarantees that correct ACS decisions will always occur. On the other hand, simulations of the new memory 14, rate 1/6 code at &/NO = 0 -2 dB showed that C = 11 did not cause any detectable change in BER, even though a few incorrect ACS decisions occurred.
